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1. Introduction
Kashiwara [K1] has defined the notion of a crystal basis B(∞) for the minus part U−q (g)
of the quantized enveloping algebra of a semi-simple Lie algebra. He has shown [K2] that
B(∞) has a combinatorial description given by a mapping
Ψ : B(∞)→ B(∞)⊗Bik ⊗Bik−1 ⊗ · · · ⊗Bi1
for a sequence S = i1, i2, . . . ik of numbers in the index set I of the simple roots, where
each Bj is a certain abstract crystal, and where the longest word w0 in the Weyl group
has the form w0 = si1si2 · · · sik . In general the image of the map Ψ is not known. In this
paper we give an explicit description of the image of Ψ, for a specific choice of S, in the
case of classical Lie algebras of types An, Bn, Cn, Dn, using semi-standard tableaux of
Kashiwara and Nakashima [KN].
Here are our results for type An. We consider the map
Ψ : B(∞)→ B(∞)⊗(Bn⊗Bn−1⊗· · ·⊗B1)⊗(Bn⊗Bn−1⊗· · ·⊗B2)⊗· · ·⊗(Bn⊗Bn−1)⊗Bn.
Elements of Bi are indexed by the set Z of integers, and have the form bi(j) where j ∈ Z.
Let b be an element of B(∞); suppose that Ψ(b) is equal to
u∞⊗
(
bn
(
j1,n
)
⊗ bn−1
(
j1,n−1
)
⊗· · ·⊗ b1
(
j1,1
))
⊗
(
bn
(
j2,n
)
⊗ bn−1
(
j2,n−1
)
⊗· · ·⊗ b2
(
j2,2
))
⊗ · · · ⊗
(
bn
(
jn−1,n
)
⊗ bn−1
(
jn−1,n−1
))
⊗ bn(jn,n). (1.1)
Here u∞ is the unique element of B(∞) of weight 0. For a dominant weight λ there is a
morphism π¯λ from B(∞) to the crystal basis B(λ) of the irreducible module of highest
weight λ. Elements of B(λ) correspond to semi-standard Young tableaux. Let T be the
Young tableau corresponding to π¯λ(b). We show that for a suitably large dominant weight
λ, the integer jk,l appearing in (1.1) is equal to the negative of the number of entries in the
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k-th row of T which are greater than l. From this it follows that the image of Ψ consists
of all elements of the form (1.1) where the numbers jk,l are any integers which satisfy
0 ≤ −jk,n ≤ −jk,n−1 ≤ · · · ≤ −jk,k, 1 ≤ k ≤ n.
For type Cn, we use the map Ψ from B(∞) to B(∞)⊗
(
B1⊗· · ·⊗Bn⊗· · ·⊗B1
)
⊗
(
B2⊗
· · ·⊗Bn⊗· · ·⊗B2
)
⊗ · · ·⊗Bn. We use Young tableaux of type C of [KN]; these have entries
which are of the form 1, 2, . . . n, n, n− 1, . . . , 1. The definition of semi-standard uses the
order
1 ≺ 2 ≺ · · · ≺ n ≺ n ≺ n− 1 ≺ · · · ≺ 1,
and a condition on when i and ı¯ can occur in the same column. Our results for type C are
analogous to the type A results given above. We have analogues for types B and D; these
are somewhat more complicated than types A and C.
2. Preliminaries
We follow the notation in [K1], [K2], [KN]. For a survey of Kashiwara’s theory see [K3]. Let
g be a finite-dimensional split semi-simple Lie algebra over Q having Cartan subalgebra t,
with simple roots indexed by I = {1, 2, . . . , n}; the simple roots are {αi}i∈I , and simple
coroots are {hi}i∈I . We denote the weight lattice by P , with fundamental dominant
weights {Λi}i∈I . We have an inner product ( , ) on t
∗ such that (αi, αi) is a non-negative
integer and set 〈hi, λ〉 = 2(αi, λ)/(αi, αi) for i ∈ I, λ ∈ P . The quantized enveloping
algebra Uq(g) is the Q(q)-algebra generated by ei, fi (i ∈ I) and q
h (h ∈ P ∗) subject to
the relations 1.1.14–1.1.18 of [K1]. We assume that q is not a root of unity.
For a finite-dimensional Uq(g)-module M and λ ∈ P , the weight space Mλ is {m ∈
M : qhm = q〈h,λ〉m for all h ∈ P ∗}. We call M integrable if it is the direct sum of its
weight spaces. To M there is attached [K1] a crystal basis B, which is a finite set of size
equal to the dimension of M . Moreover B is the disjoint union of subsets Bλ of size equal
to the dimension of Mλ. For i ∈ I there are maps e˜i and f˜i from B to B ∪ {0} (which
reflect the decomposition of M as a module over the copy of Uq(sl2) generated by ei and
fi.) For b1 and b2 in B, we have f˜ib1 = b2 if and only if e˜ib2 = b1. For b ∈ B we let εi(b)
be the largest integer k such that e˜ki b 6= 0 and ϕi(b) be the largest integer k such that
f˜ki b 6= 0. The crystal graph of B is a colored oriented graph whose vertex set is B, with
an arrow colored by i from b1 to b2 if f˜ib1 = b2.
IfM1 andM2 are integrable Uq(g)-modules with crystal bases B1 and B2 respectively,
then M1⊗M2 is an integrable Uq(g)-module with crystal basis B1⊗B2, and the action of
e˜i and f˜i on B1 ⊗B2 is given as follows (cf. [K1], Theorem 1):
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f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2),
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2).
(2.1)
For a dominant weight λ, B(λ) is the crystal basis of the irreducible Uq(g)-module
V (λ) of highest weight λ. The unique element of B(λ)λ is denoted uλ. Each element of
B(λ) is of the form f˜i1 f˜i2 · · · f˜ikuλ for some i1, i2, . . . ik ∈ I. The minus part U
−
q (g) is the
subalgebra of Uq(g) generated by fi, i ∈ I. It is a direct sum of its weight spaces U
−
q (g)ξ =
{ u ∈ U−q (g) : q
huq−h = q〈h,ξ〉 for all h ∈ P ∗}, where ξ ∈ Q− = {
∑
niαi : ni ∈ Z, ni ≤ 0}.
It has a crystal basis B(∞) (cf. [K1], Theorem 5) which is the disjoint union of subsets
B(∞)ξ, ξ ∈ Q−, each of which has size equal to the dimension of U
−
q (g)ξ. The unique
element of B(∞)0 is denoted u∞, and every element of B(∞) is of the form f˜i1 f˜i2 · · · f˜iku∞
for some i1, i2, . . . ik ∈ I. There are maps f˜i from B(∞) to B(∞) and e˜i from B(∞) to
B(∞) ∪ {0}. For a dominant weight λ there is a map π¯λ from B(∞) onto B(λ) ∪ {0},
which maps B(∞)ξ to B(λ)λ−ξ, given by
π¯λ(f˜i1 f˜i2 · · · f˜iku∞) = f˜i1 f˜i2 · · · f˜ikuλ.
For each b ∈ B(∞), π¯λ(b) 6= 0 for all sufficiently large λ (depending on b) and for ξ ∈ Q−,
π¯λ : B(∞)ξ → B(λ)λ−ξ is a bijection for sufficiently large λ. For b ∈ B(∞), εi(b) =
max{k : e˜ki b 6= 0}, and ϕi(b) is given by (C1) below; for sufficiently large λ, εi(b) =
εi(π¯λ(b)).
The crystal bases B(λ) and B(∞) are examples of abstract crystals [K2]. Such a
crystal is a set equipped with maps e˜i and f˜i from B to B∪{0} where 0 is an ideal element
not in B. Each b ∈ B has a weight wt b, and there are maps ϕi, εi from B to Z ∪ {−∞},
which satisfy axioms C1–C4 of [K2]:
(C1) ϕi(b) = εi(b) + 〈hi,wt b〉, i ∈ I;
(C2) if b ∈ B and e˜ib ∈ B, then wt e˜ib = wt b+αi, εi(e˜ib) = εi(b)−1, and ϕ(e˜ib) = ϕi(b)+1;
(C2)′ if b ∈ B and f˜ib ∈ B, then wt f˜ib = wt b−αi, εi(f˜ib) = εi(b)+1, and ϕ(f˜ib) = ϕi(b)−1;
(C3) for b, b′ ∈ B, and i ∈ I, b′ = e˜ib if and only if b = f˜ib
′;
(C4) for b ∈ B, if ϕi(b) = −∞, then e˜ib = f˜ib = 0.
The tensor product of two crystals is defined, and is associative; the action of e˜i and
f˜i on b1 ⊗ b2 is given by (2.1). We have [K2, 1.3]
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εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈hi,wt b1〉)
ϕi(b1 ⊗ b2) = max(ϕi(b2), ϕi(b1) + 〈hi,wt b2〉).
(2.2)
Suppose that B1, B2, · · · , Bn are crystals, with bi ∈ Bi. Using (2.2) and induction, we
have, essentially as in [KN], Proposition 2.1.1,
ϕi(b1 ⊗ b2 ⊗ · · · bn) = max
{
ϕi(bj) +
∑
k>j
〈hi,wt bk〉 : j = 1, 2, . . . , n
}
εi(b1 ⊗ b2 ⊗ · · · bn) = max
{
εi(bj)−
∑
k<j
〈hi,wt bk〉 : j = 1, 2, . . . , n
} (2.3)
For i ∈ I there is a crystal Bi whose elements are bi(n), n ∈ Z. We have
wt bi(n) = nαi, e˜ibi(n) = bi(n+ 1), f˜ibi(n) = bi(n− 1),
e˜ibj(n) = f˜ibj(n) = 0 for i 6= j,
ϕi(bi(n)) = n, εi(bi(n)) = −n, ϕi(bj(n)) = εi(bj(n)) = −∞ for i 6= j.
The element bi(0) is denoted bi.
There is a notion of morphism of crystals. For each i ∈ I there is [K2, Theorem 2.2.1]
a unique injective morphism from B(∞) to B(∞)⊗Bi which commutes with each e˜j and
f˜j and which sends u∞ to u∞⊗ bi. By iteration, for any sequence S = {i1, i2, · · · ik} there
is an injective morphism from B(∞) to B(∞)⊗Bik⊗· · ·⊗Bi1 , and for any b ∈ B(∞) such
a sequence S can be chosen so that b is mapped to u∞ ⊗ bik ⊗ · · · ⊗ bi1 . Hence B(∞) can
be considered as a subcrystal of the limit Bik ⊗ · · · ⊗Bi1 ; in general it is not known how
to characterize this subcrystal. It is our goal to do this, for a specific choice of sequence
S, for g of types A, B, C, D.
3. Type A
In this section we assume that g is of type An. We recall the use of Young tableaux
of type An in [KN]. The irreducible Uq(g)-module V (Λ1) (the q-analogue of the vector
representation of g) has dimension n+1 over Q(q); the elements in its crystal basis B(Λ1)
are denoted by i , i ∈ I. The crystal graph of B(Λ1) is
1
1
−→ 2
2
−→ · · ·
n−1
−→ n
n
−→ n+ 1 .
The irreducible Uq(g)-module V (Λk) with highest weight Λk for 2 ≤ k ≤ n can be
embedded in the tensor power V (Λ1)
⊗k, and its crystal basis B(Λk) can be regarded as
a subcrystal of B(Λ1)
⊗k. By [KN, Prop. 3.3.1] B(Λk) consists of i1 ⊗ · · · ⊗ ik with
1 ≤ i1 < i2 < · · · < ik ≤ n+ 1.
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We identify the column
i1
i2
...
ik
with i1 ⊗ i2 ⊗ · · · ⊗ ik ∈ B(Λ1)
⊗k.
The irreducible Uq(g)-module V (λ) with highest weight λ =
∑
λiΛi can be embedded
in V (Λ1)
⊗λ1 ⊗ V (Λ2)
⊗λ2 ⊗ · · · ⊗ V (Λn)
⊗λn , so its crystal basis B(λ) can be viewed as a
subcrystal of B(Λ1)
⊗λ1 ⊗B(Λ2)
⊗λ2 ⊗ · · · ⊗B(Λn)
⊗λn . Thus an element b ∈ B(Λ) can be
identified as a tensor product C1 ⊗ · · · ⊗ Cp of columns; we write these columns right to
left (“the Japanese writing order” [K3, section 5]) obtaining a Young tableau.
Example. For g of type A3, suppose b ∈ B(Λ1+2Λ2+Λ3) is identified as C1⊗C2⊗C3⊗C4
where C1 = 3 , C2 = 3 ⊗ 4 , C3 = 2 ⊗ 4 , C4 = 1 ⊗ 2 ⊗ 3 . Then b corresponds to
the Young tableau
1 2 3 3
2 4 4
3 .
By construction, Young tableaux have at most n rows of boxes; the length of the i-th
row is λi + λi+1 + · · ·+ λn. Such a tableau is said to have shape Y (λ). The entries in the
boxes are integers m, with 1 ≤ m ≤ n+ 1. A Young tableau is called semi-standard if the
numbers in the tableau are strictly increasing down each column and non-decreasing from
left to right along each row. The Young tableau in the example above is semi-standard.
The Young tableau associated to uλ has only i’s in its ith row. The basic result [KN,
Theorem 3.4.2] on B(λ) is that it is the set of all semi-standard tableaux of shape Y (λ).
Definition 3.1. A semi-standard Young tableau T having r rows is called large if for each
i satisfying 1 ≤ i < r, the number of i’s in the i-th row of T is greater than the number of
boxes in each row below the i-th row.
In the following example, the first tableau is large, but the second one is not.
1 1 1 2 3 4
2 2
3
1 2 2 3 4
2 3 3
3
Lemma 3.2. Suppose that b ∈ B(∞)ξ, where ξ = −
∑
niαi. Suppose that λ =
∑
λiΛi,
where each λi > ni. Then the Young tableau given by π¯λ(b) ∈ B(λ) is large.
Proof: Suppose that b = f˜i1 f˜i2 · · · f˜iku∞. Then ni of the indices i1, . . . , ik are equal to
i. Row i of uλ has λi + · · · + λn boxes, each of which contains i, and after applying
f˜i1 , f˜i2 , · · · f˜ik to uλ, at most ni of these i’s are changed to i + 1’s. Since λi > ni, more
than λi+1 + · · ·+ λn i’s are then left in the i-th row. This is greater than the number of
boxes in the next row. This completes the proof.
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Lemma 3.3. Let b be the element u∞⊗ f˜
a(n)
n bn⊗ f˜
a(n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(1)
1 b1 of the crystal
B(∞)⊗Bn⊗Bn−1⊗· · ·⊗B1, where 0 ≤ a(n) ≤ a(n−1) ≤ · · · ≤ a(1). Then for 1 ≤ i ≤ n
(1) ϕi(b) = a(i− 1)− a(i) where a(0) = 0;
(2) εi(b) = a(i)− a(i+ 1) where a(n+ 1) = 0.
Proof: For each tensor factor t of b, let
mi(t) = ϕi(t) + the sum of 〈hi,wt t
′〉 for tensor factors t′ to the right of t. (3.1)
From (2.3), ϕi(b) is the maximum of the mi(t) as t varies over the tensor factors of b. All
tensor factors t of b have ϕi(t) = −∞ except for t1 = u∞ and t2 = f˜
a(i)
i bi. Suppose that
1 < i < n. Then mi(f˜
a(i)
i bi) = −a(i) + 〈hi,wt f˜
a(i−1)
i−1 bi−1〉, and since wt bi−1 = 0, then
from (C2)′ in section 2, wt f˜
a(i−1)
i−1 bi−1 = −a(i− 1)αi−1, so
〈hi,wt f˜
a(i−1)
i−1 bi−1〉 = −a(i− 1)〈hi, αi−1〉 = −a(i− 1)(−1) = a(i− 1),
mi(t2) = mi(f˜
a(i)
i bi) = −a(i) + a(i− 1).
Since ϕi(u∞) = 0 and 〈hi,wt f˜
a(i)
i bi〉 = −a(i)〈hi, αi〉 = −2a(i), we have
mi(t1) = mi(u∞) = ϕi(u∞) + 〈hi,wt f˜
a(i+1)
i+1 bi+1〉+ 〈hi,wt f˜
a(i)
i bi〉+ 〈hi,wt f˜
a(i−1)
i−1 bi−1〉
= a(i+ 1)− 2a(i) + a(i− 1) = a(i+ 1)− a(i) +mi(t2).
Since a(i+ 1)− a(i) ≤ 0, then mi(t1) ≤ mi(t2), so the maximum of the mi(t) is mi(t2) =
a(i− 1)− a(i), and (1) holds in this case. If i = 1 or i = n, the proof of (1) is similar. The
proof of (2) is also similar.
Lemma A. Suppose that T is a semi-standard tableau whose first row consists entirely
of 1’s; then ε1(T ) = 0.
Proof: We have ε1(T ) = max{k : e˜
k
1T 6= 0}. If e˜1T 6= 0, then e˜1T is gotten from T by
changing a 2 to a 1. Then e˜1T would have two 1’s in one of its columns, and would not
be semi-standard. However the set of semi-standard columns is stable under the action of
e˜1 [KN, Prop. 3.3.1]. So e˜1T = 0, and ε1(T ) = 0.
Proposition A. Let T be a semi-standard tableau with only one row. Let a(x) be the
number of entries in T which are > x. Let b = F (T ) = u∞⊗ f˜
a(n)
n bn⊗· · ·⊗ f˜
a(2)
2 b2⊗ f˜
a(1)
1 b1
be in B(∞)⊗Bn ⊗ · · · ⊗B2 ⊗B1. Then
(1) ϕi(F (T )) = ϕi(T ) for 1 < i ≤ n;
(2) ϕ1(F (T )) = ϕ1(T )− the number of entries in T ;
(3) εi(F (T )) = εi(T ), 1 ≤ i ≤ n;
(4) f˜iF (T ) = F (f˜iT ) if f˜iT 6= 0.
Proof: For 1 ≤ i ≤ n, ϕi(T ) is the number of i’s in T ; if i 6= 1, this equals a(i− 1)− a(i),
and this is equal to ϕi(F (T )) by Lemma 3.3(1). This proves (1). The number of 1’s in T
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equals the number of entries in T minus a(1), and (2) follows from Lemma 3.3(1). Since
εi(T ) is the number of i+1’s in T , (3) follows from Lemma 3.3(2). To prove (4), f˜iF (T ) is
obtained from F (T ) by increasing a(i) by 1, whereas f˜iT is obtained from T by changing
an i to an i + 1, and then F (f˜iT ) is obtained from F (T ) by increasing a(i) by 1. This
completes the proof.
Theorem A. Let B(∞) be the crystal basis of U−q (g) where g has type An. For each i,
1 ≤ i ≤ n, define
B(i) = Bn ⊗Bn−1 ⊗ · · · ⊗Bi.
Let Ψ be the unique morphism from B(∞) to B(∞) ⊗ B(1) ⊗ B(2) ⊗ · · · ⊗ B(n) which
maps u∞ to u∞ ⊗ (bn ⊗ · · · ⊗ b1)⊗ (bn ⊗ · · · ⊗ b2)⊗ · · · ⊗ bn. For b ∈ B(∞), suppose that
λ is a dominant weight such that the tableau T associated to π¯λ(b) is large. Let a(i, j) be
the number of entries in the i-th row of T which are > j; for each i, define
βi = f˜
a(i,n)
n bn ⊗ f˜
a(i,n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(i,i)
i bi ∈ B(i), F (T ) = u∞ ⊗ β1 ⊗ β2 ⊗ · · · ⊗ βn.
Then Ψ(b) = F (T ).
Proof: We use induction on n. If n = 1, then b has the form f˜k1 u∞ for some k. Then k is
the number of 2’s in the only row of T . The map Ψ goes from B(∞) to B(∞) ⊗ B1 and
Ψ(b) = u∞ ⊗ f˜
k
1 b1, so Ψ(b) = F (T ).
Now suppose that n > 1 and that the Theorem holds in type An−1. Suppose that
b = u∞. Then π¯λ(b) = uλ, which has no numbers greater than i in its i-th row, and the
Theorem holds for b. Suppose that b is an element of B(∞) such that for any dominant
weight λ for which the tableau T associated to π¯λ(b) is large we have Ψ(b) = F (T ). Fix
an integer j, 1 ≤ j ≤ n and choose λ so that both T = π¯λ(b) and f˜jT are large; we shall
prove that Ψ(f˜jb) = F (f˜jT ).
We have F (T ) = Ψ(b), so for any i, εi
(
F (T )
)
= εi(Ψ(b)) = εi(b). Since λ is large,
then εi(b) = εi(π¯λ(b)) = εi(T ). Therefore
εi
(
F (T )
)
= εi(T ) for 1 ≤ i ≤ n. (3.2)
Split the tableau T into two parts; the left part T2 consists of all columns of length at
least 2, and the right part T1 is the rest. For example,
if T =
1 1 1 2 3 4
2 2
3
then T2 =
1 1
2 2
3
, T1 = 1 2 3 4 .
By our right-to-left convention, T represents the tensor T1 ⊗ T2. We have Ψ(b) = u∞ ⊗
β1 ⊗ · · ·⊗ βn. Let c1 = u∞ ⊗ β1, and c2 = β2 ⊗ · · · ⊗ βn, so Ψ(b) = c1 ⊗ c2. We claim that
ϕi(T1) > εi(T2)⇐⇒ ϕi(c1) > εi(c2), 1 ≤ i ≤ n. (3.3)
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Suppose that i = 1. Since T is large, then T1 has at least one 1, so ϕ1(T1) > 0. Also, all the
entries of the first row of T2 are 1’s, and ε1(T2) = 0 by Lemma A, so ϕ1(T1) > ε1(T2). In
the notation of Proposition A, letting a(k) = a(1, k), we have c1 = F (T1), so by Proposition
A(2), ϕ1(c1) is a finite number, whereas ε1(c2) = −∞, since all tensor factors of c2 are
different from B1. It follows that ϕ1(c1) > ε1(c2), and (3.3) holds if i = 1; indeed,
ϕ1(T1) > ε1(T2), ϕ1(c1) > ε1(c2). (3.4)
Now assume that i > 1. We claim that
ϕi(T1) = ϕi(c1) and εi(T2) = εi(c2). (3.5)
The first equality follows from Proposition A(1). Let T ′2 be the tableau obtained by
deleting the first row of T2. This deleted row consists entirely of 1’s, and these 1’s are
irrelevant as far as εi(T2) is concerned since i > 1. Thus εi(T2) = εi(T
′
2). Now T
′
2 is
a large semi-standard tableau involving the symbols 2, 3, . . . , n, and therefore represents
an element of the crystal basis, for type An−1, of BAn−1(λ
′) for some dominant weight
λ′ of type An−1. We have T
′
2 = π¯λ′(b
′) for some element b′ ∈ BAn−1(∞). By induction,
letting Fn−1 and Ψn−1 be the analogues of F and Ψ (respectively) in type An−1, we have
Fn−1(T
′
2) = Ψn−1(b
′) = u∞ ⊗ c2. From (3.2),
εi(T
′
2) = εi(u∞ ⊗ c2) = max
(
εi(u∞), εi(c2)− 〈hi,wtu∞〉
)
= max
(
0, εi(c2)
)
= εi(c2).
Thus εi(T2) = εi(c2) and (3.5) holds, and so does (3.3).
Suppose that ϕj(T1) > εj(T2). Then f˜jT = f˜jT1 ⊗ T2, and since ϕj(c1) > εj(c2) by
(3.3), f˜j(c1 ⊗ c2) = f˜jc1 ⊗ c2. By Proposition A(4), f˜jc1 = f˜jF (T1) = F (f˜jT1), so
Ψ(f˜jb) = f˜jΨ(b) = f˜jF (T ) = f˜jc1 ⊗ c2 = F (f˜jT1)⊗ c2 = F (f˜jT )
as desired.
Suppose that ϕj(T1) ≤ εj(T2). Then j > 1 by (3.4). We have f˜jT = T1 ⊗ f˜jT2; also,
from (3.3), f˜jΨ(b) = c1 ⊗ f˜jc2. We want to show that F (T1 ⊗ f˜jT2) = c1 ⊗ f˜jc2. The
tableau T1 ⊗ f˜jT2 differs from T1 ⊗ T2 only below the first row. Since the Theorem holds
for An−1 by induction, we have
Ψn−1(b
′) = Fn−1(T
′
2) and Ψn−1(f˜jb
′) = Fn−1(f˜jT
′
2).
Then Fn−1(f˜jT
′
2) = Ψn−1(f˜jb
′) = f˜jΨn−1(b
′) = f˜jFn−1(T
′
2) = f˜j(u∞ ⊗ c2) = u∞ ⊗ f˜jc2.
Thus Fn−1(f˜jT
′
2) = u∞ ⊗ f˜jc2, so F (T1 ⊗ f˜jT2) = c1 ⊗ f˜jc2. Therefore Ψ(f˜jb) = F (f˜jT ).
This completes the proof.
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Corollary A. The image of Ψ consists of all elements of the form u∞⊗β1⊗β2⊗· · ·⊗βn
where
βi = f˜
a(i,n)
n bn ⊗ f˜
a(i,n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(i,i)
i bi ∈ B(i)
and {a(i, j)} are any integers such that
0 ≤ a(i, n) ≤ a(i, n− 1) ≤ · · · ≤ a(i, i), 1 ≤ i ≤ n. (∗)
Proof: For b ∈ B(∞), Ψ(b) = F (T ) where T is a large semi-standard tableau, and since
a(i, j) is the number of entries of the i-th row of T which are > j, (∗) holds. On the other
hand, if {a(i, j)} is a set of integers for which (∗) holds, form a large semi-standard tableau
T by having a(i, j) be the number of entries in the i-th row which are > j. Then T is in
the crystal basis B(λ) for some dominant weight λ, so T = π¯λ(b) for some b ∈ B(∞), and
then Ψ(b) = F (T ). The Corollary is proved.
4. Type C
In this section we assume that g is of type Cn. Again we follow the notation of
[KN]. We let αn be the long root, and αi, 1 ≤ i ≤ n − 1 be the short roots. We have
〈hi, αi+1〉 = −1 for 1 ≤ i ≤ n − 2, 〈hn−1, αn〉 = −2, 〈hi, αj〉 = 0 if |i − j| > 1. The
irreducible representation V (Λ1) of highest weight Λ1 has dimension 2n over Q(q), and
the elements of its crystal basis are i and ı , 1 ≤ i ≤ n. The crystal graph of B(Λ1) is
1
1
−→ 2
2
−→ · · ·
n−1
−→ n
n
−→ n
n−1
−→ · · ·
2
−→ 2
1
−→ 1 .
We use the order ≺ where
1 ≺ 2 ≺ · · · ≺ n ≺ n ≺ n− 1 ≺ · · · ≺ 1.
Analagous to the type A case, the irreducible Uq(g)-module V (Λk) with highest weight
Λk for 2 ≤ k ≤ n can be embedded in the tensor power V (Λ1)
⊗k, and its crystal basis
B(Λk) can be regarded as a subcrystal of B(Λ1)
⊗k. We again identify the column
i1
i2
...
ik
with i1 ⊗ i2 ⊗ · · · ⊗ ik ∈ B(Λ1)
⊗k,
where each ij is one of m or m, 1 ≤ m ≤ n. Define I
(C)
k to be the set of all columns as
above, where 1  i1 ≺ · · · ≺ ik  1, and where the following condition holds:
if ij = p and il = p, then j + (k − l + 1) ≤ p. (4.1)
9
Note that this condition implies that 1 and 1¯ cannot both be in the same column, since
j ≥ 1 and k − l + 1 ≥ 1. From [KN, Prop. 4.3.2] the crystal basis B(Λk) is equal to I
(C)
k .
As in type A, the irreducible Uq(g)-module V (λ) with highest weight λ =
∑
λiΛi can
be embedded in V (Λ1)
⊗λ1 ⊗ V (Λ2)
⊗λ2 ⊗ · · · ⊗ V (Λn)
⊗λn , so its crystal basis B(λ) can
be viewed as a subcrystal of B(Λ1)
⊗λ1 ⊗ B(Λ2)
⊗λ2 ⊗ · · · ⊗ B(Λn)
⊗λn . Then b ∈ B(λ) is
identified with a Young tableau, using the right to left convention on columns as in type
A; the columns are in I
(C)
k .
We will call a tableau T almost semi-standard if its columns are in I
(C)
k (1 ≤ k ≤ n)
and the entries in the rows are non-decreasing, from left to right, in the order ≺. Such a
tableau is called large as in Definition 3.1.
Lemma 4.1. Suppose that T is a large almost semi-standard tableau. Then p and p
cannot occur in the same column, for any p, 1 ≤ p ≤ n.
Proof: Suppose that p and p occur in the same column, with p in row j and p in row l.
Suppose that this column has length k. Since T is large, the number of j’s in row j is
greater than the number of entries in row l, so p = j. The condition j + (k− l+ 1) ≤ p of
(4.1) fails, since j = p and k − l + 1 ≥ 1. So p and p cannot be in the same column of a
large semi-standard tableau.
A semi-standard C-tableau is by definition [KN, p. 317] one which is almost semi-
standard, and for which a certain condition [KN, M.N.2] holds concerning successive
columns where i and ı occur in one of the columns. By Lemma 4.1, i and ı cannot
occur in the same column of a large semi-standard tableau, and we may dispense with
[KN, M.N.2] for a large semi-standard tableau. The basic result for type C [KN, Theorem
4.5.1] is that B(λ) is the set of semi-standard C-tableaux of shape V (λ). Lemma 3.2 still
holds, with the same proof.
Lemma 4.2. Let b be the element u∞ ⊗ f˜
a(2)
1 b1 ⊗ f˜
a(3)
2 b2 ⊗ · · · ⊗ f˜
a(n)
n−1 bn−1 ⊗ f˜
a(n)
n bn ⊗
f˜
a(n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(2)
2 b2⊗ f˜
a(1)
1 b1 of the crystal B(∞)⊗B1⊗· · ·⊗Bn−1⊗Bn⊗Bn−1⊗
· · · ⊗ B1, where 0 ≤ a(2) ≤ · · · ≤ a(n) ≤ a(n) ≤ a(n− 1) ≤ · · · ≤ a(1), n ≥ 2. Let
a(0) = 0. Then
(1) ϕi(b) = max
(
−a(i+ 1)+a(i+ 2)+a(i+1)−2a(i)+a(i−1), a(i−1)−a(i)
)
, 1 ≤ i < n−1;
(2) ϕn−1(b) = max
(
−a(n) + 2a(n)− 2a(n− 1) + a(n− 2), a(n− 2)− a(n− 1)
)
;
(3) ϕn(b) = a(n− 1)− a(n).
Proof: As in the proof of Lemma 3.3, find the maximum ofmi(t), defined in equation (3.1),
over the tensor factors t of b. First, assume that 1 < i < n − 1. The only tensor factors t
of b for which ϕi(t) 6= −∞, reading from right to left, are t1 = f˜
a(i)
i bi, t2 = f˜
a(i+1)
i bi, and
t3 = u∞. We have mi(t1) = −a(i) + a(i− 1);
mi(t2) = ϕi(f˜
a(i+1)
i bi)+
∑
t′∈S
〈hi,wt t
′〉, S =
{
f˜
a(i+2)
i+1 bi+1, f˜
a(i+1)
i+1 bi+1, f˜
a(i)
i bi, f˜
a(i−1)
i−1 bi−1
}
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mi(t2) = −a(i+ 1) + a(i+ 2) + a(i+ 1)− 2a(i) + a(i− 1);
mi(t3) = a(i) − a(i+ 1) +mi(t2). Since a(i) − a(i+ 1) ≤ 0, we have mi(t3) ≤ mi(t2), so
the maximum of the mi(t) is max
(
mi(t1), mi(t2)
)
, and (1) holds. If i = 1, the proof is
similar, using a(0) = 0.
Suppose that i = n − 1, n > 2. Then ϕn−1(b) = max
(
mn−1(t1), mn−1(t2), mn−1(t3)
)
where t1 = f˜
a(n−1)
n−1 bn−1, t2 = f˜
a(n)
n−1 bn−1, t3 = u∞. Now mn−1(t1) = −a(n− 1) + a(n− 2).
We have
mn−1(t2) = ϕn−1(f˜
a(n)
n−1 bn−1) +
∑
t′∈S
〈hi,wt t
′〉, S =
{
f˜a(n)n bn, f˜
a(n−1)
n−1 bn−1, f˜
a(n−2)
n−2 bn−2
}
.
Since 〈hn−1,wt f˜
a(n)
n bn〉 = −a(n)〈hn−1, αn〉 = −a(n)(−2) = 2a(n), then
mn−1(t2) = −a(n) + 2a(n)− 2a(n− 1) + a(n− 2).
We have mn−1(t3) = a(n− 1)−a(n)+mn−1(t2) ≤ mn−1(t2), since a(n− 1) ≤ a(n). Thus
ϕn−1(b) = max
(
mn−1(t1), mn−1(t2)
)
, which proves (2). If n = 2, the proof is similar. The
proof of (3) is straightforward.
Lemma 4.3. Suppose that b is the element as in Lemma 4.2. If 1 ≤ i < n − 1, then
f˜ib is gotten from b by increasing a(i) by 1 if a(i+ 2) − a(i+ 1) > a(i) − a(i + 1) and
increasing a(i+ 1) by 1 otherwise; f˜n−1b is gotten from b by increasing a(n − 1) by 1 if
a(n− 1)− a(n) ≥ a(n)− a(n), and increasing a(n) by 1 otherwise; f˜nb is gotten from b by
increasing a(n) by 1.
Proof: Write b = c⊗d where c = u∞⊗ f˜
a(2)
1 b1⊗· · · f˜
a(n)
n−1 bn−1, d = f˜
a(n)
n bn⊗ f˜
a(n−1)
n−1 bn−1⊗
· · ·⊗ f˜
a(1)
1 b1. Compare ϕi(c) to εi(d). Suppose that 1 < i < n− 1. Then as in the proof of
Lemma 4.2, we have ϕi(c) = a(i+ 2)−a(i+ 1). Similarly, using (2.3), εi(d) = a(i)−a(i+1).
Thus, if ϕi(c) > εi(d), that is if a(i+ 2) − a(i+ 1) > a(i) − a(i + 1), then from (2.1),
f˜ib = f˜ic ⊗ d; f˜ic is gotten from c by increasing a(i+ 1) by 1. If ϕi(c) ≤ εi(d), then
f˜ib = c ⊗ f˜id, and f˜id is gotten from d by increasing a(i) by 1. So the Lemma holds in
this case. We get the same result if i = 1 < n − 1. If i = n − 1, then ϕn−1(c) = −a(n),
while εn−1(d) = a(n−1)−2a(n). Adding a(n), we compare a(n)−a(n) to a(n−1)−a(n).
For i = n, ϕn(c) = a(n); εn(d) = a(n). Since a(n) ≤ a(n), then ϕn(c) ≤ εn(d), so
f˜n(b) = c⊗ f˜nd, and we increase a(n) by 1.
Lemma 4.4. Let T be a one-rowed semi-standard tableau. If 1 ≤ i < n, then f˜iT is gotten
from T as follows: if the number of i+ 1’s is greater than the number of i + 1’s, change
the rightmost i+ 1 to ı or get 0 if there are no i+ 1’s; otherwise change the rightmost i
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to i+ 1 or get 0 if there are no i’s. If i = n, change the rightmost n to n or get 0 if there
are no n’s.
Proof: Suppose that 1 ≤ i < n. Separate T into 2 parts: the left part Tl consists of all
numbers in T which are ≤ i + 1, and right part Tr consists of all the other entries in T .
Then T = Tr ⊗ Tl. We have ϕi(Tr) = the number of i+ 1’s and εi(Tl) = the number of
i+ 1’s. Now use (2.1). The result is clear if i = n.
Lemma 4.5. Let T be a one-rowed semi-standard tableau. If 1 ≤ i < n, let r be the
number of i+ 1’s in T , let s be the number of i+1’s, and let t be the number of i’s. Then
ϕi(T ) = max(t, r − s+ t). We have ϕn(T ) = the number of n’s.
Proof: Suppose that 1 ≤ i < n. Compute ϕi(T ) as max{k : f˜
k
i T 6= 0}. Suppose that
r > s; from the previous Lemma, f˜iT is gotten by changing an i to i+1. Then the number
of i+ 1’s is one greater; so f˜ r−si T has the same number of i+ 1’s as i+ 1s. Then apply f˜i
to f˜ r−si T t times, changing i to i+ 1 until we run out of i’s. Hence ϕi(T ) = r − s+ t. If
r ≤ s, applying f˜i to T changes an i to i + 1, so ϕi(T ) = t. It is clear that ϕn(T ) is the
number of n’s.
Proposition C. Let T be a semi-standard tableau with one row and at least one 1. Let
a(x) be the number of entries in T which are ≻ x. Let b = F (T ) = u∞⊗ f˜
a(2)
1 b1⊗ f˜
a(3)
2 b2⊗
· · · ⊗ f˜
a(n)
n−1 bn−1 ⊗ f˜
a(n)
n bn ⊗ f˜
a(n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(1)
1 b1 in the crystal B(∞)⊗B1 ⊗B2 ⊗
· · · ⊗Bn ⊗Bn−1 ⊗ · · · ⊗B1, n ≥ 2. Then
(1) ϕi(F (T )) = ϕi(T ) for 1 < i ≤ n;
(2) ϕ1(F (T )) = ϕ1(T )− the number of entries in T ;
(3) εi(F (T )) = εi(T ), 1 ≤ i ≤ n;
(4) f˜iF (T ) = F (f˜iT ) if f˜iT 6= 0.
Proof: Suppose that 1 < i < n− 1. From Lemma 4.2,
ϕi(b) = max
(
−a(i+ 1) + a(i+ 2) + a(i+ 1)− 2a(i) + a(i− 1), a(i− 1)− a(i)
)
. (4.2)
We have
a(i+ 2)− a(i+ 1) = number of i+ 1’s = r
a(i)− a(i+ 1) = number of i+ 1’s = s
a(i− 1)− a(i) = number of i’s = t,
(4.3)
so ϕi(b) = max(r − s + t, t) = ϕi(T ) by Lemma 4.5. If i = 1, the argument is similar,
except that the term a(0) is missing in (4.2) and a(0) is the number of entries ≻ 0 in (4.3).
Then ϕi(b) = ϕi(T )−the number of entries of T . If i = n − 1, n > 2, then from Lemma
4.2,
ϕn−1(b) = max
(
−a(n) + 2a(n)− 2a(n− 1) + a(n− 2), a(n− 2)− a(n− 1)
)
,
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a(n)− a(n− 1) = number of n’s = r
a(n)− a(n) = number of n’s = s
a(n− 2)− a(n− 1) = number of n− 1’s = t
and again ϕn−1(b) = max(r − s + t, t) = ϕn−1(T ) by Lemma 4.5. If n = 2, the proof is
similar. Finally, ϕn(b) = a(n − 1) − a(n) = number of n’s = ϕn(T ). This proves (1) and
(2); the proof of (3) is similar.
To prove (4), suppose that f˜iT 6= 0. If 1 ≤ i < n − 1, then f˜iF (T ) is obtained from
F (T ), by Lemma 4.3, by increasing a(i+ 1) by 1 if a(i+ 2)−a(i+ 1) > a(i)−a(i+1) and
by increasing a(i) by 1 otherwise. From Lemma 4.4, f˜iT is gotten from T by changing an
i+ 1 to ı¯ if the number of i+ 1’s is greater than the number of i+ 1’s. Now the number
of i+ 1’s is equal to a(i+ 2) − a(i+ 1), the number of i + 1’s is equal to a(i) − a(i+ 1).
Thus (4) holds in this case. The argument for i = n− 1 is similar, and for i = n it is easy.
Lemma C. Suppose that T is a semi-standard tableau whose first row consists entirely
of 1’s; then ε1(T ) = 0.
Proof: If e˜1T 6= 0, then e˜1T is obtained from T by changing a 2 to a 1 or changing a 1 to
a 2. Since the first row of T is all 1’s, if there were a 1 in T , then 1 and 1 would occur
in the same column, and then condition (4.1) would fail. Changing a 2 to a 1 would leave
two 1’s in the same column, so e˜1T would not be semi-standard, violating [KN 4.3.2]. So
e˜1T = 0.
Theorem C. Let B(∞) be the crystal basis of U−q (g) where g has type Cn. For each i,
1 ≤ i ≤ n, define
B(i) = Bi ⊗Bi+1 ⊗ · · · ⊗Bn−1 ⊗Bn ⊗Bn−1 ⊗ · · · ⊗Bi.
Let Ψ be the unique morphism from B(∞) to B(∞)⊗B(1)⊗B(2)⊗· · ·⊗B(n) which maps
u∞ to u∞⊗(b1⊗b2⊗· · ·⊗bn⊗bn−1⊗· · ·⊗b1)⊗(b2⊗b3⊗· · · bn⊗bn−1⊗· · ·⊗b2)⊗· · ·⊗bn.
For b ∈ B(∞), suppose that λ is a dominant weight such that the tableau T associated to
π¯λ(b) is large. Let a(i, j) be the number of entries in the i-th row of T which are ≻ j; for
each i, define
βi = f˜
a(i,i+1)
i bi⊗ f˜
a(i,i+2)
i+1 bi+1⊗· · ·⊗ f˜
a(i,n)
n−1 bn−1⊗ f˜
a(i,n)
n bn⊗ f˜
a(i,n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(i,i)
i bi,
F (T ) = u∞ ⊗ β1 ⊗ β2 ⊗ · · · ⊗ βn.
Then Ψ(b) = F (T ).
Proof: The proof is essentially the same as that of Theorem A. We use induction on n,
starting at n = 1. For n = 1, the argument is the same as in the first paragraph of the
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proof of Theorem A, except that the one-rowed tableau T has entries 1 and 1 instead of
1 and 2. The proof then proceeds as for Theorem A, using Proposition C and Lemma C
instead of Proposition A and Lemma A.
Corollary C. The image of Ψ consists of all elements of the form u∞⊗β1⊗β2⊗· · ·⊗βn
where
βi = f˜
a(i,i+1)
i bi⊗ f˜
a(i,i+2)
i+1 bi+1⊗· · ·⊗ f˜
a(i,n)
n−1 bn−1⊗ f˜
a(i,n)
n bn⊗ f˜
a(i,n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(i,i)
i bi
and {a(i, j) : 1 ≤ i ≤ n, i ≤ j ≤ n}, {a(i, ¯) : 1 ≤ i ≤ n, i+ 1 ≤ ¯ ≤ n} are sets of integers
such that
0 ≤ a(i, i+ 1) ≤ a(i, i+ 2) ≤ · · · ≤ a(i, n) ≤ a(i, n) ≤ a(i, n− 1) ≤ · · · ≤ a(i, i), 1 ≤ i ≤ n.
Proof: It follows from Theorem C that the image of Ψ is a subset of the set of elements
of the form given in the Corollary. On the other hand, given sets {a(i, j)} and {a(i, ¯)} of
integers with the given conditions, build a large tableau T with nondecreasing entries in
each row, with a(i, x) entries in row i which are ≻ x. Condition (4.1) holds, since i and i¯
are never in the same column since T is large. Then F (T ) = Ψ(b) for b = π¯λ(b) for suitable
λ, and the result follows.
5. Type B
In this section we asssume that g is of type Bn. Let α1, . . . αn−1 be the short roots, and
αn the long root. We have 〈hi, αi+1〉 = −1 for 1 ≤ i ≤ n−2, 〈hn, αn−1〉 = −2, 〈hi, αj〉 = 0
if |i − j| > 1. The irreducible representation V (Λ1) of highest weight Λ1 has dimension
2n+ 1 over Q(q), and the elements of its crystal basis are i and ı , 1 ≤ i ≤ n, and 0 .
The crystal graph of B(Λ1) is
1
1
−→ 2
2
−→ · · ·
n−1
−→ n
n
−→ 0
n
−→ n
n−1
−→ · · ·
2
−→ 2
1
−→ 1 .
We use the order ≺ where
1 ≺ 2 ≺ · · · ≺ n ≺ 0 ≺ n ≺ n− 1 ≺ · · · ≺ 1.
Let ωi = Λi for 1 ≤ i ≤ n − 1, and ωn = 2Λn. The irreducible module V (ωk) (called
the anti-symmetric tensor representation with highest weight ωk in [KN, p. 320]) can be
embedded in V (Λ1)
⊗k. We identify the column
i1
i2
...
ik
with i1 ⊗ i2 ⊗ · · · ⊗ ik ∈ B(Λ1)
⊗k,
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where each ij is m, m, 1 ≤ m ≤ n, or 0. Define I
(B)
k to be the set of all columns as above,
where 1  i1  · · ·  ik  1 and any element other than 0 cannot occur more than once,
and if ij = p and il = p, then j + (k− l+ 1) ≤ p. Then [KL, Prop. 5.3.1] the crystal basis
B(ωk) is equal to I
(B)
k .
In [KN, 5.7], a dominant weight λ =
∑n
i=1 λiΛi is said to have type (E) if λn is even,
say 2m. Then V (λ) can be embedded in V (Λ1)
⊗λ1 ⊗ V (Λ2)
⊗λ2 ⊗ · · · ⊗ V (Λn−1)
⊗λn−1 ⊗
V (ωn)
⊗m, so its crystal basis B(λ) can be viewed as a subcrystal of B(Λ1)
⊗λ1⊗B(Λ2)
⊗λ2⊗
· · · ⊗ B(ωn)
⊗m. Then b ∈ B(λ) is identified with a Young tableau, using the right to left
convention on columns, as in types A and C; the columns are in I
(B)
k .
Note that V (ωn) is not V (Λn), but V (2Λn); V (Λn) is the spin representation. We do
not need to use the spin representation, since for our purposes, we can choose λn to be
even.
We will call a tableau T almost semi-standard if its columns are in I
(B)
k , the entries in
the rows are non-decreasing in the order ≺, and 0 occurs at most once in each row. Such
a tableau is called large as in Definition 3.1. Lemma 4.1 holds, with the same proof.
A semi-standard B-tableau of type (E) is by definition [KN, p. 327] one which is almost
semi-standard, and for which two conditions [KN, M.N.1, M.N.2] hold: the first concerns
successive columns where i and ı occur in one of the columns, and this cannot happen for
a large tableau; the second concerns two successive columns with i in the left column and
ı¯ in the right column, in a lower row. This also cannot happen in a large tableau. So a
large semi-standard tableau is the same thing as a large, almost semi-standard tableau.
The basic result we need for type B [KN, Theorem 5.7.1] is that if λ has type (E)
then B(λ) is the set of semi-standard type (E) B-tableaux of shape V (λ). Suppose that
b ∈ B(∞)ξ, where ξ ∈ Q−; then ξ = −
∑n
i=1 kiαi where each ki is a non-negative integer.
Pick λi > ki, with λn even, say λn = 2m. Lemma 3.2 still holds, with the same proof, so
π¯λ(b) is a large semi-standard tableau.
Lemma 5.1. Let b be the element u∞ ⊗ f˜
a(2)
1 b1 ⊗ f˜
a(3)
2 b2 ⊗ · · · ⊗ f˜
a(n)
n−1 bn−1 ⊗ f˜
a(n)
n bn ⊗
f˜
a(n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(1)
1 b1 of the crystal B(∞) ⊗ B1 ⊗ · · · ⊗ Bn ⊗ · · · ⊗ B1, where 0 ≤
a(2) ≤ · · · ≤ a(n) ≤ a(n)/2 ≤ a(n− 1) ≤ · · · ≤ a(1), n ≥ 2. Let a(0) = 0. Then
(1) for 1 ≤ i < n− 1, ϕi(b) is as in Lemma 4.2(1);
(2) ϕn−1(b) = max
(
−a(n) + a(n)− 2a(n− 1) + a(n− 2), a(n− 2)− a(n− 1)
)
;
(3) ϕn(b) = −a(n) + 2a(n− 1).
Proof: If 1 ≤ i < n − 1, this is the same as Lemma 4.2(1). Suppose that i = n − 1. The
argument is the same as for the proof of Lemma 4.2(2), except that 〈hn−1,wt f˜
a(n)
n bn〉 =
−a(n)〈hn−1, αn〉 = −a(n)(−1) = a(n) (instead of 2a(n) in type C.)
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For (3), if i = n, ϕn(b) = max
(
mn(t1), mn(t2)
)
where t1 = f˜
a(n)
n bn and t2 = u∞. Now
mn(t1) = ϕn(f˜
a(n)
n bn) + 〈hn,wt f˜
a(n−1)
n−1 bn−1〉
= −a(n)− a(n− 1)〈hn, αn−1〉 = −a(n) + 2a(n− 1).
Similarly,
mn(t2) = 2a(n)− 2a(n) + 2a(n− 1).
Since 2a(n) ≤ a(n) by hypothesis, then mn(t2) ≤ mn(t1), so ϕn(b) = mn(t1), and (3) is
proved.
Lemma 5.2. Let b be the element of Lemma 5.1. For 1 ≤ i < n−1, f˜ib is gotten from b as
in Lemma 4.3; f˜n−1b is gotten from b by increasing a(n−1) by 1 if a(n−1)−a(n) ≥ −a(n)
and increasing a(n) by 1 otherwise; f˜nb is gotten from b by increasing a(n) by 1.
Proof: Write b = c⊗ d where
c = u∞ ⊗ f˜
a(2)
1 b1 ⊗ · · · ⊗ f˜
a(n)
n−1 bn−1, d = f˜
a(n)
n bn ⊗ f˜
a(n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(1)
1 b1.
If 1 ≤ i < n − 1, the proof is as for Lemma 4.3. For i = n − 1, ϕn−1(c) = −a(n). Using
(2.3), εn−1(d) = εn−1(f˜
a(n−1)
n−1 bn−1) − 〈hn−1,wt f˜
a(n)
n bn〉 = a(n − 1) − a(n)〈hn−1, αn〉 =
a(n− 1)− a(n).
For i = n, ϕn(c) = 〈hn, f˜
a(n)
n−1 bn−1〉 = −a(n)〈hn,wtαn−1〉 = 2a(n); εn(d) = a(n).
Since a(n) ≤ a(n)/2, then ϕn(c) ≤ εn(d), so f˜n(b) = c⊗ f˜nd, and we increase a(n) by 1.
Lemma 5.3. Let T be a semi-standard tableau with one row. If 1 ≤ i < n, f˜iT is obtained
from T as in Lemma 4.4; f˜nT is obtained from T by changing 0 to n if there is a 0 in T ,
by changing the right-most n to 0 if there is an n but no 0 in T , and getting 0 otherwise.
Proof: This is similar to Lemma 4.4.
Lemma 5.4. Let T be a one-rowed semi-standard tableau. If 1 ≤ i < n, let r be the
number of i+ 1’s in T , let s be the number of i+1’s, and let t be the number of i’s. Then
ϕi(T ) = max(t, r − s + t); ϕn(T ) = twice the number of n’s plus the number (0 or 1) of
0’s.
Proof: For 1 ≤ i < n− 1, this is the same as Lemma 4.5; for i = n it is straightforward.
Proposition B. Let T be a semi-standard tableau with one row and at least one 1. For
x 6= n, let a(x) be the number of entries in T which are ≻ x, and let a(n) be twice the
number of entries ≻ 0 plus the number (0 or 1) of 0’s. Let b = F (T ) = u∞ ⊗ f˜
a(2)
1 b1 ⊗
f˜
a(3)
2 b2 ⊗ · · · ⊗ f˜
a(n)
n−1 bn−1 ⊗ f˜
a(n)
n bn ⊗ f˜
a(n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(1)
1 b1 be in B(∞)⊗B1 ⊗B2 ⊗
· · · ⊗Bn ⊗Bn−1 ⊗ · · · ⊗B1, n ≥ 2. Then
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(1) ϕi(F (T )) = ϕi(T ) for 1 < i ≤ n;
(2) ϕ1(F (T )) = ϕ1(T )− the number of entries in T ;
(3) εi(F (T )) = εi(T ), 1 ≤ i ≤ n;
(4) f˜iF (T ) = F (f˜iT ) if f˜iT 6= 0.
Proof: For 1 ≤ i < n− 1, this is the same as Proposition C.
For i = n− 1, n > 2, then from Lemma 5.1(2),
ϕn−1(b) = max
(
−a(n) + a(n)− 2a(n− 1) + a(n− 2), a(n− 2)− a(n− 1)
)
.
Write #i for the number of i’s, and # ≻ i for the number of symbols ≻ i. Define
r = #n, s = #n, t = #(n− 1). Since a(n− 1)− a(n− 2) = #(n− 1) = t then the first of
the two terms being maximized is
a(n)− a(n)− 2a(n− 1) + a(n− 2) = a(n)− a(n)− a(n− 1) +
(
a(n− 2)− a(n− 1)
)
= a(n)− a(n)− a(n− 1) + t.
a(n)− a(n)− a(n− 1) = 2(# ≻ n) + #0−# ≻ n−# ≻ (n− 1)
= (# ≻ n−# ≻ n)− (# ≻ (n− 1)−# ≻ n−#0) = r − s.
Thus ϕn−1(b) = max(t, r − s + t) = ϕn−1(T ) by Lemma 5.3. The argument is similar if
n = 2.
For i = n, ϕn(b) = 2a(n− 1)− a(n) = 2# ≻ (n− 1)− 2# ≻ 0−#0 = 2#n+#0. So
(1) and (2) hold; (3) is similar.
For (4), if 1 ≤ i < n − 1, this is similar to Proposition C. If i = n − 1, f˜n−1F (T ) is
obtained from F (T ), by Lemma 5.2 by increasing a(n) by 1 if −a(n) > a(n − 1) − a(n)
and increasing a(n− 2) by 1 otherwise. Since a(n) = 2# ≻ n+#0, then
−a(n) > a(n−1)−a(n) ⇐⇒ # ≻ n+#0−# ≻ n > # ≻ (n−1)−# ≻ n ⇐⇒ #n > #n.
If f˜n−1T 6= 0, then f˜n−1T is obtained from T , as in Lemma 4.4, by changing an n to n− 1
if the number of n’s is greater than the number of n’s, and changing an n − 1 to an n
otherwise. So (4) holds for i = n − 1. It follows from Lemmas 5.2 and 5.3 that (4) holds
for i = n.
Theorem B. Let B(∞) be the crystal basis of U−q (g) where g has type Bn. For each i,
1 ≤ i ≤ n, define
B(i) = Bi ⊗Bi+1 ⊗ · · · ⊗Bn−1 ⊗Bn ⊗Bn−1 ⊗ · · · ⊗Bi.
Let Ψ be the unique morphism from B(∞) to B(∞)⊗B(1)⊗B(2)⊗· · ·⊗B(n) which maps
u∞ to u∞⊗(b1⊗b2⊗· · ·⊗bn⊗bn−1⊗· · ·⊗b1)⊗(b2⊗b3⊗· · · bn⊗bn−1⊗· · ·⊗b2)⊗· · ·⊗bn.
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For b ∈ B(∞), suppose that λ is a dominant weight of type (E) such that the tableau T
associated to π¯λ(b) is large. Let a(i, j) be the number of entries in the i-th row of T which
are ≻ j, if j 6= n, while a(i, n) is defined to be twice the number of entries in row i which
are ≻ n plus the number (0 or 1) of 0’s in row i. For each i, define
βi = f˜
a(i,i+1)
i bi ⊗ · · · ⊗ f˜
a(i,n)
n−1 bn−1 ⊗ f˜
a(i,n)
n bn ⊗ f˜
a(i,n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(i,i)
i bi,
F (T ) = u∞ ⊗ β1 ⊗ β2 ⊗ · · · ⊗ βn.
Then Ψ(b) = F (T ).
Proof: The proof is essentially the same as that of Theorem C, using Proposition B instead
of Proposition C; Lemma C still holds for type B tableaux. We start the induction at n = 1.
(Type B1 is the same as type A1; but the crystal graph of V (Λ1) for type B1 is the same
as the crystal graph of V (2Λ1) for type A1.) When n = 1, b = f˜
k(u∞); T is a one-rowed
tableau whose entries are 1’s, 1’s, and possibly one 0. Then k is twice the number of 1’s
plus the number of 0’s; since this is the same as a(1, 1), then Ψ(b) = F (T ). (When n = 2,
B2 is the same as C2, and V (Λ1) for type B2 is the same as V (Λ2) for type C2. This does
not matter for our proof, since Proposition B still holds for n = 2.)
Corollary B. The image of Ψ consists of all elements of the form u∞⊗β1⊗β2⊗· · ·⊗βn
where
βi = f˜
a(i,i+1)
i bi⊗ f˜
a(i,i+2)
i+1 bi+1⊗· · ·⊗ f˜
a(i,n)
n−1 bn−1⊗ f˜
a(i,n)
n bn⊗ f˜
a(i,n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(i,i)
i bi
and {a(i, j) : 1 ≤ i ≤ n, i ≤ j ≤ n}, {a(i, ¯) : 1 ≤ i ≤ n, i+ 1 ≤ ¯ ≤ n} are sets of integers
such that
0 ≤ a(i, i+ 1) ≤ a(i, i+ 2) ≤ · · · ≤ a(i, n) ≤ a(i, n)/2 ≤ a(i, n− 1) ≤ · · · ≤ a(i, i),
1 ≤ i ≤ n.
Proof: This is similar to type C.
6. Type D In this section we asssume that g is of type Dn. The irreducible representation
V (Λ1) of highest weight Λ1 has dimension 2n over Q(q), and the elements of its crystal
basis are i and ı , 1 ≤ i ≤ n. The crystal graph of B(Λ1) is
1
1
−→ 2
2
−→ · · ·
n−2
−→ n− 1
n
n−1 ր ցn
nց ր n−1
n
n− 1
n−2
−→ n− 2
n−3
−→ · · ·
2
−→ 2
1
−→ 1 .
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Let ωk = Λk, 1 ≤ k ≤ n−2, and let ωn−1 = Λn−1+Λn. Then V (ωk) can be embedded
in V (Λ1)
⊗k, 1 ≤ k ≤ n− 1. We identify columns with tensors as with types A, B, C. We
use the partial order
1 ≺ 2 ≺ · · · ≺ n− 1 ≺
n
n
≺ n− 1 ≺ · · · ≺ 2 ≺ 1.
This partial order is obtained from the crystal graph of V (Λ1). Note that n and n are not
related.
Let I
(D)
k denote the set of columns of length k (1 ≤ k < n) with entries of the form
i or ı¯, 1 ≤ i ≤ n, where for each j (1 ≤ j < k) we have ij ≺ ij+1 or (ij , ij+1) = (n, n) or
(n, n), and if ij = p and il = p, then j + (k − l + 1) ≤ p. Then the crystal basis B(ωk) is
equal to I
(D)
k [KN, Prop. 6.3.2].
Definition 6.1. A dominant weight is said to have type (W0) if it is of the form
n−1∑
i=1
miωi =
n−2∑
i=1
miΛi +mn−1(Λn−1 +Λn).
In [KN, section 6] dominant weights of type D are divided into 4 classes, and what
we have called type (W0) are a subclass of (W1) of [KN]. For λ of type (W0), V (λ)
can be embedded in V (Λ1)
⊗m1 ⊗ V (Λ2)
⊗m2 ⊗ · · · ⊗ V (Λn−2)
⊗mn−2 ⊗ V (ωn−1)
⊗mn−1 , so
its crystal basis B(λ) can be viewed as a subcrystal of B(Λ1)
⊗m1 ⊗ B(Λ2)
⊗m2 ⊗ · · · ⊗
B(Λn−2)
⊗mn−2 ⊗ B(ωn−1)
⊗mn−1 . Elements of B(λ) are identified with Young tableaux,
again using the right-to-left convention on columns. We only need columns of length at
most n− 1, and we do not need spin representations.
We call a Young tableau almost semi-standard if its columns are in I
(D)
k (1 ≤ k < n)
and the elements in its rows satisfy ij  ij+1. Note that this means that n and n cannot
both be in the same row. We again define a Young tableau to be large as in Definition 3.1.
A Young tableau is called semi-standard in [KN, section 6] if it is almost semi-standard, and
if certain conditions hold; these conditions are vacuous for a large semi-standard tableau.
Given an element b ∈ B(∞)ξ where ξ =
∑
−kiαi, pick integersmi, 1 ≤ i ≤ n−1, such
that mi > ki, 1 ≤ i ≤ n − 1, and mn−1 > kn. Let λ =
∑n−2
i=1 miΛi +mn−1(Λn−1 + Λn).
Then λ is of type (W0) and π¯λ(b) is large, by the analogue of Lemma 3.2. According to
[KN, Theorem 6.7.1], the crystal basis B(λ) of a type (W0) weight λ corresponds to all
semi-standard tableaux of shape λ.
Lemma 6.2. Let b be the element u∞ ⊗ f˜
a(2)
1 b1 ⊗ f˜
a(3)
2 b2 ⊗ · · · f˜
a(n−1)
n−2 bn−2 ⊗ f˜
a(n)
n bn ⊗
f˜
a(n−1)
n−1 bn−1⊗· · ·⊗f˜
a(1)
1 b1 of the crystal B(∞)⊗B1⊗B2⊗· · ·⊗Bn−2⊗Bn⊗Bn−1⊗· · ·⊗B1,
where 0 ≤ a(2) ≤ a(3) ≤ · · · ≤ a(n− 1) ≤ min(a(n), a(n − 1)), max(a(n), a(n − 1)) ≤
a(n− 2) ≤ a(n− 3) ≤ · · · ≤ a(1), n ≥ 3. Let a(0) = 0. Then
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(1) for 1 ≤ i < n− 1, ϕi(b) is as in Lemma 4.2(1);
(2) ϕn−2(b) = max
(
a(n− 3)−a(n− 2), a(n)+a(n− 1)−a(n− 1)− 2a(n− 2)+a(n− 3)
)
;
(3) ϕn−1(b) = a(n− 2)− a(n− 1);
(4) ϕn(b) = a(n− 2)− a(n).
Proof: For 1 ≤ i ≤ n − 3, this is the same as Lemma 4.2. For i = n − 2, n > 3,
ϕn−2(b) = max
(
mn−2(t1), mn−2(t2), mn−2(t3)
)
where t1 = f˜
a(n−2)
n−2 bn−2, t2 = f˜
a(n−1)
n−2 bn−2,
t3 = u∞. Then mn−2(t1) = −a(n− 2)− a(n− 3); mn−2(t2) equals
−a(n− 1) + the sum of 〈hn−2,wt t
′〉 where t′ = f˜
a(n)
n bn, f˜
a(n−1)
n−1 bn−1, and f˜
a(n−3)
n−3 bn−3
= −a(n− 1) + a(n) + a(n− 1)− 2a(n− 2) + a(n− 3).
We have mn−2(t3) ≤ mn−2(t2), as in the proof of Lemma 4.2. It follows that ϕn−2(b) =
max
(
mn−2(t1), mn−2(t2)
)
, and (1) holds in this case. The argument is similar for n = 3.
For i = n− 1 and i = n, the proof is as in Lemma 3.3.
Lemma 6.3. Let b be the element of Lemma 6.2. For 1 ≤ i < n − 2, then f˜ib is
gotten from b as in Lemma 4.3; f˜n−2b is gotten from b by increasing a(n − 2) by 1 if
a(n− 2)− a(n− 1)− a(n) + a(n− 1) ≥ 0 and increasing a(n− 1) by 1 otherwise; f˜n−1b is
gotten from b by increasing a(n− 1) by 1; f˜nb is gotten from b by increasing a(n) by 1.
Proof: Write b = c⊗ d where
c = u∞ ⊗ f˜
a(2)
1 b1 ⊗ · · · ⊗ f˜
a(n−1)
n−2 bn−2, d = f˜
a(n)
n bn ⊗ f˜
a(n−1)
n−1 bn−1 ⊗ · · · ⊗ f˜
a(1)
1 b1.
If 1 ≤ i < n − 2, the proof is essentially the same as for Lemma 4.3. For i = n − 2,
ϕn−2(c) = −a(n− 1), εn−2(d) = a(n−2)−a(n−1)−a(n). If i = n−1, ϕn−1(d) = a(n− 2),
εn−1(d) = a(n−1); since a(n− 1) ≤ a(n), then f˜n−1(c⊗d) = c⊗f˜n−1d. A similar argument
works for i = n.
Lemma 6.4. Let T be a semi-standard tableau with one row. If 1 ≤ i < n − 2, f˜iT is
obtained from T as in Lemma 4.4; f˜n−1T is obtained from T by changing the right-most
n to n− 1 if there are any n’s, changing the right-most n− 1 to n if there are no n’s and
there are some n− 1’s, and getting 0 if there are no n− 1’s or n’s; f˜nT is obtained from b
as for f˜n−1b, changing the roles of n and n.
Proof: This follows from the definitions.
Lemma 6.5. Let T be a one-rowed semi-standard tableau. If 1 ≤ i < n − 1, let r
be the number of i+ 1’s in T , let s be the number of i + 1’s, and let t be the number
of i’s. Then ϕi(T ) = max(t, r − s + t); ϕn−1(T ) = number of n’s + number of n− 1’s;
ϕn(T ) = number of n’s+ number of n− 1’s.
Proof: This is similar to Lemma 4.5.
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Proposition D. Let T be a semi-standard tableau with one row. Let a(x) be the number
of entries in T which are ≻ x if x is not equal to n− 1 or n, while a(n− 1) is defined to be
the number of entries  n and a(n) is the number  n. Let b = F (T ) = u∞ ⊗ f˜
a(2)
1 b1 ⊗
f˜
a(3)
2 b2⊗· · ·⊗ f˜
a(n−1)
n−2 bn−2⊗ f˜
a(n)
n bn⊗ f˜
a(n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(1)
1 b1 be in B(∞)⊗B1⊗· · ·⊗
Bn−2 ⊗Bn ⊗Bn−1 ⊗ · · · ⊗B1, n ≥ 3. Then
(1) ϕi(F (T )) = ϕi(T ) for 1 < i ≤ n;
(2) ϕ1(F (T )) = ϕ1(T )− the number of entries in T ;
(3) εi(F (T )) = εi(T ), 1 ≤ i ≤ n;
(4) f˜iF (T ) = F (f˜iT ) if f˜iT 6= 0.
Proof: For 1 ≤ i < n− 2, this is the same as Lemma 4.6. For i = n− 2, n > 3, then from
Lemma 6.2,
ϕn−2(b) = max
(
a(n− 3)− a(n− 2), a(n) + a(n− 1)− a(n− 1)− 2a(n− 2) + a(n− 3)
)
.
Now a(n− 3)− a(n− 2) = #(n− 2) = t. If there are no n’s in T , then a(n) = # ≻ n− 1,
a(n− 1) = # ≻ n− 2, a(n) − a(n− 1) = #n− 1 = r, a(n − 2) − a(n − 1) = #(n − 1).
Then ϕn−2(b) = ϕn−2(T ). If there are no n’s in T , then a(n− 1)− a(n− 1) = #n− 1 =
r, a(n− 2) − a(n) = #(n − 1) = s, and again ϕn−2(b) = ϕn−2(b). If i = n− 1, ϕn−1(b) =
a(n− 2)− a(n− 1) = #n+#(n − 1) = ϕn−1(T ). The proofs for n = 3 and i = n for are
similar.
To prove (4), this is the same as for type C if i ≤ n − 2. For i = n − 2, f˜n−2F (T ) is
obtained from F (T ) by increasing a(n− 1) by 1 if a(n− 1) > a(n− 2)− a(n− 1)− a(n),
and increasing a(n − 2) by 1 otherwise. As shown in the proof of (1), a(n− 1) − a(n −
2) + a(n − 1) + a(n) = #n− 1 − #(n − 1). From Lemma 6.4, f˜n−2T is obtained from
T by changing an n− 1 to an n− 2 if #n− 1 > #(n − 1) and changing an n − 2 to an
n − 1 otherwise. So (4) holds for i = n − 2. If i = n − 1, f˜n−1F (T ) is obtained from
F (T ), by Lemma 6.3, by increasing a(n− 1) by 1. If f˜n−1T 6= 0, and there are no n’s in
T then f˜n−1T is obtained from T , by Lemma 6.4, by changing an n to n− 1; then since
a(n − 1) = #  n, a(n − 1) goes up by 1, and a(n) is unchanged. If there are no n’s in
T , f˜n−1T is obtained from T by changing an n− 1 to n, and this increases a(n) by 1 and
leaves a(n− 1) unchanged. So (4) holds if i = n− 1; the argument for i = n is similar.
Theorem D. Let B(∞) be the crystal basis of U−q (g) where g has type Dn, n ≥ 2. For
each i, 1 ≤ i ≤ n− 2, define
B(i) = Bi ⊗Bi+1 ⊗ · · · ⊗Bn−2 ⊗Bn ⊗Bn−1 ⊗ · · · ⊗Bi.
Define B(n− 1) = Bn ⊗Bn−1. Let Ψ be the unique morphsim from B(∞) to
B(∞)⊗B(1)⊗B(2)⊗ · · · ⊗B(n− 1)
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which maps u∞ to u∞⊗ (b1⊗ b2⊗ · · ·⊗ bn−2⊗ bn⊗ bn−1⊗ · · ·⊗ b1)⊗ (b2⊗ b3⊗ · · · bn−2⊗
bn ⊗ bn−1 ⊗ · · · ⊗ b2) ⊗ · · · ⊗ (bn ⊗ bn−1). For b in B(∞), suppose that λ is a dominant
weight of type (W0) such that the tableau π¯λ(b) is large. Let a(i, j) be the number of
entries in the i-th row of T which are ≻ j if j is not n − 1 or n; let a(i, n − 1) be the
number of entries in the i-th row which are  n, and let a(i, n) be the number of entries
in the i-th row  n. For 1 ≤ i ≤ n− 2 define
βi = f˜
a(i,i+1)
i bi⊗ f˜
a(i,i+2)
i+1 bi+1⊗· · ·⊗ f˜
a(i,n−1)
n−2 bn−2⊗ f˜
a(i,n)
n bn⊗ f˜
a(i,n−1)
n−1 bn−1⊗· · ·⊗ f˜
a(i,i)
i bi
and define βn−1 = f˜
a(n−1,n)
n bn ⊗ f˜
a(n−1,n−1)
n−1 bn−1. Let
F (T ) = u∞ ⊗ β1 ⊗ β2 ⊗ · · · ⊗ βn−1.
Then Ψ(b) = F (T ).
Proof: Use induction on n, beginning the induction at n = 2 when we get a one-rowed
tableau T since our large tableaux for type Dn have n − 1 rows. When n = 2, the root
system D2 is the same as A1 × A1. Then b ∈ B(∞) has the form b = f˜
k
2 f˜
l
1u∞ = f˜
l
1f˜
k
2 u∞
for some non-negative integers k and l. Apply Ψ : B(∞) → B(∞) ⊗ B2 ⊗ B1, giving
Ψ(b) = u∞ ⊗ f˜
k
2 b2 ⊗ f˜
l
1b1. The tableau T contains 1’s, 2’s, and either 1’s or 2’s. Suppose
that k > l; then T has l 1’s and k − l 2’s. Then k is the number of 1’s plus the number of
2’s, which is equal to a(1, 1) by definition, and l = a(1, 2), so Ψ(b) = F (T ). The argument
is similar if l ≥ k.
The proof proceeds as for the other types, using Proposition D and Lemma C. (When
n = 3, D3 is the same as A3, and V (Λ1) for D3 is the same as V (2Λ1) for A3; Proposition
D is still valid for n = 3.)
Corollary D. The image of Ψ consists of all elements of the form u∞⊗β1⊗β2⊗· · ·⊗βn−1
where for 1 ≤ i ≤ n− 2,
βi = f˜
a(i,i+1)
i bi⊗f˜
a(i,i+2)
i+1 bi+1⊗· · ·⊗f˜
a(i,n−1)
n−2 bn−2⊗f˜
a(i,n)
n bn⊗f˜
a(i,n−1)
n−1 bn−1⊗· · ·⊗f˜
a(i,i)
i bi,
βn−1 = f˜
a(n−1,n)
n bn ⊗ f˜
a(n−1,n−1)
n−1 bn−1 and {a(i, j) : 1 ≤ i ≤ n − 1, i ≤ j ≤ n}, {a(i, ¯) :
1 ≤ i ≤ n− 1, i+ 1 ≤ ¯ ≤ n− 1} are sets of non-negative integers such that
a(i, i+ 1) ≤ a(i, i+ 2) ≤ · · · ≤ a(i, n− 1) ≤ min
(
a(i, n− 1), a(i, n)
)
,
max
(
a(i, n− 1), a(i, n)
)
≤ a(i, n− 2) ≤ · · · ≤ a(i, i),
1 ≤ i ≤ n− 1.
Proof: As for type C.
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