Our study on the bounds of the spectrum of (− + b) allows us to give a different and easy proof to this result.
Introduction
In this paper, we study some spectral properties of the discrete Schrödinger operator on 2 (Z d ). This work is motivated by some results obtained in the continuous case. We first give E-mail address: sofiane.akkouche@math.u-bordeaux1.fr. 
For bounded non-negative potentials with compact support, it is easy to see from the variational formula
that s(− + V ) = 0. To assure the strict positivity of the spectral bound of the Schrödinger operator, the potential must have a contribution in all the space in some sense. Indeed, W. Arendt and C.J.K. Batty [1] 
proved that s(− + V ) > 0 holds if and only if the potential V satisfies the following mean condition (M δ,R ):
There exist δ > 0 and R > 0 such that
The hypothesis of boundedness is crucial. In fact, for unbounded non-negative potentials, this characterization holds for d = 1 and V ∈ L 1 loc (R) but the situation changes for higher dimensions (d 2). See [1] for a counter-example in dimension d = 2. See also [2] for more results on the asymptotic behavior of the spectral bound of the Schrödinger operator.
Note also related results obtained by Gesztesy, Graf and Simon in [4] . Here, the authors are interested in the value of s (0) and their study also involves mean values of the potential.
For bounded potentials with positive and negative parts, V = V + − V − , the situation is different but the same mean condition appears. Indeed, the following result was shown by E.M. Ouhabaz [9] (in a more general context of Riemannian manifolds). The spectral bound s(− + λV ) is strictly positive for λ > 0 and small enough if and only if the positive part of the potential V + satisfies the mean condition (M δ,R ) (under the condition that the negative part V − vanishes at infinity). Note that in that paper, [9] gives conditions which characterize the class of Riemannian manifolds for which the result holds. Of course, these conditions are satisfied when the manifold is R d . Z. Shen [12] proved later that this result still holds for a larger class of potentials but he only studied non-negative potentials.
The aim of this paper is to study the same problem in the discrete case. Let us first recall the definition of the discrete positive Laplacian − on 2 (Z d ). For all n in Z d , we define:
The operator − is bounded and self-adjoint on 2 [13, p. 20] for d = 1, the generalization is easy). Note that unlike the continuous case, the spectrum of the discrete Laplacian has two sides.
For a bounded potential b : Z d → R, the discrete Schrödinger operator is defined on 2 (Z d ). For all n in Z d , we set:
Some of our results hold for unbounded potentials b : Z d → R. In that case, we will define the Schrödinger operator using the quadratic form technique.
In this discrete context, we want to study the influence of the potential b on the bounds 0 and 4d of the spectrum of − . More precisely, we want to know for which potentials b we have
For vanishing non-negative potentials b, it is easy to see that s(− + b) = 0. Indeed, in that case, the multiplication operator M b : u n → b n u n is compact. Then, by Weyl's theorem,
Since b is non-negative, we obtain s(H ) = 0. As remarked in the continuous case, the potential must have a contribution in all the space.
We As a consequence of Theorems 1 and 2, we show in Corollary 18 that the spectral bounds satisfy:
The idea of the proof of Theorem 1 is to divide the space over adapted cubes and to study the "restrictions" of the operator on these cubes. We show that each restriction has a spectral bound uniformly bounded from below. The uniformity and the good recovering of the space provide the strict positivity of the spectral bound of the operator on the whole space. In that sense, the idea of our proof is similar to the one given in [9] even if the tools used are quite different.
The first part of Theorem 2 is easily deduced from Theorem 1. Indeed, using an idea from [3] , we can find a simple relation between M(− +λb) and s(− −λb). Precisely, if we consider the unitary operator U on 2 
In dimension d = 1, the Schrödinger operator can be seen as a special Jacobi matrix, that is, infinite tridiagonal matrix whose elements are equal to 2 + b i on the main diagonal and to −1 on the lower and upper sub-diagonals. The interest of the dimension one is also the profusion of results related to the Jacobi matrices. General properties of Jacobi matrices are studied in the book of G. Teschl [13] . The spectral properties of Jacobi matrices have been a subject of interest for the past years (e.g. [5] [6] [7] [8] ). In particular, the following result on the spectrum of the discrete Schrödinger operator on 2 (Z) was proved by R. Killip and B. Simon in [5] and later extended to dimension d = 2 by Damanik et al. in [3] . They also provide a counter-example for higher dimensions (d 3). [3] .
Theorem 3. (See
The proof in [3] uses the fact that the spectrum of the discrete Schrödinger operator has two sides. The authors prove that if − + b has no spectrum outside [0, 4d], neither does − + (4d) −1 b 2 . Then, the problem is reduced to the more simple case of non-negative potentials. We shall give a new proof of this theorem. It is based on our study of the spectral bounds s(− + b)
This paper is organized as follows. In Section 2, we recall some basic facts and we develop technical preliminaries useful for the proofs of our results. In Section 3, we prove the main theorems and study the behavior of the spectral functions s(− + λb) and M(− + λb). In the last section, we give a new proof of Theorem 3 and we revisit our results for dimensions d = 1 or 2.
Preliminaries and notation
In this section, we recall some well-known facts about the discrete Laplacian and we compute usefull relations about the discrete Schrödinger operator. In particular, Proposition 8 will be the key point in the proofs of our results. Moreover, Remark 9 illustrates this result in the more intuitive case of dimension 1. We encourage the reader to refer to this case in order to help the understanding of the notations (more complex in dimension d) and the meaning of this result.
But first, we recall the min-max principle [11] , which is the main tool we use to compute the spectral bounds. Let A be an unbounded self-adjoint operator with domain D(A). We note σ (A) its spectrum, s(A) := inf σ (A) the bottom of its spectrum and M(A) := sup σ (A) the top of its spectrum (M(A) +∞). If A is bounded from below, then, by the min-max principle, we have
Au, u and M(A) = sup
where u, v := n∈Z d u n v n is the usual scalar product in 2 (Z d ) and u = √ u, u . Moreover, if A is defined with the quadratic form technique using the bilinear form a (see [10] ), we also have:
a (u, u) .
Note that for a sequence (u n ) n∈Z d , we will sometimes write u(n) for u n .
The discrete Laplacian. In dimension 1, the discrete non-negative Laplacian − is a bounded operator on 2 (Z). We have: for all n in Z,
The discrete gradient ∇ in dimension 1 is a bounded operator on 2 (Z). We have: for all n ∈ Z, ∇u(n) = u n+1 − u n .
An easy computation shows that the adjoint operator of ∇ is defined on 2 (Z) by: for all
It is then easy to check that − is a self-adjoint operator satisfying: for all n in Z,
In dimension d 1, the operator − is bounded on 2 (Z d ) and is defined by: for all n in
, the operator − i represents the i-second derivative and is defined on 2 
The study of the one-dimensional case clearly implies that, for all i in [1, . . . , d], we have
Since we will use the min-max principle in our proofs, we need to compute the quadratic form − u, u . The next proposition is a well-known fact of straightforward computation.
As mentioned in the introduction, the main idea of our proof is to divide the space over some cubes and to work on the "restrictions" of the Schrödinger operator. In particular, our strategy is to write the quadratic form of the operator − as a sum of quadratic forms of finite dimension. Let us introduce some notations.
Let N be fixed in N.
, we define the cubes:
Note that the cubes C k N +1 are interfering with the 3 d − 1 adjacent cubes and that the cubes
where
and
Think of − N +1 as the restriction of the Laplacian on a cube of size (N + 1) d . We are now ready to give some properties of the quadratic form of − N +1 . The third point will be the key in the proof of our results.
Proposition 5.
Proof.
1. This is clear. 
. Therefore, we can write:
Now, by definition of − N +1 , we have
Remark 6.
1. Even though we divided Z d over the cubes C k N , each quadratic form associated to − N +1 is acting on the restriction of u on C k N +1 because of the terms u p with p
. Since these cubes are interfering, the vectors u k N +1 have some components in common (the ones in the bounds of the cubes). As a consequence, we have
The discrete Schrödinger operator. When the potential b is bounded, we note H (λ) := − + λb the discrete Schrödinger operator on 2 (Z d ) with a non-negative coupling constant λ. Then, we have, for all n in Z d :
When the potential b is unbounded, we use the quadratic form technique to define the Schrödinger operator H (λ). Let us consider an unbounded potential:
with domain
Since b − is bounded, we obtain easily that h λ is bounded from below. Moreover, h λ is densely defined, continuous and closed. Therefore, we can associate to h λ a self-adjoint operator H (λ), defined as follows (see [10] ):
It is easy to check that for u and φ in D(h λ ), we have:
For the rest of the paper, we will use the quadratic form h λ in place of the operator H (λ) if we need to.
Remark 7.
1. When φ = u, the previous formula gives: h λ (u, u) = − u, u + λ bu, u . 2. If we assume that b − is unbounded, we need to use the KLMN theorem to define H (λ) (see [10, p. 11] ). However, the assumptions of that theorem imply that we can find a constant γ 0 such that:
. Now, choose for u n the vector e n 0 (n) = δ n,n 0 . The vector e n 0 is in D(a) and we
Therefore we see that the assumptions of the KLMN theorem imply that b − must be bounded.
Let us now compute the quadratic form h λ (u, u) for u in D(h λ ) in order to use the min-max principle. In particular, we will give an expression of h λ (u, u) as a sum of quadratic forms of finite dimension. Let us first introduce some notations.
where the operator B k N +1 is defined on R (N +1 1 N + p 1 , . . . , k d N + p d ) and we define
Note that even though the operator B k N +1 is defined on the cube C k N +1 , it represents the potential b only on the cube C k N . We define it this way in order to restitute the potential b is the whole space using the partition
N without counting any element b i more than one time. We can now enunciate the principal result of this section which will be the starting point to the proofs of our results.
Proposition 8. For all u in D(h λ ), we have
Proof. By Remark 7 and Proposition 5, we have
Finally, we find that
This representation is crucial because it reduces our problem into a problem in finite dimension with the quadratic forms of H k N +1 (λ).
Remark 9.
In one dimension, the notations are simplified and the comprehension is more intuitive. Indeed, in that case, we have a matrix representation for the operators. In particular, the Schrödinger operator is an infinite tridiagonal matrix whose elements are equal to 2 + b i on the main diagonal and to −1 on the lower and upper sub-diagonals. Moreover, it is easy to compute H k N +1 as a finite dimensional matrix of size N + 1. We have
The idea of Proposition 8 is more intuitive in dimension one. Indeed, we can illustrate the relation Fig. 1 . In particular, since each matrix H k N +1
is interfering with the adjacent ones, they complement each other at their corners to cover exactly the infinite matrix H . 
The spectral bounds
In this section, we prove our main result on the bounds of the spectrum of the discrete Schrödinger operator. Before we start, we recall the definition of the mean condition (M δ,N ). 
Remark 11. 
The bottom of the spectrum
We prove the following result about the bottom of the spectrum s(λ) of H (λ).
Theorem 12. Let H (λ) = − + λb be a discrete Schrödinger operator with a possibly unbounded potential
n and a non-negative coupling constant λ. We assume that b − ∈ ∞ (Z d ).
The following assertions are equivalent:
( We will need the following lemma which deals with bounded potentials. It shows that for λ small enough, the quadratic forms of H k N +1 (λ) introduced in the previous section are uniformly bounded from below when the potential b is bounded and satisfies the mean condition (M δ,N ).
Lemma 13. We suppose that the potential b is bounded and satisfies the mean condition (M δ,N ).

Then, there exists
The constants C δ,N and are independent of k.
Proof. In this proof, we will write .,. for .,.
By definition of H k N +1 (λ) (see Section 2), we have
Proposition 5 assures that Ker(− N +1 ) = R1 where 1 is the vector in R (N +1) d with all components equal to 1. We use the decomposition:
Since 1 ∈ Ker(− N +1 ) and − N +1 is symmetric, we have
Note that:
1. By Proposition 5, − N +1 is a non-negative operator with kernel R1, then it is positive definite on (R1) ⊥ . So, there exists η > 0 such that, for all k
Using these remarks and the Cauchy-Schwarz inequality for the terms B k N +1 1, y and B k N +1 y, y , we have
For γ > 0 to be chosen, we use the well-known formula: 2ts (γ t 2 + 1 γ s 2 ) with t = α 1 and s = y . We then have
Thus, for this choice of γ and for λ small enough, we have
Since δ and 1 2 = (N + 1) d are two constants not depending on k, we finally find that there exists
Proof of Theorem 12. We prove assertion 1.
Sufficiency of the mean condition.
We suppose that the potential b satisfies the mean condition (M δ,N ) . We first treat the special case of bounded potentials. By Proposition 8, we can write for all u in 2 (Z d ):
Now, using Lemma 13, there exists a constant C δ,N = δ 2(N +1) d > 0 depending only on δ and N , there exists > 0, such that for all λ ∈ (0, ), we have
The last inequality is due to the fact that
, as noted in Remark 6. Now, the result follows using the min-max principle. For all λ ∈ (0, ), we have
Let us now see how we can extend the above result to unbounded potentials. We then suppose that the potential b is unbounded and satisfies the assumptions of the theorem. The idea is to truncate the potential with an appropriate constant.
show that the potential (b n ) n∈Z d satisfies the mean condition (M δ,N ) on each cube C k N (it is sufficient according to the proof of the theorem in the bounded case).
Let 
Necessity of the mean condition. Let us assume that the potential b doesn't satisfy the mean condition (M δ,N ) . Then, for all n ∈ N, for all N ∈ N, there exists k n,N ∈ Z d such that
We have to show that s(λ) 0, for all λ 0. We fix n = 1 and we suppose: for all N ∈ N, there exists k N ∈ Z d such that
Let N be fixed in N and k N := (k N,1 , . . . , k N,d ) be the associated point in Z d such that
For a fixed i in [1, . . . , d], we have
Since this relation is true for all
But we have chosen k N such that
Therefore, we have:
, and we finally find that
This implies that
The result for non-negative potentials. We now prove assertion 2. Since the potential b is nonnegative, the spectral function s(λ) is non-negative for all λ 0. Moreover, s(λ) is a concave function as the infimum of affine functions. Then, s(λ) is an increasing non-negative function. We assume that the potential b satisfies the mean condition (M δ,N ) . By the first point of Theorem 12, s(λ) > 0 for λ small enough. The growth of the spectral function s(λ) implies then that s(λ) > 0 for all λ > 0.
We assume that the potential b doesn't satisfy the mean condition (M δ,N ) . Again, the first point of Theorem 12 implies that s(λ) 0 for all λ 0. Since s(λ) is also non-negative, we then have s(λ) = 0 for all λ 0. 2 Remark 14.
1. This result does not hold in the continuous case for unbounded non-negative potentials in dimension d 2 (see [1] ). In fact, the argument of truncation of the potential used in the discrete case cannot be applied in the continuous case. 
We can deduce from this relation an upper bound for s (0), the derivative of the spectral function s(λ) at 0 when the potential b satisfies the condition (M δ,N ) . Indeed, following the idea of the proof of Theorem 12, we have, for all u ∈ 2 (Z d ) and for λ > 0 small enough
.
This implies that for λ > 0 small enough we have
λ, and letting λ go to 0, we find that
Application: Existence of a principal eigenvalue. As in [1] and [10] in the continuous case, we can deduce from Theorem 12 the existence of a principal eigenvalue.
Proposition 15. Let H (λ) be a discrete Schrödinger operator with a potential
We assume that: 
The fact that 0 = s(λ 0 ) ∈ σ (H (λ 0 )) \ σ ess (H (λ 0 )) shows that 0 is an eigenvalue of H (λ 0 ) and then there exists
The top of the spectrum
In this section, we study the top of the spectrum of the discrete Schrödinger operator H (λ): (H (λ) ). In fact, we can use the results found on the bottom of the spectrum to find similar ones on the top of the spectrum. This is due to the following property:
To prove it, we introduceH (λ) = − −λb. We will use the unitary operator U defined on 2 
1. The following assertions are equivalent: Proof. We recall thatH (λ) = − − λb. We have mentioned in the introduction that a consequence of this theorem is that under the condition (M δ,N ) , the operator H (λ) has spectrum over 4d. Moreover, using the unitary operator U , a similar result can be deduced for the bottom of the spectrum. 
h(u, v)
The absence of bound states. In this section, we will give a proof to Theorem 3 stated in the introduction. This theorem was first proved in dimension one by R. Killip and B. Simon in [5] and then extended in dimension two in [3] . We will actually prove the following equivalent theorem: Let q = max(p 0 , p 1 ). We have H φ q ,φ q φ q 2 2 φ q 2 − φ q 2 = − 2 φ q 2 < 0. We conclude using the min-max principle which assures that H has spectrum in (−∞, 0).
