replicability of previous findings in an independent sample, and identify EEG spectral signatures associated with these functional network connectivity changes. Eyes open and eyes closed conditions show common and different connectivity patterns that are associated with distinct EEG spectral signatures. Certain connectivity states are more prevalent in the eyes open case and some occur only in eyes closed state. Both conditions exhibit a state of increased thalamocortical anticorrelation associated with reduced EEG spectral alpha power and increased delta and theta power possibly reflecting drowsiness. This state occurs more frequently in the eyes closed state. In summary, we find a link between dynamic connectivity in fMRI data and concurrently collected EEG data, including a large effect of vigilance on functional connectivity. As demonstrated with EEG and fMRI, the stationarity of connectivity cannot be assumed, even for relatively short periods.
Introduction
The human brain is seldom at rest, exhibiting correlated and spontaneous activity dynamics between distant brain regions even in the absence of external inputs (Buzsaki 2006) . Until recently, functional connectivity (FC) between brain regions using resting state functional imaging data was estimated as pairwise statistical association, typically correlation, using time series for whole scan period. This assumes stationarity of functional connectivity. Since the demonstration of functional connectivity dynamics (time varying strength in connectivity) between posterior cingulate cortex (PCC) and a task-positive network (a Abstract The human brain operates by dynamically modulating different neural populations to enable goal directed behavior. The synchrony or lack thereof between different brain regions is thought to correspond to observed functional connectivity dynamics in resting state brain imaging data. In a large sample of healthy human adult subjects and utilizing a sliding windowed correlation method on functional imaging data, earlier we demonstrated the presence of seven distinct functional connectivity states/patterns between different brain networks that reliably occur across time and subjects. Whether these connectivity states correspond to meaningful electrophysiological signatures was not clear. In this study, using a dataset with concurrent EEG and resting state functional imaging data acquired during eyes open and eyes closed states, we demonstrate the network that shows increased activity when task demand increases) during "resting-state" functional neuroimaging scan (Chang and Glover 2010) and another study showing dynamic inter-network connectivity across the whole brain for both rest and task data (Sakoğlu et al. 2010) , recent years has seen a surge in studying the dynamics of functional connectivity (Allen et al. 2014; Hutchison et al. 2012; Keilholz et al. 2013; Smith et al. 2012; Tagliazucchi et al. 2012) . This has led to a broader insights into the understanding of spatio-temporal dynamics of large-scale brain networks, referred to as "chronnectomics" . Several methodologies are being developed to investigate these functional connectivity dynamics including sliding-windowed correlation on raw functional imaging time courses from predefined regions of interest (GonzalezCastillo et al. 2014; Keilholz et al. 2013) or on independent component analysis (ICA) derived time courses (Allen et al. 2014; Sakoğlu et al. 2010) , dynamic conditional correlation (Lindquist et al. 2014) , independent temporal fluctuation modes of ICA time courses (Smith et al. 2012; Yaesoubi et al. 2015b) , eigenconnectivities (Preti et al. 2015) , multiplication of temporal derivatives (Shine et al. 2015) , dynamic coherence (Yaesoubi et al. 2015a) , and meta-statespace characterizations (Miller et al. 2016) .
In our previous work, we demonstrated that functional network connectivity (FNC) between time courses of intrinsic connectivity networks (ICNs) in a resting-state scan (Jafri et al. 2008) , estimated using tapered sliding-window correlation analysis, changes continuously over a time scale of 10-100 s transitioning through patterns of connectivity states that reoccur in time and are consistent across subjects (Allen et al. 2014) . We ensured that these dynamics are not driven by variability due to stochastic noise in low frequency time courses (Handwerker et al. 2012) , since distinct FNC states are not observed in null data obtained by disrupting covariance structure but preserving frequency characteristics of time courses. Using resting state data from 405 healthy subjects, we observed seven distinct FNC states with different frequencies of occurrences and modularity of connectivity patterns during a 5 min scan (see Fig. 5 in Allen et al. 2014 ). In particular, we speculated that a state with reduced thalamocortical connectivity (State 3) represents subjects' reduced vigilance or drowsiness based on a greater frequency of occurrence over time and temporal similarity across group. However, the expected concomitant electrophysiological changes during these FNC states are currently unknown.
In this work, we sought to address this issue by utilizing an existing dataset with simultaneous electroencephalography (EEG) and resting-state functional neuroimaging scan (Bridwell et al. 2013; Wu et al. 2010) . EEG collected from the scalp has the potential to capture more detailed and complementary temporal/spectral dynamic inputs (Chang et al. 2013; Huster et al. 2012; Tagliazucchi et al. 2012; Turner et al. 2015; Ullsperger and Debener 2010) . The data was collected both during an eyes open (EO) and eyes closed (EC) resting states on a smaller sample of 23 subjects. Although both EO and EC states are considered unconstrained resting states, these correspond to distinct electrophysiological properties as measured by EEG (Barry et al. 2007 ) and shows distinct functional connectivity (Bianciardi et al. 2009; Zou et al. 2009 ) providing an additional manipulation to study the association between connectivity dynamics and electrophysiological correlates. Therefore, our goals are threefold: (1) replicate previous findings in independent sample; (2) characterize FNC state prevalence as a function of behavioral state; and (3) identify EEG spectral signatures associated with different FNC states.
Methods

Subjects
Twenty-five healthy participants were recruited via advertisements at the University of New Mexico and by word-ofmouth. All subjects provided written, informed consent at the mind research network and were compensated for their participation. Data from two participants were excluded due to inadequate spatial coverage in the MR images, thus data from 23 subjects (16 males, 29 ± 8.8 years, one lefthanded) were included in the analysis. Further details on the sample and screening can be found in (Wu et al. 2010) .
Data Acquisition
The experiment comprised a single session of simultaneous EEG-fMRI recording. Each scanning session was composed of a structural MRI scan (7 min), followed by a functional MRI resting-state scan with EO (8.5 min), and a subsequent second fMRI scan with EC (8.5 min). Subjects were instructed to simply lie still awake and relax inside the dimly lit scanner and keep their EO or EC, respectively. Note that the order of the EO and EC conditions were not counter balanced. To ensure that the subjects did not fall asleep, a researcher continuously monitored subject's eyes using Eyelink 1000 eye tracker during the scan and alerted the participants on any sign of early sleep.
A 32-channel BrainAmp MR-compatible system (Brainproducts, Munich, Germany) was used for EEG recordings using the BrainCap electrode cap (Falk Minow Services, Herrsching-Breitbrunn, Germany). Ring-type sintered nonmagnetic Ag/AgCl electrodes were placed on the scalp according to the international 10-20 system. Two additional channels were recording electrocardiogram (ECG) and eye movements (EOG). The reference channel was placed at FCz. The impedance of each electrode was kept lower than 5 kΩ using conductive and abrasive electrode paste. Data were collected with a sampling rate of 5 kHz and band-pass filtered from 0.016 to 250 Hz. The EEG amplifier and fMRI were synchronized using an in-house device.
Functional images were acquired with a Siemens Sonata scanner at 1.5 T by means of T2*-weighted echo planar imaging free induction decay sequences with the following parameters: TR = 2 s, echo time TE = 39 ms, field of view = 224 mm, matrix size = 64 × 64, flip angle = 80°, voxel size = 3.5 × 3.5 × 3 mm, slice gap = 1 mm, 27 slices, ascending acquisition.
EEG Preprocessing
Preprocessing of EEG data was performed in Matlab (http://www.mathworks.com) with the toolbox EEGLAB (http://sccn.ucsd.edu/eeglab). After removal of EPI gradient artifacts using standard moving average subtraction (Allen et al. 2000) continuous EEGs were down-sampled to 1000 Hz and filtered from 1 to 45 Hz (24 db/octave). EEG data were then corrected for ballistocardiac artifacts by an effective heart beat detection from electrocardiogram channel followed by an optimal basis set technique implemented in the EEGLAB-plugin FMRIB (Niazy et al. 2005) . Hereafter the EEG was re-referenced to a common average reference, segmented into 2 s epochs for each EPI volume acquisition, and subjected to an individual temporal ICA as implemented in EEGLAB to identify and remove residual pulse and eye movement artifacts from the data, retaining minimally 12 out of 30 components (Delorme and Makeig 2004) . The cleaned and epoched EEG data were then frequency transformed using a multi-tapered FFT (http://chronux.org/; 3 tapers, bandwidth = 1 Hz), retaining spectral content from 1 to 20 Hz. Remaining outliers in amplitude spectra (>3 standard deviations above the mean) were replaced by the median value from neighboring channels and epochs. Additionally, subject EEG data was sleep staged into one of awake, or sleep stages N1 (drowsiness characterized by irregular slow waves at 3-7 Hz), N2 (light sleep stage with presence of V waves and sleep spindles along with increased slow waves of 2-7 Hz) in 30 s epochs using spectral properties of the EEG data.
fMRI Preprocessing
Functional images were preprocessed using tools provided in AFNI (afni.nimh.nih.gov/afni) and SPM8 (http:// www.fil.ion.ucl.ac.uk/spm/software/spm8). Preprocessing included the removal of the first image volume to allow T1 equilibration, despiking, slice-time correction, realignment, spatial normalization into Montreal Neurological Institute (MNI) space, reslicing to 3 × 3 × 3 mm voxels, and blurring with an adaptive kernel to a desired smoothness of FWHM = 6 mm ("3dBlurToFWHM" in AFNI). Voxel time series were z-scored to normalize variance across space, minimizing bias in subsequent variance-based data reduction steps.
Group ICA of fMRI FMRI data were decomposed into functional networks using group-level spatial ICA (Calhoun and Adali 2012; Calhoun et al. 2001) as implemented in the GIFT toolbox (http://mialab.mrn.org/software/gift/). Spatial ICA for fMRI data decomposes the data into spatially independent components each associated with coherent time course. Among these components, certain components correspond to physiological and imaging artifacts, while others in the gray matter represent functionally homogenous networks, referred to as intrinsic connectivity networks. Prior to ICA, subject-specific data reduction via principal components analysis (PCA) retained 160 principal components (from 255 time points) using a standard economy-size decomposition. Global mean signal per time point is removed as a standard PCA processing step during subject-level PCA reduction. These time reduced subject data from each scan were concatenated in time both across conditions and subjects and performed a group data reduction using PCA to retain C = 76 PCs. The Infomax ICA algorithm (Bell and Sejnowski 1995) was repeated 20× in ICASSO (Himberg et al. 2004 ) (http://www.cis.hut.fi/projects/ica/icasso) and aggregate spatial maps were estimated as the modes of the component clusters. Subject-specific spatial maps and timecourses (TCs) were estimated using spatial-temporal regression . Unlike seed-based functional connectivity approach where connectivity strength is assessed using fixed regions of interest defined a priori, subject-specific maps in ICA approach retain inter-subject spatial variability in functional activations. As in (Allen et al. , 2014 , we semi-automatically identified a subset of C 1 = 43 components as ICNs, as opposed to physiological, movement-related, or imaging artifacts. The features that help identify non-artefactual components include presence of peak component activations in grey matter, low spatial overlap with known vascular, ventricular, motion, and susceptibility artifacts, and depiction of TCs dominated by low frequency fluctuations (Cordes et al. 2001) .
Component TCs underwent additional post-processing to remove remaining noise sources. These include low frequency trends related to scanner drift, motion-related variance, and other non-specific "spikes" or noise artifacts not decomposed well by a linear mixing model. Postprocessing included (i) detrending linear, quadratic and cubic trends, (ii) multiple regression of the six realignment parameters and their temporal derivatives, (iii) removal of detected outliers, and (iv) lowpass filtering with a high frequency cutoff of 0.15 Hz. We replaced outliers with the best estimate using a third-order spline fit to the clean portions of the TCs. Outliers were detected based on the median absolute deviation, as implemented in 3dDESPIKE (http:// afni.nimh.nih.gov/afni). As a final step in post-processing, we normalized the variance of each TC, thus covariance matrices (below) correspond to correlation matrices.
fMRI FNC Estimation
The pairwise statistical association, typically correlation, between ICN time courses is referred to as functional network connectivity (Jafri et al. 2008) . While pairwise correlation between regional brain time courses is referred to as FC, FNC captures the linear statistical association between independent spatial networks. For each fMRI dataset, i = 1…M, static FNC was estimated from the TC matrix as the C 1 × C 1 sample covariance matrix ∑ i . Dynamic FNC was estimated with a sliding window approach, wherein we computed covariance matrices ∑ i (w), w = 1…W, from windowed segments of the TC matrix. We used a tapered window created by convolving a rectangle (width = 30 TRs = 60 s) with a Gaussian (σ = 3 TRs), and slid the window in steps of 1 TR for a total of W = 225 windows. The FNC estimates for each window are then concatenated to form ∑ i , a C 1 × C 1 × W array representing the changes in covariance (correlation) between components as a function of time. Both stationary and dynamic FNC estimates were Fisher-transformed to stabilize variance prior to further analysis. The details of fMRI data processing are presented in Supplementary Fig. 1 .
Component ordering, as presented in correlation matrices, was determined from the static FNC estimate by a combination of empirical and manual methods. Specifically, an initial ordering was determined by algorithms optimizing modularity ("modularity_louvain_und_sign", "modularity_probtune_und_sign", and "reorder_mod", from the Brain Connectivity Toolbox, http://www.brainconnectivity-toolbox.net/) (Rubinov and Sporns 2010) . Because the results of these algorithms depend on initial parameters and vary from run-to-run, we selected the solution that provided the best visual segregation between modules, then manually reordered modules to facilitate comparisons with previous work.
fMRI FNC States
To identify re-occurring FNC patterns, we applied the k-means clustering algorithm (Lloyd 1982) to the windowed covariance matrices using the correlation distance function. Only covariances between the C 1 = 43 ICNs were used in the clustering analysis, resulting in [43 × (43 − 1)]/2 = 903 features. We first applied clustering at the subject-level and propagated subject centroids to a second group-level clustering. The number of clusters (k) was determined using the elbow criterion of the cluster validity index, computed as the ratio between average within-cluster distance to between-cluster distance. At the subject level k ranged from 6 to 10 (mean ± SD: 7.28 ± 0.83), and was five for the group-level clustering. At subject and group-levels, the clustering algorithm was repeated 500× to increase chances of escaping local minima, with random initialization of centroid positions. Centroids from the group-level clustering were then used to initialize a clustering of all data, resulting in the final cluster centroids and state vectors, referred to as the assignment of each subject dFNC windows in time to the nearest cluster by k-means algorithm.
Clusters were ordered as FNC states 1-5 based on relative occurrence as a function of time (considering both EO and EC conditions). For each state, occurrence time series were computed from the state vectors, normalized from 0 to 1, and fit with a linear regression model. Clusters were then arranged in order of ascending slope. Thus, state 1 shows the largest negative change in relative occurrence as a function of time and state 5 shows the largest positive change. We note that this ordering method is distinct from that used in (Allen et al. 2014) , which considered cluster emergence as a function of k.
We used network-based measures of modularity and global efficiency to quantitatively characterize FNC states. Modularity was described by the modularity index Q*, defined in (Rubinov and Sporns 2011) , which considers both positive and negative weights of the unthresholded connectivity matrix. Global efficiency, E W as defined in (Rubinov and Sporns 2010) , was determined from the positive weights in the matrix (negative weights were set to zero). Additionally, we evaluated the temporal properties of FNC states by calculating the transition matrix (TM), i.e., the probability of changing from one state to another (see Fig. 3b ), and subsequently the principal eigenvector of the average TM, π, which represents the steady-state, or "longrun" behavior of the system (Meyer 2000) . The variability of each descriptive parameter (Q*, E W , and π) was determined with bootstrapping, resampling subjects over 500 iterations.
EEG Spectra Segregated by fMRI FNC States
EEG spectra from each TR were segregated into different groups based on concurrent FNC state vectors. FNC state vectors were aligned to EEG using the time point corresponding to the center of the sliding window.
Differences between the segregated spectra were then quantified in two ways. First, we calculated the Euclidean distance between average state-specific spectra to obtain a single statistic summarizing all differences. Second, we calculated the difference between each statespecific amplitude and the global average (obtained over all subjects and epochs), at delta (1-4 Hz), theta (4-8 Hz), and alpha (8-12 Hz) frequency bands. This measure provides directional and spectral specificity regarding differences between states. For both methods, calculations were performed separately at each channel.
We used non-parametric permutation testing (Nichols and Holmes 2002) to determine whether the observed differences measures between state-specific EEG spectra were greater than would be expected by chance; standard parametric models, such as an ANOVA, are challenging to implement here due the non-independence of neighboring windows and uneven sampling of states by different subjects. To create appropriate null distributions, fMRI FNC state vectors were permuted across subjects and shifted in time relative to the EEG data. Temporal shifts were drawn randomly from [−W/2, W/2] and values were shifted circularly. Such a permutation scheme maintains the autocorrelation structure of the original FNC state vectors and approximates transition statistics, but destroys EEG-fMRI synchrony within subjects as well as EEG-fMRI temporal trends that may be common across subjects. Difference measures between spectra were computed using the permuted state vectors to create null distributions, and p-values were determined by comparing observed statistics to the null (10,000 permutations). To facilitate visual comparisons in topographic displays, difference measures were converted to z-scores based on the mean and standard deviation of the null distributions at each channel. Figure 1A displays the ICNs identified with group ICA. Based on their anatomical and presumed functional properties, ICNs are arranged into groups of sub-cortical (SC), auditory (AUD), somatomotor (SM), visual (VIS), cognitive control (CC; referring loosely to the planning, monitoring, and adapting one's behavior), default-mode (DM) and cerebellar (CB) components. Peak activations and coordinates of each component are provided in Table 1 . Figure 1b 
Results
Connectivity States
Clustering results with k = 5 are shown in Fig. 2 . FNC states are characterized by the cluster centroids (Fig. 2a) and their occurrence as a function of time (Fig. 2b) . States are arranged in order of their temporal precedence, considering both EO and EC scans (see "Methods"). State 1 (S1) is characterized by highly modular FNC, with prominent connectivity among SM networks. It occurs throughout the EO condition but is almost completely absent during EC. S2 shows similar FNC (though little distinction of the SM module) and temporal trends, with decreased occurrence at later time points in the EO condition and relatively few occurrences in EC. S3 exhibits a different pattern in time, with a moderate presence during EO followed by a large jump in occurrence at the start of EC that decays over the duration of the scan. With regard to FNC, S3 shows VIS components less correlated to CC networks and more correlated to DM networks. FNC patterns of S4 and S5 differ considerably from S1-S3. In S4, all primary sensorimotor and higher-modal association areas (AUD, SM, VIS, as well as some CC and DM components) are highly correlated, resulting in a reduction in modularity (Q*; Fig. 3a , left) and increase in global efficiency (E W ; Fig. 3a, right) . Temporally, S4 exhibits a prominent linear increase during EO and then maintains a relatively constant presence during EC. S5 shows even greater "hypersynchronization", as it lacks the antagonism/anticorrelation between SC and sensorimotor components seen in S4. Regarding occurrence, S5 is largely absent during EO but exhibits increasing presence throughout EC. Quantitative comparisons of within and between module connectivity assessments are provided in Supplemental Fig. 2 .
Note that the removal of global mean signal prior to subject-specific PCA enforces the ICA decomposition space to be null space of global signal and introduces anti-correlations (Fox et al. 2009 ). The change in strength of connectivity from state to state still holds, however the sign change need to be interpreted with caution. Global signal removal is included in the PCA step in ICA framework. The removal of global signal (either regression or mean subtraction) has been intensely debated in the community and pros and cons are reviewed in detail in Power et al., 2015 . The global mean subtraction referred to as frame-to-frame intensity stabilization removes a constant value per time point across all voxels unlike regression which removes weighted version of the global signal with different weighting per voxel. While both methods force the distribution of correlation around zero value, regression might introduce interregional biases in correlation estimates (Saad et al. 2012) .
The temporal properties of FNC states can also be characterized by studying the transitions between states. Figure 3b (left) shows the average TM, representing the 1 3 probability of changing from one state to another. White squares along the diagonal signify a very high probability of staying in the same state. Notably, the probability of transitioning from S2 to S3, P(S2 → S3), is larger than P(S3 → S2). Likewise, P(S3 → S4) is larger than P(S4 → S3), and P(S4 → S5) is greater than P(S5 → S4), conveying a directionality to the transitions. This notion is supported by the steady-state probability (π) computed from the TM, displayed in Fig. 3b (right) , which suggests that subjects are most likely to be found in S4 or S5 in the long run.
EEG Segregation
To determine the electrophysiological signatures of different FNC states, EEG spectra computed over each 2 s TR were segregated into groups based on the FNC state label for the window centered on that TR (see "Methods" and Fig. 4a ). The result of this segregation is shown in Fig. 4b for central channel Cz (left) and occipital channels O1 and O2 (right). If the fMRI-derived FNC patterns were unrelated to electrophysiology, we would expect the spectra from different states to overlap with one-another. In contrast, we find large differences between the spectra, summarized as follows: S1 shows little synchronization in delta/theta ranges and a weak peak in the alpha band; S2 exhibits relatively greater alpha power over central but not occipital electrodes; S3 exhibits robust alpha synchronization, primarily over occipital electrodes but also extending more anteriorly; S4 shows alpha synchronization similar in magnitude to S2, though the alpha peak is broadened toward lower frequencies, and slower oscillations (<7 Hz) are also present; S5 shows the most distinct electrophysiological profile, with strong and widespread synchronization at delta and theta frequencies and desynchronization of occipital alpha. Statistical differences between spectra were determined with Monte Carlo permutation tests (see "Methods") and confirmed that spectral signatures of states at central electrodes were significantly (P < 0.01, FDR corrected) more distant from each other than would be expected by chance (Fig. 4d) . Comparing state-specific amplitude to the global average also supported topographic and band-limited spectral differences ( Supplementary Fig. 3 ). For comparison, EEG spectra segregated by behavioral state (EO vs. EC) are shown in Fig. 4c for the central and occipital electrodes. As expected (Berger 1929; Santamaria and Chiappa 1987) , EC shows much greater posterior alpha power than EO, but also shows elevated delta and theta power over central electrodes, which is typically associated with reduced alertness (Åkerstedt et al. 1990; Laufs et al. 2006; Makeig and Inlow 1993; Makeig and Jung 1996) rather than eye-closing per se. The fMRI FCdriven segregation suggests a clear distinction between these electrophysiological signatures: alpha synchronization is associated with S3, which is most likely to occur at the onset of eye-closing (Fig. 2b) , while increased delta and theta rhythms are strongly associated with S5, which is observed increasingly at later time points in the EC condition and possibly reflects N1 sleep stage. Thus, FNC-derived states appear to provide better segregation of EEG signatures than the observed behavioral states. Figure 5 shows the FNC states and corresponding EEG spectra for three representative subjects. Non-stationarities in EEG spectra are clearly visible, particularly in subjects 7 and 17 who undergo alpha de-synchronization 1-2 min after eye-closing, and FNC dynamics are evident. The average state-specific spectra for each subject (left, upper panels in Fig. 5a-c) show trends that resemble the group results displayed in Fig. 4b . Importantly, while these examples show that state-specific EEG and FNC patterns found at the group level can also be seen at the level of the individual, they also illustrate the high degree of variability between subjects (e.g., windows classified as S4 in subject 7 show many differences from those classified as S4 in subject 17) as well as within subjects (e.g., windows classified as S4 in subject 17 during EO share limited features with those classified as S4 in EC). These issues are addressed further in the "Discussion".
Discussion
In this work we successfully replicate our earlier findings on the presence of distinct FNC connectivity states in resting conditions, which reoccur within and across subjects, obtained from clustering of sliding windowed correlation matrices. Even in a much smaller sample compared to our previous study, two of the three states obtained in EO condition resemble those obtained from that study. The state S4 from current study is comparable to state S3 in previous analysis exhibiting similar thalamo-cortical antagonism and increased frequency with time in EO condition. Also state S2 in current study resembles state S7 from earlier study and shows similar decrease in frequency of occurrence as scan progresses in EO condition. Additionally, we show that these FNC states correspond to neuro-electric brain activity with distinct EEG spectral signatures validating our approach to estimate connectivity dynamics despite its shortcomings (see "Limitations"). The state S4 which we speculated to be associated with decrease in vigilance in fact exhibits increase in delta and theta power in EEG spectrum along with a decrease in alpha power compared to EO awake state S1, a well-established characteristic of reduced vigilance (Makeig and Jung 1995) . These transitions from more alert state to less alert state (and probably light sleep) occurs gradually as scan progresses, which is in good agreement with (Olbrich et al. 2009; Tagliazucchi and Laufs 2014) . Recent sleep classification study using fMRI resting data also observed that the subcortical-cortical connections are more discriminatory in awake to sleep stage1 transition (Altmann et al. 2016) . In some ways, the current work represents the inverted/reverse approach to (Tagliazucchi and Laufs 2014; Tagliazucchi et al. 2012) . Long periods (hours) of concurrent EEG-fMRI recordings, the authors first sleep-scored EEG into corresponding sleep stages, then used these labels to train FNC-based sleepstage classifiers in a supervised learning framework. Here, rather than start with manual sorting and labelling of EEG, we use an unsupervised learning approach (k-means) to identify and segregate FNC patterns, then examined EEG spectra based on these classifications. Despite different goals and assumptions these approaches arrive at a number of similar conclusions regarding the changes in FNC associated with different EEG patterns: (1) Sleep staging of EEG data suggests that subjects are more likely to get into drowsy states and early sleep stages during EC condition than EC condition. EEG spectra from 20 of 23 subjects in EO condition depict strong alpha power suggesting vigilant state throughout the scan. Only a mix of slow theta and alpha waves with no evidence of vertex sharp waves in the rest of three subjects during EO scan suggesting a reduced vigilance state and/or reaching a slightly drowsy (sleep stage 1) state. In contrast, during EC scan, 12 out of 23 subjects exhibit prominent alpha power in their EEG spectra throughout the scan. In the rest of the subjects, as scan progresses, subjects show a shift of EEG power from higher alpha to a mix of alpha and theta. (2) Perhaps the most prominent feature of transition into sleep is the change in thalamo-cortical connectivity from positive correlation to anti-correlation, which we previously described in Allen et al. 2014 as "cortical-subcortical antagonism". This is particularly consistent with Spoormaker et al., who additionally show that negative correlation between thalamus and cortex are most notable in the first stages of sleep, and diminish as individuals transition to deeper sleep (Spoormaker et al. 2010 ). However, a state with similar thalamo-cortical antagonism has been shown to be a signature of loss of arousal in resting state by Chang and colleagues using simultaneous fMRI and intracortical electrophysiological recordings in macaques (Chang et al. 2016) . The state transition matrix (TM) averaged over subjects (left), and the stationary probability vector (π, principal eigenvector of the TM, right) which shows steady-state, or "long-run" behavior. Note that transition probability is color-mapped on a log-scale. In all plots, error bars indicate the non-parametric 95% confidence intervals (CIs) of each quantity, obtained by resampling subjects and recalculating the quantity on bootstrapped sample (500 repetitions)
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Therefore, future studies should investigate if there are specific differences between states corresponding to drop in arousal versus drowsiness.
The relationship of the thalamus and functional connectivity to other regions is particularly interesting as it is known to play important role in consciousness and exhibits distinct electrophysiological signatures during EO and EC states. Previous studies found that the thalamus is involved in coordinating alpha rhythm (Hughes and Crunelli 2005) . Our study supports the view that the thalamus plays an important role in terms of governing/tuning spontaneous alpha band signals, however it behaves as a sophisticated thalamo-cortical chronnectome system, rather than an isolated 'pacemaker'. The transmission of sensory information to cortex from the thalamus is state-dependent, i.e. it is significantly reduced during drowsiness or fatigue while enhanced during vigilance, which may cause the observation of large anti-connectivity of thalamo-cortex in state 4 from our study. McCormick et al. showed that the transfer performance of corticothalamic fibers impacted how the cerebral cortex 'gates or controls selective fields of sensory inputs in a manner that facilitates arousal, attention, and cognition' (McCormick and von Krosigk 1992). Nevertheless, the correspondence between posterior alpha and the 'drowsy FNC signature' (state 4) that we found needs further investigations.
In this work, we utilize EO and EC conditions that correspond to distinct neurophysiological state with EO state representing more aware "exteroceptive" state characterized by overt attention and oculomotor activity, while EO state corresponds to more "interoceptive" state characterized by imagination and multisensory activity (Hüfner et al. 2009 (Hüfner et al. , 2008 ) and have been recently been shown to correspond to different functional topologies (Jao et al. 2013; Xu et al. 2014 ). Our observations of greater integration within sensory systems during EC compared to EO condition, as seen in S4, are consistent with the earlier reports (Bianciardi et al. 2009; Xu et al. 2014) . Furthermore, as reported by Xu and colleagues, we observe reduced modularity and increased global efficiency during EC condition (Fig. 3a, b) compared to EO condition. The greater modularity in EO condition is thought to facilitate increased local efficiency during exteroceptive processing.
In a concurrent EEG-fMRI sleep study, Tagliazucchi et al. presented compelling evidence for increased network modularity in N3 stage sleep as compared to wakefulness, but no change from wakefulness to N1 sleep, and demonstrated positive covariation between delta band power and modularity, and negative covariation between alpha power and modularity (Tagliazucchi et al. 2013a ). Also Boly et al. 2012 report similar modularity increases specific to deeper sleep (Boly et al. 2012) . However, our current findings show decreased network modularity in S4 and S5 as compared to S1-3 (see Fig. 3a ). In combination with (Spoormaker et al. 2011 (Spoormaker et al. , 2010 , our results suggest that due to increased inter-module connections, modularity decreases with drowsiness in light sleep conditions. Modularity then increases substantially as subjects attain deep sleep and cortico-cortico connectivity is significantly reduced, (Boly Tagliazucchi et al. 2013b ) is consistent with TMS and notions of sleep. Increase in positive functional connectivity (and loss of inter-modular negative correlations) in the descent to light sleep is not well understood, though Spoormaker and colleagues hypothesize it reflects more random network organization that interferes with information integration (Spoormaker et al. 2011) . Decreased modularity in these states is congruent with visual comparisons of the FNC centroids displayed in Fig. 2a ; compared to S1-3, S4 and S5 exhibit more strong positive connections between larger sets of ICNs, and many fewer negative correlations between well-defined modules. Thus it is visually more difficult to subdivide ICNs into clearly delineated groups, consistent with lower modularity scores. Though analogous visualizations are not available for inspection in (Tagliazucchi et al. 2013a) , one possible reason for the apparent contradiction between studies is the use of a different modularity metrics. Here, we use Q*, based on the definitions provided by Rubinov and Sporns, which considers both positive and negative weights of the unthresholded connectivity matrix (Rubinov and Sporns 2011) . Tagliazucchi et al. use Q, which considers only the positive elements of a thresholded connectivity matrix. As shown in Fig. 1 of (Rubinov and Sporns 2011) , for a given network with fixed intra-module connections, increasing the presence of inter-module negative connections will increase Q* values but decrease Q values; thus it is possible that differences in modularity estimates are related to sensitivity (or lack thereof) to inter-module negative correlations.
Implications for Future Work
Combined with previous work, the current results advocate a more rigorous characterization of subject states when assessing functional connectivity. Describing an "eyesclosed resting-state" is unlikely to sufficiently describe the changes in vigilance states subjects may experience, even during relatively short experiments. As demonstrated comprehensively by Tagliazucchi and Laufs, when scanning participants with EC, a loss of wakefulness should be expected in a third of subjects after 4 min of rest, and nearly half of subjects after 10 min (Tagliazucchi and Laufs 2014) . In particular, one should be wary of comparing subject groups that may exhibit different resting behavior (e.g., are more or less likely to become drowsy due to anxiety, medication, comfort, etc.). A dynamic FNC analysis that segregates time periods into different states and then analyzes the FNC within states may circumvent this problem, an approach we have applied in a recent study examining resting-state FNC in Schizophrenia (Damaraju et al. 2014a) . We found that segregating FNC states (and therefore, likely cognitive and vigilance states) prior to group comparisons yielded more specific group differences in connectivity and revealed additional differences that were obfuscated in stationary FNC comparisons.
Topological descriptions are very useful to condense networks into summary properties, but one should be careful not to use them as a substitute for examining the networks themselves. For example, the modularity and global efficiency of states 4 and 5 are not statistically different, however the networks themselves and occurrence profiles show profound differences.
This work also suggests caution in interpreting observed FC/FNC dynamics as shifts in cognition. This is not to say that FC changes are not sensitive to changes in internal behaviors, which have been demonstrated unequivocally (Gonzalez-Castillo et al. 2015; Shirer et al. 2012) . However, in the absence of any experimentally guided behaviors (recollecting events, silent humming), subjects are likely to do a large number of very different things [unknown to the experimenter]. In terms of data-driven analysis, it is likely, then, that many large sources of variance will be related to vigilance shifts (Czisch et al. 2012; Olbrich et al. 2009 ). Wong et al., 2013 show that this time-varying decreases of vigilance, as evidenced by increases in delta and theta spectral EEG power, exhibits an inverse relationship to global signal amplitude (and therefore functional connectivity) and argue that global signal regression performed in seed-based connectivity approaches probably reduces the variance associated with vigilance shifts across subjects to certain extent (Wong et al. 2016 (Wong et al. , 2013 . Similar results to Wong and colleagues (Wong et al. 2013 (Wong et al. , 2012 , showing a strong relationship between EEG measures of vigilance and the amplitude of the global signal (which is related to antagonism), we observe that states S4 and S5 show a marked reduction in the number of negative inter-modular connections, which is directly related to the amplitude of the global signal.
Comparisons to Other EEG-fMRI Integration Approaches
Until recently the majority of EEG-fMRI integration studies have focused on amplitude modulations, i.e., change in band-limited power in EEG is expected to relate to change in BOLD signal (Laufs et al. 2008) . This is perhaps the most reasonable model given the established causative relationship between neural activation and hemodynamic response (Logothetis 2008; Mukamel et al. 2005) . However, neural signaling need not involve the changes in the amplitude power of on ongoing oscillations. A number of investigations show that functional networks are formed by phase relationships between distant neural populations as well as cross frequency coupling (Canolty et al. 2006; Montemurro et al. 2008 ) spurring the development of alternative models that consider the relationship between electrophysiological signals and fMRI-derived FC.
Several studies have considered time-varying FC as a function of EEG power: Using psychophysiological interaction analysis using low and high alpha power segments as intrinsic task condition, Scheeringa and colleagues report reduced FC within visual cortex with increases in alpha power and reductions in anti-correlation with thalamus (Scheeringa et al. 2012) . Using sliding window analysis, Chang and colleagues demonstrate time-varying connectivity between default-mode network and dorsal attention network whose strength is inversely correlated with alpha power potentially reflecting state dependent dynamics (Chang et al. 2013) . Using a similar analysis but extended to whole brain regions of interest, Tagliazucchi and colleagues investigate dynamic FC electrophysiological correlates by and report decreases in FC with increases in alpha and beta EEG spectral power and increases in dynamic FC with theta power increases (Tagliazucchi et al. 2012) .
Here, we use a similar approach but use clustering of the fMRI-FC to segregate time windows, removing the assumption of a linear relationship between FNC and EEG power. Some advantages of our approach: (1) inherently multivariate, so doesn't (erroneously) consider correlations between brain regions as independent quantities. (2) Doesn't suffer from a multiple comparison issue i.e., testing correlations between all brain regions separately. (3) perhaps most importantly does not assume that the relationship between EEG power and FNC is static thereby has better ability to capture dynamic reconfiguration of network connections both with vigilance shifts as well as internal behaviors.
Limitations
Because both FNC and EEG show systematic changes over time (and with EO/EC) it's possible that we are vastly overestimating any "link" between the two modalities. Despite capturing dynamic connectivity reconfiguration, one can expect to lose some detail with clustering, as estimates of FNC using shorter windowed time series can be noisy, and focusing on FNC states/centroids results in some loss of specificity between single regions in some cases. Furthermore, a great deal of subject heterogeneity is lost in the k-means approach-e.g., in Fig. 5 , the S4 in individual subjects are different. We observed that subjects tend to "drowsy FNC states" sooner in EC condition than EO condition. This is consistent with earlier reports that suggest increased likelihood of falling asleep in eyes closed state than eyes open state in general (Tagliazucchi and Laufs 2014) , however, we could not rule out the possibility that this could be due to the fact that EC scan was performed later than EO scans for all subjects and the subjects are likely more tired by the EC scan time as the scan order was not counterbalanced. Obvious large confound is motion. Though we have tried to minimize the influence of motion by using ICA and regressing motion-derived signals from the time courses of components of interest based on a previous study of motion effects in ICA (Damaraju et al. 2014b) , we cannot eliminate the possibility that residual motion-related variance has impacted the FNC estimates (Laumann et al. 2016) . Also, some of the choices made for example model order selection in ICA, window length for dFNC estimation are subjective, however the settings we did use have given consistent results across many different datasets. Despite this the empirical choices should still continue to be explored in future work.
Conclusions
In this work we demonstrate that dynamic FNC states estimated using k-means clustering of correlations estimated using sliding windowed ICA time courses results in meaningful clusters that correspond to distinct electrophysiological mental states. Our work supports the earlier works that simultaneously acquiring EEG with functional MRI data can provide complementary information that enables the investigator to make informed inferences about observed FNC dynamics. As evidenced by EEG spectral signatures associated with FNC states, our data suggests that evaluation of drowsiness is important in both eyes open and eyes closed resting state conditions and researchers should carefully account for these when comparing different populations. Although dynamic FNC estimation using sliding-window technique can be noisy, we can be relatively confident that the FNC dynamics estimated using this method reflect, to some degree, changes in local and distal neural coherence (Berger 1929) .
