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Resume { L'etude de la segmentation d'images sonar haute resolution utilisant un modele markovien du champs des classes,
nous a amene a proposer une nouvelle modelisation du bruit. Cette derniere, en introduisant de la markovianite sur le champ
des observations conditionnellement aux classes nous permettrait alors de tenir compte de la correlation tout en gardant une
statistique marginale non gaussienne (loi K ou loi Gamma).
Pour verier l'apport de cette modelisation, nous faisons varier la correlation inter-pixels sur des images de synthese, avant
de la restaurer par la procedure MPM dans un cadre supervise. Il apparait des lors une amelioration de la segmentation pour
certaines valeurs du coecient de correlation vis a vis du cas usuel, a savoir de bruits independants.
Abstract { The study of the high resolution sonar image segmentation using a Markov model of the classes eld lead us
to propose a new modelisation for the noise. This last, by introducing the markovianity on the observation elds knowing the
classes, allows us to take into account the correlation without losing the fact that the marginal statistics are not gaussian (K law
or gamma law).
To check the contribution of this aproach, we vary the correlation between the pixels of synthetic images before restoring them
by the MPM procedure in a supervised case. We observed then some amelioration of the segmentation for certain values of the
correlation coecient as compared to the usual case where the noises are independent.
1 Contexte et presentation
1.1 Introduction
Les systemes acoustiques imageurs (sondeurs multifais-
ceaux, sonar lateraux) sont largement plebiscites notam-
ment lorsqu'il s'agit de cartographier et de reconnaitre la
nature des fonds oceaniques.
Lorsqu'ils sont a haute resolution (15cm), les struc-
tures geologiques sous-jacentes (rides de sable, barrieres
rocheuses...) induisent une organisation spatiale des ni-
veaux de gris sur certaines parties de l'image, devenant
alors texturees au-dela de leur caractere bruite. Les algo-
rithmes de segmentation cherchent a localiser dans l'image
sonar ces zones a structure homogene, appelees types de
fond (ou etiquettes).
Pour ces images haute resolution, les distributions statis-
tiques decrivant le niveau de gris de pixels de l'image ne
suivent plus la loi de Rayleigh adaptee a la basse resolu-
tion, mais obeissent a des lois fortement non Gaussiennes
dont la loi K semble e^tre la mieux adaptee [10] [8] [6].
La texture des images haute resolution peut e^tre prise
en compte en considerant un ensemble de lois K correlees
pour decrire les dierents types de fond. La loi Gamma
correlee peut aussi dans certains cas e^tre employee et nous
nous placerons dans ce contexte par la suite.
Par principe, les methodes de segmentation statistique
d'images tirent partie de cette connaissance statistique.
1.2 Presentation du modele
Dans cet article nous presentons une methode globale
de segmentation Bayesienne supervisee et basee sur une
modelisation Markovienne des images haute resolution et
texturees.
L'enjeu est d'introduire l'information de correlation en
respectant toutefois les distributions statistiques margina-
les des pixels an d'assurer la compatibilite de la methode
avec les images bruitees non texturees.
Une modelisation Markovienne hierarchique est propo-
see : au classique champs de Markov du champ des eti-
quettes [3][7], est adjoint un second champ de Markov
decrivant la champ des pixels conditionnellement au type
de fond.
Dans un premier temps nous detaillons les aspects theo-
riques et approximations de cette modelisation avant de
presenter les resultats de la methode de segmentation sur
des images de synthese.
2 Modelisation Markovienne
hierarchique
2.1 Introduction au modele
Dans un contexte de segmentation d'images, le champ
X des types de fond que l'on cherche a identier, n'est pas
directement observable. Seuls sont visibles les niveaux de
gris des pixels Y . L'algorithme de segmentation choisi,
appele MPM (Mode des Marginales a Posteriori) consiste
a trouver pour chaque pixel u, la classe qui maximise la loi
a posteriori (dans la suite, an de simplier les notations,
le nom des variables sera omis):
x^
u
= argmax
x
u
2
(P (x
u
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ou  designe l'ensemble des etiquettes du champs X.
On designera par la suite, pour A ensemble quelconque,
A
0
= A  A
u
.
A partir de P (x
u
=x
0
; y) (1), probabilite utilisee lors de
l'implementation du MPM, nous allons obtenir une ex-
pression analytique mettant en evidence, a chaque etape,
les dierentes hypotheses qui nous ont amene a proposer
notre modele .
Notons qu'il restera valide, si l'on choisit l'estimateur
du MAP (Maximum A Posteriori) qui utilise (1) dans ses
procedures iteratives (recuit simule, ICM).
2.2 Hypotheses sur la loi a posteriori
Le theoreme de Bayes nous permet d'ecrire:
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la sommation se faisant sur l'ensemble des valeurs prises
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u
.
Le premier terme du numerateur s'ecrit :
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L'hypothese du modele hierarchique induit la derniere
egalite. De plus, on suppose queX et Y=X sont markoviens
de me^me voisinage v, ainsiP (y=x) = P (y
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Regardons :
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Une approximation consiste alors a negliger la dependan-
ce spatiale entre niveaux de gris dans le terme intervenant
au denominateur de (2), en considerant que la dependance
est susamment prise en compte au numerateur ou l'on
a :
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ce qui consiste a supposer une independance des Y
j
; j 2 v
0
conditionnellement a Y
u
et X
v
0
. Un coecient de correla-
tion faible nous permet alors de justier cette approxima-
tion et par la me^me ce modele.
On se rend compte de l'approximation lorsqu'on ecrit
(2) sous la forme :
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coecient de correlation de la densite jointe :
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2.3 Modelisation Markovienne
La loi de probabilite du couple (X,Y ) s'ecrit :
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representent les energies potentielles
sur la clique c , associees respectivement aux champs X
et Y jX.  est l'ensemble des cliques sur l'image Y (pour
un systeme de voisinage v constitue des 4 plus proches
voisins et commun aux champs X et Y jX).
Ainsi:
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avec les termes d'energies potentielles d'attache aux don-
nees V
Y jX
et de regularisation V
X
:
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Dans (3) intervient un terme de regularisation, , per-
mettant de parametrer la connexite des regions segmentees
[2].
De facon generale, le champ (X,Y ) (comme le champ
X=Y ) n'est pas Markovien du fait de la dependance de la
fonction de partition K
Y=X
(x) vis a vis de la realisation x
du champX. Particulierement dans le cas ou les variables
aleatoires du champ Y conditionnellement a la realisation
x sont correlees, l'utilisation des algorithmes iteratifs com-
me le recuit simule [4] ou le MPM n'est pas rigoureusement
justiee.
3 Application aux images sonar
haute resolution
Dans le cas de zone faiblement texturee, la loi de
Rayleigh et la loi K sont adaptees a representer la distribu-
tion de l'amplitude retrodiusee. Lorsque l'amplitude de
modulation augmente, et que leur longueur d'onde depasse
la resolution du sondeur, la texture devient visible sur
l'image sonar et la loi K ou la loi Gamma sont mieux
adaptes pour decrire la statistique des amplitudes reverbe-
rees [6], la loi K etant legerement superieure.
Pour une question de facilite de calcul, nous nous som-
mes contentes d'etudier l'inuence des simplications du
precedent paragraphe sur la segmentation dans le cas d'une
loi Gamma.
Pour cela, des images de synthese de syntheses de taille
128*128, sur 256 niveaux de gris, et comportant 3 classes
ont ete simulees.
Pour implementer l'image bruitee nous avons utilise un
algorithme de type Metropolis, conditionnellement au
champ de classes, obtenu quant a lui gra^ce a l'algorithme
de Gibbs (cf Fig1).
An de verier l'apport de la modelisation proposee,
nous avons fait varier le coecient de correlation et nous
avons applique une methode de segmentation de type MPM
avec echantillon d'apprentissage.
Le tableau ci-dessous presente le pourcentage d'erreur
lors de la segmentation et une comparaison avec le cas de
bruits independants (cf Fig.2 et Fig.3).
 0:1 0:2 0:25 0:5 0:8
% d
0
erreur
 = 0 2:1 2:9 5:8 8:4 24
% d
0
erreur
 estime 1:7 2:2 3:7 7:3 90
Les premiers resultats de simulation conrment l'apport
de cette nouvelle approche pour des coecients de corre-
lation faibles et laissent apparaitre les limites de celle-ci
lors de fortes correlations.
Fig. 1: Realisation du couple (X;Y )
L'image bruitee simulee a un coecient de correlation
egal a 0:2 pour chacune des trois classes.
Fig. 2: Images segmentees  = 0:2
La premiere image (2.2 % d'erreur) est celle restauree
avec le coecient de correlation estime. Elle apparait plus
homogene (coin superieur droit) que celle ( deuxieme im-
age, 2.9 % d'erreur) ou l'on a suppose l'independance des
bruits conditionnellement au champ de classes.
On procede de la me^me maniere pour une image bruitee
avec un coecient de correlation egale a 0.5.
Fig. 3: Images segmentees  = 0:5
La premiere image, celle restauree avec le coecient de
correlation estime ( = 0:5) est plus homogene. La sec-
onde (bruits independants) quant a elle laisse appara^tre
quelques taches disparates.
4 Conclusion
Dans le modele statistique d'images sonar les lois
decrivant les bruits ne sont plus gaussiennes. Habituelle-
ment, on traite les echantillons de bruits comme s'ils etaient
non correles conditionnellement aux classes. Or l'image
sonar presente une texture qui indique un certain degre
de correlation. Nous avons donc ete amenes a proposer
un modele qui tienne compte de cette correlation inter-
pixels. Nous l'avons teste sur des images de synthese et
nous avons constate une amelioration de la segmentation
pour des images faiblement correlees et bruitees. Il reste
a conrmer ce resultat preliminaire sur des images relles.
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