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Super-Resolution Image Construction Using an Array Camera
Abstract:
An array camera assembles multiple images into a super-resolution image. The array
camera collects images of a scene from both a monochrome and a color image sensor as well as
depth information about the scene. Typically, small movements by a camera operator diminish
the clarity of the recorded images for conventional cameras. The array camera, however, models
the rotational and translational movement of the array camera and combines the depth
information to construct a three-dimensional representation of the scene.

Using the three-

dimensional representation and the modeled movements of the array camera, the array camera
assembles a super-resolution image from the lower resolution images recorded by each sensor.
Keywords:
Camera, array camera, monochrome sensor, color sensor, image, RGB, rotation,
translation, super-resolution, low resolution, contrast, sub-pixel accuracy, three-dimensional
(3D), scene construction, scene modeling.
Background:
Dedicated cameras and portable electronic devices that include cameras continue to
increase in popularity. As they give attention to practical considerations like size, aesthetic
appeal, and ease of user operation, designers must also consider ways to help the user collect
dynamic and appealing images with the camera. Cameras operate on a universal principle: the
collection of light through a lens and recording of that light on a physical medium like film or a
light-sensitive sensor. Decreasing the size of a camera often comes at the cost of reducing the
lens or sensor size, which can require a camera shutter to remain open longer to collect sufficient
light to produce a desirable image. Increasing shutter time also increases the opportunity for a
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user of the camera to move or shake while collecting the necessary light for the image. Even the
smallest movements can compromise image quality. Improving the ability of a camera to
manage movement can significantly improve overall image quality.
Description:
An array camera assembles multiple images into a super-resolution image. The array
camera collects images of a scene from both a monochrome and a color image sensor as well as
depth information about the scene. Typically, small movements by a camera operator diminish
the clarity of the recorded images for conventional cameras. The array camera, however, models
the rotational and translational movement of the array camera and combines the depth
information to construct a three-dimensional representation of the scene.

Using the three-

dimensional representation and the modeled movements of the array camera, the array camera
assembles a super-resolution image from the lower resolution images recorded by each sensor.
Cameras are able to compensate for user movement in a variety of ways, such as physical
stabilizing devices in the camera itself, physical stabilizing accessories for the entire camera such
as a tripod, or image analysis and editing after taking a picture. Physical stabilizing devices are
often expensive, increase the overall size, cumbersome, and inconvenient. Image analysis and
editing can be computationally intense when analyzing millions of pixels and their respective
movements among a set of images.
A super-resolution image can be constructed using an array camera. A super-resolution
image is not a corrected image or a mended image that has had flaws removed, like adjusting
brightness levels or removing red-eye from a portrait. Instead, a super-resolution image includes
more detail than any single image collected by the camera would contain. A super-resolution
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image allows a user to actually take pictures with greater detail than the sensor of the camera can
normally record.
An array camera is well suited to collect additional depth information about a scene.
Further, by collecting information about the movement of the camera itself, the array camera can
assemble individual lower-resolution images from multiple sensors into a single super-resolution
image. For example, Figure 1 illustrates a camera and a scene of bicycles, cars, and trees.
Yellow outlines generally frame different areas of the scene. Outer regions of the scene shift
more with rotational camera motions. Closer regions of the scene shift more than distant regions
with translational motions.

Figure 1
The array camera collects pairs of images from the monochrome and color sensors and
constructs a three-dimensional (3D) nature of the scene. In particular, the array camera collects
depth information about the scene including how far different objects in the scene are from one
another or locations of the scene are from the camera. The processing system of the camera
analyzes varying levels of, and differences in, contrast within the scene when assembling a depth
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profile for the scene. The array camera also collects information about the rotational and
translational movement of the camera itself.
Without information about the rotational and translational movement of the camera, the
processing system of the camera would be required to analyze the images from the sensor and
calculate the motion of individual pixels by comparing the motions of the pixels in the various
images. However, with millions of pixels in each image, the calculations are error prone and
quickly escalate to a situation of computational infeasibility.
Instead, using the array camera described above and knowing the 3D nature of the scene
and the position of the camera in the scene, the processing system places constraints on the
number of variables for which the calculations are performed by calculating and estimating the
motion of the camera and not individual pixels. The processing system deconstructs the scene
from the point of view of the camera and models, rather than measures, the movement of all the
pixels within the scene over time from the point of view of the camera. Once the processing
system determines the motion of the camera relative to feature points, the system can apply that
motion to the other pixels. Feature points could include particular areas of sharp corners or other
areas that are easier for the system to track. Applying a known motion to additional pixels
requires significantly less computational power and is less prone to error than calculating the
motion of the pixels individually.
In assembling the super-resolution image, the processing system calculates a disparity
between the burst image pairs, making particular use of the feature points in the images. The
processing system uses the depth information and a depth map to project the feature points into
the 3D model of the scene. Using an optical flow to track the feature points, the processing
system optimizes the model of the scene over six axis motion vectors. For example, when
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modeling a particular pixel, the processing system could analyze the burst pairs of images for
areas in which the pixels of one image overlap or do not overlap pixels of another image. The
processing system can generate greater resolution than any individual image when tracking and
modeling the movement of the pixel by subdividing pixel areas that only partially overlap one
another between the images. Finally, the processing system aligns 3D projections to an up-scaled
pixel grid and projects the 3D model to a 2D super-resolution image that contains the measured
and calculated details of the 3D model assembled from the various burst image pairs.
For example, Figure 2 shows an old-fashioned gasoline pump in a garage. A small
dashed box highlights the pump handle itself.

Figure 2
The scene of Figure 2 was captured using three different types of cameras. The first is a
current-generation cellphone camera. The second is a current-generation high-end digital SLR
camera. The third is using the array camera and super-resolution techniques described above.
Figure 3 shows the highlighted pump handle region of Figure 2 from the image taken by each
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camera. The image at the left was captured by the cellphone camera, the image in the middle
was captured by the digital SLR, and the image at the right was captured using the superresolution array camera. The super-resolution image obtained using the array camera at the right
contains significantly more detail than either of the other two cameras, including the lettering on
the handle highlighted with an oval and increased detail in the logo, lights, and vents of the
vehicle in the background.

Figure 3
Although any adjustment has the potential to introduce noise in the resulting image,
modeling pixel movement and constructing a 3D model of scene from the point of view of the
camera can significantly improve the conditioning of the search and reduce the computational
load on an image processing system. Further, including the motion of the camera itself in
modeling the scene reduces the number of calculation parameters, especially when compared to
those systems that attempt to analyze the motions of millions of pixels relative to one another
and to select the best pixel patches from the images to combine into a final image.
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