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PRODUCTS OF NON-STATIONARY RANDOM MATRICES
AND MULTIPERIODIC EQUATIONS OF SEVERAL
SCALING FACTORS
AI-HUA FAN, BENOIˆT SAUSSOL, AND JO¨RG SCHMELING
Abstract. Let β > 1 be a real number and M : R → GL(Cd) be a
uniformly almost periodic matrix-valued function. We study the asymp-
totic behavior of the product
Pn(x) =M(β
n−1x) · · ·M(βx)M(x).
Under some condition we prove a theorem of Furstenberg-Kesten type
for such products of non-stationary random matrices. Theorems of King-
man and Oseledec type are also proved. The obtained results are applied
to multiplicative functions defined by commensurable scaling factors.
We get a positive answer to a Strichartz conjecture on the asymptotic
behavior of such multiperiodic functions. The case where β is a Pisot–
Vijayaraghavan number is well studied.
1. Introduction
Kingman’s subadditive ergodic theorem was originally proved in 1968
[Ki1, Ki2]. A more recent proof was given by Katznelson and Weiss in 1982
[KW]. It is one of the most important results in ergodic theory. In this paper
we consider the following set-up which resembles a dynamical system with-
out invariant measure and try to get results similar to Kingman’s theorem.
Let β > 1 be a positive real number. Let {fn} be a sequence of uniformly
almost periodic functions (i.e. in the sense of Bohr, see Section 2.1) defined
on the real line R. Suppose the following subadditivity condition is fulfilled
fn+m(x) ≤ fn(x) + fm(β
nx) for a.e. x and all n,m.
where a.e. refers to the Lebesgue measure. We would like to study the
almost everywhere convergence of n−1fn(x). The Kingman theorem applies
in the special case where β > 1 is an integer and the fn’s are periodic. The
typical case in our mind is
fn(x) = log ‖M(β
n−1x) · · ·M(βx)M(x)‖ (1.1)
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where M : R→ GL(Cd) is a matrix-valued uniformly almost periodic func-
tion. We will prove that the limit limn→∞ n
−1fn(x) exists almost everywhere
(a.e. for short) with respect to the Lebesgue measure under the condition
that the n−1fn(x) have joint periods (see Theorem 2.5). As a consequence,
an Oseledec type theorem is proved for the matrix products involved in (1.1)
(see Theorem 2.9). It is proved that the condition on the existence of joint
periods is satisfied when β is a PV-number (see Section 3).
Our consideration is partially motivated by the study of multiperiodic
functions, already investigated by Strichartz et al. [JRS], Fan and Lau [FL],
and Fan [F]. By a Multiperiodic function of one real variable we mean any
function F : R → R which is a solution of a functional equation of the
following form
F (ξ) = f1
(
ξ
ρ1
)
F
(
ξ
ρ1
)
+ · · ·+ fd
(
ξ
ρd
)
F
(
ξ
ρd
)
where d ≥ 1 is an integer; ρ1 > 1, . . . , ρd > 1 are d real numbers, called
scaling factors; f1, . . . , fd are d complex valued functions defined on the real
line, called determining functions. The equation will be called a multiperi-
odic equation.
We will assume that the determining functions fj are periodic or almost
periodic in the sense of Bohr, as is the case in most applications. We will also
assume that the scaling factors ρj are commensurable in the sense that ρj
are powers of some real number β > 1. Without lost of generality, we assume
that ρj = β
j for 1 ≤ j ≤ d. Then the multiperiodic equation becomes
F (ξ) = f1
(
ξ
β
)
F
(
ξ
β
)
+ · · ·+ fd
(
ξ
βd
)
F
(
ξ
βd
)
(1.2)
As far as we know, there is few work done for the non–commensurable case
which is much more difficult.
In the literature, the case where d = 1 and β = 2 (or an arbitrary
integer) has been studied, especially in the theory of wavelets [D]. In fact,
the scaling function ϕ of a wavelet satisfies a scaling equation
ϕ(x) =
∑
anϕ(2x − n).
The Fourier transform of ϕ satisfies a multiperiodic equation of the form
(1.2) with only one scaling factor β = 2 and only one determining function
f1(x) = f(x) =
1
2
∑
n ane
inx.
The scaling functions in wavelets constitute a class of functions sharing
a kind of similarity. More generally, multiperiodic functions arise as Fourier
transforms of self-similar objects such as Bernoulli convolution measures
(d = 1, β > 1 being a real number and f being a trigonometric polynomial),
inhomogeneous Cantor measures (d may be greater than 1) or more general
self-similar measures produced by iterated function systems (see [S]).
In the case of one scaling factor (i.e. d = 1, then we write f1(x) = f(x)),
the existence of the solution of the multiperiodic equation (1.2) is simple and
is assured by the consistency condition f(0) = 1 and a regularity condition,
say f is Lipschitz continuous. Actually the solution can be written as an
PRODUCTS OF MATRICES AND MULTIPERIODIC FUNCTIONS 3
infinite product
F (x) =
∞∏
n=1
f
(
x
βn
)
.
For the existence of the general equation (1.2), we have
Theorem A. Let d ≥ 1. Suppose that the determining functions f1, · · · , fd
are Lipschitz continuous, and satisfy the consistency condition
f1(0) + · · ·+ fd(0) = 1.
Suppose furthermore that f1(0), . . . , fd(0) ∈ [0,+∞). Then equation (1.2)
admits a unique continuous solution F such that F (0) = 1.
The proof of this theorem is postponed to Section 4.2.
Our study of equation (1.2) is converted to that of vector valued equa-
tions of the form
G(x) =M
(
x
β
)
G
(
x
β
)
(1.3)
where M : R → Md×d(C) is a matrix valued determining function and
G : R → Rd is a vector valued unknown function. Matrix products will
be involved in the study of equation (1.3), which produces some difficulties.
However, equation (1.3) is a simple recursive relation because it contains
only one scaling factor. Equation (1.2) is equivalent to equation (1.3) with
M(x) and G(x) equal respectively to
f1(x) f2(
x
β ) · · · fd−1(
x
βd−2
) fd(
x
βd−1
)
1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . . 0 0
0 · · · 0 1 0
 and

F (x)
F (xβ )
...
F ( x
βd−1
)
 (1.4)
We would like to know the asymptotic behavior at infinity of the so-
lution G. This is a natural question because G often represents Fourier
transform of a function (a measure or a distribution) and the asymptotic
behavior at infinity describes quantitatively the regularity of the solution.
Unfortunately, there is no closed form formula for G in general and the be-
havior of G is rather complicated, as is shown by the Fourier transform of
the Cantor measure (d = 1, β = 3 and f(ξ) = cos ξ).
Following [JRS], we will study the pointwise asymptotic behaviors of
hn(x) :=
1
n
log |F (βnx)|
as n→∞.
We will prove that, under some conditions, the limit limn→∞ hn(x) ex-
ists and is equal to a constant almost everywhere with respect to Lebesgue
measure.
This answers partially a questions in [JRS]. More precisely, we have the
following results, whose proofs are postponed to Section 4.3.
Theorem B. Suppose that the conditions in Theorem A are satisfied. Fur-
thermore, suppose that the determining functions f1, · · · , fd are either iden-
tically zero or strictly positive and 1-periodic, and that β > 1 is a Pisot
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number. Let F be the solution of the equation (1.2). Then there is a con-
stant L such that
lim
n→∞
1
n
F (βnx) = L a.e.
The constant L in the theorem is the leading Liapunov exponent of the
matrix M(x) above, defined by
L(M) = inf
n≥1
1
n
M log ‖M(βn−1x)M(βn−2x) · · ·M(βx)M(x)‖.
where Mf denotes the Bohr mean of an almost periodic function f (see
Section 2.1 below).
Theorem C. Suppose that the conditions in Theorem A are satisfied. Fur-
thermore, suppose that the determining functions f1, · · · , fd are 1-periodic,
Lipschitz, and that β > 1 is a Pisot number with maximal conjugate of
modulus ρ. Let F be the solution of the equation (1.2). If
sup
x
(1 + |f1(x)|+ · · · + |fd−1(x/β
d−2)|)(|f1(x)|+ · · ·+ |fd(x/β
d−1)|)
|fd(x/βd−1)|
< ρ−1
then there is a constant λ ∈ R such that
lim
n→∞
1
n
log
d−1∑
j=0
|F (βn−jx)| = λ a.e.
In this case we do not know if the constant λ equals the leading Lyapunov
exponent of the matrix.
Theorem A will be proved in Section 4.2 as a special case of a more
general result (Theorem 4.1), Theorm B and Theorem C in Section 4.3.
Both Theorm B and Theorem C are consequences of our Kingman’s Theorem
(Theorem 2.5) and Oseledec’s Theorem (Theorem 2.9) which are discussed
in Section 2. In Section 3, we prove that the joint period condition required
in both Kingman’s Theorem and Oseledec Theorem is satisfied when β > 1
is a Pisot number.
2. Kingman theorem and Oseledec theorem
2.1. Total Bohr ergodicity and joint ǫ-period.
Let us first recall the definition of uniformly almost periodic functions and
some of their properties (see [Bo]). Next we will introduce the notions of
total Bohr ergodicity and a joint ǫ-period.
Let f be a real or complex valued function defined on the real line.
A number τ is called a translation number of f belonging to ǫ ≥ 0 (or an
ǫ-period) if
sup
x∈R
|f(x+ τ)− f(x)| ≤ ǫ.
We say that f is a uniformly almost periodic (u.a.p.) function if it is con-
tinuous and if for any ǫ > 0 the set of its translation numbers belonging to
ǫ is relatively dense (i.e. there exists a number ℓ > 0 such that any interval
of length ℓ contains at least one such translation number). H. Bohr proved
that the space of all u.a.p. functions is a closed sub-algebra of the Banach
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algebra Cb(R) of bounded continuous functions equipped with the uniform
norm and that it is the closure of the space of all (generalized) trigonometric
polynomials of the form∑
finite
Ane
iΛnx (An ∈ C,Λn ∈ R).
For any u.a.p. function f , as is proved by Bohr, the following limit exists
Mf = lim
T→∞
1
T
∫ T
0
f(x)dx.
It is called the Bohr mean of f . For any locally integrable not necessarily
u.a.p. f , we define Mf as the limsup instead of the limit.
Definition 2.1. A sequence of real numbers (un)n≥0 is said to be totally
Bohr ergodic if for any arithmetic subsequence (uam+b)m≥0 (a ≥ 1, b ≥ 0
being fixed) and for any real p > 0, the sequence (uam+bx)m≥0 is uniformly
distributed (modulo p) for almost every x ∈ R with respect to the Lebesgue
measure.
The following is the main property of totally Bohr ergodic sequences that
we will use.
Lemma 2.2. Suppose that (un)n≥0 is a totally Bohr ergodic sequence. Then
for any u.a.p. function f and any integers a ≥ 1, b ≥ 0, we have
lim
N→∞
1
N
N∑
n=0
f(uan+bx) = Mf a.e.
Proof. It is a consequence of the fact that uan+bx is uniformly distributed (
mod p) for almost all x, for any real p > 0, the fact that f can be uniformly
approximated by trigonometric polynomials and the Weyl criterion. 
Remark 2.3. Suppose the (un)n≥0 is a sequence such that infn 6=m |un−um| >
0, then the sequence (unx) is uniformly distributed for almost every point
x [KL]. Consequently, the sequence (un) is totally Bohr ergodic. A more
special case is un = β
n with β > 1. This is the most interesting case for us.
On the other hand, no bounded sequence can be totally Bohr ergodic.
Definition 2.4. Let (Fn)n≥0 be a sequence of u.a.p. functions. Let ǫ > 0
and N ∈ N. A real number τ is called a joint ǫ-translation number for
(Fn)n≥N if
sup
n≥N
sup
x∈R
|Fn(x+ τ)− Fn(x)| ≤ ǫ.
If for any ǫ > 0 there exists N(ǫ) such that such joint ǫ-translation numbers
for (Fn)n≥N(ǫ) are relatively dense, we say that (Fn)n≥0 has joint periods.
2.2. Kingman’s theorem.
Following ideas of Katznelson and Weiss [KW] we prove the following
version of Kingman’s Theorem. The difficulty in our case is that we have to
deal with an infinite measure space. We are also dealing with non–stationary
sequences.
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Theorem 2.5. Let (un)n≥0 be a totally Bohr ergodic sequence of real num-
bers and (fn)n≥0 be a sequence of uniformly almost periodic functions. Sup-
pose
(i) The sequence (n−1fn) has joint periods.
(ii) The following subadditivity is fulfilled
fn+m(x) ≤ fn(x) + fm(unx) for a.e. x and all n,m.
(iii) For any n ≥ 1
sup
m
(fm(unx)− fm(x)) <∞ for a.e. x. (2.1)
Then the following limit exists and is a constant
lim
n→∞
1
n
fn(x) = inf
n
1
n
Mfn for a.e. x.
Proof. The proof is a modification of Katznelson-Weiss’ proof [KW]. With-
out loss of generality we assume that u0 = 1.
Let γ = infn
1
nMfn. Let us put
f−(x) = lim inf
n→∞
1
n
fn(x), f
+(x) = lim sup
n→∞
1
n
fn(x).
We remark that the subadditivity implies that f±(x) ≤ f±(unx) for all
n ∈ N and a.e. x ∈ R. In a finite measure space this would imply the
invariance a.e. In our case it is the boundedness (2.1) which implies that
f±(unx) ≤ f
±(x) a.e., what makes the functions f± invariant in the sense
that f±(x) = f±(unx) a.e. (∀n).
The first part of the proof, i.e. f+ ≤ γ a.e., is simple. We just exploit the
fact that any (infinite) arithmetical subsequence of (unx) is Bohr-uniform
distributed. This provides us with a kind of ergodic theorem. In fact, fix an
integer N . For any integer n write n = mN + r with 0 ≤ r < N . We have
fn(x) ≤
m−1∑
k=0
fN (ukNx) + fr(umNx).
The N functions fr (r = 0, 1, · · · , N − 1) being bounded, by Lemma 2.2,
this readily implies by the Bohr-uniform distribution of (ukNx)k≥0 that
f+(x) ≤ lim
m→∞
1
mN + r
m−1∑
k=0
fN (ukN (x)) =
1
N
MfN
for a.e. x. Hence f+(x) ≤ γ for a.e. x.
Next, we want to prove that f−(x) ≥ γ for a.e. x. For this we assume
that γ > −∞, otherwise it is trivially true. Adding to each fn the constant
value −n‖f1‖ creates a new subadditive sequence f˜n := fn − n‖f1‖ with
f˜n ≤ 0 (n ≥ 1), f
− = f˜− + ‖f1‖ and γf = γf˜ + ‖f1‖. So, we may assume
that fn ≤ 0 (n ≥ 1). We can furthermore set f1 = 0 (observe that this will
not affect the subbadditivity condition since fn ≤ 0). Then for any ∆ > 0
we truncate the function fn in the way
fn,∆ = max(fn,−n∆).
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Note that the sequence fn,∆ fulfills the assumptions of the theorem. Note
that in this case γ∆ ≥ −∆ and also f
−
∆(x) ≥ −∆ for all x. It is clear that
f±∆(x) = max(f
±(x),−∆).
Assume that we proved the theorem for the sequence fn,∆ for any ∆. Then
we claim that f−∆(x) ց f
−(x) for a.e. x as ∆ goes to ∞. In fact, if
f−∆(x) > −∆ for some ∆ then f
−
∆(x) = f
−(x) and γ∆ = γf > −∞. On
the other hand if f−∆(x) = −∆ for all ∆ then obviously f
−(x) = −∞ and
γ∆ = γf = −∞. This proves the theorem for the sequence fn.
¿From now on we assume that f1 = 0, fn ≤ 0 and fn is truncated and
we skip the subscript ∆. Let ǫ > 0. By the hypothesis (i) on the joint
periods, there is an integer N(ǫ) such that the joint ǫ-translation numbers
are relatively dense. For these numbers τ we have∣∣∣∣fn(x+ τ)n − fn(x)n
∣∣∣∣ ≤ ǫ (∀x ∈ R,∀n ≥ N(ǫ)) (2.2)
Notice that there is no loss of generality to suppose that N(ǫ) increases as
ǫ decreases to 0. We define
nǫ(x) = min
{
n ≥ N(ǫ) :
1
n
fn(x) ≤ f
−(x) + ǫ
}
Let AǫK = {x : nǫ(x) > K}. Notice that if ǫ
′ < ǫ′′, we have N(ǫ′) ≥ N(ǫ′′)
and nǫ′(x) ≥ nǫ′′(x), so that A
ǫ′′
K ⊂ A
ǫ′
K for K > N(ǫ
′).
We claim that
Lemma 2.6. For any ǫ > 0, we have
lim
K→∞
Mˆ(AǫK) = 0
where MˆA = M1A denotes the Bohr mean of the characteristic function of
the set A (defined if necessary with the limsup).
In order to prove this Lemma 2.6 we need the following lemma which says
that AǫK is to some extent periodic.
Lemma 2.7. For any joint ǫ-translation number τ of (fn/n)n≥N(ǫ), we
have A2ǫK + τ ⊂ A
ǫ
K .
Let us first prove Lemma 2.7. Suppose x ∈ A2ǫK + τ , i.e. x− τ ∈ A
2ǫ
K , then
fn(x− τ)
n
> f−(x− τ) + 2ǫ (N(2ǫ) ≤ n ≤ K).
This, together with the fact that τ is a joint ǫ-translation number for all
fn/n with n ≥ N(ǫ)(≥ N(2ǫ)) (see (2.2)), implies
fn(x)
n
≥
fn(x− τ)
n
− ǫ > f−(x− τ) + ǫ (N(ǫ) ≤ n ≤ K).
That means x ∈ AǫK . Thus we have finished the proof of Lemma 2.7.
Now let us prove Lemma 2.6. Since joint ǫ2 -translation numbers are rel-
atively dense there exists L = L( ǫ2 ) > 0 such that any interval of length L
contains such a joint ǫ2 -translation number. Since ∩KA
ǫ
2
K = ∅, for any η > 0
there exists K0 > 0 such that∣∣∣A ǫ2K⋂[−L,L]∣∣∣ < Lη (∀K ≥ K0) (2.3)
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where | · | denotes the Lebesgue measure (see the definition of nǫ(x)). We
claim that Mˆ(AǫK) ≤ η (∀K ≥ K0). Otherwise Mˆ(A
ǫ
K) > η for some
K ≥ K0. Then by the definition of Mˆ(A
ǫ
K) there exists x0 ∈ R such that∫ x0+L
x0
χAǫ
K
(x)dx ≥ Lη.
Take a joint ǫ2 -translation number τ ∈ [−x0−L,−x0], i.e. −L ≤ x0+ τ ≤ 0.
Then by Lemma 2.7, we have
∣∣∣A ǫ2K⋂[−L,L]∣∣∣ ≥ ∫ x0+τ+L
x0+τ
χ
A
ǫ
2
K
(x)dx
=
∫ x0+L
x0
χ
A
ǫ
2
K
(y + τ)dy
≥
∫ x0+L
x0
χAǫ
K
(y)dy
For the first inequality we have used the fact that [x0+τ, x0+τ+L] ⊂ [−L,L]
and for the last inequality we have used Lemma 2.7. What we have deduced
contradicts (2.3). Thus Lemma 2.6 is proved.
We continue our proof of Theorem 2.5. Let S := ‖f−‖∞ <∞. Let K be
such that Mˆ(AǫK) ≤ ǫ/S. We define first
g(x) =
{
f−(x) if x 6∈ AǫK
0 if x ∈ AǫK
and m(x) =
{
nǫ(x) if x 6∈ AǫK
1 if x ∈ AǫK
Lemma 2.6 implies that
Mg ≤Mf− + ǫ a.e.. (2.4)
Moreover by the invariance of f− we have (remember that u0 = 1)
g(x) ≤ g(ukx) for a.e. x and all 0 ≤ k ≤ m(x)− 1. (2.5)
Then we have
fm(x)(x) ≤ (g(x) + ǫ)m(x) ≤
m(x)−1∑
k=0
g(ukx) + ǫm(x). (2.6)
We define inductively m0(x) = 0 and
mk(x) = mk−1(x) +m(umk−1(x)x).
Now choose R > K and let k(x) be the maximal k for which mk(x) ≤ R.
Note that R−mk(x)(x) < K. Now we get by the subadditivity and Equation
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(2.6)
fR(x) ≤
k(x)−1∑
k=0
fm(umk(x)x)
(umk(x)x) + fR−mk(x)(x)(umk(x)(x)x)︸ ︷︷ ︸
≤0
≤
k(x)−1∑
k=0
mk(x)∑
j=mk−1(x)
g(ujx) + (mk(x)−mk−1(x))ǫ
≤
mk(x)(x)∑
j=0
g(ujx) +mk(x)(x)ǫ
≤
R−1∑
j=0
g(ujx) +Rǫ+KS.
Taking the Bohr mean, using that Mg = M(g ◦ uj) and dividing by R gives
1
R
MfR ≤Mg + ǫ+
KS
R
≤Mf− + 2ǫ+
KS
R
by Equation (2.4). Now we let R→∞ and we get
γ ≤Mf−.
We claim that f− ≤ γ implies f− = γ for a.e. x. Suppose this was not the
case, then one could find ǫ > 0, δ > 0 and an interval J = (0, L) of length
|J | = L = Lǫ such that |A ∩ J | = δ > 0, where
A = {x : f−(x) < γ − ǫ}
By the invariance of f− we have ukA = A for all k ∈ N. Hence, for all k ∈ N
1
ukL
∫ ukL
0
χA dx =
1
L
∫ L
0
χA dx >
δ
L
> 0.
Since lim supk uk = +∞ (see remark 2.3), we have MˆA >
δ
L , and thus
Mf− < γ
(
1−
δ
L
)
+ (γ − ǫ)
δ
L
< γ.

Remark 2.8. One can prove a similar theorem for more general sequences
(un(x)). In this case it seems to be necessary to assume L
1 Bohr-uniform
distribution.
2.3. Oseledec theorem.
Kingman’s theorem implies the following Oseledec type theorem (see Ru-
elle [Ru]).
Theorem 2.9. Let β > 1 be a real number. Let M : R → GLd(C) be a
uniformly almost periodic function. Write
Mnx =M(β
n−1x) · · ·M(βx)M(x).
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Suppose the q-exterior products 1n log ‖(M
n
x )
∧q‖ have joint periods, for q =
1, . . . , d. Then there is Γ ⊂ R with βΓ ⊂ Γ of full Lebesgue measure (in the
sense that R \ Γ has 0 measure) such that if x ∈ Γ then
a) limn→∞(M
n∗
x M
n
x )
1
2n = Λx exists.
b) Let expλ
(1)
x < · · · < exp λ
(s)
x be the eigenvalues of Λx (where s = s(x)
and the λ
(r)
x are reals), and U
(1)
x , . . . , U
(s)
x the corresponding eigenspaces. Let
m
(r)
x = dimU
(r)
x . We have λ
(r)
βx = λ
(r)
x and m
(r)
βx = m
(r)
x and
lim
n→∞
1
n
log ‖Mnx v‖ = λ
(r)
x when v ∈ V
(r)
x \ V
(r−1)
x
for r = 0, . . . , s where V
(0)
x = {0} and V
(r)
x = U
(1)
x + · · ·+ U
(r)
x .
c) Moreover V
(r)
x depends measurably on x and MxV
(r)
x = V
(r)
βx .
d) In addition the functions λ
(r)
x and m
(r)
x are constant a.e.
Proof. This theorem follows in the standard way from the a.e. convergence
of
lim
n→∞
1
n
log ‖ (Mnx )
∧q ‖
for 1 ≤ q ≤ d, which in the classical case is insured by Kingman’s theorem.
So we only need to check that for the functions f
(q)
n (x) = log ‖ (Mnx )
∧q ‖ and
the sequence un = β
n the assumptions of Theorem 2.5 hold.
First we note that M−1 is uniformly almost periodic because M is uni-
formly almost periodic and M−1(x) ∈ GLd(C). Second we note that M
∧q
and (M∧q)−1 are again uniformly almost periodic, since each entry is a
rational function of the entries of M and M−1, respectively. Hence,
sup
x∈R
‖M(x)∧q‖+ sup
x∈R
‖(M∧q)−1(x)‖ =Wq <∞.
Subadditivity is obviously fulfilled since (Mn+mx )
∧q = (Mmβnx)
∧q(Mnx )
∧q.
Condition (2.1) follows from
‖(Mnβx)
∧q‖ = ‖M(βnx)∧q(Mnx )
∧q(M(x)∧q)−1‖ ≤ ‖(Mnx )
∧q‖+Wq.
Finally by Remark 2.3 the sequence βn is totally Bohr ergodic, so Theo-
rem 2.5 applies. Assertions (a), (b) and (c) follows from Proposition 1.3
(see also the proof of Theorem 1.6) in [Ru].
Now we prove d). By Kingman’s theorem (Theorem 2.5), we have for
almost all x
lim
n→∞
1
n
log ‖Mn∧kx ‖ = inf
n≥1
1
n
M log ‖Mn∧kx ‖ (1 ≤ k ≤ s). (2.1)
On the other hand, by the properties of exterior product, if we write k =∑j−1
i=1 m
(s−i)
x + ℓ with 0 ≤ j < s and 0 ≤ ℓ ≤ m
(s−j)
x we have
lim
n→∞
1
n
log ‖Mn∧kx ‖ = m
(s)
x λ
(s)
x + · · · +m
(s−j+1)
x λ
(s−j+1)
x + ℓλ
(s−j)
x . (2.2)
We can solve λ
(r)
x (1 ≤ r ≤ s) from the system (2.1)-(2.2). The solution is
independent of x since it depends only on the right hand side terms in (2.1).
Consequently m
(r)
x is also independent of x. 
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3. When β is a Pisot–Vijayaraghavan number
We restrict our attention to the special case where β > 1 is a Pisot–
Vijayaraghavan (PV) number and fn are defined by (1.1). We will prove
that, under some extra condition, the sequence n−1fn has joint periods and
the Kingman theorem and the Oseledec theorem apply. To do this, we need
a distortion lemma and some properties of PV-numbers.
3.1. Distortion lemmas.
Lemma 3.1. Let M : R→ GLd(C) such that
D := sup
x∈R
‖M(x)‖ ‖M(x)−1‖ <∞ (3.3)
Let (xk) and (yk) be two sequences in R and let θk = ‖M(xk) −M(yk)‖.
Then for all n ∈ N and 0 6= v ∈ Cd we have
|M(x1) · · ·M(xn−1)M(xn)v|
|M(y1) · · ·M(yn−1)M(yn)v|
≤ exp
(
C
n∑
k=1
Dkθk
)
.
where C = (supx∈R ‖M(x)‖)
−1.
Proof. Let
Q1(x) = I, Qk(x) =M(x1)M(x2) · · ·M(xk−1) (1 < k ≤ n)
Qn(x) = I, Qk(x) =M(xk+1)M(xk+2) · · ·M(xn) (1 ≤ k < n).
We can write
|Qn(x)v|
|Qn(y)v|
=
n∏
k=1
|Qk(y)M(xk)Q
k(x)v|
|Qk(y)M(yk)Qk(x)v|
. (3.4)
Setting Ek = M(xk) · M
−1(yk) − I we get the following estimate for the
numerator of the general term in the above product
|Qk(y)M(xk)Q
k(x)v| = |Qk(x)(I + Ek)M(yk)Q
k(x)v|
= |Qk(x)(I + Ek)Qk(x)
−1Qk(x)M(yk)Q
k(x)v|
= |(I + E˜k)Qk(x)M(yk)Q
k(x)v|
where E˜k = Qk(x)EkQk(x)
−1. It follows that
|Qk(y)M(xk)Q
k(x)v|
|Qk(y)M(yk)Qk(x)v|
≤ ‖I+ E˜k‖. (3.5)
It is obvious that
‖E˜k‖ ≤ D
k−1‖Ek‖. (3.6)
On the other hand
‖Ek‖ ≤ sup
x
‖M(x)−1‖θk. (3.7)
By combining (3.4), (3.5), (3.6) and (3.7), we obtain
|M(x1) · · ·M(xn−1)M(xn)v|
|M(y1) · · ·M(yn−1)M(yn)v|
≤
n−1∏
k=0
(
1 + CDkθk
)
.

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IfM(x) is non-negative, the next lemma shows that condition (3.3) is not
needed for positive vectors
Lemma 3.2. Let M : R → GLd(R) be such that the entries of M(x) are
either identically zero or bounded from below by a positive number δ > 0
(independent of entries). Then for any sequences (xk) and (yk) in R and
for any non-negative vector v we have
|M(x1) · · ·M(xn−1)M(xn)v|
|M(y1) · · ·M(yn−1)M(yn)v|
≤ exp
(
1
δ
n∑
k=1
θk
)
,
where θk = ‖M(xk)−M(yk)‖ and the norm |v| =
∑d
i=1 |vi| on R
d is chosen.
Proof. We may write
|M(x1) · · ·M(xn−1)M(xn)v|
=
∑
i0,i1··· ,in
M(x1)i0,i1M(x2)i1,i2 · · ·M(xn)in−1,invin
We have a similar expression for |M(y1) · · ·M(yn−1)M(yn)v|. Now com-
pare the two expressions term by term. By the hypothesis, both quantities
M(x1)i0,i1 and M(y1)i0,i1 are either zero or larger than δ. So, using the
trivial inequality x/y ≤ ex/y−1 we have
M(x1)i0,i1 ≤M(y1)i0,i1e
δ−1θk .
The same estimates hold for other pairs M(xk)ik−1,ik and M(yk)ik−1,ik . The
desired inequality follows. 
3.2. Two properties of PV–numbers.
Let β > 1 be a PV–number of order r. We denote its conjugates by
β′1, · · · , β
′
r−1. Then for n ≥ 1, denote
Fn = β
n + β′
n
1 + · · ·+ β
′n
r−1.
Lemma 3.3. The number Fn is an integer and we have
|βn − Fn| ≤ (r − 1)ρ
n (∀n ≥ 1)
where ρ = max1≤j≤r−1 |β
′
j | < 1.
Given any real number β > 1 (not necessarily integral), we can expand
each number x ∈ [0, 1) in a canonical way into its β-expansion [Re] (see also
[P, Bl]):
x =
∞∑
n=1
ǫn(x)
βn
where (ǫn(x))n≥1 is a uniquely determined sequence in {0, 1, · · · , [β]}
N. We
may also call (ǫn(x))n≥1 the β-expansion of x. We note that not all sequences
in {0, 1, · · · , [β]}N are β-expansions. Let Dβ be the set of all possible β-
expansions of numbers in [0, 1). A finite sequence ǫ = (ǫ1, · · · , ǫn) (of length
n) in {0, 1, · · · , [β]}n is said to be admissible if it is the prefix of the β-
expansion of some number x. For such an admissible sequence, we define
I(ǫ1, · · · , ǫn) = {x ∈ [0, 1) : ǫ1(x) = ǫ1, · · · , ǫn(x) = ǫn}.
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It is known that if Dβ is endowed with the lexicographical order, the map
which associates x to its β-expansion is strictly increasing. The set I(ǫ) =
I(ǫ1, · · · , ǫn) is an interval, called a β-interval of level n. Its length is denoted
by |I(ǫ)|.
Lemma 3.4. Suppose β > 1 is a PV–number. There is a constant C > 0
such that
C−1β−n ≤ |I(ǫ1, · · · , ǫn)| ≤ Cβ
−n
for any integer n ≥ 1 and any β-interval I(ǫ1, · · · , ǫn).
See [F] for proofs of Lemma 3.3 and Lemma 3.4.
3.3. Existence of joint periods.
Definition 3.5. Let β > 1 be a positive real number and let M : R →
Md×d(C). If the entries of M are functions of the form f(β
nx) (n ∈ Z)
where f is 1–periodic continuous, we say that M is β–adapted u.a.p.
Remark 3.6. The matrixM(x) defined by (1.4) associated to a multiperiodic
function is β–adapted.
Proposition 3.7. Let β > 1 be a PV–number and let M : R→ GLd(C) be
β–adapted and α–Ho¨lder continuous. Suppose that
Dρα < 1 (3.8)
where ρ is the maximal modulus of the conjugates of β and D is the same as
in the distortion lemma (Lemma 3.1). Then for any 1 ≤ q ≤ d the sequence
n−1f
(q)
n (x) has joint periods, where
f (q)n (x) = log ‖(M(β
n−1x) · · ·M(βx)M(x)))∧q‖.
Proof. Since M is β–adapted, the entries of M(βkx) are all of the form
hi,j(β
ℓi,jx) with 1–periodic function hi,j(x) and integer ℓi,j ≥ 0 for suffi-
ciently large k. So, if necessary, we consider log ‖(M(βn−1x) · · ·M(βk0x))∧q‖
for some sufficiently large but fixed k0 ≥ 0.
Consider τ = βmηm + · · · + βη1 + η0 where m ≥ 1 and 0 ≤ ηi ≤ β
are integers. We are going to show that all such τ are joint ǫ-translation
numbers for n−1f
(n)
n (x) with n ≥ N(ǫ), where N(ǫ) depending on ǫ is an
integer to be determined.
By Lemma 3.3, we have
inf
j∈Z
|βkτ − j| ≤ C ′ρk
for all k and some constant C ′ independent of k and τ . For k ≥ 0 each
entry of M∧q(βk+k0x) is a degree q polynomial in d2 variables of the form
h(βℓ+kx), with h α-Ho¨lder, 1–periodic, and ℓ ≥ 0. Notice that we have
h(βℓ+k(x+ τ)) = h(βℓ+kx) +O(ρkα), hence
‖M(βk+k0(x+ τ))∧q −M(βk+k0(x))∧q‖ = Cqρ
kα
14 A.H. FAN, B. SAUSSOL, AND J. SCHMELING
for some constant Cq. By the distortion Lemma 3.1 and the above estimate
we have
|f (q)n (x+ τ)− f
(q)
n (x)|
=
∣∣∣∣log ‖(M(βn−1x+ βn−1τ) · · ·M(βx+ βτ)M(x+ τ))∧q‖‖(M(βn−1x) · · ·M(βx)M(x))∧q‖
∣∣∣∣
= CqC
′
n∑
k=1
Dkρ(k−k0)α ≤
CC ′Dρ−k0
1−Dρα
=: C
So, we may choose N(ǫ) = C/ǫ. In order to finish the proof, it suffices to
notice that Lemma 3.4 implies that all these τ form a subset with bounded
gap in R. 
Proposition 3.8. Let β > 1 be a PV–number and let M : R→ GLd(C) be
β–adapted and α–Ho¨lder continuous. Suppose that the entries of M(x) are
either identically zero or larger than a constant δ > 0. Then n−1fn(x) has
joint periods, where
f (q)n (x) = log ‖(M(β
n−1x) · · ·M(βx)M(x))∧q)‖.
Proof. The proof is the same as the last proposition. But we use Lemma 3.2
instead of Lemma 3.1. 
4. Multiperiodic functions
As we pointed out in the introduction and as we will see in Section 4.2,
our scalar equation (1.2) can be converted to the vector equation (1.3). So,
we first study the vector equation (1.3).
4.1. Equation G(x) =M(x/β)G(x/β).
Let M : R → Md×d(C) be a matrix valued function. We consider the
following vector valued equation
G(x) =M
(
x
β
)
G
(
x
β
)
where the unknown G : R→ Cd is a vector valued function.
Theorem 4.1. Let β > 1 be a real number and M(x) be a complex matrix
valued function. Suppose that M is Lipschitzian and that M(0) is non neg-
ative and has 1 as a simple eigenvalue with a corresponding strictly positive
eigenvector v. Then there exists, up to a multiplicative constant, a unique
continuous solution G(0) 6= 0 of the equation G(x) = M(x/β)G(x/β). The
solution can be defined by
G(x) = lim
n→∞
M
(
x
β
)
M
(
x
β2
)
· · ·M
(
x
βn
)
v
where the convergence is uniform on every compact subset in R.
PRODUCTS OF MATRICES AND MULTIPERIODIC FUNCTIONS 15
Proof. Write v = (v1, · · · , vd)
t. We introduce the following norm for Cd
‖z‖ = max
1≤j≤d
|zj |
vj
(z = (zj)1≤j≤d ∈ C
d).
Then a matrix A = (ai,j) ∈ Md×d(C), considered as an operator on the
normed space (Cd, ‖ · ‖), admits its operator norm
‖A‖ = max
1≤i≤d
1
vi
d∑
j=1
|ai,j |vj .
Notice that ‖M(0)‖ = 1 because M(0)v = v.
Since the eigenvalue 1 of M(0) is simple (and isolated), and M(x)
is Lipschitz continuous, by the perturbation theory of matrices, there is a
neighborhood of 0, say [−δ, δ] (δ > 0), such that for any x ∈ [−δ, δ], M(x)
has a simple eigenvalue λ(x) and a corresponding eigenvector v(x) satisfying
|λ(x)− 1| ≤ C|x|, ‖v(x) − v‖ ≤ C|x| (x ∈ [−δ, δ]) (4.1)
for some constant C > 0. We claim that the limit
G(x) = lim
n→∞
M
(
x
β
)
M
(
x
β2
)
· · ·M
(
x
βn
)
v (4.2)
exists (uniformly on any compact set). It is clear that the limit function is
a solution.
Denote
Qn(x) =M
(
x
β
)
M
(
x
β2
)
· · ·M
(
x
βn
)
.
The proof of the existence of the limit in (4.2) is based on the following
lemma.
Lemma 4.2. For any δ > 0, there exists a constant D > 0 such that for
any n ≥ 1 and any x ∈ [−δ, δ] we have
‖Qn(x)‖ ≤ D ‖Qn(x)v − v‖ ≤ D|x|.
To get the boundedness of ‖Qn(x)‖, it suffices to notice that
‖Qn(x)‖ ≤
n∏
j=1
f
(
x
βj
)
where the scalar function f(x) = ‖M(x)‖ is Lipschitzian and f(0) = 1 (we
have used our choice of the norm of Cd), and that the products converge
uniformly on [−δ, δ] to a continuous function [FL]. Now we prove that
‖Qn(x)v −Qn−1(x)v‖ ≤ C
′ |x|
βn
(4.3)
where C ′ > 0 is some constant. In fact, since M(x)v(x) = λ(x)v(x), we
have
M
(
x
βn
)
v − v =M
(
x
βn
)[
v − v
(
x
βn
)]
+
[
λ
(
x
βn
)
v
(
x
βn
)
− v
]
.
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Multiplying both sides by Qn−1(x), we get
‖Qn(x)v −Qn−1(x)v‖
≤
∥∥∥∥Qn(x)(v − v( xβn
))∥∥∥∥+ ∥∥∥∥Qn−1(x)(v − λ( xβn
)
v
(
x
βn
))∥∥∥∥
Notice that
‖λ(x)v(x) − v‖ ≤ ‖λ(x) − 1‖ ‖v(x)‖ + ‖v(x) − v‖.
Using the last inequality, the estimates in (4.1) and that we have just proved
‖Qn(x)‖ ≤ D, we obtain (4.3). Then for n > m
‖Qn(x)v −Qm(x)v‖ ≤
n∑
k=m+1
‖Qk(x)v −Qk−1(x)v‖ ≤
C ′|x|
βm−1(β − 1)
.
That means Qn(x)v is a Cauchy sequence in the space C([−δ, δ]) of contin-
uous functions equipped with uniform norm. Since for any fixed integer n0,
we have
lim
n→∞
Qn(x)v = Qn0(x) · limn→∞
Qn
(
x
βn0
)
v,
it follows that the uniform convergence of Qn(x)v on [−δ, δ] implies its
uniform convergence on any compact set.
The uniqueness of solution is easy. Let G 6= 0 be a solution. First notice
that G(0) is an eigenvector of M(0) associated to the simple eigenvalue 1.
Hence we may assume that G(0) = v. By iterating the equation, we get
G(x) = Qn(x)G
(
x
βn
)
= Qn(x)v +Qn(x)
(
G
(
x
βn
)
− v
)
The last term converges to zero (uniformly on any compact set) because of
‖Qn(x)‖ ≤ D. So, G(x) must be the limit of Qn(x)v. 
Remark 4.3. In the theorem, neither the almost periodicity of M(x) nor the
positivity of M(x) is required, but only the positivity of M(0). That 1 is
an eigenvalue of M(0) is necessary for the equation (1.3) to have a solution
G(x) such that G(0) 6= 0.
Remark 4.4. The Lipschitz continuity is not really necessary. Ho¨lder conti-
nuity or even Dini continuity is sufficient.
Remark 4.5. If the entries of M are (real) analytic, then the solution G
is also analytic. Because, for any x0 ∈ R, there is a disk on the complex
plane centered at x0 on which Qn(x)v (as functions of complex variable x)
uniformly converges.
4.2. Existence of multiperiodic functions.
Here we give a proof of Theorem A based on Theorem 4.1.
LetM(x) be as in (1.4). It is easy to see that the characteristic polynomial
of M(0) takes the form
P (u) = ud − f1(0)u
d−1 − f2(0)u
d−2 − · · · − fd−1(0)u − fd(0)
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The consistency condition implies that 1 is an eigenvalue of M(0). Notice
that
P ′(1) = f1(0) + 2f2(0) · · · + (d− 1)fd−1(0) + dfd(0) > 0.
So, the eigenvalue 1 is simple. By Theorem 4.1, there is a unique solution
of G(x) =M(x/β)G(x/β). Let
G(x) = (G1(x), G2(x), · · · , Gd(x))
t
Then G1(x) is a solution of (1.2). If F is a solution of (1.2). Let
G˜1(x) = F (x), G˜2(x) = F (x/β), · · · , G˜d(x) = F (x/β
d−1).
Then G˜ = (G˜1, · · · , G˜d)
t is a solution of G(x) = M(x/β)G(x/β). Thus the
uniqueness of the solution of Equation (1.3) implies that of Equation (1.2).
4.3. Asymptotic behavior of multiperiodic functions.
Let us consider the asymptotic behavior of a multiperiodic function, or
more generally the asymptotic behavior of a solution G of Equation (1.3)
provided it exists (the existence may be guaranteed by Theorem 4.1.
Theorem 4.6. Let β > 1 be a PV–number whose maximal conjugate has
modulus ρ. Let M : R → GLd(C) be a β–adapted u.a.p. Ho¨lder function
of order α > 0. Suppose that G is a solution of G(x) = M(x/β)G(x/β).
Suppose furthermore that one of the following conditions is satisfied
(i) Dρα < 1 where D = supx∈R ‖M(x)‖‖M(x)
−1‖ (NB. β must be Pisot).
(ii) The entries of M(x) are either identically zero or larger than a con-
stant δ > 0.
Then for a.e. x ∈ R the limit
h(x) = lim
n→∞
1
n
log |G(βnx)|
exists and is independent of x.
Proof. We first consider the case (i). By Proposition 3.7, Theorem 2.9 ap-
plies. Hence for a.e. x, if we denote by r(x) the integer such that the vector
G(x) ∈ V
(r)
x \ V
(r−1)
x we get
lim
n→∞
1
n
log |G(βnx)| = lim
n→∞
1
n
log |MnxG(x)| = λ
(r(x))
x .
But G(βx) = M(x)G(x) hence G(βx) ∈ V
(r)
βx \ V
(r−1)
βx , from what follows
r(βx) = r(x), i.e. r is invariant. Hence constant a.e. because of the total
Bohr ergodicity of the sequence βn.
Case (ii). We use the notation of Proposition 3.8. Since n−1fn has joint
periods, Theorem 2.5 applies (see the proof of Theorem 2.9 for details).
Hence the following limit exists a.e.
lim
n→∞
1
n
fn(x) = L,
where L = infn
1
nM(fn). In view of G(β
nx) = M(βn−1x) · · ·M(x)G(x) the
positivity of M and G gives
lim
n→∞
1
n
log |G(βnx)| = L a.e.
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
Note that when G is the solution of equation (1.3) with M and G given
by (1.4) we have
|G(x)| = |F (x)|+ |F (x/β)| + · · ·+ |F (x/βd−1)|, (4.4)
thus the asymptotic behavior of 1n log |G(β
nx)| and 1n log
∑d−1
j=0 |F (β
n−jx)|
are the same. Thus Theorem C follows as an immediate corollary of The-
orem 4.6. This partially answers a question in [JRS] (Conjecture 4.1., p.
263).
We prove now Theorem B. By the primitivity ofM(0) and the hypothesis,
there exists an ingeter τ ≥ 1 such that M˜(x) := M(x/βτ−1) · · ·M(x/β)M(x)
has all its entries strictly positive (even larger than cδτ for some constant
c > 0). Consider the equation
G(x) = M˜(x/β)G(x/βτ ).
We examine the first entries of both sides. We can find two constants 0 <
c1 < c2 such that we get
c1F (x) ≤ F (x/β
τ+1) + · · ·+ F (x/βτ+d) ≤ c2F (x).
Thus Theorem B follows from Theorem 4.6.
Theorem 4.7. Under the same conditions as Theorem 4.6, for any q ∈ R+,
the following limit exists
lim
n→∞
1
n
log
∫ 1
0
‖M(βn−1x) · · ·M(βx)M(x)‖qdx.
Proof. Write
Zn =
∫ 1
0
Pn(x)
qdx with Pn(x) = ‖M(β
n−1x) · · ·M(βx)M(x)‖.
It suffices to show that there is a constant C > 0 such that
Zn+m ≤ CZnZm (n ≥ 1,m ≥ 1).
We assume that q = 1, just for simplicity. We will use the fact that there is
a constant L > 0 such that
‖M(x) −M(y)‖2 ≤ L|x− y|
α (∀x, y ∈ R).
We use the notation Πni=0Mi = MnMn−1 · · ·M1M0 for the (noncommuta-
tive) product of the matrices M0, . . . ,Mn. Write
Zn+m =
∑
ǫ
∫
I(ǫ)
∥∥∥∥∥∥
m−1∏
k=0
M(βn+kx) ·
n−1∏
j=0
M(βjx)
∥∥∥∥∥∥ dx
≤
∑
ǫ
∫
I(ǫ)
∥∥∥∥∥∥
n−1∏
j=0
M(βjx)
∥∥∥∥∥∥ ·
∥∥∥∥∥
m−1∏
k=0
M(βn+kx)
∥∥∥∥∥ dx
where the sum is taken over all β-intervals I(ǫ) of level n (see Lemma 3.4).
Let aǫ be the left endpoint of I(ǫ). The integral in the last sum , after the
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change of variables βn(x− aǫ) = y, becomes
β−n
∫ βn|I(ǫ)|
0
∥∥∥∥∥∥
n−1∏
j=0
M(βjaǫ + β
−n+jy)
∥∥∥∥∥∥ ·
∥∥∥∥∥
m−1∏
k=0
M(βky + βn+kaǫ)
∥∥∥∥∥ dy.
Notice that if ǫ = (ǫ1, · · · , ǫn), then
βn+kaǫ = β
n+k
(
ǫ1
β
+ · · ·+
ǫn
βn
)
= βn+k−1ǫ1 + · · · + β
kǫn.
So, by Lemma 3.3, there is an integer nǫ such that
|βn+kaǫ − nǫ| = O(ρ
k + ρk+1 + · · ·+ ρn+k−1) = O(ρk) (4.5)
By the distortion lemma (Lemma 3.1, Lemma 3.2), we have∥∥∥∥∥∥
n−1∏
j=0
M(βjaǫ + β
−n+jy)
∥∥∥∥∥∥ ≤ C
∥∥∥∥∥∥
n−1∏
j=0
M(βjaǫ)
∥∥∥∥∥∥∥∥∥∥∥
m−1∏
k=0
M(βky + βn+kaǫ)
∥∥∥∥∥ ≤ C
∥∥∥∥∥
m−1∏
k=0
M(βky)
∥∥∥∥∥
Therefore, we get
Zn+m ≤ Cβ
−n
∑
ǫ
Pn(aǫ) ≤ C
′ZnZm.

Corollary 4.8. Let F be the multiperiodic function defined by (1.2). Sup-
pose that β > 1 is a PV–number and that f1, · · · , fd are either identi-
cally zero or larger than a constant δ > 0. Suppose further that M ℓx :=
M(βℓ−1x) · · ·M(βx)M(x) has strictly positive entries for some integer ℓ >
0. Then for any q ∈ R+, the following limit exists
lim
T→∞
1
log T
∫ T
0
F (x)qdx.
Proof. Without loss of generality, we may only consider the subsequence
Tn = β
n. Since |G(x)| =
∑d−1
j=0 |F (x/β
j)| where G is the solution of the
associated vector equation (1.3), we have only to show the existence of the
limit
lim
n→∞
1
n
∫ βn
0
|G(x)|qdx.
Making the change of variables x = βny, we are led to prove the existence
of the limit
lim
n→∞
1
n
∫ 1
0
|G(βnx)|qdx.
Notice that G(βnx) = MnxG(x). Notice also that G(x) has strictly positive
entries by the hypothesis on M ℓx. So, for the non negative matrix M
n
x we
have
C−1‖Mnx ‖ ≤ |G(β
nx)| ≤ C‖Mnx ‖ (∀x ∈ [0, 1])
for some constant C > 0. By the proof of the last theorem, log
∫ 1
0 |G(β
nx)|qdx
is subadditive. 
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Remark 4.9. Let M(x) be the matrix defined by (1.4). Let M˜ be the nu-
merical matrix obtained by replacing fj(x) in M(x) by 0 or 1 according to
fj(x) ≡ 0 or not. Then M˜
ℓ > 0 implies M ℓx > 0. In particular, M˜
d > 0 if
fj(x) are all strictly positive.
Example 4.10. Let β > 1 be a PV–number. Let f1(x) and f2(x) be two
strictly positive 1–periodic Ho¨lder continuous functions such that f1(0) +
f2(0) = 1. There is a unique multiperiodic function F defined by
F (x) = f1
(
x
β
)
F
(
x
β
)
+ f2
(
x
β2
)
F
(
x
β2
)
For almost every x ∈ R, n−1 log F (βnx) has a limit as n → ∞; for any
q ∈ R+, (log T )−1
∫ T
0 F (x)
qdx has a limit as T →∞.
Example 4.11. Let β > 1 and a, b ∈ Z. Consider the contractive transfor-
mations on R defined by
S1x =
x+ a
β
, S1x =
x+ b
β2
.
For any 0 < p < 1, there exists a unique probability measure µ with compact
support such that
µ = p µ ◦ S−11 + (1− p) µ ◦ S
−1
2 .
It is a self-similar measure. Its Fourier transform satisfies the equation
µ̂(x) = f1(x/β)µ̂(x/β) + f2(x/β
2)µ̂(x/β2)
with f1(x) = pe
2πiax and f2(x) = qe
2πibx with q = 1 − p . This is a special
case of the equation (1.2). The corresponding matrix defined by (1.4) and
its inverse are respectively equal to
M(x) =
(
pe2πiax qe2πibx/β
1 0
)
, M(x)−1 = q−1e−2πibx/β
(
0 qe2πibx/β
1 −pe2πiax
)
If we take the norm |v| = max(|v1|, |v2|) on C
2, the operator norms forM(x)
and M(x)−1 are respectively ‖M(x)‖ = 1 and ‖M(x)−1‖ = 1+p1−p . So, when
β is a PV–number, under the condition 1+p1−p <
1
ρ , for almost all x ∈ R the
following limit exists and does not depend on x
lim
n→∞
1
n
log
(
|µ̂(βnx)|+ |µ̂(βn−1x)|
)
.
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