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Abstract
After a brief presentation of the exact renormalization group equation, we illus-
trate how the field theoretical (perturbative) approach to critical phenomena takes
place in the more general Wilson (nonperturbative) approach. Notions such as the
continuum limit and the renormalizability and the presence of singularities in the
perturbative series are discussed.
This paper has two parts. In the first part we restrict ourselves to the presentation
of some selected issues taken from a recent review on the exact renormalization group
(RG) equation (ERGE) in the pure scalar case. [1] In the second part we illustrate the
Wilson continuum limit of field theory (or, equivalently, what may be understood as the
nonperturbative renormalizability). More generally we would like to indicate how the
historical first version of the RG, based on a perturbative approach, takes place in the
more general nonperturbative framework developed by Wilson. The illustration will be
done in the light of actual RG trajectories obtained from a numerical study of the ERGE
in the local potential approximation. [2]
1 Selected issues
1.1 What does “exact” mean ?
The word “exact” means: a continuous (i.e. not discrete) realization of the Wilson RG
transformation of the action in which no approximation is made and no expansion is
involved with respect to some small parameter. We are here only interested in the dif-
ferential form of the ERGE. One could think that the word exact is not adapted to the
Wilson renormalization because, compared to the standard version of renormalization1, it
involves a finite cutoff and it is only a semi-group. Nevertheless the historical first version
is entirely contained in the Wilson theory (see part 2).
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1Which originates from perturbation theory.
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Vocabulary: With a view to simplify the expression, in the following, the word “action”
will systematically replace the customary expression “Wilson’s effective action” while the
expression “effective action” will be systematically used instead of “Legendre effective
action” or “average effective action”.
1.2 Scheme dependence
In addition to its complexity [an integro-differential equation, see eq. (1)], there is not
a unique form of the ERGE. Each form of the equation is characterized by the way the
momentum cutoff Λ0 is introduced. One says that the ERGE is scheme dependent
2, but
its various forms embody a unique physical content in the sense that they all preserve the
same physics at large distances and, via the recourse to a process of limit, yield the same
physics at small distances (continuum limits). There exist some studies on the scheme
“independence”. [3]
Because a sharp boundary in momentum space introduces non-local interactions in
position space, [4] the first version of the ERGE has been presented as far back as 1970 [5]
with a smooth cutoff introduced via an “incomplete” integration in which large momenta
are more completely integrated than small momenta3. The Wilson version of the ERGE
reads: [4]
S˙ = GdilS +
∫
p
(
c+ 2p2
) ( δ2S
δφpδφ−p
−
δS
δφp
δS
δφ−p
+ φp
δS
δφp
)
(1)
in which S [φ] is the most general action4 that one may imagine for a scalar field, S˙ = dS
dt
(with t = − ln Λ
Λ0
). The second term in (1) corresponds to the reduction of the degrees
of freedom associated with the integration of the high frequency modes of the field and
GdilS corresponds to the rescaling step of the RG transformation:
GdilS = −
(∫
p
φp p · ∂p
δ
δφp
+ dφ
∫
p
φp
δ
δφp
)
S (2)
in which dφ is the classical dimension of the field
5:
φsp = s
dφ−dφp (3)
The function c(t) must be adjusted in such a way as to obtain a useful fixed point. [4, 8]
2In perturbative RG, this kind of dependence is known as the regularization-scheme dependence or
“scheme dependence” in short. This should not be confused with the renormalization scheme dependence,
a notion associated with the continuum limit which embodies an arbitrariness (see part 2).
3An other equation has been derived by Wegner and Houghton [6] for a sharp cutoff and a third one
by Polchinski [7] for field theoretical purposes.
4Generically speaking: compatible with the symmetry properties of the problem studied.
5In principle dφ =
d−2
2
, but because of the necessity of adjusting the parameter c to get a useful
fixed point —where the anomalous dimension η of the field may be non-zero— it is customary to let dφ
adjustable instead of c, in which case one writes dφ =
d−2+η
2
with η an adjustable constant (near a fixed
point).
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1.3 Reparametrization invariance
This adjustment is a consequence of the independence [8] of the RG transformation on
the overall normalization of φ which is also called “reparametrization invariance”. [9] This
invariance occurs when the RG transformation is such that the transformed field is related
to the original (unintegrated) field by a constant factor as it is presently the case. As
consequences:
• a line of equivalent fixed points exists which is parametrized by the normalization
of the field,
• a field-rescaling parameter (it is often η with dφ =
1
2
(d− 2 + η), see footnote 5)
takes on a specific value.
• A redundant operator, associated to the change of normalization:
O1 =
∫
q
[
δ2S
δφqδφ−q
−
δS
δφq
δS
δφ−q
+ φq
δS
δφq
]
has the eigenvalue [10] λ1 = 0 and is absolutely marginal
6.
1.4 Effective action
One may also consider an ERGE for the effective action7 Γ[Φ]. It essentially allows to
circumvent the singularities induced by the hard cutoff and transforms the UV cutoff into
an IR cutoff.
We consider the action with an “additive” IR cutoff Λ such that: [12, 9]
SΛ[φ] ≡
1
2
∫
p
φpφ−pC
−1(p,Λ) + SΛ0[φ] (4)
in which C(p,Λ) is an additive infrared cutoff function which is small for p < Λ and
p2C(p,Λ) should be large for p > Λ.
The ERGE may then be written as follows: [13]
Γ˙ = GdilΓ +
1
2
tr∂˜t ln
(
C−1 +
δ2Γ
δΦδΦ
)
(5)
in which ∂˜t ≡ −Λ
∂
∂Λ
acts only on C and not on Γ, i.e. ∂˜t = (∂C
−1/∂t) (∂/∂C−1).
A field theorist’s self-consistent approach: There is an efficient short cut for obtaining
the ERGE satisfied by the effective action. It is based on the observation that (5) may be
obtained from the one loop (unregularized, thus formal) expression of the effective action,
which reads (up to a field independent term within the logarithm):
Γ [Φ] = S [Φ] +
1
2
tr ln

 δ2S
δφδφ
∣∣∣∣∣
φ=Φ

+ higherloop− order, (6)
by using the following practical rules:
6This is an exception due to the invariance otherwise, in general, a redundant operator does not have
a well defined eigenvalue. [11]
7The effective action is the generating functional of the one-particle irreducible vertex functions.
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1. add the infrared cutoff function C(p,Λ) of eq. (4) within the action S, eq. (6) then
becomes:
Γ [Φ] =
1
2
∫
p
ΦpΦ−pC
−1(p,Λ) + S [Φ] +
1
2
tr ln
(
C−1 +
δ2S
δφδφ
)∣∣∣∣∣
φ=Φ
+ · · ·
2. redefine Γ˜ [Φ] = Γ [Φ]− 1
2
∫
p ΦpΦ−pC
−1(p,Λ), then:
Γ˜ [Φ] = S [Φ] +
1
2
tr ln
(
C−1 +
δ2S
δφδφ
)∣∣∣∣∣
φ=Φ
+ · · ·
3. perform the derivative with respect to Λ, (only the cutoff function is concerned) and
forget about the higher loop contributions:
∂tΓ˜ =
1
2
tr

 1
C
Λ
∂C
∂Λ
·
(
1 + C ·
δ2S[Φ]
δΦδΦ
)−1
4. replace8 the action S, in the right hand side of the latter equation, by the effective
action Γ˜ to get (5), the dilatation part GdilΓ˜ being obtained from usual (engineering)
dimensional considerations9.
It is noteworthy that the above rules have been heuristically first used [14] to obtain
the local potential approximation of the ERGE for the effective action. However the
main interest of the above considerations is that they allow introducing the (infra-red)
cutoff function independently of S, via the so-called “proper time” (or “heat kernel” or
“operator”) regularization. [15] This kind of regularization is introduced at the level of
eq. (6) via the general identity:
tr ln
(
A
B
)
= −
∫
∞
0
ds
s
tr
(
e−sA − e−sB
)
Forgetting again about the field-independent part (and, momentaneously, about the
ultra-violet regularization needed for s → 0) one introduces an infrared cutoff function
FΛ (s) within the proper time integral representation of the logarithm of A =
δ2S
δφδφ
∣∣∣
φ=Φ
:
1
2
tr lnA −→ −
1
2
∫
∞
0
ds
s
FΛ (s) tr e
−sA
The function FΛ (s) must tend to zero sufficiently rapidly for large values of s in order
to suppress the small momentum modes and should be equal to 1 for Λ = 0.
Then following the rules 3-4 above applied on Γ (i.e., not on Γ˜), one obtains a new
kind of ERGE10 for the effective action: [16]
∂tΓ = −
1
2
∫
∞
0
ds
s
Λ
∂FΛ (s)
∂Λ
exp
[
−s
δ2Γ
δΦδΦ
]
(7)
There are apparently two advantages of using this kind of ERGE:
8This step is often referred to as the “renormalization group improvement” of the one loop effective
action.
9But do not forget to introduce the anomalous dimension η in order to get an eventual nontrivial fixed
point.
10Notice that, because one performs a derivative with respect to Λ, the essential contribution to ∂tΓ
comes from the integration over a small range of values of s (corresponding to the rapid decreasing of
FΛ (s)), hence an ultraviolet regularization is not needed provided that the resulting RG equation be
finite.
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• the regularization preserves the symmetry of the action, [17]
• the derivative expansion is slightly easier to perform than in the conventional ap-
proach and one may preserve the reparametrization invariance. [16]
Bonano and Zappala` [16] have considered the next-to-leading order of the derivative
expansion of (7) (while in a previous work [18] only a pseudo derivative expansion, in which
the wave-function renormalization function Z(φ, t) is field-independent, was used). They
have chosen FΛ (s) in such a way that the integro-differential character of the ERGE
disappears and they have tested the preservation of the reparametrization invariance.
Moreover a scheme dependence parameter, related to the cutoff width, is at hand in this
framework which, presumably, will allow someone to look at the best possible convergence
of the derivative expansion when higher orders will be considered.
Another kind of regularization related to this “self-consistent” approach should be
mentioned here. It consists in introducing the cutoff function in (6) in-between the mo-
mentum integration [expressing the trace] and the logarithm. This procedure has been
considered at the level of the local potential approximation. [19] However the ERGE
keeps its integro-differential character and the study [19] has then been conducted within
a constraining polynomial expansion method.
1.5 Lowest order of the derivative expansion
The study of the ERGE requires the use of approximation (and/or truncation) methods
such as the derivative expansion. [20] It is a functional power series expansion of the
action in powers of momenta so that all powers of the field are included at each level of
the approximation.
In the position space it follows:
S[φ] =
∫
ddx
{
V (φ, t)+
1
2
Z(φ, t)(∂µφ)
2 + · · ·
}
The first order of the derivative expansion is the local potential approximation in which
Z(φ, t) ≡z is a constant and V (φ, t) a simple function which, sometimes, we conveniently
represent as a sum of monomials of φ as, e.g., in the case of the Z2 symmetry:
V (φ, t) =
∞∑
k=1
u2k (t)φ
2k (8)
In this approximation [21] the ERGE reduces to a differential equation for V (φ, t)
which, with the Wilson version (1), reads:
V˙ = V ′′ − (V ′)
2
+
(
1−
d
2
)
φV ′ + dV (9)
In the approximation, the parameter η must take on the value 0.
Interest: The local potential approximation allows to consider all powers of φ on
the same footing. It provides us with an excellent textbook example to illustrate (and
to qualitatively investigate) the nonperturbative aspects of the Wilson theory11. The
11Exact results are accessible within this approximation. Wegner and Houghton [6] have shown that
the limit N → ∞ of their ERGE in the O (N)-symmetric case is identical to the limit N = ∞ of the
local potential approximation. Now the limit N =∞ corresponds to the spherical model which is exactly
solvable.
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only lacking features are related to phenomena highly correlated to the non local parts
neglected in the approximation. For example in two dimensions (d = 2), where η = 1
4
is
not particularly small, the local potential approximation is unable to display the expected
fixed point structure. [22] Otherwise, when η is small (especially for d = 4 and d = 3),
one expects the approximation to be qualitatively correct on all aspects of the RG theory.
Especially on the number of existing nontrivial fixed points.
Fixed points: The fixed points are solutions of the equation V˙ = 0. This is a non linear
second order differential equation. A nontrivial solution is parametrized by two arbitrary
constants. By imposing, e.g. V ∗′(0) = 0 for an even function of φ, we are left with a
one-parameter family of (nontrivial) solutions to the differential equation. However, all
but a finite number of the solutions in the family are singular at some φc. By requiring
the physical fixed point to be defined for all φ then the acceptable fixed points (if they
exist) may all be found by adjusting one parameter in V (φ).
Critical exponents: The best way to calculate the critical exponents is to linearize the
flow equation in the vicinity of the fixed point and to look at the eigenvalue problem. One
obtains a linear second order differential equation. For example with the Wilson version
(1), setting
V (φ, t) = V ∗ + eλtv(φ)
the eigenvalue equation reads:
v′′ +
[(
1−
d
2
)
φ− 2V ∗′
]
v′ + (d− λ) v = 0 (10)
Again one expects solutions to this equation labelled by two parameters, however by
linearity one can choose v(0) = 1 (arbitrary normalization of the eigenvectors) and by
symmetry v′(0) = 0. Thus the solutions are unique, given λ. Now for large φ, v(φ) is
generically a superposition of v1 ∼ φ
2(d−λ)/(d+2) and of v2 ∼ exp
(
d+2
4
φ2
)
. Requiring zero
coefficient for the latter restricts the allowed values of λ to a discret set”. [9]
The reason for which the exponential must be eliminated is precisely the necessity of
having a quantized set of eigenvalues. This necessity is related to the notion of renormaliz-
ability or, equivalently, of self-similarity which states that the effect of the infinite number
of degrees of freedom involved in a field theory are all accounted for by means of a (small)
discrete set of renormalized parameters (see part 2). This precise detail is important with
respect to the existence of nonpolynomial solutions giving rise to relevant directions for
the Gaussian fixed point. [23] This would make the scalar field theory in four dimensions
asymptoytically free. It exists recent studies of these new relevant directions, [24] however
the set of relevant directions is a continuum and this is not in agreement [25, 1] with the
standards of the renormalization theory (see part 2).
Next-to-leading order in the derivative expansion: There, Z (φ, t) is no longer a con-
stant and a system of two coupled equations for V and Z takes place. We do not write
down them here, we simply aim at mentioning the breaking of the reparametrization in-
variance. This means that instead of having a line of equivalent fixed points generated
by the change of normalization of the field, one gets a line of non equivalent fixed points
each being associated with a different value of the field-rescaling parameter η. However a
residual effect of the invariance allows to determine an optimal value12 of η. [8, 20]
12See also J. Comellas. [3]
6
The derivative expansion generally breaks the reparametrization invariance except
with two regularization schemes:
• the sharp cutoff scheme, but the derivative expansion is delicate to define in that
case. [26]
• the pure power law cutoff function of the form: [9, 27]
C˜(p2) = p2k
In that case a unique value of η is found and also the eigenvalue 0 corresponding to
the redundant operator O1 mentioned previously.
Convergence of the derivative expansion: One does not know whether the expansion
converges or not. [28] It could be Borel summable however. [29]
Conclusion: Supplementary works on this expansion would be welcome:
• Calculation of higher orders
• Studies on its convergent or divergent nature
• Looking for new kinds of approximations applied to the ERGE (see, e.g. Gol-
ner [30]).
To those who would have some doubts about the interest of pursuing those studies,
we recommend to look at the rich variety of calculations that may be done within the
nonperturbative Wilson’s approach for example in the papers by Wetterich and cowork-
ers. [31]
2 Wilson’s continuum limit (or nonperturbative renor-
malizability)
The expression “continuum limit” comes from the consideration of a field theory on a
lattice for which one would like to make the lattice spacing a vanish (a → 0). In fact,
the Wilson theory allows us to consider special kinds of actions which already display
the fantastic property of evolving (under the effect of a RG transformation) as if the
lattice spacing was actually zero although it is not. These actions are called “improved
actions” [32, 33] or “perfect actions” [34] according to the method used to construct
them13.
Actually, the continuum limit of a lattice field theory leads to a nonperturbative
equivalent expression of the notion of renormalizability14. This relies essentially upon the
following correspondence:
• in one hand (perturbation theory), the renormalizability states that one may push
the initial cutoff Λ0 (∼
1
a
) to infinity while defining only a finite (usually small)
number of renormalized parameters;
13Respectively perturbatively (improved) and nonperturbatively (perfect).
14A notion inherited from perturbation theory.
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• in the other hand (Wilson’s theory), in the same limit (Λ0 → ∞), the nature of
the renormalized parameters and their number are given by the finite set (usually
small) of relevant directions of a fixed point.
But, be careful, the expression: “the relevant parameters are the renormalized parame-
ters” is incomplete (and thus incorrect). This is because there are two inseparable aspects
in the definition of a renormalized parameter:
1. its nature: e.g., is it a φ4-like or a φ6-like coupling or something else?
2. the RG flow which runs along a renormalized trajectory (RT) emerging from the
fixed point. This flow is usually expressed via a β-function expressing a momentum
dependence of the renormalized coupling (the nature of which is already specified).
A relevant parameter has the same nature as the renormalized parameter but, because
the notion of relevance is attached to a linearization of the RG transformation in the
vicinity of a fixed point, [11] the flow carried by a relevant parameter runs locally only
tangentially to the trajectory of actual interest. Consequently, the second characteristics
(the RG flow along the RT) is not correctly expressed by the relevant character of a
parameter.
It is the aim of the following considerations to illustrate and discuss these issues.
Discussion of a traditional figure: Since the famous review by Wilson and Kogut, [4]
one invariably illustrates the notion of continuum limit with the once unstable fixed point
configuration giving rise to a purely massive renormalized field theory. [35] But it is not
the best candidate15 for an illustration of the most important aspect of the RG in field
theory, namely, the momentum-scale dependence of the renormalized parameters (i.e., in
the continuum limit). [2] Let us first discuss briefly this traditional figure (see figs. 1 and
2).
In the Wilson spaceW (of infinite dimensionDW) of the action-parameters, there is the
critical submanifoldWc of dimension DW−1 in which, when d = 3, lies the Wilson-Fisher
fixed point (with only one direction of infrared instability). If we initialize a bare action in
Wc, then the RG transformation carries the running action toward the fixed point. If the
bare action is chosen very close to Wc, then the renormalization trajectory passes close
to the fixed point and finally goes away from Wc essentially along a limiting trajectory
which ideally emerges from Wc at the fixed point. This trajectory is a RT because if we
formally associate a point of it to a finite and fixed momentum scale Λ then, since an
infinite time is required to go out from the fixed point, the initial cutoff Λ0 (assumed to
be associated to the fixed point) appears to be infinite with respect to Λ. Then it is an
obvious matter to show that the relevant parameter (presently a mass) takes on a finite
value at this point and that, consequently, a finite (renormalized) mass-parameter exists
in the limit Λ0 →∞.
This issue, which specifies the nature of the renormalized parameters in the continuum
limit, clearly illustrates the crucial aspect of the renormalizability: namely the small
number of the renormalized parameters finally involved16.
15In the purely massive case, the mass may be, at the same time, a scale of reference and a scale-
dependent (renormalized) parameter. This fact obscures the (momentum) scale dependence.
16The continuum of relevant directions of the Gaussian fixed point found in four dimensions with
nonpolynomial forms of the action [23] contradicts [25, 1] this aspect of the RGT (the fixed point then
possesses an infinite number of unstable directions).
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The second issue (the specification of the RG flow) is the main content of the RGT.
The RG flow in the continuum is precisely (obviously) the flow which runs along the
RT. Ideally, to get it in the exact RGT, we could initialize the action at a point lying
right on the RT (perfect action). Although the corresponding cutoff is Λ0, the perfect
action is “renormalized” (the continuum limit is reached) in the sense that the subsequent
evolution under a RG transformation is unique (for a given fixed point).
Hence, the continuum limit could be obtained by imposing a perfect action as initial
condition to the ERGE. But, since the RT is entirely plunged in a space of infinite
dimension, an infinite number of action-parameters must be specified. Because this cannot
be realized in practice, one has recourse either to a truncation (approximate perfect action)
or to a limiting process consisting in a fine tuning of the bare action somewhere17 close
to Wc.
In perturbation theory an initial complicated action is never considered explicitly. On
the contrary, one systematically insists on the fact that the renormalized action remains
simple (i.e., does not involve an infinite number of parameters). Hence, the latter men-
tioned facet of the Wilson theory seems to contradict the notion of renormalizability which
we were particularly attached to.
Actually, in the expression of the RG flow in the “continuum”, we distinguish two
things:
a) the RG flow itself characterized by its instantaneous speed. It may be expressed
with a small number of flowing parameters18 the nature of which is that of the
relevant parameters at the fixed point. The scale dependence then expresses under
a differential form (β-functions). It is that aspect of the renormalization of field
theory which is privilegiated in the perturbative approach.
b) the initialization of the RG flow. It requires the specification of an infinite number
of conditions on the action. This aspect of the renormalization of field theory
is nonperturbative by nature. We refer to it as the functional form of the scale
dependence in the continuum limit.
A legitimate question then arises. Since in constructing perturbatively the renormal-
ized theory we never refer explicitly to a fixed point19 — and a fortiori to the notion of
relevance —, and also we never consider any perfect action20, how the right RG flow has
been chosen allowing us to get “the best” estimates of the 3-d critical exponents even
though these quantities are highly nonperturbative in nature?
The answer is: by picking out a particular RG flow which turns out to be the slowest21
in W. Let us illustrate this with the massless φ43-theory.
The 3-d massless field theory: A massless theory is defined in the critical submanifold
Wc. Because the renormalization of field theory gives rise to a scale dependence, the
massless theory of interest is not defined at the fixed point. Of course, a fixed point
theory is scale invariant and could correspond to a theory without mass (since a mass
would break the scale invariance). But, despite this marvellous and fascinating property
17Only one action-parameter (e.g., a bare mass) has to be fine tuned in the purely massive case.
18Hence the notion of self similarity: the system looks like the same at any momentum scale of reference.
19Except implicitly to the Gaussian fixed point.
20Except in the Symanzik improvement program [32] for lattice field theory.
21Asymptotically close to the Gaussian fixed point, this corresponds to having chosen the relevant flow.
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of scale invariance, at a fixed point everything is fixed, there is no scale dependence and
in fact, there is nothing interesting to describe.
The 3-d massless theory which we are interested in is scale dependent and it is defined
by reference to a RG flow running in Wc and emerging from the Gaussian fixed point
22.
Fig. 3 displays the same fixed point configuration as fig. 2 but with a larger view which
includes the Gaussian fixed point. We can see a RT which emerges from the Gaussian
FP. It is the RT on which is defined the continuum limit of the massless field theory for
d = 3.
Fig. 4 shows exclusively the (projected) RG flows in the critical submanifold Wc.
We observe critical flows reaching the Wilson-Fisher fixed point. To get these critical
trajectories we must adjust, for each of them, one parameter of the initial action (critical
temperature).
The RT for the massless field theory interpolates between the Gaussian and theWilson-
Fisher fixed points. It is an (infrared) attractive one-dimensional submanifold. It is like
a large river into which the ordinary Wilson flows run. It corresponds to the slowest flow
in the Wilson space. [2]
Fig. 4 is static: it only shows RG trajectories. Fig. 5 is a dynamic picture of the
flows showing the evolution of the φ4-coupling u4 (t) along the critical (massless) RT. We
obtain this way an image of the functional forms of the scale dependence in the continuum
which differ only by one initial condition. If we require that each flow reaches the same
value of u4 (the same point in W) at the same time, then we obtain an unique evolution
except for some marginal “finite cutoff” effects corresponding to those trajectories which
were initialized far from the Gaussian fixed point.
Expressed under the differential form, we get a unique β-function: β (u4) = Λ du4/dΛ
(see fig. 6). The β-function so obtained expresses the uniqueness of the slowest flow
along the RT which interpolates between the Gaussian and Wilson-Fisher fixed point
(in the critical submanifilod Wc). It is precisely that flow which has been picked out
by the perturbative approach while applying the subtraction procedure required to make
finite, order by order, the perturbative series of the φ44-theory in the limit Λ0 → ∞. So
defined as carrier of the differential RG flow running along the RT, u4 (t) is like the usual
renormalized φ4-coupling of perturbation theory23.
Once the ideal flow has been selected near the Gaussian fixed point, it remains to
calculate the perturbative series and to Borel-resum them up to the Wilson-Fisher fixed
point in order to estimate the critical exponents. [36]
Now this is not the whole story, because, when d = 4, there are ultraviolet renormalon
singularities in the perturbative series which prevent them from being Borel summable. [37]
In four dimensions, the Wilson-Fisher fixed point disappears and all the critical RG
flows run toward the Gaussian fixed point (see fig. 7).
We see that, if the ideal slowest flow is underlying (all the trajectories are attracted
to an infrared stable submanifold of dimension one), it cannot be exactly reached by the
22One usually says that the theory is defined “at” the Gaussian fixed point but it is not an actual
fixed-point theory defined at the fixed point.
23Notice the freedom in the choice of the renormalized parameter (arbitrariness of the renormalization
scheme). Indeed, it is only an intermediary in the expression of the essential RG flow of the action running
along the RT. We could have chosen a parameter different from u4 provided that asymptotically close to
the Gaussian fixed point it behaves like the φ4-coupling which coincides with the relevant direction at
this fixed point as shown in fig. 4.
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RG flows because there is no once-unstable fixed point in Wc which could canalize all
the degrees of freedom of the theory along an unique ideal (perfect) trajectory yielding
a complete momentum scale dependence in the range ]0,∞[. Consequently, the Wilson
trajectories approach the ideal trajectory in the infrared regime but never reach it exactly
and there remain ambiguities between the actual and the ideal trajectories especially in
the ultraviolet regime (i.e., at least for the momentum-scale of reference larger to some
finite Λmax). The only possibility of reaching a pseudo “continuum limit” (i.e., of reaching
the ideal, but incomplete, slowest RG flow) would be to explicitly write down the perfect
action which associates a point of the underlying ideal trajectory to Λ (initial condition on
the functional form of the momentum scale dependence). However an infinity of conditions
are required24 and moreover the range of variation of the momentum-scale would remain
finite (]0,Λmax]) due to the lack of ultraviolet stable fixed point. Ambiguities are then
induced in the process of defining of the initial (perfect) action in the ultraviolet regime.
Ambiguities of the same nature as the preceding ones exist also in perturbation theory,
they are due to ultraviolet renormalons. [37] It has been shown by Parisi [38] and then
by Berge`re and David [39] that the renormalons could be removed from the theory by
considering an infinite number of composite operators and this would amount to reintro-
ducing a “finite cutoff”. [39] In fact, this removal is nothing but the construction of the
perfect action (initialization of the functional form of the momentum-scale dependence).
Indeed it has been shown that even in the absence of an ultraviolet stable fixed point, the
perturbative series of the φ44 field theory are Borel summable [40] provided that the RG
flow be initialized somewhere and identifiable at any smaller cutoff scale25 (infra-red φ44
model26).
In the continuum limit, the problem of dealing with the infinite number of degrees
of freedom is completely involved in the initial condition of the ideal scale dependence
provided we have first picked out the slowest flow. If the ultraviolet stable fixed point
is lacking then the initial condition is obliged and introduces ambiguities. Otherwise, all
the degrees of freedom are exactly canalized in the relevant direction leaving no room for
any ambiguity (the obliged initial condition takes place “at” the fixed point).
Now the following question arises: Why the β-function perturbatively determined
would display renormalon singularities since it expresses a simple flow describable by a
single variable while the renormalons are related to the specification of an obliged initial
condition (involving explicitly the infinity of degrees of freedom of the theory)?
The answer is that in the definition of the β-function, there are two aspects:
1. the slowest flow itself
2. the running variable chosen to express this flow
If we choose the renormalized coupling via a renormalization-point condition then the
question of dealing explicitly with the infinity of degrees of freedom (determination of a
24Notice that when a fixed point exists only a few numbers of action-parameters have to be fine tuned
“at” the fixed point to reach the (unique) continuum limit. However an infinity of fine tunings are
allowed giving rise to a family of functional forms of the momentum-scale dependence (by varying the
initial condition).
25That is to say, provided that a definite RG flow is chosen once and for all.
26The infra-red-φ44-model is a massless theory with an ultra-violet cutoff. Its renormalization flows
have been also rigorously studied. [41]
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vertex function) is raised and there is a gap between the ideal flow and the variable chosen.
Consequently, there are renormalon singularities in the β-function in four dimensions.
However if we choose a renormalization scheme in such a way as to exclusively re-
fer to the ideal slowest flow without making any reference to any vertex function, then
the β-function in four dimensions would have no renormalon singularities at all and it
would be Borel summable. Such renormalization schemes exist, they are called minimal
subtraction schemes. In such schemes, one only subtracts what is necessary to make the
theory finite when d = 4, the renormalized coupling is not a vertex function, it is some
intermediate parameter not particularly defined in other respects and the momentum
scale of reference is purely artificial. In doing so one has exclusively referred to the ideal
slowest flow. Hence the β-function determined in a minimal subtraction scheme could be
Borel summable in four dimensions while the whole field theory remains trivial due to the
renormalons singularities. This proposal agrees with the fact “that it is possible to define
renormalization schemes such that the renormalization group functions [β(u), η(u), · · ·] do
not have ultra-violet renormalons”. [39]
Using the same process as above, we could have also discussed [2] the singularities at
the fixed point in the β-function in three dimensions (first envisaged by Nickel [42] and
also more recently studied [43]) and the RG trajectories in the sector u4 < 0. [44]
Figure captions
1. The traditional once unstable fixed point configuration, see also fig. 2.
2. This figure, similar to fig. 1, reproduces the projection onto a plane of actual RG
trajectories obtained from a nonperturbative study in three dimensions of the ERGE
in the local potential approximation. [2] It illustrates the simplest nonperturbative
continuum limit in three dimensions: Approach to the purely massive “renormalized
trajectory” T0 (dot-dashed curve) by RG trajectories initialized at u4(0) = 3 and
un(0) = 0 for n > 4 and (u2(0)− u
c
2) → 0
+ (open circles) in which uc2 corresponds
to the adjustment of the initial action in order to approach the Wilson-Fisher fixed
point (black full circle, W.-F.) as in figure 4. The trajectories drawn correspond to
log(u2(0)− u
c
2) = −1,−2,−3,−4,−5,−6. Arrows indicate the infrared direction.
3. Same figure as fig. 2 with a larger view including the Gaussian fixed point. It
illustrates the continuum limit of the massive φ43-theory defined “at” the twice-
unstable Gaussian fixed point and involving two renormalized parameters (a mass
and a coupling constant). The open circles represent initial actions corresponding
to different “fine” tunings “at” the Gaussian fixed point. To get the massless φ43-
theory one must adjust, in addition, one action-parameter (e.g., u2(0) to its critical
value uc2) in order to make the action running along the ideal trajectory (T1) which
interpolates between the two fixed points (Gaussian and Wilson-Fisher) indicated
by full black circles.
4. Projection onto the plane (u4, u6) of some critical RG trajectories for u4(0) > 0
[from a numerical study [2] with d = 3]. Full lines represent trajectories on the
critical submanifold Wc. The arrows indicate the directions of the RG flows on
the trajectories. The submanifold T1 of one dimension (which the trajectories are
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attracted to) which links the Gaussian fixed point to the Wilson-Fisher fixed point
corresponds to the renormalized trajectory on which is defined the continuum limit
of the massless field theory in three dimensions. The open circles represent initial
simple actions.
5. Functional momentum-scale dependence displayed by u4(t) along definite RG flows
in Wc (lefthand figure). Open circles indicate the initial points chosen in Wc. Each
full curve provides a determination of the functional momentum-scale dependence.
In the righthand figure we have artificially translated the “time” scales t (vertical
dashed lines) such that each actual Wilson’s flow “hits” a given unique value of u4 at
the same “time”. The unique functional flow so obtained illustrates the underlying
unique differential flow of fig. 5.
6. Graphical representation of the differential RG flows along the submanifold T1 of
fig. 4 projected on the u4-axis –i.e. β(u4) = −du4(t)/dt. In the infra-red direction,
any critical RG flow exponentially approaches the limiting RT T1 along which the
flows coincide with the unique differential-momentum-scale-dependence carried by
the ultimate Wilson flow emerging from the Gaussian fixed point (origin). The
righthand zero corresponds to theWilson-Fisher infra-red stable fixed-point-value [2]
u∗4 = 3.27039 · · ·.
7. RG trajectories on the critical submanifold Wc when d = 4 (projection onto the
plane (u4, u6)). Open circles represent initial simple actions chosen in Wc (of codi-
mension 1).The two lines which come from the upper side of the figure are RG
trajectories initialized at u4(0) = 20 and u4(0) = 40 respectively. The arrows in-
dicate the infrared direction. The trajectories are attracted to a submanifold of
dimension one before plunging into the Gaussian fixed point. This is a pseudo
renormalized trajectory (it has no well defined beginning) and strictly speaking, the
continuum limit does not exist due to the lack of another (nontrivial) fixed point
which would allow the scale dependence (of the renormalized parameter along the
RT) to be defined in the whole range of scale ]0,∞[. See text for a discussion (from
a numerical study [2]).
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