We study c-crossing-critical graphs, which are the minimal graphs that require at least c edgecrossings when drawn in the plane. For every fixed pair of integers with c ≥ 13 and d ≥ 1, we give first explicit constructions of c-crossing-critical graphs containing a vertex of degree greater than d. We also show that such unbounded degree constructions do not exist for c ≤ 12, precisely, that there exists a constant D such that every c-crossing-critical graph with c ≤ 12 has maximum degree at most D. Hence, the bounded maximum degree conjecture of c-crossing-critical graphs, which was generally disproved in 2010 by Dvořák and Mohar (without an explicit construction), holds true, surprisingly, exactly for the values c ≤ 12.
Introduction
Minimizing the number of edge-crossings in a graph drawing in the plane (the crossing number of the graph, see Definition 2.1) is considered one of the most important attributes of a "nice drawing" of a graph. In the case of classes of dense graphs (those having superlinear number of edges in terms of the number vertices), the crossing number is necessarily very high -see the famous Crossing Lemma [1, 15] . However, within sparse graph classes (those having only linear number of edges), we may have planar graphs at one end and graphs with up to quadratic crossing number at the other end. In this situation, it is natural to study the "minimal obstructions" for low crossing number, with the following definition. Let c be a positive integer. A graph G is called c-crossing-critical if the crossing number of G is at least c, but every proper subgraph has crossing number smaller than c. We say that G is crossing-critical if it is c-crossing-critical for some positive integer c.
Since any non-planar graph contains at least one crossing-critical subgraph, the understanding of the properties of the crossing-critical graphs is a central part of the theory of crossing numbers.
In 1984, Širáň gave the earliest construction of nonsimple c-critical-graphs for every fixed value of c ≥ 2 [20] . Three years later, Kochol [13] gave an infinite family of c-crossing-critical, simple, 3-connected graphs, for every c ≥ 2. Another early result on c-crossing-critical graphs was reported in the influential paper of Richter and Thomassen [19] , who proved that c-crossing-critical graphs have bounded crossing number in terms of c. They also initiated research on degrees in c-crossing-critical graphs by showing that, if there exists an infinite family of r-regular, c-crossing-critical graphs for fixed c, then r ∈ {4, 5}. Of these, 4-regular 3-critical graphs were constructed by Pinontoan and Richter [18] , and 4-regular c-critical graphs are known for every c ≥ 3, c = 4 [4] . Salazar observed that the arguments of Richter and Thomassen could be applied to average degree as well, showing that an infinite family of c-crossing-critical graphs of average degree d can exist only for d ∈ (3, 6] , and established their existence for d ∈ [4, 6) . Nonexistence of such families with d = 6 was established much later by Hernández, Salazar, and Thomas [10] , who proved that, for each fixed c, there are only finitely many c-crossing-critical simple graphs of average degree at least six. The existence of such families with d ∈ [ in known crossing-critical graphs as well as extending the construction methods of such graphs, the original conjecture of Richter was not directly addressed in the previous works. It was, however, disproved by Dvořák and Mohar [9] , who showed that, for each integer c ≥ 171, there exist c-crossing-critical graphs of arbitrarily large maximum degree. Their counterexamples, however, were not constructive, as they only exhibited, for every such c, a graph containing sufficiently many critical edges incident with a fixed vertex and argued that those edges belong to every c-crossing-critical subgraph of the exhibited graph. On the other hand, as a consequence of [6] it follows that, except for possibly some small examples, the maximum degree in a large 2-crossing-critical graph is at most 6, implying that Richter's conjecture holds for c = 2. In view of these results, and the fact that 1-crossing-critical graphs (subdivisions of K 5 and K 3,3 ) have maximum degree at most 4, this leaves Richter's conjecture unresolved for each c ∈ {3, 4, . . . , 170}.
The richness of c-crossing-critical graphs is restricted for every c by the result of Hliněný that c-crossing-critical graphs have bounded path-width [11] ; this structural result is complemented by a recent classification of all large c-crossing-critical graphs for arbitrary c by Dvořák, Hliněný, and Mohar [8] . We use these results in Section 4 to show that Richter's conjecture holds for c ≤ 12. The result is stated below. It is both precise and surprising and shows how unpredictable are even the most fundamental questions about crossing numbers. In fact, one can separately consider in Theorem 1.1 twelve upper bounds D c for each of the values c ∈ {1, 2, . . . , 12}. For instance, D 1 = 4 and the optimal value of D 2 (we know D 2 ≥ 8) should also be within reach using [6] and continuing research. On the other hand, due to the asymptotic nature of our arguments, we are currently not able to give any "nice" numbers for the remaining upper bounds, and we leave this aspect to future investigations.
We cover the remaining values of c ≥ 13 in the gap with the following: We also address the related question about the structure of c-crossing-critical graphs with more than one vertex of large degree. We show the following: Note that, without the 3-connectivity assumption, Corollary 1.4 is established simply by taking disjoint or vertex-identified copies of the graphs from Corollary 1.3.
The paper is structured as follows. The preliminaries, needed to help understanding the structure of large c-crossing critical graphs are defined in Section 2. We prove Theorem 1.1 in Section 4, and Theorem 1.2 in Section 5. This construction is combined with a new technical operation called 4-to-3 expansion and zip product to establish Corollaries 1.3 and 1.4 in Section 6. We conclude with some remarks and open problems in Section 7.
2
Graphs and the crossing number
In this paper, we consider multigraphs by default, even though we could always subdivide parallel edges (while sacrificing 3-connectivity) in order to make our graphs simple. We follow basic terminology of topological graph theory, see e.g. [17] .
A drawing of a graph G in the plane is such that the vertices of G are distinct points and the edges are simple (polygonal) curves joining their end vertices. It is required that no edge passes through a vertex, and no three edges cross in a common point. A crossing is then an intersection point of two edges other than their common end. A face of the drawing is a maximal connected subset of the plane minus the drawing. A drawing without crossings in the plane is called a plane drawing of a graph, or shortly a plane graph. A graph having a plane drawing is planar.
The following are the core definitions used in this work.
Definition 2.1 (crossing number).
The crossing number cr(G) of a graph G is the minimum number of crossings of edges in a drawing of G in the plane. An optimal drawing of G is every drawing with exactly cr(G) crossings.
Definition 2.2 (crossing-critical). Let c be a positive integer. A graph
Let us remark that a c -crossing-critical graph may have no drawing with only c crossings (for c = 2, such an example is the Cartesian product of two 3-cycles, C 3 C 3 ).
Suppose G is a graph drawn in the plane with crossings. Let G be the plane graph obtained from this drawing by replacing the crossings with new vertices of degree 4. We say that G is the plane graph associated with the drawing, shortly the planarization of (the drawing of) G, and the new vertices are the crossing vertices of G .
In some of our constructions, we will have to combine crossing-critical graphs as described in the next definition. Note that, for different labellings of the neighbors of v 1 and v 2 , different graphs may result from the zip product. However, the following has been shown:
For vertices of degree 2, this theorem was established already by Leaños and Salazar in [14] .
3
Structure of c-crossing-critical graphs with large maximum degree Dvořák, Hliněný, and Mohar [8] recently characterized the structure of large c-crossingcritical graphs. From their result, it can be derived that in a crossing-critical graph with a vertex of large degree, there exist many internally vertex-disjoint paths from this vertex to the boundary of a single face. To keep our contribution self-contained, we give a simple independent proof. We are going to apply this structural result to exclude the existence of large degree vertices in c-crossing-critical graphs for c ≤ 12.
Structural properties of crossing-critical graphs have been studied for more than two decades, and we now briefly review some of the previous important results which we shall use.
Richter and Thomassen [19] proved the following upper bound:
Theorem 3.1 ([19] ). Every c-crossing-critical graph has a drawing with at most 5c/2 + 16 crossings.
Hliněný [11] proved that c -crossing-critical graphs have path-width bounded in terms of c. For simplicity, we omit the exact definition of path-width; rather, we only use the following fact [2] . For a rooted tree T , let b(T ) denote the maximum depth of a rooted complete binary tree which appears in T as a rooted minor (the depth of a rooted tree is the maximum number of edges of a root-leaf path). Hliněný and Salazar [12] also proved that distinct vertices in a crossing-critical graph cannot be joined by too many paths. As seen in the construction of Dvořák and Mohar [9] and in the construction we give in Section 5, crossing-critical graphs can contain arbitrarily many cycles intersecting in exactly one vertex. However, such cycles cannot be drawn in a nested way. A 1-nest of depth m in a plane graph G is a sequence C 1 , . . . , C m of cycles in G and a vertex w ∈ V (G) such that, for 1 ≤ i < j ≤ m, the cycle C i is drawn in the closed disk bounded by C j and Figure 1 ). Hernández-Vélez et al. [10] have shown the following. The key structure we use in the proof of Corollary 3.13 is a fan-grid, which is defined as follows: 
In the argument, we start with a (0 × n)-fan-grid and keep enlarging it (adding new rows while sacrificing some of the rays) as long as possible. The following definition is useful when looking for the new rows. A comb with teeth v 1 , . . . , v k is a tree consisting of a path P (the spine of the comb) and vertex-disjoint paths P 1 , . . . , P k of length at least one, such that P i joins v i to a vertex in P . We start with simple observations on combs in trees with many leaves. Proof. By Lemma 3.7, T contains a root-leaf path P with at least k vertices that have at least two children. A subpath of P together with the paths from k of these vertices to leaves forms a comb with k teeth.
Suppose Q is a path and K is a comb in a plane graph G, such that all teeth of K lie on Q and K and Q are otherwise disjoint. We say that the comb is Q-clean if both Q and the spine of K are contained in the boundary of the outer face of the subdrawing of G formed by K ∪ Q.
Observation 3.9. Suppose Q is a path and K is a comb in a plane graph G, such that all teeth of K lie on Q and K and Q are otherwise disjoint. Let k ≥ 2 be an integer. If Q is contained in the boundary of the face of G and K has at least 3k − 1 teeth, then K contains a Q-clean subcomb with at least k teeth.
Our aim is to keep growing a fan-grid using the following Lemma (increasing r at the expense of sacrificing some of the rays, see the outcome (d)) until we either obtain a structure that cannot appear in a planarization of a c-crossing-critical graph (outcomes (a)-(c)), or are blocked off from further growth by many rays ending in the boundary of the same face (outcome (e)). Suppose that, for some i ∈ {1, . . . , n}, there exists a component R of
) and a set J ⊆ {1, . . . , n} \ {i} of size more than s 1 such that Q j has a neighbor in R for every j ∈ J. By symmetry, we can assume that there exists J ⊆ J of size more than f 3.7 (D, b, 3k + 5) such that j > i for each j ∈ J . Observe that G contains a tree T with all internal vertices in R and exactly |J | leaves, one in each of Q j for j ∈ J ; we root T in a vertex belonging to R. By Corollary 3.8, ∆(T ) > D or b(T ) > b or T contains a comb K with 3k + 5 teeth, all of which are leaves of T . In the former two cases, G contains (a) or (c). In the last case, we extract a (C − v)-clean subcomb with k + 2 teeth from K using Observation 3.9 and combine it with a part of the (r × n)-fan-grid in G to form an
Therefore, we can assume that the following holds:
A C-bridge of G 1 is either a graph consisting of a single edge of E(G 1 ) \ E(C) and its ends, or a graph consisting of a component of G 1 − V (C) together with all edges between the component and C and their endpoints. For a C-bridge H, let J(H) denote the set of indices j ∈ {1, . . . , n} such that H intersects Q j . By ( ), we have |J(H)| ≤ s 1 . For two C-bridges H 1 and H 2 , we write
, and either at least one of the inequalities is strict or J(H 2 ) J(H 1 ) (note that in the last case, the planarity implies |J(H 2 )| = 2).
Suppose there exist
. Hence, by symmetry we can assume that there exists j ∈ {1, . . . , m} such that min(
Consequently, there is no chain of order greater than s 2 in the partial ordering ≺. For a
C-bridge H, let l(H) denote the order of the longest chain of ≺ with the maximum element H. Suppose that max(J(H)) − min(J(H)) > d(l(H)), and choose a C-bridge H with this property such that l(H) is minimum. Since |J(H)| ≤ s 1 , there exist two consecutive elements
, this implies there exists a face f of G such that all paths Q j with j 1 ≤ j ≤ j 2 contain vertices incident with f , and G contains (e). Hence, suppose that l(H) > 1. Let B be the set of bridges H ≺ H such that j 1 ≤ min(J(H )) ≤ max(J(H )) ≤ j 2 that are maximal in ≺ with this property. By the minimality of l(H), every bridge H ∈ B satisfies max(J(H )) − min(J(H )) ≤ d(l(H) − 1). Consequently, there are more than t + 1 indices j such that j 1 ≤ j ≤ j 2 and either j = max(J(H )) for some H ∈ B or there does not exists any bridge H ≺ H such that min(J(H )) ≤ j ≤ max(J(H )). Observe there exists a face f of G such that, for each such index j, the path Q j contains a vertex incident with f . Hence, G again contains (e).
Consequently, we can assume that max(J(H)) − min(J(H)) ≤ d(s 2 ), for each C-bridge H. Since n > td(s 2 ), applying an analogous argument to the C-bridges that are maximal in ≺ yields that G contains (e).
To start up the growing process based on Lemma 3.10, we need to show that a fan-grid with many rays exists. Proof. Let G be the graph obtained from G by splitting v into vertices of degree 1, and let S be the set of these vertices. Since G is 2-connected, G is connected, and thus it contains a subtree T whose leaves coincide with S. Root T arbitrarily in a non-leaf vertex. By Corollary 3.8, ∆(T ) > D or b(T ) > b + 1 or T has a comb with 3k + 5 teeth in S. In the first case, (a) holds. In the second case, b(T − S) > b and T − S is a subtree of G, and thus (c) holds. In the last case, we can extract a v-clean subcomb with at least k + 2 teeth using Observation 3.9, which gives rise to a (0 × k)-fan-grid with center v in G.
Note that a ((p+1)×(p+1))-fan-grid contains two systems of p+1 pairwise vertex-disjoint paths such that every two paths from the two systems intersect; hence, by Lemma 3.3 a plane graph of path-width at most p contains neither a ((p + 1) × (p + 1))-fan-grid nor a subtree T which can be rooted so that b(T ) > p. Hence, starting from Lemma 3.11 and iterating Lemma 3.10 at most p + 1 times, we obtain the following. D, m, p, t By Theorem 3.1, G has at most c crossings. Let G be the planarization of G. Note that G is 2-connected, since otherwise a crossing vertex would form a cut in G and the corresponding crossing in G could be eliminated, contradicting the optimality of the drawing of G. By Theorem 3.2, G has path-width at most p − c , and thus G has path-width at most p. By Theorem 3.4, G does not contain more than D − c internally vertex-disjoint paths between any two vertices, and thus G does not contain more than D internally vertex-disjoint paths between any two vertices. By Theorem 3.5, G does not contain a 1-nest of depth m. Hence, by Corollary 3.12, G contains more than (c + 1)t internally disjoint paths from a vertex v to distinct vertices contained in the boundary of a single face f of G . Let Q 1 , . . . , Q c +2 be disjoint paths contained in the boundary of f such that, for i = 1, . . . , c + 2, t of the paths P i,1 , . . . , P i,t from v end in Q i in order. Let g i denote the face of Q i ∪ P i,1 ∪ P i,t containing P i,2 , . . . , P i,t−1 . Note that the closures of g 1 , . . . , g c +2 intersect only in v and since G contains at most c crossing vertices, there exists i ∈ {1, . . . , c + 2} such that no crossing vertex is contained in the closure of g i and v is not in Q i . Hence, for j = 1, . . . , t, we can set Q = Q i and P j = P i,j .
Crossing-critical graphs with at most 12 crossings
We now use Corollary 3.13 to prove the following "redrawing" lemma. Proof. Consider an optimal drawing of G. Let P 1 , . . . , P 6c+1 be paths obtained using Corollary 3.13 and v their common end vertex. For 2 ≤ i ≤ 6c − 1, let T i denote the 2-connected block of G − ((V (P i−1 ) ∪ V (P i+2 )) \ {v}) containing P i and P i+1 , and let C i denote the cycle bounding the face of T i containing P i−1 . Note that if 2 ≤ i and i + 3 ≤ j ≤ 6c − 1, then G − V (T i ∪ T j ) has at most three components: one containing P i+2 − v, one containing P 1 − v, and one containing P 6c+1 − v, where the latter two components can be the same.
Let e be the edge of P 3c+1 incident with v and let G be an optimal drawing of G − e. Since G is c-crossing-critical, G has at most c − 1 crossings. Hence, there exist indices i 1 and i 2 such that 2 ≤ i 1 ≤ 3c − 1, 3c + 2 ≤ i 2 ≤ 6c − 1, and none of the edges of T i1 and
, and C R = C i2 . Let M , S 1 , and S 2 denote the subgraphs of G consisting of the components of G − V (L ∪ R) containing P 3c+1 − v, P 1 − v, and P 6c+1 − v, respectively, together with the edges from these components to the rest of G and their incident vertices (where possibly
Analogously, let S R and M R be subpaths of C R of length at least one
We can assume without loss of generality (by circle inversion of the plane if necessary) that neither C L nor C R bounds the outer face of C L ∪ C R in the drawings inherited from G and from G . Let e M L , e S L , e S R , e M R be the clockwise cyclic order of the edges of C L ∪ C R incident with v in the drawing G, where
By the same argument, we can assume that the clockwise cyclic order of these edges in the drawing of G is either the same or
In G, L is drawn in the closed disk bounded by C L , R is drawn in the closed disk bounded by C R , and M , S 1 , and S 2 together with all the edges joining them to v are drawn in the outer face of C L ∪C R . Since C L and C R are not crossed in the drawing G , we can if necessary rearrange the drawing of G without creating any new crossings 1 so that the same holds for the drawings of L, R, M , S 1 , and S 2 in G . Let r ≥ 1 denote the maximum number of pairwise
, and G contains exactly r edges with one end in M 1 and the other end in M 2 . For i ∈ {1, 2}, let M i be the subgraph of M induced by
that has in the drawing G the smallest number of intersections with the edges of S 1 ∪ S 2 , and let k denote the number of such intersections.
and each of them crosses S 1 ∪ S 2 at least k times, we conclude that G has at least kr crossings (and thus kr ≤ c − 1) and G 0 has at most c − 1 − kr crossings.
Suppose first that edges of C L ∪ C R incident with v are in G drawn in the same clockwise cyclic order as in G. We construct a new drawing of the graph G in the following way: Start with the drawing of G 0 . Take the plane drawings of M 1 and M 2 as in G, "squeeze" them and draw them very close to M L and M R , respectively, so that they do not intersect any edges of G 0 . Finally, draw the r edges between M 1 and M 2 very close to the curve tracing F (as drawn in G ), so that each of them is crossed at most k times. This gives a drawing of G with at most (c − 1 − kr) + kr < c crossings, contradicting the assumption that G is c-crossing-critical.
Hence, we can assume that the edges of C L ∪ C R incident with v are in G drawn in the clockwise order e M L , e S L , e M R , e S R . If r = 1, then proceed analogously to the previous paragraph, except that a mirrored version 2 of the drawing of M 2 is inserted close to M R ; as there is only one edge between M 1 and M 2 , this does not incur any additional crossings, and we again conclude that the resulting drawing of G has fewer than c crossings, a contradiction. Therefore, r ≥ 2.
Consider the drawing G , and let q be a closed curve passing through v, following M L slightly outside C L till it meets F , then following F almost till it hits M R , then following M R slightly outside C R till it reaches v. Note that q only crosses G 0 in v and in relative interiors of the edges, and it has at most k crossings with the edges. Shrink and mirror the part of the drawing of G 0 drawn in the open disk bounded by q, keeping v at the same spot and the parts of edges crossing q close to q; then reconnect these parts of the edges with their parts outside of q, creating at most k 2 new crossings in the process. Observe that in the resulting re-drawing of G 0 , the path M L ∪ M R is contained in the boundary of a face (since q is drawn close to it and nothing crosses this part of q), and thus we can add M planarly (as drawn in G) to the drawing without creating any further crossings. Therefore, the resulting drawing has at most c − 1
It is now easy to prove Theorem 1.1.
Proof of Theorem 1.1. We prove by induction on c that, for every positive integer c ≤ 12, there exists an integer ∆ c such that every c-crossing-critical graph has maximum degree at most c. The only 1-crossing-critical graphs are subdivisions of K 5 and K 3,3 , and thus we can set ∆ 1 = 4. Suppose now that c ≥ 2 and the claim holds for every smaller value. We define ∆ c = max (2∆ c−1 , f 3.13 (c, 6c + 1) ). Let G be a c-crossing-critical graph and suppose for a contradiction that ∆(G) > ∆ c .
If G is not 2-connected, then it contains induced subgraphs G 1 and G 2 such that
, and G 1 intersects G 2 in at most one vertex. Then c ≤ cr(G) = cr(G 1 ) + cr(G 2 ), and for every edge e ∈ E(G 1 ) we have c > cr(G − e) = cr(G 1 − e) + cr(G 2 ). Hence, cr(G 1 ) ≥ c − cr(G 2 ) and cr(G 1 − e) < c − cr(G 2 ) for every edge e ∈ E(G 1 ), and thus G 1 is (c − cr(G 2 ))-crossing-critical. Similarly, G 2 is (c − cr(G 1 ))-crossing-critical. Since cr(G 1 ) ≥ 1 and cr(G 2 ) ≥ 1, it follows by the induction hypothesis that ∆(G i ) ≤ ∆ c−1 for i ∈ {1, 2}, and thus ∆(G) ≤ ∆ c , which is a contradiction.
Hence, G is 2-connected. By Lemma 4.1, there exist integers r ≥ 2 and k ≥ 0 such that kr ≤ c − 1 and c − 1 − kr + k 2 ≥ c, and thus k 2 ≥ kr + 1 ≥ 2k + 1. This inequality is only satisfied for k ≥ 6, and thus the first inequality implies c ≥ kr + 1 ≥ 13. This is a contradiction. Hence, the maximum degree of G is at most ∆ c . 
Explicit 13-crossing-critical graphs with large degree
We define the following family of graphs, which is illustrated in Figure 4 . To simplify the terminology and the pictures, we introduce "thick edges": for a positive integer t, we say that uv is a t-thick edge, or an edge of thickness t, if there is a bunch of t parallel edges between u and v. Naturally, if a t 1 -thick edge crosses a t 2 -thick edge, then this counts as t 1 t 2 ordinary crossings. By routing every parallel bunch of edges along the "cheapest" edge of the bunch, we get the following important folklore claim:
Claim 5.1. For every graph G, there exists an optimal drawing D of G, such that every bunch of parallel edges is drawn as one thick edge in D. Figure 4 . For reference, we will call the graph B the bowtie of G In order to prove Theorem 1.2, e.g. for
This definition is illustrated in
, it suffices to show two claims; that cr(G Proof. For every k ≥ 2, Figure 4 shows a drawing of G k 13 with 13 crossings. For the lower bounds, we use the computer tool Crossing Number Web Compute [7] which uses an ILP formulation of the crossing number problem (based on Kuratowski subgraphs), and solves it via a branch-and-cut-and-price routine. Moreover, this computer tool generates machinereadable proofs 3 of the lower bound, which (roughly) consist of a branching tree in which every leaf holds an LP formulation of selected Kuratowski subgraphs certifying that, in this case, the crossing number must be greater than 12. Proof. On a high level, our proof strategy can be described as follows. We provide a collection of drawings of G In particular, the drawing of Figure 4 proves the claim for e ∈ {u 1 v 4 , u 2 v 3 , u 3 v 2 , u 4 v 1 } (the blue edges of the bowtie subgraph); whenever any one of these edges is removed, we save at least one crossing from the optimal number 13. Likewise, Figure 4 proves the claim for e ∈ {xv 5 , v 4 v 5 } (see the dotted routings of the edge v 1 u 4 ), and hence also for e ∈ {xu 5 , u 4 u 5 } by symmetry (the automorphism from Observation 5.3).
To proceed with the remaining edges e of the bowtie graph B ⊆ G k 13 (the red edges), we resort to drawings that may have more than 13 crossings but still provide a drawing of G 
Extended crossing-critical constructions
In the previous section, we have constructed an infinite family of 13-crossing-critical graphs with unbounded maximum degree. There are two further natural questions to be asked; (a) what about analogous c-crossing-critical families for c > 13, and (b) what about constructing c-crossing-critical graphs with more than one high-degree vertex? Clearly, disjoint union of a graph G k 13 with c−13 disjoint copies of K 3,3 yields a (disconnected) c-crossing-critical graph with maximum degree greater than d, for every c ≥ 14. Similarly, concerning (b), we can consider disjoint union of t copies of G k 13 to get a 13t-crossing-critical graph with t vertices of arbitrarily high degree. Though, our aim is to preserve also the 3-connectivity property of the resulting graphs.
First, to motivate the coming construction, we recall that the zip product of Definition 2.3 requires a vertex of degree 3 in the considered graphs. However, the graph G k 13 of Definition 5.2 has no such vertex, and so we come with the following modification. Figure 8 An illustration of the 4-to-3 expansion of the vertex s in a graph G. Clearly, for every optimal drawing of G respecting Claim 5.1, this "split" construction can be preformed in a small neighbourhood of s without introducing additional crossings. Definition 6.1 (Critical family {H k 13 }). Let G be a graph and s ∈ V (G) be a vertex incident exactly with two 4-thick edges st 1 , st 2 , and one ordinary edge st 3 . We call a 4-to-3 expansion a graph of crossing number 14, such that one of its 4-to-3 expansions has crossing number only 13. has two such vertices.
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Concluding remarks and open problems 
