We describe an algorithm for solving the equieut problem on complete graphs. The core of the algorithm is a cutting-plane procedure that exploits a subset of the linear inequalities defining the convex hull of the incidence vectors of the edge sets that define an equicut. The cuts are generated by several separation procedures that will be described in the paper. Whenever the cutting-plane procedure does not terminate with an optimal solution, the algorithm uses a branchand-cut strategy. We also describe the implementation of the algorithm and the interface with the LP solver. Finally, we report on computational results on dense instances with sizes up to 100 nodes.
Introduction
We consider an undirected graph G = (V,E), with edge set E, vertex set V, and with edge weights ce E N, e E E. By uv we denote the edge of E having u and o as endpoints. For a (possibly empty) subset S of V, a cut associated with S is the following subset of E:
8(s) = {.o • e I. • s, o • v \ s}.
The sets S and V \ S are called the shores of the cut 8(S). We simply write 8(v), instead of 8({v}), to denote a cut defined by a single node. A cut is an empty set of L. Brunetm et al./Mathematical Programming 78 (1997) In this paper we describe a branch-and-cut algorithm for finding an equicut of minimum weight in K2p, a complete graph with an even number of nodes. The problem is known to be A/'79 hard. By possibly adding one node to the graph and connecting it to the other nodes with edges of weight zero, our algorithm solves the minimum weight equicut also if the graph has an odd number of nodes. If the graph is not complete, by adding all the missing edges to the graph and assigning a zero weight to them, one obtains an equivalent minimum weight equicut problem on a complete graph. Finally, since there are no sign restrictions on the weight vector c, searching for a minimum is equivalent to searching for a maximum weight equicut.
The relevance of this problem arises in several areas. In Physics, for example, since it models the problem of finding a ground state of a spin glass having zero magnetization. In VLSI design, it models the problem of minimizing the number of vias (holes on a printed circuit board, or contacts on a chip) subject to pin preassignment and layer preferences. For these applications of the problem, see Barahona, GrStschel, Jtinger and Reinelt [2] for an extensive survey. In numerical analysis it is helpful in finding the L -U factorization of the matrix of a linear system.
The four basic components of our branch-and-cut algorithm are: a heuristic procedure to find a good upper bound on the objective function, a set of exact and heuristic procedures for the separation of violated inequalities belonging to a partial description of the equicut polytope, an interface with the LP solver, and an enumeration procedure that combines branching with cutting-planes techniques. We describe these components in the following sections.
We give an overview of the algorithm in Section 2. Then we describe the constraint generation procedure in Section 3, and the implementation of the branch-and-cut algorithm in Section 4. Finally, in Section 5 we report on our computational experience with the algorithm.
The branch-and-cut algorithm
A subgraph of G is the graph G' = (S, F), where S c_ V and F c_ E. The subgraph G ~ = (S, E(S) ) is said to be induced by the node set S C_ V if E(S) is the set of edges having both endpoints in S. We denote with Kq the subgraph of K2p induced by a set S C V of q nodes.
Polyhedral results
We denote by N E the real vector space whose components are indexed by the elements of E. With every subset F C_ E, we associate an incidence vector x F C R e, where a component x eF is equal to I if e E F, and to 0 otherwise. For y E R e and S _C E we indicate with y(S) the sum ~-~e~S Ye.
