The mammalian hippocampus is critical for spatial information processing and episodic memory. Its primary output cells, CA1 pyramidal cells (CA1 PCs), vary in genetics, morphology, connectivity, and electrophysiological properties. It is therefore possible that distinct CA1 PC subpopulations encode different features of the environment and differentially contribute to learning. To test this hypothesis, we optically monitored activity in deep and superficial CA1 PCs segregated along the radial axis of the mouse hippocampus and assessed the relationship between sublayer dynamics and learning. Superficial place maps were more stable than deep during headfixed exploration. Deep maps, however, were preferentially stabilized during goal-oriented learning, and representation of the reward zone by deep cells predicted task performance. These findings demonstrate that superficial CA1 PCs provide a more stable map of an environment, while their counterparts in the deep sublayer provide a more flexible representation that is shaped by learning about salient features in the environment.
In Brief Danielson et al. imaged activity in deep and superficial pyramidal cells of area CA1 in vivo. Superficial cells form more stable maps. Deep cells, however, are preferentially modulated during learning, and deep map dynamics were more predictive of task performance.
INTRODUCTION
The mammalian hippocampus is critical for spatial information processing and episodic memory (Buzsá ki and Moser, 2013; Eichenbaum and Cohen, 2014; O'Keefe and Nadel, 1978; Scoville and Milner, 1957; Squire, 1992) . The canonical circuit motif supporting these functions is the trisynaptic loop, proceeding from the dentate gyrus input node, to area CA3, and finally to area CA1, where pyramidal cells (CA1 PCs) form the major output of the hippocampus. The extent to which individual CA1 PCs vary in their contribution to navigation and memory-related information processing remains largely unknown. Consequently, CA1 PCs are traditionally conceptualized as a relatively homogeneous population of processing units (Kesner and Rolls, 2015; Marr, 1971 ).
In fact, CA1 PCs vary greatly in their genetics, morphology, connectivity, and electrophysiological characteristics. Moreover, many of these differences are not randomly distributed throughout the hippocampus but rather are organized along its principal axes: dorsal-ventral (Fanselow and Dong, 2010; Jung et al., 1994; Kjelstrup et al., 2002 Kjelstrup et al., , 2008 Maurer et al., 2005; Moser et al., 1993; Thompson et al., 2008) , proximal-distal (Graves et al., 2012; Hartzell et al., 2013; Henriksen et al., 2010; Jarsky et al., 2008) , and superficial-deep (Lee et al., 2014; Maroso et al., 2016; Mizuseki et al., 2011; Slomianka et al., 2011; Valero et al., 2015) . The observed spatial organization of CA1 PC diversity is suggestive of regional specialization, whereby CA1 PCs along different axes could be biased in the information they process and in their contribution to different behaviors and forms of learning. This framework is not without precedent, as functional gradients are increasingly appreciated along the dorsal-ventral and proximal-distal axes in terms of spatial information processing, episodic memory, and emotional responses (reviewed in Igarashi et al., 2014; Strange et al., 2014) . Whether this framework extends to the third axis of the hippocampus, the superficial-deep (radial) axis, remains unknown.
A subdivision among deep (closer to stratum oriens) and superficial (closer to stratum radiatum) CA1 PCs has long been recognized (Lorente De Nó , 1934) . Similar to the neocortex, deep and superficial cells are born during distinct neurogenic windows and differ both genetically and neurochemically (Angevine, 1965; Bayer, 1980; Cembrowski et al., 2016; Dong et al., 2009; Schlessinger et al., 1978; Slomianka et al., 2011) . Such differences suggest the existence of radially organized microcircuits, and this notion is supported by recent work demonstrating prominent electrophysiological differences between deep and superficial CA1 PCs. Deep cells are more active and more likely to burst and exhibit spatially tuned firing than superficial cells (Mizuseki et al., 2011) , and the sublayers differentially participate in network synchrony events (Stark et al., 2014; Valero et al., 2015) . Sublayer-specific perisomatic inhibition has been implicated in the organization of this microcircuit (Lee et al., 2014; Valero et al., 2015) , and the observed functional differences are accompanied by radially organized intrahippocampal afferent and efferent connectivity (Groenewegen et al., 1987; Kohara et al., 2014; Lee et al., 2014; McGeorge and Faull, 1989) . Previous functional studies of the radial axis have all been conducted under either in vitro or in vivo recording conditions in which cells (E) Activity rate (area under curve of significant transients per unit time, AUC/min) is defined as the area under significant Ca 2+ transients divided by recording duration. Deep cells were significantly more active than superficial (n = 14 mice, p < 0.001, paired t test).
(legend continued on next page)
were not monitored chronically during a learning task. Consequently, sublayer-specific dynamics have never been related to the dynamics of learning, which can evolve over several days. Thus, despite previous findings, the functional role of the radial microcircuit in guiding behavior remains unknown. The most prominent behavioral correlate of CA1 PC activity is place coding, as individual ''place cells'' fire in restricted regions of the environment, their corresponding ''place fields '' (O'Keefe and Dostrovsky, 1971) . As an ensemble, place cells provide an allocentric representation of space, which is thought to support hippocampal spatial mnemonic function (Buzsá ki and O'Keefe and Dostrovsky, 1971; O'Keefe and Nadel, 1978) . Consistent with this view, place fields remap in response to contextual manipulations (Colgin et al., 2008; Karlsson and Frank, 2008; Leutgeb et al., 2004 Leutgeb et al., , 2005 Muller and Kubie, 1987; Wilson and McNaughton, 1994) ; incorporate a wide range of non-spatial information, including salient sensory features of the environment; and are modulated by the internal behavioral state of the animal (Frank et al., 2000; Kobayashi et al., 1997; Moita et al., 2004; Pastalkova et al., 2008; Wood et al., 2000) . Place maps are also modulated by proximal cues in an environment, which can serve as local landmarks to support allothetic navigation Knierim and Hamilton, 2011; Knierim and Rao, 2003) . Importantly, it has been repeatedly demonstrated that place maps incorporate goal-related information (Breese et al., 1989; Dupret et al., 2010; Fyhn et al., 2002; Gothard et al., 1996; Hok et al., 2007; Hollup et al., 2001; Hö lscher et al., 2003; Kobayashi et al., 2003 Kobayashi et al., , 1997 , and relatedly, that place coding is altered during behaviors requiring increased attention (Kentros et al., 2004; Markus et al., 1995; Muzzio et al., 2009) . Again, however, while numerous functional differences have been described between deep and superficial CA1 PCs, it is unknown whether these differences extend to place coding dynamics and whether these subpopulations are differentially associated with these behavioral demands.
To address these questions, we performed two-photon Ca 2+ imaging of identified deep and superficial CA1 PCs simultaneously in mice performing different head-fixed behaviors: random foraging (RF) and goal-oriented learning (GOL). While place coding during behavior has classically been studied using extracellular techniques, two-photon imaging allows for simultaneous recoding of large populations of CA1 PCs with unambiguously identified sublayer position and is also capable of assessing coding dynamics over long timescales with subcellular resolution (Dombeck et al., 2010; Kaifosh et al., 2013; LovettBarron et al., 2014; Sheffield and Dombeck, 2015) . We found that deep cells remapped to a greater degree than superficial in the same context, as superficial place maps were more stable upon re-exposure to an identical context. Deep place maps, on the other hand, were stabilized during GOL, and activity in the deep sublayer predicted task performance to a significantly greater degree than superficial. These findings extend our understanding of the radial organization of CA1 PC dynamics during spatial navigation and learning and provide a mechanism through which the hippocampus can simultaneously convey both a stable map of space and behaviorally relevant taskrelated information.
RESULTS

Two-Photon Calcium Imaging of Deep and Superficial CA1 PCs In Vivo
To longitudinally track the activity of deep and superficial CA1 PCs in vivo, we performed two-photon Ca 2+ imaging ( Figure 1A) in head-restrained mice as the animals engaged in two different behaviors, RF or GOL, on a treadmill in a linear environment (Figure 1B ; Danielson et al., 2016; Kaifosh et al., 2013; Lovett-Barron et al., 2014) . Mice were stereotactically injected with rAAV1/ 2(CaMKII-GCaMP6f) to express the GCaMP6f Ca 2+ indicator in CA1 PCs in the dorso-intermediate hippocampus, and implantation of a chronic window provided the optical access necessary for imaging (Movie S1, available online; Dombeck et al., 2010; Kaifosh et al., 2013; Lovett-Barron et al., 2014) . By coupling our image acquisition control to a piezoelectric crystal, we could rapidly toggle between z coordinates to near-simultaneously image both sublayers with a resonant scanner ( Figure 1A ).
In total, we imaged 1,052 unique deep and 3,222 unique superficial CA1 PCs longitudinally as the animals engaged in RF (n = 8 mice) and GOL (n = 6 mice) behaviors. Motion correction of Ca 2+ imaging movies was performed using the SIMA package see Experimental Procedures) . Segmentation and tracking of CA1 PC somata across multiple imaging sessions were performed in ImageJ and ROI Buddy ( Figure S1A ), and signal extraction was performed in SIMA. Significant Ca 2+ transients (p < 0.05; Figures 1C and S1B) were identified as previously described (Danielson et al., 2016; Dombeck et al., 2007; Lovett-Barron et al., 2014) .
Deep CA1 PCs Are a Highly Active Place Coding Population Consistent with previous work reporting sublayer-specific differences in activity (Mizuseki et al., 2011) , we found that deep cells were significantly more active than superficial ( Figure 1E ; Movie S2), as indicated by a higher frequency, larger amplitude, and longer duration of Ca 2+ transients ( Figure S2A ). These results held independently for both the RF and GOL tasks. In order to compare the degree of spatial tuning between the two populations, we first identified the place coding population within each sublayer according to two different criteria: spatial information (Skaggs et al., 1993) and tuning specificity (Danielson et al., 2016) . To calculate tuning specificity, we represented each Ca 2+ transient as a vector whose orientation indicated the mouse's position at the time of onset, and whose magnitude was inversely weighted by occupancy. The tuning vector was defined (F) Place cell fraction as determined by spatial information. A higher fraction of deep CA1 PCs are identified as spatially tuned (n = 14 mice, p < 0.001, paired t test). (G) Place cell fraction as determined by tuning specificity. A higher fraction of deep CA1 PCs are identified as spatially tuned using this definition as well (n = 14 mice, p < 0.001, paired t test). (H) Tuning specificity was modestly but consistently higher in superficial than deep CA1 PCs (n = 14 mice, p < 0.05, paired t test).
as the complex sum of transient vectors, and its magnitude and direction defined the tuning specificity and tuning direction, respectively (Danielson et al., 2016; Figure 1C; see Experimental Procedures) . A shuffle analysis ( Figure S1B ) allowed us to identify cells with significant spatial information and/or tuning specificity. Under both definitions, we found that the deep sublayer contained a significantly higher fraction of place cells ( Figures  1D, 1F, 1G , and S1C). The observed sublayer difference was consistent with previous work, but because two-photon imaging allows for the inclusion of silent cells, our unbiased estimates were slightly lower than previously reported (Mizuseki et al., 2011) . Again, these results held independently for the RF and GOL tasks.
While a higher proportion of deep than superficial CA1 PCs were identified as place cells, we found that deep cells fired transients more diffusely, resulting in a modest but consistent decrease in tuning specificity ( Figure 1H ). Deep CA1 PCs fired transients more consistently in their place fields lap to lap (higher sensitivity), though also more outside their place field (lower specificity) ( Figure S2B ). We did not detect any difference in place field width between the sublayers ( Figure S2B ). It is important to note that although the population means were not dramatically different for these metrics, the pairwise nature of our recordings allowed us to control for mouse-to-mouse variability and detect a consistent difference across the sublayers.
Superficial Place Maps Are More Stable than Deep
In addition to representing place, CA1 PCs incorporate nonspatial information to form a representation of environmental context. Hippocampal spatial representations undergo a variable degree of transformation (''remapping'') in response to contextual manipulation (Colgin et al., 2008; Karlsson and Frank, 2008; Knierim and Rao, 2003; Lee et al., 2015; Leutgeb et al., 2004 Leutgeb et al., , 2005 Muller and Kubie, 1987; Wilson and McNaughton, 1994) . In addition, recent work using electrophysiological and single-photon population imaging approaches has revealed that even in familiar environments, hippocampal place cell activity is dynamic over timescales ranging from minutes to weeks (Mankin et al., 2012 (Mankin et al., , 2015 Rubin et al., 2015; Ziv et al., 2013) . As these methods are not well suited to resolve the precise radial position of recorded cells, we sought to assess the remapping dynamics and longitudinal stability of the sublayers using twophoton imaging under head-fixed conditions (Figures 2 and S5). Mice were trained to perform an RF task, in which they ran on the treadmill for three randomly administered water reward per lap. Following training (see Experimental Procedures), mice underwent three 12 min imaging sessions separated by 60-90 min in distinct, novel, multisensory contexts A and B (Danielson et al., 2016; Figures 2A, 2B, S3A, and S4A) . These contexts shared the same treadmill belt but differed in the olfactory, auditory, visual, and tactile cues adhered to the belt. By exposing the animals to contexts A-B-B sequentially, we could compare the similarity of tuning in the A-B condition with that of the B-B condition. Each mouse underwent this protocol one to three times, yielding 16 fields of view (FOVs) across seven mice. One mouse with a particularly low place cell fraction (resulting in little overlap between place coding populations) was excluded from the analysis.
We first examined the population vector (PV) correlation (Figure 2C) between deep and superficial place maps in the novel (A-B) and null (B-B) conditions. PVs were constructed from the rate maps (see Experimental Procedures) of the unfiltered deep and superficial populations in each FOV. While place maps in both sublayers were more stable in the B-B condition than in A-B, the B-B stability of superficial maps exceeded that of deep, and the resulting D stability was therefore greater for superficial than for deep. In addition to this population-level analysis, we assessed the similarity of place fields on a per-cell basis by calculating the tuning curve correlation, defined as the 1D correlation between the occupancy-normalized transient rate maps in each session ( Figure 2D ). This additional analysis yielded similar results, with superficial cells displaying a higher mean correlation in B-B than deep, resulting in a greater D stability ( Figure 2D ).
To investigate whether the remapping we observed was due to place cells anchoring their firing fields to the cues on the belt, we examined the distribution of distances to cues on belt B among cells that were cue associated on belt A. We found only chance levels of anchoring to cues, indicating that the remapping we observed in the A-B condition was unlikely to be primarily cue driven ( Figure S4 ). We also found that the distributions of centroid shifts in the A-B condition were nearly uniform within FOVs (data not shown), indicating a global remapping rather than a coherent shift of the population.
In a separate cohort of animals (n = 5 mice), we examined whether the difference in stability we observed in the B-B condition extended to longer timescales over repeated exposures to the same context ( Figure S5A ). Following an identical training protocol, mice ran for water reward in context A or B (randomized across mice) once per day for 1 week. This allowed us to assess stability as a function of days elapsed. Again, superficial place maps were more stable than deep, and after nearly a week, deep cells exhibited only chance levels of stability (Figures S5B and S5C) . Put another way, deep cells remapped to a greater degree over time than superficial upon repeated exposure to an identical context.
Head-Fixed GOL
We next asked whether sublayer-specific spatial coding dynamics during RF extend to spatial GOL. To this end, we developed a GOL paradigm with a behavioral readout of task performance that could be implemented under head-fixed conditions. Drawing on previous freely moving GOL designs (Breese et al., 1989; Dupret et al., 2010; Hollup et al., 2001; Kobayashi et al., 2003) , we developed a task in which mice had to learn the location of a hidden 10 cm reward zone on the treadmill. During pre-training, reward zones were shuffled each lap, which had the effect of training the mice to run and lick simultaneously, as the animals had no way of predicting the reward (see Experimental Procedures). Because of differences in pre-training regimens, we did not perform the RF and GOL experiments on the same animals.
Following pre-training, the GOL mice (n = 6) were placed in a novel context, and a single, fixed, uncued 10 cm reward zone was defined. Over the course of three daily 10 min imaging sessions for 2-3 days, mice learned the position of the hidden reward zone (condition I). The reward zone was then moved to a new location (condition II), and the experiment was repeated ( Figure 3A) . Total licking and running were similar across days and sessions of the experiment ( Figures S3B and S3C) . By monitoring the spatial distribution of licks ( Figure 3B ), we could assess task performance. As they learned the task, the mice suppressed their licking outside the reward zone and developed an anticipatory lick signal prior to reward zone entry ( Figures 3C  and 3D ). This resulted in a progressive increase in the fraction of licks occurring in the reward zone, providing a measurable behavioral expression of learning ( Figure 3E ).
Modulation of Place Coding Dynamics during GOL
Because task-related demands and attentional state affect place field stability (Kentros et al., 2004; Markus et al., 1995) , we asked how CA1 PC stability during GOL compared with stability during RF (Figure 4) . For each sublayer, we compared session-to-session stability during the two behavioral states. We defined the : both sublayers were more stable in the B-B than A-B conditions (n = 7 mice; deep, p < 0.05; superficial, p < 0.01; onesample t test versus 0); the magnitude of the difference was higher in superficial than deep CA1 PCs (n = 7 mice, p < 0.05, paired t test).
task modulation for each sublayer as the difference in stability between RF and GOL. We found significant differences in the stability of place maps between RF and GOL for the deep, but not the superficial, sublayer. Both the PV correlation ( Figure 4A ) and the tuning curve correlation ( Figure 4C ) were significantly higher during GOL than during RF for deep cells. Superficial cells were similarly stable in both conditions. Given that FOV-level measures, in which single-cell measures are averaged across large populations, exhibited correlations well above 0.5 (Figures 2Ciii and 2Diii) , it is unlikely that ceiling effects would emerge at the mouse level in our GOL results, though it is difficult to eliminate this possibility with certainty.
In order to directly compare the magnitude of the task-related modulation of stability, we aggregated our stability measures by mouse and performed two separate shuffling analyses. In the first, we shuffled the superficial/deep cell identity within each experiment; in the second, the RF/GOL identities of the experiments were shuffled. Both shuffles for both metrics (Figures 4B and 4D) suggested that the magnitude of the task-related modulation from RF to GOL was greater for deep than for superficial CA1 PCs. This analysis suggests that the behavioral demands of the GOL task had a greater effect on the stability of deep than of superficial place maps.
Deep CA1 PCs Are More Strongly Modulated by the Reward Zone Given the behavioral significance of the reward zone, we next investigated how this region affected place coding in each sublayer ( Figure 5) . We compared the 24 hr stability of place fields near the reward zone with those away from it. As assessed by both the centroid shift and the tuning curve correlation, we found that deep place fields near the reward zone were significantly more stable than those away from it ( Figures 5A and 5B). Superficial cells did not exhibit this relationship, and a direct, paired comparison between the sublayers revealed that deep CA1 PCs were stabilized by the reward to a greater degree than superficial. Although the stability of deep cells was selectively modulated by the reward zone, the stability of deep goal cells was still comparable to that of an average superficial cell. We also found that place fields near the reward were significantly narrower than those away from it ( Figure 5C ). Both sublayers exhibited this relationship, but the effect was again more pronounced in the deep sublayer. These results indicate that the behavioral significance of the reward location more strongly modulated deep place coding, and it suggests that the plasticity of deep cells is more sensitive to the behavioral salience of a location.
Deep CA1 PCs Predict Performance on the GOL Task
We next sought to analyze the relationship between reward-zone representation and performance in our task and to characterize sublayer-specific dynamics. To this end, we calculated for each place cell the angle between its centroid and the reward zone ( Figure 6A ). This allowed us, for each recording session, to associate the mean distance to the goal in deep and superficial sublayers (D D and D S , respectively, in radians) with the animal's performance in that session (P, the fraction of licks occurring in the reward zone) ( Figure 6B ). While the mean distance to reward was significantly below the chance distance of p/2 for both sublayers at the end of learning, we did not detect a significant difference in the magnitude of goal-zone overrepresentation between the sublayers ( Figure 6C ). We also asked whether CA1 PCs firing near the reward in condition I also did so in condition II ( Figure 6D ). While there were some cells that fired near both reward locations, we also found cells that fired near only one of the rewards, so the trend was not significant. The work of Dupret et al. (2010) demonstrated that rewardzone representation was predictive of task performance during GOL. This led us to ask whether one sublayer preferentially contributed to this phenomenon, and to this end we compared the relationship between D (distance to reward) and P (performance) between the sublayers. We modeled the mouse's task performance P as a linear combination of D D , D S , and t (D D , mean distance to reward in the deep sublayer; D S , mean distance to reward in the superficial sublayer; t, day of the experiment). A simple regression analysis indicated highly significant relationships between D D and t with P, and no relationship Deep, but not superficial, CA1 PCs showed a significant increase in PV correlation in the GOL task as compared to RF (n = 7 RF mice, 6 GOL mice; deep, p < 0.05; superficial, p = 0.36; Mann-Whitney U test). Error bars indicate mean ± SEM across animals. A two-way ANOVA analysis is included in Table S1 . (B) The magnitude of the task modulation was compared across sublayers by performing two shuffling procedures: randomizing cell identity and randomizing task identity. Both comparisons suggested the magnitude of task modulation was greater for deep than for superficial cells (p < 0.001, p < 0.01). (C) The same analysis was performed with tuning curve correlation. Deep, but not superficial, CA1 PCs showed a significant increase in tuning curve correlation in the GOL task as compared to RF (n = 7 RF mice, 6 GOL mice; deep, p < 0.05; superficial, p = 0.11; Mann-Whitney U test). Error bars indicate mean ± SEM across animals. A two-way ANOVA analysis is included in Table S1 . (D) Both shuffles showed the magnitude of the task modulation was greater for deep than superficial (p < 0.01, p < 0.01).
between D S and P ( Figure S6 ). This analysis indicates that overrepresentation of the reward in the deep, but not the superficial, sublayer is significantly related to task performance. To complement this analysis, we assessed the significance of the difference in relationships between D and P (after all, that one sublayer is predictive and the other is not does not necessarily imply that one sublayer is more predictive of performance than the other). We therefore calculated the difference between the sublayers in the Pearson's correlation between D and P and estimated how likely it was that we would have obtained the observed difference by chance (see Experimental Procedures). The observed difference well exceeded the shuffle distribution. This modelindependent approach supports the differential relationship to performance suggested by the previous analysis ( Figure S6 ) and demonstrates that reward-zone representation in the deep sublayer is significantly more predictive of performance than reward representation in the superficial sublayer ( Figure 6F ).
DISCUSSION
By demonstrating cellular and population-level differences in activity between deep and superficial CA1 PCs, our work provides further insight into the functional architecture supporting spatial processing and learning in the hippocampus. We found that superficial maps were more stable than deep over multiple timescales, while deep place maps tended to remap over time. Deep place maps were preferentially stabilized during GOL, and representation of the reward zone by deep cells predicted task performance to a greater degree than superficial. These results extend our understanding of the functional organization of the hippocampus and provide a behavioral link to the superficial-deep subdivision in CA1. Broadly interpreted, these findings demonstrate that superficial CA1 PCs provide a more stable map of an environment, while their counterparts in the deep sublayer provide a more flexible representation that is shaped by learning about salient features in the environment.
The longitudinal and cellular-resolution access provided by two-photon imaging was critical in assessing differences between deep and superficial CA1 PCs during learning. Chronic imaging of CA1 PCs has been performed previously using single-photon imaging technology (Rubin et al., 2015; Ziv et al., 2013) , but our study is the first to track the activity of radial subpopulations of principal cells in the hippocampus over time, and importantly, it is the first to track CA1 PC activity as it evolves over the course of a multi-day spatial learning paradigm. Our findings extend our knowledge of the cellular dynamics underlying spatial GOL.
One possible explanation for the observed differences in stability between the sublayers is biased excitatory and inhibitory intrahippocampal afferent connectivity. Deep CA1 PCs are preferentially targeted by area CA2 (Kohara et al., 2014) , which was recently shown to exhibit similarly unstable coding of context and space (Kay et al., 2016; Lee et al., 2015; Lu et al., 2015; Mankin et al., 2015) . In addition, the work by Mizuseki et al. (2011) suggested deep CA1 PCs are more strongly driven by entorhinal input, and it is possible that cortical and subcortical (thalamic or (B) Day-to-day tuning curve correlation. As in (A), deep place fields near the reward were more stable than those away from it (n = 6 mice, p < 0.05, paired t test); this relationship was absent in the superficial sublayer (n = 6 mice, p = 0.51, paired t test). The direct comparison of the sublayers showed that deep cells were stabilized by the reward to a greater degree than superficial (n = 6 mice, p < 0.05, paired t test). (C) Place field width. In both sublayers, place fields were narrower near the reward than they were away from it (n = 6 mice; deep, p < 0.001; superficial, p < 0.05; paired t test). The magnitude of the effect was greater for deep than for superficial (n = 6 mice, p < 0.05, paired t test). neuromodulatory) inputs-which are known to be crucial for the stability and remapping of hippocampal representations (Brandon et al., 2014; Ito et al., 2015; Lu et al., 2013; Miao et al., 2015) -also contributed to the observed differences. In addition, it was recently shown that dendritic activity in CA1 PCs is an important determinant of place field stability (Sheffield and Dombeck, 2015) , and differences in compartment-specific inhibitory inputs (Lee et al., 2014; Valero et al., 2015) are well suited for the regulation of dendritic activity.
It is also possible that radial subpopulations of CA1 PCs respond differently to similar afferent inputs because of differences in intrinsic excitability or in the coupling of neurotransmitters to various channels or signaling pathways. For example, in addition to the lamina-specific distribution of calbindin and zinc (Slomianka et al., 2011) , a recent study has demonstrated transcriptional gradients in $70 genes along the radial axis (Cembrowski et al., 2016) , which could manifest in cell-intrinsic differences in protein expression and electrophysiological Figure 4B , licking distributions from the two experiments corresponding to (A). (C) Mean distance of each place cell centroid to the reward on first and last days of the experiment. On the last day, the mean distance to reward was significantly different from the chance level of p/2 for both sublayers (dashed line; n = 6 mice; one sample t test; deep, p < 0.001; superficial, p < 0.05), but was not significantly different between sublayers (n = 6 mice, p = 0.95, paired t test). Error bars indicate mean ± SEM across animals. properties. Consistent with this notion, studies have demonstrated significant electrophysiological differences along the radial axis. Superficial CA1 PCs exhibit more depolarized resting membrane potentials and larger h-current-mediated sag potentials in response to hyperpolarizing current pulses (Jarsky et al., 2008 , Lee et al., 2014 . Moreover, as recently reported (Maroso et al., 2016) , superficial, but not deep, CA1 PCs exhibit a cannabinoid type-1 receptor (CB1R)-mediated regulation of h-currents.
In order to assess how the sublayers respond to a change in task demands and associated attentional state, we developed a novel head-fixed GOL task that allowed us to monitor subpopulation dynamics over the course of a multi-day learning paradigm. In freely moving animals, it has been reported that the attentional demands of a task strongly affect the selectivity and stability of place maps (Kentros et al., 2004; Markus et al., 1995) . Our results confirm these findings and expand on them by showing that the magnitude of the effect was greater among deep CA1 PCs. Interestingly, the stability of deep place cells was strongly influenced by the reward zone. As the hippocampus receives neuromodulatory inputs related to both the behavioral state of the animal and the reward, it is possible that a differential response to these inputs, such as acetylcholine (Hasselmo, 2006; Brandon et al., 2014) or dopamine (Kentros et al., 2004; McNamara et al., 2014) , may underlie the sublayer-specific modulation observed here. That the enhanced overall stability of deep CA1 PCs during GOL was not entirely attributable to goal-zone cells suggests the involvement of both attentionand reward-related neuromodulation (Atherton et al., 2015) .
It is also possible that the deep versus superficial subdivision is a reflection of dual input streams. A number of prominent functional dissociations have been established between the medial (MEC) and lateral (LEC) entorhinal cortices, providing dual processing streams into the hippocampus (Knierim et al., 2006) . In particular, the MEC is proposed to be primarily involved in path integration based on global frames of reference, while the LEC is proposed to primarily process information related to individual items and locations based on a local frame of reference (Hargreaves et al., 2005; Knierim et al., 2013; Neunuebel et al., 2013) . Importantly, these differences are mirrored by a gradient in place coding properties along the proximo-distal axis of hippocampal area CA1 (Henriksen et al., 2010) . While the exact pattern of afferent connectivity of radial CA1 PC subpopulations with MEC and LEC remains to be determined, it is tempting to speculate that similar to the transverse axis, radial subpopulations might also be differently innervated by the MEC and LEC. In this framework, our data would be consistent with a preferential innervation of superficial CA1 PCs by LEC, which may explain the increased stability of superficial place maps in our experiments, where proximal cues and landmarks are more relevant. Future experimental and theoretical work will help to delineate how these differences in neural response patterns emerge from differences in cellular properties or connectivity along the radial axis and how the functional dissociation along the radial axis interacts with other parallel information streams in the hippocampus (Knierim et al., 2006) .
The remapping we observed during our GOL task is in line with previous reports of goal-zone overrepresentation (Breese et al., 1989; Dupret et al., 2010; Hollup et al., 2001; Kobayashi et al., 1997) . While superficial place fields throughout the belt were similarly stable, deep cells near the reward were significantly more stable than those away from it. This may indicate that the plasticity of deep place fields is at least partly determined by the behavioral salience of a location. Importantly, populationlevel reward representation in the deep sublayer was significantly more predictive of task performance than reward representation in the superficial sublayer. These results thus recapitulate the work of Dupret et al. (2010) and suggest that the observed effect is predominantly attributable to activity in the deep sublayer. Dupret et al. also found that reactivation of goal-related assembly patterns during sharp wave ripples (SPW-Rs) predicted memory performance. Recent extracellular (Stark et al., 2014) and intracellular (Valero et al., 2015) in vivo electrophysiological recordings demonstrated that superficial CA1 PCs preferentially participate in SPW-Rs in both anesthetized and awake conditions. As these experiments were not performed during learning, it is possible that recruitment of deep cells into goal-related assemblies during SPW-Rs may be preferentially enhanced during learning, and deep cells may therefore provide a plastic substrate for the neuronal representation of new spatial memories related to remembered goals or specific routes (Dupret et al., 2010; Pfeiffer and Foster, 2013; Singer and Frank, 2009) .
In analyzing the relationship between remapping and performance on the GOL task, we considered aggregate population level statistics, rather than focusing on the activity of individual cells, to compare the sublayers. It is possible that a small subset of cells drove the observed differences, and our data do not rule out this interpretation. Future experiments performing repeated manipulation of the reward position should be performed to more reliably assess the possible existence of a dedicated reward prediction-signaling population. Relatedly, it has recently been demonstrated that information is selectively routed to downstream targets via projection-specific subpopulations of CA1 PCs in the ventral hippocampus (Ciocchi et al., 2015) . Variability in efferent connectivity has been described between the sublayers (Insausti and Muñ oz, 2001; Lee et al., 2014; McGeorge and Faull, 1989) , and sublayer-specific signaling to distinct downstream targets could be related to the differential relationship with performance we observed. Analyzing the relationship between task performance and place coding in projectiondefined subpopulations should be an area of future investigation.
This study expands our understanding of the network dynamics underlying spatial GOL, and it assigns behavioral relevance to the superficial-deep subdivision in area CA1. Previous studies have described sublayer-specific differences in gene expression, neurochemical content, connectivity, and spike dynamics. By tracking sublayer activity over the course of a multiday learning paradigm, our study extends these previous findings to include differences in place map stability and in dynamics during spatial reward learning. While further theoretical studies of hippocampal mnemonic function may help to understand the computational consequences of functional segregation among CA1 PCs, it is worth considering that the radial subdivision may provide a means through which the hippocampus can simultaneously provide both a stable map of the animal's environment and behaviorally relevant task-related information. A more refined understanding of the functional organization of the hippocampus at its final output node will provide valuable insights into the fundamental mechanisms supporting diverse mnemonic demands.
EXPERIMENTAL PROCEDURES
See Supplemental Information for complete Experimental Procedures.
Mice and Viruses
All experiments were conducted in accordance with the NIH guidelines and with the approval of the Columbia University Institutional Animal Care and Use Committee. Experiments were performed with adult male and female wild-type mice on a C57/Bl6 background (Jackson Laboratory). Recombinant adeno-associated virus (rAAV) expressing GCaMP6f under the CaMKII promoter, rAAV1/2(CaMKII-GCaMP6f), was used for broad expression of GCaMP6f.
Viral Injection and Hippocampal Window/Headpost Implant Viral delivery to hippocampal area CA1 was performed via stereotactic viral injection with a Nanoject syringe, as previously described (Kaifosh et al., 2013 . Mice were surgically implanted with an imaging window (diameter, 3.0 mm; height, 1.5 mm) over the left dorso-intermediate hippocampus and with a stainless-steel headpost for head fixation during imaging. Imaging cannulas were constructed by adhering (Narland optical adhesive) a 3-mm glass coverslip (64-0720, Warner) to a cylindrical steel cannula. We used the same headpost as in previous publications, and the surgical procedure was performed as described previously (Kaifosh et al., 2013 .
In Vivo Two-Photon Imaging All imaging was conducted using a two-photon 8 kHz resonant scanner (Bruker). A piezoelectric crystal was coupled to the objective (Nikon 403 NIR water immersion, 0.8 NA, 3.5 mm working distance), allowing for rapid displacement of the imaging plane in the z dimension. For excitation, we used a 920 nm laser (50-100 mW, Coherent). Red (tdTomato) and green (GCaMP6f) channels were separated by an emission cube set (green, HQ525/70 m-2p; red, HQ607/45 m-2p; 575dcxr, Chroma Technology), and fluorescence signals were collected with photomultiplier tubes (green GCaMP fluorescence, GaAsP PMT, Hamamatsu Model 7422P-40; red tdTomato fluorescence, multi-alkali PMT, Hamamatsu R3896). A custom dual stage preamp (1.4 3 105 dB, Bruker) was used to amplify signals prior to digitization. All experiments were performed at 23 digital zoom, covering 150 mm 3 150 mm in each imaging plane. For paired recordings of deep and superficial CA1 PCs, images were acquired at 7 Hz with 512 3 512 pixels per plane. Planes were separated by 25 mm.
Contexts
Similar to our previous work, each context (A and B) consisted of the same treadmill belt (three joined fabric ribbons), but was distinct in its visual, auditory, tactile, and olfactory stimuli ( Figure 2B ; Danielson et al., 2016; Lovett-Barron et al., 2014) . To allow for comparison of deep and superficial CA1 PC activity between similar contexts, the belts were made of the same three fabrics in the same order, but the locations of the six tactile cues (1, silver glitter masking tape; 2, green pom poms; 3, velcro; 4, glue gun spikes; 5, pink foam strips; 6, jewels) were shuffled between the two belts.
Ca
2+ Data Processing
Motion Correction All imaging data were analyzed using the SIMA software package . Motion correction was performed using a modified 2D Hidden Markov Model (Dombeck et al., 2007; Kaifosh et al., 2013) , in which the model was re-initialized each plane in order to account for the 40 ms settling time of the piezo (see Supplemental Experimental Procedures), resulting in discontinuous displacements across planes. This modified algorithm has been made freely available in version 1.3 of the SIMA package. In cases where motion artifacts were not adequately corrected, the affected data were discarded from further analysis.
Segmentation of CA1 PC Somata
For each field of view, segmentation was performed manually in ImageJ (https://imagej.nih.gov/ij/) by conservatively outlining putative CA1 PC somata in each plane of the time-averaged images of motion-corrected movies. This was performed for one imaging session of each FOV, and the resulting polygons were imported into SIMA and automatically warped to the remaining imaging sessions ( Figure S1A ) using the SIMA project's ROI Buddy graphical user interface .
Signal Extraction
Dynamic GCaMP6f fluorescence signals were extracted using SIMA according to the previously described formulation . We computed the relative fluorescence changes (DF/F) as described (Jia et al., 2011) , with uniform smoothing window t 1 = 3 s and baseline size t 2 = 60 s. We detected statistically significant Ca 2+ transients as described previously (Dombeck et al., 2007; Lovett-Barron et al., 2014) .
Identification of Spatially Tuned Cells
In order to identify spatially tuned cells ( Figure S1B ), we implemented two approaches: one based on tuning specificity and one based on spatial information. We restricted our analysis to running epochs at least 1 s in duration and with a minimum peak speed of 5 cm/s. Consecutive epochs separated by <0.5 s were merged. Running-related transients were defined as those that were initiated during a running-related epoch. Transient start was defined as the first imaging frame with mean fluorescence R2s, with s equal to the SD of the baseline frames. Offset was defined as the first frame with mean fluorescence %0.5s (Dombeck et al., 2007) . The complete implementations of the tuning specificity and spatial information analyses are included in the Supplemental Experimental Procedures.
Remapping Analysis
In order to compute the similarity between spatial maps in different sessions, we computed three metrics throughout the manuscript: PV correlation, centroid shift, and tuning curve correlation. In the PV correlation analysis, all cells were included. In the centroid shift analysis, a cell needed to be identified as a place cell on the basis of its tuning specificity in both sessions of the comparison. Similarly, for a cell to be included in the tuning curve correlation analysis, it needed to be identified as a place cell on the basis of its spatial information in both sessions of the comparison. We chose this approach because the centroid shift metric is most appropriately applied to singly peaked tuning profiles, and the tuning-specificity place cell criterion selects for such cells. The specific implementations of the three remapping metrics are provided in the Supplemental Experimental Procedures.
Statistics
All statistical tests are described in the corresponding figure legends. All comparisons were two sided, and all data were aggregated by mouse except where indicated. A paired two-sample t test was performed wherever possible to compare population means across animals, and the non-parametric MannWhitney U test was used otherwise. ANOVA was used to compare behavior across sessions and days of the experiment. Null distributions were generated as described in the Supplemental Experimental Procedures. 
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