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Single-shot error correction corrects data noise using only a single round of noisy measurements on the data
qubits, removing the need for intensive measurement repetition. We introduce a general concept of confinement
for quantum codes, which roughly stipulates qubit errors cannot grow without triggering more measurement
syndromes. We prove confinement is sufficient for single-shot decoding of adversarial errors. Further to this,
we prove that all three-dimensional homological product codes exhibit confinement in their X-components and
are therefore single-shot for adversarial phase-flip noise. For stochastic phase-flip noise, we numerically explore
these codes and again find evidence of single-shot protection. Our Monte-Carlo simulations indicate sustainable
thresholds of 3.08(4)% and 2.90(2)% for 3D surface and toric codes respectively, the highest observed single-
shot thresholds to date. To demonstrate single-shot error correction beyond the class of topological codes, we
also run simulations on a randomly constructed 3D homological product code.
I. INTRODUCTION
Quantum error correction encodes logical quantum infor-
mation into a codespace [1]. Given perfect measurement of
the codespace stabilisers we obtain the syndrome of any er-
ror present. A suitable decoding algorithm can determine a
recovery operation that returns the system to the codespace.
Either this recovery is a perfect success, or a failure resulting
in a high weight logical error. However, in real quantum sys-
tems the measurements are not perfect and this simple story
becomes more involved. The three main strategies for tack-
ling noisy measurements are: repeated measurements on the
code [2, 3]; performing measurement driven error-correction
on a cluster state [4–9]; or using a single-shot code and de-
coder [10]. Focusing on the last strategy, the single-shot ap-
proach has the advantage of no additional time cost or cluster-
state generation cost and provides a resilience against time-
correlated noise [11]. In single-shot error correction, some
residual error persists after each round of error correction, but
this residual error is kept small and does not rapidly accumu-
late. However, only a special class of codes support single-
shot error correction, but exactly which codes and why is not
yet fully understood.
Bombı´n coined the phrase single-shot error correction and
remarked that it “is related to self-correction and confine-
ment phenomena in the corresponding quantum Hamiltonian
model.” [10]. He defined confinement for subsystem codes,
and showed that it is sufficient for single-shot error correc-
tion with a limited class of subsystem codes. In particu-
lar, he proved that the 3D gauge color code supports single-
shot error correction, though it is unknown whether the corre-
sponding Hamiltonian exhibits self-correction. Later single-
shot error correction was numerically observed in a vari-
ety of higher dimensional topological codes, including: the
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3D gauge color code [12], 4D surface codes [13] and their
hyperbolic cousins [14], and 3D surface codes with phase
noise [15–17]. Campbell established a general set of suffi-
cient conditions, encapsulated by a code property called good
soundness, that ensured adversarial noise [18] could be sup-
pressed using a single-shot decoder. While Campbell’s suf-
ficiency conditions explained single-shot error correction in
a wide range of codes, around the same time it was shown
that quantum expander codes [19–21] supported single-shot
error correction [22]. However, quantum expander codes lack
the soundness property so neither Bombı´n’s notion of confine-
ment or Campbell’s notion of soundness is sufficient to en-
compass all known examples of single-shot error correction.
We can use different classical algorithms to decode a given
quantum code, and this choice will affect the utility of the
code. Different decoders have various time complexities and
error tolerances, which affects the resources required by a
quantum computer based on the code [23–25]. Thus far,
single-shot decoders come in two flavours. The first are two-
stage decoders [12, 13], where: stage 1 decoding repairs the
noisy syndrome using redundancy in the parity check mea-
surements; stage 2 decoding solves the corrected syndrome
problem. The second flavour of decoders compute a correc-
tion from the noisy syndrome without attempting to repair it.
Most examples of such decoders are local decoders, meaning
that the whole correction is made up of corrections computed
in small local regions of the code using syndrome information
in the immediate neighbourhood [14–17, 21, 26, 27]. How-
ever, there are some examples of non-local decoders such as
belief propagation (BP) being used for single-shot error cor-
rection without syndrome repair [14, 27]. A natural question
to ask is: what is the optimal decoding strategy for single-shot
codes? Even in the simple case of the 3D toric code this is not
well-understood.
The remainder of this article is structured as follows. In
Section II, we give a summary of our results. In Section III,
we detail the construction of 3D product codes. In Section IV,
we formally state our results on confinement and single-shot
decoding in the adversarial noise setting. In Section V, we
detail our numerical simulations and analyse their results. Fi-
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2nally, in Section VI, we discuss future research directions that
flow from this work.
II. SUMMARY OF RESULTS
In this article, we investigate single-shot error correction
of the class of 3D homological product codes [19, 28, 29],
which we call 3D product codes. We review the construction
of these codes in Section III, and show that the 3D surface
and toric codes are particular instances of this more general
class of codes in Appendix A. In Section IV, we introduce a
general notion of confinement, which roughly stipulates that
low-weight qubit errors will result in low-weight syndromes.
We formalize the notion of a code family having good con-
finement, which we prove is a sufficient condition for single-
shot decoding in the adversarial noise setting. We prove that
all 3D product codes have confinement for phase-flip errors,
and therefore have single-shot error correction for adversar-
ial phase-flip noise. Furthermore, we expect these codes to
have single-shot error correction for locally stochastic phase-
flip noise as well. In fact, our definition of confinement gen-
eralises the definition proposed by Bombı´n [10] for the gauge
color code and the notion of robustness for expander codes
[20]; since both class of codes are proven to have a single-
shot threshold for stochastic noise [10, 22] we conjecture that
low density parity check (LDPC) codes with good confine-
ment have a threshold too. We investigate this case numeri-
cally.
In the single-shot setting, the code always has some resid-
ual error present and the error correction procedure introduces
noise correlations in subsequent rounds of single-shot error
correction. How then do we assess success or failure? The
concept of the sustainable threshold was proposed by Brown,
Nickerson and Browne [12] as a metric for single-shot codes
and decoders. We use pth(N) to denote the threshold of a
code-decoder family givenN cycles of qubit noise, noisy syn-
drome extraction and single-shot decoding, with the N th cy-
cle followed by a single round of noiseless syndrome extrac-
tion and decoding. The final round ensures that we can return
the system to the codespace and assess success by the absence
of a logical error. We define the sustainable threshold of the
code-decoder family to be
psus = lim
N→∞
pth(N). (1)
Numerically, this is estimated by plotting pth(N) against N
and fitting to the following ansatz,
pth(N) = psus[1− (1− pth(0)/psus)e−γN ]. (2)
We numerically estimate the sustainable error thresholds
of 3D toric and surface codes for two different two-stage
decoders. We surpass all previous single-shot error thresh-
olds for these code families, and we also obtain the high-
est code-capacity noise (no measurement error) threshold; see
Table I. For our single-shot simulations, we use an indepen-
dent and identically distributed (iid) noise model where each
qubit experiences a phase-flip error with probability p, and
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FIG. 1. Numerical estimate of the sustainable threshold of the 3D
surface code for a two-stage decoder where we repair the syndrome
using MWPM, and solve the corrected syndrome problem using BP-
OSD. We plot the error threshold pth(N) for different numbers of
cycles, N . Using the ansatz in Eq. (2), we estimate the sustainable
threshold to be psus = 0.0308(4) with γ = 3.23. The inset shows
a plot of the logical error rate, pfail, against the phase-flip and mea-
surement error rate, p, for N = 8. The error threshold pth(8) is the
point at which the curves intersect (L is the code distance).
each stabiliser measurement outcome is flipped with probabil-
ity q = p. We investigate two decoding strategies: one where
we use minimum-weight perfect matching (MWPM) for stage
1 decoding and belief propagation with ordered statistics de-
coding (BP+OSD) for stage 2 decoding and another where we
use BP+OSD for both decoding stages. Figure 1 shows the
3D surface code sustainable threshold fit, using the MWPM
& BP+OSD decoding strategy. We find a comparable sustain-
able threshold for the 3D surface code using BP+OSD for both
decoding stages, as shown in Table II. We achieve very similar
performance for the 3D toric code, although there is a subtlety
present in stage 1 decoding that is not present in the 3D sur-
face code case; see Section V C. For both code families, we
provide evidence that the performance of stage 1 decoding is
the bottleneck of the full decoding procedure, and we achieve
near-optimal performance within this constraint.
Decoder q = 0 q = p
Erasure Mapping [30] 12.2% N/A
Toom’s Rule [15] 14.5% N/A
Sweep* [17] 15.5% 1.7%
Renormalization Group [13] 17.2% 7.3(1)%
Neural Network [31] 17.5% 7.1(3)%
MWPM + BP/OSD* 21.55(1)% 2.90(2)%
Optimal [32–36] 23.180(4)% 11.0%
TABLE I. Comparison of the error thresholds of toric code decoders
against phase-flip noise with (q = p) and without (q = 0) mea-
surement errors. Starred entries are single-shot decoders. Unstarred
entries use the whole syndrome history. Text in bold highlights our
results.
3Code MWPM & BP+OSD BP+OSD x2
Surface 3.08(4)% 2.90(1)%
Toric 2.90(2)% 2.78(2)%
TABLE II. Sustainable thresholds for 3D toric and surface codes for
different single-shot decoding strategies. For each entry in the ta-
ble, we did an analogous simulation to that described in Fig. 1. The
numbers in brackets are the standard errors.
The advantage of using BP+OSD for stage 1 decoding is
that, unlike MWPM, this decoder does not rely on the spe-
cial structure of the loop-like syndrome present in 3D toric
and surface codes. Therefore, we anticipate that one can
use BP+OSD for single-shot decoding of general 3D prod-
uct codes. We numerically test this prediction by decoding
a family of non-topological 3D product codes using BP+OSD
for both decoding stages, achieving sustainable thresholds that
are comparable to those of the 3D toric and surface codes.
This provides evidence that BP+OSD can be used as a generic
two-stage decoder for single-shot LDPC 3D product codes.
III. CODE CONSTRUCTION
A stabiliser code encoding k logical qubits into n physical
qubits can be described by its stabiliser group S and a syn-
drome map σ(·). The stabiliser group S is an Abelian sub-
group of the Pauli group Pn on n qubits which does not con-
tain −1 and has dimension n − k. The syndrome map is not
unique: any generating set of the group S defines a valid syn-
drome map for the code. If {S1, . . . , Sm} is one of such gen-
erating sets, the associate function σ(·) maps a qubit operator
P ∈ Pn into the binary vector (s1, . . . , sm)T ∈ Fm2 , where
si = 1 if Si anti-commutes with P and 0 otherwise. Impor-
tantly, σ(·) is linear, meaning that σ(P · Q) = σ(P ) + σ(Q)
over Fm2 . Moreover, because any Pauli operator can be fac-
torised as the product of an X and a Z-operator PX and
PZ , we can identify any P ∈ Pn with a binary vector
v = (vX , vZ)
T in F2n2 , where the ith entry of vX/vZ is 1
if and only if PX/PZ acts non-trivially on the ith qubit. This
identification is a group homomorphism (i.e. multiplication
of Pauli operators corresponds to the sum of their vector rep-
resentation in F2n2 ) and since σ(·) is linear, syndrome mea-
surement can be simulated via a matrix-vector product:
σ : F2n2 −→ Fm2(
vX
vZ
)
7→ H
(
vX
vZ
)
where the vector (vX , vZ)T ∈ F2n2 represents a Pauli error on
the physical qubits. Following the nomenclature from classi-
cal coding theory, we refer to syndrome matrix H as parity
check matrix and we say that a code is LDPC when its parity
check is low density.
The weight |·| of a Pauli operator P ∈ Pn is the number
of qubits on which its action is different from the identity. A
stabiliser code is said to be distance d if d is the minimum
weight of a Pauli operator not in S that has trivial syndrome.
We will refer to a code of length n, dimension k and distance
d as a [[n, k, d]] code.
A stabiliser code is a CSS code if its stabiliser group can
be generated by the disjoint union of a set of X-operators and
a set of Z-operators. In this case, its parity check is a block
matrix:
H =
(
0 HX
HZ 0
)
(3)
where HX has size mx × n and HZ has size mz × n if
the generating set of X-stabilisers/Z-stabilisers has cardinal-
ity mx/mz . Eq. (3) entails that syndrome extraction can be
performed separately for the X-component and for the Z-
component. In fact, if a Pauli operator has vector represen-
tation (vX , vZ)T = (vX , 0)T + (0, vZ)T ∈ F2n2 , then for its
syndrome holds:
H
(
vX
vZ
)
= H
(
vX
0
)
+H
(
0
vZ
)
=
(
0
HZvX
)
+
(
HXvZ
0
)
=
(
0
sZ
)
+
(
sX
0
)
where sZ ∈ Fmz2 and sX ∈ Fmx2 . In other words, it is possi-
ble to truncate these vectors without loosing information and
deal with X and Z operators separately. For this reason, we
say that a CSS code is provided with two syndrome maps
which correspond to the two blocks/matrices HX and HZ re-
spectively. Accordingly, a CSS code will have a Z-distance
and a X-distance and can be compactly be refereed to as a
[[n, k, dx, dz]] code.
To our purpose, it is handy to describe CSS codes in terms
of chain complexes. A chain complex of length ` is a collec-
tion of vector spaces C0, . . . , C` and linear maps δi : Ci →
Ci+1 with the only constraint
δi+1δi = 0, (4)
for i = 0, . . . , `− 1. If HX and HZ are mx × n and mz × n
binary matrices as in Eq. (3), then the chain complex:
Fmz2
HTZ−−→ Fn2 HX−−→ Fmx2 (5)
is well defined. In fact, the commutative condition on the
stabilisers of the code entails that the X-generators and the
Z-generators of the code have even overlap, such that they
are orthogonal when seen as binary vectors. In other words,
HX · HTZ = 0 is equivalent to the defining property of the
chain complexes (see Eq. (4)). In general, we can associate a
CSS code to any chain complex {Ci, δi} of length at least 3
by equating HTZ = δi and HX = δi+1 for some index i. In
the chain complex language, we say that the code has length
dimCi+1 and the dimension of the (i+1)-th homology group
Hi+1 = ker δi+1/ Im δi. Equivalently, the dimension of the
code is the dimension of the (i + 1)-th cohomology group
H∗i+1 = ker δTi / Im δTi+1. The X and Z distances are given
4respectively by the minimum weight of any non-zero vector
inH∗i+1 andHi+1.
Here, we study some decoding properties of 3D product
codes. By this nomenclature we refer to the CSS codes ob-
tained by the homological product of three length-1 chain
complexes as described in [37]. Given three classical linear
codes with parity check matrices δA, δB and δC we can build
a 3D quantum code as follows. If δ` is a binary matrix of
size m` × n`, it defines a linear map δ` : C0` → C1` , where
C0` , C
1
` are vector spaces over F2 of dimension n` and m` re-
spectively; in other words, each linear map defines a length-1
chain complex. Their product is the length-3 chain complex C
given by:
C1A ⊗ C1B ⊗ C1C
C1A ⊗ C1B ⊗ C0C C1A ⊗ C0B ⊗ C1C C0A ⊗ C1B ⊗ C1C
C1A ⊗ C0B ⊗ C0C C0A ⊗ C1B ⊗ C0C C0A ⊗ C0B ⊗ C1C
C0A ⊗ C0B ⊗ C0C
C3
C2
C1
C0
δ2
δ1
δ0
where:
δ0 =

δA ⊗ 1⊗ 1
1⊗ δB ⊗ 1
1⊗ 1⊗ δC
 ,
δ1 =

1⊗ δB ⊗ 1 δA ⊗ 1⊗ 1 0
1⊗ 1⊗ δC 0 δA ⊗ 1⊗ 1
0 1⊗ 1⊗ δC 1⊗ δB ⊗ 1
 ,
δ2 =
(
1⊗ 1⊗ δC 1⊗ δB ⊗ 1 δA ⊗ 1⊗ 1
)
.
Here, the symbol ⊗ represents the tensor product. Given two
vector spaces A and B over a field F, their tensor product is
the vector space A⊗B generated by the formal sums∑ a⊗ b
where a ∈ A and b ∈ B and the operator ⊗ is bilinear, i.e. for
any a1, a2, b1b2 in A and B respectively, it holds that
(a1 + a2)⊗ b1 = a1 ⊗ b1 + a2 ⊗ b1,
a1 ⊗ (b1 + b2) = a1 ⊗ b1 + a⊗ b2.
The horizontal stacking of spaces, instead, represents their di-
rect sum.
It is easy to verify that condition (4) is verified for i =
1, . . . , 3 and therefore the chain complex C is well defined.
As explained above, we define a CSS code on C by equating
HZ = δ
T
0 , HX = δ1.
We refer to the matrix M = δ2 as the metacheck matrix
for the X-stabilisers. Condition (4) entails MHX = 0 and
as a consequence we can think of the matrix M as a parity
check matrix on the X syndromes: any valid X-syndrome
satisfies the constraints defined by M . Suppose that the clas-
sical linear code with parity check matrix δ` has parameters
[n`, k`, δ`] and the code with parity check matrix δT` has pa-
rameters [nT` , k
T
` , d
T
` ], where, by convention, the the distance
of a code with dimension 0 is∞. Then, as showed in [37], C
is associated with an [[n, k, dx, dz]] code where
n = nTa nbnc + nan
T
b nc + nanbn
T
c
k = kTa kbkc + kak
T
b kc + kakbk
T
c
dx = min{dbdc, dadc, dadb}
dz = min{dTa , dTb , dTc }
We define the single-shot distance dss [18] of the chain
complex C as the minimum weight of a vector in C2 that satis-
fies all the constraints given by δ2 (i.e. it belongs to the kernel
of δ2) but is not a validX-syndrome (i.e. it does not belong to
the image of δ1). In other words, dss is the minimum weight
of a vector in the second homology groupH2 = ker δ2/ Im δ1
of the chain complex C and following [37] it is easy to verify
that dss = min{da, db, dc}.
It is important to note that, if the matrices δ` are LDPC,
then the quantum code is LDPC too. In fact, if δ` has column
(row) of weight bounded by c` (r`), then δi has column and
row weight bounded by ci and ri respectively where:
i. c0 ≤ ca + cb + cc and r0 ≤ max{ra, rb, rc};
ii. c1 ≤ max{ca + cb, ca + cc, cb + cc}
and
r1 ≤ max{ra + rb, ra + rc, rb + rc};
iii. c2 ≤ max{ca, cb, cc} and r2 ≤ ra + rb + rc.
A. On geometric locality
Apart from preserving the LDPC properties of the seed ma-
trices δA, δB and δC , the 3D homological product allows for
the construction of codes with local interactions when qubits
are placed on a 3D cubic lattice. We defer to App. A for a
thorough discussion on this subject but here present a sum-
mary.
As explained above, qubits of a 3D product code associ-
ated to the chain complex C are in bijection with basis el-
ements of the space C1; since C1 is the direct sum of the
three vector spaces C1A ⊗ C0B ⊗ C0C , C0A ⊗ C1B ⊗ C0C and
C0A ⊗ C0B ⊗ C1C we introduce three different type of qubits:
transverse, vertical and horizontal. Qubit types naturally cor-
respond to the three different orientation of edges on the cu-
bic lattice, namely edges parallel to each of the three crystal
planes. Referring to this particular display of qubits, the sta-
bilisers of the code defined by C have support as follows:
1. X-stabilisers have support on a 2D cross of qubits of
two types out of three, contained in one of the three
crystal planes; the crossing is defined by a square face
of a cube (see Fig. 5c);
52. Z-stabilisers have support on a 3D cross of qubits, with
crossing defined by a vertex of a cube (see Fig. 5d).
The cubic lattice considered can present some irregularities:
in general it is a cubic lattice with some missing edges (see
App. A). Nonetheless, square faces and vertices are uniquely
defined and they correspond to a stabiliser every time they
contain at least one edge. More specifically, a square face
identifies two perpendicular lines of edges/qubits on a plane
(i.e. the edges parallel to the boundary of the square face it-
self): the correspondingX-stabiliser has support contained on
those lines of qubits. Similarly, a vertex identifies three per-
pendicular lines of qubits and the corresponding Z-stabiliser
has support there contained. This ‘cross shape’ of the stabilis-
ers’ support, combined with some locality properties of the
seed matrices, allows us to show (Prop. 1 in App. A 1) that
3D product codes are local on a 3D cubic lattice. Here, by
locality, we mean:
1. any X-stabiliser generator has weight at most 2ρ with
support contained in a 2D box of size ρ× ρ,
2. any Z-stabiliser generator has weight at most 3ρ with
support contained in a 3D box of size ρ× ρ× ρ,
for some positive integer ρ.
Interestingly, an explicit construction of the 3D toric and
surface codes as 3D product codes follows easily as a corol-
lary of our locality proof. We here report how to build the
toric and the surface code as 3D product codes and we defer
to App. A for further details.
The 3D toric code is the 3D product code obtained by
choosing δA = δB = δC = δ as seed matrices, where δ is
the parity check matrix of the repetition code. For instance,
the 3D toric code with linear lattice size L = 3 is given by
δ =
1 1 00 1 1
1 0 1
 .
In general, the 3D toric code of lattice size L, has parameters
[[3L3, 3, L2, L]],
and single-shot distance dss = L.
The 3D surface code is obtained from this construction by
choosing, for linear lattice size L = 3,
δA = δB =
(
1 1 0
0 1 1
)
and
δC =
(
1 1 0
0 1 1
)T
Therefore, for lattice size L, it has parameters
[[2L(L− 1)2 + L3, 1, L2, L]],
and single-shot distance dss =∞.
Further details can be found in App. A.
B. Non-topological codes
The 3D product code construction can be used to obtain
non-topological codes with non-local interactions. Table III
shows the parameters for a class of non-topological codes
based on classical LDPC codes. The specific advantage of
non-topological codes is that it is possible to construct code
families where the number logical qubits increases with code
size. This is in contrast to 3D toric and surface codes, where
the number of logical qubits is fixed for all values of the code
distance.
δA δB δC HGP(δA, δB , δC)
[16, 4, 6] [6, 1, 6] [6, 0,∞] [[1336, 4, 6]]
[20, 5, 8] [8, 1, 8] [8, 0,∞] [[3100, 5, 8]]
[24, 6, 10] [10, 1, 10] [10, 0,∞] [[5964, 6, 10]]
TABLE III. A family of 3D product codes. The base codes
{δA, δB , δC} are set as follows: δA is a parity check matrix of an
[n, k, d] (3, 4)-LDPC code; δB is a [L, 1, L] repetition code; δC is
the transpose of a [L, 1, L] repetition code. The code distance is set
to∞ for codes of dimension 0.
IV. FORMAL STATEMENTS
In this Section, we introduce the definition of confinement
for a stabiliser code and exhibit a theoretical two-stage de-
coder, the Ball decoder, which we prove to be single-shot in
the adversarial setting for confined codes.
The concept of confinement is closely related to soundness
[18] but it is weaker and so able to encompass more fami-
lies of codes, such as the expander codes [19–21] which are
confined but not sound. Roughly speaking, a code has good
confinement if small qubit errors produce small measurement
syndromes; this differs from good soundness which entails
that small syndromes can be produced by small errors.
The Ball decoder differs from previous single-shot two
stage decoders (e.g. the MW single-shot decoder introduced
in Definition 6 of [18]) in that it does not rely on metachecks
on syndromes. If syndromes are protected by a classical code,
as it is the case for X-syndromes of 3D product codes in-
troduced in Section III, then a single-shot decoding strategy
could work as follows: (1) correct the measured syndrome
whenever it does not satisfy all the constraints defined by the
metacode; (2) find a recovery operator on qubits that has syn-
drome equal to the one found at point (1). The Ball decoder,
instead, corrects the syndrome both anytime it fails to satisfy
all the constraints of the metacode and when it is generated by
high weight errors.
We remind the reader that given a Pauli operator P , its
weight |P | is the number of qubits on which its action is
not the identity. Given a stabiliser code with stabiliser group
S, the reduced weight of a Pauli operator P on the physical
qubits is
|P |red = min{|PS| : S ∈ S} (6)
6For a stabiliser code, we then have
Definition 1 (Confinement). Let t be an integer and f : Z→
Z some increasing function with f(0) = 0. Given a stabiliser
code we say it has (t, f)-confinement if for all errors E with
|E|red ≤ t, it follows that f(|σ(E)|) ≥ |E|red.
Let us contrast this with Bombı´n’s notion of confinement
(Def. 16 of Ref. [10]) that has some similarities but only al-
lows for linear functions of the form f(x) = Kx for some
constant K. Many codes, including 3D product codes, have
superlinear confinement functions, and so Bombı´n’s definition
does not encompass them.
We also define the following notion of good confinement
for a family of stabiliser codes
Definition 2 (Good confinement). Consider an infinite family
of stabiliser codes. We say that the family has good confine-
ment if each code in it has (t, f)-confinement where:
1. t grows with the length n of the code: t ∈ Ω(nb) with
b > 0;
2. and f(·) is monotonically increasing and independent
of n.
We say the code family has good X-confinement if the above
holds only for Pauli-Z errors.
Our main analytic result is that codes with good confine-
ment are single-shot
Theorem 1. Consider a family of [[n, k, d]] quantum-LDPC
codes with good confinement such that d ≥ anb with a > 0
and b > 0. This code family is single-shot for the adversarial
noise model. If the code family only has good X-confinement
then it is single-shot with respect to Pauli-Z noise.
We further prove that 3D product codes have X-
confinement:
Theorem 2. All 3D product codes have (t, f) X-confinement
where t is equal to the Z-distance of the code and f(x) = x
3
2
or better.
These two results together motivates our numerical exper-
iments reported in Sec. V. We conjecture that the result of
Theorem 1 can be extended to deal with local stochastic noise
and used to show that LDPC codes with good confinement
have a single-shot threshold.
We now proceed to prove Theorem 1. To this end, we use
the Ball decoder that we introduce in Definition 3. We do not
describe how to implement it or make statements concerning
the complexity of decoding. Our proof makes similar assump-
tions as the Kovalev-Pryadko QLDPC threshold theorem [38]
where they assumed a minimum weight decoder without ad-
dressing implementation issues. Indeed, decoding for arbi-
trary LDPC codes is an NP-complete problem that we do not
expect to be efficiently solvable in full generality.
Definition 3 (Ball decoder). The Ball decoder has variable
parameter t > 0. Given an observed syndrome S = σ(E) +
Se where Se is the syndrome error, the Ball decoder of param-
eter t performs the following 2 steps
1. Syndrome repair: find Sr of minimum weight |Sr| such
that S + Sr belongs to Ballt, where
Ballt = {σ(E) | |E| ≤ t}.
2. Qubit decode: find Er of minimum weight |Er| such
that σ(Er) = S + Sr.
We call R = E + Er the residual error.
A key result in proving Theorem 1 is the following promise
on the performance of the Ball decoder: when a code has con-
finement, the weight of the residual error after one decoding
cycle is bounded by a function of the weight of the syndrome
error.
Lemma 1. Consider a stabiliser code that has (t, f)-
confinement. Provided that the original error pattern E has
|E|red ≤ t/2, on input the observed syndrome S = σ(E)+Se,
the residual error R left by the Ball decoder of parameter t/2
satisfies:
|R|red ≤ f(2|Se|). (7)
Proof. Assume |E|red ≤ t/2. By construction, Er has mini-
mum weight among all errors in Ball t
2
. In particular |Er| ≤
t/2. By the triangular inequality for the weight function,
|E + Er|red ≤ |E|red + |Er|red ≤ t. (8)
Therefore, we can apply the confinement property on the
residual error R = E + Er:
f
(|σ(E + Er)|) ≥ |E + Er|red. (9)
By linearity of the syndrome function σ(·):
σ(E + Er) = σ(E) + σ(Er) = Se + Sr. (10)
Note that the syndrome error Se is a possible solution of the
syndrome repair step of the Ball decoder, because by assump-
tion |E|red ≤ t/2. Thus, |Sr| ≤ |Se| and so
|Se + Sr| ≤ |Se|+ |Sr| ≤ 2|Se| (11)
Combining these and the monotonicity of f leads to the re-
quired bound on the residual error:
|E + Er|red ≤ f
(
2|Se|
)
. (12)
Theorem 1 follows directly from Lemma 1. In particular,
Lemma 1 entails that a code with (t, f)-confinement is robust
against N cycles of qubit noise, noisy syndrome extraction
and single-shot decoding as explained below.
At each cycle τ , we assume that a new error Eτ is intro-
duced in the system and it is added to the residual error Rτ−1.
We assume that for the new physical error Eτ and the syn-
drome measurement error Sτe the following hold:
|Eτ |red ≤ t/4 and f(2|Sτe |) ≤ t/4. (13)
7We perform syndrome extraction on the state Eˆτ = Rτ−1 +
Eτ . The noisy syndrome Sτ = σ(Eˆτ ) + Sτe is used as input
for the Ball decoder of parameter t/2. The recovery operator
Eτr found by the Ball decoder is then applied to the state and
finally a new cycle starts where Rτ = Eˆτ +Eτr . Let R
0 = 0,
so that the initial state of the system is given by Eˆ1 = E1,
S1 = σ(Eˆ1) + S1e . Note that if
|Eτ |red, |Rτ−1|red ≤ t/4 (14)
then |Eˆτ |red = |Eτ + Rτ−1|red ≤ t/2 and the hypotheses of
Lemma 1 hold. Combining this with the bound on the syn-
drome error (13), we obtain
|Rτ | ≤ f(2|Sτe |) ≤
t
4
.
In conclusion, provided that the conditions on the physical and
the measurement error (13) are satisfied for each iteration up
to τ − 1, the residual error after the τ th cycle is kept under
control too.
The proof of Theorem 2 is very technical and is deferred
to App. B. It is an adaption of the one of soundness for 4D
codes given in [18], and it is reported in this manuscript for
completeness.
We remind the reader that, for our numerical studies, we
do not use the Ball decoder, but rather heuristics that per-
form well in practice. In particular, we use a two-stage de-
coder that exploits a metacheck structure on syndromes and
attempts to repair the syndrome if and only if it does not pass
all metachecks.
Our main motivation to introduce the concept of confine-
ment and the Ball decoder was, in fact, to find a feature of
codes able to encompass all known examples of single-shot
codes. Campbell [18] introduced the notion of soundness
and showed that this property is a sufficient condition for
codes to show single-shot properties in the adversarial setting.
Nonetheless, Fawzi et al. [22] showed that expander codes
have a single-shot threshold for local stochastic noise, even
though they do not have the soundness property. As already
said though, expander codes do have confinement. In Corol-
lary 9 of [20] the authors prove that their confinement function
is linear and call this property robustness. Confinement, in
other words, fills the gap leaved by the concept of soundness.
Furthermore, as Lemma 2 states, it is a requirement strictly
weaker than soundness: any LDPC family of codes with good
soundness has good confinement.
Definition 4 (Soundness [18]). Let t be an integer and f :
Z → R be a function with f(0) = 0. Given a stabiliser code
with syndrome map σ(·) we say it is (t, f)-sound if for all
error sets E with |σ(E)| ≤ t it follows that f(|σ(E)|) ≥
|E|red.
Definition 5 (Good soundness [18]). Consider an infinite
family of codes with syndrome maps σn(·). We say that the
family has good soundness if each code in it is (t, f)-sound
where:
1. t grows with n such that t ∈ Ω(nb) with b > 0;
2. and f(·) is monotonically increasing and independent
of n.
It follows easily from Campbell’s definition of soundness
and our definition of confinement that the former entails the
latter.
Lemma 2. Consider a LDPC code that is (t, f)-sound with f
increasing. If its qubit degree is at most ω, then it has ( tω , f)-
confinement.
Proof. If E is an error set with |E|red ≤ tω , for its syndrome
the following holds:
|σ(E)| ≤ t
ω
· ω = t. (15)
By soundness of the code:
f(|σ(E)|) ≥ |E|red. (16)
In conclusion, confinement does answer to the need of find-
ing general and inclusive properties related to single-shot error
correction.
V. NUMERICS
To assess the single-shot performance of the 3D product
codes, we simulate the decoding of phase-flip (Z) errors. As
3D product codes are CSS codes, the relevant stabilizers are
the X stabilizers. Let eZ ∈ Fn2 describe the support of a
phase-flip error, i.e. (eZ)i = 1 if qubit i has a phase-flip error.
The syndrome, sX , of this error is then
sX = HXeZ , (17)
where HX ∈ Fm×n2 is the parity check matrix of the X stabi-
lizers of the code (see Eq. (3)).
Owing to the chain-complex structure of 3D product codes
(outlined in Sec. III) the syndromes sX are themselves the
codewords of a classical linear code with parity check matrix
M such that MsX = 0 for all sX ∈ Im(HX). We refer to
such a code on the syndromes as metacode. The metacheck
matrix can be used to detect and correct syndrome noise.
In a two-stage single-shot decoder, stage 1 decoding
corrects the syndrome noise using M before stage 2 de-
coding corrects the data qubits. In general, decoding is
an NP-complete problem that cannot be solved exactly in
polynomial-time. However, good heuristic techniques exist
that allow approximate solutions to be efficiently computed.
In this work, we use two such decoding methods: minimum
weight perfect matching (MWPM) and belief propagation
plus ordered statistics decoding (BP+OSD). Both MWPM and
BP+OSD are algorithms that run over graphical models that
encapsulate the structure of the code. We now briefly describe
each decoder.
8A. Minimum weight perfect matching (MWPM)
The minimum weight perfect matching (MWPM) decoder
is useful for codes that produce pairs of syndromes at the ends
of error chains. The method works by mapping the decoding
problem to a graphical model in which nodes represent the
code syndromes and weighted edges represent error chains of
different lengths. For a given pair of syndrome excitations, the
MWPM algorithm deduces the shortest error chain that could
have caused it [39].
MWPM finds use for a variety of topological codes, most
famously for the 2D surface and toric codes [2, 40–43]. For
3D codes, MWPM is a suitable candidate for syndrome repair
step referred to as stage 1 decoding. Specifically, the syn-
drome of a phase-flip error can be viewed as a collection of
closed loops of edges in a simple cubic lattice1 (with bound-
ary conditions depending on the code). Measurement errors
cause loops of syndrome to be broken, and the job of stage 1
decoding is to repair these broken syndromes. To obtain the
corresponding matching problem, we create a complete graph
whose vertices correspond to the break-points of the broken
syndrome loops, with edge weights that are equal to the path
lengths between the break-points. We use the Blossom V [44]
implementation of Edmonds’s algorithm to solve this match-
ing problem. The edges in the matching correspond to the
syndrome recovery operators.
B. Belief propagation + ordered statistics decoding (BP+OSD)
Belief propagation (BP) is an algorithm for performing in-
ference on sparse graphs that finds widespread use in high-
performance classical coding. Classical LDPC codes, for ex-
ample, achieve performance close to the Shannon-limit when
decoded with BP [45]. In the context of quantum coding, BP
is useful for codes that do not produce pairs of syndromes and
therefore cannot be decoded with MWPM.
The BP algorithm maps the decoding problem to a bipar-
tite factor graph where the two node species represent data
qubits and syndromes respectively. Graph edges are drawn
between the data and syndrome nodes according to the code’s
parity check matrix. The factor graph is designed to provide a
factorisation of the probability distribution that describes the
relationship between syndromes and errors. The BP algorithm
proceeds by iteratively passing ‘beliefs’ between data and syn-
drome nodes, at each step updating the probability that a data
node is errored. The algorithm terminates once the probability
distribution implies a error pattern that satisfies the inputted
syndrome.
For quantum codes, the standard BP algorithm alone does
not achieve good decoding performance due to the presence of
degenerate errors. These cause ‘split-beliefs’ and prevent the
algorithm from terminating. Fortunately, the problem of split-
beliefs can be resolved by incorporating a post-processing
1 Namely, the dual lattice of the one described in App. A.
technique known as ordered statistics decoding (OSD). The
OSD step uses the probability distribution outputted by BP to
select a low-weight recovery operator that satisfies the syn-
drome equation.
The BP+OSD algorithm was first applied to quantum ex-
pander codes by Panteleev and Kalachev [46]. Following this,
Roffe et al. [47] demonstrated that the BP+OSD decoder ap-
plies more widely across a broad range of QLDPC codes, in-
cluding the 2D surface and toric codes. For this work, we use
the software implementation of BP+OSD from [47], which
can be downloaded from [48].
C. The two-stage single-shot decoding algorithm
Our simulations of the two-stage single shot decoder em-
ploy two strategies. 1) MWPM & BP+OSD: stage 1 decod-
ing is performed using MWPM and stage 2 decoding uses
BP+OSD. 2) BP+OSD×2: both stages are BP+OSD.
Algorithm 1 describes our methodology for the simulations
of the two-stage single-shot decoder.
Algorithm 1 SINGLE-SHOT ERROR CORRECTION
Input: Decoder 1, decoder 2, number of rounds N , error rate p,
X parity check matrix HX , metacheck matrix M , modified
metacheck matrix M ′
Output: Success or failure
1: eZ ← 0 . Qubit error
2: sX ← 0 . Syndrome
3: m← 0 . Metasyndrome
4: for j ← 1 to N do
5: Generate phase-flip error e′Z according to error rate p
6: eZ ← eZ + e′Z
7: sX ← HXeZ
8: Generate syndrome error s′X according to error rate p
9: sX ← sX + s′X
10: m←MsX
11: Use decoder 1 to obtain syndrome recovery rM such that
MrM = m
12: sX ← sX + rM
13: if sX /∈ Im(HX) then . Failure-mode subroutine
14: sX ← sX + rM
15: Use decoder 1 to obtain valid rM s.t. M ′rM = m
16: sX ← sX + rM
17: end if
18: Use decoder 2 to obtain qubit recovery rZ s.t. HXrZ = sX
19: eZ ← eZ + rZ
20: end for
21: Generate phase-flip error e′Z according to error rate p
22: eZ ← eZ + e′Z
23: sX ← HXeZ
24: Use decoder 2 to obtain qubit recovery rZ s.t. HXrZ = sX
25: eZ ← eZ + rZ
26: if eZ is a stabiliser then
27: return Success
28: end if
29: return Failure
The 3D toric code has a failure mode that is not present
in the 3D surface code. In such codes, syndromes sX exist
9that satisfy all of the metachecks, MsX = 0, but are invalid
syndromes, meaning that sX does not belong to the image of
HX . In other words, sX is invalid if there is no error vec-
tor eZ ∈ C1 with syndrome sX but it is a codeword of the
metacode. Referring to the chain complex structure of C:
C0 δ0−−→
HTZ
C1 δ1−−→
HX
C2 δ2−→
M
C3
we see that these non-valid syndromes are non-trivial ele-
ments of the 2nd homology group:
H2 = ker δ2/ Im δ1 = kerM/ ImHX .
If km is the dimension of H2, the set of invalid syndromes is
a vector subspace of C2 of dimension km whose vectors can
be written as u + HXeZ where u is a representative of the
equivalence class [u] ∈ H2 and eZ ∈ C1. Thus, if FM is a
matrix whose columns are km vectors in C2 that generate H2
(meaning that they belong to km different equivalence classes
inH2), we can write any invalid syndrome sX as:
sX = FMv +HXeZ , (18)
where v ∈ Fkm2 is non-zero if and only if sX is invalid and eZ
is any error vector in C1.
By duality on C, the 2nd cohomolgy group:
H∗2 = ker δT1 / Im δT2 = kerHTX/ ImMT ,
has order km too. If LM is a matrix whose km rows generates
H∗2, then the product Π = LMFM has full rank km because
both LM and FM have full rank. Moreover, since the rows
of LM in particular belongs to kerHTX , it holds LMHX = 0.
Combining these two observations with Eq. (18) yields:
LMsX = LMFMv + LMHXeZ
= Πv
where Πv = 0 if and only if v = 0 because Π is full rank. In
conclusion, we have found that:
LMsX 6= 0
if and only if sX is an invalid syndrome. As a consequence,
we can assess whether a syndrome is invalid or not by cal-
culating this product. The meaning of matrices LM and FM
can be understood by looking at elements in H2 and H∗2 as
logical operators of a CSS code defined on C with qubits
in C2 (see Sec. III). In this settings, the full rank condition
rank(LMFM ) = km translates in the anticommuting relation
between logical X and logical Z operators of the code.
In the 3D toric code, these invalid syndromes are loops of
edges around one of the handles of the torus, and are equiv-
alent to the logical operators of the metacode. It is therefore
possible to check whether stage 1 decoding results in such
a failure by checking whether the repaired syndrome anti-
commutes with a basis LM of the relevant logical operators
of the metacode. When a metacode failure is encountered, a
failure-mode subroutine (line 13 of Algorithm 1) is called that
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FIG. 2. Single-shot decoding of the 3D toric code with L = 5, with
and without the metacode failure-mode subroutine. The failure rate
pfail is plotted against increasing values of the syndrome error rate
q, whilst the phase-flip error rate is set to p = 0.1. Without the
subroutine, the single-shot decoder rapidly converges to the failure-
mode error rate (dotted line). For large values of q the subroutine
improves the logical failure rate by over an order of magnitude. In
this simulation, BP+OSD was used for both stage 1 and 2 decoding.
forces the repaired syndrome into the correct form. This sub-
routine involves using BP+OSD to decode a modified version
of the metacheck matrix M ′ defined as follows
M ′ =
(
M
LM
)
. (19)
The additional constraints in the modified metacheck matrix
ensures that the repaired syndrome is never an invalid syn-
drome. We call this procedure as a subroutine (rather than
all the time) as the LM component causes M ′ to have higher
maximum row and column weights than M , resulting in a
reduction in BP decoding performance. Indeed, the rows of
LM must have weight lower bounded by the transpose dis-
tances of the seed codes2. Since the transpose distances of
the seed codes also determine the Z-distance of the quantum
code (Sec. III), we want these quantities to be growing with
the length n of the code and therefore the matrix LM is not,
in general, LDPC.
We find that whilst the failure-mode subroutine does not
change the error threshold of the decoder, it does consider-
ably reduce the logical error rate. This is illustrated by Fig. 2,
which shows the single-shot logical error rate with and with-
out the failure-mode subroutine. For large syndrome error
rates, Fig. 2 shows the failure-mode subroutine improves de-
coding performance by over an order of magnitude.
2 More precisely, rows of LM are vectors in C2 that correspond to elements
of the second cohomology groupH∗2 ; hence their weight is lower bounded
by d∗2 = min{dTa dTb , dTa dTc , dTb dTc }, see [37].
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FIG. 3. Code capacity threshold of the 3D toric code. We plot
the logical error rate pfail as a function of the phase-flip error rate
p for codes with linear lattice size L. The inset shows a zoom
of the threshold region, where the lines show the threshold fit de-
scribed in Appendix C. All data points have at least 25 failure
events. The error bars show the 95% confidence intervals pfail =
pˆfail ± 1.96
√
pfail(1− pfail)/η, where η ≥ 104 is the number of
Monte Carlo trials.
D. 3D toric and surface codes
We estimate the sustainable threshold of the 3D toric and
surface codes using our two decoding strategies. For code-
capacity noise (i.e. perfect syndrome measurements), the
syndrome-repair step is not required, so both decoding strate-
gies are the same. For each code family, we observe a code
capacity threshold of pth ≈ 21.6%, as illustrated in Fig. 3.
To obtain our threshold estimates, we use the standard criti-
cal exponent method [49] (see Appendix C for details). In the
single-shot setting, we find similar performance for both our
decoding strategies, as summarized in Table II. Our results
compare favourably with the performance of other decoders,
which we list in Table I. We obtain the highest reported code-
capacity threshold and the highest reported single-shot thresh-
old.
We remark that the sustainable threshold that we observe
for the 3D toric code is very close to the threshold of MWPM
for string-like errors in the 3D toric code [50]. This implies
that the performance of decoder 1 (the syndrome-repair step)
is limiting the performance of the entire decoding procedure,
as was suggested in [13]. Although the sustainable thresholds
we observe for 3D surface codes are slightly higher than for
3D toric codes, the codes we consider are relatively small,
which means that boundary effects may be having an impact
on our sustainable threshold estimates.
We also investigated the suppression of the logical error
rate below threshold in the 3D toric code, using MWPM &
BP+OSD. We use the following ansatz for the logical error
rate for values of p < pth,
pfail(L) ∝ (p/pth)αLβ , (20)
where α and β are parameters to be determined. The code
distance of the 3D toric code for Z errors is L2, so if the
decoder is correcting errors up to this size, we would expect
β ≈ 2. Using the fitting procedure described in Appendix C,
we estimate β = 1.91(3) for N = 0 (code capacity) and
β = 1.15(3) for N = 8 (eight rounds of single-shot error
correction). Therefore, for the (relatively small) codes that we
consider, we find evidence that BP+OSD is correcting errors
of weight up to the code distance. Viewed as an error cor-
rection problem, the distance of the syndrome-repair step of
decoding (i.e the single-shot distance dss) is L, which is con-
sistent of our observed value of β in the single-shot case. This
provides further evidence that the bottle-neck of our single-
shot decoding procedure is the syndrome-repair step.
E. Non-topological codes
So far, we have focused on the decoding of 3D topological
codes. We now show that the BP+OSD decoder can be used
for single-shot decoding of more general 3D product codes.
Table III shows a family 3D product codes constructed by
taking the 3D product of a (3, 4)-LDPC code with two in-
stances of the classical repetition code. The result is a code
family where the number of logical qubits is not fixed. This
code family was decoded using a two-stage single-shot de-
coder, BP+OSD ×2, yielding the threshold plot in Fig. 4. The
simulation results suggest a sustainable threshold in the region
of 2.7%.
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FIG. 4. Threshold plot for a family of non-topological 3D prod-
uct codes after 16 rounds of single-shot error correction using the
the BP+OSD decoder. The simulation results suggest a thresh-
old at 2.7%. The error bars show the 95% confidence intervals
pfail = pˆfail ± 1.96
√
pfail(1− pfail)/η, where η is the number of
Monte Carlo trials.
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VI. CONCLUSION
In this article, we investigated single-shot decoding of 3D
product codes. We gave a formal definition of confinement
in quantum codes and proved that all 3D product codes have
confinement for Z errors. We also proved that confinement is
sufficient for single-shot error correction against adversarial
noise. This is a strengthening of the result of Campbell [18],
who showed that a property called soundness is sufficient for
single-shot error correction, in that soundness implies con-
finement but the converse is not true. Remarkably, there are
important classes of codes, such as quantum expander codes,
which have confinement but not soundness. The obvious open
problem arising from our work is how to extend our findings
to the local stochastic noise model. Is confinement a sufficient
condition for LDPC codes to exhibit a single-shot threshold?
If not, what other requirements should a code satisfy to ensure
the existence of a single-shot threshold?
We simulated single-shot error correction for a variety of
3D product codes, concentrating on 3D toric and surface
codes. Using MWPM & BP+OSD, we achieved the best
known code capacity error threshold and sustainable single-
shot error threshold for this code family (for phase-flip noise).
Our results strongly suggest that the bottleneck of two-stage
decoders is the first stage where the noisy syndrome is re-
paired. For the 3D toric code, the optimal threshold of the syn-
drome repair step is 3.3% [33], whereas the optimal thresh-
old of the entire decoding problem is 11.0% [35]. This im-
plies that two-stage decoders can never achieve optimal per-
formance in these codes, so perhaps other single-shot decod-
ing methods ought to be investigated in future.
We also simulated single-shot error correction for a family
of non-topological 3D product codes, using BP+OSD for both
decoding steps. We achieved performance very close to that of
the 3D toric and surface codes, which indicates that BP+OSD
is a high-performance single-shot decoder. Furthermore, the
versatility of BP+OSD means that we expect it to work as a
single-shot decoder for general LDPC 3D product codes. We
leave confirmation of this to future work, and we conjecture
that BP+OSD will achieve good performance for other classes
of QLDPC codes such as topological fracton codes [51, 52].
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Appendix A: Qubit placement on a 3D lattice
Here we detail how to embed a 3D product code on a cubic
lattice, where qubits sit on edges, Z-stabilisers on vertices,
X-stabilisers on faces and metachecks on cells.
LetC0 andC1 be two vector spaces over Fwith basis B0 =
{e01, . . . , e0n} and B1 = {e11, . . . , e1m} respectively. Given a
linear map from C0 into C1, it can be represented as a m× n
matrix δ over F such that its action on the elements of the basis
B0 is given by:
δ : C0 −→ C1
e0i 7−→ δe0i =
m∑
α=1
δα,ie
1
α. (A1)
Expression (A1) allows us to write the support of vectors in
δ(B0) = {δe0i}i in a compact form. In fact, the support of
δe0i is the subset of B1:
supp(δe0i ) =
{
e1α | δα,i 6= 0
}
α
.
Since basis vectors are uniquely identified by their index, we
can compactly write (A1) as a relation ∗ on the set of indices
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of the basis B0 and B1:
{1, . . . , n} −→ {1, . . . ,m}
κ −→ κ∗, (A2)
where
κ∗ = {η | δη,κ 6= 0}η.
Similarly, the transpose δT of the matrix δ induces a map from
C1 to C0 which is defined on B1 as
δT : C1 −→ C0
e1α 7−→ δT e1α =
n∑
i=1
δα,ie
0
i ,
yields the relation on indices
{1, . . . ,m} −→ {1, . . . , n}
η −→ η∗, (A2 T)
where
η∗ = {κ | δη,κ 6= 0}κ.
Referring to the chain complex C described in Sec. III,
we choose bases Bτ` =
{
e`τι
}
ι
of Cτ` for τ = 0, 1 and
` = A,B,C. We accordingly fix matrix representations of
the maps δA, δB and δC ; with slight abuse of notation, we
indicate with the same symbol the m` × n` matrix represen-
tation of a map and the map itself. We indicate with i, j, k
indices of B0A,B0B and B0C respectively and with α, β, γ in-
dices of B1A,B1A,B1C . Since we deal with 3-fold tensor prod-
uct spaces (e.g. C0A ⊗C0B ⊗C0C) we consider triplets (i, j, k)
of valid indices; we indicate with (i∗, j, k) the set of indices
{(η, j, k) | η ∈ i∗}, and similarly for any possible triplet com-
bination of starred (ι∗) and non starred (ι) indices.
As illustrated in Sec. III, when defining a CSS code on the
chain complex C, the following relations hold:
1. basis elements of C0 are in one-to-one correspondence
with a generating set of Z-stabilisers;
2. basis elements of the vector space C1 are in one-to-one
correspondence with the qubits;
3. basis elements of the vector space C2 are in one-to-one
correspondence with a generating set of X-stabilisers;
4. basis elements of C3 are in one-to-one correspondence
with a generating set of metachecks.
Combining these with (A2) and (A2 T), we obtain the rela-
tions reported in Table IV. More precisely, we choose as bases
for the spaces C3, C2, C1 and C0 the product bases obtained by
combining B0`=A,B,C and B1`=A,B,C and we index qubits, sta-
bilisers and metachecks on C accordingly. Equivalently, basis
vectors are labelled with consecutive integers so as to preserve
the ordering induced by the bases.
We use the relations of Table IV to visualise the chain com-
plex C on a 3D cubic lattice. In order to do so, we first fix a
coordinate system
OBJECT INDEXING BASIS VECTOR
qubits
(α, j, k)
(i, β, k)
(i, j, γ)
(
eA1α ⊗ eB0j ⊗ eC0k , 0, 0
)
(
0, eA0i ⊗ eB1β ⊗ eC0k , 0
)
(
0, 0, eA0i ⊗ eB0j ⊗ eC1γ
)
X-stabilisers
(α, β, k)
(α, j, γ)
(i, β, γ)
δT2
(
eA1α ⊗ eB1β ⊗ eC0k , 0, 0
)
δT2
(
0, eA1α ⊗ eB0j ⊗ eC1γ , 0
)
δT2
(
0, 0, eA0i ⊗ eB1β ⊗ eC1γ
)
Z-stabilisers (i, j, k) δ1(eA0i ⊗ eB0j ⊗ eC0k )
metacheck (α, β, γ) δT3 (eA1α ⊗ eB1β ⊗ eC1γ )
TABLE IV. Notation and correspondences between objects of the
chain complex C.
O x
y
z
where O is the origin. Since basis vectors are labelled with
integers (the ith basis vector corresponds to the integer i, and
vice versa) we can build a 3D grid of points where any point
corresponds to a basis vector of C0, C1, C2 or C3. More pre-
cisely we fix a set of valid coordinates for points in the grid:
1. integer coordinates (z, y, x) = (i, j, k) for i =
1, . . . , na, j = 1, . . . , nb, and k = 1, . . . , nc;
2. half-integers coordinates (z, y, x) = (α + 0.5, β +
0.5, γ + 0.5) for α = 1, . . . ,ma, β = 1, . . . ,mb and
γ = 1, . . . ,mc;
3. the origin has coordinates O = (1, 1, 1).
In this way, any point with valid coordinates uniquely identi-
fies a basis vector (and therefore an object in the chain com-
plex, see Table IV). For example:
1. the point (1, 4, 2) corresponds to the basis vector (eA01 ⊗
eB04 ⊗ eC02 ) ∈ C0 (Z-stabilisers);
2. the point (1.5, 4, 2) corresponds to the basis vector
(eA11 ⊗ eB04 ⊗ eC02 , 0, 0) ∈ C1 (qubits);
3. the point (1.5, 4, 2.5) corresponds to the basis vector
(0, eA11 ⊗ eB04 ⊗ eC12 , 0) ∈ C2 (X-stabilisers);
4. the point (1.5, 4.5, 2.5) corresponds to the basis vector
(eA11 ⊗ eB14 ⊗ eC12 ) ∈ C3 (metachecks);
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We draw an edge for any qubit of the code defined on C.
Qubits are in one-to-one correspondence with basis element
of C1 and therefore are of three different types: (v, 0, 0),
(0, v, 0) and (0, 0, v). Accordingly, we draw edges of three
different types as detailed in Table V (see also Fig. 5, 6). In
other words, any point with two integer entries and one half
integer entry is the middle point of an edge of unit length,
which corresponds to a qubit. In this way we obtain a cubic
lattice with (possibly) some missing edges.
QUBIT EDGE
transverse qubits edges parallel to the z axis
(α, j, k) middle point: (α+ 0.5, j, k)
vertical qubits edges parallel to the y axis
(i, β, k) middle point: (i, β + 0.5, k)
horizontal qubits edges parallel to the x axis
(i, j, γ) middle point: (i, j, γ + 0.5)
TABLE V. Correspondence between qubits in C1 and edges of the
lattice.
Points with two half-integer and one integer entries do not
intersect any edge and sit in the center of a (possibly incom-
plete) square face. These points correspond to X-stabilisers
which we therefore identify with faces. Given a triplet corre-
sponding to one of such a point, the associated X-stabiliser
has support contained in the set of edges which are paral-
lel to the edges of the square, forming a cross in a plane.
X-stabilisers, like qubits, are of three different types, be-
ing in one-to-one correspondence with basis elements of C2.
Namely, each X-stabiliser in C2 has support in two out of
three type of qubits: transverse-vertical, transverse-horizontal
or vertical-horizontal (see Table VI and Fig. 5c).
Points with integer coordinates are associated to Z-
stabilisers; these are points where endpoints of edges inter-
sect. The Z-stabiliser corresponding to (i, j, k) has support
on a 3D cross of edges/qubits centered in (z, y, x) = (i, j, k)
(see Table VI and Fig. 5d).
Points with half-integer coordinates sit in the center of a
cube. To any such cube is associated a metacheck in C3.
Metachecks have support on a 3D cross of faces/X-stabilisers
parallel to the faces of the cube they are associated to (see
Table VI).
1. On geometric locality
One interesting feature of the embedding of 3D product
codes on a cubic lattice is that it preserves some locality prop-
erties of the seed matrices δA, δB and δC . Thus, if we were
able to place qubits on a 3D cubic lattice we could use the 3D
homological product to build LDPC codes with nearest neigh-
bour interactions.
Let δ be an m × n matrix with row/column indices α ∈
{1, . . . ,m} and i ∈ {1, . . . , n} respectively and let ν =
max{m,n}. We say that δ is geometrically ρ-local on a torus
if for any row and any column index:
α∗ ⊆ Uρ, ν(α) and i∗ ⊆ Uρ, ν(i), (A3)
where Uρ, ν(ζ) is any set of ρ consecutive integers modulo
ν which contains ζ. In particular, we require the αth rows to
have support on columns with index that is close to the integer
α, and similar for columns. The reason for this choice will be
clear when we prove Prop. 1. Briefly, conditions (A3) says
that δ is geometrically ρ-local on a torus if: (1) any of its rows
has support on a bounded box of ρ-columns, and the box for
row α + 1 is a right shift of the box for row α; (2) any of its
columns has support on a bounded box of ρ rows, and the box
for column i+ 1 is a downward shift of the box for column i.
In particular, if we associate row/column indices with integer
points on a circle of ν points:
1
2
3ν − 1
ν
locality means that any set α∗/i∗ is contained in a closed in-
terval on the circle such that (i) it has length at most ρ and (ii)
it contains the point α/i. For instance, the degenerate parity
check matrix of the repetition code:
1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1
1 0 0 0 1

is ρ-local for ρ = 2.
A closely related notion of locality on a torus is geometric
locality in Euclidean space. We say that an m × n matrix is
geometrically ρ-local in Euclidean space if for any row and
column index:
α∗ ⊆ Uρ(α) and i∗ ⊆ Uρ(i), (A4)
where Uρ(ζ) is any set of ρ consecutive integer in [1, . . . , ν],
ν = max{m,n}, which contains ζ. In this case we can graph-
ically picture locality by associating row/column indices with
integer points on a line of ν points:
1 2 3 ν − 1 ν
A matrix is local if any set α∗/i∗ is contained in a closed
interval on the line such that (i) it has length at most ρ and
(ii) it contains the point α/i. For example, the full-rank parity
check matrix of the repetition code:1 1 0 0 00 1 1 0 0
0 0 1 1 0

is 2-local.
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(a) (b)
y = 2.5
x = 5.5
(c)
y = 4
x = 5
(d)
FIG. 5. Graphical representation of the cubic lattice associated to a 3D product code where the seed matrices δA, δB , δC have size 2 × 3,
4 × 5, 6 × 7 respectively. In (a) and (b) the lattice is depicted per slice i.e. edges of the lattice with same z-coordinate; the first and second
slice of the lattice are the same (a) while the third is different (b). In (c) and (d) the support of an X-stabiliser and a Z-stabiliser highlighted.
(c) The position of the X-stabiliser indexed by (i, β, γ) = (1, 2, 5) is highlighted in red; its support is contained in the cross of vertical and
horizontal qubits (red and grey edges) in the xy-plane {z = 1}. The crossing has coordinates (z, y, x) = (1, 2.5, 5.5) and sits in the center
of the red square. (d) The position of the Z-stabiliser indexed by (i, j, k) = (1, 4, 5) is highlighted in blue; its support is contained in the 3D
cross of qubits depicted (blue and grey edges). The crossing has coordinates (z, y, x) = (1, 4, 5) and sits on the blue vertex.
OPERATOR TYPE SUPPORT
X-stabilisers
transverse-vertical square transverse qubits: (α, β∗, k)
(α, β, k) vertical qubits: (α∗, β, k)
transverse-horizontal square transverse qubits: (α, j, γ∗)
(α, j, γ) horizontal qubits: (α∗, j, γ)
vertical-horizontal square vertical qubits: (i, β, γ∗)
(i, β, γ) horizontal qubits: (i, β∗, γ)
Z-stabilisers (i, j, k)
transverse qubits: (i∗, j, k)
vertical qubits: (i, j∗, k)
horizontal qubits: (i, j, k∗)
metachecks
(α, β, γ)
transverse-vertical faces: (α, β, γ∗)
transverse-horizontal faces: (α, β∗, γ)
vertical-horizontal faces: (α∗, β, γ)
TABLE VI. Correspondence between operators of the chain complex C, their type as geometric objects on the lattice, and their support. Note
that the support of X and Z stabilizers is a set of qubits/edges while the support of metachecks is a set of X-stabilisers/faces.
Geometric locality also applies to codes other than the rep-
etition code. For instance, the matrix
H =

1 1 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 0
0 0 0 1 0 0 0 1 0
0 0 0 0 1 1 0 0 0
0 0 0 0 0 1 0 0 1
1 0 1 0 1 0 0 0 0

,
obtained via the edge augmentation procedure presented in
[47] is 7-local on a torus. We remark that geometric locality
is a property of matrices. For example, the matrix with same
row as H but different ordering {1, 2, 3, 4, 7, 5, 6}, is geomet-
rically 5-local on torus.
In general, geometric locality is a relaxation of the locality
property of the repetition code which only allows for interac-
tions between pairs of nearest bits. Importantly, as Prop. 1
states, it is preserved by the 3D product construction. For this
reason, geometrically local classical codes, combined with
the 3D product construction, could be good candidates in the
quest to quantum local codes beyond the toric and the surface
codes.
The remainder of this Appendix is organised as follows.
We first state Prop. 1 and prove that geometric locality is pre-
served by the 3D product construction. We conclude by ob-
serving how this proof provides an explicit identification of
the 3D toric and surface codes as 3D product codes.
To ease the notation, in the following we will shortly re-
fer to codes as geometrically local, dropping the specification
on a torus/in Euclidean space. When considering qubits on a
cubic lattice, the lattice would be on a torus or in Euclidean
space depending on the definition of locality that applies to
the seed matrices.
Proposition 1. Consider the 3D product code obtained from
three seed matrices geometrically ρ-local. If its qubits are
displayed on the edges of a cubic lattice as detailed in Sec. A,
then it is geometrically ρ-local in the following sense:
1. any X-stabiliser generator has weight at most 2ρ with
support contained in a 2D box of size ρ× ρ,
2. any Z-stabiliser generator has weight at most 3ρ with
support contained in a 3D box of size ρ× ρ× ρ.
Proof. We prove the condition on the Z-stabilisers, the proof
for the X-stabiliser being similar.
Let Sz be a Z-stabiliser generator. As reported in Table IV
and VI, it is the image of a basis vector (eA0i ⊗eB0j ⊗eC0k ) ∈ C0
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via the map δ1 and it corresponds to the point on the lattice of
integers coordinates (i, j, k). By exploiting the choice of the
basis for the spaces C0 and C1 and some linear algebra :
δ1(e
A0
i ⊗ eB0j ⊗ eC0k ) =
∑
α∈i∗
(eA1α ⊗ eB0j ⊗ eC0k , 0, 0)
+
∑
β∈j∗
(0, eA0i ⊗ eB1β ⊗ eC0k , 0)
+
∑
γ∈k∗
(0, 0, eA0i ⊗ eB0j ⊗ eC1γ ).
Again using Table IV, the set of indices which corresponds to
this sum of basis vectors of C1 can be written as:
indices(Sz) = {(α, j, k) | α ∈ i∗}
∪ {(i, β, k) | β ∈ j∗}
∪ {(i, j, γ) | γ ∈ k∗}.
Following the nomenclature of qubits as traversal, vertical and
horizontal, we see that the three components of the support
of Sz given above respect this division and therefore we can
write:
indices(Sz) = indices(Sz)t ∪ indices(Sz)v ∪ indices(Sz)h.
Using (A4) (or (A3)), we see that the sets indices(Sz)t,
indices(Sz)v and indices(Sz)h correspond respectively to the
three sets of consecutive coordinates on the lattice:
Πt = {(¯i, j, k) | i¯ ∈ Uρ(i)},
Πv = {(i, j¯, k) | j¯ ∈ Uρ(j)},
Πh = {(i, j, k¯) | k¯ ∈ Uρ(k)}.
Since we required ζ ∈ Uρ(ζ) (or ζ ∈ Uρ,ν(ζ)), the three
sets of coordinates intersect on the point (z, y, x) = (i, j, k).
Moreover, all three intervals Πt,Πv,Πh have length at most
ρ. Combining these, we find that the support of Sz indexed by
(i, j, k) is contained in in a ρ×ρ×ρ neighborhood of the point
(z, y, x) = (i, j, k) and has cardinality at most 3ρ. In other
words, we have showed that the support of Sz is contained on
a 3D cross of qubits with arms of length at most ρ.
As previously said, the 3D toric and planar codes are par-
ticular instances of the 3D product construction. Furthermore,
it is well known that they are local on a torus and in the Eu-
clidean space respectively (see Fig. 6). To see how this is the
case, we remind the reader that the 3D toric code is obtained
by choosing as seed matrices the degenerate parity check ma-
trix of the repetition code in the standard basis. For matrix
size L× L, it holds that
{1, . . . , L} ←→ {1, . . . , L}
i −→ {i, i+ 1 mod L}
{α, α+ 1 mod L} ←− α
Therefore, stabilisers have support on pairs of consecutive
edges, and it is straightforward to see that they have the usual
shape:
FIG. 6. Complete lattice for a symmetric case. Here the seed matri-
ces δA, δB and δC have all size 3× 3.
1. Z-stabilisers have support on edges incident to a vertex;
2. X-stabilisers have support on edges on the boundary of
a square face;
3. metachecks have support on the faces of a cube.
A similar argument holds for the 3D surface code, which is
local in Euclidean space.
Appendix B: All 3D product codes have X-confinement
In this Section we prove Theorem 2 which states that all
3D product codes have X-confinement. Our proof follows
the proof of soundness for 4D codes given in [18] with some
minor adaptions and it is here reported for completeness.
First, we show that an opportunely chosen length-2 chain
complex has confined maps. Secondly, we explain how to use
this chain complex as a building block of the length-3 chain
complex C described in Sec. III. Lastly, we prove that the con-
finement property is preserved and thus 3D codes defined on
C as explained in Sec. III have X-confinement.
Let δA : C0A → C1A and δB : C0B → C1B be two length-1
chain complexes. We consider the length-2 product complex
C˜ defined as:
C1A ⊗ C1B
C1A ⊗ C0B C0A ⊗ C1B
C0A ⊗ C0B
C˜2
C˜1
C˜0
δ˜1
δ˜0
where
δ˜0 =
(
δA ⊗ 1 1⊗ δB
)
,
δ˜1 =
(
1⊗ δB
δA ⊗ 1
)
;
We first show that the map δ˜0 has confinement.
Lemma 3. δ˜0 has (t, f)-confinement where t = min{dA, dB}
and f(x) = x2/4.
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Proof. In order to prove Lem. 3 we first introduce some useful
notation. When considering vectors v in a two-fold tensor
product space Fn1 ⊗ Fn2 it can be handy to consider their
reshaping, which is n1×n2 matrix on F. Namely, fixed bases
B1 = {a1, . . . , an1} and B2 = {b1, . . . , bn2} of Fn1 and Fn2
respectively, their product
B = {ai ⊗ bj}i=1,...,n1
j=1,...,n2
is a basis of Fn1 ⊗ Fn2 . Therefore, we can write
v =
∑
ai⊗bj∈B
vijai ⊗ bj (B1)
for some vij ∈ F. We call the matrix V whose entries are the
coefficient vij the reshaping of v. Given matrices M and N
of size n1 ×m1 and n2 ×m2 associated to linear maps from
Fn1 and Fn2 respectively, the map M ⊗N from Fn1 ⊗Fn2 to
Fm1 ⊗ Fm2 acts on the reshaping of v as:
(M ⊗N)V 7−→MVNT . (B2)
In the following we will always indicate with lower-case sym-
bol vectors and with the corresponding upper-case symbols
their reshaping. We can now use this notation to prove Lem. 3.
Let v ∈ CA0 ⊗ CB0 and let s = δ˜0(v). By reshaping,
S =
δAV
V δTB
 .
If we assume |v| ≤ t = min{dA, dB} then V has no column
in ker δA and no row in ker δTB so that
col(δAV ) = col(V ) and row(V δTB) = row(V ),
where col(V )/row(V ) is the number of non-zero
columns/rows of the matrix V . Therefore, for the weight of
S, it holds that:
|S| = |δAV |+ |V δTB | ≥ col(δAV ) + row(V δTB)
= col(V ) + row(V ).
Combining this with (a+ b)2/4 ≥ ab for integers a, b yields:
|S|2/4 ≥ col(V ) · row(V ) ≥ |V |.
We want to use Lemma 3 to infer that the code defined on
the chain complex C has X-confinement. To see how this
is the case, we consider an ‘asymmetrical’ version of C as
the product of the length-2 chain complex C˜ and the length-
1 chain complex δC : CC0 → CC1 . The asymmetric product
complex C˘ is then
C˜2 ⊗ C1C
C˜1 ⊗ C1C C˜2 ⊗ CC0
C˜0 ⊗ C1C C˜1 ⊗ CC0
C˜0 ⊗ C0C
C˘3
C˘2
C˘1
C˘0
δ˘2
δ˘1
δ˘0
where
δ˘0 =
(
1⊗ δC
δ˜0 ⊗ 1
)
,
δ˘1 =
(
δ˜0 ⊗ 1 1⊗ δC
0 δ˜1 ⊗ 1
)
,
δ˘2 =
(
δ˜1 ⊗ 1 1⊗ δC
)
.
Claim 1. Let (v, w) ∈ C˘1 have weight less than t and s =
δ˘1(v, w) be its syndrome . If (V,W ) is the reshaping of the
vector (v, w) then the following Syndrome Equation holds:
S =
S1
S2
 =
δ˜0V +WδTC
δ˜1W
 , (SE)
where S is the reshaping of s.
Note that a stabiliser for the chain complex C˘0 → C˘1 →
C˘2 → C˘3 and the syndrome map δ˘1(·) has the form δ˘0(m) for
some m ∈ C˘0. By construction, we can add any stabiliser
to (v, w) without violating the Syndrome Equation (SE). In
particular,
1. |(v, w)| < t entails that its reshaping satisfies the fol-
lowing properties:
(a) Both V andW have at most t non-zero rows. Thus
all their columns have weight at most t.
(b) Both V and W has at most t non-zero columns.
Thus all their rows have weight at most t.
2. Fix a row index i and a column index j. Let M be a
matrix in C˘0 with columns
Mh =
{
V j for h in supp(WδTC)i = supp(Wiδ
T
C),
0 elsewhere.
Its image (MδTC , δ˜0M) through δ˘0 is a stabiliser. De-
fine V ? and W ? as
V ? = V +MδTC and W
? = W + δ˜0M.
Observe that:
18
(a) M is a matrix whose non-zero columns are equal
to a column of V . Therefore M has row support
contained in the row support of V :
row(V ?) ⊆ row(V ). (B3)
(b) M is a matrix whose column support is
supp(Wiδ
T
C) for some row Wi of W . Therefore
M has column support contained in the column
support of W :
col(W ?) ⊆ col(W ). (B4)
Lemma 4 (Inheritance of confinement). δ˘1 has (t, f)-
confinement where t = min{dA, dB , dC} and f(x) = x32 .
Proof. Let (v, w) ∈ C˘1 have weight less than t and s =
δ˘1(v, w) be its syndrome. Reshaping vectors into matrices
(see Eq. (B1) and (B2)) yields the following Syndrome Equa-
tion:
S =
S1
S2
 =
δ˜0V +WδTC
δ˜1W
 (SE)
We will transform the vector (V,W ) by adding stabilisers to
it in order to change its column and row support. We do this
by iterating the following two steps.
Step 1: Let i, j be row and column indices s.t.
(a) (WδTC)i 6= 0 and (S1)i = 0;
(b) (δ˜0V )ij 6= 0 and (WδTC)ij = 1.
Build a matrix M as in Claim 1.
Transform V and W accordingly:
V 7−→ V +MδTC
W 7−→W + δ˜0M
Note that in this way we are able to delete row i of
WδTC .
Iterate this step till we obtain:
row(WδTC) ⊆ row(S1). (B5)
Step 2: Let i, j be row and column indices s.t.
(a) (WδTC)
j 6= 0 and (S1)j = 0; this entails
(δ˜0V )
j = (WδTC)
j ;
(b) (δ˜0V )ij = (WδTC)ij = 1.
Build a matrix M as in Claim 1.
Transform V and W accordingly:
V 7−→ V +MδTC
W 7−→W + δ˜0M
Note that in this way we are able to delete row i ofWδTC
and by repeatedly doing so we can delete any column j
of W (δTC) which does not belongs to the column sup-
port of S1.
Iterate this step till we obtain:
col(WδTC) ⊆ col(S1). (B6)
LetM be the matrix formed by summing over all the matrices
M found during these two steps. Define V ? and W ? as
V ? = V +MδTC and W
? = W + δ˜0M. (B7)
We now proceed to prove an upper bound for the weight of
W ? first and then one for the weight of V ?. By combining
these two bounds we obtain the desired confinement relation
between the weight of the syndrome and the weight of the
error.
BOUND ON THE WEIGHT OF W ?
1. By Claim 1, no row of W ? has weight more than t
and therefore none of them belongs to ker δTC so that
row(W ?δTC) = row(W
?). Combining this with Equa-
tion (B5) yields:
row(W ?) ⊆ row(S1). (B8)
2. By Claim 1, the column support of W ? is contained in
the column support of W which is equal to the column
support of S2, by assumption on its weight. Summing
these up:
col(W ?) ⊆ col(S2). (B9)
3. Combining (B8) and (B9) yields:
|S1||S2| ≥ |W ?|. (B10)
BOUND ON THE WEIGHT OF V ?.
1. By rearranging the Syndrome Equation (SE), we can
write δ˜0V ? = S1 + W ?δTC . Equations (B5) and (B6)
therefore entail
row(δ˜0V
?) ⊆ row(S1), (B11)
and
col(δ˜0V
?) ⊆ col(S1). (B12)
2. By Claim 1, the row support of V ? is contained in the
row support of V which has cardinality at most t. In
particular, all the columns of V ? have weight at most
t and therefore we can use the confinement property of
the map δ˜0 column wise (see Lemma 3). In other words,
for each column j of V ?, the following holds:
|(δ˜0V ?)j |
4
2
≥ |(V ?)j |. (B13)
Combining this with Equation (B11) yields:
|row(S1)|
4
2
≥ |(V ?)j |. (B14)
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3. By Claim 1, no column of V ? has weight more than
t and therefore none of them belongs to ker δ˜0 so that
col(V ?) = col(δ˜0V
?). By Equation (B12) this entails
col(V ?) ⊆ col(S1). (B15)
In other words, V ? has at most |col(S1)| non-zero
columns and combining this with Equation (B14)
yields:
|row(S1)|
4
2
|col(S1)| ≥ |V ?|, (B16)
which entails:
1
4
|S1|3 ≥ |V ?|. (B17)
Since |S| = |S1|+|S2| and |(V,W )| = |V |+|W |, we can add
the bounds found for V ? and W ?. Observing that (a+ b)3 ≥
(a3 + a2b + ab) for integer a, b, we obtain that (v?, w?) is
a vector equivalent to (v, w) (i.e. it satisfies the Syndrome
Equation (SE)) for which it holds:
1
4
|s|3 ≥ |(v?, w?)|. (B18)
In conclusion, since |(v?, w?)| ≥ |(v, w)|red, we have proved
that δ˘1 has confinement with respect to the function f(x) =
x3/2.
Appendix C: Fitting details
To obtain our threshold estimates, we use the standard crit-
ical exponent method [49]. Specifically, in the vicinity of the
threshold, we fit our data to the following ansatz
a0 + a1x+ a2x
2, (C1)
where the rescaled variable x = (p− pth)L1/µ. Examples of
this fit are shown in Fig. 7.
We use the fitting method described in [12] to understand
the behaviour of the 3D toric code logical error rate for error
rates p significantly below threshold. Recall from Section V
that we use the following ansatz:
pfail(L) ∝ (p/pth)αLβ , (C2)
we take the logarithm of both sides to obtain
log pfail = log f(L) + αL
β log(p/pth). (C3)
For different values of L, we plot log pfail as a function of
log(p/pth) and fit to a straight line to obtain gradients
g(L) =
∂ log pfail
∂u
= αLβ , (C4)
where u = log(p/pth). Finally, take the logarithm of both
sides of the above to give
log g = logα+ β logL. (C5)
We then plot log g as a function of logL and fit to a straight
line to get α and β. Figure 8 illustrates the above fitting pro-
cedure for code-capacity noise (no measurement errors) and
for eight rounds of single-shot error correction.
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FIG. 7. Threshold fits for the 3D toric code using MWPM & BP+OSD to decode. In (a), we plot the logical error rate pfail as a function of the
phase-flip error rate p, for values of p close to the threshold. The coloured lines show the fit given by Eq. (C1), with parameters a0 = 0.547,
a1 = 1.92, a2 = −4.04, µ = 1.04, and pth = 0.216 (dashed grey line). In (d), we show the same data using the rescaled variable
x = (p− pth)L1/µ. Subfigures (b) and (e) show equivalent data for one round of single-shot error correction, with fit parameters a0 = 0.119,
a1 = 3.04, a2 = 22.9, µ = 1.01, and pth = 0.0289. Subfigures (c) and (f) show equivalent data for sixteen rounds of single-shot error
correction, with fit parameters a0 = 0.873, a1 = 7.99, a2 = −130, µ = 1.10, and pth = 0.0291. The error bars show the 95% confidence
intervals pfail = pˆfail ± 1.96
√
pfail(1− pfail)/η, where η ≥ 104 is the number of Monte Carlo trials.
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FIG. 8. Illustration of the fitting procedure for finding the coefficients describing the suppression of the logical error rate for phase-flip error
rates substantially below threshold. (a) and (c) show data for code capacity noise (no measurement errors), and (b) and (d) show data for eight
rounds of single-shot error correction. In both cases, we first plot log pfail as a function of log(p/pth) for differing values of L, observing
trends that agree with the straight line prediction of Eq. (C3) [(a) and (b)]. We note that for the single-shot case there is an odd-even effect
so we only include the data for odd L. We extract the gradients g(L) from the corresponding straight line fits in (a) and (b) (grey lines), and
plot the logarithms of these values against logL [(c) and (d)]. The data fit well to the linear ansatz given in Eq. (C5), which allows us to
estimate the parameters α and β, which control the suppression of the logical error rate as per Eq. (C2). For code capacity noise, we estimate
α = 0.546(33) and β = 1.91(3), and for eight rounds of single-shot error correction, we estimate α = 0.610(37) and β = 1.15(3). The
error bars in (a) and (b) show the 95% confidence intervals log pfail = log pˆfail ± 1.96pfail
√
pfail(1− pfail)/η, where η ≥ 104 is the number of
Monte Carlo trials. We only include data points with at least 25 failures. The error bars in (c) and (d) show the 95% confidence intervals given
by the LINEARMODELFIT function of Mathematica.
