Linda is a language for programming parallel applications whose most notable feature is a distributed shared memory called tuple space. While suitable for a wide variety of programs, one shortcoming of the language as commonly defined and implemented is a lack of support for writing programs that can tolerate failures in the underlying computing platform. This paper describes FT-Linda, a version of Linda that addresses this problem by providing two major enhancements that facilitate the writing of fault-tolerant applications: stable tuple spaces and atomic execution of tuple space operations. The former is a type of stable storage in which tuple values are guaranteed to persist across failures, while the latter allows collections of tuple operations to be executed in an all-or-nothing fashion despite failures and concurrency. The design of these enhancements is presented in detail and illustrated by examples drawn from both the Linda and fault-tolerance domains. An implementation of FT-Linda for a network of workstations is also described. The design is based on replicating the contents of stable tuple spaces to provide failure resilience and then updating the copies using atomic multicast. This strategy allows an efficient implementation in which only a single multicast message is needed for each atomic collection of tuple space operations.
Introduction
Parallel computing has long been heralded as the wave of the future, particularly as hardware prices have fallen rapidly in recent years. However, this parallelism has manifested itself in a wide variety of diverse architectures, ranging from shared memory multiprocessors to hypercubes to networks of workstations. This variety of architectures has engendered a corresponding variety of different software paradigms for harnessing parallelism. For example, an application on a shared memory multiprocessor might use shared variables to communicate and synchronize, while one on a hypercube would likely be based on message passing. Having such a myriad of approaches complicates the building of portable parallel programs, a major problem given the high cost of software development and the rapid pace at which new and better hardware becomes available.
To help overcome this obstacle, a number of architecture-independent abstractions and languages have been developed [6] . One such language is Linda [16, 13, 17] , a coordination language that provides a collection of primitives for process creation and interprocess communication that can be added to existing languages. The main abstraction provided by Linda is tuple space (TS), a distributed shared memory [32] that can be used by processes to communicate and synchronize despite the lack of physical shared memory. The abstraction is implemented by the Linda runtime system transparently to user processes.
The specific tuple space primitives provided by Linda allow processes to deposit tuples into TS and to withdraw or read tuples whose contents match a pattern specified in the primitive. Thus, tuple space provides for associative access, in which information is retrieved by content rather than address. This property, together with the temporal and spatial decoupling inherent in the abstraction, makes it especially easy for use by application programmers. Linda implementations are available on a number of different architectures [11, 27, 8, 10] and for a number of different languages [27, 22, 10, 20] .
Despite these advantages, one significant deficiency of Linda as originally defined and commercially available is that failures in the underlying computing platform have not been considered. For example, the semantics of tuple space primitives are not well-defined should a processor crash, nor are features provided that allow programmers to deal with the effect of such a failure. The impact of these omissions has been twofold. First, programmers that use Linda to write general parallel applications cannot take advantage of fault-tolerance techniques to, for example, recover a long-running scientific application after a failure. Second, it has generally been impossible to use Linda to write critical applications such as process control or telephone switching in which dealing with failures is crucial, despite the language's overall appeal in these situations. The significance of these omissions is only likely to become more serious given the trend towards more applications that fall into these categories.
In this paper, we describe FT-Linda, a version of Linda intended to address these problems by providing support for programming fault-tolerant parallel applications. To do this, FT-Linda includes two major enhancements: the ability to have stable tuple spaces and support for atomic execution of TS operations. The former is a type of stable storage in which the contents are guaranteed to persist across failures [26] ; the latter allows collections of tuple operations to be executed in an all-or-nothing fashion despite failures and concurrency. The specific design of these enhancements has been based on examining common program structuring paradigms, both those used for Linda and those found in fault-tolerant applications, to determine what features are needed in each situation. In addition, the design is in keeping with the "minimalist" philosophy of Linda, and results in an efficient implementation. These features help distinguish FT-Linda from other efforts aimed at introducing fault-tolerance into Linda [40, 41, 23, 4, 24, 9, 15, 33] .
FT-Linda is being implemented using Consul, a communication substrate for building fault-tolerant systems [30, 29] , and the x-kernel, an operating system kernel that provides support for composing network protocols [21] . Stable TSs are realized using the replicated state machine approach [37] , where tuples are replicated on multiple processors to provide failure resilience and then updated using atomic multicast.
Atomic execution of multiple tuple operations is achieved by placing some reasonable limits on the type of operations that can be included, and then using a single multicast message to update replicas. Although the language design is general, the focus in the implementation has been on tolerating so-called processor crash (or fail-silent) failures; such a failure occurs when a processor halts without undergoing any erroneous state transitions [35] . Finally, an interesting side effect of our implementation strategy is better semantics for structuring certain Linda applications even when fault-tolerance is not a concern.
The remainder of this paper is organized as follows. Section 2 overviews Linda and some of the specific problems that failures can cause. The design of FT-Linda is then described in Section 3, with Section 4 giving examples of its use. Section 5 discusses the implementation design and some initial performance results; all the various parts of the system have been implemented, but final integration awaits the porting of Consul to a new version of the x-kernel. Finally, Section 6 discusses possible extensions and related work, while Section 7 offers some concluding remarks.
Linda and Failures

Linda Overview
Linda is a system for constructing parallel programs based on a communication abstraction known as tuple space (TS) [16, 3, 13] . Tuple space is an associative (i.e., content-addressable) unordered bag of data elements called tuples. Processes are created in the context of a given TS, which they use as a means for communicating and synchronizing. In essence, TS is a specialized virtual shared memory, where the illusion of a shared resource in a distributed memory system is provided by the Linda runtime system.
A tuple consists of a logical name and zero or more values. An example of a tuple is ("N "; 100;true).
Here, the tuple consists of the logical name N and the data values 100 and true. Tuples are immutable, i.e.,
they cannot be changed once placed in the TS by a process. The basic operations defined on a TS are the deposit and withdrawal of tuples. The out operation deposits a tuple into TS. For example, executing out("N "; 100;true) causes the tuple ("N "; 100;true) to be deposited. As another example, if i equals 100 and boolvar equals true, then the operation out("N "; i; boolvar) will also cause the same tuple, ("N "; 100;true), to be deposited. out is nonblocking.
The in operation withdraws a tuple matching the specified parameters from TS; we call these parameters its pattern. To match such a tuple, the in must have the same number of parameters, and each parameter must match the corresponding value in the tuple. The parameters to in can either be actuals or formals. Actuals are literal values or variables. To match a value in a tuple, the value of that literal or variable actual must be of the same type and value as the corresponding value in the tuple.
Formals are a question mark followed by the name of a variable or type. Formals automatically match any value of the same type. If the formal has a variable name then in assigns to the variable the corresponding value from the tuple. For example, if i is declared as an integer variable and b as a boolean, executing in("N "; ?i; ?b) will withdraw a tuple named N that has an integer as its first argument and a boolean as its second (and last) one, and will assign to i and b the respective values from the tuple. If there is no such tuple, then the process will block until one is present. As another example, executing in("N "; 100;true) will withdraw a tuple named N whose second argument is an integer with value 100 and whose third argument is a boolean with value true. Here, the parameters of in are all actuals, so executing this operation does not give the program new data. Such an operation may, however, be useful for synchronization.
The Linda rd operator is like in except it does not withdraw the tuple. Similarly, operators rdp and inp are exactly like rd and in, respectively, except that they are nonblocking. Rather, they return a boolean result that indicates if an appropriate tuple was found.
The final Linda primitive is eval, which is used for process creation. In particular, invoking eval(f unc(args)) will create a process to execute func with args as parameters, and later deposit a tuple with func's return value in TS.
A TS may outlive any process in the program and may even persist after termination of the program that created it. Thus, Linda allows temporal uncoupling since two processes that communicate do not have to have overlapping lifetimes. Linda also allows spatial uncoupling since processes need not know the identity of processes with which they communicate. 1 These properties allow Linda programs to be powerful, yet simple and flexible.
Problems with Failures
As noted in the Introduction, the effects of processor failures on the execution of Linda programs are not considered in standard definitions of the language or most implementations. In examining how Linda is currently used to program parallel applications and would likely be used for fault-tolerant applications, two fundamental deficiencies are apparent. The first is lack of tuple stability. That is, the language contains no provisions for guaranteeing that tuples will remain available following a processor failure. Given that tuple space is the means by which processes communicate and synchronize, it is easy to imagine the problems that would be caused should certain key tuples become lost or corrupted by failure. Moreover, such a stable storage facility is a key requirement for many fault-tolerance techniques. For example, checkpoint and recovery is a technique based on saving key values in stable storage so that an application process can recover to some intermediate state following a failure [25] .
The second deficiency can be characterized as lack of sufficient atomicity. Informally, a computation that modifies shared state is atomic if, from the perspective of other computations, all its modifications appear to take place instantaneously despite concurrent access and failures. In Linda, of course, the shared state is the TS and the computations in question are TS operations. The key here is that Linda provides only single-op atomicity, i.e., atomic execution for only a single TS operation. Thus, as currently defined, the intermediate states resulting from a series of TS operations may be visible to other processes.
Providing a means to execute multiple TS operations atomically is important for using Linda to program fault-tolerant applications. For example, distributed consensus, in which multiple processes in a distributed system reach agreement on some common value, is an important building block for many fault-tolerant systems [39] . However, Linda with single-op atomicity has been shown to be insufficient to reach distributed consensus with more than two processes in the presence of failures or with arbitrarily slow (or busy) processors [38] . The key is lack of sufficient atomicity. Even typical Linda programs cannot be structured to handle failures with only single-op atomicity. To illustrate this, we consider specific problems that arise in two common Linda programming paradigms: the distributed variable and the bag-of-tasks. Both of these paradigms are used to solve a wide variety of problems, meaning that deficiencies here can be viewed as applying to a large class of Linda programs.
Distributed Variable. The simplest paradigm is the distributed variable. Here, one tuple containing the name and value of the variable is kept in TS. Figure 1 shows how typical operations on such a variable named count might be implemented. The first operation initializes the variable count to value. To inspect the value of count, rd is used as shown. Finally, updating the value involves withdrawing the tuple and depositing a new tuple with the new value; if the old value is not of interest, then the parameter ?oldvalue could be simply ?int. Note that the tuple must be withdrawn with in and not just read with rd to guarantee mutually exclusive access to the variable and uniqueness of the resulting tuple.
Unfortunately, if the possibility of a processor crash is considered, the protocol has a window of vulnerability. Specifically, if the processor executing the process in question fails after withdrawing the old tuple but before replacing it with the new one, that tuple will be lost since its only representation is in the local memory of the failed processor. We call this problem the lost tuple problem. The result is that processes attempting to inspect or modify the distributed variable will block forever. The problem is due to the inability to execute the in and subsequent out as an atomic unit with respect to failures.
Bag-of-Tasks. Linda lends itself nicely to a method of parallel programming called the bag-of-tasks or replicated worker programming paradigm [3, 12] . In this paradigm, the task to be solved is partitioned into independent subtasks. These subtasks are placed in a shared data structure called a bag, and each process in a pool of identical workers then repeatedly retrieves a subtask description from the bag, solves it, and outputs the solution. In solving it, the process may use only the subtask arguments and possibly non-varying global data, which means that the same answer will be computed regardless of which processor computes it and at what time. Among the advantages of this programming approach are transparent scalability, automatic load balancing, ease of utilizing idle workstation cycles [18, 14] , and, as discussed below, easy extension to fault-tolerant operation.
Realizing this approach in Linda is done by having the TS function as the bag. The TS is seeded with subtask tuples, where each such tuple contains arguments that describe the given subtask to be solved. The collection of subtask tuples can thus be viewed as describing the entire problem.
The actions taken by a generic worker are shown in Figure 2 . The initial step is to withdraw a tuple describing the subtask to be performed; the label "work" is used as a distinguishing mark to identify tuples Figure 2 : Bag-of-Tasks Worker containing subtask arguments. The worker computes the results, which are subsequently output to TS with an identifying label. Also, any new subtasks that this subtask generates are placed into TS (this would actually be done in the procedure calc, but is shown outside the procedure for clarity). If the computation portion of any worker in the program generates new subtask tuples, then we say that the solution uses a dynamic bag-of-tasks structure. If no new subtask tuples are generated, then we call the solution a static bag-of-tasks structure; in this case, a master process is assumed to subdivide the problem and seed the TS with all appropriate subtask tuples.
The bag-of-tasks paradigm suffers from two problems when failures are considered. The first is again the lost tuple problem. Specifically, if the processor fails after a worker has withdrawn the subtask tuple but before depositing the result tuple, that result will never be computed. The second is a somewhat different problem, which we call the duplicate tuple problem. This problem occurs if the processor fails after the worker has generated some new subtasks but before it has deposited the result tuple. In this case, assuming the lost tuple problem is solved, another worker will later process the subtask, generating the same new subtasks that are already in TS. Such an occurrence can lead to the program producing incorrect results-for example, the process that consumes the result tuples may expect a fixed number of result tuples-in addition to wasted computation. The cause of the problem is again lack of sufficient atomicity. What is needed in this case is some way to deposit all the new subtask tuples and the result tuple into TS in one atomic step.
Implementing Stability and Atomicity
Given the problems identified above, the challenge is to develop reasonable approaches to implementing stable TSs and atomic execution within Linda. For stable TSs, choices range from using hardware devices that approximate the failure-free characteristics of stable storage (e.g., disks) to replicating the values in the volatile memory of multiple processors so that failure of (some number of) processors can be tolerated without losing values. In situations where stable values must also be shared among multiple processors as is the case here, replication is a more appropriate choice.
To realize a replicated TS, we use a general technique called the replicated state machine approach (SMA) [37] . In this technique, an application is represented as a state machine that maintains state variables and makes modifications in response to commands from other state machines or the environment. To provide resilience to failures, the state machine is replicated on multiple independent processors, and an ordered atomic multicast is used to deliver commands to all replicas reliably and in the same total order. 2 If the commands are deterministic and executed atomically with respect to concurrent access, then the state variables of each replica with remain consistent. The SMA is the basis for a large number of fault-tolerant distributed systems [7, 30, 34] .
Given the use of replication to realize stable TSs, the next step is to consider schemes for implementing atomic execution of multiple tuple operations that use this TS. Such a scheme must guarantee, in effect, that either all or none of the TS operations are executed at either all or none of the functioning processors hosting copies of the tuple space. Additionally, other processes must not be allowed concurrent access to TS while an update is in progress.
A number of schemes would satisfy these requirements. For example, techniques based on the two-phase commit protocol for implementing general database transactions could be used [19, 26] . While sufficient, these techniques are expensive, requiring multiple rounds of message passing between the processors hosting replicas. At least part of the reason for the heavyweight nature of the technique is that it supports atomic execution of essentially arbitrary computations. While important in a database context, such a facility is stronger than necessary in our situation where only simple sequences of tuple operations require atomicity. Accordingly, a simpler scheme is desired even if it provides, in some sense, "less" atomicity.
What we believe is a good compromise is based on the specifics of the SMA. In that scheme, each individual command to a replicated state machine meets the kind of atomicity requirements that are our goal. That is, a command is considered a single unit that is either applied as a whole or not at all, is applied at either all functioning processors or none (as guaranteed by the atomic multicast), and is performed by serial processing that does not allow concurrent access. Given this, a simple scheme for atomically executing multiple TS operations is to treat the entire sequence as, in essence, a single state machine command. The operations are disseminated together to all replicas in a single multicast message, and then executed in sequence as dictated by the serial order in which commands are processed at each replica. This technique has the virtue of being simple to implement and requires less message passing than transactions, while still supporting the level of atomicity needed to realize fault tolerance in many Linda applications.
This broad outline of an implementation strategy serves not only to describe alternatives, but also to motivate the specific design of our extensions to Linda for achieving fault tolerance. The extensions and implementation are perhaps more sophisticated than implied by this discussion-for example, provisions for synchronization and a limited form of more general atomic execution are also provided-yet the overall design philosophy follows the two precepts inherent in the above. First, the extensions must provide enough functionality to allow convenient programming of fault-tolerant applications in Linda. Second, the execution cost must be kept to a minimum. The trick has been to balance the often conflicting demands of these two goals, while still providing mechanisms that preserve the design philosophy and semantic integrity established by the original designers of Linda.
FT-Linda
FT-Linda is a variant of Linda designed to facilitate the construction of fault-tolerant applications by including features for data stability and atomic execution. The system model assumed by the language consists of a collection of processors connected by a network with no physically shared memory. For example, it could be a distributed system in which processors are connected by a local-area network, or a hypercube with a faster and more sophisticated interconnect. Processors are assumed to suffer only fail-silent failures, in which execution halts without undergoing any incorrect state transitions or generating spurious messages. The FT-Linda runtime system, in turn, converts such failures into fail-stop failures [36] by providing failure notification in the form of a distinguished failure tuple that gets deposited into TS. We also assume that processors remain failed for the duration of the computation and are not reintegrated back into the system; 3 extensions to allow such reintegration are considered in Section 6.1.
Stable Tuple Spaces
To address the problem of data stability, FT-Linda includes the ability to define a stable tuple space. However, not wanting to mandate that every application use such a TS given its inherent implementation overhead, this abstraction is included as part of more encompassing provisions. Specifically, FT-Linda allows the programmer to create and use an arbitrary number of TSs with varying attributes.
FT-Linda currently supports two tuple space attributes: resilience and scope. The resilience attribute, either stable or volatile, specifies the behavior of the TS in the presence of failures. In particular, tuples within a stable TS will survive processor failures, while those within a volatile TS have no such guarantee. The number of processor failures that can be tolerated by a stable TS without loss of data depends on the number of copies maintained by the implementation, a parameter specified at system configuration time.
Given N such copies, data will survive given no more than N 1 failures.
The scope attribute, either shared or private, indicates which processes may access a given TS. A shared TS can be used by any process; such a TS is analogous to the single TS in current versions of Linda. A private TS , on the other hand, may be used only by the single logical process whose logical process identifier (LPID) is specified as an argument in the TS creation primitive (see below). This LPID can be assigned either by the application program or FT-Linda, and must be specified before a process can execute any operations involving a private TS. A process can only have a single LPID at a time, and only one process in the system at a time can have a given LPID.
Allowing access to private TSs based on the notion of a logical process allows the work of a process that has failed to be taken over by another newly-created process. To do this, the failure is first detected by waiting for the failure tuple associated with the processor on which it was executing. At this point, a new process is created with the same LPID. Once this is done, the new process can use any of the private TSs that were being used by the failed process, assuming, of course, that they were also declared to be stable. Such a scenario is demonstrated in Section 4.3.
A single stable shared TS is created when the program is started, and can be accessed using the handle
TSmain. Other tuple spaces are created using the FT-Linda primitive ts create. This function takes the resilience and scope attributes as required arguments, and returns a TS handle that is subsequently passed as the first argument to other TS primitives such as in and out. An optional third argument used in the case of private TSs is the LPID of the logical process that can access the TS. If no such argument is given and the private attribute is specified, the LPID of the creating process is used. To destroy a TS, the primitive ts destroy is called with the appropriate handle as argument. Subsequent attempts to use the handle result in an exceptional condition.
As noted above, stability is implemented by replicating tuples on multiple machines. As a result, a TS created with the stable attribute, whether shared or private, is also called a replicated tuple space. Conversely, a TS created with attributes volatile and private is also called a local tuple space, since its tuples are only stored on the processor on which the TS was created.
Features for Atomic Execution
Two features are provided in FT-Linda to support atomic execution: atomic guarded statements and atomic tuple transfer primitives. Atomic guarded statements are used to execute sequences of TS operations atomically, potentially after blocking; the atomic tuple transfer primitives move and copy allow collections of tuples to be moved or copied between tuple spaces atomically. Each is addressed in turn below. 
Atomic Guarded Statement
An atomic guarded statement (AGS) provides all-or-none execution of multiple tuple operations despite failures or concurrent access to TS by other processes.
Simple Case. The simplest case of the AGS is h guard body i where the angle brackets are used to denote atomic execution. The guard can be any of in, inp, rd, rdp, or true, while the body is a series of in, rd, move and copy operations or a null body denoted by skip. The process executing an AGS is blocked until the guard either succeeds or fails, as defined below. If it succeeds, the body is then executed in such a way that the guard and body are an atomic unit; if it fails, the body is not executed. In either case, execution proceeds with the next statement.
Informally, a guard succeeds if either a matching tuple is found or the value true is returned. The specifics are as follows. A true guard succeeds immediately. A guard of in or rd succeeds once there is a matching tuple in the named TS, which may be immediately, at some time in the future, or never. A guard of inp or rdp succeeds if there is a matching tuple in TS when execution of the AGS begins. Conversely, a guard fails if the guard is an inp or rdp and there is no matching tuple in TS when the AGS is executed. A boolean operation used as a guard may be preceded by not, which inverts the success semantics for the guard in the expected way. Note that in this case, execution of an AGS may have an effect even though the guard fails and the body is not executed; for example, if the failing guard is "not inp(: : : ) ", a matching tuple still gets withdrawn from TS and any formals assigned their corresponding values.
An atomic guarded statement can also be used within an expression. The value of the statement in this case is taken to be true if the guard succeeds and false otherwise. This facility can be used, for example, within the boolean of a loop or conditional statement to control execution flow.
Only one operation-the guard-is allowed to block in an AGS. Thus, if an in or rd in the body does not find a matching tuple in TS, an exceptional condition is declared and the program is aborted. The implementation strategy also leads to a few other restrictions on what can be done in the body, most involving data flow between local and replicated TSs. These restrictions are explained further in Section 5.3.2.
Finally, our implementation strategy dictates that Linda TS operations not appear outside of an AGS. runtime system that specifies that failure tuples be deposited into TSmonitor.
Further ways in which the atomic guarded statement can be used are demonstrated in Section 4.
Disjunctive Case. The AGS has a disjunctive case that allows more than one guard/tuple pair, as shown in Figure 5 . A process executing this statement blocks until at least one guard succeeds, or all guards fail. To simplify the semantics, the guards in a given statement must all be the same type of operation, i.e., all true, all blocking operations (in or rd), or all boolean operations (inp or rdp). Figure 5 : AGS Disjunction then all guards succeed immediately; in this case, the first is chosen and the corresponding body executed. If the guards are all blocking, then the set of guards that would succeed if executed immediately-that is, those for which there is a matching tuple in the named TS when the statement starts-is determined. If the size of that set is at least one, then one is selected deterministically, and the corresponding guard and body executed. Otherwise, the process executing the AGS blocks until a guard succeeds. If the guards are all boolean, then the set of guards that would succeed at the time execution is commenced is again determined. If the size of the set is at least one, then the selection and execution is done as before. If, however, the set is empty, the AGS will immediately return false and no body will be executed. An example using disjunction is given in Section 4.2.
Atomic Tuple Transfer
FT-Linda provides primitives that allow tuples to be moved or copied atomically between TSs. The two primitives are of the form
Here, transfer op is either move or copy, TS fr o mis the source TS , and TS t ois the destination TS. The in pattern is optional and consists of a logical name and zero or more arguments, i.e., exactly what would follow the TS handle in a regular TS operation. If the pattern is present, only matching tuples are moved or copied; otherwise, the operation is applied to all the tuples in the source TS. Since the pattern in a transfer command may match more than one tuple, any formal variables in the in pattern are used only for their type, i.e., they are not assigned a new value by the operation.
Although similar to a series of in (or rd) and out operations, these two primitives provide useful functionality, even independent of their atomic aspect. For example, a single move (or copy) operation can transfer an arbitrary number of tuples with an arbitrary number of patterns. Indeed, the process that performs the move does not have to be aware of the different kinds of patterns currently present in TS fr o m .
As an example of how a move primitive might be used in practice, consider the dynamic bag-of-tasks application from Section 2.2. Recall that this particular paradigm suffered from both the lost tuple and the duplicate tuple problems. A way to solve these problems are shown in Figure 6 . This is similar to the static case shown in Figure 3 except that here, TSscratch is a scratch TS that the worker uses to prevent duplicate tuples. To do this, all new subtask tuples as well as the result tuple are first deposited into this TS . Then, the in progress tuple is removed atomically with the moving of all the tuples from TSscratch to TSmain. If the worker fails before the final AGS that performs this task, the subtask will be regenerated as before, and another worker will compute the same result and generate the same new subtasks. However, if the worker fails after the final AGS , then the new subtask tuples are already in a stable TS. Finally, note that a monitor process similar to that used with the static worker case would be needed here as well.
Other Features
FT-Linda has a number of other features, most of which are derived from the way the implementation totally orders TS operations at each replicated TS. First, inp and rdp in our scheme provide absolute guarantees as to whether there is a matching tuple, a property that we call strong inp/rdp semantics. Of all other distributed Linda implementations of which we are aware, only [4] offers similar semantics. Other implementations either do not provide inp and rdp or provide only a "best effort" attempt to find a matching tuple. (In the latter case, a return value of false does not guarantee the lack of a matching tuple at the time the operation was invoked.) Semantics of the type provided by FT-Linda can be very useful since they make a strong statement about the global state of the TS and hence of the parallel application or system built using FT-Linda.
FT-Linda also provides oldest matching semantics, meaning that in, inp, rd, and rdp always return the oldest matching tuple if one exists. These semantics are exploited in the disjunctive version of an AGS as well to select the guard and body to be executed if more than one guard succeeds. Oldest matching semantics can be very useful for some applications, as shown below in Section 4.3.
Examples
This section presents additional examples of how FT-Linda can be used for fault-tolerant parallel programming. First, a fault-tolerant version of a generic divide and conquer algorithm is given; like the bag-of-tasks, this example serves to demonstrate how these extensions can be used for common Linda programming paradigms. Then, we examine an FT-Linda implementation of a replicated server, a common way to structure servers in a distributed system to achieve fault-tolerance. The final example is a recoverable server. It uses distributed consensus, as well as oldest matching semantics to preserve causality.
Fault-Tolerant Divide and Conquer
The basic structure of divide and conquer is similar to the bag-of-tasks, where subtask tuples representing work to be performed are retrieved by worker processes [27] . The difference comes in the actions of the worker. Here, upon withdrawing a subtask tuple, the worker first determines if the subtask is "small enough," a notion that is, of course, application dependent. If so, the task is performed and the result tuple deposited. However, if the subtask is too large, the worker divides it into two new subtasks and deposits representative subtask tuples into TS. Such a worker is depicted in Figure 7 . An alternative strategy involving a scratch TS similar to that used in Section 3.2.2 could also be employed. The subtask tuples are first deposited into the scratch TS , which is then merged atomically with the shared TS upon withdrawal of the in progress tuple. This strategy would be especially appropriate if a variable number of subtasks are generated depending on the specific characteristics of the subtask being divided.
Replicated Server
In this example, a process implements a service that is invoked by client processes by issuing commands. To provide availability of the service when failures occur, the server is replicated on multiple machines in a distributed system. To maintain consistency between servers, commands must be executed in the same order at every replica. 4 The key to implementing this approach in FT-Linda is ordering the commands in a failure-resilient way. We accomplish this by using the Linda distributed variable paradigm in the form of a sequence tuple. The value of this tuple starts at zero and is incremented each time a client makes a request. Thus, there is exactly one request per sequence number, and a sequence number uniquely identifies a request. Given the oldest-matching semantics implemented by FT-Linda, this strategy results in a total ordering of requests that also preserves causality between clients (assuming that clients communicate only using TS). This sequence number is also used to ensure that replicas process each command exactly once.
An FT-Linda implementation of a generic replicated server follows. First, however, for each server (not each server replica), the following is performed at initialization time to create the sequence tuple:
out("sequence"; server id; 0)
The server id uniquely identifies the (logical) server with which the sequence tuple is associated.
Given this tuple, then, a client generates a request by executing the code shown in Figure 9 . Here, h in ("sequence", sid; ?seq) out ("sequence", sid, PLUS(seq; 1) ) out ("request", sid; seq; cmd name; cmd id; args) i if (a reply is needed for cmd) in("reply", sid; seq; ?reply args) Figure 9 : Client Request the client does three things: withdraws the sequence tuple, deposits a new sequence tuple, and deposits its request; after this it withdraws the appropriate reply tuple if necessary. These three actions must be done atomically. To see this, consider what would happen given failures at inopportune times. If the processor on which the client is executing fails between the in and the out, the sequence tuple would be lost, and all clients and server replicas would block forever. Similarly, if a failure occurs between the two outs, there would be no request tuple corresponding with the given sequence number, so the replicas would block forever. Two additional aspects of the client code are worth pointing out. First, note that the client includes a cmd name and cmd id in the request tuple. This information specifies which of the commands implemented by server sid is to be invoked. The redundancy is needed for structuring the server, as will be seen below.
Second, note the PLUS in the TS operation depositing the updated sequence tuple. This opcode results
4 This is, of course, just another instance of the state machine approach, but one that is implemented using FT-Linda rather than as part of the language implementation itself.
in the value of the sequence tuple that was withdrawn in the previous in being incremented prior to being deposited back into TS . These opcodes, which also include such common operations like MIN, MAX, and MINUS, are intended to allow a limited form of computation within atomic guarded statements. As already mentioned above, general computations-including the use of expressions or user functions in arguments to TS operations-are not allowed due to their implied implementation overhead. For example, among other things, it would mean having to transfer the code for the computation to all processors hosting TS replicas so that it could be executed at the appropriate time. Also, these general computations must be executed, in essence, in a critical section-that is, while the runtime system is processing the AGS in question-which could severely degrade overall performance. The code for a generic server replica that retrieves and services request tuples is given in Figure 10 server waits for a command with the current sequence number using the disjunctive version of the AGS, one branch (i.e., guard/body pair) for each command implemented by the server. When a command with the current sequence number arrives, the server uses the assignment of the cmd id in the tuple to variable cmdnum to record which command was invoked. This tactic is necessary since normal variable assignment to record the selection is not permitted within an atomic guarded statement. Finally, after withdrawing the request tuple, the server executes a procedure (not shown) that implements the specified command. This procedure performs the computation, and, if necessary, deposits a reply tuple.
Note that in the above scheme, some tuples get deposited into TS but not withdrawn. In particular, request tuples are not withdrawn, and neither are reply tuples from all but one of the replicas. If leaving these tuples in TS is undesirable, a garbage collection scheme could be used. To do this for request tuples, the sequence number of the last request processed by each server replica would first need to be maintained. Since no request with an earlier sequence number could still be in the midst of processing, such tuples could be withdrawn. A similar scheme works for the extra reply tuples.
Recoverable Server
Another strategy for realizing a highly available service is to use a recoverable server. In this strategy, only a single server process is used instead of the multiple processes as in the previous section. This saves computational resources if no failure occurs, but also raises the possibility that the server may cease to function should the processor on which it is executing fail. To deal with this situation, the server is constructed to save key parts of its state in stable storage so that it can be recovered on another processor after a failure. The downside of this approach when compared to the replicated server approach is, of course, the unavailability of the service during the time required to recover the server.
In our FT-Linda implementation of a recoverable server, a stable TS functions as a stable storage in which values needed for recovery are stored. Monitor processes on every processor wait for notification of the failure of the processor on which the server is executing; should this occur, each attempts to create a new server. Distributed consensus is used to select the one that actually succeeds.
An FT-Linda implementation of such a recoverable server and its clients follows. For simplicity, we assume that the server only services one command, and that the command requires a reply; multiple commands would be handled with disjunction as in the previous example. We also assume that the following is executed upon initialization to create the server:
server TShandle = ts create(stable, private, server id) out(T Smain,"server handle", server id, server TShandle) out(server TShandle,"state", server id, initial state) out(T Smain, "server registry" ; server id; host) eval(server; server id) on host This creates a private but stable tuple space for use by the server, places the handle for this tuple space and the initial state of the server in a globally-accessible TS, and then creates the server. Note that eval has been extended to include the host on which the process is to be started.
The code used by client processors to request service is: out(T Smain, "request", server id; args) in(T Smain, "reply", server id; ?reply args)
Note that no sequence tuple is needed for the client of a recoverable server since there is only one actual server process at any given time. The server itself is given in Figure 11 . The server first declares the identifier passed as an argument as its LPID to the runtime system. This step is needed to allow subsequent access to the private TS created upon initialization. The process then reads its initial state and TS handle from TSmain, and then enters an infinite loop that withdraws requests and leaves an in progress tuple as in previous examples. Finally, it performs the command, updates the state tuple, and outputs a reply.
When a processor fails, two actions must be taken. First, any in progress tuple associated with a failed server must be withdrawn and the corresponding request tuple regenerated. Second, the failed server itself must be recreated on a functioning processor. To perform these actions, however, we need to know if the failed processor was in fact executing a server. This is accomplished by maintaining a registry tuple for each server. This tuple contains the identifiers for both the server and the processor on which it is executing.
A monitor process strategy similar to the bag-of-tasks example is used to implement these two actions. There is one such process on each processor hosting a copy of the replicated TS; here, it is structured to monitor a single server, although it could easily be modified to handle the entire set of servers in a system. The code is shown in Figure 12 . The monitor handles the failure of its server by first dealing with a possible in progress tuple; if present, one such monitor will succeed in regenerating the associated request tuple. The next step is to attempt to create a new incarnation of the server, a task that requires cooperation among the monitor processes on each machine to ensure that only one is created. This is implemented by having the monitor processes synchronize using the registry tuple in a form of distributed consensus to agree on which should start the new incarnation. The selected process then creates the new server, while the others simply continue.
Implementation Design
Overview
The implementation of FT-Linda consists of four major components. The first is a precompiler, which translates a C program with FT-Linda constructs into C generated code. The second is the FT-Linda library, which is linked with the object file comprising the user code. This library manages the flow of control associated with processing FT-Linda requests and implements TSs that are local to that process. The third is the TS state machine, which is an x-kernel protocol that sits beneath the user processes on each machine. This protocol manages the copies of replicated TSs on this host using the state machine approach explained above in Section 2.3. Finally, the fourth part is Consul, which acts as the interface between user processes and the TS state machine, and the network. This collection of x-kernel protocols implements the basic functionality of atomic multicast, consistent total ordering, and membership. It also notifies the FT-Linda runtime of processor failures so that failure tuples can be deposited into the TS specified by the user application.
The runtime structure of a system consisting of N host processors is shown in Figure 13 . At the top are the user processes, which consist of the generated code together with the FT-Linda library. Then comes the TS state machine, Consul, and the interconnect structure. The prototype is based on workstations connected by a local-area network, although the overall design extends without change to other parallel architectures. The edges between components represent the path taken by messages to and from the network. Providing this message-passing functionality and the rest of the protocol infrastructure is the role of the x-kernel.
The implementation is currently nearing completion. All four parts have been implemented and tested, with final integration waiting the completion of a port of Consul to version 3.2 of the x-kernel. The final version will run on DEC 240 and HP Snake workstations using the Mach microkernel.
The remainder of this section is organized as follows. First, more detail is provided on the precompiler, FT-Linda library, and the TS state machine; in doing so, the internal representations of tuple spaces and runtime requests resulting from FT-Linda extensions are also discussed. Then, the focus shifts to perhaps the most interesting aspect of the implementation, the way in which atomic guarded statements are processed. This is followed by some initial results on the performance of TS operations; given the current status of the implementation, these numbers measure only the overhead of tuple processing on a single processor, yet are instructive nevertheless.
Implementation Components
The FT-Linda precompiler, FT-lcc, is a derivative of the lcc precompiler [27, 28] . FT-lcc performs two tasks in particular. Second, as noted above, FT-lcc takes FT-Linda C source code and transforms it into C generated code. Code not related to FT-Linda is generally unchanged. FT-Linda extensions-AG statements, TS creation and deletion primitives, and requests for logical process identifiers-are replaced in the output by generated code that constructs a request data structure and then invokes an entry point procedure in the FT-Linda library.
The request data structure contains enough information to process the primitive being executed. The most complex version is, of course, the request data structure associated with an AGS. In addition to general status information, the data structure contains an entry for each branch in the AGS. This entry contains an op data structure for the guard and an array of such data structures for the body. An op data structure contains copies of the TS handle(s) involved with the operation, the global timestamp of the operation, the operator (e.g., in), and its tuple index. It also stores the length of the operation and information for each parameter, as well as a data area to store the value of actuals. The information for each parameter includes its polarity (i.e., actual or formal), the offset in the data area of its actual value (if any), opcode arguments, and an identifying integer that is unique within the branch. The request data structure also contains space for the value of any formal parameters; these are filled in by the code that manages the TS being referenced by the operation in question.
Once the invocation from the generated code to the FT-Linda library has been made, the control logic in the library routes the request appropriately. For example, if it involves only a local TS it is dealt with by the TS management code within the library itself, while if it involves a replicated TS it is multicast to the TS state machine protocols using Consul. In the latter case, this is the hand-off point between the user process and the control thread that carries the message through the x-kernel protocol graph to the network. As such, the user process blocks on a port until the request has been completed; this port is allocated by the library code, and included within the request data structure. When the request is completed, the request data structure is returned to the user process, where the generated code copies the values for any formals to the corresponding variables in the user address space.
Tuple spaces are implemented in two places, the FT-Linda library for local TSs and the TS state machine for replicated TSs. The algorithms and data structures used in both places are essentially identical. In each, a table of TSs is maintained. When a request to create a new TS is processed, a new table entry is allocated; the index of this entry is known as the TS index. The TS handle returned as the functional value of ts create contains this index, as well as the attributes of the tuple space. A subsequent request to destroy a TS frees the appropriate table entry and increments an associated version number. This number is used to detect future TS operations on the destroyed TS.
A TS itself is represented as a hash table of tuples, as shown in Figure 14 . The index into this table for
("foo",10) Table   a given tuple is simply the tuple index assigned by the precompiler, while the entries are op data structures. Both have been described above. Also associated with each TS is another hash table used to store blocked AGS requests. That is, at any given time, this table contains requests with guards of in or rd for which no matching tuple exists. An example of such a table is shown in Figure 15 . Here, the blocked AGS request has two in guards: one waiting for a tuple named A with a tuple index of 1 and the other waiting for a tuple named B with a tuple index of 3. Note that the request itself is stored indirectly in the table since, in the general case, such an AGS may be waiting for any number of matching tuples. Table   5 .3 AGS Request Processing
General Case
Atomic guarded statements are clearly the most complicated of the extensions that make up FT-Linda. They include provisions for synchronization, guarantee atomicity, and allow TS operations in which multiple TSs are accessed. To demonstrate how these provisions impact the implementation, here we discuss the way in which requests generated by such statements are handled within the implementation. This discussion also serves to highlight how the components of the system interact at runtime. The steps involved in processing a generic AG statement are illustrated in Figure 16 . These can be Consul Consul ... 1. The generated code fills in the fields of the request data structure that describes the AGS, and then invokes the FT-Linda library.
2. The code for managing local TS within the library executes as many of the TS ops in the AGS as possible. If such an operation withdraws or reads a tuple, the values for any formals in the operation are placed in the request data structure; this ensures that later operations that access these formals have their values. If the request has blocking guards with no matching tuples, the request is stored in the blocked hash table until a matching tuple becomes available. 5 Processing of this AGS stops if a local TS operation is encountered that depends on data or tuples from a replicated TS operation earlier in the statement; more on this below.
3. The AGS request is submitted to Consul's ordered atomic multicast service.
4. Consul immediately multicasts the message. Lost messages are handled transparently to FT-Linda by the multicast service within Consul.
5.
The message arrives at all other hosts.
6. Some time later Consul passes the message up to the TS state machine. The order in which messages are passed up is guaranteed to be identical on all hosts.
7. Each TS state machine executes all TS operations in the AGS involving replicated TSs. As in Step 2, if such an operation withdraws or reads a tuple, the values for any formals in the operation are placed into the request data structure. If the request has blocking guards with no matching tuples, then it is stored in the blocked hash table until a matching tuple becomes available.
8. The request is returned to the FT-Linda library code on the machine from which the request originated. Note that this step and the remaining ones are only executed on the processor from which the AGS originated, since the replicated TSs are now up to date.
9. The library code managing local TSs executes any remaining TS operations in the AGS request. The original invocation from the generated code to the FT-Linda library then returns with the request data structure as the result.
10. The generated code copies values for formals in the AGS into the corresponding variables in the user process. The process can now execute the next statement after the AGS.
Thus, the processing of an AGS can be viewed as three distinct phases: processing of local TS operations, then dissemination and processing of replicated TS operations, and finally, any additional processing of local TS operations. This paradigm is the origin of the restrictions on the way in which TS operations are used in the body that were mentioned in Section 3.2.1. For example, it would be possible to construct an example in which the data flow between TS operations would dictate going between local TSs and replicated TSs multiple times. Our experience is that such situations do not occur in practice, and so such uses have been prohibited. Finally, we note that all the steps above may not be needed for certain AGS requests. For example, if the AGS statement does not involve replicated TSs, then the request will not be multicast to the TS state machines, and therefore Steps 3 -9 above will not be executed. As another example, if the request consists solely of out operations, the user process will not wait for a reply.
Examples
To make the processing of AGS requests more concrete, this section examines some specific examples in detail. In the following, let scratch tsidx be the TS index of TSscratch, main tsidx be the TS index of (replicated) TSmain, and tidx be the tuple index of the tuple or pattern of the operation in question. The tasks performed by the generated code in each case is identical to the above, and so is omitted.
Local Case. First consider an example that involves only a local TS:
The generated code hands the request to the FT-Linda library where local TSs are implemented. To perform the out operations, this code creates a tuple using the values from the operations. It then attaches the tuple to the appropriate hash chain in the tuple hash table, i.e., TS [ scratch tsidx]:tuple [tidx] . The in is then executed. In doing so, the oldest matching tuple in TS will be withdrawn; in this case, it would be the tuple deposited by the first out in the AGS, assuming no matching tuples existed prior to execution of this statement. After all operations in the body have been executed, the request data structure is returned to the generated code, where the value for k is copied into k's memory location in the user process's address space.
Single Replicated Operation. Consider now a lone TS operation on a replicated TS:
After the request data structure is passed to the FT-Linda library code, it is immediately multicast to all TS state machines. Upon receiving the message, each state machine first checks for a matching tuple in the tuple hash table entry TS [ main tsidx]:tuple [tidx] . If this entry is not empty, the first matching one on this list-that is, the oldest match-is dequeued. If no such matching tuple is found, then the request is stored on the blocked queue for the guard, TS [ main tsidx]:blocked [tidx] . In either case, once a matching tuple arrives, the in is executed, and the matching tuple used to fill in the request data structure with the value of j. The state machine on the originating host then returns the data structure back to the user process.
Both Local and Replicated Tuple Spaces. Now consider a case involving both local and replicated TSs:
The request data structure is first passed to the code implementing local TSs in the FT-Linda library. As many operations as possible are then executed, which in this case is only the first in; the subsequent local rd cannot be executed since it depends on the value for j, which will not be present in the request data structure until later. In processing this local in, the new value for i retrieved from the matching tuple is copied into the request data structure. Of course, neither this in nor any other operation in the body can block.
Next, the request is passed to Consul, which transmits it by multicast to all machines hosting copies of the TS. Some time later each TS state machine gets the request message. At this point, each state machine removes the oldest tuple that matches the second in and updates the value for j in the request. Note that, to find this match, the value used for i is taken from the request data structure since its value was assigned within the AGS.
Following execution of replicated TS operations, the remaining local TS operation is performed on the host on which the AGS originated. To do this, the request data structure is first passed back to the user process. The rd operation is then executed; again, the value of j used for matching is taken from the request data structure. The value of the matching tuple is used to fill in the value for k before the request data structure is returned to the generated code.
As noted above, this three phase process (Steps 2, 7, and 9) of executing TS operations in atomic guarded statements leads to restrictions based on data flow between formals and actuals in the statement. Following is an example of an AGS that does not meet this criteria and therefore, is disallowed:
Move Operations. The move operation is treated as a series of in and out operations, as illustrated by the following example:
In this example, the generated code invokes the entry point in the FT-Linda library, which in turn invokes the local TS code. There, all tuples in TSscratch are removed, and the move replaced in the request data structure by an out(T Smain, t) for each such tuple t in TSscratch. When the TS state machines receive this request, they execute these out operations and then the final in.
If the move had been a copy instead, the only difference would be that the tuples are copied from TSscratch rather than removed. Patterns in such tuple transfer operations are handled using the same matching mechanism as for normal TS operations.
AGS Disjunction.
Consider an AGS involving disjunction, as in the following: h in(T Smain, "ping", 1) : : :
The actions taken here are similar to earlier examples until processing reaches the TS state machines. When the state machines receive this request, they find the oldest matching tuple for each guard. If no such tuple exists, a stub for each branch is enqueued on TSmain's blocked hash table. If there are matching tuples, the oldest among them is selected and the corresponding branch processed as described previously. Note that the oldest matching semantics implemented by FT-Linda are important here since it is this property that guarantees all state machines choose the same branch.
Unblocking
Requests. An out operation may generate a tuple that matches the guards for one or more blocked requests. Consider the following. . If so, they take them in chronological order and schedule any number of rd guards and up to one in guard to be considered for execution, along with their bodies, after the current AGS is completed.
Initial Performance Results
Some initial performance studies have been done on the FT-Linda implementation. As noted, the runtime system has not yet been merged with Consul, so the measurements capture only the cost of constructing the request data structure in the generated code, traversing the FT-Linda library, performing tuple operations in the TS state machine, and then returning back to the user code. In the tested version, the control flow from the library to the state machine was implemented by procedure call rather than the x-kernel. Table 2 gives timings figures for a number of different machines. The first result column is for an empty AGS, while the next give the cost of incrementing a distributed variable. Subsequent columns gives the marginal cost of including different types of in or out operations in the body. We note that the i386 figures compare favorably with results reported elsewhere [8] .
These figures can be used to derive at least a rough estimate of the total latency of an AGS by adding the time required by Consul to disseminate and totally order the multicast message before passing it up to the TS state machine. For three replicas executing on Sun-3 workstations connected by a 10 Mb Ethernet, this dissemination and ordering time has been measured as approximately 4.0 msec [29] . We expect this number to improve once the port of Consul to a faster processor is completed.
Finally, we note that even these relatively low latency numbers overstate the cost involved in some ways.
A key property of our design is that TS operations from an AGS in one user process on a given processor can be executed by the TS state machine while those from another process on the same processor are being disseminated by Consul. This concurrent processing means that, although the latency reflects the cost to an individual process, the overall computational throughput of the system is higher since other processes can continue to make progress. To our knowledge, this ability to process TS operations concurrently is unique to FT-Linda.
Discussion
FT-Linda and its implementation could be extended in a number of ways to enhance functionality or performance. Here, we discuss two: support for reintegrating failed processors and a technique that allows replicated TSs to be located on only a subset of the processors involved in a computation. In addition, related work is discussed in more detail.
Reintegration of Failed Processors
The major problem in reintegrating a failed processor upon recovery is restoring the states of replicated TSs that were on that machine. Although there are several possible strategies, a common one used in such situations is to obtain the data from another functioning machine. To do this, however, requires not only copying the actual data, but also ensuring that it is installed at exactly the correct time relative to the stream of tuple operations coming over the network. That is, if the state of the TSs given to the recovering processor P i is a snapshot taken after AGS S 1 has been executed but before S 2 , then P i must know to ignore S 1 but execute S 2 when they arrive.
Fortunately, Consul's membership service provides exactly the functionality required [29] . When a processor P i recovers, a restart message is multicast to the other processors, which then execute a protocol to add P i back into the group. The key property enforced by the protocol is that all processors-including P i -add P i to the group at exactly the same point in the total order of multicast messages. This point could easily be passed up to the TS state machine and used as the point to take a snapshot of all replicated TSs to pass to P I . Note that the blocked hash table would need to be transferred as well as the actual tuple values.
This general scheme for reintegrating failed hosts could also be used to incorporate new tuple servers into the system during execution.
Non-Full Replication
The FT-Linda implementation currently keeps copies of all replicated TSs on all processors involved in the computation. Using all processors is, however, unnecessary. We can designate a small number to be tuple servers, and use only these processors to manage replicated TSs. Each tuple server would maintain copies of all replicated TSs and would either be well-known or ascertainable from a name server. User processes would execute on separate compute servers. An organization along these lines would necessitate some changes in the way user processes interact with the rest of the FT-Linda runtime system. For example, Figure 17 demonstrates the differences in the processing of an AGS . Rather than requests being submitted to Consul directly from the FT-Linda library, a remote procedure call (RPC) [31] would be used to forward the request to a request handler process on a tuple server. This handler immediately submits it to Consul's multicast service as before. Later, after the AGS has been processed by the TS state machines, the request handler on the tuple server that originally received the request sends the request back to the user process. Failure of a compute server causes no additional problems beyond those present in complete replication, but the same is not true for tuple servers. In particular, if such a failure occurs, then any user process awaiting for a reply from that processor could potentially block forever. To solve this problem, the user process would time out on its reply port and resubmit the request to another tuple server. To prevent the request from being inadvertently processed multiple times, the user process attaches a unique ID to the request, and the local TS logic and the TS state machines only process one request with a given ID.
Note that tuple servers in this scenario are very much analogous to the file servers found in a typical workstation environment. The way in which they would be used would likely be similar as well, with a few tuple servers and many compute servers. This relatively small degree of replication for stable TSs should be sufficient for many fault-tolerant applications.
Related Work
A number of other efforts have addressed the problem of providing support for fault-tolerance in Linda. One class does not extend Linda per se, but rather focuses on adding functionality to the implementation. [41, 40] give a design for making the standard Linda TS stable. The design is based on replicating tuples, and then using locks and a general commit protocol to perform updates. [33] also implements a stable TS by replication, but uses centralized algorithms to serialize tuple operations and achieve replica consistency for single TS operations. [15] addresses the issue of relaxing the consistency of the TS replicas to improve performance. Another project [23, 24] aims to achieve fault-tolerance by checkpointing TS and process states; the scheme is currently only a design and has not been implemented. While all these schemes are undoubtedly useful, we note again that adding only this type of functionality without extending the language has been shown to be inadequate for realizing common fault-tolerance paradigms [38] . Also, unlike our approach, all the designs discussed in this section require multiple messages to update the TS replicas; the sole exception is one special case in [15] .
A few efforts have also extended Linda to provide additional atomicity for fault-tolerance purposes. Our initial report [5] introduced an early version of the atomicity that FT-Linda provides; the construct was similar to an AGS , but allowed only a single operation in the body. Plinda [4] allows the programmer to combine Linda tuple space operations in a transaction, and also provides combination commands (e.g., in-out) that allow multiple operations to be done atomically. This design is sufficient for fault tolerance-indeed, it is more general than what FT-Linda provides-but the implementation overhead is significant. MOM [9] provides a kind of lightweight transaction. It extends in to return a tuple identifier and out to include the identifier of its parent tuple (e.g., the subtask it was generated by). It then provides a done(id list) primitive that commits all in operations in id list and all out operations whose parents are in id list.
Other features similar to those provided in FT-Linda have also been proposed at various times. [27] discusses the idea of multiple tuple spaces, and some of the properties that might be supported in such a scheme. [16] briefly introduces composed statements, which provide a form of disjunction and conjunction. Support for disjunction has also been discussed in [16, 27] and in the context of the Linda Program Builder [1, 2] . The Program Builder offers the abstraction of disjunction by mapping it onto ordinary Linda operations and hiding the details from the user. None of these efforts consider fault-tolerance.
Conclusions
The ability to include fault-tolerance features in Linda applications has the potential to benefit programmers working in a number of areas. One is scientific computing, where an inopportune failure can result in a significant amount of lost computational effort. Another is highly dependable systems, where the otherwise attractive aspects of Linda cannot currently be exploited since fault-tolerance is almost always a requirement in such programs. These and similar examples from other areas argue for a language that combines the virtues of Linda with support for fault-tolerance.
FT-Linda is a version of Linda that attempts to address this need. It does so by including features that are in keeping with Linda's general design philosophy and are efficiently implementable, yet still powerful enough to solve the common problems that arise when processors can fail. The two main features of FT-Linda are stable tuple spaces and atomic guarded statements. The former provide protection against data loss, while the latter support synchronization and the execution of multiple TS operations without having to worry about the effect of failures or concurrency. These features and others are realized by an implementation designed to minimize the number of messages and allow concurrent execution of TS operations on a single processor.
Once the implementation of FT-Linda is complete, our work will concentrate on experimenting with the language to determine the types of applications for which it is best suited. One obvious possibility is the set of parallel applications that are well-adapted to standard Linda, such as those that use the bag-of-tasks paradigm or branch-and-bound algorithms. Another promising area is telecommunications. For example, based on consultation with researchers at GTE Laboratories, we believe that our new language may be appropriate for building fault-tolerant "enhanced calling services" such as call waiting, call forwarding, etc. Our intent is to develop a prototype of such a system as our first major application.
