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CONTAINMENT COUNTEREXAMPLES FOR IDEALS OF VARIOUS
CONFIGURATIONS OF POINTS IN PN
BRIAN HARBOURNE AND ALEXANDRA SECELEANU
Abstract. When I is the radical homogeneous ideal of a finite set of points in projective N-space,
P
N , over a field K, it has been conjectured that I(rN−N+1) should be contained in Ir for all r ≥ 1.
Recent counterexamples show that this can fail when N = r = 2. We study properties of the
resulting ideals. We also show that failures occur for infinitely many r in every characteristic p > 2
when N = 2, and we find additional positive characteristic failures when N > 2.
1. Introduction
We work over an arbitrary field K. Let p1, . . . , pn ∈ P
N and let I(pi) ⊂ K[P
N ] = K[x0, . . . , xN ]
be the ideal generated by all homogeneous polynomials vanishing on the point pi. Thus I = ∩iI(pi)
is the ideal generated by all homogeneous polynomials vanishing on each point pi and I
(m) =
∩i(I(pi)
m) is the m-th symbolic power of the ideal. Equivalently, I(m) is the saturation of Im with
respect to the ideal M = (x0, . . . , xN ).
In [ELS, HoHu] it is shown that J (rN) ⊆ Jr for all homogeneous ideals J ⊆ K[PN ] for all r ≥ 1,
or, equivalently, that J (m) ⊆ Jr for all homogeneous ideals J ⊆ K[PN ] whenever m/r ≥ N . This
raises the question: what is the smallest real c such that J (m) ⊆ Jr for all homogeneous ideals
whenever m/r ≥ c? It is shown in [BH1] that the smallest such c is c = N . In that sense, the
result of [ELS, HoHu] is optimal. But while the containment J (rN) ⊆ Jr cannot be made tighter
by replacing N by a smaller coefficient, one can ask whether there might be an integer c > 0 such
that J (rN−c) ⊆ Jr always holds. As a specific problem, in the case of any radical ideal I ⊆ K[P2]
defining a finite set of points of P2, Craig Huneke asked if I(3) ⊆ I2 always holds. After exploring
examples, the first author conjectured [B. et al] that I(Nr−N+1) ⊆ Ir should hold for all r ≥ 1 and
all N ≥ 1. (For example it is known that I(Nr−N+1) ⊆ Ir holds when r is a power of char(K) and
when I is a monomial ideal [B. et al], and in many other cases [BH1, BH2, BCH, DJ, Du, HaHu].)
One can also make the containment J (rN) ⊆ Jr tighter by replacing the ideal Jr by something
smaller. This led the authors of [HaHu] to explore the possibility of containments of the form
J (rN) ⊆ M iJr where M = (x0, . . . , xN ). They propose several additional conjectures along these
lines. For example, for any radical ideal I ⊆ K[PN ] defining a finite set of points of PN , they
conjecture that I(rN) ⊆M r(N−1)Ir and I(rN−N+1) ⊆M (r−1)(N−1)Ir.
The conjecture I(rN) ⊆ M r(N−1)Ir is still open. The first indication that the conjecture
I(rN−N+1) ⊆M (r−1)(N−1)Ir was overly optimistic arose with the example
I = (x20x1, x
2
1x2, x
2
2x0, x0x1x2) ⊂ K[P
2]
[EHS] (announced in a talk in October 2012 by A. Hoefel). For this example we have I(rN−N+1) 6⊆
M (r−1)(N−1)Ir for N = r = 2. (It should be noted that although I in this case is not a radical
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ideal and thus not a counterexample to the precise statement of the conjecture, I is the ideal of six
points of P2, these six points being the three coordinate vertices and three infinitely near points
corresponding to tangent directions pointing along the coordinate axes, and thus I is quite close to
being a counterexample to the spirit of the conjecture.)
More recently counterexamples with N = r = 2 have arisen over the complex numbers K = C
for the conjecture I(Nr−N+1) ⊆ Ir [DST], thus answering Huneke’s original question negatively.
The main counterexample of [DST] is I = (x0(x
3
1−x
3
2), x1(x
3
0−x
3
2), x2(x
3
0−x
3
1)) (they remark that
the exponents of 3 can be replaced by any integer m ≥ 3). This ideal is the ideal of 12 points lying
at the points of pair-wise intersections of 9 lines arranged so each point lies on three lines and each
line passes through 4 points. This counterexample inspired another similar counterexample given
in [BCH], comprising any 12 of the 13 Z/3Z-points in P2 over any field K of characteristic 3.
In this paper we study these initial counterexamples to I(Nr−N+1) ⊆ Ir and we provide additional
counterexamples for various values of N and r but all in positive characteristic. Our results raise
a number of questions. For example, are the counterexamples for r > 2 or for N > 2 purely a
positive characteristic phenomenon? Even if this turns out to be the case, it is at least clear that
there is no universal containment statement of the form I(Nr−N+1) ⊆ Ir. But having I(Nr−c) ⊆ Ir
for c = N − 1 was the most optimistic possibility (in the sense that there are easy counterexamples
to I(Nr−N) ⊆ Ir). The most conservative possibility would be to take c = 1 with N > 2; i.e., it
still may be true that I(Nr−1) ⊆ Ir holds for all radical ideals I of finite sets of points in PN for all
r ≥ 1 as long as N > 2. An updated version of Huneke’s question would thus be: is it always true
for the ideal I of a finite set of points in P3 that I(5) ⊆ I2?
This paper is structured as follows. In section 2 we show that the resurgences of the counterex-
ample ideals of [DST] and [BCH] are different, and thus, despite their combinatorial similarities,
they are significantly different algebraically. In section 3 we obtain counterexamples over P2 to
I(2r−1) ⊆ Ir for infinitely many r. In section 4 we provide counterexamples to I(Nr−N+1) ⊆ Ir for
various values of N and r for various characteristics p > 0.
1.1. More details. The ideal I for the counterexample of [DST] is I = (x0(x
3
1 − x
3
2), x1(x
3
0 −
x32), x2(x
3
0 − x
3
1)) with K = C. The zero locus of I consists of the three coordinate vertices, [1 : 0 :
0], [0 : 1 : 0] and [0 : 0 : 1], plus the 9 point complete intersection defined by x30 − x
3
1 and x
3
1 − x
3
2.
Note that the cubic pencil defined by x30 − x
3
1 and x
3
1 − x
3
2 also contains the form x
3
0 − x
3
2. Indeed
these are precisely the singular members of this pencil. The form F = (x31 − x
3
2)(x
3
0 − x
3
1)(x
3
0 − x
3
1)
is clearly in I(3) since it defines 9 lines, some three of which go through each of the 12 points, but
it can be shown that F 6∈ I2, hence I(3) 6⊆ I2.
The example given in [BCH] was modeled after that of [DST]. Let char(K) = 3. Let I be the
radical ideal defining any 12 of the 13 Z/3Z-points in P2(K). Let q be the excluded 13th point
(we may assume q = [1 : 0 : 0]). There are 13 lines defined over Z/3Z, exactly 9 of which do not
contain q. There are 4 Z/3Z-points on each of the 9 lines, and each of the 12 points lies on exactly
3 of the 9 lines. Let F be the product of the forms defining these 9 lines, so F = F1F2F3, where
F1 = x0(x
2
0−x
2
1) is the product of the three lines through the point [0 : 0 : 1] which do not contain q,
F2 = (x0−x2)((x0−x2)
2−x21) is the product of the three lines through the point [1 : 0 : 1] which do
not contain q, and F3 = (x0+x2)((x0+x2)
2−x21) is the product of the three lines through the point
[−1 : 0 : 1] which do not contain q. Note that the cubic pencil defined by F1 and F2 contains F3;
the zero locus of I consists of the three points on x1 = 0 which are the singular points of F1, F2 and
F3, together with the 9 point complete intersection defined by F1 and F2. Then F is again clearly
in I(3), but it turns out that I = (x0x1(x
2
0−x
2
1), x0x2(x
2
0−x
2
2), x1x2(x
2
1−x
2
2), x0(x
2
0−x
2
1)(x
2
0−x
2
2)).
Note that the cubic generators of I each vanish on all 13 of the Z/3Z-points; it is only the quintic
generator that avoids q. Thus the least degree of an element of I which does not vanish at q is 5,
so the least degree of an element of I2 which does not vanish at q is 10, hence F 6∈ I2, so again
I(3) 6⊆ I2.
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Despite the similarity of the example of [DST] with that of [BCH], there are some notable
differences. Both are based on cubic pencils having three singular members each of which is
a union of three concurrent lines, but the singular members for the former have their singular
points at the coordinate vertices while the singular members for the latter have colinear singular
points (and the pencil is quasi-elliptic, meaning that every member of the pencil is singular).
Moreover, as we will see the resurgence is different for the two cases (we recall that the resurgence
is ρ(I) = sup{mr : I
(m) 6⊆ Ir} [BH1]). For the example in [DST] we have only the upper bound
ρ(I) ≤ 1.6 but for the example of [BCH] we have the exact value ρ(I) = 53 .
Over K = C the only additional counterexamples to I(Nr−N+1) ⊆ Ir known are for N = r = 2,
specifically m2 + 3 points in the plane having ideal I = (x0(x
m
1 − x
m
2 ), x1(x
m
0 − x
m
1 ), x2(x
m
0 − x
m
1 ))
for m ≥ 3. The ideal I with the same generators but taking char(K) = p > 2 such that K contains
a finite field of order ps for some s ≥ 1 with ps−1 divisible by m also has I(3) 6⊆ I2; see Proposition
3.1.
In positive characteristics we have many additional examples, and not just for N = 2, but all
involve taking all but one of the K ′-points of PN (K ′), where K ′ is a finite field contained in K. If
we denote the excluded point by q, the method in each case is to find a degree t such that q is not in
the zero locus of (I(Nr−N+1))t but it is in the zero locus of (I
r)t (where, given a homogeneous ideal
J , Jt denotes the homogeneous component of J of degree t), from which it immediately follows
that (I(Nr−N+1))t 6⊆ (I
r)t and hence that I
(Nr−N+1) 6⊆ Ir. For N = 2, for example, we have
(I(2r−1))t 6⊆ (I
r)t for r = (p
s + 1)/2 and t = p2s when I is the ideal of all of the K ′-points except
q = [0 : 1 : 0] in P2(K ′) for a field K ′ with |K ′| = ps (see Proposition 3.2). We also have additional
examples of I(Nr−N+1) 6⊆ Ir taking all but one of the K ′-points in PN (K ′) where |K ′| = p, some
with r = 2 and N = (p+ 1)/2, and others with r = (p+N − 1)/N for N ≥ 2; see section 4.
We will use the following notation. Given any homogeneous ideal (0) 6= J ⊆ K[PN ], α(J) is
the least degree among nonzero elements of J , and if N = 2 and J defines a finite set of points,
then β(J) is the least degree t such that the zero locus of Jt is 0-dimensional (i.e., does not have a
nonconstant common factor).
2. Resurgences
The combinatorial structure of the arrangement of the points for the counterexample to I(3) ⊆ I2
given in [DST] is the same as the characteristic 3 counterexample given in [BCH]: both consist of
12 points occurring at the points of intersection of 9 lines, with four points on each line and three
lines through each point. Algebraically, however, these example are different. For example, the
ideal of the 12 points for [DST] is generated in degree 4, but for [BCH] there is in addition a degree
5 generator. This difference leads also to differences in the resurgence, as we now show. First we
consider the counterexample given in [DST].
Lemma 2.1. Let I = (x0(x
3
1 − x
3
2), x1(x
3
0 − x
3
2), x2(x
3
0 − x
3
1)) ⊆ C[x0, x1, x2]. Then I
(3t) = (I(3))t
for all t ≥ 1.
Proof. It is easy to check that this is the radical ideal of the n = 12 distinct points in P2(C)
mentioned above. Using Macaulay2 [M2], for example, it is easy to check that α(I(3)) = 9 and that
I(3) has a unique generator in degree 9, with all of its other minimal homogeneous generators being
in degree 12. Thus β(I(3)) = 12, so α(I(m))β(I(m)) = m2n for m = 3. Thus by [HaHu, Proposition
3.5] we have I(3t) = (I(3))t for all t ≥ 1. 
Lemma 2.1 allows us to apply a computational method (see [D]) for obtaining upper bounds
on ρ(I) whenever powers of a certain symbolic power are symbolic. In this case, it allows us to
compute ρ(I) to any desired precision. The method uses the following lemma.
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Lemma 2.2. Let I = (x0(x
3
1 − x
3
2), x1(x
3
0 − x
3
2), x2(x
3
0 − x
3
1)) ⊆ C[x0, x1, x2]. Let r be a positive
integer, let i be the remainder when dividing r by 4, so r = 4t+ i for some t ≥ 0, and let j = 0 if
i = 0; otherwise let j = 4− i. Then mr ≥
6
4(1 +
j
r ) implies I
(m) ⊆ Ir.
Proof. Using Macaulay2 we can check that I(6) ⊆ I4. If i = 0, then j = 0 and so m ≥ 64r ≥ 6t,
hence I(m) ⊆ I(6t), but I(6t) = (I(6))t by Lemma 2.1, so I(m) ⊆ (I(6))t ⊆ I4t = Ir. Now assume
0 < i ≤ 3, so j = 4− i. Since mr ≥
6
4(1+
4−i
r ), we have m ≥
6
4(r+4− i) = 6(t+1) and r < 4(t+1).
Thus I(m) ⊆ (I(6))t+1 ⊆ I4(t+1) ⊆ Ir. 
Corollary 2.3. Let I = (x0(x
3
1 − x
3
2), x1(x
3
0 − x
3
2), x2(x
3
0 − x
3
1)) ⊆ C[x0, x1, x2]. Then
3
2 ≤ ρ(I) ≤
8
5 = 1.6.
Proof. We get the lower bound 32 ≤ ρ(I) from the fact that I
(3) 6⊆ I2 [DST], easily verified by
Macaulay2. For the upper bound we apply Lemma 2.2. Suppose that ρ(I) > ab for some positive
integers a and b. Then ab ≤
m
r <
6
4(1 +
j
r ) for some integers m and r such that I
(m) 6⊆ Ir. But
if ab >
6
4 , there are only finitely many r for which this is possible. (To see this write
a
b =
6
4 + ǫ
for some ǫ > 0. Then we have 64 + ǫ ≤
m
r <
6
4(1 +
j
r ) ≤
6
4(1 +
3
r ), but this is possible only for
r < 92ǫ .) For each
a
b >
6
4 one makes a list of all m and r with
a
b ≤
m
r <
6
4 (1 +
j
r ) and tests whether
I(m) ⊆ Ir. With a = 8 and b = 5, the pairs (r,m) that must be checked (ignoring cases with
m/r ≥ 2 for which containment follows from [ELS, HoHu], and ignoring cases (r,m′) if I(m) ⊆ Ir
for some m < m′) are: (3, 5), (5, 8), (6, 10), (9, 15), (10, 16), (13, 21), (14, 23), (17, 28), (17,
29), (18, 29), (21, 34), (25, 40), (29, 47) and (33, 53). Macaulay2 confirms containment for each of
these cases, so we obtain the bound ρ(I) ≤ 85 = 1.6. 
Now we consider the characteristic 3 counterexample given in [BCH]. The following lemma is
the same as before, with the same proof.
Lemma 2.4. Let char(K) = 3 and let I = (x0x1(x
2
0 − x
2
1), x0x2(x
2
0 − x
2
2), x1x2(x
2
1 − x
2
2), x0(x
2
0 −
x21)(x
2
0 − x
2
2)) ⊆ K[x0, x1, x2]. Then I
(3t) = (I(3))t for all t ≥ 1.
However, now we have:
Proposition 2.5. Let char(K) = 3 and let I = (x0x1(x
2
0−x
2
1), x0x2(x
2
0−x
2
2), x1x2(x
2
1−x
2
2), x0(x
2
0−
x21)(x
2
0 − x
2
2)) ⊆ K[x0, x1, x2]. Then ρ(I) =
5
3 .
Proof. Waldschmidt’s constant, defined as γ(I) = limm→∞
α(I(m))
m , is known to exist (see [BH1]).
Using Lemma 2.4 we have γ(I) = lim3m→∞
α(I(3m))
3m = lim3m→∞
α((I(3))m)
3m = lim3m→∞
mα(I(3))
3m =
α(I(3))
3 , which from Macaulay2 we compute to be γ(I) = 3. We also find from Macaulay2 that
reg(I) = 5. We now have the upper bound ρ(I) ≤ reg(I)γ(I) =
5
3 from [BH1].
To prove equality, we show that I(15t) 6⊆ I9t+1 for all t ≥ 1. We easily check that only the quintic
generator of I does not vanish at q = [1 : 0 : 0]. Thus every homogeneous element of (Ir)i with
i < 5r vanishes at q. But there are 9 lines of P2(K) defined over the prime field Z/3Z which do not
contain q; let F be the product of their defining forms. Note that exactly three of the linear factors
of F vanish at each of the twelve Z/3Z-points of P2(K) other than q. Thus F 5t ∈ (I(15t))45t. Since
F 5t does not vanish at q and has degree less than 5r for r = 9t+ 1, we have I(15t) 6⊆ I9t+1. Thus
ρ(I) ≥ 15t9t+1 for all t ≥ 1, and therefore ρ(I) ≥
15
9 =
5
3 . 
3. Additional Counterexamples in P2
In the case that K is the field of complex numbers, Proposition 3.1 was observed by [DST],
with an explicit proof in the case that j = 3. Our proof runs along the same lines. Note that
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the hypothesis that K contains j distinct roots of 1 is equivalent when char(K) = p > 0 to K
containing a finite field of order ps for some s ≥ 1 with ps − 1 divisible by j.
Proposition 3.1. Let I = (x0(x
j
1−x
j
2), x1(x
j
0−x
j
2), x2(x
j
0−x
j
1)) ⊆ K[x0, x1, x2] for any j ≥ 3 and
any field K of characteristic not equal to 2 containing j distinct roots of 1. Then I(3) 6⊆ I2.
Proof. The proof is similar to the one outlined in [DST], which addresses the case j = 3. Note
that I is the reduced ideal of a set of j2 + 3 points in P2. More precisely, V (I) is the union of
two varieties X and Y , where X consists of all points having each coordinate equal to a jth root
of 1 and Y is the the set of points [0 : 0 : 1], [0 : 1 : 0] and [1 : 0 : 0]. (To see this, note that
(x0(x
j
1−x
j
2), x1(x
j
0−x
j
2)) vanishes only at the aforementioned j
2+3 points, plus j points on x0 = 0
and j points on x1 = 0, but these last 2j points do not lie in the zero locus of x2(x
j
0− x
j
1), whereas
the other j2 + 3 points do. Thus the radical of I vanishes at exactly the claimed j2 + 3 points. It
is easy to check after localizing at any of the j2 + 3 points that the three generators generate the
localization of the ideal of the point. Thus I is radical and is thus the ideal of the j2 +3 points, as
claimed.)
Set F = (xj1 − x
j
2)(x
j
0 − x
j
2)(x
j
0 − x
j
1). We will show that F ∈ I
(3) \ I2. Indeed, it is easy to see
that V (F ) is the union of 3j lines such that exactly 3 of these lines pass through each point in
X and exactly j of the lines pass through each point in Y . Since j ≥ 3, we have that F ∈ I(3).
Assume
F =
3∑
i=1
Pif
2
i +
∑
1≤i<j≤3
Qijfifj
where f1 = x0(x
j
1 − x
j
2), f2 = x1(x
j
0 − x
j
2), f3 = x2(x
j
0 − x
j
1) are the generators of I and Pi, Qij are
homogeneous polynomials of degree deg(F )− (2j +2) = j− 2. Going modulo each of the variables
x0 and x1 in the expression for F displayed above, one obtains respectively
xj1x
j
2(x
j
1 − x
j
2) = x
2
1x
2j
2 P 2 + x
2
2x
2j
1 P 3 + x
j+1
1 x
j+1
2 Q23
−xj0x
j
2(x
j
0 − x
j
2) = x
2
0x
2j
2 P˜1 + x
2
2x
2j
0 P˜3 − x
j+1
0 x
j+1
2 Q˜13,
where the bar denotes residue classes modulo (x0) and ˜ denotes residue classes modulo (x1).
Comparing the degree of x2 in each term of the first equation, one sees that the monomial x
2j
1 x
j
2
on the left must arise as the product of x22x
2j
1 and a term of the form x
j−1
2 appearing in P 3, hence
also in P3. Hence the coefficient of the monomial x
j−1
2 in the expression of P3 must be 1. Similarly,
the monomial −x2j0 x
j
2 in the second equation forces P3 to contain a term of the form −x
j−2
2 . Since
the characteristic of the field K is not two, this yields a contradiction, as the coefficient of the
monomial xj−12 in P3 cannot simultaneously be 1 and −1. 
We now obtain positive characteristic counterexamples to I(2r−1) ⊆ Ir for infinitely many r for
each characteristic p > 2.
Proposition 3.2. Let char(K) = p > 2. Let K ′ ⊆ K be a finite field of order ps for some s ≥ 1.
Let I be the ideal of all of the K ′-points of P2(K) but one, which we may assume is q = [0 : 1 : 0].
If r = (ps + 1)/2 (and hence 2r − 1 = ps), then I(2r−1) 6⊆ Ir.
Proof. Let J be the ideal of all K ′-points of P2(K). First, we show that α(I) = α(J) = ps + 1.
If B ∈ I is homogeneous of degree ps, every line in P2(K ′) not through q meets V (B) in ps + 1
points and thus Be´zout’s Theorem implies that every one of the p2s such lines is a factor of B. This
contradicts the assumption that the degree of B is ps, thus α(I) ≥ ps + 1 and, since J ⊂ I, also
α(J) ≥ ps + 1. Moreover, if D is the product of all of the ps + 1 lines through any given point of
P2(K ′), then D vanishes at all points of P2(K ′) so D ∈ J ⊂ I. Hence α(I) = α(J) = ps + 1.
Next we claim that q is in the zero locus of It for degrees t < 2p
s − 1. To prove this, note
that I defines a point scheme X, which is the union of two complete intersections: the p2s points
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U = P2(K ′) \ V (x2) not at infinity and the p
s points W = (P2(K ′) ∩ V (x2)) \ {q} of P
2(K ′)
at infinity other than q. We have IU = (G,H) (where G = Πζ∈K ′(x1 − ζx2) is the product of
the ps forms other than x2 defining lines through [1 : 0 : 0] and H = Πζ∈K ′(x0 − ζx2) is the
product of the ps forms other than x2 defining lines through [0 : 1 : 0]) and IW = (x2, F ) (where
F = Πζ∈K ′(x1− ζx0) is the product of the p
s forms other than x0 defining lines through [0 : 0 : 1]).
Since I = IU ∩ IW , we have that A ∈ I if and only if A = gG + hH = ax2 + fF for some
a, f, g, h ∈ k[P2(K)] = K[x0, x1, x2].
Suppose that A does not vanish at q. Thus x2 does not divide A, hence A and therefore f are
not 0 modulo x2. Modulo x2, the relation A = gG + hH = ax2 + fF yields gG + hH = fF ,
where the bar denotes images in K[P2]/(x2) = K[x0, x1]. In the quotient ring K[x0, x1] one has
that F = Πζ∈K ′(x1 − ζx0) = x1(x
ps−1
1 − x
ps−1
0 ), G = x
ps
1 and H = x
ps
0 . Any solution f , g, h of
gG + hH = fF satisfies xp
s
1 (g − f) + x
ps−1
0 (x0h + x1f) = 0, and since the module of syzygies on
xp
s−1
0 , x
ps
1 is generated by the Koszul syzygy, this implies that the degree of f is at least p
s − 1
(unless g − f = 0 and x0h+ x1f = 0, in which case x0h+ x1f = 0 implies x0 divides f = g = x
ps
1 ,
which is impossible). Thus the least degree of an element of I not vanishing at q is at least 2ps− 1.
But one such element in K[P2] is FG/x1, and it has degree exactly 2p
s − 1, so the least degree of
an element of I not vanishing at q is exactly 2ps − 1.
To show that Ir does not contain I(p
s) for r = (ps +1)/2 (where p is odd, hence p > 2) consider
the product P of the K ′-lines in P2(K ′) not containing q. This has degree p2s, and there are ps
such lines through each point of X, so P is in I(p
s). From the previous considerations, the least
degree of a form in Ir not vanishing at q is r(2ps−1) = (ps+1)(2ps−1)/2 = p2s+(ps−1)/2 > p2s.
Thus P is not in Ir and hence Ir does not contain I(p
s) = I(2r−1). 
4. Counterexamples in PN , N ≥ 2
Throughout this section, let K be a field of characteristic p > 0 and let K ′ be the subfield of
order p. Let I ⊆ K[PN ] = K[x0, . . . , xN ] be the ideal of all of the K
′-points of PN = PN (K) but
one. In this section we prove that I(Nr−(N−1)) 6⊆ Ir always holds for the following cases:
(1) p > 2, r = 2 and N = (p+ 1)/2 (in which case Nr − (N − 1) = (p + 3)/2) and
(2) r = (p+N − 1)/N (in which case Nr − (N − 1) = p), p > (N − 1)2 and p ≡ 1(mod N).
Remark 4.1. Proposition 3.2 shows that the second statement is true in the case of N = 2 for
arbitrary primes p > 2 in a more general setting, where K ′ is a finite field of order ps. We also note
that I(Nr−(N−1)) ⊆ Ir when N = 4, r = 2 and p = 5, so some condition (such as our p > (N − 1)2)
is needed to ensure that p is not too small.
We begin by establishing a few preliminary lemmas.
Lemma 4.2. Let Q(x0, . . . , xN ) = ((x0+1) · · · (xN+1))
p−1 ∈ K ′[x0, . . . , xN ], where N is a positive
integer with N ≤ p. Let Qp−1,N be the homogeneous component of Q in degree p− 1. Then Qp−1,N
vanishes to order exactly p−N at [1 : · · · : 1].
Proof. We suppress the subscript N in Qp−1,N , since doing so will not cause confusion in this proof.
To translate [1 : · · · : 1] to [1 : 0 : · · · : 0], we make the substitution Qp−1(x0, x1+1, . . . , xN +1); we
must show that Qp−1(1, x1+1, . . . , xN+1) has no monomial terms of degree less than p−N but has
a term of degree p−N . For appropriate non-negative integers αi and elements cα1,...,αN ∈ K
′, we can
write Qp−1(1, x1+1, . . . , xN +1) =
∑
α1+···+αN≤p−1
cα1,...,αNx
α1
1 · · · x
αN
N . With s = α1+ · · ·+αN ≤
p− 1, we have
α1! · · ·αN !cα1,...,αN =
(
∂s
∂x
α1
1 ···∂x
αN
N
Qp−1(x0, x1 + 1 . . . , xN + 1)
)∣∣∣
(x0,...,xN )=(1,0,...,0)
=
(
∂s
∂x
α1
1 ···∂x
αN
N
Qp−1(x0, . . . , xN )
)∣∣∣
(x0,...,xN )=(1,1,...,1)
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and since ai ≤ s < p, we see that cα1,...,αN = 0 if and only if
(
∂s
∂x
α1
1 ···∂x
αN
N
Qp−1
)
(1, 1, . . . , 1) = 0.
We must show that cα1,...,αN = 0 whenever s < p −N but is sometimes nonzero when s = p −N .
For notational simplicity, let
Qα1,...,αNp−1 (x0, . . . , xN ) =
∂s
∂xα11 · · · ∂x
αN
N
Qp−1(x0, . . . , xN ).
Also, given a polynomial F , we will denote the homogeneous component of F of degree i by Fi.
Then we have
Qα1,...,αNp−1 (x0, . . . , xN ) =
∂s
∂x
α1
1 ···∂x
αN
N
Qp−1(x0, . . . , xN ) =
(
∂s
∂x
α1
1 ···∂x
αN
N
Q(x0, . . . , xN )
)
p−1−s
=
(
(x0 + 1)
p−1
∏N
i=1
∂αi
∂x
αi
i
((xi + 1)
p−1)
)
p−1−s
=
(
(x0 + 1)
p−1
∏N
i=1 αi!
(p−1
αi
)
(xi + 1)
p−1−αi
)
p−1−s
.
Setting xi = x for all i gives
Qα1,...,αNp−1 (x, . . . , x) =
(
(x+ 1)p−1
N∏
i=1
αi!
(
p− 1
αi
)
(x+ 1)N(p−1)−s
)
p−1−s
,
and evaluating at x = 1 gives
Qα1,...,αNp−1 (1, . . . , 1) =
(
N∏
i=1
αi!
(
p− 1
αi
))(
(N + 1)(p − 1)− s
p− 1− s
)
.
This is zero if and only if(
(N + 1)(p − 1)− s
p− 1− s
)
=
((N + 1)(p − 1)− s) · · · ((N + 1)(p − 1)− s− (p − 1− s) + 1)
(p− 1− s)!
is zero, and since the denominator of the fraction has no factors of p, this is zero if and only if the
numerator has a factor of p. But since the width of the interval [(N+1)(p−1)−s−(p−1−s)+1, (N+
1)(p− 1)− s] is p− 2− s, there is at most one factor divisible by p. We now show that this factor,
when it exists, is Np. Now, Np is a factor if and only if N(p−1) = (N+1)(p−1)−s−(p−1−s) <
Np ≤ (N + 1)(p − 1) − s, but N(p − 1) < Np always holds, as does (N − 1)p ≤ N(p − 1) since
N ≤ p by hypothesis. Thus there is a factor divisible by p if and only if Np ≤ (N + 1)(p − 1)− s,
but this is equivalent to s < p−N . I.e., cα1,...,αN = 0 if and only if s < p−N , as required. 
Remark 4.3. Let T = (x1 − x0, . . . , xN − x0) denote the ideal of the point [1 : · · · : 1] ∈ K[P
N ].
Lemma 4.2 shows under the given hypotheses that Qp−1,N ∈ T
p−N .
Lemma 4.4. Let Qp−1,N be the homogeneous polynomial defined in Lemma 4.2. Let π be a point
in PN (K) with defining ideal Iπ and denote by t the number of coordinates of π which are equal to
zero. Then Qp−1,N(x
p−1
0 , . . . , x
p−1
N ) ∈ I
p−N+t
π if p−N + t ≥ 0 and t < N .
Proof. If t = 0 the conclusion follows from Remark 4.3 as
Qp−1,N (x
p−1
0 , . . . , x
p−1
N ) ∈ (x
p−1
1 − x
p−1
0 , . . . , x
p−1
N − x
p−1
1 )
p−N ⊂ I p−Nπ .
For other values of t (1 ≤ t < N), we project to a smaller projective space where we can use the
case t = 0. Because Qp−1,N is symmetric, we may assume that the last t coordinates of π are zero.
Denote by π the point π viewed in the (N−t)-dimensional projective space spanned by its non-zero
coordinates and by Iπ the corresponding ideal of this point in the smaller projective space (and by
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notational abuse also its extension to K[PN ]). Then the claim that Qp−1(x
p−1
0 , . . . , x
p−1
N ) ∈ I
p−N+t
π
is equivalent to
Qp−1(x
p−1
0 , . . . , x
p−1
N ) ∈ (Iπ + (xN−t+1, . . . , xN ))
p−N+t.
It is easy to see that Qp−1(x
p−1
0 , . . . , x
p−1
N ) can be written as a sum of Qp−1,N−t(x
p−1
0 , . . . , x
p−1
N−t)
together with terms each of which is divisible by at least one of the pure powers xp−1N−t+1, . . . , x
p−1
N .
Clearly these latter terms are contained in (xN−t+1, . . . , xN )
p−1 and by Remark 4.3 the latter
polynomial is contained in I
p−(N−t)
π . Since
(xN−t+1, . . . , xN )
p−1 + I
p−(N−t)
π ⊂ (Iπ + (xN−t+1, . . . , xN ))
p−N+t,
the claim is now proved. 
Lemma 4.5. Assume the prime p is odd. Set N = p+12 , let q be a K
′-point of PN (K) and let I be
the ideal of all of the K ′-points of PN (K) but q. Then I(
p+3
2
) contains a form of degree p2 which
does not vanish at q.
Proof. After a change of coordinates, we may assume that q = V (x1, . . . , xN ) = [1 : 0 : · · · : 0]. We
claim that we obtain a form as in the statement of this lemma by setting
G = x0(x
p−1
0 − x
p−1
N )(Nx
p−1
0 +
N−1∑
i=1
xp−1i )Qp−1,N (x
p−1
0 , . . . , x
p−1
N ),
where Qp−1,N is the homogeneous polynomial defined in Lemma 4.2. Indeed, deg(G) = 1 + 2(p −
1) + (p − 1)2 = p2. Furthermore it is easy to see G does not vanish at q as each of the factors
contains a pure power of x0.
To check G ∈ I(
p+3
2
), let π denote a point in V (I) (hence π 6= q) and let t denote the number of
coordinates of π that are zero. Say t = N . If π 6= [0 : · · · : 0 : 1], then x0 has order of vanishing 1
at π and xp−10 − x
p−1
N has order of vanishing p− 1 at π, so G has order of vanishing at least p at π
(in fact exactly p, but we do not need this). Since p is odd, we have p ≥ p+32 , so G ∈ I
p
π ⊆ I
p+3
2
π .
If π = [0 : · · · : 0 : 1], then x0 has order of vanishing 1 at π and Nx
p−1
0 +
∑N−1
i=1 x
p−1
i has order of
vanishing p− 1 at π, so as before G ∈ I
p+3
2
π .
Now say 0 ≤ t < N . We recall by Lemma 4.4 that Qp−1,N (x
p−1
0 , . . . , x
p−1
N ) ∈ I
p−N+t
π = I
p−1
2
+t
π .
The conclusion now follows immediately from this relation when t ≥ 2. To establish that G ∈ I(
p+3
2
)
for t = 0 or t = 1, it is enough to show
x0(x
p−1
0 − x
p−1
N )(Nx
p−1
0 +
N−1∑
i=1
xp−1i )
is an element of I2π if t = 0 or of Iπ if t = 1.
If t = 0, then it is easy to see that each of the factors xp−10 − x
p−1
N and Nx
p−1
0 +
∑N−1
i=1 x
p−1
i are
in Iπ, hence the product is in I
2
π. If t = 1, then either the x0 coordinate of π is zero, in which case
x0 ∈ Iπ, or the xN coordinate of π is zero, in which case Nx
p−1
0 +
∑N−1
i=1 x
p−1
i ∈ Iπ, or neither one
of the coordinate functions x0, xN vanish at π, in which case x
p−1
0 − x
p−1
N ∈ Iπ. In any case we
obtain the desired conclusion, hence G ∈ I(
p+3
2
). 
Lemma 4.6. Let I be the ideal of all of the K ′-points of PN (K) but one, which we denote q. Then
I(p) contains a form of degree p(p+N − 2) which does not vanish at q.
CONTAINMENT COUNTEREXAMPLES FOR IDEALS OF VARIOUS CONFIGURATIONS OF POINTS IN PN 9
Proof. After a projective change of coordinates, we may assume that q = V (x1, . . . , xN ) = [1 : 0 :
· · · : 0]. We claim that we obtain a form as in the statement of this lemma by setting
F = xN−10
N∏
i=1
(xp−10 − x
p−1
i )Qp−1,N (x
p−1
0 , . . . , x
p−1
N ),
where Qp−1,N is the homogeneous polynomial defined in Lemma 4.2. Indeed, deg(F ) = N − 1 +
N(p − 1) + (p − 1)2 = p(p +N − 2). Furthermore it is easy to see F does not vanish at q as each
of the factors contains a pure power of x0.
To check F ∈ I(p), let π 6= q denote a point in V (I) and let t be the number of coordinates of π
that are zero. Say t = N . Thus x0 = 0 at π, so F vanishes to order at least (N−1)+(N−1)(p−1) =
(N − 1)p at π. Now say t < N . By Lemma 4.4, Qp−1,N (x
p−1
0 , . . . , x
p−1
N ) ∈ I
p−N+t
π . To conclude
that F ∈ Ipπ we need now only show that the product
xN−10
N∏
i=1
(xp−10 − x
p−1
i )
of its other factors vanishes to order at least N − t at π. Indeed, if the x0 coordinate of π is
non-zero, each of the factors xp−10 − x
p−1
i vanishes at π if and only if the corresponding coordinate
xi is non-zero so the product vanishes exactly N − t times. If the x0 coordinate is zero, then clearly
the product vanishes at least 2N − t = (N −1)+(N − (t−1)) ≥ N− t times. Thus we have F ∈ I pπ
for every π 6= q, hence F ∈ I(p). 
As a second ingredient for the proof of our main theorems, we require a computation of the
degrees of elements of I not vanishing at the excluded point, for comparison with the results in
Lemmas 4.5 and 4.6. In order to do this, we use a tool from linkage theory, namely basic double
linkage, details on which can be found in [KMMNP]. The idea of basic double linkage is to construct
an ideal as I = FB + J , where J ⊆ B are homogeneous ideals in a polynomial ring R and F is a
homogeneous element of R, such that B is saturated of codimension c (in our case c = dimR− 1),
J has codimension c− 1 and is arithmetically Cohen-Macaulay (ACM), and F is a non-zerodivisor
on R/J . Then [KMMNP, Proposition 5.1] gives that I is saturated and that I is ACM if and only
if B is ACM. (Although not relevant here, it is instructive to note that in this setup the ideal I
can be linked in two steps to G via Gorenstein ideals, which justifies the terminology given to this
construction.)
Lemma 4.7. Let H be a K ′-hyperplane in PN (K) not containing a given K ′-point q. After
a K ′-projective change of coordinates, we may assume that H is defined by F = x0 = 0, that
q = [1 : 0 · · · : 0] and that K[PN ]/(F ) = K[x1, . . . , xn] ⊂ K[x0, . . . , xN ]. Let J denote the ideal of
R = K[PN ] generated by all the forms in K[PN ]/(F ) vanishing on every K ′-point in H. Let B be
the ideal of the pN − 1 points in PN (K ′) which are not on H and are distinct from q. Let I be the
basic double link of B obtained as I = FB + J . Then I is the radical ideal of all of the K ′-points
of PN (K) other than q.
Proof. First note that the setting of the basic double link construction is satisfied. As B is an ideal
of a finite set of points and J is the ideal of the projective cone over a finite set of points, they are
ACM, furthermore J ⊆ B, since V (J) is a union of lines in PN (K), one for each K ′-point of H,
which cover all K ′ points in PN (K) and V (B) is thus contained in V (J). Additionally, F is clearly
a non-zerodivisor on R/J . Then [KMMNP, Proposition 5.12] gives that I is saturated. It is clear
that I does not vanish at q since neither B nor F do. Moreover, I vanishes at all other K ′-points
since J and also one of F or B do. Let A be the ideal of all of the K ′-points of PN (K) other
than q. Since A and I are both saturated and have the same zero-locus while A is radical, we see
I ⊆ A. It is now enough to check that their associated sheaves have the same stalks to conclude
that I = A. But off x0 = 0, A and I both have the same stalks as B, and, away from V (B), A and
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I both have the same stalks as (F ) + J (note that (F ) + J is radical since H is transverse to the
lines defined by J). 
In the following, for a point scheme X in PN we define the h-vector of X (or of IX ⊂ R = K[P
N ])
to be the first difference of the Hilbert function of R/IX . Then the degree of X is given by the sum
of the entries of its h-vector, which we denote by hi(IX). We remark that if the residue field of R
is infinite, the h-vector of X can be obtained by the process of artinan reduction as the Hilbert
function of R/(IX + L), where L is a linear form regular on R/IX .
Proposition 4.8. Let I be the ideal of all of the K ′-points of PN (K) but one. Then the smallest
degree n such that In contains a form which does not vanish at every point of P
N (K) is n =
N(p− 1) + 1.
Proof. Let q and H be as in Lemma 4.7, and let C be the defining ideal of all K ′-points away
from H. These just comprise the grid of pN points in affine N space with coordinates in K ′. Thus
C = ∩(x1−a1x0, . . . , xN−aNx0), where the intersection is over all (a1, . . . , aN ) ∈ (K
′)N . In fact, C
is equal to the complete intersection C ′ = (x1(x
p−1
1 −x
p−1
0 ), . . . , xN (x
p−1
N −x
p−1
0 )). It is easy to see
that C ′ ⊆ C, that both are radical ideals and both have the same zero locus. Since C is saturated
by construction and C ′ is saturated by the unmixedness theorem, we have C = C ′. Since, as is
well known, the Koszul complex gives a minimal free resolution for a complete intersection, the
regularity of C ′ is Σ −N + 1, where Σ = Np is the sum of the degrees of the N generators. Thus
by the Cayley-Bacharach Theorem (see the remark after Therem 3 of [DGO]), the least degree of
a form G vanishing on all points of C except q is Np−N = N(p − 1).
Now we turn our attention to I. By Lemma 4.7, this ideal is the basic double link I = FB + J .
The generators of J all vanish at q and among the minimal generators of FB only FG does not
vanish at q, this means that any form in I not vanishing at q arises as a combination of the minimal
generators which uses FG nontrivially (with non-zero coefficient). In particular, this shows both
that there is a form, namely FG, of degree N(p− 1)+ 1 in I not vanishing at q and also that there
are no forms of smaller degree with this property. 
Theorem 4.9. Let p be odd. Set N = p+12 and let I be the ideal of all of the K
′-points of PN (K)
but one. Then we have I(
p+3
2
) 6⊆ I2.
Proof. Consider the form G ∈ I(
p+3
2
) given by Lemma 4.5. Proposition 4.8 implies that any element
of I2 not vanishing at q must have degree at least 2(N(p − 1) + 1) = p2 + 1. Since G is a form of
degree p2 not vanishing at q, it follows that G 6∈ I2. This concludes the proof. 
Theorem 4.10. Let I be the ideal of all of the K ′-points of PN (K) but one. Let r = (p+N−1)/N
and assume that p ≡ 1(mod N) and p > (N − 1)2. Then we have I(p) = I(Nr−(N−1)) 6⊆ Ir =
I(p+N−1)/N .
Proof. Consider the form F ∈ I(p) given by Lemma 4.6. We shall prove that F 6∈ I(p+N−1)/N .
Assume towards a contradiction that F ∈ I(p+N−1)/N . By Proposition 4.8, since F does not vanish
at q, it would have to be the case that F ∈ (I≥N(p−1)+1)
(p+N−1)/N , yielding
deg(F ) ≥
(N(p− 1) + 1)(p +N − 1)
N
= (p− 1)(p +N − 1) +
p+N − 1
N
= p(p+N − 2) + 2−N +
p− 1
N
> p(p+N − 2),
where the last inequality follows because p > (N − 1)2 implies 2 −N + p−1N > 0. This contradicts
deg(F ) = p(p+N − 2), and so concludes the proof. 
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