We study online linear regression problems in a distributed setting, where the data is spread over a network. In each round, each network node proposes a linear predictor, with the objective of fitting the network-wide data. It then updates its predictor for the next round according to the received local feedback and information received from neighboring nodes. The predictions made at a given node are assessed through the notion of regret, defined as the difference between their cumulative networkwide square errors and those of the best off-line network-wide linear predictor. Various scenarios are investigated, depending on the nature of the local feedback (full information or bandit feedback), on the set of available predictors (the decision set), and the way data is generated (by an oblivious or adaptive adversary). We propose simple and natural distributed regression algorithms, involving, at each node and in each round, a local gradient descent step and a communication and averaging step where nodes aim at aligning their predictors to those of their neighbors. We establish regret upper bounds typically in O(T 3/4 ) when the decision set is unbounded and in O( √ T ) in case of bounded decision set.
Introduction
Linear regression aims at identifying a predictor h ∈ R m → h T y ∈ R fitting some data {(h(1), z(1)), . . . , (h(T ), z(T ))} ⊆ (R m × R)
T as accurately as possible, e.g., with small square loss
This paper investigates online regression problems in a distributed setting where the data is spread over a network. The network is modeled as a directed graph G = (V, E) with V = {1, . . . , n}. Each node i ∈ V is associated with the sequence of covariate vectors and corresponding outcomes {(h i (1), z i (1)), . . . , (h i (T ), z i (T ))} ⊆ (R m × R) T .
In each round, node i first proposes a linear predictor parametrized by x i (t) within the decision set K, a convex subset of R m , and experiences a loss n j=1 1 2 (h j (t) T x i (t) − z j (t)) 2 . Node i can then update its predictor depending on the local feedback and on the information received from neighboring nodes, i.e., from nodes in N i = j : (j, i) ∈ E . We consider two types of local feedback:
(i) Full information feedback, where node i has access to both h i (t) and z i (t);
(ii) Bandit feedback, where node i has only access to the local loss θ i,t (x i (t)) where for any y ∈ K,
At the end of round t, the information received at node i from node j ∈ N i depends on the predictor x j (t) and the local feedback received at node j in this round. In each round, each node is allowed to transmit a vector in R m to its neighbors. The objective is to design distributed regression algorithms so that each node holds a predictor accurately fitting the network-wide data. The performance of such an algorithm is assessed, at node i, through its regret, defined by:
Regret LS (i, T ) 
where y ⋆ LS denotes the parameter of the offline network-wide optimal linear predictor:
The data is arbitrary as if it was generated by an adversary. Most of our results concern non-adaptive adversaries where the data is generated before the first round, and unless otherwise specified, we consider this scenario. However, adaptive adversaries are also investigated, and in this case, the data (h i (t), z i (t)) at node i in round t may depend on the predictions made so far at node i.
Distributed versions of online linear regression problems are motivated by at least two observations. First, many learning tasks involve very large datasets, and distributing the data and its treatment in a network of communicating computing units may be necessary (see e.g. [20, 26] and references therein).
Then, when the data contains sensitive personal information (bio-medical and social network data, among others), the whole data might come naturally as physically separated subsets from different parties in a network, and merging those data subsets could lead to potential privacy risks, see e.g. [21] .
Contributions
In this paper, we investigate distributed online regression problems in various scenarios, depending on the decision set, and the type of local feedback. For each scenario, we devise distributed algorithms with sub-linear regret. Our algorithms are simple and naturally involve in each round a local gradient descent step and a communication and averaging step where nodes aim at aligning their predictors to those of their neighbors. The regret analysis of our algorithms is however challenging as it requires us to understand how these two steps interact. The key ingredients to establish sub-linear regret are an upper bound on the accumulative magnitude of the gradients used in the sequence of updates, and an upper bound on the cumulated disagreement of the predictors held at the various nodes of the network. Controlling the accumulative gradient is particularly technical especially in the case where the decision set is not restricted (K = R m ). Note that existing convergence analyses of first-order convex optimization algorithms generally rely on assuming a bounded gradient. Without any restriction on the decision set, this assumption does not hold.
Here is a summary of our contributions:
• In the case of full information feedback and full decision set K = R m , we show that our algorithm achieves a O(T 3/4 ) regret. The scaling in the size of the network of our regret upper bound is specified for a few network examples, and provides preliminary insights into the communication complexity
vs. regret trade-off. We also establish that a regret scaling as O(T 3/4 ) is achieved under bandit feedback.
• When the decision set K is bounded, a regret upper bound O( √ T ) is established even in the case of bandit feedback and adaptive adversaries. The algorithm however involves in each round a projection onto K. Such projections can be computationally expensive for complex K. To circumvent this difficulty, we adopt the so-called optimization with long-term constraints framework [17] where the decision constraints are relaxed and where one allows the use of projections onto a simpler set (typically a ball) containing the decision set K. In this framework, we propose a distributed algorithm with regret scaling at most as O( √ T ) and with cumulative constraints' violation no greater than O(T 3/4 ), under both full information and bandit feedback.
• Finally, we investigate the case where the linear regression admits exact solutions, i.e., there exists y ⋆ ∈ R m such that T t=1 n i=1 θ i,t (y ⋆ ) = 0. Under this assumption, we devise a distributed algorithm with O( √ T ) regret.
Related Work
Various centralized online linear regression problems with full information feedback have been studied since the 1990's. [10] considered online regression with binary labels. Later, [5] investigated the centralized version of our problem, and provided a O( √ T ) regret upper bound for particular gradient descent algorithms. Regret upper bounds with a similar scaling were also shown for exponentiated gradient descent algorithms [15] .
[30] developed the so-called Aggregating Algorithm (AA) and established a O(log(T )) regret upper bound. Online linear regression remains an interesting and active area of research, see [2, 18] for recent developments. As far as we are aware, the present paper is the first providing a regret analysis for distributed online linear regression problems. The local gradient descent step involved in our algorithms is essentially similar to the gradient descent performed in [5] (at least in the full information feedback setting), and is combined with a simple local averaging step. This simplicity makes the regret tractable, and is sufficient to achieve sub-linear regret. Replacing the local gradient step by Vovk's algorithm in our algorithms could well lead to better regret, but the analysis of the resulting distributed algorithm seems out of reach for now.
Online linear regression with square loss is a particular instance of online convex optimization, widely studied in a centralized setting with full information and bandit feedback [19, 27, 11, 9, 1, 12, 4, 28, 25] .
Under bandit feedback, centralized algorithms with O(poly(m) √ T ) regret have been proposed, see [4] for recent developments. Finally, the case where the linear regression admits exact solutions has been treated in [8] for applications of learning classes of smooth functions.
Notation and Terminology
x denotes the Euclidean norm of a vector x ∈ R m . Let 1 n ∈ R n and 0 s ∈ R s be the vectors with all entries equal to one and zero, respectively. Let [x] i be the ith entry of a vector x, and [W ] ij the (i, j)th element of a matrix W . Let P A (x) be the Euclidean projection of a vector x onto a convex set A, i.e., P A (x) = arg min y∈A x−y . The Euclidean ball centered in 0 m of radius R is B m R = {x ∈ R m : x ≤ R}.
H(t) denotes the (n × m) matrix whose i-th row is h i (t) T . Associated with the graph G, we introduce a weight matrix W G ∈ R n×n that captures the information flow among the nodes. In the reminder of the paper without further mention, we impose the following assumption: (i) G is strongly connected;
These conditions imply that the second largest singular value of W G satisfies σ 2 (W G ) < 1 (see, e.g., [16] ).
Full Information Feedback
In this section, we focus on the case of full information feedback, where at the end of each round t, each node i has access to the local covariate vector h i (t) and the corresponding outcome z i (t) to update the estimate x i (t). We make no assumption on the magnitude of x i (t), but assume the following.
holds for all i ∈ V and t = 1, . . . , T with θ ⋆ > 0.
Algorithm and Regret Guarantees
The proposed algorithm DOLR, whose pseudo-code is presented in Algorithm 1, is a distributed version of the classical Online Gradient Descent algorithm (see, e.g., [27, 5] ) applied to the loss function
However, in contrast to the literature on online convex optimization [34, 1, 12, 4, 27], we do not impose Lipschitz continuity or boundedness of the gradient of loss function θ i,t (y) (because we impose no constraints on the magnitude of y). Examining the literature on (online) distributed multi-agent optimization, a key technical assumption needed to establish the convergence of (online) distributed gradient optimization is the boundedness of the gradient of the objective function.
However, in our context this is equivalent to assuming the boundedness of h i (t) T x i (t) − z i (t) for all i ∈ V and t = 1, . . . , T , which, in general, does not hold. A main challenge in the regret analysis of DOLR is hence to control the gradients accumulated over time.
Algorithm 1 DOLR with Full Information Feedback -DOLR-FIF
Initialize: Initial local estimates x i (1) ∈ R m for all i ∈ V 1: for t = 1 to T do 2:
Node i receives l j (t) from j ∈ N i , and updates its estimated parameter vector as:
The following theorem provides an upper bound of the regret of DOLR-FIF.
Theorem 1 Under Assumption 1, the regret of DOLR-FIF with
where
Communication Complexity vs. Regret Trade-off
The regret upper bound derived in Theorem 1 depends on the network through C G (x(1), y ⋆ LS ), whose leading term scales as
On the other hand, the number of vectors transmitted per round in the network (i.e., the communication complexity of DOLR) is simply equal to the number of edges in G. By investigating the sensitivity of C G (x(1), y ⋆ LS ) w.r.t. G, we can get preliminary insights into the communication complexity vs. regret trade-off.
To this aim, we assume here that the weight matrix W G is chosen as the maximum-degree weights:
where d max = max i∈V {d i } is the maximum degree of G (d i denotes the degree of node i). In [6] , the authors established useful estimates of σ 2 (W G ) for particular graphs G, which in turn translate to explicit regret upper bounds for these graphs.
• Complete graphs: Every node is connected to every other node in the network. In this case we
and σ 2 (W G ) = 0, which implies that the leading term in C G (x(1), y ⋆ LS ) vanishes. Analyzing C G (x(1), y ⋆ LS ), we may actually improve the regret upper bound of Theorem 1 so that it scales as x(1) − 1 n ⊗ y ⋆ LS 2 + n T 3/4 . However, this requires maximum communication among the nodes in the network, i.e., n(n − 1) vectors are transmitted per round.
• Random geometric graph: Nodes are generated independently and uniformly in a unit square and any two nodes are connected if the distance between them satisfies r = Ω log 1+ǫ (n) n for some ǫ > 0.
Then, with high probability σ 2 (W G ) = 1 − Ω log(n) n (see [3] ), which implies that the regret upper bound scales as
The maximum degree is here bounded by log 1+ǫ (n) + √ 2c log(n) w. p.
at least 1 − 2/n c (for any c > 0). Hence at most approximately 2 log 1+ǫ (n)n vectors are transmitted every round.
• k-regular expander graph: In this case σ 2 (W G ) is constant, and our regret upper bound scales as n 4 T 3/4 . The communication complexity is 2kn vectors transmitted per round.
• Path graph: In this case we have σ 2 (W G ) = 1 − Θ 1 n 2 and the regret upper bound scales as n 8 T 3/4 for a number of vectors transmitted per round equal to 2n.
Bandit Feedback
Next, we focus on the case of bandit feedback, where at the end of each round t, node i has access to the bandit information of the local regression cost θ i,t (x i (t)), or more precisely, node i can get the values of the function θ i,t at two points around x i (t). Indeed, the proposed algorithm, DOLR-BF, whose pseudo-code is provided in Algorithm 2, is a distributed version of the Expected Gradient Descent algorithm [1, 7, 23, 28] for online convex optimization with multi-point bandit feedback. Algorithms with single-point bandit feedback such as those in [9] could be also studied similarly, but would exhibit worse regret guarantees (e.g. scaling as T 5/6 ).
Algorithm 2 DOLR with Bandit Feedback -DOLR-BF
Node i queries θ i,t (x i (t) + ǫu i (t)) and θ i,t (x i (t) − ǫu i (t)) with u i (t) ∈ R m be a unit vector generated uniformly at random (i.e., u i (t) = 1), and computes
3:
To account for the randomness introduced in Algorithm 2, we slightly modify the definition of regret:
Theorem 2 If Assumption 1 holds and α h < n, then the regret of DOLR-BF with parameters β = , and κ >
, satisfies for all i ∈ V and T ≥ 2:
Adaptive Adversaries and Bounded Decision Space
In this subsection, we consider the case where the data is generated by an adaptive adversary as in [9] :
at each node i and in any round t, the covariate vector and its outcome (h i (t), z i (t)) may depend on the predictions made so far by node i, i.e., on
In addition, we consider scenarios where the decision space K is compact, and w.l.o.g. that 0 lies in the interior of K (see e.g. [1] for a discussion). Hence we make the following assumption (commonly adopted even in centralized online bandit optimization [9, 1, 12, 4, 25] ).
Assumption 2
The decision space of all the nodes, denoted K, satisfies that
For this regression problem, we propose DOLR-BF-AA (AA stands for 'Adaptive Adversaries') obtained by simply replacing the update Step 4 of DOLR-BF by
When ξ = ǫ/r, the projection onto (1 − ξ)K ensures that x i (t + 1) remains in K. Now since the adversaries may adapt to the previously randomly selected predictors, the covariate vectors and their outcomes may be random as well. To account for this additional randomness and for the restriction on the decision set, we modify the definition of regret once more:
The following theorem provides an upper bound of the regret of DOLR-BF-AA. The scaling in √ T of this upper bound results from the compactness of the decision set K and that of the adversary strategy set
Theorem 3 Assume that rank(H(t)) = m for at least one t ∈ {1, . . . , T } and that Assumption 2 holds.
The regret of DOLR-BF-AA with parameters
, κ = 1, and ξ = ǫ/r, satisfies for all i ∈ V and T ≥ 1/r 2 :
Regression with Long-term Constraints
When the decision set K is a convex (strict) subset of R m , the previous algorithm (as any other typical algorithm for online optimization with constraints) performs a projection onto K in each round. This projection can be computationally expensive when K is complex. To circumvent this issue, [17] proposes to allow the algorithm to violate the constraints by projecting onto a simpler set B containing K. Under such simplification, the algorithm performance is quantified using both its regret and its cumulative constraints' violation. In this section, we present distributed versions of algorithms in [17] and provide upper bounds on their regret and cumulative constraints' violation.
For illustrative purposes, we assume that K is a polyope, defined through a (potential large) set of linear inequalities:
where the constraint vectors k q ∈ R m , q = 1, . . . , s, are known to all nodes. With such a decision set, we consider algorithms using projections on the (simpler) set B = B m R . We make the following assumption.
Assumption 3 The constraint vectors
The regret of a distributed regression algorithm with long-term constraints remains defined as:
at a node i ∈ V, where y ⋆ LS = arg min y∈K T t=1 n j=1 θ j,t (y); and its network-wide cumulative constraints' violation is:
where [a] + = max{0, a} for all a ∈ R.
Full Information Feedback
In the proposed algorithm, node i local computations are based on the following augmented Lagrangian:
where µ ∈ R s is the vector of Lagrange multipliers associated with the constraints at node i, [µ] q denotes the q-th component of µ, and π > 0 is the regularization parameter. The pseudo-code of our algorithm is presented in Algorithm 3. There, each node i sequentially updates its estimate x i (t) ∈ R m and a dual
Note that ∂ k T q x i (t) + can be calculated explicitly for q = 1, . . . , s as
Moreover, the second step of the algorithm is a gradient descent of the local augmented Lagrangian
Algorithm 3 DOLR with Full Information Feedback and Constraints -DOLR-FIFC
Initialize: Initial local estimates x i (1) ∈ K and dual vectors µ i (1) = 0 s for all i ∈ V 1: for t = 1 to T do
2:
Node i locally computes
Node i receives l j (t) from j ∈ N i , and updates its estimate as
Node i updates its dual vector as Regret
where 
Bandit Feedback
To extend the previous algorithm to the case of bandit feedback, we replace the augmented Lagragian (7) by the following smoothed version:
The algorithm with bandit feedback, whose pseudo-code is presented below, uses an estimate of the gradient of L b i,t (y, µ), as well as an additional shrinkage parameter ξ when projecting onto B m R (to ensure that the query points x i (t) ± ǫu i (t) belong to the decision set K).
Algorithm 4 DOLR with Bandit Feedback and Constraints -DOLR-BFC
Initialize: Initial local estimates x i (1) ∈ K and dual vectors µ i (1) = 0 s for all i ∈ V 1: for t = 1 to T do 2:
is computed as in Step 2 of Algorithm 2
3:
Node i receives l j (t) from j ∈ N i , and updates its estimate
Node i updates its dual vector as
, for q = 1, . . . , s 5: end for Theorem 5 Assume that rank(H(t)) = m for at least one t ∈ {1, . . . , T }, that for all t, (h i (t), z i (t)) ∈ K Ad defined in (4) , and that Assumption 3 holds. The regret and the cumulative constraints' violation of
DOLR-BFC with parameters
RT γ for some β ∈ (0, 1), γ ≥ β and c > 1 satisfy for all i ∈ V and T ≥ 2:
Distributed Online Exact Linear Regression
We conclude the paper by investigating scenarios where the network-wide online linear regression has exact solutions, i.e.,
In other words, we make the following assumption.
Assumption 4 The network-wide exact linear regression solution set
We consider the full information feedback, but do not make any assumption on the decision set, i.e., K = R m . The centralized version of this problem was studied in [8] . The existence of a linear model exactly matching the data allows us to improve the regret upper bound of the regret (also referred to as ℓ 2 -regret)
of DOLR-FIF, here equal to:
It further makes it possible to devise an algorithm, referred to as DOELR (Distributed Online Exact Linear Regression), with sub-linear ℓ 1 -regret defined at node i ∈ V as:
ℓ 2 -Regret
The algorithm DOLR-FIF can be applied here, and the following theorem provides a regret upper bound scaling as √ T (instead of T 3/4 in absence of an exact linear model). Denote
Theorem 6
Assume that h i (t) 2 ≤ α h holds for all i ∈ V and t = 1, . . . , T for some α h > 0, and that
Assumption 4 holds. The regret of DOLR-FIF with
satisfies for all i ∈ V and T ≥ 2:
ℓ 1 -Regret
To get low ℓ 1 -regret, we propose the following algorithm.
Algorithm 5 Distributed Online Exact Linear Regression -DOELR
for all i ∈ V and T ≥ 2:
where A Proof of Theorem 1
A.1 Key Lemma
The next lemma provides a bound on the term
2 , which is shown to be crucial in establishing the regret of Algorithm 1. Moreover, a bound on the accumulative disagreement among all the nodes in the network over the total number of T rounds is established as well. The disagreement is measured by the overall distance of the states of nodes to the average state defined by:
Lemma 1 Let Assumption 1 hold. If 0 < β ≤ 1, then along Algorithm 1 there holds
(ii)
We establish the bound by deriving the general evolution of
where the first inequality follows from the convexity of norm square function and doubly stochasticity of 
where the last inequality is based on the convexity of function
positive semi-definite) and the fact that
Rearranging the terms and dividing both sides by (2η), gives
summing the inequalities in (12) over t = 1 to t = T , we obtain
We now use the self-boundedness property of function θ i,t (·), that is,
This further leads to
where we used the assumption of h i (t) T y ⋆ LS − z i (t) ≤ θ ⋆ and the inequality
for T ≥ 2. This further implies that for all T ≥ 2,
where we used the inequality that √ a + b ≤ √ a + √ b for any two non-negative scalars a and b.
(ii) We first derive the general evolution of the average state x avg (t + 1) (t ≥ 1):
where the second-to-last equality follows from
. Substituting the expression for l i,t into (16), we have
On the other hand, we can write the general evolution of x i (t + 1) as
Combining equations (17) and (17), we obtain
which, combined with the following inequality,
gives that the following inequality holds for all t ≥ 2,
Summing the inequalities in (19) over t = 1 to t = T , gives
The second term on the right-hand side of (20) can be bounded as follows:
where the last inequality follows from σ 2 (W G ) < 1. On the other hand, the last term can be bounded in the following way,
where the last inequality is based on (15) . Hence, the desired estimate follows by combining the results in (20) , (21) and (22), and using η = 1 α h T β . The proof is complete.
The accumulated disagreement over T rounds grows as O(T 1−β ), which is a sublinear function of T .
This means that when β > 0, one has
A.2 Proof of the theorem
From (12), we have
where the last inequality is based on Lemma 1 and η = 1 α h T β . We now turn our attention to bounding the first term on the left-hand side, i.e., T t=1 n j=1 θ j,t (x j (t)):
now, by applying the following inequality to (22),
we further obtain (by setting A = T −γ with γ > 0)
.
We are left to bound term R(T ):
where the first inequality follows from the Cauchy-Schwarz inequality a T b ≤ a · b for any a, b ∈ R m , the third inequality from x avg (t) − x i (t) 2 ≤ n j=1 x j (t) − x avg (t) 2 , and the last inequality from Lemma 1(ii) and the inequality that (
i for any a i ∈ R, i = 1, . . . , n. Combining the inequalities (22), (23) and (23), we find that
We need to balance between the twin goals of making γ large and minimizing the overall bound as far as possible. It is easy to see that the bound in (24) is dominated by the terms T β and T 2(1−β)+γ (from T 2(1−β)+γ one must have β > 1 2 to get a sublinear function of T ); hence, by setting β = 2(1 − β) + γ leads to the optimal choice of γ = 3β − 2. We also have the condition on β: 2 3 < β < 1, because γ > 0 (β < 1 is needed to guarantee that the bound is a sublinear function of T ). Therefore, we conclude that by setting γ = 3β − 2, the right-hand side on (24) achieves the optimal bound, that is,
We further have the following inequality by doing some simple algebra,
where in the last inequality we used the assumption of h j (t) T y ⋆ LS − z j (t) ≤ θ ⋆ . It is easy to see that the optimal regret bound is achieved when β = 3(1 − β), which gives the optimal choice of β = 3 4 . The left-hand side on (26) is just Regret LS (i, T ), hence we arrive at the conclusion that
This completes the proof of Theorem 1.
B Proof of Theorem 2 B.1 Key Lemmas
To facilitate our analysis, define a smooth function of the form:
where v ∈ R m is a vector selected uniformly at random from the unit ball B m 1 . The next lemma establishes some nice connections between the functions θ i,t (y) andθ i,t (y), as well as the connections between ∇θ i,t (x i (t)) and g i,t (x i (t)). This lemma is of critical importance in our regret analysis.
Lemma 2 Let F t be the be the σ-field generated by the entire history of the random variables to time t.
Then for all i ∈ V and t = 1, . . . , T , we have the following.
(i) The gradient estimator g i,t satisfies:
(ii) The smoothed functionθ i,t satisfies:
The proof of Lemma 2 frequently utilizes the following lemma that can be easily obtained for any convex function.
Lemma 3 For a convex function
Proof. From the convexity of f , we have
and similarly,
hence the desired inequality follows by combining the preceding two inequalities.
Proof of Lemma 2.
(i) Using the expression for g i,t (y), we have
where the second inequality follows from Lemma 3 and the last equality from u i (t) = 1. We provide a bound on ∇θ i,t (y ± ǫu i (t)) as follows:
where σ max (·) denotes the largest singular value of a matrix, and the last equality follows from the fact that the largest singular value of
Hence, the proof is complete by noting
and
(ii) Using the definition (26), we have
where in the first inequality we used Jensen's inequality and in the last inequality we recalled Lemma 3.
Then following an argument similar to that of part (i) and using v ≤ 1, we get the desired estimate.
As in the full information feedback setting, the analyses of accumulated disagreement and regret rely on the boundedness of
This turns out to be true, provided that the step size η = 1 κT β and the parameter ǫ are chosen appropriately.
Lemma 4 Let Assumptions 1 hold. Suppose
α h < n. Let κ > 2nm 2 α h n−α h , 0 < β ≤ 1, and ǫ = 1 √ T for all t = 1, . . .
, T . Then along Algorithm 2 there holds (i)
Proof. (i) By an argument similar to that of (11), it follows that
taking the conditional expectation on F t and using Lemma 2(i), yields
where in the inequality we used the convexity of functionθ i,t (·). Rearranging the terms, we have
We provide a lower bound on the left-hand side of (29) in terms of function θ i,t , by Lemma 2(ii),
the last two terms can be respectively bounded as follows:
because of h i (t) 2 ≤ α h for all i ∈ V and t = 1, . . . , T and the assumption that
On the other hand, we have
because of the convexity of the norm square function. Combining the inequalities (30), (30) and (31), we
Substituting the preceding inequality into (29) and using Lemma 2(i), i.e.,
we find the following estimate by taking the total expectation,
Using the self-boundedness property of function θ i,t (·) (cf. (13)) and following similar lines as that of Lemma 1, we have
dividing both side by the positive term
where in the last inequality we used η = (ii) The analysis of the accumulated disagreement is similar to that of Lemma 1(ii), and it is easy to
We are left to bound the last term on the right-hand side of (37). Summing the inequalities in (33) over t = 1 to t = T , taking the total expectation on both sides, and then combining with inequality (36), we find that
Using Jensen's inequality, we further have
taking the total expectation on both sides of (37) and then using the preceding inequality and η = 1 κT β , we derive the desired bound.
B.2 Proof of the theorem
Combining the inequalities (29), (30), (30) and (33), and taking the total expectation, we obtain
in fact, this inequality is just (34) by substituting (31) into the preceding inequality. Then, summing the inequalities in (40) over t = 1 to t = T , we have
combining this with (36), using Jensen's inequality, and the fact that ǫ =
From (23) we know that
where γ > 0 and as in (23), R(T ) can be bounded as follows:
where B 10 = 6α h n B 2 3 + B 2 4 + B 2 5 and the second inequality is based on Lemma 4(ii). Combining the results in (42), (43) and (44), we find that
due to the assumption of h j (t) T y ⋆ LS − z j (t) ≤ θ ⋆ . It can be derived from the term T 2(1−β)+γ that β > 
This completes the proof of the desired theorem.
C Proof of Theorem 3
We first provide a bound on the gradient of loss function θ i,t (y) for any y ∈ K,
It follows that for any y
where we used the nonexpansiveness of the Euclidean projection, i.e.,
for any x, y ∈ R m . Then, following an argument similar to that of (27)- (29), we have that, for any
Now we have a new bound on the gradient estimator, by using Lemma 2 and (46),
On the other hand, the left-hand side of (48) can be lower bounded as follows:
this, combined with (48) and (49), gives that for any y ∈ K,
where we denote η = 1 √ T and used Lemma 2. Using Assumption 2, we have that, for any y ∈ K,
On the other hand, following the disagreement analysis of Lemma 4 and using the new bound in (46), we
Combining the results in (50)- (53), we find that
and ξ = ǫ r into the preceding inequality, we obtain
then, maximizing both sides of (54) with respect to y ∈ K, we finally have
The proof is complete.
D Proofs of Theorems 4 and 5 D.1 Key Lemma
We have the following lemma that characterizes the disagreement among all the nodes.
Lemma 5 Let Assumption 3 hold. Assume that rank(H(t)) = m for at least one t ∈ {1, . . . , T } and (4) .
(i) (Full information feedback) Then along Algorithm 3 there holds
(ii) (Bandit feedback) Then along Algorithm 4 there holds
where B 3 is given in Lemma 4.
Proof. First, we have the following bound on the gradient of θ i,t (y) for all y ∈ K, according to Assumption 3 and the fact that (h i (t), z i (t)) ∈ K Ad :
(i) The general evolution of the average state can be derived as follows:
. Hence, we can derive the following general expression,
On the other hand, we have the following bound on p i (t),
where the inequality follows from the nonexpansiveness of the Euclidean projection and last equality from the doubly stochasticity of W G . Combining the equations in (56), (57) and (58) and following similar lines as that of Lemma 1(ii), we obtain
which completes the proof in part (i).
(ii) Following similar analysis as that of part (i), we have
where p b
We are left to bound the term
where in the last inequality we have combined Lemma 2 with the boundedness of the gradinet of θ i,t (y) (55) to get a new bound g i,t (x i (t)) ≤ mL. Hence, the desired result follows by combining (60), (61) and (62). The proof is complete.
D.2 Proof of Theorem 4
It follows from Algorithm 3 that
where in the first equality we used the fact that K ⊆ B m R . Expanding the last term on the right side further gives
where the last inequality is based on the convexity of L j,t with respect to the first argument. The term
can be expanded as follows, by using the definition of L j,t (cf. (7)):
where the last inequality follows from (55), Step 4 in Algorithm 3, and the fact that k T q y ⋆ LSC ≤ 0 for all q = 1, . . . , s. Summing the inequalities in (64) over t = 1 to T and using (65), yields
We now bound the second and third terms on the right-hand side of (66). Note that
where the inequality is based on Assumption 3 and Step 4 in Algorithm 3. The third term on the right-hand side of (66) can be bounded by Lemma 5(i) , that is,
Combining the inequalities in (66), (67) and ((68)), we further obtain
where in the last inequality we used the following fact,
We are left to bound the term f (CV(s, T )), which is a quadratic function of CV(s, T ). By substituting the expressions for η =
this, combined with (69), gives
Hence, the proof of the regret bound is complete. We now turn our attention to bound the constraint violations CV(s, T ). It follows from inequalities (64), (65), (67) and (68) that
the left-hand side on (72) can be lower bounded by using the boundedness of the gradient of θ i,t (cf. (55)), that is,
Combining (72) and (73), we have the following bound on the constraint violations,
where the last inequality is based on the fact that β ∈ (0, 1). This complete the proof.
D.3 Proof of Theorem 5
We first provide a new bound on θ i,t (y) − θ i,t (y) , instead of Lemma 2(ii), 
where the equality follows from k T q (1 − ξ)y ⋆
LSC +
≤ 0 for all q = 1, . . . , s and the first inequality from (74) and the bound θ j,t ((1 − ξ)y ⋆ LSC ) ≤ θ j,t (y ⋆ LSC ) + L y ⋆ LSC ξ ≤ θ j,t (y ⋆ LSC ) + LRξ. Hence, it follows from E Proof of Theorem 6
From Lemma 1, we immediately have that, for any y ⋆ ∈ S ⋆ (T ),
2 (x i (1), P S ⋆ (T ) (x avg (1))), which is obtained by taking the minimization over y ⋆ ∈ S ⋆ (T ) in both sides of (14) . Then following similar lines as that of the proof of Theorem 1, we find that (γ ∈ R) 
where used the fact that θ j,t (y ⋆ ) = 0 for all j ∈ V and t = 1, . . . , T . We now distinguish three cases: γ > 0, γ < 0 and γ = 0. When γ > 0, the dominant terms on the right-hand side of (81) are T β and T 1−β+γ , under which case the optimal bound is O T 1 2 +γ . Similarly, the optimal bound is O T
2
−γ when γ < 0.
Therefore, it is easy to see that the optimal bound is achieved when γ = 0 and β = x i (t) − x avg (t) ≤ P 1 + P 2 · √ T , T ≥ 1
where P 1 = C 3 and P 2 = n
2 (x i (1), P S ⋆ (T ) (x avg (1))).
Proof. First, by an argument similar to that of Lemma 1(ii) it follows that
Summing the preceding inequalities over t = 1 to t = T , we have
We are left to bound the term t ℓ=1 n i=1 h i (ℓ) h i (ℓ) T x i (ℓ) − z i (ℓ) . First, note that l i,t is the Euclidean projection of x i,t on the hyperplane A i (t) = {y : z i (t) = h i (t) T y}, we have that, for any y ⋆ ∈ S ⋆ (T ),
where the last inequality is based on the fact that y ⋆ ∈ A i (t) and the following inequality, P X (x) − y 2 ≤ x − y 2 − P X (x) − x 2 , for any y ∈ X and x ∈ R m .
Applying inequality (83) recursively and using x i (t) − P A i (t) (x i (t)) = h i (t) h i (t)
where the first inequality follows from the same argument as that of (10) . We now provide a lower bound on T t=1 P(t),
where in the second equality we used z i (t) = h i (t) T y ⋆ and in the inequality we used the relation
for any a i ∈ R, i = 1, . . . , n. By adding and subtracting x i (t), we further have
where the second inequality is based on (86). Following an argument similar to that of (87), one has
2 (x i (1), P S ⋆ (T ) (x avg (1))). This, combined with the inequalities (90), (91), and (92),
