Abstract. We define the Heegaard diagram for a balanced bipartite graph in a rational homology 3-sphere, by introducing a base point for each edge. Then we define the minus-version and hat-version of the Heegaard Floer complexes for a given Heegaard diagram. The hat-version coincides with the sutured Floer complex for the complement of the graph, the sutures of which are the meridians of the edges. We prove that the homology modules of both versions are topological invariants of the given graph, and discuss some basic properties of the homology. In the end, we study the Euler characteristic of the hat-version complex. In particular, when the ambient manifold is the 3-sphere, we give a combinatorial description of the Euler characteristic by using the "Kauffman states" of a given graph projection.
Introduction
The Heegaard Floer homology for links defined by Ozsváth and Szabó [11, 13] , and independently Rasmussen [14] has made great impacts on the study of links. It has also been widely used to study the properties of the manifolds obtained by Dehn surgeries. In this paper, we study this homology for an embedded bipartite graph, which can be regarded as a generalization of links. Precisely, we define the Heegaard Floer homology HFG − (M, G V 1 ,V 2 ) and HFG(M, G V 1 ,V 2 ) for a balanced bipartite graph with a balanced orientation in a closed oriented rational homology 3-sphere M. A combinatorial Heegaard Floer homology for a transverse graph in the 3-sphere S 3 was recently studied by Harvey and O'Donnol [3] , by using grid diagram for a transverse graph. If we regard a grid diagram as a special Heegaard diagram, the chain complex defined here is essentially the same as the one in [3] .
In Section 2, we define the topological objects to be studied in this paper. Section 3 focuses on the definition of Heegaard diagram for a 3-manifold and for a bipartite graph in it. In the case that M is the 3-sphere S 3 , we show how to construct a Heegaard diagram for a graph from its graph projection in R 2 . Section 4 provides the definition of HFG − (M, G V 1 ,V 2 ) and HFG(M, G V 1 ,V 2 ). For a Heegaard diagram (Σ, α, β, w, z) of a balanced bipartite graph G V 1 ,V 2 ⊂ M with a balanced orientation, the data (Σ, α, β, w) is a multi-pointed Heegaard diagram for M. We first review the definition of CF − (Σ, α, β, w) for M, given by Ozsváth and Szabó in [13] . Then we introduce a relative grading, called the Alexander grading, to CF − (Σ, α, β, w) by involving the base points z coming from the graph. The differential of CFG − (Σ, α, β, w, z) is defined by counting holomorphic disks which are disjoint from z. 
Theorem 2.4 (Reidemeister moves).
Two embeddings of the oriented graph G V 1 ,V 2 in S 3 are ambient isotopic if and only if any two projections of them can be connected by a finite sequence of the following generalized Reidemeister moves in Fig. 2 , during the procedure of which, the color of each vertex is preserved.
Proof. The statement without considering the coloring of the vertices is a well-known theorem in spatial graph theory (see for example [7] ), the proof of which is an application of the PL approximation of a topological homeomorphism. When considering the coloring of each vertex, we keep track of the proof and it is easy to see that the ambient isotopy preserves the color if and only if the Reidemeister moves preserve the color. Let G V 1 ,V 2 be a balanced bipartite graph for which n = |V 1 | = |V 2 | and m = |E|. In this paper we consider a speical kind of orientations depicted as follows. directing from V 1 to V 2 and the endpoints of which occupy V 1 and V 2 , and the other edges direct from V 2 to V 1 .
See Fig. 1 for two examples of graphs with balanced orientation. For the graph G V 1 ,V 2 with a balanced orientation given by {e i } n i=1 , let u i ∈ V 1 and v i ∈ V 2 be the vertices incident to e i for 1 ≤ i ≤ n. Remark 2.6. Note that not every balanced bipartite graph admits a balanced orientation. A particular case is a graph where there are two vertices adjacent to the same vertex but not to any others.
Heegaard diagrams
In this section, we review the definition of multi-pointed Heegaard diagram for a 3-manifold, and provide a definition of the Heegaard diagram for an embedded balanced bipartite graph with a balanced orientation.
All manifolds considered below are assumed to be compact and oriented and we work in the smooth category.
3.1. Heegaard diagrams for a 3-manifold. This section is a review of some materials in [13] . Let M be a closed 3-manifold.
Definition 3.1. Let n ≥ 1 be an integer. An n-pointed Heegaard diagram for M is a quartet (Σ, α, β, w), which satisfies the following conditions.
• Σ is a closed oriented genus g surface, which is called the Heegaard surface, and α = {α 1 , α 2 , · · · , α d } and β = {β 1 , β 2 , · · · , β d } are two sets of pairwisely disjoint oriented simple closed curves on Σ, of cardinal d.
• Attaching 2-handles to Σ along curves in α (resp. β), we get an n-punctured genus g handlebody U α (resp. U β ), where n = d − g + 1. The union U α Σ U β is the 3-manifold M with 2n-punctures. The orientation of Σ is induced from that of U α , which in turn coincides with that of M.
) be the set of connected components of Σ \ α (resp. Σ \ β). Then w = {w 1 , w 2 , · · · , w n } is a set of n points in Σ \ (α ∪ β) so that
if necessary), which are called the base points.
Suppose that f : M → R is a self-indexed Morse function of M with n critical points of both index zero and index three. Fix a Riemannian metric of M and choose n gradient flowlines from the index zero critical points to the index three points. Then we could get an n-pointed Heegaard diagram for M from f , where Σ = f −1 (3/2), α (resp. β) is the set of intersection curves of the ascending disks of the index one critical points (resp. the descending disks of the index two critical points) with Σ, and w is the intersection of the gradient flowlines with Σ.
Without specifying the number n, we call such a Heegaard diagram a multi-pointed Heegaard diagram of M. The following property is a refinement of Proposition 3.3 in [13] . We omit the proof here. Theorem 3.2. Two n-pointed Heegaard diagrams of M with n fixed can be connected up to diffeomorphism by a sequence of the following moves.
(i) isotopies of the α-curves (resp. β-curves) supported in the complement of the base points. (ii) handlesides among the α-curves (resp. β-curves) supported in the complement of the base points. (iii) index one/two (de)stabilizations which occur in the complement of the base points. Any two multi-pointed Heegaard diagrams are connected by a sequence of moves (i) (ii) (iii) above and the following moves.
(iv) index zero/three (de)stabilizations: A connected sum of (Σ, α, β, w) with a 2-sphere S 2 equipped with a pair of curves α d+1 and β d+1 which meet transversely at two points and a base point w n+1 which lies in the components of S 2 \ α d+1 and S 2 \ β d+1 not containing the point where the connected sum is carried out.
3.2.
Heegaard diagram for a bipartite graph. Consider a balanced bipartite graph
. We define the Heegaard diagram for G V 1 ,V 2 as follows, where we introduce a base point for each edge of it. (i) (Σ, α, β, w) is an n-pointed Heegaard diagram for M, and
whose valency is l (resp. s), there exists a smooth embedding ϕ u : (
where we push Im(ϕ u i ) (resp. Im(ψ v j )) slightly into U α (resp. U β ). (iii) The edges where w stay constitute {e i } n i=1 , where w i corresponds to e i . From the viewpoint of Morse function and the definition of balanced orientation, it is easy to see that any balanced bipartite graph with a balanced orientation has a Heegaard diagram. Two Heegaard diagrams are connected by Heegaard moves that respect the position of the base points.
for a given oriented balanced bipartite graph G V 1 ,V 2 can be connected (up to diffeomorphism) by a sequence of moves (i), (ii) and (iii) depicted in Theorem 3.2 which are supported in the complement of w and z.
Proof. The proof is analogous to that of [5, Proposition 2.15] , except that we need to keep track of the labelling of each base point. We see that the base points in z (or w) before a Heegaard move are still in z (or w) afterwards.
In the case that M is S 3 we extend the idea in [10] and provide an algorithm to construct a Heegaard diagram for a given balanced bipartite graph from its graph projection in S 2 . Consider a graph projection D ⊂ S 2 for a given balanced bipartite spatial graph G V 1 ,V 2 ⊂ S 3 . We assume that D is connected as a projection.
(i) Regard D as a 1-complex in S 3 and take a tubular neighbourhood of it in S 3 . It is a handlebody and its boundary is the Heegaard surface Σ.
(ii) The diagram D separates S 2 into several regions. Choose a vertex u ∈ V 1 and choose a region adjacent to u, which we call R 0 . (iii) For each crossing of D, introduce a β-curve following the rule in Figure 3 (B).
For each region except R 0 , introduce an α-curve which spans the region as in Figure 3 (A). (iv) Suppose the vertex u has valency l and introduce l − 1 β-curves and l base points as in Figure 3 (A). For each vertex u ′ ∈ V 1 \{u} with valency l ′ , introduce l ′ − 1 β-curves, l ′ base points and an α-curve which enclose all the base points at that vertex. See Figure 3 (C). (v) The set w consists of the base points lying on {e 1 , e 2 , · · · , e n }, and the other base points constitute z. We assume that the β-curves around each vertex in V 1 are the meridians of the edges corresponding to the base points belonging to z. It is easy to verify that the construction above gives a Heegaard diagram for
In the last section, we will use this Heegaard diagram to describe the Alexander polynomial for Figure 3 . The Heegaard diagram associated with a graph projection.
Heegaard Floer Complex
4.1. Intersection points, Whitney disks and admissibility. In this section, we provide some definitions and terminologies needed in the definition of Heegaard Floer complex, most of which come from [13] . Let (Σ, α, β, w) be an n-pointed Heegaard diagram of M. Consider the d-fold symmetric product of Σ, Sym
where S d is the symmetric group of degree d, and let
is a 2d-dimensional smooth manifold and T α and T β are two d-dimensional submanifolds. Suppose that T α and T β are in general position. There are finitely many points in T α ∩ T β . From the viewpoint of Morse function, an intersection point x ∈ T α ∩ T β corresponds to a d-tuple of gradient flowlines which connect each of the index one and index two critical points.
Given x, y ∈ T α ∩ T β , a Whitney disk from x to y is a smooth map from the unit disk to Sym d (Σ) that connects x to y. Precisely, it is a map
sending {z ∈ ∂D|Re(z) ≥ 0} (resp. {z ∈ ∂D|Re(z) ≤ 0}) to T α (resp. T β ). Let π 2 (x, y) be the set of homology classes of Whitney disks from x to y.
∂P is a sum of α-curves and β-curves and
The Heegaard Floer complex is defined on a Heegaard diagram. In order to make the differential of the complex well-defined, we need the following technical condition on the Heegaard diagram. Proof. Since H 1 (S 3 ; Z) = 0, by [13, Sequence (4) ], any periodic domain has the form
where a i , b i ∈ Z and A i , B i are as defined in Definition 3.1. Since n w i (P ) = 0, we have a i + b i = 0 for any 1 ≤ i ≤ n. Remember that w i stays in the edge e i which is incident to u i ∈ V 1 and v i ∈ V 2 . Suppose z ∈ z is a base point staying in an edge incident to v i and u j , then n z (P ) = b i + a j = a j − a i . If all a i 's are equal, say they are equal to a, then all b i 's are equal to −a. In this case P = ∅ is the trivial domain. Suppose a i > a j for some 1 ≤ i = j ≤ n. By the condition that G V 1 ,V 2 satisfies, we have an oriented path ρ ij connecting v i and u j passing through the edges {f λ } λ∈Λ , and an oriented path ρ ji connecting v j and u i passing through the edges {f ω } ω∈Ω . Note that ρ ij and ρ ji are oriented paths, so they pass through edges in E −{e i } n i=1 and edges in
alternatively, while each edge in E − {e i } n i=1 contains a base point in z. Therefore we have {z∈f λ } λ∈Λ n z (P ) = a j − a i < 0 and {z∈fω} ω∈Ω n z (P ) = a i − a j > 0. Then there must be two base points in z at which the local coefficients of P have opposite signs. Namely P has both positive and negative local coefficients. When M is a rational homology 3-sphere, the following proposition holds. We assume that H 1 (M, Z) = 0 for the left part of the paper. Namely we only define the Heegaard Floer complex for a bipartite graph in a rational homology 3-sphere.
4.2.
Heegaard Floer complex for a rational homology 3-sphere. This section is a review of the definition in [13] . For a rational homology 3-sphere M, assume that (Σ, α, β, w) is an n-pointed weakly admissible Heegaard diagram for M. Let J be an allowed one-parameter family of almost complex structures on Sym d (Σ). Namely, it achieves the transversality for all non-constant J-holomorphic curves used below.
Ozsváth and Szabó [13] defined a chain complex (CF
generated by intersection points of T α ∩ T β , and the differential is defined as follows.
is the unparametrized moduli space of all holomorphic representatives for φ ∈ π 2 (x, y), and µ(φ) is the Maslov index of φ.
The weak admissibility of the Heegaard diagram is used here to show that the right hand side of the differential is a finite sum. The relation (∂ − ) 2 = 0 was proved by counting the ends of two-dimensional moduli spaces. For more details, please refer to [13, Section 4.1].
Theorem 4.4 of [13] states that the chain homotopy equivalence type of the complex (CF − (Σ, α, β, w), ∂ − ) over the polynomial ring F[U 1 ] is a topology invariant of M, which coincides with the Heegaard Floer homology HF − (Y ) defined in [12] . When we set U 1 = 0, we get HF(Y ), and when setting
for any x, y ∈ T α ∩ T β and φ ∈ π 2 (x, y). It is well-defined since as stated in [13,
It is easy to see that the differential ∂ − decreases the grading by one, so it is a relative homological grading. This relative grading can be refined to be an absolute Q-grading, the discussion of which is omitted here.
Relative Spin
c -structures and the Alexander grading for a graph. In this section, we introduce a relative grading, called the Alexander grading, to the chain complex CF − (Σ, α, β, w) by involving the basepoints z coming from a given graph. Before defining the grading, let us review in general how a relative grading for a chain complex is defined. Let N be a left R-module over a ring R, and I be an abelian group. We say that N is I-graded if there exists direct sum decompositions R = i∈I R i and N = i∈I N i as abelian groups, so that R i R j ⊆ R i+j and R i N j ⊆ N i+j for any i, j ∈ I. If the decompositions are defined up to an overall shift of an element in I, we say that N is relatively I-graded. For a chain complex (C, d) where C is a relatively I-graded Rmodule, if the map d preserves the grading, the chain complex (C, d) is called a relatively I-graded chain complex.
The group I for the Alexander grading is H 1 (X G ; Z), where X G is the complement of
To define the grading, we need to describe the relative Spin c -structures, which are expressed in terms of the vector fields over the sutured manifold (X G , γ w,z ). Please refer to [1, Section 2.1] for the discussion of relative Spin c -structures in a more general setting. Definition 4.6. A sutured manifold (X, γ) is a compact oriented 3-manifold with boundary ∂X, together with a set of pairwisely disjoint oriented simple closed curves γ = {γ 1 , γ 2 , · · · , γ k } ⊂ ∂X which separates ∂X into two parts. Precisely, let N(γ) be the tubular neighborhood of γ in ∂X. Then ∂X −int(N(γ)) = ∂ + X ∂ − X, where ∂ + X (resp. ∂ − X) denotes the union of the components of ∂X − int(N(γ)) with the property that the induced orientation on the boundary of ∂ + X (resp. ∂ − X), which is parallel to γ, agrees with (resp. reverses) the orientation of γ. A sutured manifold is called balanced if 1) X has no closed components, 2) χ(∂ + X) = χ(∂ − X), and 3) π 0 (γ) → π 0 (∂X) is surjective.
Let (X, γ) be a balanced sutured manifold. Let v γ be the unit vector field in T X| ∂X defined as follows: 1) v γ | ∂ + X ⊥ T ∂ + X and points outwards; 2) v γ | ∂ − X ⊥ T ∂ − X and
We perturb v γ around ∂N(γ) to make it continuous.
Definition 4.7. Consider two non-vanishing vector fields v 1 and v 2 on X satisfying
is called the set of relative Spin c -structures for (X, γ). There is a free and transtive action of H 2 (X, ∂X; Z) on Spin c (X, γ), which makes the latter be an affine space over the former. For s ∈ Spin c (X, γ), let c 1 (s) be the first Chern class of the vector bundle
by attaching 2-handles along α-and β-curves, and γ w,z = {γ p := ∂D p × {0}|p ∈ w ∪ z} with the orientation which reverses the one induced from that of Σ. It is easy to see
that X G is the complement of G V 1 ,V 2 in M, and γ w,z is the union of meridians of the edges in G V 1 ,V 2 . See Figure 4 .
Similaly, from the Heegaard diagram (Σ, α, β, w), we get the sutured manifold (M − p∈w int(B p ), γ w ), which is constructed from M by removing the interior of the 3-ball B p around each p for p ∈ w.
One can also obtain the sutured 1] . From this viewpoint, we can define a natural map (2) [·] : Spin Σ, α, β, w, z) ) is the Heegaard diagram associated with (f, g) (resp. (f | X G , g| X G )). We can use the function f to define the following two maps s w and s w,z for the Heegaard diagrams. Roughly saying, the gradient vector field ▽f of f (resp. f | X G ) with respect to g vanishes at index one and index two critical points. Each element x of T α ∩ T β corresponds to a d-tuple of gradient flowlines from index one critical points to index two critical points. By replacing the gradient vector field over neighbourhoods of the flowlines with certain nonvanishing vector fields, one can get s w (x) (resp. s w,z (x)). For more details on how the replacement being carried out, please refer to [12, Section 2.6].
For (Σ, α, β, w) we have
and for the Heegaard diagram (Σ, α, β, w, z) we have
The relation of these two maps is as follows.
Proof. By definition for any x ∈ T α ∩ T β , s w,z (x) = s w (x)| X G . On the other hand, From the obstruction theory, we see that there is a unique way to extend a Spin cstructure over M − n i=1 int(B w i ) to M. Therefore there is a natural identification
where Spin c (M) is the set of Spin c -structures over M, which is defined to be the set of homologous representatives of non-vanishing vector fields over M. For this reason, we can regard s w as a map from T α ∩ T β to Spin c (M) as well. Recall that for X G (resp. M), there is a free and transtive action of
) to be the element so that (s 1 − s 2 ) · s 1 = s 2 . Now we study the differences s w,z (x) − s w,z (y) and s w (x) − s w (y) for any given x, y ∈ T α ∩ T β .
Define the set
Then it is easy to see that there is a canonical identification between T α ∩ T β and S. For x, y ∈ S, choose a multi-path a ⊂ 
. Moreover, we have the following lemma. for any φ ∈ π 2 (x, y).
, where D(φ) is the domain of φ. Note that in M, ∂D(φ) is homologous to p∈w n p (φ)[γ p ], the latter of which is null-homologous in M. Similarly in X G we see that ∂D(φ) is homologous to
Now we are ready to define the Alexander grading. For the Heegaard diagram (Σ, α, β, w, z) of a graph G V 1 ,V 2 , the Alexander grading for the underlying module CF − (Σ, α, β, w) is a relative H 1 (X G ; Z)-grading defined by the map A :
for any x, y ∈ T α ∩ T β . The map ∂ − does not preserve the grading in general.
4.4.
Heegaard Floer complex for a graph. Let G V 1 ,V 2 be a balanced bipartite graph in M with a balanced orientation given by the edges
. Suppose (Σ, α, β, w, z) is an weakly-admissible Heegaard diagram for G V 1 ,V 2 . We define the chain complex (CFG − (Σ, α, β, w, z), ∂ − G ) as follows. As a free F[U 1 , U 2 , · · · , U n ]-module, it is the same as CF − (Σ, α, β, w). Use the base points z, we define the differential as
for any x ∈ T α ∩ T β . Compared with definition (1), the differential here only counts those pseudo-holomorphic disks avoiding base points z.
Lemma 4.10. We have (∂
Proof. The proof is similar with that of Lemma 4.3 in [13] . For generators x, q ∈ T α ∩T β and a = (a 1 , a 2 , · · · , a n ) ∈ Z n , consider the ends of {φ∈π 2 (x,q)|µ(φ)=2,nw(φ)=a,nz (φ)=0}
M(φ).
If x = q, the same argument as in the proof of Lemma 4.3 shows that the q-component
2 must be zero. If x = q, the possible additional terms of the ends are boundary degenerations. Since there is no single-valency vertices in G V 1 ,V 2 , any α-degeneration or β-degeneration meets base points from z. Therefore they can not appear in the ends.
Proposition 4.11. The differential ∂ − G preserves the relative Alexander grading. Moreover, if for any 1 ≤ i = j ≤ n that e i and e j belong to the same component of G V 1 ,V 2 , there exists an oriented path in G V 1 ,V 2 connecting v i to u j , then the chain complex (CFG − (Σ, α, β, w, z), ∂ − G ) is the associated graded object of (CFG − (Σ, α, β, w), ∂ − ), with respect to the Alexander grading.
y is a term in ∂ − (x) contributed by the holomorphic disk φ ∈ π 2 (x, y). By Lemma 4.9,
If φ contributes to ∂ − G (x), then n z (φ) = 0 and p∈z n p (φ)[γ p ] is therefore zero. This completes the proof of the first statement of the proposition.
Note that since φ is a holomorphic disk, we have n p (φ) ≥ 0 for p ∈ z([12, Lemma 3.2]). If G V 1 ,V 2 satisfies the condition depicted in the proposition, Lemma 4.12 below tells us that A(x) − A(U
· · · U nw n (φ) n y) = 0 if and only if n p (φ) = 0 for p ∈ z. Namely, the disk φ contributes to ∂ − G (x) if and only if the term associated to it has the same Alexander grading with x. This completes the proof of the second statement.
Lemma 4.12. For any 1 ≤ i = j ≤ n that e i and e j belong to the same component of G V 1 ,V 2 , suppose there exists an oriented path in
Proof. Consider the Mayer-Vietoris sequence:
For simplicity, for p ∈ z we still let γ p denote the pre-image of γ p under ι, which is the meridian of the edge that p lies on. Since ι is an injective map, to prove the lemma it is enough to show that if p∈z a p [γ p ] = 0 in H 1 (∂N(G); Z), the coefficients a p = 0.
Without loss of generality, we suppose that G is connected. The set of meridians {γ p } p∈z∪w generates a direct summand of H 1 (∂N(G); Z), for which the group presentation is {γ p } p∈z∪w |r v , v ∈ V , where r v is the sum of γ p 's lying on the edges incident to v. Therefore p∈z a p [γ p ] = 0 means that p∈z a p γ p = v∈V b v r v for some b v ∈ Z as 1-complexes.
Remember that the orientation of G V 1 ,V 2 is given by the edges
. Each e i is incident to u i ∈ V 1 and v i ∈ V 2 for 1 ≤ i ≤ n. Since the multiplicity of [γ w ] for w ∈ w is zero in p∈z a p γ p , we have
We claim that if there is an oriented path ρ ij from v i to u j , we have b j ≥ b i . If ρ ij does not pass through any element in {e i } n i=1 , namely it is an edge in E − {e i } n i=1 , we have a p = b j − b i ≥ 0 where p is the base point on that edge. If ρ ij passes through
By the condition in the lemma, for any 1 ≤ i = j ≤ n we have a path ρ ij from v i to u j and a path ρ ji from v j to u i . Therefore we have b i = b j . Then for any p ∈ z, we have a p = b j − b i = 0, where v i and u j are the two vertices incident to the edge where p lies on.
As a result, the chain complex (CFG − (Σ, α, β, w, z), ∂ − G ) is a relatively graded chain complex with respect to the Alexander grading. Namely it splits along the Maslov grading and the Alexander grading.
where j is the Maslov grading.
When U 1 = U 2 = · · · = U n = 0, we get a chain complex ( CFG(Σ, α, β, w, z), ∂ G ). It is generated by T α ∩ T β as a vector space over F and the differential is
In order to show the topological invariance of the homology of CFG − (Σ, α, β, w, z)
and CFG(Σ, α, β, w, z), we introduce the concept of quasi-isomorphism. A relatively graded chain map between two relatively I-graded chain complexes is a chain map ϕ :
′ ) so that if a, b ∈ C stay at the same grading in C, so do ϕ(a) and ϕ(b) in C ′ . A quasi-isomorphism between two relatively I-graded chain complexes is a relatively graded chain map which induces an isomorphism between the relatively graded homology modules. Two relatively I-graded chain complexes (C 1 , d 1 ) and (C 2 , d 2 ) are said to be quasi-isomorphic if there is a third relatively I-graded chain complex (C, d) so that there exist quasi-isomorphisms from (C 1 , d 1 ) to (C, d), and from (C, d) to (C 2 , d 2 ). It is easy to see that quasi-isomorphism is an equivalence relation among relatively I-graded chain complexes. and CFG(Σ, α, β, w, z) are topological invariants of G V 1 ,V 2 . We denote the homology modules of them by
The following proposition states its relation with sutured Floer homology.
Proposition 4.14. For the balanced bipartite embedded graph G V 1 ,V 2 ⊂ M, we have
the latter of which is the sutured Floer homology of (X G , γ w,z ).
Proof. The proof follows directly from the definition of sutured Floer homology in [5] . See Figure 4 for the construction of (X G , γ w,z ). (3) The chain complex defined here can be regarded as a special case of the definition in [1] . Here we choose the sutured manifold to be the graph complement and define the algebra for the boundary so that each edge e i for 1 ≤ i ≤ n is associated with a variable U i and the other edges are associated with zero. Then the algebra becomes
Proof of Theorem 4.13. By Theorem 3.4, we need to prove that the quasi-isomorphism types of the chain complexes CFG − and CFG are invariant under isotopies, handleslides, and index one/two stabilizations which are supported in the complement of w and z.
Isotopy invariance follows exactly from the argument in [12, Section 7] . Invariance under index one/two stabilizations is the same as Section 10 of [12] . Suppose H = (Σ, α, β, w, z) is a weakly admissible Heegaard diagram of 
For x, y ∈ T α ∩ T β we have
since the vector fields agree away from the 3-ball where the stabilization occurred. As proved in [12, Theorem 10.4] , the moduli spaces for φ ∈ π 2 (x, y) and φ ′ ∈ π 2 (x ′ , y ′ ) which have the same local multiplicities are diffeomorphic to each other. Therefore the map ϕ H→H ′ can be extended to a chain isomorphism between CFG − (H) and CFG − (H ′ ). The exact argument works for CFG as well.
Handleside invariance is given by similar maps as in [13, Section 7] :
, and
where γ is obtained from β by a handleside move. The maps are defined by counting pseudo-holomorphic triangles. Namely
) · y, and
for x ∈ T α ∩ T β , where Θ βγ is an element in CF − (Σ, β, γ, w). The maps above preserve the Alexander grading in the sense that if A(x) = A(y) in CFG(Σ, α, β, w, z) then A(Ψ αβγ (x)) = A(Ψ αβγ (y)) in CFG(Σ, α, γ, w, z) for x, y ∈ T α ∩ T β , where CFG stands for both minus-and hat-versions. The proof that they induce isomorphisms on the homology modules follows similarly with the proof of [13, Proposition 6.10].
Properties
Proposition 5.1. Given a graph G V 1 ,V 2 , let G V 2 ,V 1 be the graph with opposite orientation. Then we have HFG
For any holomorphic disk φ ∈ π 2 (x, y) for x, y ∈ T α ∩ T β in Σ, we see that −φ is a holomorphic disk in −Σ connecting x to y for x, y ∈ T β ∩ T α . Therefore, there exists a natural chain isomorphism between CFG − (Σ, α, β, w, z) and CFG − (−Σ, β, α, w, z). By definition, the relative Spin c -structures change signs under the isomorphism.
be its mirror image. Then
where the latter is the cohomology of the dual complex.
. For any holomorphic disk φ ∈ π 2 (x, y) for x, y ∈ T α ∩ T β in Σ, it is easy to see that −φ is a holomorphic disk in −Σ connecting y to x for x, y ∈ T α ∩ T β . Therefore CFG(−Σ, α, β, w, z) is the dual complex of CFG(Σ, α, β, w, z).
Suppose x
* is the dual of x in Hom( CFG(Σ, α, β, w, z), F) for x ∈ T α ∩ T β . Note that the relative Maslov grading and Alexander grading in Hom( CFG(Σ, α, β, w, z), F) are defined by the relations
We see that the Alexander grading does not change since the notation of relative Spin c -structure does not refer to the orientation of the Heegaard surface, and the group action of the second cohomology group on the set of Spin c -structures does not depend on the orientation of the ambient manifold. The shift in the Maslov grading follows from that the total complexes for both CF(Σ, α, β, w) and CF(−Σ, α, β, w) are isomorphic to Λ * F n−1 , the highest Maslov grading of which is zero and the lowest grading is −n+1.
Let I V 1 ,V 2 be a graph obtained from G V 1 ,V 2 in M by adding edges. We study the relation between HFG − (M, I V 1 ,V 2 ) and HFG − (M, G V 1 ,V 2 ). Precisely, suppose G V 1 ,V 2 is assigned with a balanced orientation by the edges {e i } n i=1 , and I V 1 ,V 2 is a bipartite graph constructed from G V 1 ,V 2 by adding edges {f λ } λ∈Λ . Suppose that H I = (Σ, α, β, w, z ∪ z Λ ) is a weakly admissible Heegaard diagram for I V 1 ,V 2 , where z Λ corresponds to the edges {f λ } λ∈Λ . Then H G = (Σ, α, β, w, z) is a weakly admissible Heegaard diagram for G V 1 ,V 2 . We have the following map, the definition of which is paralleled with that of (2).
[
It is a surjective map, and fits into the following commutative diagram.
. They are both freely generated by
and
The Alexander grading for the chain complex (CFG 
From the condition that {f λ } λ∈Λ satisfies, we have
· · · U n wn(φ) n y) = 0 if and only if n p (φ) = 0 for any p ∈ z Λ .
Euler characteristic
In this section, we study the Euler characteristic of HFG(M, G V 1 ,V 2 ) for a graph in M. We first give a definition of the Alexander invariant for a graph, by extending Litherland's definition for a θ n -graph in [8] . Our definition is a special case of the one discussed in [4] , where we choose the pair to be (X G , ∂ + (X G )) and the homomorphism to be the Hurewicz map. Then we discuss Fox's calculus of the invariant, which can be used to show that the invariant coincides with the Euler characteristic.
Note that for sutured manifolds, Friedl, Juhász and Rasmussen in [2] defined a torsion invariant and showed that it is the Euler characteristic of the sutured Floer homology. The discussion in this section can also be regarded as an interpretation of their result in the case of bipartite graphs. In the end when M is S 3 , we provide a state sum formula for the Alexander invariant, which is defined on a graph projection in S 2 .
6.1. Euler characteristic. Let (Σ, α, β, w, z) be a weakly admissible Heegaard diagram for (M, G V 1 ,V 2 ).
which is an element in ZH 1 (X G ; Z). Since both M(x) and A(x) are relative gradings, the Euler characteristic is only well-defined modulo H 1 (X G ; Z).
There is a relative Z/2Z-grading on CFG(Σ, α, β, w, z), defined by considering the sign of each generator. As stated in Definition 3.3, the Heegaard surface Σ has an orientation inherited from that of M. We choose orientations for the α-curves α 1 , α 2 , · · · , α d and the β-curves
, T α and T β have the orientations which are induced from the product orientations of Σ ×d , α 1 ×α 2 ×· · ·×α d and β 1 ×β 2 ×· · ·×β d , respectively. For x ∈ T α ∩ T β , its sign sign(x) is defined to be +1 if the orientation from T x T α ⊕ T x T β coincides with the orientation of T x Sym d (Σ), and otherwise −1. The sign function gives rise to the grading in Z/2Z = {+1, −1}.
Denote the sign of the intersection point x i in Σ by sign(x i ). Then we have the relation
sign ( 6.2. The Alexander invariant for a balanced bipartite graph. Given a balanced bipartite graph G V 1 ,V 2 in M, let X = X G be the complement of its tubular neighborhood in M. The boundary of X is separated into two parts by the meridians of the edges as in Figure 4 . We denote the part containing V 1 by ∂ + (X). Let G = ZH 1 (X; Z), which is a commutative ring with unit. Let X be the universal abelian cover of X defined by the Hurewicz map π 1 (X, x 0 ) → H 1 (X; Z), and ∂ + (X) be the pre-image of ∂ + (X) in X. The deck transformation group of X is isomorphic to H 1 (X; Z), so H 1 ( X, ∂ + (X); Z) becomes a G-module. We call the G-module H 1 ( X, ∂ + (X)) the Alexander module of G V 1 ,V 2 , and denote it by A(G V 1 ,V 2 ). Obviously, the isomorphism class of A(
We show how to study A(
Then the Heegaard diagram H G provides a relative handle decomposition of X built on ∂ + (X). We first attach 1-handles to ∂ + (X) × I with belt circles α 1 , α 2 , · · · , α d , and then attach 2-handles with attaching circles β 1 , β 2 , · · · , β d . Then the relative chain complex C 1 (X, ∂ + (X); Z) is freely generated by α 
generate C 2 ( X, ∂ + (X); G) and C 1 ( X, ∂ + (X); G) as free G-modules, respectively. The relative chain complex for ( X, ∂ + (X)) defined in this way is zero except in dimension 1 and 2. We have
, the map ∂ is represented by a d × d matrix P which in turn gives a presentation of A(G V 1 ,V 2 ).
An effective way to study A(G V 1 ,V 2 ) is to construct some values from the presentation matrix P which do not depend on the choice of P , which we call invariants of A(G V 1 ,V 2 ). The k-th elementary ideal of P for 0 ≤ k ≤ d, which is denoted ǫ k (P ), is the ideal of G generated by all (d − k) × (d − k) minor determinants of P . It is known that ǫ k (P ) does not depend only on the choice of the presentation matrix, and therefore is an invariant of A(G V 1 ,V 2 ). Note that G is not necessarily a unified factorization domain, so in general it is impossible to define the k-th Alexander polynomial, which is usually defined to be the greatest common divisor of all
In this paper we are only interested in ǫ 0 (P ), which is principal and generated by the determinant of P . We call det(P ) the Alexander invariant of G V 1 ,V 2 . It is easy to see that det(P ) modulo H 1 (X; Z) does not depend on the choice of P and therefore is an invariant of G V 1 ,V 2 . Unlike the case of θ n -graph, the determinant can be zero for some graphs.
6.3. Fox calculus. We show how to calculate the Alexander invariant, in particular the presentation matrix P , using Fox's calculus associated with a presentation of the fundamental group coming from a Heegaard diagram. When ∂ + (X) is disconnected, we follow the idea in [4] to construct a joint pair (X ′ , ∂ + X ′ ) associated with (X, ∂ + X) as follows, where ∂ + X ′ is a connected subcomplex in X ′ . Add a new 0-cell p to X and add a new 1-cell joining p to a 0-cell in each component of ∂ + (X). Then let X ′ := X ∪ {p} ∪ {1-cells} and ∂ + X ′ := ∂ + X ∪ {p} ∪ {1-cells}. Now we discuss how to get a presentation for the fundamental group of X ′ from a Heegaard diagram of G V 1 ,V 2 . Suppose H G = (Σ, α, β, w, z) is a Heegaard diagram of G V 1 ,V 2 as before. We choose an orientation for each α-and β-curve. As in Figure 5 , define the oriented arcs c Remark 6.5. The definition τ D depends on many choices: the vertex u, the order of crossings and that of regions, but these choices do not affect the value of τ D modulo H 1 (X; Z), as we can see from the following theorem.
In Section 3.2.1 we showed how to construct a Heegaard diagram H D from a graph projection D, using which we prove the following theorem. Figure 11 . Comparing with Fig. 4 , it is easy to see that t f = −[γ z ] ∈ H 1 (X; Z) if the base point z ∈ z stays at the edge f , and t e = [γ w ] if the base point w ∈ w stays at the edge e. ], and for simplicity we omit * from the notation. Roughly speaking, the regions and crossings in the definition of τ D correspond to the α-curves and β-curves in H D . We choose the counter-clockwise orientation for an α-curve seeing from the inside of the bounded region. The orientation of β-curves is as shown in Fig. 12 .
Depending on the position of β j , we have three cases to consider. Case (i): β j is around the vertex u ∈ V 1 (see Figure 12 case (i)). From the construction of H D , we see that there is one region R 0 around u containing no α-curve. There are d(u) − 1 β-curves around u. If the number of α-curves around u is less than d(u) − 1, which is the case that R 0 occupies at least two local corners around u, it is easy to see that in this case the determinant of ([ ∂β * j
is zero. This corresponds to the case of step (iii) in the construction of τ D .
We assume that the number of α-curves around u is d(u) − 1 and the region R 0 is the one on the right of the edge in {e i } n i=1 . In this case β j = α k+1 α 
