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horizon Hamilton-Jacobi-Bellman
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Masashi Ieda∗†
† Graduate School of Innovation Management
Tokyo Institute of Technology
2-12-1 Ookayama, Meguro-ku, Tokyo, Japan
We propose a new numerical method for solving the Hamilton-Jacobi-
Bellman quasi-variational inequality associated with the combined impulse
and stochastic optimal control problem over a finite time horizon. Our
method corresponds to an implicit method in the field of numerical methods
for partial differential equations, and thus it is advantageous in the sense
that the stability condition is independent of the discretization parameters.
We apply our method to the finite time horizon optimal forest harvesting
problem, which considers exiting from the forestry business at a finite time.
We show that the behavior of the obtained optimal harvesting strategy of
the extended problem coincides with our intuition.
1. Introduction
Solving the Hamilton-Jacobi-Bellman quasi-variational inequality (HJBQVI) is one of
the most challenging issues in the stochastic optimal control problem. The HJBQVI
is associated with the combined impulse and stochastic optimal control, which can be
used to formulate a systemwhich changes drastically under our control. The combined
stochastic optimal control is a widely applicable framework. Some of the literature that
deals with applications to mathematical finance is as follows. Pliska and Suzuki [PS04],
Palczewski and Zabczyk [PZ05] and Kharroubi and Pham [KP10] treat portfolio opti-
mization with transaction costs; Mundaca and Øksendal [MØ98] and Cadenillas and
∗ieda@craft.titech.ac.jp
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Zapatero [CZ00] study control of the exchange rate by the Central bank; Korn [Kor99]
provides an overview relating to applications of the impulse control. Applications to
other areas, such as electricity management, problems of maintenance and quality con-
trol and information technology, are found in Bensoussan and Lions [BL84] and the
references therein.
A common approach to applying the impulse control framework has the issue that
problems or models are formulated to have an analytical solution. For the HJBQVI as-
sociatedwith the one-dimensional infinite horizon combined stochastic optimal control
problem, the smooth-fit technique is an established method for obtaining the solution.
However, this technique is not valid for the general HJBQVI, and to the best of our
knowledge there is no established method for the general HJBQVI. Hence, developing
a numerical method for solving the HJBQVI is an important avenue of research.
The numerical approaches to solving the HJBQVI are categorized into two types
according to the time horizon, which is either infinite or finite. We first discuss the
infinite time horizon. Bensoussan and Lions [BL84] approximate the impulse control
problem using iterations of the optimal stopping problem, and hence the HJBQVI is
translated toHJB variational inequalities (HJBVIs). The numericalmethod for theHJBVI
is well-studied due to the motivation of pricing American options in mathematical
finance. An alternative method is proposed in Chancelier et. al. [CMS06]. In this
paper, the authors provide a solution method for a fixed-point problem consisting
of a contractive operator and a non-expansive operator, and the numerical algorithm
for the infinite time horizon HJBQVI appears as an application. They discretize the
HJBQVI using a finite difference scheme and the discretized HJBQVI is converted to an
equivalent fixed-point problem that is solvable by their algorithm.
In the case of the finite time horizon, we can use backward induction in a fashion
similar to that in other optimal control problemswith a terminal condition. For instance,
Chen and Forsyth [CF08] solve the finite time horizon HJBQVI associated with the an-
nuity pricing problemwith a guaranteedminimumwithdrawal benefit. They construct
a discretized equation that is consistent with the original HJBQVI under the constraint
that the time grid size is small enough to satisfy a certain condition depending on the
space grid size. Wenote that thismethod is dependenton themodel, and thus it appears
to be difficult to apply directly to other problems.
In the present paper, we propose a new numerical algorithm for solving the finite
time horizon HJBQVI. Compared with the infinite time horizon case, we must treat the
time variable carefully. We provide an appropriate transformation for the HJBQVI con-
sidered, and develop a numerical scheme that does not require a relationship between
the time and special discretizations. The key points of the present study are: (i) we
discretize the HJBQVI with the forward difference for the time grid; and (ii) the impulse
control part is kept in the same time step. Hence the present method is an implicit
method.
The main advantage of the present work is providing a numerical scheme inde-
pendent of the specific model formulation. The stability of the numerical scheme is
especially sensitive in the finite time horizon case. Previous research such as [CF08]
proves the stability for each of the concerned problems. We give a proof of stability in
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the general framework, and hence our method can be applied without a stability proof.
To support the advantages of our method from the perspective of implementation, we
provide a detailed procedure of the algorithm in matrix form.
This paper is organized as follows. We present the mathematical formulation of the
HJBQVI in Section 2. The goal of this section is to display the discretized HJBQVI in
matrix form. Section 3 provides details of our algorithm. In Section 3.1, the matrix
form of the HJBQVI obtained in Section 2 is translated into an equivalent fixed-point
problem. We describe the procedure for solving the fixed-point problem in detail
from the view point of the computational implementation in Section 3.2. In Section
4, we apply the proposed method to the optimal forest harvesting problem. This
problem determines the optimal harvesting strategy for ongoing forestry. We use the
mathematical formulation of the problem proposed by Willassen [Wil98] based on an
infinite time horizon impulse control frameworkwhere analytical solutions of the value
function and optimal strategy are provided. We introduce a terminal time representing
the time of exit from the forestry business, which turns the above problem into a finite
time horizon problem. In this case, the analytical solution is unavailable and thus we
solve it numerically using the proposed algorithm.
2. Mathematical formulation
2.1. Model
We consider the following combined stochastic and impulse control problems over a
finite time horizon [0,T] with the performance criterion
Jwt (x) = E

∫ T
t
f (s,Xws , us)dt + g(X
w
T ) +
∑
t<τ j<T
K(τ−j ,X
w
τ−
j
, ζ j)
∣∣∣∣∣∣∣∣X
w
t = x
 . (1)
The controlled process
{
Xwt
}
t≥0
is governed by

dXwt = µ(t,X
w
t , ut)dt + σ(t,X
w
t , ut)dWt, τ j ≤ t < τ j+1,
Xτ j+1 = Γ(Xτ−j+1 , ζ j+1), j = 0, 1, 2, · · · ,
(2)
whereWt is ad-dimensionalBrownianMotiononafilteredprobability space (Ω,F , {Ft}t≥0 ,P),
µ : [0,T]×Rn×U→ Rn, σ : [0,T]×Rn×U→ Rn×d, Γ : Rn×Z → Rn,U ⊂ Rl, andZ ⊂ Rl.
The combined control w consists of the Markov control strategy u = {ut}t≥0, aU-valued
stochastic process of the form ut = α(t,Xwt ) for some function α : [0,T)×R
n → U, and the
impulse control strategy v = {(τ j, ζ j)}
∞
j=1
. Here τ0 = 0, τ1 < τ2 < · · · areFt-stopping times
and ζ j ∈ Z, j ≥ 1, are Fτ j-measurable random variables. The performance is measured
using the following three functions: the profit rate function f : [0,T]×Rn ×U→ R , the
bequest function g : Rn → R, and the interventionprofit functionK : [0,T),Rn×Z → R.
We denote byW the set of admissible combined controls, that is, w ∈ W satisfies: (i)
a unique strong solution of the SDE (2) with control w exists; (ii) lim j→∞ τ j = T almost
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surely. We also assume that for w ∈ W,
E
[∫ T
0
∣∣∣ f (t,Xwt , ut)∣∣∣ dt
]
< ∞, E
[∣∣∣g(XwT )
∣∣∣] < ∞, E

∑
τ j<T
∣∣∣∣∣K(τ−j ,Xwτ−
j
, ζ j)
∣∣∣∣∣
 < ∞.
The value function corresponding to problem (1) is defined by Vt(x) = supw∈W J
w
t (x),
(t, x) ∈ [0,T] × Rn. Hence the corresponding HJBQVI is given by (see, for example,
[ØS07])
max
sup
α∈U
{
∂tVt(x) +L
α
t Vt(x) + f (t, x, α)
}
, sup
ζ∈Z
{Vt(Γ(x, ζ)) + K(t, x, ζ) − Vt(x)}
 = 0, (3)
with terminal conditionVT(x) = g(x), x ∈ R
n, where ∂t is the partial differential operator
with respect to t, and L αt is the infinitesimal generator of the process X
w at time t:
L
α
t Ψ(x) = µ(t, x, α)
⊤∂xΨ(x) +
1
2
Tr
(
(σσ⊤)(t, x, α)∂2xΨ(x)
)
for Ψ ∈ C2(Rn). Here ∂
j
x is the j-th order partial differential operator with respect to x
and ⊤ indicates transposition. The continuation setDt at time t is defined by
Dt =
x ∈ Rn
∣∣∣∣∣∣sup
ζ∈Z
{Vt(Γ(x, ζ)) + K(t, x, ζ) − Vt(x)} < 0
 .
We impose the condition Dt , ∅, t ∈ [0,T) on the control set, that is, a control which
intervenes in all regions is not admissible. A simple way to satisfy this condition is that
the intervention times {τ j}
∞
j=1
satisfy the following statement: for each t ∈ (0,T), there
exists xR ∈ S such that Xt = x
R and τ j+1 , t where j = argmax
i
{τi < t}. We are usually
able to find such an xR from the problem formulation: an example of this is given in
Section 4.1.
As with other numerical problems, we face the issue of the computer not dealing well
with the unbounded domain. Since our state process Xwt leaves any bounded region
until the termination time T with non-zero probability, this problem is unavoidable. To
cope with it, we restrict ourselves to problems with a bounded domain. Let S ⊂ Rn
be the domain and ∂S be the boundary. We assume that (i) Dt ∩ S , ∅, t ∈ [0,T); (ii)
the intervention function Γ satisfies Γ : S → S. The boundary condition is given by the
function ψ : [0,T) × ∂S → R.
2.2. Discretization
We discretize the QVI (3) using the standard finite difference scheme with the central
difference. Let δt, δ = (δ1, · · · , δn)
⊤ be the finite difference steps with respect to t and
x. We denote by Sδ the spacial grid, so that Sδ = S ∩
∏n
i=1(δiZ). The discretized
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boundary ∂Sδ may also be represented by ∂Sδ = ∂S ∩
∏n
i=1(δiZ). For convenience we
introduce symbols for the time grid points, {ti}0≤i≤Nt , ti ∈ [0,T], and for the spacial grid
points including the boundary, {xi}1≤i≤Nx+N¯x , xi ∈ Sδ ∪ ∂Sδ, where N
t is the number
of time grid points, Nx is the number of spacial grid points and N¯x is the number of
discretized boundary points. We note that the subsequences {xi}1≤i≤Nx and {xi}Nx<i≤Nx+N¯x
represent the spacial (internal) grid points and discretized boundary points respectively.
Furthermore, the time grid points are defined sequentially as t0 = 0, t1 = δt, · · · ,
tNt = N
tδt = T. We implicitly assume that δt is the number supporting the existence
of Nx ∈ N such that Ntδt = T. Let Zδ be a discretized set of the impulse control, and
assume that: (i) Γ : Sδ ×Zδ → Sδ, (ii) we can take space indices which allow to define
an integer function η : {1, · · · ,Nx} × Zδ → {1, · · · ,N
x} such that
Γ(xi, ζ) = xη(i,ζ), η(i, ζ) < i, with i ∈ {1, · · · ,N
x}, ζ ∈ Zδ, (4)
and x1 ∈ Dt.
The discretized QVI of the QVI (3) is defined as follows:

max
(
sup
α∈U
{
Φk+1(x) −Φk(x)
δt
+ L¯
α,k
Φ
k(x) + f (tk, x, α)
}
,
sup
ζ∈Zδ
{
Φ
k(Γ(x, ζ)) + K(tk, x, ζ) −Φ
k(x)
} = 0, x ∈ Sδ,
Φ
k(x) = ψ(tk, x), x ∈ ∂Sδ,
(5)
for k ∈ {0, · · · ,Nt − 1}, with terminal condition ΦN
t
(x) = g(x), x ∈ Sδ ∪ ∂Sδ, where
Φk : Sδ ∪ ∂Sδ → R and L¯
α,k is the operator such that
L¯
α,k
Ψ(x) =Ψ(x)

n∑
i=1
−(σσ⊤)ii
δ2
i
+
∑
j∈J(i)
|(σσ⊤)i j|
2δiδ j

+
1
2
n∑
i=1
∑
κ=±1
Ψ(x + κδiei)

−(σσ⊤)ii
δ2
i
−
∑
j∈J(i)
|(σσ⊤)i j|
δiδ j
+ κ
µi
δi

+
1
2
∑
i=1
∑
j∈J(i)
∑
κ,λ=±1
Ψ(x + κδiei + λδ je j)
(σσ⊤)[κλ]
i j
δiδ j
, x ∈ Sδ,
forΨ : Sδ ∪ ∂Sδ → R. Here we have used the notation
(σσ⊤)[κλ]
i j
=

max
(
0, (σσ⊤)i j
)
, κλ = 1,
−min
(
0, (σσ⊤)i j
)
, κλ = −1,
J(i) ={1, · · · , n} \ {i},
and have omitted the arguments of (σσ⊤) and µ, that is, (σσ⊤) = (σσ⊤)(tk, x, α) and
µ = µ(tk, x, α).
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We use the central difference to obtain the discretized QVI (5). If we use the one-sided
difference, the discretized operator L¯ α,k becomes
L¯
α,k
Ψ(x) =Ψ(x)

n∑
i=1
−(σσ⊤)ii
δ2
i
+
∑
j∈J(i)
|(σσ⊤)i j|
2δiδ j
−
|µi|
δi

+
1
2
n∑
i=1
∑
κ=±1
Ψ(x + κδiei)

−(σσ⊤)ii
δ2
i
−
∑
j∈J(i)
|(σσ⊤)i j|
δiδ j
+
µ[κ]
i
δi

+
1
2
∑
i=1
∑
j∈J(i)
∑
κ,λ=±1
Ψ(x + κδiei + λδ je j)
(σσ⊤)[κλ]
i j
δiδ j
, x ∈ Sδ.
Finally, we represent the discretized QVI using the central difference (5) in matrix
QVI form:

max
 sup
a∈UNx

φk+1
i
− φk
i
δt
+
(
La,kφk
)
i
+ f a,k
i

, sup
z∈ZN
x
δ
{(
Mzφk
)
i
+ Kz,k
i
− φki
} = 0, 1 ≤ i ≤ Nx,
φk
i
= ψ(tk, xi), N
x < i ≤ Nx + N¯x,
(6)
for k ∈ {0, · · · ,Nt − 1}with terminal condition φN
t
i
= g(xi), i ∈ {1, · · · ,N
x}, where φk is an
(Nx + N¯x)-dimensional vector such that φk
i
= Φk(xi), a = {ai}1≤i≤Nx , ai ∈ U, z = {zi}1≤i≤Nx ,
zi ∈ Zδ, L
αk,k is an Nx × (Nx + N¯x) matrix such that, for i ∈ {1, · · · ,Nx},
La,k
i j
=

n∑
i′=1
−(σσ⊤)i′i′
δ2
i′
+
∑
j′∈J(i′)
|(σσ⊤)i′ j′ |
2δi′δ j′
, if i = j,
1
2

−(σσ⊤)i′i′
δ2
i′
−
∑
j′∈J(i′)
|(σσ⊤)i′ j′ |
δi′δ j′
+ κ
µi′
δi′
 ,
if x j = xi + κδi′ei′ ,
κ ± 1, i′ ∈ {1, · · · , n}
1
2
(σσ⊤)[κλ]
i′ j′
δi′δ j′
,
if x j = xi + κδi′ei′ + λδ j′e j′ ,
κ, λ = ±1,
i′ ∈ {1, · · · , n},
j′ ∈ J(i′),
0, otherwise,
where f a,k is anNx-dimensional vector such that f a,k
i
= f (tk, xi, ai),M
z is anNx× (Nx+N¯x)
matrix such that Mz
i j
= 1{ j=η(i,zi )} and K
z,k is an Nx-dimensional vector such that Kz,k
i
=
K(tk, xi, zi). We have again omitted the arguments of (σσ
∗) and µ, that is, (σσ⊤) =
(σσ⊤)(tk, xi, ai) and µ = µ(tk, xi, ai).
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We assume that the functions µ and σ satisfy the condition
|µi(t, x, α)| ≤
(σσ⊤)ii(t, x, α)
δi
−
∑
j∈J(i)
|(σσ⊤)i j(t, x, α)|
δ j
, (t, x, α) ∈ [0,T) × Sδ ×U, (7)
so that the equation (6) will be stable (see Appendix A). We remark that if we use the
one-sided difference, the condition (7) is milder:
0 ≤
(σσ⊤)ii(t, x, α)
δi
−
∑
j∈J(i)
|(σσ⊤)i j(t, x, α)|
δ j
, (t, x, α) ∈ [0,T) × Sδ ×U,
even though the convergence speed is slower.
3. Algorithm
3.1. The equivalent fixed-point problem
We convert the matrix QVI (6) to the following equivalent fixed-point problem:

φi = max
 sup
a∈UNx
{(
L¯a,kφk
)
i
+ f¯ a,k
i
}
, sup
z∈ZNx
{(
Mzφk
)
i
+ Kz,k
i
} , 1 ≤ i ≤ Nx,
φk
i
= ψ(tk, xi), N
x < i ≤ Nx + N¯x,
(8)
where f¯ a,k is an Nx-dimensional vector and L¯a,k is an Nx × (Nx + N¯x) matrix defined
respectively as follows:

f¯ a,k
i
=
hδt
h + δt
f a,k
i
+
h
h + δt
φk+1i ,
L¯a,k =
δt
h + δt
(I + hLa,k).
(9)
Here, h is a positive number such that
h ≤ inf
a∈UNx
min
1≤i≤Nx ,1≤k<Nt
1∣∣∣La,k
ii
∣∣∣ ,
and I is anNx× (Nx+ N¯x) matrix such that Ii j = δi j where δi j is the Kronecker delta. Then
the fixed-point problem (8) satisfies the conditions for applying the method proposed
by Chancelier et al. [CMS06]. The details are discussed in Appendix B.
3.2. Procedures
We are able to solve problem (8) by the backward method. In the following steps, we
assume that we have already found φk+1.
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step1 set φk = φk+1,
step2 search for the controls aˆk and zˆk such that
aˆk = argmax
a∈UNx
{
L¯a,kφk + f¯ a,k
}
, zˆk = argmax
z∈ZNx
{
Mzφk + Kz,k
}
,
and define an index set Ik such that
Ik =
{
i ∈ {1, · · · ,Nx}
∣∣∣∣(L¯aˆk,kφk)i + f¯ aˆk,ki ≥ (Mzˆkφk)i + Kzˆk,ki
}
,
step3 determine an (Nx+N¯x)× (Nx+N¯x) matrixA and an (Nx+N¯x)-dimensional vector
b as follows:
Ai j =

L¯aˆ
k,k
i j
if i ∈ I,
Mzˆ
k
i j
if i ∈ {1, · · · ,Nx}\I,
0 if i ∈ {Nx + 1, · · · ,Nx + N¯x},
bi =

f¯ aˆ
k,k
i
if i ∈ I,
Kzˆ
k,k
i
if i ∈ {1, · · · ,Nx}\I,
ψ(tk, xi) if i ∈ {N
x + 1, · · · ,Nx + N¯x},
step4 solve the linear equation (I − A)φ′ = b, where φ′ is an (Nx + N¯x)-dimensional
vector and I is an (Nx + N¯x) × (Nx + N¯x) identity matrix,
step5 if max |φ′
i
− φk
i
| exceeds the admissible error, replace φk by φ′ and go back to
step2, else replace φk by φ′ and go to step6,
step6 if k , 1, replace k by k−1 and go back to step1, else determine theMarkov control
αˆ, the set Dˆtk and the impulse control vˆ = (τˆi, ζˆi)i≥1 as follows:
αˆ(tk, xi) = aˆ
k
i , Dˆtk =
{
xi
∣∣∣i ∈ Ik } ,
τˆi = min
{
tk ∈ {t1, · · · , tNt}
∣∣∣tk > τˆi−1;Xwˆtk < Dˆtk
}
,
ζˆi(x j) = zˆ
k′
j , k
′ ∈ {1, · · · ,Nt} s.t. tk′ = τˆi,
where τˆ0 = 0 and wˆ = (αˆ, vˆ).
The control wˆobtained by the above procedure satisfies Jwˆtk(xi) ≥ J
w
tk
(xi), tk ∈ {t0, · · · , tNt−1},
xi ∈ Sδ, w ∈W, and hence wˆ is an optimal control.
4. Numerical results
We apply our method to the finite horizon optimal forest harvesting problem based on
Willassen’s formulation. The mathematical formulations of the original and extended
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problems are described in Section 4.1. The original work considers the infinite time
horizon impulse control problem and gives the analytical solution in an unbounded
domain. We first restrict the domain to be bounded, and add the boundary condition
that gives a solution equivalent to that for the unbounded domain. In Section 4.2 we
discuss the validity of this boundary condition using a numerical experiment. Ourmain
target problem, the finite time horizon optimal forest harvesting problem for which a
solution has not been obtained analytically, is discussed in Section 4.3.
4.1. Optimal forest harvesting problem
Let Xt be the biomass of a forest at time t and let τ1 < τ2 < · · · be the harvesting times.
We cut all trees in the forest at time τi and replant the biomass x˜ ∈ R. Suppose that the
growth of the biomass follows a geometric Brownian motion so that Xt is governed by
dXvt = µX
v
t dt + σX
v
t dWt, τ j < t < τ j+1,
Xvτ j = x˜, j = 1, 2, · · · ,
(10)
where µ and σ are positive constants. Furthermore, we suppose that τi satisfies the
conditions to be the intervention time, that is, τi is an Ft-stopping time and τi < ∞
almost surely. ThenXvt has aunique strong solution and v := (τ1, τ2, · · · ) is the admissible
impulse control strategy.
The original problem formulated by Willassen [Wil98] is defined as the infinite time
horizon optimal impulse control problem. Let β ∈ (0, 1) be the proportional harvesting
cost and Q > 0 be the replanting cost of the biomass x˜. Then the performance criterion
is
Jv(x) = E

∞∑
i=1
e−λτi
(
(1 − β)Xτ j− −Q
)∣∣∣∣∣∣∣Xv0 = x
 , (11)
where λ > 0 is the discounting factor. We impose on x˜, β and Q the condition that
(1 − β)x˜ < Q: if this is not the case then the optimal strategy is that we harvest trees
immediately after replantingwhich is a vacuous solution. Harvesting immediately after
replanting also suggests that xR = x˜ for any t ∈ (0,∞).
The value function corresponding to the criterion (11) is defined by V(x) = supv J
v(x),
x ∈ R, and hence the corresponding HJBQVI is given by
max
(
σ2x2
2
∂2xV(x) + µx∂xV(x) − λV(x),V(x˜) + (1 − β)x −Q − V(x)
)
= 0. (12)
Willassen solved the HJBQVI (12) explicitly:
V(x) =

Ψ(x) for x < y,
(1 − β)x −Q +Ψ(x˜) for x ≥ y,
(13)
where
Ψ(x) =
(1 − β)y
γ
(
x
y
)γ
, γ =
σ2 − 2µ +
√
(σ2 − 2µ)2 + 8σ2λ
2σ2
9
and y > x˜ is a solution of
y =
γQ − (1 − β)y
(
x˜/y
)γ
(1 − β)(γ − 1)
.
We call y the strategy switch point. The key ideas for obtaining the solution are as
follows: (i) the condition for the cost suggests that we should wait to harvest until
Xt exceeds a certain value y; (ii) because the partial differential equation
σ2x2
2 ∂
2
xV(x) +
µx∂xV(x) − λV(x) = 0 has a general analytical solution, we obtain the value function by
connecting this analytical solution and V(x˜) + (1 − β)x −Q smoothly at y.
We extend the above problem by considering the case that the farmer exits the forestry
business at time T, meaning that he harvests the all trees and does not replant at time T.
Then the problem becomes a finite time horizon problem and the performance criterion
is modified as follows:
Jvt (x) = E

∑
t<τi<T
e−λτi (1 − β)Xv
τ−
j
+ e−λT
(
(1 − β)XvT −Q
)∣∣∣∣∣∣∣Xt = x
 . (14)
The value function corresponding to this problem is defined by Vt(x) = supv J
v
t (x),
t ∈ [0,T), x ∈ R, and thus the corresponding HJBQVI is given by
max
(
∂tVt(x) +
σ2x2
2
∂2xVt(x) + µx∂xVt(x),
Vt(x˜) + e
−λt ((1 − β)x −Q) − Vt(x)) = 0 (15)
with terminal condition VT(x) = e
−λT(1 − β)x.
In this case an analytical solution is not available. However, we can anticipate the
behavior of the solution of the HJBQVI (15). Because the performance criterion Jv
0
is
equivalent to that for the infinite time horizon case (11) in the limit as T → ∞, the
value function Vt and the optimal control vˆ coincide with those for the infinite horizon
provided T is large enough and t≪ T.
4.2. Determination of the bounded domain and boundary condition
The idea of introducing the strategy switch point y is significant for determining the
candidate finite domain and boundary condition. Let xmax be a positive real value, let
S = (0, xmax) be the candidate bounded domain and let the boundary ∂S = {0, xmax} be
the candidate boundary. We first defineψ as the function giving the boundary condition
in the infinite time horizon case such that
ψ(0) = 0,
ψ(xmax) = V(x˜) + (1 − β)xmax −Q.
(16)
Because we cannot expect forest growth after the biomass reaches 0, the value function
should be 0 at x = 0. We should expect that this boundary condition will give the same
solution in the infinite domain case if xmax is sufficiently larger than y.
10
We examine this candidate domain and boundary condition by solving the cor-
responding HJBQVI (12) numerically. The method for solving the infinite horizon
HJBQVI was proposed by Øksendal and Sulem [ØS07]. Because our state process is a
1-dimensional geometric Brownian motion, we are able to use their methodwith no ex-
tra assumptions. The HJBQVI is discretized using the standard finite difference scheme
with a central difference, and we denote by δx be the finite difference step and byNx the
number of grid points. We determine the parameters from Table 1. In this situation, the
value of the strategy switch point is y = 5.495503.
Parameter Description Value
xmax right limit of the domain 10
x˜ initial 1
β harvesting cost rate 10%
Q replanting cost 2
µ expected growth rate 1
σ volatility 1
λ discount factor 2
Table 1: Parameters
The numerical results obtained using the algorithm are as follows. Figure 1 shows
Figure 1: Maximum error. Figure 2: Strategy switch point.
the maximum error of the value function when comparing the analytical solution (13)
and the numerical solution. The order of the error is O(δ2x), which coincides with that
implied by the finite difference scheme with a central difference. Figure 2 displays the
analytical strategy switch point with a red line and the numerical strategy with a blue
line, indicating that the numerical results with the switch point agree with the δx-order.
Therefore we conclude that our candidate domain and boundary condition are valid.
We next define the boundary condition in the finite time horizon case to be slightly
11
modified from that in the infinite time horizon case:
ψ(t, 0) = 0,
ψ(t, xmax) = Vt(x˜) + e−λt ((1 − α)xmax −Q) .
This boundary condition works well in the case that xmax is sufficiently large: the value
of xmax should be larger than in the infinite time horizon case. Because of the replanting
cost Q, we expect that the optimal strategy close to the terminal time T is to not cut
down the trees. However our boundary condition enforces cutting at the boundary
point xmax. We can avoid this contradiction by taking the value of xmax to be large
enough, so that the contribution of the cost Q to the value function Vt(x) vanishes. The
reasons for this are that the harvest profit increases with the growth of the biomass x,
and the cost Q does not depend on the biomass x. We discuss this issue again in the
following section with reference to the numerical results.
At the end of this subsection, we mention the computational load for solving the
infinite time horizonHJBQVIusing this algorithm. Figure 3 describes the computational
Figure 3: Computational time. Figure 4: Number of iterations.
time as a function of the number of grid points 1. We see that the computational time
grows exponentially as δx becomes finer. The main load is the growth in the size of
the linear equations, which is inevitable until we use the finite difference scheme. The
search for the optimal regular and impulse controls on each grid point is the second load:
the index i takes a larger range of values whenNx increases. There is the possibility that
we can reduce this factor throughmassive parallel computing such as GPGPU. Figure 4
shows the inherent load of this algorithm. Since the finer finite difference step allows us
to compute a more accurate value function, we need more iterations to reach the fixed
point.
1 The details of our computational resources are as follows. The computer we use has an Intel Core i5
650 @3.20GHz and 4GB RAM. Our code is parallelized using OpenMP, and we use PARDISO [SG04]
for solving linear equations.
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4.3. Finite time horizon case
We now treat the main issue of this section. In this situation, the matrix operators in
our algorithm are defined as follows:
La,k
i j
=

−
σ2x2
i
δ2x
i = j,
σ2x2
2δ2x
±
µx
2δx
i = i ± 1,
0 otherwise,
f a,k = 0, η(i, zi) = j ∈N s.t. x j = x˜,
Kz,k
i
= e−λtk ((1 − α)xi −Q) .
We set T = 3.0 and Nt = 3000. The other parameters have the same values as in Table 1,
except for xmax.
The first numerical result we discuss in this subsection is the behavior of y˜t, the
strategy switch point at time t. As mentioned in Section 4.1, we expect that y˜t should
converge to y, the strategy switch point for the infinite time horizon case, if t approaches
0 and T is large enough. We also recall that y˜t contains error if xmax is not large enough.
Hence, we examine the various values of xmax. The results are shown in Figure 5. We
Figure 5: y˜t for various values of xmax. The orange, green, red and blue lines indicate
the strategy switch point obtained with the boundaries xmax =100, 50, 20 and
10 respectively. The purple line indicates the infinite time horizon case.
first mention that, remarkably, y˜t converges to y regardless of the value of xmax. This
coincideswith our expectationdiscussed in the previous subsection. We can understand
the behavior of y˜t as follows. The behavior of y˜t close to T, which takes a much larger
value than y˜, suggests that we should keep the trees. If the time t disengages from T,
the benefit of the waiting to harvest caused by the replanting costQ vanishes and hence
the value of y˜t decreases.
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We next discuss the error due to the improper boundary condition. In the previous
subsection we hypothesized that the error vanishes. The behavior of y˜t gives evidence
supporting this hypothesis as follows. First, the length of the time interval for which
y˜t is fixed at xmax near the terminal time T. The length of this time interval decreases
as xmax increases, and we cannot distinguish the interval in the case that xmax = 100 in
Figure 5. Second, y˜t behave consistently when t≪ T. When t approaches T, y˜t begin to
behave inconsistently with regard to the value of xmax.
Finally, we discuss the computational load. We set xmax = 100 and display the results
in Figure 6 and Figure 7. Figure 6 describes the computational timewhere the horizontal
Figure 6: Computational time. Figure 7: Number of iterations.
axis is the number of grid points. The new load factor is obviously the time grid size
Nt. The growth in the size of the linear equations and the search cost for the optimal
controls aˆk and zˆk are the same as in the previous subsection. However, the number of
iterations for convergence to the fixed point is slightly different. Figure 7, which shows
that the maximum number of iterations for each time step, suggests that we only need
approximately 10% of the iterations compared with the same grid size in the infinite
time horizon case. This is due to the determination of the initial value of φk. Because
δt is small enough, the difference between φk and φk+1 is expected to be small. Hence
we are able to reduce the number of iterations from the infinite case where we have no
information about the solution.
5. Summary
We have proposed a new numerical method for solving the HJBQVI associatedwith the
combined impulse and stochastic optimal control problem over a finite time horizon.
The key points of our numerical scheme are that (i) we discretize the HJBQVI using
the forward difference for the time grid; (ii) the impulse control part is kept in the same
time step. Hence the present method is an implicit method. The main advantage of the
present method is that it is independent of the specific model formulation. The present
work gives a proof of stability in the general framework and hence our method can
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be applied without a stability proof. We have provided a detailed procedure for the
algorithm in matrix form for the sake of easy implementation.
We also apply our method to the optimal forest harvesting problem. The original
problem formulated by Willassen [Wil98] is defined as an infinite time horizon impulse
control problem and has an analytical solution. We introduce a terminal time repre-
senting the time of exit from the forestry business which turns the above problem into a
finite time horizon problem. Because the original problem is defined on an unbounded
domain, we introduce an equivalent bounded domain and boundary condition and
verify them through a numerical experiment.
The analytical solution of our finite time horizon problem is unavailable and hencewe
solve it usingour algorithm. Thebehavior of the obtainedoptimal strategy is reasonable:
the strategy coincides with the infinite time horizon strategy when the terminal time
approaches infinity; the strategy switch point, the threshold for harvesting the trees, is
much higher than in the infinite horizon case near the terminal time.
A. Stability
We define A ∈ RN
x×Nx and b, ϕk ∈ Rn as
Ai j =

δtL
a∗,k
i j
− 1{i= j} if i ∈ I
∗k ,
Mz
∗
i j
− 1{i= j} if i ∈ {1, · · · ,N
x}\I,
bi =

δt f
a∗,k
i
+ ϕk+1i +
Nx+N¯x∑
j=Nx+1
δtL
a∗,k
i j
ψ(tk, x j) if i ∈ I
∗k ,
Kz
∗,k
i
if i ∈ {1, · · · ,Nx}\I,
ϕki = φ
k
i , i ∈ {1, · · · ,N
x},
where
a∗ = argmax
a
{
φk+1 − φk
δt
+ La,kφk + f a,k
}
,
z∗ = argmax
z
{
Mzφk + Kz,k − φk
}
,
I∗k =
i ∈ {1, · · · ,Nx}
∣∣∣∣∣∣∣
φk+1
i
− φk
i
δt
+
(
La
∗,kφk
)
i
+ f a
∗,k
i
>
(
Mz
∗
φk
)
i
+ Kz
∗,k
i
− φki
 .
Then the Nx-dimensional linear equation Aϕ + b = 0 is equivalent to the matrix QVI
(8). Our goal is to show that A is invertible and that ‖ϕk‖∞ ≤ C where C is a constant
independent of the grid sizes δt and δ.
We first consider the case that I∗k = {1, · · · ,Nx}. By condition (7), we find that Aii < 0,
Ai j ≥ 0 and
∑
jAi j < −1 for i, j = 1, · · · ,N
x and j , i. This implies that A is an M-matrix
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and hence A is invertible. Next, we define i˜ ∈ {1, · · · ,Nx} as i˜ = argmax
i
∣∣∣ϕk
i
∣∣∣. Because
Ai j ≥ 0 for i , j and ‖ϕ
k‖∞ ≥ sign(ϕki )ϕ
k
j
for i, j ∈ {1, · · · ,Nx}, we have
∑
j,i˜
Ai˜ j‖ϕ
k‖∞ ≥
∑
j,i˜
Ai˜ jsign(ϕ
k
i˜
)ϕkj
⇔ −
∑
j,i˜
Ai˜ j‖ϕ
k‖∞ ≤ − sign(ϕ
k
i˜
)
∑
j,i˜
Ai˜ jϕ
k
j
= sign(ϕk
i˜
)
(
Ai˜i˜ϕ
k
i˜
+ bi˜
)
⇔ −
∑
j,i˜
Ai˜ j‖ϕ
k‖∞−sign(ϕ
k
i˜
)Ai˜i˜ϕ
k
i˜
≤ sign(ϕk
i˜
)bi˜.
Evaluating the left- and right-hand sides of the last inequality:
−
∑
j,i
Ai˜ j‖ϕ
k‖∞ − sign(ϕ
k
i˜
)Ai˜i˜ϕ
k
i˜
= −
∑
j
Ai˜ j‖ϕ
k‖∞ + Ai˜i˜‖ϕ
k‖∞ − sign(ϕ
k
i˜
)Ai˜i˜ϕ
k
i˜
= −
∑
j
Ai˜ j‖ϕ
k‖∞ + Ai˜i˜(‖ϕ
k‖∞ − sign(ϕ
k
i˜
)ϕk
i˜
)
= −
∑
j
Ai˜ j‖ϕ
k‖∞
≥ ‖ϕk‖∞;
sign(ϕk
i˜
)bi˜ ≤ |bi˜| ≤
∣∣∣∣δt f a∗,ki˜
∣∣∣∣ + ∣∣∣ϕk+1i˜
∣∣∣ + N
x+N¯x∑
j=Nx+1
∣∣∣∣∣δtLa∗,ki˜ j ψ(tk, x j)
∣∣∣∣∣ .
Hence we obtain
‖ϕk‖∞ ≤
∣∣∣∣δt f a∗,ki˜
∣∣∣∣ + ∣∣∣ϕk+1i˜
∣∣∣ + N
x+N¯x∑
j=Nx+1
∣∣∣∣∣δtLa∗,ki˜ j ψ(tk, x j)
∣∣∣∣∣ .
From the definition of the constants and functions, we find that ‖ϕk‖∞ ≤ C, where C is
a constant independent of δt and δ.
We next consider the generalI∗k. Let ηl,z,k(i) be the l-th decomposition of the function
ηwith control set z at time tk and let l¯
z,k(i) = inf
{
l ≥ 1
∣∣∣ηl,z,k(i) ∈ I∗k }. By equation (4), we
find that
ϕki = ϕ
l
ηl¯z
∗ ,k(i)(i)
+
l¯z
∗ ,k(i)−1∑
j=0
Kz
∗,k
η j,z
∗ ,k(i)
, i ∈ {1, · · · ,Nx}\I∗k. (17)
Hence theNx-dimensional equationAϕk+b = 0 is reduced to the (Nx−#I∗k)- dimensional
equation A˜ϕk+ b˜ = 0, where #I∗k is the number of elements inI∗k. Equation (17) implies
that A˜ii < 0, A˜i j ≥ 0, and
∑
j A˜i j < −1. We find that A˜ is invertible and that ‖ϕ
k‖∞ ≤ C in
the same manner as when I∗k = {1, · · · ,Nx}.
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B. From the matrix QVI (6) to the fixed-point problem (8)
We first verify that the matrix QVI (6) and the fixed-point problem (8) are equivalent.
The equations (9) imply that
f a,k
i
=
(
1
δt
+
1
h
)
f¯ a,k
i
−
1
δt
φk+1i ,
La,k =
(
1
δt
+
1
h
)
L¯a,k −
1
h
I.
Hence the matrix QVI (6) can be rewritten in the following form:

max

(
1
δt
+
1
h
)
sup
a∈UNx
{(
L¯a,kφk
)
i
+ f¯ a,k
i
− φki
}
, sup
z∈ZNx
{(
Mzφk
)
i
+ Kz,k
i
− φki
} = 0, 1 ≤ i ≤ Nx,
φk
i
= ψ(tk, xi), N
x < i ≤ Nx + N¯x.
The parameters δt and h are positive numbers, and thus this is equivalent to 2

max
 sup
a∈UNx
{(
L¯a,kφk
)
i
+ f¯ a,k
i
}
− φki
, sup
z∈ZNx
{(
Mzφk
)
i
+ Kz,k
i
}
− φki
 = 0, 1 ≤ i ≤ Nx,
φk
i
= ψ(tk, xi;φ), N
x < i ≤ Nx + N¯x.
Therefore we obtain the fixed-point problem (8).
Wenext show that L¯a,k is a contractionmapdisplayed inmatrix form. By thedefinition
of h, condition (7) and equation (9), we find that
0 ≤ L¯a,k
i j
, < 1 i ∈ 1, · · · ,Nx, j ∈ 1, · · · ,Nx + N¯x, (18)
Nx+N¯x∑
j=1
L¯a,k
i j
< 1, i ∈ 1, · · · ,Nx. (19)
2 Note that max[c f (x), g(x)] = 0 is equivalent to max[ f (x), g(x)] = 0 for every c > 0.
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Thus we obtain
∥∥∥L¯a,kφ′ − L¯a,kφ∥∥∥
∞
= max
1≤i≤Nx
∣∣∣∣∣∣∣∣
Nx+N¯x∑
j=1
L¯a,k
i j
φ′j − L¯
a,k
i j
φ j
∣∣∣∣∣∣∣∣
≤ max
1≤i≤Nx
Nx+N¯x∑
j=1
∣∣∣∣L¯a,ki j φ′j − L¯a,ki j φ j
∣∣∣∣
≤ max
1≤ j′≤Nx
∣∣∣∣φ′j′ − φ j′
∣∣∣∣ max
1≤i≤Nx
Nx+N¯x∑
j=1
∣∣∣∣L¯a,ki j
∣∣∣∣
< max
1≤ j′≤Nx
∣∣∣∣φ′j′ − φ j′
∣∣∣∣
=
∥∥∥φ′ − φ∥∥∥
∞
.
Hence L¯a,k is a contraction map displayed in matrix form.
Finally, we show that L¯a,k satisfies the discrete maximum principle, that is, that
L¯a,kφ′ − L¯a,kφ ≤ φ′ − φ⇒ φ′ − φ ≥ 0.
To do so, we obtain a contradiction to the above statement. Assume that φ′n − φn < 0
and that φ′
i
− φi ≥ 0 for i , k. Then we have
(L¯a,kφ′)n − (L¯
a,kφ)n =
∑
j
L¯a,k
nj
(φ′j − φ j)
=
∑
j,n
L¯a,k
nj
(φ′j − φ j) + L¯
a,k
nn(φ
′
n − φn)
≥ L¯a,knn(φ
′
n − φn)
> (φ′n − φn).
Hence we obtain
∃n s.t. φ′n − φn < 0 ⇒ L¯
a,kφ′ − L¯a,kφ  φ′ − φ,
which establishes the statement.
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