Let H be a Hilbert space such that H = V ⊕ W , where V and W are two closed subspaces of H. We generalize an abstract theorem due to Lazer et al. (1975) and a theorem given by Moussaoui (1990Moussaoui ( -1991 to the case where V and W are not necessarily finite dimensional. We give two mini-max theorems where the functional Φ : H → R is of class Ꮿ 2 and Ꮿ 1 , respectively.
1. Introduction. Our purpose in this note is to generalize a mini-max theorem due to Lazer et al. [3] . Their theorem is as follows. Bates and Ekeland in [1] generalized Theorem 1.1 to the case where X and Y are not necessarily finite dimensional. Via a reduction method, Manasevich considered the same case in [4] , but he supposed weaker conditions on Hessian of Φ. On the other hand, Tersian [7] studied the case where X and Y are not necessarily finite dimensional, ∇Φ : H → H is everywhere defined and hemicontinuous on H, which means that lim t→0
Theorem 1.1. Let X and Y be two closed subspaces of a real Hilbert space H such that X is finite dimensional and H = X ⊕ Y (X and Y not necessarily orthogonal). Let

∇Φ(u + tv) = ∇Φ(u) ∀u, v ∈ H.
(1.3)
Instead of the conditions on the Hessian of Φ, they supposed (1) (∇Φ(h 1 + y) −∇Φ(h 2 + y),
where H = X ⊕ Y , m 1 and m 2 are strictly positive. Their result rests heavily upon two theorems on α-convex functionals and an existence theorem for a class of monotone operators due to Browder. By a completely different method, the second author gave another version of Theorem 1.1 (see [5] ) with convexity conditions that are weaker than those assumed above. ( We consider the case where X and Y are not necessarily finite dimensional. Our proofs contain many steps used in [5] and our convexity conditions are weaker than those given by other authors. First, we prove a mini-max theorem where Φ : H → R is of class Ꮿ 2 . Next, we prove the existence theorem for a particular class of Ꮿ 1 functional
2. First abstract result. The next two propositions are used in this work. For a proof of Proposition 2.1, see [2] , and for a proof of Proposition 2.2, see [6] . 
Then Φ admits at least a critical point u ∈ H. Moreover, this critical point of Φ is characterized by the equality
In the proof of Theorem 2.3, we will use the following three lemmas.
is continuous and strictly concave on V . Then, it is weakly upper semicontinuous on V . Moreover, from Theorem 2.3(iv), it is anticoercive on V . So that it admits a maximum on V . We affirm that this maximum is unique, otherwise we suppose that there exists two maximums
For the rest of the note, we will adopt the notations
,
Lemma 2.5. There exists u ∈ S such that
Proof. There exists a sequence (u n ) of S such that Φ(u n ) → inf S Φ = a. For all n, u n = v n + w n with w n ∈ W , and v n ∈V (w n ).
Claim
Otherwise,
This gives a contradiction. Moreover, from (2.9), there exists a subsequence also denoted w n such that w n w.
This is true for all v ∈ V , in particular, for v ∈V (w). Then u = v +w satisfies (2.8).
Lemma 2.6. The applicationV : W → V such that
is of class C 1 .
Proof of Theorem 2.3. For each w
By Lemma 2.4, we conclude that for all w ∈ W , there exists a unique v w in V such that ∇Φ w (v w ) = 0. To prove thatV ∈ C 1 (W , V ), we will use the implicit function theorem.
To see this, let P denote the orthogonal projection of H onto V . Then
Then E is of class C 1 and given any pair
If E v denotes the partial derivative of E with respect to v, and if v ∈ V , we have
The mapping E v (w 0 ,v 0 ) : V → V is linear and bounded we have from Theorem 2.3(ii)
Then from the implicit function theorem [2] , there exists a C 1 mapping f from a neighborhood U of w 0 in W into V such that E(w, f (w)) = 0 for all w ∈ U . Moreover, from (2.14) and (2.15), f (w) =V (w) for all w ∈ W . Hence, since w 0 was arbitrarily chosen, it follows that f can be defined over all of W . Then we conclude thatV ∈ C 1 (W , V ).
Remark 2.7. The proof of Lemma 2.6 relies on the implicit function theorem. This theorem was used by Thews in [8] to prove the existence of a critical point for a particular class of functionals. It was also used by Manasevich in [4] .
Proof. Let w ∈ W and u ∈ S w . We will prove that if u satisfies (2.8), then u is a critical point of Φ. By Lemma 2.4, it is easy to see that (∇Φ(u), g) = 0 for all g ∈ V , so it suffices to prove that
(2.18)
Recall that u ∈ S can be written u = w + v where w ∈ W and v ∈V (w). Take h ∈ W and let w t = w + th for |t| ≤ 1. For each t such that 0 < |t| ≤ 1, there exists a unique v t ∈ V (w t ). By Lemma 2.6, we conclude that v tn converge to a certain v 0 and that v 0 ∈V (w). Then, by Lemma 2.4, v 0 = v. For t > 0, we have
Then,
At the limit, we obtain
Hence, u is a critical point of Φ.
Second abstract result.
Let H be a Hilbert space such that H = V ⊕ W where V and W are two closed and orthogonal subspaces of H. Let Φ : H → R be such that (ii) ∇Φ is weakly continuous on H. 
For the proof of Theorem 3.1, we use some results of Lemmas 2.4 and 2.5 and we need also the following lemmas.
Lemma 3.2. For each w ∈ W ,V (w) is convex.
Proof. Take v 1 ,v 2 ∈V (w) and v λ
So v λ ∈V (w).
Proof. (i) Let h ∈ W and v 1 ,v 2 ∈V (w)
. From Theorem 3.1(iv) and Lemma 3.2, we have for all t > 0,
Divide by t and let t tend to 0, then
Since this is true for all h ∈ W , we conclude that
Next, we affirm that S w is bounded. If not, there exists v n ofV (w) such that v n → +∞, and we conclude from Theorem 3.1(v) that Φ(v n + w) → −∞. This gives a contradiction.
Consequently, S w is closed and bounded. Since S w is convex, we conclude that S w is weakly compact. From By contradiction, suppose that L(w) does not contain 0. Since it is convex and closed in the Hilbert space, there exists h 1 ∈ L(w) such that
When λ tends to 0. We
Denote w t = w + th 1 for |t| ≤ 1. We note that w t ∈ W . By Lemma 2.4, for each 0 < |t| ≤ 1, there exists v t ∈ V (w t ). Since w t ≤ w + h 1 , Theorem 3.1(v) implies that there exists a constant A > 0 such that
for v ∈ V , v ≥ A, and |t| ≤ 1. (Since Φ is coercive and weakly lower semicontinuous in the reflexive space W , it reaches its minimum.) It follows that
Otherwise, we would have
which contradicts the fact that v t ∈V (w t ). We conclude then as V is reflexive that there exists a subsequence t n → 0 and t n < 0 such that On the other hand, v tn ∈ V (w tn ) implies that
We then obtain 
(3.23)
Equivalently, v 0 ∈V (w). Therefore, we have
and so
When t n tend to 0, by (ii), we deduce finally that 
On the other hand, v tn ∈V (w tn ) implies that (ii) ∇Φ is weakly continuous. In the proof of this theorem, we need Lemmas 2.4 and 2.5. We note that by Proposition 3.6, the result of Lemma 2.4 is still true in this case.
Proof. We will prove that u ∈ S obtained in Lemma 2.5 is a critical point of Φ. We have Φ (u), v for all v ∈ V , so it is sufficient to show that Φ (u), h = 0 for all h ∈ W . Recall that u ∈ S can be written as u = v + w where w ∈ W and v ∈V (w). Let h ∈ W and w t = w + th for |t| ≤ 1. For all t such that 0 < |t| ≤ 1, there exists a unique v t ∈V (w t ). In the same way as in the proof of Then, u is a critical point of Φ.
