Disjoint spine phenomena in certain contractible n-manifolds (n⩾5)  by Sanders, Manuel J.
Topology and its Applications 120 (2002) 301–331
Disjoint spine phenomena in certain contractible n-manifolds (n 5)
Manuel J. Sanders
McMurry University, Box 668, Abilene, TX 79697, USA
Received 18 January 2000; received in revised form 18 December 2000
Abstract
If M is a compact PL manifold with boundary containing a subpolyhedron K in its interior, then K
is said to be a PL spine ofM provided M collapses toK (M↘K). Guilbault [Topology 34 (1) (1995)
99–108] has shown that certain nontrivial contractible manifolds possess disjoint spines. His results
stem from a standing conjecture regarding disjoint spines in contractible 4-manifolds constructed
by Mazur. More to the point, there is a dimensional requirement introduced by his techniques;
Guilbault produces such manifolds in dimensions n  9. We shall provide techniques which allow
the construction of examples in dimensions n  5 following the path laid out by Guilbault. The
new techniques will provide a slight strengthening of some other Guilbault results as well.  2001
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1. Introduction
We shall work with PL manifolds. Guilbault produces nontrivial, compact, contractible
manifolds which have disjoint spines; that is, he produces contractible manifolds that
are not balls which collapse independently to disjoint subpolyhedra in intM . Early on,
Wright [10] considered the question of whether or not the interior of the Mazur 4-manifold
nontrivial covered some compact manifold. His earlier work together with a suggestion by
Edwards led to the conclusion that if the Mazur 4-manifold did not have disjoint spines,
then it could not cover in this fashion; the question regarding disjoint spine phenomena for
this particular class of contractible 4-manifold was born.
The issue regarding disjoint spines in the Mazur 4-manifold was not resolved in Wright’s
work. However, Wright did go on to show that the interior of the Mazur 4-manifold could
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not nontrivial cover using a different line of argument. The question regarding existence of
disjoint spines in contractible 4-manifolds remains open.
Guilbault expanded the disjoint spines question so as to include other contractible
manifolds including those in higher dimensions. He then provided the only known
examples of such phenomena. It is at this point that our work adds to what is known about
the issue. We will produce examples of nontrivial, compact, contractible manifolds with
disjoint spines in all dimensions n  5. The techniques will be constructive in nature,
much in the manner that Guilbault’s examples are constructed. More specifically, the
Cartesian product K × K of an acyclic k-dimensional complex arises in the methods in
[4]. To produce the lower dimensional examples, we construct an acyclic 3-complex which
mimics the behavior of K ×K under the right conditions provided K is a finite acyclic
2-dimensional complex. This construction is provided in Section 8. The sections leading to
this construction provide required techniques and data as well as background information.
In particular, Section 7 expands certain results in [4]. Examples of manifolds with disjoint
spines in dimensions n 6 can be found in Section 9. Modifications to the argument which
are used to provide 5-dimensional examples are given in Section 10. We finish with a
conjecture about related contractible manifolds.
2. Newman contractible manifolds
A technique of Newman [8] produces compact contractible PL manifolds which are not
balls: Let K be a finite, acyclic, simplicial k-complex with nontrivial fundamental group
and embed it in Sn for a sufficiently large n. Let N denote a regular neighborhood of K .
Then,N is a PL homology n-cell. Moreover, it follows from duality thatM = cl(Sn−N) is
also a PL homology cell. Furthermore, general position shows that M is simply connected
(provided k+ 2 < n) and therefore, contractible. However, M is not a ball when k+ 2 < n
as ∂M = ∂N ↪→ N is a π1-isomorphism and yet π1(N) = {1}. Hence, M is a contractible
manifold with non-simply connected boundary.
Contractible manifolds constructed in the above fashion are called Newman Contractible
Manifolds, after their inventor. When the manifold constructed in this manner is unique, it
will be denoted New(K,n). Well-definedness is typically not an issue. Routine arguments
quickly show that in the trivial range (i.e., when n 2k + 2), New(K,n) is well-defined.
While this comment suffices for now, the following statement from an argument in [1]
(applied in the PL setting) will prove to be valuable to us later. The essence of the proof
involves applying the h-cobordism theorem (boundary version) to a cobordism between
contractible manifolds with identical boundaries. The work of Kato [6] supplies an earlier
reference to the result as well.
Theorem 2.1. Every compact, contractible (PL) n-manifold (n  5) is uniquely deter-
mined up to homeomorphism by its boundary.
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It is also true that a contractible 4-manifold is uniquely determined by its boundary up
to topological homeomorphism. However, this classification will not be important for our
work.
3. Handlebody techniques
Suppose that New(K,n) is well defined where K is a simplicial k-complex. Given an
embedding e :K→ Sn, we can form a preferred regular neighborhood of e(K)⊂ Sn as a
handle decomposition with 1 handle for each simplex of K by thickening up the simplices
of e(K). However, we can eliminate (combine) all the 0-handles by choosing a maximal
tree in K and performing the usual handle-theoretic operations to combine all the 0-handles
of the regular neighborhood together with the 1-handles corresponding to this maximal tree
into a single 0-handle.
The PL CW-complex obtained by collapsing all the handles back onto their cores
consists of a single 0-cell along with some higher dimensional cells (cells having
dimension no more than k though). Call this PL CW-complex J . The point of this idea is
that we can regard New(K,n) as the closure of the complement of a regular neighborhood
of an embedding of J into Sn. Hence, any Newman Contractible Manifold New(K,n)
can be regarded as being obtained from a PL CW-complex with a single 0-cell using
the techniques described above. Construction techniques provided later will exploit this
feature.
4. Known results
To date, the only known examples of interesting, compact, contractible manifolds with
disjoint spines occur within the class of Newman Contractible Manifolds. We provide the
following statement of a theorem of Guilbault.
Theorem 4.1 [4, Theorem 4.1]. Let K be a k-dimensional finite acyclic complex. For any
n > 4k, the compact contractible n-manifold M = New(K,n) contains a disjoint pair of
PL spines.
Because 1-dimensional acyclic complexes are contractible (in fact, collapsible), they
are of no value in the production of interesting contractible manifolds using Newman’s
method. However, finite, non-simply connected, acyclic 2-complexes exist in abundance.
The above theorem, therefore, provides examples of interesting, compact, contractible
manifolds with disjoint spines in dimensions n 9.
A main goal of this work is to determine if the dimensional requirement invoked by the
proof of the preceding theorem is best possible.
It is known that in dimensions n  3, nothing interesting can happen (regardless of
the 3-dimensional Poincaré Conjecture). The argument used to see this revolves around
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decidedly 3-dimensional characteristics. See [4, Closing Remarks] for some 3-dimensional
considerations.
The conclusion of Theorem 4.1 seems improbable for various reasons. Consider the
following proposition whose proof follows readily from general position arguments.
Proposition 4.1. Let M be a compact n-manifold. Let K be a k-dimensional spine of M .
Then, if i : ∂M →M denotes inclusion, i# :πj (∂M)→ πj (M) is an isomorphism when
1+ j + k < n and an epimorphism when j + k < n.
From this, observe that if M is a contractible n-manifold with non-simply connected
boundary, then any spine of M must have dimension at least n− 2. Said more efficiently,
any spine of M must have codimension at most 2.
If a manifold has disjoint spines, then [4, Lemma 2.3] shows that any spine can be
isotoped off itself. Intuitively, one can understand why this seems plausible since a second
spine lies in the interior of a collar and can be pushed (isotoped) along collar lines until
it has been completely moved off itself. Thus, where general position arguments fail to
push a spine off itself via ambient isotopy, Guilbault’s result implies that, nevertheless, an
isotopy does indeed exist. It should be pointed out that the isotopy provided by existence
of disjoint spines has no motion control like that of an ε-isotopy produced via general
position. Still, this fact seems surprising and potentially useful.
When a contractible 4-manifold has a 2-dimensional spine (e.g., Mazur’s 4-manifold
[7]), general position almost produces disjoint spines with a small isotopy. It seems
conceivable that one might be able to provide techniques to remove the singularities which
arise from general position. However, there remains, upon the completion of this work,
nothing that is known about the existence of disjoint spines in contractible 4-manifolds.
5. Regular neighborhood and manifold results
We will first show that Guilbault’s result actually holds in dimension n= 4k. To do this,
we need some data regarding regular neighborhoods in the so-called stable range of a k-
dimensional complex; that is, all dimensions n so that 2k + 1  n. We will use the fact
that homotopic embeddings of complexes into manifolds in trivial range dimensions are,
in fact, isotopic [9].
We shall denote the j -skeleton of K by K(j). Additionally, the notation A ∪C B is
used to describe the adjunction space formed from A and B by gluing along a subset
C (presumably, A and B each contain a natural copy of C). Also, if f :A→ B is a
(topological) map, we write A ∪f B to denote the space obtained from A and B by
identifying x ∈A with f (x) ∈B . The idea for the following proof is due to J. Bryant.
Proposition 5.1. Let K be a finite k-dimensional complex and M an n-manifold. Then, if
e1 and e2 are homotopic embeddings of K into M with 2k + 1  n and N1 and N2 are
regular neighborhoods of e1(K) and e2(K), respectively, N1 ≈N2.
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Proof. If n 2k+ 2, trivial range results coupled with regular neighborhood theory apply
to provide the result. It is the case n= 2k + 1 that is of interest here.
Notice that the (k − 1)-skeleton is trivial range in the ambient dimension. Hence,
without loss of generality, we may assume that e1 and e2 agree on the (k − 1)-skeleton
via an ambient isotopy. So, we have two embeddings of K which agree on the (k − 1)-
skeleton. For each embedding, thicken so as to obtain a handle decomposition with
each decomposition possessing one handle for each cell of ei(K) for i = 1,2. Since
e1(K(k−1)) ≈ e2(K(k−1)), we can assume that all handles of dimension at most k − 1
are identical. Let N1 and N2 denote the regular neighborhoods of e1(K) and e2(K),
respectively, formed by these handle decompositions.
In order to prove that N1 and N2 are homeomorphic, let Q denote the manifold (with
boundary) consisting of all handles of dimension at most k − 1. To form N1 and N2 we
attach k-handles to Q along ∂Q. Fix a k-handle Hk1 of N1. Then, there exists a k-handle
Hk2 of N2 which corresponds naturally to H
k
1 via the homeomorphism between e1(K)
and e2(K). The claim is that the attaching maps of these two handles are homotopic in
∂Q. To see this, note that the map which collapses Q back onto the embedded (k − 1)-
complex provides a homotopy in Q between the attaching maps of Hk1 and H
k
2 . General
position allows us to push this k-dimensional homotopy off of the (k − 1)-skeleton spine
of Q and out to ∂Q. Thus, the claim holds: The attaching maps of corresponding k-
handles are homotopic in the boundary of Q. Now, consider the dimensions: We have
embedded (k − 1)-spheres (the attaching spheres of the k-handles) in ∂Q and a homotopy
between these (in ∂Q as well). But, ∂Q is 2k-dimensional. Hence, this is trivial range for
an embedded (k−1)-sphere. Thus, trivial range results apply to provide an isotopy between
attaching maps of corresponding handles in ∂Q. Compactness of K insures that there are
only finitely many k-handles to consider. Hence, it follows from the usual handlebody
techniques that N1 ≈N2. ✷
Corollary 5.1. If K is a finite, acyclic, k-complex (k  2) the Newman contractible
manifold New(K,n) is well defined if n 2k + 1.
Proof. The known h-cobordism theorems imply that a contractible manifold of dimension
at least 5 is uniquely determined up to homeomorphism by its boundary (Theorem 2.1).
The above proposition insures that this boundary is unique up to homeomorphism in
dimensions n 2k+ 1. ✷
The following two facts which can be traced to Fenn [3] (who gives credit to Wu), are
stated for later use.
Theorem 5.1. Every finite k-dimensional complex embeds in a 2k-dimensional manifold.
Theorem 5.2. Every finite, acyclic, k-dimensional complex (k  3) embeds in R2k .
As a footnote to this section, we point out that the dimension requirement on K in the
previous corollary is superfluous if we allow topological embeddings. When k = 1, K
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is a tree which, in fact, does embed in R2. However, when k = 2, it is only known that
K topologically embeds in R4. Of related interest, for any balanced presentation P of
the fundamental group of a finite, acyclic 2-complex (i.e., one with the same number of
generators as relators), Huck [5] provides a (PL) embedding of the standard 2-complex,
K , based on this presentation into S4. He does so in such a way that the complement of K
is, even, contractible.
6. Useful techniques
We now develop information about certain vanishing relative homotopy groups which
will be used several times in what follows.
Proposition 6.1. If M is a compact manifold with boundary and K ⊂ intM a complex
with K ↪→M a homotopy equivalence so that codimension K  3, then for any regular
neighborhood N of K in intM , πj (M − intN,∂N)∼= 0 for each j .
Proof. Note that for each j , the inclusions K ↪→ N , K ↪→M give rise to isomorphisms
of homotopy groups: πj (K)
∼=−→ πj (N), πj (K)
∼=−→ πj (M), respectively. Hence, by






N ↪→ M is a homotopy equivalence as well. Therefore, Hj(M,N) ∼= 0 for all j . Let
W =M − intN .
Using the strong excision property (Excision in Simplicial Theory), we can observe that
Hj(W,∂N) ∼= 0 for all j as well. We mention this because a similar argument applies in
the universal covering space.
Let N˜, M˜, W˜ , and ∂˜N denote the universal covers of these manifolds. Then, W˜ ⊂ M˜
and ∂˜N ⊂ N˜ ⊂ M˜ . Let p : M˜→M be the covering map.
Since N ↪→M is a homotopy equivalence, so is N˜ ↪→ M˜ . In particular, Hj(M˜, N˜)= 0
for each j  0. Note that p−1(∂N)= ∂˜N = ∂N˜ .
Moreover, p−1(W)= W˜ as well. Then, W˜ = p−1(M − intN). But, p−1(M − intN)=
p−1(M) − p−1(intN). Similarly, p−1(intN) = p−1(N) − p−1(∂N). So, p−1(intN) =
N˜ − ∂N˜ . It transpires from this and the last paragraph that W˜ = M˜ − int N˜ .
Applying strong excision to the pair (M˜, N˜), we see that homology is preserved:
Hj(M˜, N˜) ∼= Hj(M˜ − int N˜, N˜ − int N˜) for each j . But, Hj(M˜ − int N˜, N˜ − int N˜) =
Hj(W˜ , ∂N˜). As mentioned though, ∂N˜ = ∂˜N . Hence, we conclude that Hj(W˜ , ∂˜N)∼= 0
for all j . From the Relative Hurewicz Theorem, it follows that πj (W˜ , ∂˜N)∼= 0 for each j
and so πj (W,∂N)∼= 0 for each j as well. ✷
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The previous proposition turns out to be very useful, as will be displayed by the number
of times it is invoked in proving the following proposition. At this point, we require a
generalization of the notion of a spine.
Definition 6.1. Let M be a manifold. Let X be a compactum in the interior of M . Then,
X is a PL pseudospine of M if M −X≈ ∂M × [0,1).
Since we are working exclusively in the PL category, we will call a PL pseudospine,
simply, a pseudospine. The fact that spines are pseudospines follows from regular
neighborhood theory.
Proposition 6.2. Let Y be an n-dimensional regular neighborhood of a finite j -complex J .
Suppose that there is a k-dimensional complex K ⊂ intY so that K ↪→ Y is a homotopy
equivalence. If J and K both have codimension at least 3 and if j + k < n, then, K is a
pseudospine of Y .
Proof. By general position, assume that J ∩K = ∅.
Remark: If N is a regular neighborhood of K in intY , then Y − N ≈ Y −K: Choose
a regular neighborhood N ′ of N so that N is nested inside N ′. Then, N ′ is a regular
neighborhood of K too and so N ′ − N ≈ N ′ − K via a homeomorphism fixing ∂N ′.
Extend this homeomorphism to Y by the identity map. Hence, it suffices to check that
N is a pseudospine of Y . Furthermore, by isotopy uniqueness of regular neighborhoods
of K in intY , it suffices to show that some regular neighborhood of K is a pseudospine
of Y . Moreover, Proposition 6.1 shows that πj (Y − intN,∂N)∼= 0 for each j . If one knew
that πj (Y − intN,∂Y )∼= 0 for j = 0,1,2, engulfing techniques would provide the result.
Alternately, we will show that Y − intN strongly deforms to ∂N .
Let N be a regular neighborhood of K in intY so that N ∩ J = ∅. Let M0 be
a collar on ∂N in int(Y − intN) so that M0 ∩ J = ∅ as well. By Proposition 6.1,
πj (Y − intN,∂N)∼= 0 for each j . Since J ⊂ Y − intN is codimension 3, J can be
engulfed from M0. Let M ′0 be the new collar on ∂N in int(Y − intN) which contains J .
Let V be a regular neighborhood of J in intM ′0 and let V0 be a collar on ∂V in
int(Y − intN)− intV such that V0 ⊂ intM ′0 too.
Then, V ⊂N ∪M ′0 ⊂ Y and N ∪M ′0 is a regular neighborhood of K in intY . See Fig. 1.




πj (N ∪M ′0) πj (Y )
πj (V )
∼=
shows that V ↪→N ∪M ′0 is a homotopy equivalence. Note that V ⊂ int(N ∪M ′0).
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Fig. 1. Placement illustration.
The invocation of Proposition 6.1 now shows that πj ((N ∪M ′0) − intV,∂V ) ∼= 0 for
each j . Because K is codimension 3, we can engulf K from V0 in int((N ∪M ′0)− intV ).
Let V ′0 be the new collar on ∂V in int((N ∪M ′0)− intV ) which contains K .
Now, choose a small regular neighborhood, Ω , of K in Y such that Ω ⊂ intV ′0. See
Fig. 2.
Claim. Ω is a pseudospine of Y .
It suffices to check that W = Y − intΩ is an h-cobordism between ∂Y and ∂Ω . Once
again, Proposition 6.1 promises that πj (W,∂Ω) ∼= 0 for all j . Therefore, we need only
observe that W deforms into ∂Y in W .
Now, N ∪M ′0 and Ω are both regular neighborhoods of K in Y and Ω ⊂ N ∪M ′0.
So W = Y − intΩ deforms to Y − int(N ∪ M ′0) (in W ) by using the collar structure
on the nested pair of regular neighborhoods. Furthermore, V ∪ V ′0 ⊂ int(N ∪ M ′0) by
design. Since V ∪ V ′0 is a regular neighborhood of J in Y , it is a spine of Y . (In fact,
Y − int(V ∪ V ′0) is a collar on ∂(V ∪ V ′0).) Therefore, Y − int(V ∪ V ′0) deforms to ∂Y in
Y − int(V ∪ V ′0). Since we have already deformed W = Y − intΩ into Y − int(N ∪M ′0)
in W and since Y − int(N ∪M ′0)⊂ Y − int(V ∪V ′0), we can deform Y − int(N ∪M ′0) into
∂Y in Y − int(V ∪ V ′0). But, as Ω ⊂ int(V ∪ V ′0), this deformation occurs in Y − intΩ .
M.J. Sanders / Topology and its Applications 120 (2002) 301–331 309
Fig. 2. Completed engulfing steps illustration.
Hence, we have deformed W = Y − intΩ into ∂Y in W as desired. So, (W,∂Y, ∂Ω) is an
h-cobordism and the argument is complete. ✷
Note. Upon proving that the regular neighborhood Ω of K in intY was a pseudospine of
Y , we actually proved something stronger. We state the stronger statement as a corollary
so we can make reference to it later.
Corollary 6.1. In the setting of the previous theorem, if N is any regular neighborhood of
K in intY , then (Y − intN,∂Y, ∂N) is an h-cobordism.
The proof of the following theorem makes use of both Theorem 6.2 as well as the
stronger statement provided in Corollary 6.1.
Theorem 6.1. Let M be a regular neighborhood of a k-complex K in an n-manifold with
n − k  3 and n  2k. Suppose that A is an a-dimensional complex with n − a  3
and a + k < n. Let X =M × I . Suppose that K1,K2 are copies of A embedded in ∂X
with disjoint regular neighborhoods N1,N2, respectively, so that Ki ↪→ X is a homotopy
equivalence for i = 1,2. Then, if W = ∂X − intN1 − intN2, (W,∂N1, ∂N2) is an h-
cobordism.
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Fig. 3. Location illustration.
Proof. By general position, assume that K1 and K2 do not intersect K × {1}. By isotopy
uniqueness of regular neighborhoods, we may assume that K1 ⊂ int(M × {0}) with
K1 ∩ (K × {0}) = ∅. Moreover, assume that N1 is contained in the interior of M × {0}
as well.
By collapsingX =M×I to M×{0} using the product structure, observe that K×{0} is
a spine of M × {0}. Moreover, K1 ↪→M × {0} is a homotopy equivalence. The dimension
hypotheses insure that K1 and K × {0} are, at least, codimension 3. Consequently,
Proposition 6.2 applies to show that K1 (and hence, N1) is a pseudospine of M × {0}.
Using the open collar structure M × {0} − N1 ≈ ∂(M × {0})× [0,1), we can assume
now that K2 ⊂ int(M × {1}) via an isotopy of ∂X which fixes N1. In fact, we can assume
further that N2 is contained in the interior of M × {1}.
A collapsing map M× I ↘M×{1} which sends K×{ 12 } to K×{1} shows that K2 ↪→
M × {1} is a homotopy equivalence. Corollary 6.1 then shows that (M × {1})− intN2 is
an h-cobordism between ∂(M × {1}) and ∂N2. (See Fig. 3.)
Similarly the same corollary shows that (M × {0})− intN1 is an h-cobordism between
∂(M × {0}) and ∂N1. Combining these h-cobordisms in the natural way, it follows that
∂X− intN1 − intN2 is an h-cobordism between ∂N1 and ∂N2 as desired. ✷
Lemma 6.1 [4, Lemma 2.1]. Let M be a compact manifold containing a pseudospine P ,
and let N be a neighborhood of P in M . Then, there is a spine K of M contained in N .
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Proof. Let h : ∂M × [0,1)→M − P be a (PL) homeomorphism. Choose 0 < r < 1 so
that h(∂M × [r,1))⊂N . Let K = h(∂M × [r,1))∪ P . ✷
Recall the notation Mf . It denotes the mapping cylinder of some specified map
f :K→A. We use the following terminology; the top of the mapping cylinder Mf is
defined to be the copy of A embedded by the quotient map q : (K × I)⊕ A→Mf . The
base of the mapping cylinder is the image of K × {0} in Mf under q .
Lemma 6.2. Let Xn+1 be a manifold with a spine A such that dimA = a. Let K be a
k-dimensional complex and f :K→A a map. If 2 · dim(Mf ) < n+ 1, then there exists an
embedding of Mf in X with base in ∂X and the top precisely A.
Proof. Note that since dim(Mf )=max{k+1, a} the requirement that 2 ·dim(Mf ) < n+1
insures that both 2(k + 1) < n+ 1 and 2a < n+ 1 which show that k + a < n. Now, Mf
is trivially mapped into A ⊂ X; the map sends the fiber of Mf corresponding to x ∈ K
to f (x). Put this map into general position rel the top of Mf . Then, the embedded base
misses the spine A and we can homotope the base out to ∂X. This homotopy gives rise
to a new map of Mf into X with the features that the top goes homeomorphically onto A
and the base is mapped into ∂X. Adjusting the map on the base in ∂X via general position
allows us to assume the base is embedded in ∂X as well since 2k < n = dim(∂X). One
final application of general position applied to this final map of Mf into X rel the top and
base provides the embedded copy of Mf desired when 2 · dim(Mf ) < n+ 1. ✷
The essential ideas in the following two propositions are from [4]. We copy the
techniques used in the main theorem (Theorem 4.1) there. Our statements are adapted
so as to apply in the setting of acyclic complexes. The original arguments took place in
a manifold setting. The propositions are sufficiently important for our results and so the
proofs are adapted and provided here as well.
Proposition 6.3. Let K be an acyclic k-complex. Let p ∈K(0). Let cK denote the cone on
K . If K1 =K × {p} and K−1 = {p} ×K , then Ki ↪→ (K ×K) ∪K−i cK is a homotopy
equivalence for i = 1,−1.
Proof. We check the case i = 1. The other case follows symmetrically. Let A = (K ×
K)∪K−1 cK . It suffices to check that πj (A,K1)∼= 0 for all j .
Let K˜ denote the universal cover of K . Let q : K˜ → K be the covering map. Then,
(q × id) : K˜ × K → K × K is also a covering map. Note that (q × id)−1(K × {p}) =
K˜ × {p}. Moreover, the preimage of K−1 = {p} × K is a discrete collection {Kα} of
copies of K , one for each element of π1(K1). We can attach cK to each of these in the
natural way. For specificity, attach (cK)α to Kα . The resulting space is simply connected.
Using the natural covering map, call it ρ, observe that this space is the universal cover of
A= (K ×K)∪K−1 cK . Denote this universal cover by A˜.
Moreover, observe that ρ−1(K×{p})= K˜×{p}. Hence, πj (A,K×{p})∼= πj (A˜, K˜×
{p}) for every j . Because both spaces in the latter pair are simply connected, the Hurewicz
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Theorem shows that we need only observe that Hj(A˜, K˜ × {p})∼= 0 to obtain the desired
result.
Using the long exact sequence for pairs, we will show that Hj(K˜ ×{p})→Hj(A˜) is an
isomorphism for each j .
As both spaces are simply connected, this fact follows immediately for j = 0,1. When
j  2, consider the following inclusion induced factorization:
Hj
(
K˜ × {p})→Hj(K˜ ×K)→Hj (A˜). (1)
Because K is acyclic, the Künneth formula shows that the first homomorphism is an












)→Hj−1(⋃Kα) · · · .
Since Kα is acyclic and (cK)α is contractible, it follows, from this Mayer–Vietoris
sequence, that the second inclusion induced homomorphism in Eq. (1) is an isomorphism
when j  2 as well. ✷
Along similar lines, we need to know that the diagonal map becomes a homotopy
equivalence when a cone is attached to the square of an acyclic complex. The following
proposition illustrates the point.
Proposition 6.4. Let K be an acyclic k-complex. Let p ∈K(0). Let cK denote the cone on
K . Then, if ∆ :K→K ×K is the diagonal map, ∆ :K→ (K ×K)∪ cK is a homotopy
equivalence where the adjunction space allows for the attachment of the cone along either
copy of K (i.e., K × {p} or {p} ×K).
Proof. By symmetry of argument, it suffices to assume that we attach cK to K ×K along
{p} ×K . We use notation similar to the proof of Proposition 6.3. In particular, q : K˜→K
is the universal covering of K , ρ : K˜×K ∪cKα → (K×K)∪cK is the universal covering
of (K ×K)∪ cK , a space we denote by A for convenience.
Let ∆K denote the diagonal of K ×K . Then, we can regard ∆K as a subset of A in a
natural way. We have, ρ−1(∆K)= {(u× q(u)): u ∈ K˜}. In point, τ : K˜→ (K˜ ×K)∪ cKα
defined by τ (u) = (u × q(u)) takes K˜ homeomorphically onto ρ−1(∆K). Then, denote
ρ−1(∆K) by ∆˜K and note that it is the universal cover of ∆K .
We wish to observe that πj ((K × K) ∪ cK,∆K) ∼= 0 for each j . It suffices to check
that Hj(∆˜K)→Hj((K˜ ×K)∪ cKα) is an isomorphism for each j to complete the proof.





)→Hj (K˜ ×K)→Hj ((K˜ ×K)∪ cKα). (2)
It was observed that the second map was an isomorphism for every j during the proof
of Proposition 6.3. Let ϕ : K˜ × K → K˜ be projection. Then, ∆˜K → K˜ × K ϕ→ K˜ is
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a homeomorphism and, therefore, induces an isomorphism of homology. The Künneth














commutes and shows that Hj(∆˜K)→Hj(K˜ ×K) is an isomorphism as desired. Thus, ∆
is indeed a homotopy equivalence. ✷
7. Disjoint spine phenomena in dimension n= 4k
In this section, we obtain a slight improvement on the dimension hypothesis required
to produce disjoint spines. The uniqueness of regular neighborhoods in the stable range
allows us to exploit a product structure which exists in a preferred copy of a certain regular
neighborhood which arises.
Theorem 7.1. Let K be a finite, acyclic, k-complex with nontrivial fundamental group.
Then, New(K,n) has disjoint spines provided n 4k.
Proof. Let J1 and J2 be copies of K . As J1 × J2 is acyclic, we can embed J1 × J2 in R4k
using Theorem 5.2. Let N be a regular neighborhood of the image. Let X = N × I . Let
N1 be a regular neighborhood of J1 × 1 ⊂ N × 1. Let N2 be a regular neighborhood of
J2 × 0⊂N × 0. (J1 and J2 now designate copies we see in J1 × J2, namely J1 ×{pt} and
{pt} × J2.)
Now, let ∆ :K→ J1×J2 be the diagonal map. Apply Lemma 6.2 to embed the mapping
cylinder M∆ in X with the feature that the base of the mapping cylinder is embedded in
∂X and the top goes homeomorphically to (J1 × J2)× 12 . Moreover, by general position,
we may assume that this base (which is homeomorphic to a copy of K) lies in ∂N × (0,1)
and, therefore, misses N1 ∪N2.
Attaching a ball B1 to X along N1 gives a (4k + 1)-manifold (call it X1) which has
a spine homeomorphic to J1 × J2 ∪J1 cJ1. Name this spine J . That is, by collapsing X
along mapping cylinder lines and collapsing the attached ball first to cN1 and then to cJ1
(from the sides) and further collapsing out the fibers corresponding to N2 − (J2 × {0}),
we obtain a spine homeomorphic to J1 × J2 ∪J1 cJ1. This is what we call J . Note that
this is a 2k-dimensional complex (as k  2). Since X ∪N1 B1 is a (4k + 1)-manifold
which collapses to J , Proposition 5.1 promises that this regular neighborhood is unique
up to homeomorphism. Observe that the mapping cylinder M∆ is also embedded naturally
in X1. Let K2 denote J2 × 0 and let K3 denote the base of the embedded cylinder. Choose
a regular neighborhood N3 of K3 which misses N2.
Because of the uniqueness of the regular neighborhood, we can form a preferred regular
neighborhood of J as follows: Embed J in R4k . Take a regular neighborhood, Q, of the
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image and then let P = Q × I . Now, identifying P with X1 via some homeomorphism
h, we observe h(N2) and h(N3) in ∂P . The idea is to use the previous theorem to
utilize the natural product structure between Q × 0 and Q × 1 in P to obtain an open
product structure between ∂h(N2) and ∂h(N3). More precisely, the claim is that (∂P −
int(h(N2))− int(h(N3)), ∂h(N2), ∂h(N3)) is an h-cobordism. In order to proceed, note that
the inclusions of K2 and K3 into X1 are homotopy equivalences (Propositions 6.3 and 6.4).
The dimensional requirements of Theorem 6.1 are met (as well as the other hypothetical
requirements) and so, it follows that (∂P − int(h(N2)) − int(h(N3)), ∂h(N2), ∂h(N3))
is indeed an h-cobordism. Pulling back to ∂X1 via h−1, we observe an h-cobordism
(∂X1 − intN2 − intN3, ∂N2, ∂N3).
To finish the argument, note that attaching another ball, B2 to X1 along N2 provides
a PL homology (4k + 1)-cell with simply connected boundary. By virtue of the High
Dimensional PL Poincaré Theorem, this boundary is homeomorphic to S4k . Furthermore,
N3 lies in this space in a natural way. Hence, we can identify New(K,n= 4k) by removing
intN3 from this sphere. But, the above h-cobordism then implies that the closure of the
complement of N2 (in ∂B2) is a pseudospine of New(K,n= 4k). An analogous argument
can be used to show that the closure of the complement of N1 (in ∂B1) is a pseudospine
of New(K,n = 4k) as well by producing an h-cobordism involving ∂N1 and ∂N3 (by
attaching the ball to X along N2 first this time). Thus, New(K,4k) has a disjoint pair of
pseudospines.
Lemma 6.1 then shows that New(K,n = 4k) has a pair of disjoint PL spines as
desired. ✷
The previous result provides existence of nontrivial, compact, contractible 8-manifolds
with disjoint spines. While this is a step in the direction of producing the lower dimensional
examples we are in search of, the techniques used above coupled with a certain construction
on 2-complexes will allow us to do much better. We begin with this construction.
8. A construction on acyclic 2-complexes
Theorem 8.1. Let K be a finite acyclic 2-dimensional PL CW-complex with 1 0-cell.
Let J1 and J2 denote copies of K . Then, there exists an acyclic PL CW 3-complex A
consisting of J1 ∨ J2 together with some additional 2-cells and 3-cells so that π1(A) ∼=
π1(K)× π1(K) and so that πj (A ∪J1 cJ1, J2) and πj (A ∪J2 cJ2, J1) are trivial for each
j . (Here, J1 ∨ J2 should be taken as the wedge of J1 and J2 along the 0-cell of each and
A∪Ji cJi is the adjunction space formed by gluing A and the cone cJi together along the
natural copy of Ji in each.)
Proof. Form the wedge J1 ∨ J2 by wedging at the 0-cell of each copy of K . Let L denote
the complex obtained from J1 ∨ J2 by adding “commutator 2-cells” by attaching 2-cells
to J1 ∨ J2 along their boundaries by maps of the form aibjaibj for i, j ∈ {1,2, . . . , t}
where ai, bi are the 1-cells of J1, J2 respectively for i = 1,2, . . . , t as in the construction
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of J1 × J2. Observe that all of the 2-cells of J1 × J2 which were not already present in the
wedge J1 ∨ J2 are attached in this fashion. From this note that π1(L)∼= π1(K ×K).
The first claim is that H˜j (L) = 0 if j = 2 and H2(L) is free on t2 generators. For
convenience, let [ai, bj ] denote the 2-cell which is to be attached to J1 ∨ J2 by the map of
the form aibj a¯i b¯j .
The claim will be verified by using an inductive argument along with Mayer–Vietoris.
Let L0 = J1 ∨ J2, L1 = L0 ∪ [a1, b1], L2 = L1 ∪ [a1, b2], . . . ,Lt = Lt−1 ∪ [a1, bt ],
Lt+1 = Lt ∪ [a2, b1], . . . ,Lt2 = Lt2−1 ∪ [at, bt ].
To use Mayer–Vietoris, consider each 2-cell to be attached along a simple closed curve
in the interior of that 2-cell to see that the attaching curve is collared. This attaching curve
is homeomorphic to S1. See Fig. 4.
Let L′i denote Li together with the extended collar onto which the (i + 1)st 2-cell, call
it δi+1, is to be attached for i = 0,1, . . . , t2 − 1. (So, L′i ↘ Li .) Let Ai be the attaching
curve of δi . Then Ai ≈ S1 for each i .
From Mayer–Vietoris, we have the exact sequence
· · · H˜j (Ai)→ H˜j
(
L′i−1
)⊕ H˜j (δi)→ H˜j (Li)→ H˜j−1(Ai) · · · .
Fig. 4. Altered attachings.
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Since L was obtained from J1 ∨ J2 by attaching 2-cells and J1 and J2 are each acyclic,
it follows that Hj(L) ∼= 0 when j  3. Since L is connected, H˜0(L) ∼= 0 as well. When





and because L′i−1 ↘ Li−1, we have Hj(L′i−1)∼=Hj(Li−1) for all j . Since H1(L0)∼= 0 as
J1 and J2 are acyclic, H1(L′0)∼= 0 too. Induction shows that H1(Li)∼= 0 for each i . Since
Lt2 = L, H1(L)∼= 0 as claimed.






and as just verified, H1(L′i−1) ∼= H1(Li−1) ∼= 0. Hence, the sequence splits and after
t2 steps (or induction) we observe that H2(Lt2) is free on t2 generators noting that
H2(L0)∼=H2(L′0)∼= 0 (because J1, J2 are acyclic) to begin the induction. Since Lt2 = L,
the claim is verified.
Now, the goal is to attach t2 3-cells to L to form a PL CW-complex A which will
be acyclic and which will satisfy the desired relative homotopy conditions. Moreover,
attaching 3-cells will preserve π1(L) so that we will have π1(A)∼= π1(K×K)(∼= π1(K)×
π1(K)). To do this, we will observe that the generating cycles of H2(L) are spherical. That
is, each is obtainable as a map of a 2-sphere into L. Hence, it will be possible to attach t2 3-
cells to L so that each generator bounds precisely one of the attached 3-cells homologically
and, therefore, obtain an acyclic space. However, we will need to be explicit in how we
attach the 3-cells for some later computations.
Since π1(K) is a perfect group, π1(K) is its own commutator subgroup. In particular,
each element of π1(K) can be represented as a finite product of commutators of π1(K).
Let E1,E2, . . . ,Et2 be t2 3-cells which are to be attached to L.
To describe the attaching map for Ei , think of ∂Ei (≈ S2) as the union of 2 hemis-




i ∩ B−i ≈ S1. Let Di denote the ith 2-cell attached
to the wedge. Then, B+i is attached by mapping its interior homeomorphically onto
Di and taking the boundary to the boundary. So, the boundary of B+i is mapped in
according to the formula apbqa¯pb¯q for the appropriate pair of indices corresponding
to Di . Now, to attach B−i , write [ap] and [bq] as finite products of commutators. Say,
[ap] = [g1, g2][g3, g4] · · · [gp′, gp′+1] and [bq] = [h1, h2][h3, h4] · · · [hq ′ , hq ′+1] where
gα,hβ are elements of π1(J1),π1(J2), respectively (with no requirement that the g′αs or
h′βs be pairwise distinct).
To map in B−i , note the attaching map on the boundary is predetermined by apbqa¯pb¯q .
We will construct an interesting null homotopy of this loop in L in order to map in this disk.
To do this, first homotope the attaching map to the “product-of-commutators” represen-
tation [g1, g2][g3, g4] · · · [gp′ , gp′+1][h1, h2][h3, h4] · · · [hq ′, hq ′+1][gp′, gp′+1] · · · [g3, g4]
[g1, g2][hq ′, hq ′+1] · · · [h3, h4][h1, h2].
Now, we use the added commutator 2-cells to homotope this map to a map which first
runs through all the elements gα which are used and then through the elements hβ . To do
M.J. Sanders / Topology and its Applications 120 (2002) 301–331 317
this, choose, now and forever, specific null homotopies (which are singular disks in L) of
the elements gαhβgαhβ for each gα ∈ π1(J1), hβ ∈ π1(J2). Call the singular disk which
corresponds to this null homotopy Hα,β . See Figs. 5 and 6 for an illustration.
The result of these homotopies is that the attaching map is homotoped to a map with
an especially nice form. Namely, we see the rearranged commutators [g1, g2][g3, g4] · · ·
[gp′, gp′+1][gp′, gp′+1] · · · [g3, g4] [g1, g2][h1, h2] [h3, h4] · · · [hq ′, hq ′+1] [hq ′, hq ′+1] · · ·
[h3, h4][h1, h2]. Now, homotope back to apapbqbq using the same homotopies used before
(i.e., the homotopy that takes each element to its product-of-commutators representation
which was used above). Finally, homotope apa¯pbq b¯q to a constant in the 1-skeleton.
The above procedure shows how to map in B−i and, thereby, provides a method of
attaching a 3-cell. We attach 3-cells using this method and require that the attaching maps
be PL in order to obtain the desired complex. At this point, it is not difficult to observe
directly that attaching 3-cells in this manner results in an acyclic complex. However,
Fig. 5. Attaching map for B−
i
.
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Fig. 6. Outset portion of attaching map.
this fact follows from the Mayer–Vietoris sequence once the desired relative homotopy
conditions are checked: Let A denote the complex obtained by attaching E1,E2, . . . ,Et2
in the manner described. Suppose the relative homotopy groups in the statement of the
theorem are trivial for each j . Then, the Mayer–Vietoris exact sequence
· · · H˜j (J1)→ H˜j (cJ1)⊕ H˜j (A)→ H˜j (A∪J1 cJ1)→ H˜j−1(J1) · · ·
implies that H˜j (A) is trivial for each j because the triviality of the relative homotopy
groups, πj (A ∪J1 cJ1, J2) ∼= 0 for every j , shows that A ∪J1 cJ1 is acyclic since it is
homotopy equivalent to the acyclic space J2.
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Therefore, we need only verify the relative homotopy conditions to complete the
argument. We will observe that πj (A∪J2 cJ2, J1)∼= 0 for each j . The proof for the other
relative homotopy group follows similarly.
To begin, we note that we have, in essence, the wedge of J1 and cJ2 together with some
attached 2-cells and 3-cells. It will be useful to break this space into pieces as follows.
The complex A ∪J2 cJ2 is constructed from L ∪J2 cJ2 by attaching the 3-cells in the
obvious way. Moreover, it follows from Mayer–Vietoris that H2(L ∪J2 cJ2) is free on t2
generators, in fact, the image of a generator of H2(L) under inclusion provides a generator
in H2(L∪ cJ2).
Now, because the attaching maps of the 2-cells and 3-cells can be simultaneously
homotoped (rel their restriction to J1) to maps with image missing all of J2 (except for
the 0-cell of J2), it follows that A∪J2 cJ2 is homotopy equivalent (rel J1) to a complex A∗
consisting of J1 together with some 2-cells and 3-cells where the cells are attached to J1
so that the t 2-cells which were attached to J1 ∨ J2 by maps of the form apbqa¯pb¯q for a
fixed p, are now attached to J1 according to apa¯p as q ranges over {1,2, . . . , t} and the
cone, cJ2, has been collapsed away. Also, the 3-cells are now mapped in so that any point
which was attached to J2 before is now attached to the 0-cell in J1.
Let L∗ denote the space obtained from L ∪ cJ2 by homotoping the attachings of the 2-
cells into J1 rel J1 and collapsing cJ2 (using a restriction of the same homotopy mentioned
above). That is, we take L∗ to be the 2-skeleton of A∗. Notice that the images of the
commutator 2-cells (attached to J1 after the homotopy) still “correspond to” generators
of H2(L∗) and, in fact, are now homotopically trivially attached to J1. Furthermore, the
spherical generators observed earlier still represent generators of H2(L∗) and each dies in
A∗ as each bounds a 3-chain there. More precisely, each spherical generator of H2(L∗)
bounds a 3-chain which is single 3-cell attached to L∗ ⊂ A∗. It will be convenient to
continue to refer to the 2-cells of L∗ obtained from the homotoped commutator 2-cells
as, still, commutator 2-cells.
Since the homotopy equivalence mentioned above is rel J1, it suffices to check that
J1 ↪→ A∗ is a homotopy equivalence to know that J1 ↪→ A ∪J2 cJ2 is a homotopy
equivalence as well (which provides triviality of the desired relative homotopy groups).
To do this, we will move to the universal cover where we have J˜1 ⊂ L˜∗ ⊂ A˜∗ because
J1 ↪→ L∗ ↪→ A∗ are π1-isomorphisms asL∗ is obtained from J1 by attaching 2-cells which
are homotopically trivially attached and A∗ is obtained from L∗ by attaching 3-cells.
Now, H2(L˜∗, J˜1) is free on t2 Zπ1 generators (i.e., Zπ1(J1) generators). Also,
H3(A˜∗, L˜∗) is free on t2 Zπ1 generators. We claim that the boundary operator, ∂ , is an
isomorphism ∂ :H3(A˜∗, L˜∗)→H2(L˜∗, J˜1) in the exact sequence of the triple (A˜∗, L˜∗, J˜1).
If so, then because:
(1) Hj(A˜∗, J˜1)= 0 when j = 2,3,
(2) Hj(L˜∗, J˜1)= 0 when j = 2, and
(3) Hj(A˜∗, L˜∗)= 0 when j = 3
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)→H3(A˜∗, L˜∗) ∼=−→H2(L˜∗, J˜1)→H2(A˜∗, J˜1)→ 0
and so the isomorphism will, in particular, show that H3(A˜∗, J˜1) ∼= 0 ∼= H2(A˜∗, J˜1).
Therefore, Hj(A˜∗, J˜1) ∼= 0 for each j . Hence, the inclusion map i : J˜1 ↪→ A˜∗ induces a
homology equivalence and, therefore, a homotopy equivalence by the Whitehead Theorem
as both spaces are simply connected. In particular, πj (A˜∗, J˜1)∼= πj (A∗, J1) will be trivial
for each j so that the inclusion of J1 into A∗ will be a homotopy equivalence as desired.
At this point, we require the specificity of the attaching maps of the 3-cells. We shall
notice that the homotoped attaching maps (i.e., homotoped according to the equivalence
A ∪J2 cJ2 → A∗) take on an especially nice form again. Fig. 7 illustrates changes made
Fig. 7. Outset figure after homotopy.
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from Fig. 6 in showing how Ei is attached after the homotopy A ∪J2 cJ2 → A∗. In
particular, the integral incidence numbers between the 2-cells and 3-cells are preserved.
Moreover, at the π1-level, there are no complications regarding the use of the singular
disks, Hα,β (after homotopy). That is, if we think about the universal covers, observe that
a spherical generator which “corresponds to” a commutator 2-cell in L∗ as before lifts to a
cycle which “corresponds to” a lift of that commutator 2-cell as is checked by observing the
incidence numbers; because of the specific attachings of the 3-cells, the integral incidence
number of the lift of a 3-cell is 1 on the same lift of that commutator 2-cell which it was
designed to kill homologically in A∗ and is 0 on all other lifted 2-cells. The point is that the
matrix of Zπ1 incidence numbers given by the boundary operator ∂ is precisely the identity
matrix (when the cells are based wisely and we allow the interchange of rows: Any choice
of basing coupled with the allowance of interchanging rows gives a matrix with trivial
units of Zπ1 on the main diagonal. But of course these differences in resulting matrices are
determined by pure choice of base paths, and therefore, can be negated by choosing paths
more judiciously.) The key observation is that ∂ :H3(A˜∗, L˜∗)→H2(L˜∗, J˜1) is, indeed, an
isomorphism. From this observation, we obtain πj (A∪J1 cJ1, J2)∼= 0 as required. ✷
Remark. Note that the strong deformation retractions promised by the vanishing relative
homotopy groups represent the trivial Whitehead torsion element in both cases: The pair
(A ∪J2 cJ2, J1) is simple-homotopy equivalent to the pair (A∗, J1) because we have just
homotoped some attaching maps rel J1 and collapsed cJ2 to a point. Moreover, the latter
pair is essentially in simplified form. That is, A∗ is obtained from J1 by attaching cells of
dimensions 2 and 3 only, and, moreover, the 2-cells are homotopically trivially attached.
In simplified form, the only condition that is not strictly met is that the 2-cells are
attached trivially at a point. But, this can be arranged via homotoping the attaching maps
farther. If this is done, then the incidence numbers between the 2-cells and 3-cells (over
Zπ1) are preserved and we have already observed that this matrix is (Whitehead equivalent
to) the identity. It follows from [2] that J1 ↪→A∗ is, in fact, a simple-homotopy equivalence
and thus the inclusion J1 ↪→ A ∪J2 cJ2 is a simple-homotopy equivalence too. Symmetry
shows J2 ↪→A∪J1 cJ1 is a simple-homotopy equivalence as well.
A useful feature of the previous construction is supplied by the following proposition.
In fact, this feature is crucial in producing the examples which await.
We point out that we shall frequently make no distinction between a PL CW-complex
and its underlying point set when the context seems clear. In particular, we use notation
like f :K → A to represent a map from |K| to |A| or say x ∈ K to mean x ∈ |K|. This
convention arises in the statement which follows.
Proposition 8.1. Given the PL CW 3-complex A constructed from an acyclic 2-complex
K as in Theorem 8.1, there exists a map f :K→A so that fi :K→A ∪Ji cJi defined by
fi(x)= f (x) for x ∈K is a homotopy equivalence for i = 1,2.
Proof. Take a copy of K (still calledK) and label the generators of π1(K) by c1, c2, . . . , ct
for distinction. Define a map on the 1-skeleton of K by mapping ci onto aibi in the 1-
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skeleton of A (here, ai is the generator of π1(J1) corresponding to ci , bi is the generator
of π1(J2) corresponding to ci where J1, J2 are the copies of K used in the construction
of A). With a little checking, we note that this map has an extension to all of K (using the
commutator 2-cells of A). It may have many extensions. In fact, we can always arrange it
so that at the π1-level we have the homomorphism π1(K)→ (π1(J1)× π1(J2))∼= π1(A)
given by g → g × g by homotoping the diagonal map of J1 × J2 into the 2-skeleton. Let
F :K→A denote some extension obtained from the diagonal map in this fashion.
Unfortunately, an arbitrary extension may not have the desired features. So, we will
have to alter the map slightly to satisfy our needs. To do this, let’s first consider the maps
ri : (A∪Ji cJi)→ Ji′ for i = 1,2 (i ′ = 1 if i = 2, i ′ = 2 if i = 1) where ri is the finishing
retraction promised by the strong deformation retraction A∪Ji cJi → Ji′ .
Remark. It follows from the proof of Theorem 8.1 that we may assume the retraction ri
sends Ji ⊂A∪Ji cJi to ∗, the 0-cell of Ji′ .
We will modify the map F to insure that the desired condition will be met. To do this, let
D be a 2-cell of K . The singular disk (r1 ◦ F)(D) ⊂ J1 has the feature that the attaching
map on its boundary is homotopic to the attaching map of the corresponding 2-cell (call it
D′) of J1.
Hence, we have a natural map of a 2 sphere into J1 determined by (r1 ◦ F)(D) and
D′ ⊂ J1 and the homotopy between the maps of the disks on their boundaries. We simply
wish we knew that the element of π2(J1,∗) determined by this map were trivial (where ∗
denotes the 0-cell of J1∨J2 again). For then, we could extend the map to I 3 and homotope
(r1 ◦F)(D) across the image of the 3-cell so that the image of D was D′.
Remark. Observe that when K is aspherical, this is not an issue. That is, any extension
inducing “the diagonal homomorphism” satisfies the requirements of the desired map as
everything can be checked at the π1-level. If K is not aspherical, some adjustments to F
will be made.
If we can adjust F to a new map F ′ so that the elements of π2(J1,∗) are trivial for each
2-cell of K , then r1 ◦ F ′ will be homotopic to the natural identification of K with J1. We
can alter F so that this is indeed the case.
For a fixed 2-cell D of K , let α ∈ π2(J1,∗) be the element determined by the mapped
in 2-sphere mentioned above which corresponds to D. Adjust F as follows: Choose a map
ϕ :S2 → (J1,∗) which represents−α ∈ π2(J1,∗). In mapping in the disk D via F , alter the
map so that it “runs over” this representative. That is, choose a point in D in the preimage
of ∗, F−1(∗), and wedge a copy of S2 to D at this point. See Fig. 8. Map this new space
into A by using F on the disk D and ϕ on the copy of S2 in the natural way to obtain a
new map that we will label F ′. We can think of F ′ as a map on the disk D again without
harm. See Fig. 9. There are several crucial observations to be made:
Observation (1). Since the image under ϕ of the wedged copy of S2 is contained in J1,
the composition r1 ◦ F ′ has no effect on this portion of the new map F ′. That is, r1 ◦ F ′|
wedged 2-sphere ≡ ϕ. In fact, and more importantly, the strong deformation retraction
fixes this portion of the map at each parameter level.
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Fig. 8. Wedging a 2-sphere to D.
Fig. 9. A new map on D.
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Observation (2). r2 ◦ F ′ maps this portion of D that “corresponds to the 2-sphere” to a
point, namely the 0-cell ∗ ∈ J2.
The first observation shows that with this adjustment to F ′, the new element of π2(J1,∗)
obtained which corresponds to the augmented 2-cell D of K is the trivial element. Hence,
the map extends over a 3-cell and we can homotope (r1 ◦ F ′)(D) across this mapped-in
3-cell so that it maps onto the corresponding 2-cell D′ of J1. Doing this for each 2-cell of
K shows how to adjust F to a better map (still called F ′). In this new map, (r1 ◦ F ′) is
homotopic to the natural identification of K with J1.
However, we must adjust F ′ farther so that we obtain a homotopy equivalence “on the
other side” as well. This is where the second observation comes in. The second observation
shows that we may perform the same type of changes to F ′ so as to obtain a final new map
f so that when mapping in the 2-cells of K , the elements of π2(J2,∗) obtained in the
symmetrical fashion corresponding to the 2-cell D are trivial when using the target space
A∪J1 cJ1 and still have the desired homotopy equivalence with natural identification of K
with J1 when usingA∪J2 cJ2; the point is that because the images of any 2-spheres wedged
to the original disk D are each contained in J1 or J2 exclusively along with the fact that
ri(Ji) = ∗, no harm is done to the “other side” when making these adjustments. That is,
any 2-sphere wedged to D that maps into J2 has no effect when improving the map so as to
obtain a homotopy equivalence to the identification of K with J1 in A ∪J2 cJ2. Similarly,
any wedged 2-sphere with image in J1 has no effect in deforming A∪J1 cJ1 to J2. So, we
can alter the map F to a better map, f , in this fashion. Then, f has the desired features. ✷
9. Examples in dimensions n 6
We now produce examples of contractible manifolds with disjoint spines in dimensions
n 6.
Theorem 9.1. Let K be a finite acyclic 2-complex with nontrivial fundamental group.
Then, for n 6, the Newman contractible manifold New(K,n) has disjoint spines.
Proof. We assume that K is a finite acyclic 2-complex with 1 0-cell and with π1 =
π1(K) = 1. Let A be the PL CW 3-complex associated with K provided by the
construction of Theorem 8.1.
Step 1. Geometrical setup
Let n  6 and let N be a regular neighborhood of A in Rn using Theorem 5.2. Then,
X =N × I is a regular neighborhood of a copy of A in Rn+1 which contains copies of A
in ∂X at the 0 and 1 levels of N × I . Moreover, X is a PL homology (n+ 1)-cell and so
its boundary is a PL homology n-sphere. Let K1 denote the copy of K corresponding to
J1 × {1} ⊂A× {1} and let K2 denote the copy of K corresponding to J2 × {0} ⊂A× {0}
(where J1 and J2 are the copies of K used in producing A). Then K1, K2 are disjoint
and we can choose regular neighborhoods of them N1 ⊂ (N × {1}),N2 ⊂ (N × {0}),
respectively.
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Now, in ∂X, remove the interiors of N1 and N2. Since N1,N2 are each regular
neighborhoods of an acyclic 2-complex in ∂X, each is a PL homology n-cell whose
boundary is a PL homology (n − 1)-sphere. Let C1,C2 be contractible manifolds with
boundaries homeomorphic to ∂N1, ∂N2, respectively. (Take Ci ≈ New(K,n).) Let Σ =
∂X− int(N1 ∪N2)∪∂ (C1 ∪C2) using the usual adjunction space notation where ∂ is the
union of the homeomorphisms ∂1 : ∂C1 → ∂N1 and ∂2 : ∂C2 → ∂N2.
We now check that π1(Σ) = {1}: The inclusion ∂X ↪→ X is a π1-isomorphism by
general position. Furthermore, since any element g ∈ π1(A) can be homotoped into the
1-skeleton A(1), it follows from the construction of A and X that π1(∂X) is carried by
N1∪N2∪α where α is any arc in ∂X−(intN1∪ intN2) connecting ∂N1 to ∂N2. But, since
any loop in Ni can be homotoped off the 2-dimensional spine Ki of Ni , actually, π1(∂X)
is carried by ∂N1 ∪ ∂N2 ∪ α. Attaching the contractible manifolds C1 and C2 via ∂ gives
rise to a null homotopy of any preassigned loop in ∂N1 ∪ ∂N2 ∪ α. Hence π1(Σ)= {1}.
Since Σ is a simply-connected PL homology n-sphere with n  6, it follows from the
High Dimensional PL Poincaré Theorem that Σ ≈ Sn. Moreover, for i = 1,2, Ci ∪∂i Ni ≈
Sn as well; we tookCi ≈ New(K,n). Hence, we can attach an (n+1) ball Bn+1i to X along
Ni by a homeomorphism, call it ∂̂i , which sends ∂Bn+1i homeomorphically onto Ci ∪∂i Ni .
Claim. K1 ↪→X ∪∂̂2 Bn+12 ,K2 ↪→X ∪∂̂1 Bn+11 are homotopy equivalences.
Proof. We proceed to check the first inclusion. We will verify the claim by showing that
X∪∂̂2 Bn+12 collapses to a complex which is homeomorphic to the mapping cylinder of the
inclusion map of J1 into A ∪J2 cJ2 with K1 playing the role of the base of the mapping
cylinder. Since A ∪J2 cJ2 strong deformation retracts to J1 by Theorem 8.1, it will follow
from this that X ∪∂̂2 Bn+12 strong deformation retracts to K1 too, thus verifying the claim.
First, note that we can collapse the portion of Bn+12 not meeting X to an interior point
spine from the boundary by the cone structure of the ball leaving cN2 attached to X.
Also, A× 12 is a spine of X. By collapsing along fiber lines, X =N × I ↘N × 12 . Also,
N× 12 ↘A× 12 . So, we can collapseX to (J1×[ 12 ,1])∪(N× 12 )∪(N2×[0, 12 ]). Moreover,
because N2 ↘ K2, there are collapses (from the sides) of cN2 to (cK2 ∪ N2) (in what
was the ball) and, furthermore, of (N2 × [0, 12 ]) to (K2 × [0, 12 ]) (vertically). Finally, the
collapse N × 12 ↘ A× 12 gives rise to a complex which is homeomorphic to the mapping
cylinder described above and strongly deforms to its base, i.e., to K1.
Through the use of the symmetrical argument for K2, K2 →X ∪∂̂1 Bn+11 is a homotopy
equivalence as well.
Remark. By collapsing the mapping cylinders obtained above onto their tops, observe
that X ∪∂̂i Bn+1i has a spine which is homeomorphic to A∪Ji cJi .
Step 2. Constructing a “diagonal” copy of K in ∂X
Let f denote the map f :K→A constructed in Proposition 8.1 with respect to K andA.
Recall that f has the features that fi :K → A ∪Ji cJi is a homotopy equivalence (where
fi(x)= f (x) for x ∈K).
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For this map f , apply Lemma 6.2 to assume the mapping cylinder Mf is embedded
in X with top precisely A × { 12 } and the base in ∂X. Moreover, we can assume that
the base misses N1 ∪ N2 in ∂X by using general position in ∂X and applying general
position in X again to reembed the “fiber-portion” of the mapping cylinder. (In fact, the
only important embedding ingredient of this mapping cylinder is that the base is embedded
in ∂X − (N1 ∪ N2) and the top goes homeomorphically onto A× 12 .) Let K3 denote the
copy of K in ∂X which corresponds to the base of the mapping cylinder and let N3 be a
regular neighborhood of K3 in ∂X which also misses N1 ∪N2.
Then, we notice the following: The inclusion map of K3 into X ∪∂̂2 Bn+12 is homotopic
to the inclusion of J1× 12 into the same space: The inclusion map of K3 can be homotoped
down the fibers of the embedded mapping cylinder, Mf , in X ⊂ X ∪∂̂2 Bn+12 to a map
whose image is contained in A× { 12 }. Since this space has a spine obtained by attaching
cJ2 to A× 12 by the remark in Step 1, the inclusion of K3 into X ∪∂̂2 Bn+12 is homotopic
to the inclusion of J1 × 12 into X ∪∂̂2 Bn+12 (recalling the argument of Proposition 8.1).
The latter inclusion is a homotopy equivalence. Hence, K3 ↪→X ∪∂̂2 Bn+12 is a homotopy
equivalence too.
Similarly, the inclusion of K3 into X∪∂̂1 Bn+11 is a homotopic to the inclusion of J2 × 12
into the same space and, likewise, is a homotopy equivalence.
Furthermore, it follows from the above construction shows K1,K2 are homotopic to the
inclusion of J1 × 12 , J2 × 12 respectively in X, hence in X ∪∂̂2 Bn+12 ,X ∪∂̂1 Bn+11 again
respectively. This observation will be of use to us later.
Step 3. Identifying disjoint spines
By an argument given in Step 1, Σ ≈ Sn. By Step 2, K3 is a copy of K in ∂X with a
regular neighborhood N3 which misses N1 ∪N2. So, we can think of N3 as a subset of Σ
in a natural way. By definition then, Σ − intN3 is homeomorphic to New(K,n). Let M
denote Σ − intN3.
Claim. C1 and C2 are disjoint spines of M .
Remark. It is here that there is a slight strengthening of the output of the Guilbault
theorem. Using the construction techniques of [4], one could proceed to check that
(M− intCi, ∂Ci, ∂M) are h-cobordisms for i = 1,2 when n 7 by use of general position
arguments. This would show that C1,C2 are disjoint pseudospines of M . (Recall that
a compactum C in the interior of a manifold Q is a pseudospine of Q if Q − C ≈
∂Q × [0,1).) Since it is known that an arbitrary neighborhood of a pseudospine of M
contains a spine of M (Lemma 6.1), this would provide disjoint spines when n  7.
However, the above claim will verify that C1,C2 are not only pseudospines of M , but,
in fact, spines of M and works in all dimensions n 6.
Proof of Claim. It suffices by symmetry to verify that C1 is a spine of M . Let Y =
X∪∂̂2Bn+12 . Then recall that Y is a regular neighborhood of a copy of A∪J2 cJ2 by Step 1.
Let R be a regular neighborhood of J1 × 12 in the interior of Y . Let W = Y − intR. By
Corollary 6.1, (W,∂Y, ∂R) is an h-cobordism. Moreover, the torsion associated with this
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h-cobordism τ (W,∂R) is the torsion τ (Y,R) (by [2, Excision Lemma 20.3]). However,
this torsion is the torsion of the pair (A∪J2 cJ2, J1) [2, Corollary 22.7]. It was noted that the
latter torsion was trivial in the remark following Theorem 8.1. Hence, the PL s-cobordism
Theorem applies as dimW  7 and it follows that W ≈ ∂R× [0,1]. Consequently, W is a
collar on R and Y is a regular neighborhood of J1 × 12 , too.
Since Y is a PL homology cell, attaching a contractible manifold along ∂Y gives
Sn+1. This observation is simply a check that the PL structure of Y is that of a regular
neighborhood of K in Rn+1.
Now, since any two embeddings of K into Rn+1 are isotopic when n+ 1 6 by stable
range results, regular neighborhoods are unique up to homeomorphism there. We will use
this fact to form a preferred model for Y . Let e :K → Rn be an embedding of K in Rn.
Let L = e(K) and let P be a regular neighborhood of L in Rn. Crossing with [0,1]
gives rise to a preferred model Z = P × [0,1]. Hence, we can identify Y with Z via a
homeomorphism h which carries the spine J1 × 12 to the spine of Z, call it J . (So, J ≈K .)
This homeomorphism takes ∂Y to ∂Z.
Note that in ∂Y we have two copies of K , namely K1 and K3, each of whose inclusion
into Y is homotopic to the inclusion of J1 × 12 in Y (Step 2). This data carries over to
Z = h(Y ).
Now the idea is to use the natural product structure in ∂Z between ∂(P × {0}) and
∂(P × {1}) to produce a product structure between h(∂N1) and h(∂N3). To do this note
that there exist homotopies between the inclusion maps of any pair of the four copies of
K we see in ∂Z: h(K1), h(K3),L × {0}, and L × {1} (because each inclusion into Z is
homotopic to the inclusion of the spine J in Z). General position in Z allows us to push
the homotopies between pairs of copies of K into the boundary.
Isotoping a homotopy between h(K1) and L × {0} off of L × {1} rel (h(K1) ∪ L ×
{0}) and applying trivial range results allows us to assume that h(K1) is a spine of
P × {0} ∪∂P×{0} (∂P × [0,1]) using the collar structure on (P − L) × {1}. Moreover,
after isotoping a homotopy between h(K3) and L × {1} rel (h(K3) ∪ L × {1}) off of a
small regular neighborhood Ω of h(K1), trivial range results show that h(K3) is a spine
of ∂Z − Ω . Hence, choosing regular neighborhoods of h(K1) and h(K3) contained in
(h(N1)∩Ω) and h(N3) respectively, we obtain a product structure between the boundaries
of these regular neighborhoods.
Isotopy uniqueness of regular neighborhoods then reveals a product structure between
h(∂N1) and h(∂N3). Applying h−1, we obtain a product structure between ∂N1 and
∂M(= ∂N3) in M − intN1 ⊂ ∂Y showing that C1 is a spine of M as desired.
Symmetry then shows that C2 is also a spine of M and so, M has a pair of disjoint
spines. As M ≈ New(K,n), the theorem is complete.
10. Some 5-dimensional considerations
We now proceed to develop arguments which produce contractible manifolds with
disjoint spines in dimension 5. While many of the underlying ideas and motivations are
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the same as for the n  6 case, one must work slightly harder, mostly because we are no
longer in the trivial range for a 2-complex.
Regarding notation involving expanding and collapsing of polyhedra, we write K↗K ′
to mean that K ′ can be obtained from K by a finite sequence of expansions and collapses.
This situation arises in the 5-dimensional case.
Theorem 10.1. Let K be a finite acyclic 2-complex with nontrivial fundamental group.
Then, New(K,5) has disjoint spines.
Proof. Let K be a finite acyclic 2-complex with 1 0-cell and nontrivial fundamental group.
Let A denote the 3-complex constructed from K as in Theorem 8.1.
Step 1. Geometrical setup
Let N be a regular neighborhood of A in R6 using Theorem 5.2. Regard N as a
handle decomposition with 1 handle for each cell of A. Then, the 0, 1, and 2 handles
form a 6-dimensional regular neighborhood of the 2-skeleton A(2) of A. Since regular
neighborhoods of A(2) are unique up to isotopy in R6 by trivial range results, we
can regard the regular neighborhood of A(2) formed from the r-handles with r  2 as
standard. Denote this regular neighborhood by N(2). Then, embed A(2) in R5 and let
P denote a regular neighborhood of the image. Let Z = P × I . Then, Z ≈ N(2). In
particular, we see copies of A(2) in the 0 and 1 levels of Z which then ∂N(2) under some
homeomorphism.
Now, N consists of some 3-handles attached to N(2). Since the attaching spheres of
these 3-handles are 2-dimensional, general position in ∂N(2) allows us to isotope the
attaching maps of the 3-handles off of the two disjoint copies of A(2) in ∂N(2). Now,
attach new 3-handles to N(2) in this fashion. Using the mapping cylinder notion of
a regular neighborhood, observe that by collapsing the 3-handles onto their cores and
collapsing the mapping cylinder N(2) as much as possible, the resulting manifold X is
a regular neighborhood of a 3-complex, call it A′, whose 2-skeleton is precisely A(2).
Moreover, X ≈N as we have simply isotoped attaching maps of the 3-handles. It follows
from simple-homotopy theory that X N rel (N(2)) by collapsing the 3-handles of X
onto their cores, homotoping the attaching maps of these 3-cells to those of N (with
the 3-handles of N collapsed to their cores), and rethickening to obtain N . The useful
feature of this is that A′ ↗ X  N ↘ A rel A(2). We shall return to this observation
shortly.
For now, identify copies of K , say K1 and K2 in ∂X so that if r : ∂X→ A′ is the map
with X identified with Mr , r|K1 :K1 →A′ takes K1 homeomorphically onto J1 ⊂A(2) ⊂
A′ in the natural way. Similarly, choose K2 so that r takes K2 homeomorphically onto
J2 ⊂ A′. Finally, choose regular neighborhoods N1 and N2 of K1 and K2, respectively, in
∂X which each miss the attaching regions of all of the 3-handles. (So, N1,N2 are actually
regular neighborhoods of K1 and K2 in ∂N(2)).
Removing int(N1 ∪N2) from ∂X and replacing by contractible manifolds C1,C2 along
their boundaries (as in the n  6 case) gives rise to a 6-dimensional PL homology cell
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whose boundary is simply connected and, hence, is I 6 by the PL Poincaré Theorem. Let
Σ = (∂X − int(N1 ∪N2)) ∪∂ (C1 ∪ C2) (where ∂i : ∂Ci → ∂Ni is the identification map
on the boundaries and ∂ is the union of the maps ∂1 and ∂2). So, Σ ≈ S5.
Let B6i be a 6-ball attached to X along Ni . Let ∂̂i : ∂B
6
i →X ∪∂i Ci be an attaching map
for B6i for i = 1,2
Claim. K1 ↪→X ∪∂̂2 Bn+12 ,K2 ↪→X ∪∂̂1 Bn+11 are homotopy equivalences.
Proof. By collapsing the 3-handles onto their cores and using the mapping cylinder feature
of the regular neighborhood N(2), one checks that X ∪∂̂2 B62 PL collapses to a complex
homeomorphic with the mapping cylinder of the inclusion of J1 into A′ ∪J2 cJ2 with
the role of the base being played by K1. Since the inclusion of J1 in A is a simple-
homotopy equivalence and A  A′ rel (J1 ∪ J2), so is the inclusion of J1 into A′.
Consequently:
(1) K1 ↪→X ∪∂̂2 B62 is a homotopy equivalence as claimed.
(2) The inclusion of J1 into X ∪∂̂2 B62 is a homotopy equivalence as well (by collapsing
the mapping cylinder onto its top).
The symmetrical argument for K2 shows that:
(1) K2 ↪→X ∪∂̂1 B61 is also a homotopy equivalence.
(2) The inclusion of J2 into X ∪∂̂1 B61 is a homotopy equivalence as well.
Step 2. Constructing a “diagonal” copy of K in ∂X
The techniques used to produce a map f :K → A in Proposition 8.1 with the feature
that fi :K→A∪Ji cJi defined by fi(x)= f (x) for x ∈K is a homotopy equivalence for
i = 1,2 may be used equally well to produce a map f ′ :K→A′ so that f ′i :K→A′ ∪Ji cJi
defined by f ′i (x) = f ′(x) for x ∈ K is a homotopy equivalence for i = 1,2. The key
elements used in the proof of Proposition 8.1 were that A consisted of J1 ∨ J2 together
with some attached 2 and 3-cells and that A ∪Ji cJi strongly deformed to cJi′ (where
i ′ = 1 if i = 2, i ′ = 2 if i = 1). These features are preserved in passing from A to A′.
Hence, we can obtain a map f ′ with the desired features in a likewise manner.
With this map in hand, we apply the techniques of Lemma 6.2 to try to embed Mf ′ in
X with the base in ∂X missing N1 ∪ N2 and with the top precisely A′. The last general
position application in the lemma fails to provide an embedding of Mf on the fiber-portion
of the mapping cylinder for dimensional reasons now; however, the rest of the argument
goes through to provide a map g :Mf ′ → X with the features that the top of Mf ′ goes
homeomorphically onto A′ and the base is embedded in ∂X and misses N1 ∪N2 there. (It
was mentioned in Step 2 of Theorem 9.1 that this was really all that was needed there as
well.) Let K3 denote the copy of K in ∂X which corresponds to the base of the mapped-
in mapping cylinder. Let N3 be a regular neighborhood of K3 in ∂X which also misses
N1 ∪N2.
Then, as Σ ≈ S5, we can think of K3 as embedded in Σ in a natural way. From this
construction, it follows that the inclusion K3 ↪→ X ∪∂̂1 B61 is a homotopy equivalence as
is the inclusion K3 ↪→X ∪∂̂2 B62 (by homotoping the inclusion map of K3 down the fibers
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of the (singular) mapping cylinder and using the fact that A′ ∪Ji cJi deforms to Ji′ where
i ′ = 1 if i = 2 and i ′ = 2 if i = 1 again). In point, the feature that we utilize is not just
that the inclusion of K3 into X ∪∂̂i B6i is a homotopy equivalence, but the inclusion is
homotopic to the inclusion of Ji′ into the same space. Note that also Ki′ ↪→ X ∪∂̂i B6i is
homotopic to the inclusion of Ji′ by our construction techniques. We will make use of these
facts shortly.
Step 3. Identifying disjoint spines
By Steps 1 and 2, Σ − intN3 ≈ New(K,5). Let M denote Σ − intN3. The claim is that
C1 and C2 are disjoint pseudospines of M . It suffices by symmetry to observe that C1 is a
pseudospine of M .
Let Y = X ∪∂̂2 Bn+12 . Then recall that Y is a regular neighborhood of a copy of
A′ ∪J2 cJ2 by Step 1. Let R be a regular neighborhood of J1 ⊂A′ in the interior of Y . Let
W = Y − intR. By Theorem 6.2, (W,∂Y, ∂R) is an h-cobordism. Moreover, the torsion
associated with this h-cobordism, τ (W,∂R), is the torsion of the pair (A′ ∪J2 cJ2, J1),
that is, τ (A′ ∪J2 cJ2, J1). Because we have already observed that A A′ rel (J1 ∪ J2)
and because τ (A ∪J2 cJ2, J1) = 0, it follows that τ (A′ ∪J2 cJ2, J1) = 0 as well. Hence,
the PL s-cobordism theorem applies (as dimY = 6) to show that Y is, in fact, a regular
neighborhood of J1 in R6.
Because J1 is 2-dimensional, we can use trivial range results again to see that Y is
homeomorphic to P × I where P is some regular neighborhood of an embedding of K
in R5. The hypotheses of Theorem 6.2 applied to K1,K3 in ∂Y are met and we obtain
an h-cobordism (Y − intN1 − intN3, ∂N1, ∂N3). In particular, then, (Y − intN3)−N1 ≈
∂N3 × [0,1). Hence, M −C1 ≈ ∂M × [0,1). So, C1 is a pseudospine of M . Then, C2 is a
pseudospine of M as well by a symmetrical argument. Hence, M contains a pair of disjoint
pseudospines. The result is completed by using the fact that an arbitrary neighborhood of
a pseudospine contains an actual spine (Lemma 6.1).
11. Some final considerations
After obtaining examples in dimensions n 5, we finish with a natural conjecture which
arises concerning disjoint spines in the stable range for Newman Manifolds.
Conjecture. If K is a finite, acyclic, non-simply connected, k-complex, then New(K,n)
contains a pair of disjoint spines if n 2k + 1.
Of course other issues exist as well. While great effort has been expended in producing
examples of compact, contractible manifolds containing disjoint spines, a subtle issue
remains open.
Question. Does there exist a contractible manifold which does not have disjoint spines?
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