This paper discusses phylogenetic reticulation using linguistic data from the Automated Similarity Judgment Program or ASJP Wichmann et al., 2010a) . It contributes methodologically to the examination of two measures of reticulation in distance-based phylogenetic data, specifically the δ score of Holland et al. (2002) and the more recent Q-residuals of Gray et al. (2010) . It is shown that the δ score is a more adequate measure of reticulation. Our empirical analyses examine possible correlations between δ and (a) the size (number of languages), (b) age, and (c) heterogeneity of language groups, (d) linguistic isolation of individual languages within their respective phylogenies, and (e) the status of speech forms as dialects or recently emerged languages. Among these, only (d) is significantly correlated with δ. Our interpretation is that δ is a realistic measure of reticulation and sensitive to effects of socio-historical events such as language extinction. Finally, we correlate average δ scores for different language families with the goodness of fit between ASJP and expert classifications, showing that the δ scores explain much of the variance.
Introduction
In this paper we are interested in the causes and consequences of phylogenetic reticulation. Reticulation within phylogenies is known to occur among biological lineages and can be defined as the amalgamation of previously separate branches of a phylogenetic tree. In biology, reticulation is usually produced by horizontal gene transfer and by hybridization. Moreover, reticulation can be induced in estimated phylogenies by several additional factors including reversal, convergent evolution (homoplasy), and coding or sampling errors. Some but not all of these phenomena have clear analogues in the linguistic evolution of lexical and phonological features, which are the kinds of features we are drawing upon here. Horizontal transfer (diffusion) is known to occur for all aspects of language structure, including, of course, lexical items (Haspelmath and Tadmor, 2009) . Even the lexical items pertaining to the well-known Swadesh list, which are often considered to not be frequently borrowed, have a borrowing rate exceeding 8 % in at least one large sample of languages . The lexical analogue to reversal would be the loss and subsequent reappearance of a vocabulary item, a phenomenon which is at best marginal. Homoplasy most frequently occurs as similar but independent phonological changes. These may pose difficulties for the historical linguist, who often has to refer to experience or intuition in order to decide whether such changes are in fact independent or whether they are diffused or shared via a common ancestor. Finally, large linguistic databases are prone to coding errors, references to erratic classifications, and misidentification of certain languages, and they often lack some data.
All these problems are potential sources of error that will induce conflicts in phylogenetic signals. For these various reasons we should be surprised if all linguistic phylogenies were completely treelike, and, in fact, they rarely are. Among the various causal factors mentioned, homoplasy, especially, is expected to contribute its portion of noise, but its contribution would be difficult to assess, so we are not going to investigate this factor here. Among potential problems with data, those relating to errors cannot be estimated because the amount of error is unknown. Missing data points, however, are readily identified and their effect will be studied here. Our primary focus is on other possible factors that might affect measures of reticulation in linguistic phylogenies-factors that are directly interesting from the linguist's point of view. Thus, we are going to look at whether the size, age or heterogeneity of a language group influence reticulation; whether dialect chains or recently emerged languages contain more reticulation; and whether isolates within families (i.e., languages having no closer relatives than the protolanguage itself ) are more or less reticulate than languages having diverged from some intermediate language. Finally, we investigate how more versus less reticulate networks produced through a single, consistent method of classification compare with the views of experts working within traditional historical linguistic frameworks.
Phylogenetic networks (Huson et al., 2010) represent a useful visual approach to the discovery of reticulation. Such networks are increasingly used as tools for representing historical relationships among languages even if they are essentially phenetic. That is, they do not actually embody phylogenetic models as such, but are simply tools for visualizing degrees of similarity among languages. Pioneering papers in this area include Forster et al. (1998) , Forster and Toth (2003) , and Bryant et al. (2005) . The more recent widespread use of networks is illustrated in papers on a variety of historical linguistic topics, including the status of creoles , the use of structural features to assess historical relationships (Dunn et al., 2005; Wichmann and Saunders, 2007) , and the classification of individual language groups such as Indo-European (Gray et al., 2010) , Bantu (Holden and Gray, 2006) , Quechuan/Aymaran (McMahon et al., 2005) , Karnic languages of Australia (Bowern, 2010) , and varieties of English (McMahon et al., 2007; Heggarty et al., 2010; Wichmann and Urban, in press) , to name but a few. This recent popularity is in no small measure due to readily available software to produce such networks, primarily SplitsTree (Huson and Bryant, 2006) .
Since networks reveal contradictory phylogenetic signals, they are useful for comparing a situation with much reticulation to one where treelikeness predominates. But, beyond the extreme and obvious situations, networks can pose difficulties for pure, visual interpretation because of the large amount of information they contain. Thus, some non-visual, quantitative way of expressing reticulation associated with taxa, clades or entire families is necessary for moving away from the mainly aesthetic impression to a more principled interpretation of phylogenetic networks. We therefore discuss methods of actually measuring reticulation. Two different reticulation metrics will be treated in some detail, since, with the notable exception of Gray et al. (2010) , such metrics have not yet been applied to linguistic data. Moreover, one of the metricsthe one called Q-residual-has not hitherto been fully described or extensively investigated for its properties.
The empirical data drawn upon in this paper are from the ASJP project. Under the auspices of this project, 40-item word lists have been collected for well over one half of the world's languages. Version 14 of the ASJP database ) is used in all of the present analyses except for one described in Section 4. The word lists are compared by applying a modified version of the Levenshtein distance called LDND (Levenshtein Distance Normalized Divided). To calculate LDND between a pair of lists, 1. the Levenshtein (or edit) distance, LD, is found between words for the same item in the different lists; 2. LD is normalized for word length by dividing the LD by the number of symbols in the longer of the two strings compared, yielding LDN (Levenshtein Distance Normalized); 3. LDN is averaged across items and corrected for chance similarity by dividing the average LDN for words referring to the same concept by the average LDN for word pairs whose members refer to different concepts, yielding LDND.
LDND is described in several papers, including Wichmann et al. (2010a) , where the measure is also tested and discussed in more detail. In the full ASJP database some languages are represented by several lists from different sources or dialects; except in the one analysis in Section 4, a single list is arbitrarily chosen when more than one is available, such that all the lists are identified by different ISO 639-3 codes. Known loanwords are identified in some of the ASJP lists; these are retained in the present analyses to preserve a complete picture of diffusion. Since reticulation reflects deviations from a phylogenetic tree, measures of reticulation presume taxa that are phylogenetically related to each other. Although language families are defined as groups of phylogenetically related languages, their status as true genealogical units remains uncertain for several of the families in compilations such as Ethnologue (Lewis, 2009 ) and the World Atlas of Language Structures (Haspelmath et al., 2005; henceforth WALS) . Examples include large families such as Niger-Congo, Nilo-Saharan, Altaic, and Australian. We try to avoid spurious effects on reticulation induced by the lack of phylogenetic relationship among some of the languages in some families. Consequently, all the analyses except one in Section 4 will draw upon a more recent and conservative classification by Harald Hammarström (personal communication, 2011) . His classification is outlined in the online appendix to Hammarström (2010) , and each of the languages in the ASJP database, starting from Version 14 , is classified according to Hammarström's scheme (which, especially with regard to subclassification of families, is expected to be modified in the future).
Reticulation Metrics
The two reticulation metrics we will review here take distances as input rather than characters (see Wichmann, 2010 for an introduction to this difference). Because our data are distance-based, we exclude from consideration measures of treelikeness that operate on data encoded as characters, such as Pagel's lambda (Pagel, 1999) , or related methods of assessing the validity of a phylogeny, such as the bootstrap (Felsenstein, 1985) or Bayesian posterior probabilities. Both of the metrics to be investigated, δ and Q-residuals, measure reticulation at the level of quartets. A quartet is a set of four taxa pertaining to a given phylogeny. If the matrix of distances among the four taxa can be represented by a tree, such that the distances along the branches (edges) connecting the four languages precisely represent the distances in the matrix, then the matrix is said to be additive. Two examples of additive trees are given in Fig. 1 .
An additive tree satisfies the so-called four-point condition on distances between taxa. We use the notation |…| to indicate the distance between two taxa. There are three ways to partition a quartet into two pairs of taxa: (A, B) and (C, D), (A, C) and (B, D), and (A, D) and (B, C). Each partition corresponds to a sum of two pairwise distances: |AB| + |CD|, |AC| + |BD|, and |AD| + |BC|. The three sums can always be ordered from largest to smallest, for instance:
(1) |AC| + |BD| ≥ |AB| + |CD| ≥ |AD| + |BC| The four-point condition states that the two largest sums must be equal; in other words, if (1) holds, then:
(2) |AC| + |BD| = |AB| + |CD| ≥ |AD| + |BC| The two additive trees in Fig. 1 do in fact satisfy (2). In general, if all the quartets satisfy the four-point condition, then an additive tree will predict all the pairwise distances. If we want to measure the deviation from treelikeness of a quartet we can use the deviation from (2) as our metric. The reticulation measure can be extended to express how well a given taxon fits within a larger network by averaging the measure for all the quartets in which the taxon participates (Holland et al., 2002) , or it can be extended to express how treelike a larger set of taxa is by averaging the measure over all quartets in the set. In the next two sections we will look individually at the two different ways of deriving reticulation measures from deviations from the four-point condition that have so far been proposed. Holland et al. (2002) propose a measure of reticulation called δ. They point out that the pairwise distances in a quartet can always be represented as in Fig. 2 . If we consider the reticulate quartet in Fig. 2 , their measure can simply be expressed as s/l, the shorter side of the box divided by the longer one.
δ
While this is what the measure reduces to, it takes as its point of departure the four-point condition. First, the difference between the largest and the next largest sum of distances is found (i.e., the sums that should have been equal if the four-point condition held), which is (|AC| + |BD|) -(|AB| + |CD|). This is normalized (divided) by (|AC| + |BD|) -(|AD| + |BC|), the largest sum minus the smallest sum. Seeing that this is the same as s/l is easy by substituting the symbols for the lengths (weights) of each edge into the expression. The values of δ range from 0 (where the quartet is additive) to 1 (where s = l). It is worth stressing the fact that the weights of the terminal branches a, b, c, and d do not play a role-or rather, that they cancel out-in the calculation of δ. Holland et al. (2002) define δ in terms of distances, which can be either distances observed in data or distances predicted by a model. The SplitsTree software originally developed by Huson and Bryant (2006) fits a reticulate model like Fig. 2 to a matrix of distance data; version 4.12.3 of the software calculates δ from the distances in the model (an earlier version performed miscalculations). One of the applications, namely the δ-plots of Holland et al. (2002) , is implemented in the ape package (Paradis et al., 2004) Figure 3a is normalized to 0.5).
Q-Residual
Q-residual (henceforth Q-r) is another measure of reticulation, which is briefly described by Gray et al. (2010) . To calculate Q-r, the pairwise distances are first normalized by finding the average of all the distances within the family and then dividing each distance by the average. By analogy with squared error, Q-r is defined for a given quartet as the square of the difference, which should be 0 under the four-point condition; in other words, Q-r is (|AC| + |BD| -|AB| -|CD|)
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, where |AC|, |BD|, etc. are normalized distances. Like δ, Q-r can be calculated either from distances observed in data or from distances predicted by a model. Q-r is affected by the lengths of the terminal branches denoted a, b, c, and d in Fig. 2 . We can verify this through some toy examples given in Fig. 3 . We posit four taxa. In Fig. 3a each is defined by a unique character and, in addition, there is a character by which A and B are similar over against C and D, but also one by which A and C are similar over against B and D-the maximally reticulate situation. The characters are transformed to Hamming distances, giving 3.33 for the average distance and 0.36 for Q-r. We can now add additional length to the branches leading to each individual taxon by positing an additional character for each that is not shared by the others. Then the average distance increases to 5.33 and Q-r diminishes to 0.14.
The dependency on lengths of terminal branches renders Q-r a measure very different from δ. For the latter, the two quartets in Fig. 3 are exactly equally reticulate, with δ = 1 in both cases. In contrast, according to the Q-r measure, the quartet to the left has a reticulation value of 0.36 that is much greater than the value of 0.14 for the quartet to the right. We regard the δ approach as more adequate since the distinctiveness of one or more taxa in relation to the others should not affect the measure. Since Q-r is a new metric, we nevertheless submit it to some further testing, using empirical data. The SplitsTree 4.12.3 implementation of Q-r had an error (confirmed by David Bryant in personal communication, Jan. 16, 2012) , which seems to have carried over to Q-r values reported in Gray et al. (2010) . Values for δ and Q-r cited in the present paper derive from our own software implementations.
Empirical Comparison of δ and Q-r
In Table 1 we provide Spearman rank correlations across families among δ, Q-r, and three variables of primarily methodological interest: N, LDND, and att. N is the total number of languages with different ISO 639-3 codes in the family. LDND is the mean of LDND across all language pairs in the family; this indicates the lexical heterogeneity of the family, given that LDND is high between dissimilar languages and low between similar ones. Finally, att is the mean number of items attested in the lists for languages in the family. The values of δ and Q-r are averaged across all quartets in the family. Spearman correlations are calculated across the 100 Hammarström families with N at least 4, the smallest size for which δ and Q-r are defined. Significance testing for the Spearman correlations was carried out using Algorithm AS 89 (Best and Roberts, 1975) as implemented in R (R Development Core Team, 2011) . The data on which the correlations are based are provided in Table 2 below.
The results in Table 1 show, first, that δ and Q-r are significantly correlated, presumably because of the common elements in their definitions. The other numbers in Table 1 are helpful for deciding which measure of reticulation is better. There is no obvious reason to expect the size or heterogeneity of a language family to influence reticulation. In fact, N is not correlated with either δ or Q-r. LDND is likewise uncorrelated with δ, but in contrast it shows a strong negative correlation with Q-r, so much so that Q-r appears to be as revealing of raw distances between taxa as anything else. The toy example in Section 2.2 (see Fig. 3 ) illustrates how this can come about, i.e., how greater distances among languages will lead to smaller values of Q-r. The significant negative correlation between δ and att shows that reticulation grows with the number of missing items in word lists, which is entirely expected from the greater random variability in lists with fewer items. Again we see a contrast with Q-r, which does not exhibit significance in its sensitivity to the number of attestations, further calling into question its usefulness as a measure of reticulation.
These empirical results, along with the general observations in Section 2.2 above, strongly indicate that δ is more adequate as a measure of reticulation than Q-r. Thus, all claims made in the following about the causes and consequences of linguistic reticulation will be based solely on δ. The influence of the number of attestations shows that for correlations between δ and other factors it would normally be necessary to take this confounding factor into account. Table 2 shows data for the entities correlated in Table 1 : δ, Q-r, LDND, N, and att for Hammarström's families. Also supplied are ages of the individual families. These will be discussed in section 3.1 below. 
Possible Correlates of Reticulation
In the following subsections we investigate whether each of the following properties influences reticulation, as measured by δ: age of families, status of a language as a linguistic isolate within a family, and the participation of a language in a dialect chain or a group of emerging languages.
δ and Family Age
In 2.3 above we found a negative correlation between Q-r and LDND, but no correlation between δ and LDND. The LDND score was measured as an average across all language pairs in each language group. Average LDND partly relates to the age of a family, but also to other factors. If a language group is 'explosive' in the sense that it contains many recently emerged languages, then the average LDND will tend to be low compared to a more 'implosive' group, containing many languages without particularly close relatives. So average LDND does not translate directly into age, and we will therefore take a more direct look at the latter. The hypothesis to be tested is the possibility mentioned by Gray et al. (2010) that families may become more treelike with age as extinction eliminates ambiguous cases. Age is here determined by the method of Holman et al. (2011) : mean LDND is calculated between the highestorder subgroups of a given family and turned into an absolute age estimate using a calibrated logarithmic transformation. In Table 3 we show how δ and Q-r correlate with age across the 100 language families listed in Table 2 . Not surprisingly, the influence of LDND on Q-r is strong enough to permeate the relationship between Q-r and age estimates. The complete absence of a correlation between δ and age is heartening, since it shows δ to not be an artifact of this particular characteristic of a language group (since age and att are uncorrelated, ρ = -.1414, p = .1607, we do not need to control for the effects of the latter).
δ and Phylogenetic Isolation
The idea that treelikeness can arise from language extinction is perhaps attractive enough to warrant further testing. This hypothesis predicts that languages that are isolated within their family, seemingly having descended directly from the root, should be less reticulate. We now test this hypothesis for all languages in the ASJP database (Version 14) that are within-family isolates according to Ethnologue. Languages designated as 'unclassified' within their families are not included in our sample of isolates because their position is uncertain. We use Ethnologue for the internal classification of families since Hammarström's classification is not fully developed in this respect and largely follows Ethnologue. Many of Ethnologue's within-family isolates are probably real isolates without any close relatives whatsoever (e.g., Hatsa and Sandawe, which are both considered to be Khoisan in Ethnologue), and these are inevitably going to show high reticulation. So for family definitions we use the more conservative Hammarström classification. In Table 4 we provide δ for each withinfamily isolate as the average δ of all quartets in which the language participates, so that this score can be compared to the average delta for all quartets in the family, provided in Table 2 . We exclude families where more than half of the members are not further subclassified. We also exclude families where fewer than four ISO 639-3 languages other than isolates are represented in the database, because these families lack quartets without isolates for comparison. As already mentioned in the introduction to this paper, when the ASJP database contains more than one word list for an ISO 639-3 language, one list is arbitrarily chosen for the present study. Word lists in the ASJP database are uniquely identified by ASJP names of languages. In Table 4 we indicate by means of stars preceding the names in the column 'ASJP name' those cases where the language name (= word list) was arbitrarily selected among different representatives of a given ISO 639-3 language. Table 4 also provides a column with the number of attested items in the word lists for each of the isolates. Within-family isolates are more reticulate than the family average in the majority of the cases listed in Table 4 , i.e., in 43 out of a total of 56. A paired t-test across the 56 cases shows that the tendency for within-family isolates to be more reticulate than the family averages is significant (t = 3.5879, p = .0007).
(For this test there is no need to control for att, since the difference in att for isolates and for the families to which they belong is uncorrelated with the difference between δ for isolates and the families to which they belong; ρ = -.0408, p = .7654). Thus, we can reject the hypothesis that within-family isolates, which are likely to be remnants of erstwhile larger groups whose other members became extinct, behave in a more treelike fashion. In fact, the opposite picture appears. Presumably a common way for an isolate to arise is through the extinction of its closest relatives. With the loss of all but one member of a linguistic subgroup, information is also lost about the phylogenetic paths previously linking the language to the larger family network. In the light of these considerations it is not unexpected that within-family isolates should be more reticulate.
δ and Dialects or Emerging Languages
A valid question, complementary to the one posed in the previous section, is whether groups of dialects or emergent languages are more reticulate than languages which are less closely related. We test this in two ways. First, we test whether dialects tend to be more or less reticulate than the common language they represent; next, we test whether groups of emerging languagesi.e., groups of speech varieties that are somewhat more differentiated than dialects-tend to be more or less reticulate than the average of the families to which they belong. Intuitively, if languages are still in the process of splitting up, they may be undergoing mutual borrowing to a larger extent than languages which have been mutually unintelligible for hundreds or thousands of years, and are therefore perhaps expected to be more reticulate. On the other hand, if Atkinson et al. (2008) are correct in claiming that the speed of language change increases when languages split up, then we would perhaps expect emerging languages to be less reticulate. According to the model of Atkinson et al., speakers will enhance the aspects of their speech that are different from the speech of closely related varieties rather than seek to keep their speech similar to that of the neighbors.
For the investigation of whether dialects tend to be more or less reticulate than the language they represent, we sample all the groups of word lists that pertain to the same ISO 639-3 code according to Ethnologue. Although there is of course no commonly accepted definition of a dialect as opposed to a language, we cannot err completely by regarding speech forms pertaining to the same ISO 639-3 code as being dialects of the same language. Ethnologue tends to regard many speech forms considered to be dialects by experts as being distinct languages. So we are not likely to be sampling speech forms that linguists would consider distinct languages when sampling groups of speech forms pertaining to the same ISO 639-3 code. For each such group having 4 or more members we calculate the average δ within the group and compare it to δ for the language as a whole within its family. δ for the 'language as a whole' is, as in the previous section, the average δ for all the quartets within the Hammarström family to which an arbitrary representative of the ISO 639-3 code pertains. Results are shown in Table 5 . This provides the ISO-code ('ISO'), the name of the arbitrary representative in the ASJP database ('name'), the number of members of the ISO-code group ('N '), δ and average number of attested items for the ISO-code group ('δ ISO' and 'att ISO'), and δ and number of attested items for the arbitrary representative within the family ('δ rep' and 'att rep'). The table is ordered alphabetically by ISO-codes. Among the 117 cases in Table 5 , there are 58 cases where the dialect group has a greater mean δ than the language which the dialects represent, and 59 cases where the opposite situation holds. This distribution is maximally balanced, so hypotheses of either more or less reticulation in dialects are both rejected by a paired t-test (t = -.1592, p = .8738). (Before carrying out this test we checked whether attestations could be a confounding factor, but this was not the case, since the difference between δ ISO and δ rep is uncorrelated with the difference between att ISO and att rep; ρ = -.1020, p = .2738).
We now supplement this analysis with one looking at whether emerging languages, i.e., speech forms which are closely related but less similar than dialects, are more or less reticulate than the average for languages within the families to which the emerging languages pertain. In order to draw an appropriate sample uncontaminated by our own biases, we assume that languages grouped in the category 'macrolanguage' in Ethnologue (Lewis, 2009 ) are examples of emerging languages. This assumption is based on the online Ethnologue's definition of macrolanguages as "multiple, closely related individual languages that are deemed in some usage contexts to be a single language."
In Table 6 we present data for all ASJP word lists representing languages that are classified as belonging to macrolanguages. As usual, only one word list is used per ISO 639-3 code, and the family classification is Hammarström's. The first column names the macrolanguage; the second indicates languages represented in the ASJP database (but, for economy of space, gives no details about the exact word lists used); 'n' indicates the number of macrolanguage members in the database; 'N ' indicates the total number of languages in each macrolanguage group. The last four columns give averages of δ and attestations for the macrolanguage representatives and for the family as a whole, respectively. We now determine whether members of macrolanguages tend to be significantly more or less reticulate than their family averages, again using a paired t-test. The result is that there is no significant trend in either direction (t = -1.7879, p = .0808). Since the number of languages in the database (n) is in many cases small, we also tested whether significance could be reached when requiring that n should exceed a certain cut-off point for the data point to be included. It turned out, however, that there is no value of n for which p < .05.
(And, as before, we tested for att as a confounding factor by correlating the difference between delta for macrolanguage and for family with the difference between att for macrolanguage and att for family, not finding a significant correlation: ρ = -.1222, p = .4294). Thus, we conclude that dialects and emerging languages are neither more nor less reticulate than languages at large.
Consequences of Reticulation for Classification
In the beginning of this paper we found δ (Holland et al., 2002) to be a promising measure of reticulation, while Q-r (Gray et al., 2010) looked less promising. In the absence of tests on a wide range of phylogenetic cases across different disciplines, it is possible that δ is more sensitive to artificial effects of distributional aspects of distances in the matrix than to real-world factors inducing conflicts in the phylogenetic signal. Our findings in Sections 2.3 and 3.1, however, strongly suggest that this is not the case: unlike Q-r, δ is not sensitive to the heterogeneity or age of language families, and it is not sensitive to the size of families either. Sensitivity to such factors would indicate a weakness in the measure, since there is no obvious reason why they should influence reticulation. Our subsequent finding that languages which are isolated within their respective phylogenies tend to be more reticulate could potentially be an artifact somehow following from the distribution of linguistic distance values. However, we would then expect the opposite situation, that of dialects or recently emerged languages, to correspond to a smaller amount of reticulation; but we did not find any significant trend in δ values in this situation. These findings alone suggest that δ does seem to be measuring real effects rooted in events involving the social histories of speakers.
There is another completely different line of evidence showing that δ measures real socio-historical processes related to reticulation, while Q-r does not. It is known that classifications of different language families based on distance measures, including the version of the Levenshtein distance (LDND) currently used by ASJP, vary with respect to the degree to which they conform to the classifications of experts (Wichmann et al., 2010a; Huff and Lonsdale, 2011; Pompei et al., 2011; Greenhill, 2011) . Here we are going to present evidence that the performance of ASJP, as measured by the conformity of ASJP classifications for different language families with those of experts, correlates with δ and not with Q-r. The issue here is not to decide which classification is best for each family, something far beyond the scope of this paper. Rather, what we are going to suggest is that differences in classifications should be interpreted as controversies arising from real conflicts in phylogenetic signals, which ultimately have real socio-historical causes.
The best published evaluation of the performance of ASJP classifications to date is that of Pompei et al. (2011) . Wichmann et al. (2010a) and Huff and Lonsdale (2011) use less sophisticated measures of differences between trees. The results of Greenhill (2011) are less useful for present purposes because they are difficult to replicate and evaluate from the available documentation of data and methods, and also because that study is concerned with Austronesian languages only.
Like Wichmann et al. (2010a) and Huff and Lonsdale (2011) , Pompei et al. compare trees derived from ASJP distance measures with the Ethnologue classification, but, as a new feature, they modify the measure of differences between trees to take into account tree resolution. Two measures of distances among trees are used. One is called Generalized Robinson-Foulds (GRF). It counts the nodes in one tree that are not in the other tree and vice versa, but a difference is not counted when a node in one tree introduces a split between taxa whose relationships remain unresolved in the other tree. This takes into account the fact that trees based on distance data like those of ASJP will be almost fully binarya quality for which they should not be punished-while the expert trees of linguistics are often not very resolved. Another measure is the Generalized Quartet Distance (GQD). This counts the number of 'butterflies' not shared by two trees divided by the number of butterflies in the expert tree, in this case that of Ethnologue. A 'butterfly' is defined as a resolved quartet-one that is not starlike (Christiansen et al., 2006) . The GQD, again, avoids punishing a tree to be tested for being more resolved than the tree it is tested against (for more discussion and further refinement of the GQD cf. Walker et al., 2012) .
Thus, in the following our point of departure is the results of Pompei et al. (2011) , but we additionally use two alternative performance measures introduced in Holman et al. (2008) and used again in Wichmann et al. (2010a) . These compare ASJP distances directly to distances derived from the topology of WALS and Ethnologue trees, rather than making indirect comparisons based on ASJP trees that have passed through the filter of a phylogenetic algorithm. The measure of similarity used for comparing ASJP distances to the WALS classification is r, the standard Pearson product-moment correlation (across pairs of languages), where taxonomic distance is defined as 1 for languages in the same genus, and 2 for languages in different genera but the same family. The measure of similarity used for comparing ASJP distances to Ethnologue is the Goodman-Kruskal γ, which is defined as (C-D)/(C+D), where C is the number of concordant comparisons (those ordered in the same direction on both variables), and D is the number of discordant comparisons (those ordered in opposite directions on the two variables). In the present application, one variable is ASJP distance and the other is taxonomic distance in Ethnologue. For the latter, if Ethnologue classifies two languages in the same group and a third language outside that group, then the distance between the first two languages is less than the distance between the first and third languages, and also less than the distance between the second and third languages. γ summarizes the consistency of such distances with ASJP distances. Like other correlation coefficients, γ ranges from -1 to +1, and takes the value 0 if the variables are independent. The fact that γ is usually higher than the Pearson correlation merely reflects the fact that the former ignores ties, which are frequent in taxonomic distances. The reason why two different correlation measures are used is that the WALS classification operates with just two taxonomic levels within families (the language and the genus), which are intended to be comparable across families; in contrast, the Ethnologue classification is more complicated and involves variable numbers of taxonomic levels, which are not intended to be comparable across families or even across branches of the same family.
We first base analyses on the same dataset that Pompei et al. (2011) used, and then repeat them on the most recent published version of the ASJP database, also introducing the additional differences of using Hammarström's family definitions rather than family definitions from WALS (Haspelmath et al., 2005) and basing trees used for the tree comparison scores on NeighborJoining rather than the new algorithm, FastSBiX, which is described in Tria et al. (2010a, b) but not yet implemented in publicly available software.
First, then, in Table 7 we compare δ and Q-r, the two measures of reticulation, with GRF, GQD, r, and γ, the four different measures of comparison between ASJP results and expert classifications. Pompei et al. (2011) use the family definitions of WALS but the internal classification of Ethnologue, so we do the same here. Note that GRF and GQD are measures of mismatches, so they increase with a poorer fit, whereas r and γ increase with a better fit. Pompei et al. tested different methods of deriving a distance measure from string comparisons and also tested different phylogenetic algorithms. The GRF and GQD values cited here are those deriving from the best-performing distance measure, which is the standard LDND normally used within the ASJP project, and from the best-performing phylogenetic algorithm, FastSBiX. Pompei et al. drew upon data from Version 12 of the ASJP Database (Wichmann et al., 2010b) , including the cases of more than one list for a single language, so δ, Q-r, r, and γ are also based on this dataset; the values for r and γ were already given in Wichmann et al. (2010a) , but are repeated here for convenience. The number of word lists available for each language in Version 12 of the ASJP Database is provided both in Wichmann et al. (2010a) and Pompei et al. (2011) and is not repeated here. Only families for which 10 or more word lists were available are reported on here. For families with a single genus, r is not defined and the corresponding cell in the table is therefore blank. There are 49 families with at least 10 lists, of which 33 have at least two genera. Table 8 provides data on correlations between relevant columns of Table 7 . It shows that δ, but not Q-r, correlates highly with all four measures of fit between expert classifications and ASJP classifications. (None of the columns shows a significant correlation with the average number of attestations, absolute values of ρ ranging from .0187 to .2345, and .1048 < p < .9177, so this is not a confounding factor here). We now repeat the exercise using the more recent expanded and corrected version of the database and the conservative family definitions of Hammarström. GRF values are based on our own implementation of the method of Pompei et al. (2011) ; to obtain GQD we use the publicly available qdist software by Thomas Mailund and colleagues.
1 Both programs were tested on the dataset used by Pompei et al. and successfully replicated the results for GRF and GQD that were reported by these authors and cited in Table 7 . Table 10 , which provides the relevant correlations, again shows that δ, but not Q-r, correlates highly with all four measures of fit between expert classifications and ASJP classifications. This time we observe somewhat higher correlations between att and the other variables, so we also provide each of these. The correlation between δ and att is marginally significant, but none of the measures of fit with expert classifications is significantly correlated with att, so att is at most a mildly confounding factor and does not disturb the overall picture of a solid inverse correlation between the performance of ASJP and the amount of reticulation. Thus, when discrepancies between our results and those of experts occur, there is a systematic reason that explains much of the discrepancy, namely conflicting phylogenetic signals in the data. This can now be added to the factor of language family size, which was found to correlate negatively with the fit between ASJP and expert classifications in Wichmann et al. (2010a) , with Pearson's r being -.44 for WALS and -.37 for Ethnologue. These correlations are less strong than the ones for δ reported in the present paper.
One cannot conclude from the correlations between differences in classifications and δ that experts are better at dealing with conflicting phylogenetic signals than ASJP, only that they tend to come up with results differing from those of ASJP when there are such conflicting signals. In some cases experts may have been circumventing conflicting signals by arbitrarily assigning languages to certain groups in the absence of good evidence; in other cases they may have been able to identify the causes for reticulation and, after taking into account laterally transmitted traits such as loanwords and diffused phonological changes, may have been able to successfully classify troublesome languages. The latter is certainly not always the case, however. For many of the language families listed in Tables 7 and 9 , historical linguistic investigations are scant and superficial. The secure identification of diffused traits within the framework of the traditional comparative method requires the linguist to first have worked out sound correspondences and the phonological developments within lexical items from proto-forms to all modern reflexes, since only then is it possible to identify deviations revealing that a given item has been borrowed. The historical linguist does not start out identifying diffused traits; rather, this is something that belongs to the last and most advanced stage of the reconstruction of linguistic history, and for many of the world's language families this advanced level of research has not yet been reached.
It is beyond the scope of this paper to look at individual cases of discrepancies between ASJP and expert classifications, so we must postpone judgment about the performances of the different methods of classification. We are content to have identified a major cause of discrepancies. The sensitivity of ASJP to real conflicting phylogenetic signals originating in real socio-historical events qualifies it as a tool for directly investigating language contact and linguistic diffusion. In the early days of ASJP , automated language classification was envisaged as the major goal. Having shown how extraordinarily informative the measurement of phylogenetic reticulation is, we can now add the investigation of language contact as an additional goal of ASJP.
Conclusions
In this paper we discussed two different measures of reticulation in distancebased phylogenetic data, the δ of Holland et al. (2002) and the more recent Q-residuals of Gray et al. (2010) . The latter shows sensitivity to the lengths of terminal branches of trees, which should not influence a measure of reticulation, since such branch lengths are due to the distinctiveness and age of taxa, not their fit or lack of fit with a phylogeny. This sensitivity causes Qresiduals to strongly correlate with the heterogeneity and age of language families. In contrast, δ shows no such sensitivity. This evidence shows that δ measures reticulation, as it is supposed to, while Q-residuals do not. For these reasons we have preferred to use δ for the empirical analyses presented in the paper.
The empirical analyses were directed at trying to discern phenomena that might cause reticulation to occur and to investigate the relationship between reticulation and the performance of ASJP classifications in comparison to classifications by experts. We found that language group size, heterogeneity, and age did not influence δ. Further findings were that languages which, according to standard classifications, are direct offspring of the ultimate ancestor of the phylogeny tend to be more reticulate, whereas there was no trend in the opposite direction for dialects or emerging languages (as defined by designation with the same ISO 639-3 code or by membership in a so-called 'macrolanguage' in Ethnologue, respectively). Having established that δ is a realistic measure of reticulation, we went on to compare average δ scores for different language families, showing that these scores explain much of the variance found in the goodness of fit between ASJP and expert classifications.
ASJP has emerged as an efficient tool for pinpointing conflicting phylogenetic signals, and it now remains for future studies to look in more detail at the behaviors of individual languages and pieces of data whose accumulated effects have been traced in these statistical summaries. In particular, we will in the future be interested in studying the effects of loanwords.
