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ШТУЧНИЙ ІНТЕЛЕКТ: ТЕОРЕТИЧНІ АСПЕКТИ КРИМІНАЛЬНОЇ 
ВІДПОВІДАЛЬНОСТІ  
Людство стоїть на порозі епохи, коли розширення горизонтів використання шту-
чного інтелекту (далі - ШІ) розвиває нову промислову революцію. Його використання 
неминуче приводить до проблеми етичного вибору, породжує правові питання, що ви-
магають оперативного втручання зі сторони держави. Досягнення у розвитку ШІ мо-
жуть бути використані для вчинення злочинів, в тому числі в сфері інформаційних від-
носин, або сам він може являти безпосередню загрозу охоронюваним правам та закон-
ним інтересам людини, суспільства та держави. Питання відповідальності за дії ШІ, 
який володіє здатністю до самонавчання, який прийняв рішення про вчинення 
дії/бездіяльності, що кваліфікуються як злочин, можливість і доцільність визнання ШІ 
- суб’єктом кримінально-правових правовідносин набуває особливої актуальності. 
За повідомленням видання «Technology Review» вже через 60 років ШІ стане знач-
ною загрозою для людства. До 2022 року він буде мислити приблизно на 10% як люди-
на, до 2040 року – на 50 %, до 2075 року – процеси мислення неможливо буде відрізни-
ти від людських. До таких умовиводів прийшов шведський вчений, професор Оксфорд-
ського університету Н. Бостром (Niklas Boström), який пропонує бути більш обережни-
ми, оскільки вважає його занадто загрозливим для людства (проблемою контролю над 
ШІ займаються у світі приблизно шість дослідників, питаннями його створення – деся-
тки і сотні тисяч) [1]. Такої самої думки дотримується й І. Маск (Elon Musk) [2] – заснов-
ник компаній Tesla і SpaceX. 
До тих пір, поки відповідальність покладається на виробника (розробника) 
та(або) користувача, питання про визначення суб’єкта не викликає складнощів. Але у 
випадку, наприклад, розробки програмного забезпечення з відкритим початковим ко-
дом (коли його розробниками є невизначена кількість осіб) визначити виробника буде 
доволі складно.  
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Набагато більшу кількість проблем і складнощів створює використання ШІ з «са-
мосвідомістю», здатним до самовдосконалення, самозбереження, творчості. Як справе-
дливо, зазначає П.М. Морхат: «Основна складність пов'язана з встановленням причин-
но-наслідкового зв'язку між дією (або бездіяльністю) і його наслідками. У разі, коли 
використання подібних машин призведе до скоєння серйозної помилки, виникає пи-
тання: що саме стало причиною, що сталося: початкова складність обладнання або не-
коректне його програмування і навчання?» [3]. 
Питання про притягнення ШІ до кримінальної відповідальності за вчинення зло-
чину нерозривно пов'язаний з наділенням його правосуб'єктністю. Відзначимо, що в 
правовій науці в даний час по даному питанню ведеться активна дискусія, каталізатором 
якої стало надання громадянства Королівства Саудівської Аравії людиноподібній роботу 
Софії, розробленій фахівцем гонконгської компанії Hanson Robotics Д. Хенсоном [4]. 
Варто відзначити, що в Європейському союзі після ряду трагічних інцидентів із 
застосуванням безпілотних автомобілів стали широко обговорювати можливість наді-
лення роботів правовим статусом і, як наслідок, можливістю залучення електронної 
особи до відповідальності. Так, резолюція Європарламенту разом з рекомендаціями Ко-
місії за цивільно-правовим регулювання в сфері робототехніки від 16 лютого 2017 р. 
«Норми цивільного права про робототехніці» [5] спрямована на регулювання правового 
статусу роботів в суспільстві людей за допомогою наступних дій: створення спеціально-
го європейського агентства з робототехніки і ШІ; розробка нормативного визначення 
розумного автономного робота, а також системи реєстрації для всіх версій роботів разом 
з їх класифікаційної системи; формулювання вимог до розробникам щодо забезпечення 
гарантії для запобігання ризикам; створення нової структури звітності для компаній, що 
використовують роботів або потребують них, яка буде включати інформацію про вплив 
робототехніки та штучного на економічні результати діяльності компанії. 
У зв'язку з цим особливий інтерес представляє описана в Резолюції Європарламе-
нту можливість наділення роботів правовим статусом. Однак необхідно відзначити, що 
правовий статус електронної особи буде значно відрізнятися від статусу фізичної осо-
би. Можна, виділити три ключові підходи до питання правосуб'єктності ШІ: - наділення 
ШІ правосуб'єктністю аналогічно людській; - наділення ШІ правосуб'єктністю, аналогі-
чно правовому статусу юридичної особи; - наділення ШІ новою обмеженою правосуб'-
єктністю [6, с. 593]. 
Ми солідарні з думкою деяких вчених про те, що правосуб'єктність штучного ін-
телекту не може бути прирівняна до людської або до правового статусу юридичної 
особи. Людина, володіючи правовим статусом, діє на підставі розумових процесів, ке-
руючись суб'єктивними переконаннями. За діями юридичної особи також стоять фізи-
чні особи, без яких діяльність юридичної особи неможлива. ШІ, в свою чергу, діє само-
стійно, не володіючи свідомістю або почуттями [6, с. 15]. 
Разом з тим ряд авторів зазначають, що ШІ може бути наділений окремими правами, 
відмінними від прав реальної фізичної особи [7, с. 3; 8, с. 11]. У зазначеному випадку доре-
чно говорити про юридичну фікцію - прийомі, при якому специфічна правосуб'єктність 
ШІ може сприйматися як нестандартне правове становище, відмінне від реальності. 
Однак в рамках існуючої правової системи насправді не у всіх галузях права мож-
ливо наділення ШІ правосуб'єктністю, навіть обмеженою. Так, в рамках вітчизняного 
кримінального законодавства наділення ШІ набором прав і обов'язків і, як наслідок, 
визнання його суб'єктом права неможливо. Відповідно до ст.18 КК України криміналь-
ної відповідальності підлягає тільки фізична особа – людина. Юридичні особи не не-
суть кримінальну відповідальність.  
Незважаючи на бурхливу дискусію, український законодавець поки залишається 
на традиційній позиції особистої кримінальної відповідальності, дотримуючись антро-
поцентриського підходу. Зазначена позиція багато в чому зумовлюється ключовою 
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ознакою суб'єкта - здатністю усвідомлювати фактичний характер і суспільну небезпеку 
своїх дій (бездіяльності) і керувати ними. М.С. Таганцев зазначав, що «поняття злочин-
ного діяння включає в себе два моменти: зовнішній - заборона законом посягання і 
внутрішній - винність або злочинну волю» [9, с. 447].  
Сьогодні в доктрині кримінального права під суб'єктивною стороною прийнято 
розуміти психічну діяльність особи, безпосередньо пов'язану з вчинення злочину. У 
свою чергу, ШІ, позбавлений психіки і свідомості, не можна визнати осудним і усвідом-
люють фактичний характер своїх дій, через що ключовою елемент складу злочину - 
суб'єктивна сторона - стосовно ШІ відсутня, і, як наслідок, відсутній склад злочину. 
Багато зарубіжних дослідників дотримуються аналогічної позиції. Так, Г. Халлеві, 
що підняла питання кримінальної відповідальності ШІ однією з перших серед зарубіж-
них вчених, відзначає, що обов'язковими елементами злочину є злочинна поведінка - 
actus reus і внутрішній (ментальний) елемент - mens rea. Стосовно ШІ встановлення 
ментального елементу неможливо, як результат, неможливо визнання вчинення ШІ 
злочину. В українській кримінально-правовій доктрині такий підхід неможливий через 
обов'язковість наявності чотирьох елементів складу злочину, в тому числі суб'єктивної 
сторони для всіх без винятку злочинів. 
Г. Халлеві справедливо задається питанням застосування до ШІ, який скоїв зло-
чин, заходів кримінальної відповідальності і, як наслідок, досягнення мети криміналь-
ного покарання [10, с. 195]. В свою чергу Т.А. Денисова обґрунтовано зазначає, що ме-
тою кримінального покарання є кінцевий результат, якого прагне досягнути держава 
засобами кримінального та кримінально-виконавчого впливу та являє собою: а) кару 
засудженого; б) виправлення засудженого; в) запобігання вчиненню засудженим ново-
го злочину (спеціальна превенція)); г) запобігання вчиненню злочинів іншими особами 
(загальна превенція) [11, с. 315].  
Необхідно підкреслити, що лише виходячи із сутності та змісту покарання ми мо-
жемо встановити його кінцеві цілі, досягнення яких так прагне держава, коли встанов-
лює кримінальну відповідальність, засуджує винного до тієї чи іншої міри покарання та 
реалізує цю міру [12, с. 103-106]. 
Розкривши зміст мети кримінального покарання нами вбачаються обґрунтовані 
сумніви щодо ефективності застосування до ШІ традиційних видів кримінальних пока-
рань, таких як штраф або позбавлення волі з метою перевиховання «штучного інте-
лект-злочинця». 
Однак деякі західні вчені-юристи дотримуються думки про необхідність залучення 
роботів і ШІ до кримінальної відповідальності. З їх точки зору, для ШІ слід передбачити 
спеціальні види покарання, такі як деактивация, перепрограмування або наділення стату-
сом злочинця, яке буде служити попередженням для всіх учасників правовідносин [13]. 
Аналогічної думки дотримується і Ф.В. Ужов, який вважає, що «перевиховання» ШІ 
«може бути реалізовано тільки шляхом його повного перепрограмування, що можна в 
певному сенсі порівняти з лоботомією по відношенню до людини. Тобто - абсолютне і 
ймовірно незворотню зміну властивостей ШІ. Другий шлях - це утилізація машини. Пи-
тання про першорядності і превалювання того чи іншого методу окремий і повинен об-
говорюватися в рамках оцінки цінності машини, кількості «помилок», скоєних нею, 
можливості достатньо «безболісно» прибрати пов'язані з цими помилками огріхи тех-
нічним шляхом і т.ін.» [14]. 
У свою чергу, ми солідарні з І.В. Понкіним і О.І. Редькіною в тому, що «правове за-
безпечення ШІ має розвиватися послідовно (хоча й інтенсивно), з урахуванням попере-
днього дослідження всіх ризиків, які можливо припустити на сучасному етапі розвитку 
технологій, і специфіки використання ШІ в різних сферах життя. При цьому істотно ва-
жливо, необхідно забезпечити баланс між інтересами суспільства і окремих індивідів, в 
тому числі безпеку і необхідність розвитку інновацій в інтересах суспільства» [15]. 
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У найближчій перспективі стрімкий розвиток ШІ «зажадає перегляду галузей і інсти-
тутів права (режим правової відповідальності, режим оподаткування, регулювання підко-
нтрольності та підзвітності, регулювання прав інтелектуальної власності, режим «елект-
ронної комерції» (в частині функціонування торговельних ботів) і багато ін.)» [16]. 
Таким чином, в найближчій перспективі (орієнтовно 10-15 років) темпи розвитку 
систем і пристроїв з ШІ викличуть потребу в тотальному перегляді всіх галузей права. 
Зокрема, глибокої переробки піддадуться інститути інтелектуальної власності, режим 
оподаткування та ін., що в кінцевому рахунку призведе до необхідності дозволу конце-
птуальної проблеми наділення автономного ШІ набором певних прав і обов'язків. 
На наш погляд, оптимальним бачиться наділення ШІ обмеженою правосуб'єктніс-
тю (за допомогою застосування юридичної фікції) в частині наділення автономного ШІ 
обов'язком нести відповідальність за завдану шкоду та негативні наслідки. 
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