To simulate traveling-wave tubes (TWTs) in time domain and more generally the wave-particle interaction in vacuum devices, we developed the DIscrete MOdel with HAmiltonian approach (dimoha) as an alternative to current particle-in-cell (PIC) and frequency approaches. Indeed, it is based on a longitudinal N -body Hamiltonian approach satisfying Maxwell's equations. Advantages of dimoha comprise: (i) it allows arbitrary waveform (not just field envelope), including continuous waveform (CW), multiple carriers or digital modulations (shift keying); (ii) the algorithm is much faster than PIC codes thanks to a field discretization allowing a drastic degree-of-freedom reduction, along with a robust symplectic integrator; (iii) it supports any periodic slow-wave structure design such as helix or folded waveguides; (iv) it reproduces harmonic generation, reflection, oscillation and distortion phenomena; (v) it handles nonlinear dynamics, including intermodulations, trapping and chaos. dimoha accuracy is assessed by comparing it against measurements from a commercial Ku-band tapered helix TWT and against simulations from a sub-THz folded waveguide TWT with a staggered double-grating slow-wave structure. The algorithm is also tested for multiple-carriers simulations with success. PACS numbers: 45.20.Jj (Lagrangian and hamiltonian mechanics), 52.40.Mj (Particle beam interaction in plasmas), 84.40.Fe (Microwave tubes)
I. INTRODUCTION
Nowadays, simulating traveling-wave tubes [1] (TWTs) is still a challenge due to the large number of parameters involved and because, in nonlinear regime, the large power of high frequency TWTs and their broad band spectrum generate critical instabilities. The physical process at the heart of the device is the wave-particle interaction, whereby electrons transfer their momentum to amplify telecommunication signals, as, e.g., an inverse Landau damping: synchronization [2] occurs when the phase velocity of the wave (determined by the tube geometry) is close to the particles speed. Currently, to model the propagating wave interacting with the beam, two kinds of numerical approaches are used: time domain and frequency (steady-state) domain modeling. The first kind allows, in principle, to investigate the majority of TWT problems such as reflections, oscillations, harmonic and intermodulation generations, multi-frequency signals. But its main drawbacks are the computation size and duration. This is especially true when studying oscillations and intermodulations that require strong resolution in time to be accurate. Generally, time domain codes are based on three-dimensional * Electronic address: damien.minenna@univ-amu.fr (3D) meshes (thousands to millions of points) based on Maxwell's equations such as particle-in-cell (PIC) codes relying on kinetic (e.g. Vlasov) equations (like cst [3, 4] , karat [5] or mafia [6] ). To reduce the computational costs, one can use specialized frequency (harmonic or steady-state) models (like mvtrad [7] , christine [8] or bwis [9] ) which rely on reduction models such as equivalent circuits envelope models.
We propose a third option, using an N -body (a.k.a. many body) description [10] [11] [12] to design a specialized theory in time domain and large-signal regime as an alternative to both PIC and frequency approaches. By nature, this description is deemed slower and computationally far more expensive than PIC since all particles should be considered. For periodic structures, we overcome this slowness thanks to a drastic degrees-of-freedom (dof) reduction [10-13] (Kuznetsov's discrete model). The reduction is extreme (∼ 100 000 dofs for space TWTs) compared to finite difference techniques in PIC codes that often involve several millions of dofs to reach the same accuracy. Moreover, our approach is one-dimensional (1D), while generally time domain codes require simulating the whole slow-wave structure (SWS) of the tube in 3D. Therefore, the model consistency and conservation properties are more easily achieved. This model reduction is combined with the N -body hamiltonian approach [10, 12] leading to a better control on conservation properties, including Poincaré-Cartan invariants (dynamics geometry) Figure 1 . Process workflow of dimoha. The algorithm is divided in three parts: (i) the pre-processing to compute cold-field parameters; (ii) the time integrator; (iii) the postprocessing (not shown) that performs diagnostics and computes the RF power. Inputs and outputs are listed in Table I . [14] . From this, we built a symplectic [15, 16] algorithm dimoha (DIscrete MOdel with HAmiltonian approach), enabling us to increase the numerical time step without incurring too much error on results. To assess its validity, we compare this algorithm with measurements from a commercial 140W Ku-band tapered helix TWT and with simulations from a sub-THz staggered TWT. This paper is dedicated to presenting our algorithm, its capacities and some results obtained with it. However, to keep the paper short and focus on results, we defer the overview of the underlying theory to a forthcoming report.
II. THE ALGORITHM

A. Algorithm description
The current version of dimoha is developed jointly between Aix-Marseille Université-CNRS, Thales AVS/MIS and the Centre National d'Études Spatiales in France. It is written in modern Fortran and parallelised with the Message Passing Intergace (MPI) librairies. dimoha simulates, in 1D, the interaction between electrons and waves in the slow-wave structure (SWS) of industrial TWTs.
In time domain, a comparison with mvtrad [7] (a 2.5D frequency-domain (field) particle-in-cell (beam) code specialized for helix TWT) has already shown [12] perfect agreement at power saturation, in nonlinear regime (trapping), in the middle of the transmission band of a basic tube without taper nor attenuators, using a preliminary version of our algorithm. The novelty, here, is that we adapted the model to take into account non-periodic structure (taper) and attenuators that are major compo- nents of industrial TWTs. The main vocation of dimoha is to provide a complete tool that can be used for industrial design and research activities as well as for device assessement by telecom operators.
As shown on Fig. 1 , dimoha is composed of three parts (see Sections III-IV). The first part (pre-processing) computes the cold-field parameters from the tube geometry. The second part (time integrator) is the heart of the algorithm that simulates the wave-electron interaction in the slow-wave structure up to a given time t max . The last part (post-processing) performs final diagnostics after the interaction. The parametric inputs are given by Table I . In continuous wave regime, only the frequency and power of the injected wave are required.
B. The discrete model
Our algorithm dimoha is based on the Kuznetsov discrete model [12, 13, [17] [18] [19] [20] [21] [22] [23] which uses an exact field decomposition for periodic structures for large-signal regimes. The SWS is directed along the z-axis with pitch d and cell index n ∈ Z. We assume the fundamental mode of propagation is dominant, so we neglect other modes. The scalar potential φ sc of the beam space charge satisfies Poisson's equation. Within the discrete model, the RF electric (circuit part) and magnetic fields in the whole structure read
that satisfy Maxwell's equations. V n , I n are the celldiscretized temporal field amplitudes, and E n , H n are the "shape" functions of the fields depending only on the structure geometry (see Eq. (5)). The imaginary number (i) and the sign in −n are technical conventions [12, 13] allowing terms V n , I n , E n , iH n to be real. To compute time variables V n , I n , we need an interaction model like the N -body description [12] (used below) or a fluid model [21] . Since ∇ × A = µ 0 H, we also express the vector potential A = n iI n A −n with the same I n as for the magnetic field (2).
Equations (1)-(2) highlight the interest of the discrete model for dof reduction. Indeed, the time-independent functions E n , H n are given by the SWS geometry. For a space TWT comprising n max = 200 cells, there are only 200 variables V n , I n , so that the field involves only 200 dofs.
Beside the time domain approach, one can use a frequency domain version of Kuznetsov's discrete model [20, 21, 23, 24] in small signal regime. Its validity was assessed [21] by comparing it with Pierce's four-waves theory [25] .
III. INITIALISATION OF COLD-FIELD PARAMETERS
The first part of dimoha computes cold-field (timeindependent) parameters from tube and beam inputs in Table I . Those cold-field parameters, depending on the SWS, can be obtained with a numerical solver or measured.
A. Coupling terms and attenuators
Using the decomposition (1)-(2), we rewrite sourceless Maxwell equations (equivalently Hamilton equations in our formulation [12] ) as
Those equations represent the wave propagation along the SWS behaving as a harmonic oscillators chain. Coupling terms Ω n−n between cells n and n are obtained from the Fourier series of the dispersion relation ω(β) = N ph n=−N ph Ω n e inβd , with β the wavenumber (propagation constant). We take the range of coupling N ph , estimated in [17] , at 5 for helix TWTs and 1 for folded waveguides. To take into account any pitch tapering, coupling terms are recomputed at each different cell. Note that, to compute accurately Ω n , the discrete model requires a broader dispersion relation (e.g. all harmonics) than just the data for the transmission band. This is an advantage since the wave propagation takes into account the whole dispersion relation and not a mere single point at the frequency of interest as for envelope models.
To consider attenuators [17, 18] , we add −α n V n to the right side of Eq. (3). dimoha can process spatially distributed attenuations in tubes. We can either provide in input the coefficients in Np/m or dB/wavelength from the tube permittivity or provide the total transmission loss S 12 from measurements and estimate the average coefficients. For tubes with severs and local attenuators, the α n 's are adjusted consequently.
B. Tube's meshes
The simulation uses two meshes. The position of each cell, spaced by pitch d, is given by z cell . To reproduce accurately the space charge field and the coupling between the field and particles, an adapted mesh z field oversamples the basic mesh by N os points per cell. For TWTs, N os does not need to be large (e.g. N os = 20 in our simulations).
Without beam, Eqs (3)-(4) can be seen as the equations of a harmonic oscillators chain, so an abrupt stop of the SWS at the edge of the tube would lead to a total reflection of the signal. To avoid this, we lengthen the tube and use another coefficient α n that slowly increases when moving away from the physical part (perfectly matched layer (PML) method).
C. Eigenfields
Before computing time-dependent amplitudes, we also need the "shape" basis fields E n , H n , A n . In one dimension, the system is projected along the longitudinal z-axis and we can assume H z,n (z) = 0. For each cell, the on-axis shape fields E z,n for the electric field and A z,n for the vector potential are obtained as E z,n (z) = (2π) −1 π −π E z,β (z) e −inβd d(βd), from their discrete Fourier transforms (or inverse Gel'fand βtransform) E z,β and A z,β = −iE z,β /ω [12] . From the electromagnetic power, those eigenfields are computed as [12, 23] 
where ω the angular frequency, v g = ∂ω ∂β the group velocity and Z c the impedance. To take into account any pitch tapering, eigenfields are recomputed at each different cell. For TWTs, shape fields E z,n , A z,n are similar to cardinal sine functions centered at the n th cell position [17] . In particular, E z,n (z), A z,n (z) are computed for each points of the mesh z field along the whole structure. Those functions are needed to express the coupling with particles in the time integrator. 
D. Beam and space charge
Since RF shape functions A z,n (responsible for the coupling with particles) are continuous and smooth, we can ease the computation by aggregating particles as macroelectrons. In our simulations, each macro-electron (indexed by k) is characterized by its position q k (t) and velocity v k and contributes a source − Ne k iev k A z,n (q k ) to (3) . Their electric charge is e = −I 0 δ/v 0 , with δ their initial spacing and I 0 the cathode current. Even if the relativistic correction is small, we build the model and algorithm with relativistic variables. The initial beam velocity is v 0 = c(1 − (1 − e e V 0 /(m e c 2 )) −2 ) 1/2 , with V 0 the cathode potential, e e the electron charge, m e the electron mass, assuming the initial beam to be a line of equally spaced particles. The mass of macro-electrons is m = m e e/e e . We can also modify the velocity of each macro-electron to generate pulsed emissions or distribution functions like a gaussian beam. As the discrete model decomposes only the circuit part of fields, it misses the space charge field. For N e macroelectrons, the axial space-charge field in one dimension E sc (q k ) = − Ne k =k ∂ z φ sc (q k − q k ) follows Rowe's model [17, 26] 
with K = 2e/(π 0 b 2 ) < 0, for a cylindrical beam with radius b (effects of the helix radius are neglected [26] ), where Q k is the mesh point nearest to q k (t) on the mesh z field . The space charge field E sc is pre-computed before the interaction (the charges and masses of particles are constants). After each displacement of macroelectrons, the space charge force is applied on them with this nearest-meshpoint approximation, allowing to drastically reduce the computational time.
IV. TIME INTEGRATOR AND DIAGNOSTICS
The second and main part of dimoha is the numerical time integrator. The evolution of our system rests on a total hamiltonian [27] initially composed of the electromagnetic term V ( 0 |E| 2 + µ 0 |H| 2 )/2 dV , the particles term k γ k mc 2 (for macro-electrons), with γ k the Lorentz factor, and the space charge term Ne k =k φ sc (q k − q k ) /2. This hamiltonian is re-expressed [12] with the discrete model and projected in 1D along the longitudinal axis. Associated Hamilton's equations
dI n dt = n Ω n−n V n (t) ,
are the evolution equations of our sytem and are solved with our algorithm. The dynamical variables become the amplitudes V n (t), I n (t) of fields and the 1D positions q k (t) and velocities v k (t) of macro-electrons. This dynamics is consistent with Maxwell equations and Lorentz force. Our numerical integrator solves the evolution system from our N -body self-consistent hamiltonian model [12] and provides V n (t), I n (t), q k (t) and v k (t). This evolution is solved from time t = 0 to t max with a given step size ∆t. Typically, t max is set to reach the stabilisation of the signal inside the tube. In continuous waveform (CW) regime, the wave is excited (at prime cell n = 1) at the frequency F by setting V n=1 (t) = U cos(2πF t), with U depending on the input power. To simulate multicarriers, we simply set V n=1 (t) = χ U χ cos(2πF χ t), [11] . Output power at saturation versus frequency. The cathode potential V0 of mvtrad is shifted by a small V h (between 0 to −100 V) to adjust either the power output or the phase shift but not both at the same time. The phase shift of dimoha is identical to measurements (see Fig. 2 ).
with the wanted frequencies and powers. A major advantage of dimoha is that we can inject any wave of interest, e.g. telecom signals with phase shift keying. From our N -body self-consistent hamiltonian model [12] , we built a symplectic integrator solving (7)- (10) . A symplectic transformation [14] , usually associated with Hamilton's principle, preserves areas of the phase space. For numerical simulations, it allows [15] the increase of step size ∆t without inducing too large errors. The algorithm is parallelised to employ multi-processors. This parallelisation is done by dividing spatially the tube between the allocated threads, associating each to a spatial domain with corresponding z thread cell and z thread field . During the time evolution, those threads compute amplitudes V n (t), I n (t) for n ∈ z thread cell and particle motions (coupling + space charge effects) for Q k ∈ z thread field . The last part of dimoha computes the output power, the frequency spectrum of the output field and the distribution functions (velocities, positions) of particles. The electromagnetic power (used in the next section) for a given frequency F is [25] P z = |Ê z | 2 /(2β 2 Z c ), withÊ z the time-Fourier transform of Eq. (1) over a period 1/F .
V. NUMERICAL RESULTS WITH A HELIX TWT
In this section, we perform several comparisons between dimoha and measurements from a commercial 140W Ku-band pitch tapered helix TWT. Power (dBm)
Meas. DIMOHA Figure 4 . Comparison of dimoha (solid black lines) and measurements (dotted red lines) from a 140W Ku-band tapered helix TWT [11] . Output spectrum in two-carriers regime of dimoha (after tmax = 100 ns) and the TWT. Input: F1 = 11.65 GHz and F2 = 11.75 GHz at Pin = −10 dBm. Upper plot: fundamental signal. Lower plot: second harmonic.
A. Power and phase shift
We first compare dimoha with the output power and phase shift from a commercial 140W Ku-band tapered helix TWT [11] . Figure 2 displays the RF output power (AM/AM) and the nonlinear phase shift (AM/PM) at various frequencies. The phase shift in this context is the difference of phase between the input power P in of interest and the input power at −20 dBm under the saturation P in,sat . The horizontal axis reads 10 log 10 (P in /P in,sat ) in dB. Small variations between dimoha and measurements may result from our incomplete management of tube defects (like hot voltage standing-wave ratio VSWR, defect in the beam confinement, and 3D asymmetry), from the beam model or from the violation of periodicity.
With initial spacing δ = 10 −6 m, the model involves approximately 150 000 macro-electrons, leading to a total of 150 000 + 200 dofs. We set t max = 5 ns with step size ∆t = 334 fs. The algorithm takes less than 10 min to reach steady state on a small desktop computer (8 threads with one Intel R Xeon R E5640 at 2.66GHz) and 2 min (32 threads with one Intel R Xeon R Gold 6142 at 2.6GHz) on a cluster [28] , with δ and ∆t small enough to ensure the convergence of the power to ±0.1 W. The parallelisation ensures a good scaling up to 8 processors. This is a significant improvement over the 12 hours needed [3] with cst for a similar tube. Figure 3 displays the saturated output power over the complete tunable range of frequencies for the same Ku-band TWT and shows the comparison with mvtrad (an industrial standard for TWT design). As shown, the cathode potential V 0 of mvtrad is shifted (between 0 to −100 V) to adjust either the power output or the phase shift but not both at the same time. dimoha is almost overlapping with measurements, showing a better accuracy than mvtrad. Ongoing investigations with different TWTs support our claim that dimoha is more accurate than mvtrad. Again, we surmise that small variations of dimoha versus measurements stem from the management of tube defects.
B. Comparison against a frequency code
C. Multiple carriers
dimoha's prime advantage is that it considers the complete fields in time (not just wave envelopes) as well as the electron dynamics (positions and velocities). This enables our algorithm to work in nonlinear regime (trapping, chaos) and to inject any wanted type of wave, like multiple carriers and telecommunication signals. This is achieved by simply modifying V n=1 (t) at the input cell.
We consider a simple two-carrier regime, setting V n=1 (t) = U cos(2πF 1 t) + U cos(2πF 2 t), with F 1 = 11.65 GHz and F 2 = 11.75 GHz, and with the adequate U ensuring P in to be −10 dBm. Figure 4 displays the frequency spectrum at the same Ku-band TWT output. The power at each frequency is computed from the time-Fourier transform of Eq. (1) over t max = 100 ns (minus 5 ns to reach steady state). All intermodulation products are reproduced near the two original carrier waves and their second harmonics. For second harmonics (lower plot), we do not have an accurate calibration of the bench and this TWT is not adapted in this band. The computation time is about 5 h for 100 ns on a small desktop computer with the step size ∆t = 83 fs. Further investigations are in progress for multiple carrier and digital modulations.
VI. FOLDED WAVEGUIDES
Since the theory is valid for any periodic structure, the algorithm is not limited to helix SWS but should handle all slow-wave structures. We propose an example. Ref. [29] provides inputs to model their sub-THz staggered double-grating TWT and includes results, used in Fig. 5 , from 3D electromagnetic PIC codes cst [4] and karat [5] , and their 1D frequency model [29] . Figure 5 displays the comparison between those approaches and dimoha in small signal regime. A truncation of coupling terms Ω n to the nearest neighbour is enough.
The agreement with cst in the middle of the band (200-240 GHz) is great for a computation time about 23 min on a small desktop computer with the step size ∆t = 18 fs. The band edge discrepancies may be due to various reasons. To compute the coupling terms Ω n , the discrete model requires the dispersion relation be- yond the transmission band to be more accurate. Therefore, the data reading from the dispersion relation from Ref. [29] (limited from 177 to 260 GHz) is sensitive to any deviation, especially near the band edge. Moreover, space charge models are different (Ref. [29] considers a rectangular beam and we simulate a cylindrical beam). However, experimental folded waveguides [30] exhibit no peaks near edges. The comparison on Fig. 5 is not meant to explain those discrepancies nor to provide a full analysis of folded waveguides. It rather shows that dimoha is highly flexible [31] and it can handle various geometries in a fraction of the time required for PIC codes. In addition, ongoing analyses are showing an excellent agreement between dimoha and cst for a W-band (92-95 GHz) folded waveguide TWT [32] with a sever.
VII. CONCLUSIONS AND PERSPECTIVES
dimoha is a promising tool, for both industrial and research activities. It also provides a new approach to analyse telecommunications signals for operators. Discrepancies exist between measurements and dimoha. A more complete management of defects and a better space charge model could reduce this. However, our algorithm is more accurate than the frequency domain code mvtrad and is greatly faster than classical time domain PIC codes.
Our algorithm bears five main advantages. It can simulate complex signals like multiple carriers. It is fast and robust. It supports both helix and folded waveguide designs and it should be able to reproduce other kinds of SWS. It reproduces harmonic generation, distortion phenomena and gain. Finally, it can simulate nonlinear dynamics [12] .
We are investigating the cases of multiple carriers and digital modulations. A more accurate version for folded waveguides and a 2.5D or 3D version of dimoha are under consideration.
