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Introduction
In this paper, we study the global structure of positive solutions of periodic boundary value problems (PBVPs) ⎧ ⎨ ⎩ -u (t) + q(t)u(t) = λh(t)f (u(t)), t ∈ (0, 2π),
where q ∈ C([0, 2π], [0, ∞)) with q ≡ 0, f ∈ C(R, R), λ is a parameter, and h ∈ C[0, 2π] satisfies the following condition: (F1) There exist x 1 , x 2 , . . . , x 2n ∈ [0, 2π] with x 1 < x 2 < · · · < x 2n such that h(t) > 0 on (x 2i-1 , x 2i ), and h(t) < 0 on [0, 2π]\[x 2i-1 , x 2i ], i = 1, . . . , n. In the recent years, PBVPs have been studied by many authors; see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and the references therein. In particular, we refer to the papers of J. R. Graef et al. [1] and Hao et al. [2] . In these works, the authors established some results of existence and multiplicity of positive solutions for problem (1.1) with sign-definite weight, and, in general, the main tool in the proofs is the fixed point index theory in cones. Clearly, this theory is no longer available if the weight function changes its sign. However, to our knowledge, problem (1.1) with sign-changing weight, in spite of its simple looking structure, is considered as a hard problem in the literature due to the lack of any a priori estimate over the set of possible periodic solutions. In order to overcome this difficulty, Ma et al. [3] used a different method, so-called bifurcation; their results extend and improve the corresponding results of [1, 2] .
Recently, there has been a lot of works concerning superlinear/sublinear problems with sign-changing weight, we refer the reader to [4, 5] and the references therein. In [5] , by using Leray-Schauder degree theory, Hakl and Zamora established efficient conditions to guarantee the existence of a T-periodic solution to the second order differential equation
where h ∈ L(R/TZ) and h(·) changes its sign, andh :
nonincreasing function with a strong singularity at zero, i.e.,
It is worth noting that they cannot obtain three positive solutions, and even cannot guarantee the positivity of all solutions. Compared with the above works dealing with the study of semilinear problems, Dai et al. [6] studied a unilateral global bifurcation result for a class of quasilinear PBVPs
3)
rameter. By virtue of bifurcation techniques, they established some results of existence of one-sign solutions for problem (1.3) according to the asymptotic behavior of f at 0 and ∞. However, the sublinear and superlinear conditions imposed on the nonlinearities only deduce a relatively simple "shape of the component", and they provided no information on at least two direction turns of the connected component. Recently, there has been a result about one-dimensional p-Laplacian problem by Sim and Tanaka [14] :
where p > 1, λ > 0 is a parameter and the weight function h satisfies:
. Based upon bifurcation method, they showed that (1.4) has three positive solutions suggesting suitable conditions on the weight function and nonlinearity.
Motivated by these studies, we are interested in investigating the shape of unbounded continua of solutions. Moreover, we show the existence and multiplicity of positive solutions with respect to parameter λ by figuring the shape of continua of solutions, and especially, we obtain the existence of three positive solutions for λ being in a certain interval.
Throughout the paper, we always suppose that f satisfies the following signum condition:
Clearly, (H0) implies f (0) = 0, hence, u = 0 is always the solution of problem (1.1). In order to study the global bifurcation phenomena of problem (1.1), we must consider the following eigenvalue problem:
(1.5)
In 1997, Constantin [7] proved that problem (1.5) possesses two infinite sequences of eigenvalues 
where φ is the positive eigenfunction corresponding to λ 
(H4) There exists β > 0 such that
where h + (t) := max{h(t), 0};
where
It is easy to find that if (H1) holds, then
Moreover, if (1.6) and (H2) hold, then there exists N > 0 such that 
Remark 1.2 Condition (F1)
implies that the weight function h has n positive humps separated by n + 1 negative ones. Clearly, when n = 1, our condition (F1) will reduce to (A1). Moreover, we do not require that the mean value of h is definite.
An outline of the work is as follows. In Sect. 2, we show global bifurcation phenomena from the trivial branch with the rightward direction near the initial point. Section 3 is devoted to showing the change of direction of bifurcation and to completing the proof of Theorem 1.1.
Preliminaries and rightward bifurcation
In this section, we state some preliminary results and show global bifurcation phenomena from the trivial branch with the rightward direction.
Let G(t, s) be the Green's function of the homogeneous PBVPs
From Theorem 2.5 of [10] , we know that
and
Letζ (u) = max 0≤s≤u |ζ (s)|, thenζ is nondecreasing and
Let us consider
as a bifurcation problem from the trivial solution u ≡ 0. Equation (2.3) can be converted to the equivalent equation
Further we note that
G(t, s)h(s)ξ u(s) ds
By an argument similar to proving [6, Theorem 4.3] with obvious changes, we may obtain the following result. 
where v ∈ {+, -}. essary, we have that {v n } uniformly converges to a limit v ∈ E with v = 1, and we again denote by {v n } the subsequence. For every (λ n , u n ), we have
Dividing both sides of (2.4) by u n , we get
Since u n (s) → 0 for all s ∈ [0, 2π], we conclude that
Lebesgue's dominated convergence theorem shows that
G(t, s)h(s)v(s) ds
for each fixed t ∈ [0, 2π], which means that v is a nontrivial solution of (1.5) with λ = λ + 0 , and hence v ≡ φ.
Next, we give an important lemma which will be used later. 
h(t) φ(t)
2+α dt > 0.
Proof Multiplying the equation of (1.5) by φ α+1 and integrating it over [0, 2π], we obtain
Lemma 2.4
Assume that (F1), (H1), and (H2) hold. Let C + be as in Lemma 2.1. Then (λ, u) ∈ C + and |λ -
Proof We divide the proof into two steps.
Step 1: We show that for (λ, u) ∈ C + satisfying |λ -
Assume to the contrary that there exists a sequence {(λ n , u n )} ⊂ C + such that λ n → that is,
Lebesgue's dominated convergence theorem, condition (H1), and Lemma 2.3 imply that
This contradicts λ n <
Step 2: We show that for all (λ, u) ∈ C + and |λ -
, we have λ >
F(λ, u) := -u + q(t)u -λh(t)f (u).
Obviously,
and F u , F λ , F λu are continuous, 
Since F λu ( 
By this fact together with (1.5), we have
and accordingly,
We may assume that
. We only need to work for the function g| I 0 . By simple computation, we get
Here, g (s) to the derivative of g(s). Moreover, γ (·) is a continuous function with γ (0) = 0, γ (0) = 0, these together with c n > 0 and lim n→∞ c n = 0 imply
that is,
i.e.,
From (H1), we have that there exists N * > 0, ∀n ≥ N * ,
and subsequently,
However, this contradicts (2.9).
Second turn of component and proof of Theorem 1.1
In this section, we show that there is a direction turn of the bifurcation under condition (H3), and accordingly we finish the proof of Theorem 1.1. Proof By Rolle's theorem, there exists η ∈ (0, 2π) such that u (η) = 0. Integrating the equation of (1.1) over [η, x], we have
Recalling (1.7) for some N > 0, we get
.
Proof By Rolle's theorem, there exists η ∈ (0, 2π) such that u (η) = 0. For every t ∈ [0, 2π], we have
, that is,
On the other hand,
Lemma 3.3
Let J ⊆ (0, β] be a compact interval. Assume that (F1) and (H5) hold. Let (λ, u) be a positive solution of (1.1) with λ ∈ J, u > 0. Then
Proof We claim that if (λ, u) is a positive solution of (1.1) with u ∞ = 2s 0 , then
Assume to the contrary that there exists (μ n , u n ), a solution of problem (1.1), such that
Since u n is bounded in C 2 [0, 2π], after taking a subsequence if necessary, we have {u n } uniformly converges to a limitû with û ∞ = 2s 0 andû(t * ) = 0,û (t * ) = 0 for some t * ∈ [0, 2π]. From Lemma 4.7 of [6] , we know that u(t) ≡ 0, t ∈ [0, 2π]. This is a contradiction. Let ω(u) be the amplitude of the solution u. Combining this with Lemma 3.2, we have
Here,
By simple computation, we get
Since for any function a(x), b(x), we have
Combining this with (H5), we have
Therefore, the claim is proved.
Lemma 3.4
Assume that (F1) and (H4) hold. Let u be a positive solution of (1.1) with u ∞ = u(t 0 ), then for every λ > β, we have
and t 0 ∈ (x 2i 0 -1 , x 2i 0 ) for some i 0 ∈ {1, 2, . . . , n}.
Proof Since -u (t) = (λh(t)
Note that condition (F1) implies that u (t) is decreasing on -1 , x 2i ) . Therefore, t 0 must be in (x 2i 0 -1 , x 2i 0 ) for some i 0 ∈ {1, 2, . . . , n}.
In fact, assume on the contrary that
Since f (u(t 0 )) > 0, h(t 0 ) < 0, and λ > 0, we have that the right-hand side is negative. However, q(t 0 )u(t 0 ) ≥ 0 and u (t 0 ) ≤ 0 imply that the left-hand side is nonnegative. This is a contradiction. Therefore,
where σ ∈ (0, 1 2 ) is a parameter,
Here κ = 80π 2
(1-σ ) 2 + 2.
Let λ + 0 (σ ) be the first positive eigenvalue corresponding to the linear problem , such that min s∈ [2, 4] f (s) s ≥ 80π
2
(1 -σ ) 2 + 2.
Furthermore, the function f satisfies (H1) and (H2). 
