is nonempty. Let f (x) := max i=1,...,p f i (x). Then S = {x ∈ R n : f (x) ≤ 0}. We are interested in the question of whether one can use the residual (constraint violation) at a point x ∈ R n to bound the distance from x to the set S. More precisely, we study if there exist some positive constants c, α, and β such that
where d(x, S) denotes the Euclidean distance between x and the set S and [f (x)] + := max{f (x), 0}. We say that a Hölder-type global error bound holds for the set S if the inequality (1) holds.
The study of error bounds has grown significantly and has found many important applications. In particular, it has been used sensitivity analysis for various problems of mathematical programming (for examples, the variational inequality, the linear and nonlinear complementarity problem, and the 0-1 integer feasibility problem). It has also been used as termination criteria for iterative decent algorithms. For a comprehensive, state of the art survey of the extensive theory and rich applications of error bounds, we refer the readers to the survey of Pang [49] and the references cited therein.
The first error bound result is due to Hoffman [25] . His result deals with the case where the polynomials f 1 , . . . , f p are affine and states that the inequality (1) holds with the exponents α = β = 1. After the work of Hoffman, many people have devoted themselves to the study of global error bound; see, for example, [2] , [31] , [32] , [35] , [42] , [47] , [51] .
In general, without the assumption of convexity, Hölder-type global error bounds are highly unlikely to hold. When the constrained set S defined by some affine functions and a single quadratic polynomial, Luo and Sturm [41] showed that the Hölder-type global error bound (1) holds with the exponents α = 1 2 and β = 1. In particular, a Hölder-type global error bound (with some unknown fractional exponents α and β) was obtained very recently by Hà [24] for a nonlinear inequality defined by a single polynomial (i.e., in the case where p = 1), which is convenient and non-degenerate at infinity (see [33] and Section 2 for precise definitions).
This paper will deal mainly with a class of polynomial maps, which are defined by combinatorial data and are called non-degenerate at infinity. This notion is an adaptation in the real setting of the notion of non-degeneracy in the complex setting given by [29] , [33] . In both real and complex contexts, the class of polynomial maps (with fixed Newton polyhedra), which are non-degenerate at infinity, is generic in the sense that it is an open and dense set. With the definitions in the next section, the main contribution of this paper is the following Hölder-type global error bound with explicit exponents.
Theorem 1 (Compare [24, Theorem C]) Let F := (f 1 , . . . , f p ) : R n → R p , 1 ≤ p ≤ n, be a polynomial map.
Suppose that F is convenient and non-degenerate at infinity. Let f (x) := max i=1,...,p f i (x) and S := {x ∈ R n : f (x) ≤ 0} = ∅. Then there exists a constant c > 0 such that
cd(x, S) ≤ [f (x)]
2 H(2d,n,p)
where d := max i=1,...,p deg f i .
Our result extends the result of [24] , which studies the case p = 1. We also give estimations of the exponents α, β in (1), which has not been done in [24] . In the case p = 1, F = f 1 , the existence of Hölder-type global error bounds follows easily from the existence of the following global Lojasiewicz-type inequality
where Z = F −1 (0). For a system of polynomials which is non-degenerate at infinity, the existence of (3) has been proved by [17] ; however, the existence of Hölder-type global error bounds does not follow directly from (3). Our method is actually different from [24] at the crucial point that we use only the Curve Selection Lemma at infinity (see Lemma 1) as a tool. The reader may find other global versions of this inequality in papers [23] , [26] , [28] .
It is worth notice that error bound results with explicit exponents are indeed important for both theory and applications since they can be used, e.g., to establish explicit convergence rates of the proximal point algorithm as demonstrated in [9] , [37] , [38] .
Note that we do not impose the condition of convexity on the polynomials f i , and their degrees can be arbitrary. Further, by genericity of the condition of non-degeneracy at infinity, the Hölder-type global error bounds hold for almost polynomial maps.
The above Hölder-type global error bound result, together with the Frank-Wolfe type theorem in [16] , suggests that the class of polynomial maps, which are non-degenerate at infinity, may offer an appropriate domain on which the machinery of polynomial optimization works with full efficiency.
Let f : R n → R be a continuous semi-algebraic function. Assume that S := {x ∈ R n : f (x) ≤ 0} = ∅. In order to obtain the main theorem, we have established some intermediate results which are of independent interest. Our principal tool is Curve Selection Lemma at infinity and the proof is closed to [16] , [17] . The sketch of the proof of the main result is as follows.
-First of all, we provide a necessary and sufficient condition for the existence of a Hölder-type global error bound for the set S (Theorem 2).
-Secondly, we show that if f satisfies the Palais-Smale condition at each non-negative value, then f satisfies the above sufficient condition (Theorem 3).
-Thirdly, we show that if f has a good asymptotic behavior at infinity, then a Hölder-type global error bound (with the exponent β = 1) holds for the set S (Theorem 4).
-Finally, we prove that if the map (f 1 , . . . , f p ) : R n → R p is convenient and non-degenerate at infinity, then f (x) := max i=1,...,p f i (x) has a good asymptotic behavior at infinity (Lemma 7). Specifically, we determine explicitly the exponents α and β in the Hölder-type global error bound (1) for such polynomial systems.
The paper is structured as follows. Section 2 presents some backgrounds in the field. A criterion for the existence of a Hölder-type global error bound is given in Section 3. A relation between the PalaisSmale condition and the existence of Hölder-type global error bounds is given in Section 4. In Section 5, we consider goodness at infinity. The Hölder-type global error bound result (Theorem 1) for convenient and non-degenerate polynomial maps will be proven in Section 6. In Section 7, we give some illustrated examples for Theorem 1. Section 8 presents some applications.
Preliminaries

Semi-algebraic geometry
In this subsection, we recall some notions and results of semi-algebraic geometry, which can be found in [5] , [6] , [7] , [18] . Definition 1 (i) A subset of R n is called semi-algebraic if it is a finite union of sets of the form
where all f i are polynomials. (ii) Let A ⊂ R n and B ⊂ R p be semi-algebraic sets. A map F : A → B is said to be semi-algebraic if its graph
We list below some basic properties of semi-algebraic sets and functions.
(i) The class of semi-algebraic sets is closed under Boolean operators, taking Cartesian product, closure and interior.
(ii) A composition of semi-algebraic maps is a semi-algebraic map; the image and preimage of a semi-algebraic set under a semi-algebraic map are semi-algebraic sets;
(iii) If S is a semi-algebraic set, then the distance function
is also semi-algebraic.
We give a version of the Curve Selection Lemma which will be used in the paper. For more details, see [44] , [46] and see [16] for a complete proof.
Lemma 1 (Curve Selection Lemma at infinity) Let A ⊂ R n be a semi-algebraic set, and let F := (f 1 , . . . , f p ) : R n → R p be a semi-algebraic map. Assume that there exists a sequence x k ∈ A such that
Then there exists a smooth semialgebraic curve ϕ : (0, ǫ) → R n such that ϕ(t) ∈ A for all t ∈ (0, ǫ), lim t→0 ϕ(t) = ∞, and lim t→0 F (ϕ(t)) = y.
The following result is useful in the next section (see, e.g., [18] , [43] ).
Lemma 2 (Growth Dichotomy Lemma) Let f : (0, ǫ) → R be a semi-algebraic function with f (t) = 0 for all t ∈ (0, ǫ). Then there exist constants c = 0 and q ∈ Q such that f (t) = ct q + o(t q ) as t → 0 + .
Newton polyhedra
In many problems, the combinatorial informations of polynomial maps are important and can be found in their Newton polyhedra. In this subsection, we recall the definition of Newton polyhedra following Kouchnirenko and Khovanskii (see [33] , [29] ).
Let us begin with some notations which will be used throughout this work. We consider a fixed coordinate system x 1 , . . . , x n ∈ R n . Let J ⊂ {1, . . . , n}, then we define
We denote by R ≥0 the set of non-negative real numbers. We also set
, we denote by x κ the monomial x κ1 1 · · · x κn n and by |κ| the sum κ 1 + · · · + κ n .
Definition 2 A subset Γ ⊂ R n ≥0 is said to be a Newton polyhedron at infinity, if there exists some finite subset A ⊂ Z n ≥0 such that Γ is equal to the convex hull in R n of A ∪ {0}. Hence we say that Γ is the Newton polyhedron at infinity determined by A and we write Γ = Γ (A). We say that a Newton polyhedron at infinity Γ ⊂ R n ≥0 is convenient if it intersects each coordinate axis in a point different from the origin, that is, if for any i ∈ {1, . . . , n} there exists some integer m j > 0 such that m j e j ∈ Γ, where {e 1 , . . . , e n } denotes the canonical basis in R n .
Given a Newton polyhedron at infinity Γ ⊂ R n ≥0 and a vector q ∈ R n , we define
We say that a subset ∆ of Γ is a face of Γ if there exists a vector q ∈ R n such that ∆ = ∆(q, Γ ). The dimension of a face ∆ is defined as the minimum of the dimensions of the affine subspaces containing ∆.
The faces of Γ of dimension 0 are called the vertices of Γ. We denote by Γ ∞ the set of the faces of Γ which do not contain the origin 0 in R n .
Let Γ 1 , . . . , Γ p be a collection of p Newton polyhedra at infinity in R n ≥0 , for some p ≥ 1. The Minkowski sum of Γ 1 , . . . , Γ p is defined as the set
By definition, Γ 1 + · · · + Γ p is again a Newton polyhedron at infinity. Moreover, by applying the definitions given above, it is easy to check that
for all q ∈ R n . As an application of these relations, we obtain the following lemma whose proof can be found in [16] .
Lemma 3 (i)
Assume that Γ is a convenient Newton polyhedron at infinity. Let ∆ be a face of Γ and let q = (q 1 , . . . , q n ) ∈ R n such that ∆ = ∆(q, Γ ). Then the following conditions are equivalent:
(i3) min j=1,...,n q j < 0.
(ii) Assume that Γ 1 , . . . , Γ p are some Newton polyhedra at infinity. Let ∆ be a face of the Minkowski sum
Then the following statements hold:
(ii1) There exists a unique collection of faces ∆ 1 , . . . , ∆ p of Γ 1 , . . . , Γ p , respectively, such that
Let f : R n → R be a polynomial function. Suppose that f is written as f = κ a κ x κ . Then the support of f, denoted by supp(f ), is defined as the set of those κ ∈ Z n ≥0 such that a κ = 0. We denote the set Γ (supp(f )) by Γ (f ). This set will be called the Newton polyhedron at infinity of f. The polynomial f is said to be convenient when Γ (f ) is convenient. If f ≡ 0, then we set Γ (f ) = ∅. Note that, if f is convenient, then for each nonempty subset J of {1, . . . , n}, we have
The Newton boundary at infinity of f , denoted by Γ ∞ (f ), is defined as the set of the faces of Γ (f ) which do not contain the origin 0 in R n .
Let us fix a face ∆ of Γ ∞ (f ). We define the principal part of f at infinity with respect to ∆, denoted by f ∆ , as the sum of those terms a κ x κ such that κ ∈ ∆.
Remark 1 By definition, for each face ∆ of Γ ∞ there exists a vector q = (q 1 , . . . , q n ) ∈ R n with min j=1,...,n q j < 0 such that ∆ = ∆(q, Γ ).
Non-degeneracy at infinity
In [29] (see also [33] ), Khovanskii introduced a condition of non-degeneracy of complex analytic maps
in terms of the Newton polyhedra of the component functions of F. The class of non-degenerate maps is sufficiently large and plays an important role in Singularity Theory and Algebraic Geometry (see, for instance, [1] , [21] , [48] ). We will apply this condition for real polynomial maps. First we need to introduce some notations.
, and we denote by Γ ∞ (F ) the set of faces of Γ (F ) which do not contain the origin 0 in R n . Let ∆ be a face of the Γ (F ). According to Lemma 3, let us consider the decomposition
We say that F is non-degenerate at infinity if and only if for any face ∆ of Γ ∞ (F ) and for all x ∈ (R\{0}) n ,
we have rankM ∆ = p where
. . , f p,∆p ) has the following two remarkable properties:
-The sparsity, which means that the number of monomials in f i,∆i is much less than that in f i . By the Khovanskii's theory of fewnomials, see [30] , working with F ∆ is easier than with F .
-F ∆ is quasi-homogeneous, i.e., there exists a vector q ∈ R n , with min j q j < 0, such that for each
for all t ∈ R, and for all (x 1 , . . . , x n ) ∈ R n , where
These facts, in many contexts, allows us to check easily the non-degenerate condition.
The existence of a Hölder-type global error bound
In this section we give a necessary and sufficient condition for the existence of a Hölder-type global error bound for a semi-algebraic function. This result extends Theorem A of [24] from polynomial functions to semi-algebraic functions.
Let f : R n → R be a continuous semi-algebraic function. Assume that S := {x ∈ R n : f (x) ≤ 0} = ∅.
Theorem 2 With the notations above, the following two statements are equivalent.
(ii) There exist some constants c > 0, α > 0, and β > 0 such that
The proof is essentially the same as the proof of [24, Theorem A] (see also [15, Proposition 3.10] ), in fact, the theorem follows from the next two lemmas that we leave the reader verifying the details.
Lemma 4 (Hölder-type error bound "near to S") The following two statements are equivalent.
(ii) There exist some constants c > 0, δ > 0, and α > 0 such that
Lemma 5 (Hölder-type error bound "far from S") Suppose that for any sequence x k ∈ R n \ S, with
Then there exist some constants c > 0, r > 0, and β > 0 such that
The Palais-Smale condition and Hölder-type global error bounds
The relation between the Palais-Smale condition and the existence of error bounds is well-known, see, for example, [3] , [4] , [14] , [24] , [27] , [34] , [50] . In this part, we describe this relation in a more convenient form for our present purposes.
First of all, we recall the notion of subdifferential-that is, an appropriate multivalued operator playing the role of the usual gradient map-which is crucial for our considerations. For nonsmooth analysis we refer to the comprehensive texts [12] , [13] , [45] , [52] .
(ii) The limiting subdifferential at x ∈ R n , denoted by ∂f (x), is the set of all cluster points of sequences
Remark 3 It is a well-known result of variational analysis that∂f (x) (and a fortiori ∂f (x)) is not empty in a dense subset of the domain of f (see [52] , for example).
Definition 5 Using the limiting subdifferential ∂f, we define the nonsmooth slope of f by
By definition, m f (x) = +∞ whenever ∂f (x) = ∅.
Remark 4 (i) If the function f is of class C 1 , the above notion coincides with the usual concept of gradient;
that is, ∂f (x) =∂f (x) = {∇f (x)}, and hence m f (x) = ∇f (x) .
(ii) By Tarski-Seidenberg Theorem (see [5] , [7] ), it is not hard to show that if the function f is semialgebraic then so is m f .
Definition 6
Given a continuous function f : R n → R and a real number t, we say that f satisfies the Palais-Smale condition at the level t, if every sequence
as k → ∞ possesses a convergence subsequence.
The following result extends [24, Theorem B] from polynomial functions to semi-algebraic functions.
If f satisfies the Palais-Smale condition at each level t ≥ 0, then there exist some constants c > 0, α > 0, and β > 0 such that
Proof The proof is similar to that of [24, Theorem B] . However, instead of using the Ekeland Variational Principle [19] , we use a version of the variational principle of Borwein and Preiss (see [10] , [13, Theorem
4.2]).
It is sufficient to show that the condition (i) in Theorem 2 holds. We proceed by the method of contradiction.
We first assume that there exist a number δ > 0 and a sequence x k ∈ R n \ S, with x k → ∞, such that
Let us consider the continuous semi-algebraic function
Clearly, inf 
and such that the function
is minimized over R n at y k . We deduce from the above inequalities that
which yields that lim k→∞ y k = ∞ and
Hence,
In particular, we have f
By letting k tend to infinity, we obtain
So, f does not satisfy the Palais-Smale condition at the value t = 0, and a contradiction follows.
We next suppose that there exist a number M > 0 and a sequence
Again, we see that inf x∈R n f + (x) = 0. We now apply the Minimization Principle [13, Theorem 4.2] to the function f + with data
and having the property that the function
has a unique minimum at y k . We deduce from the above inequalities that
which yields lim k→∞ d(y k , S) = ∞. In particular, we get y k ∈ R n \ S and y k → ∞.
By an argument as above, we can easily deduce again that
Hence, by passing to subsequences if necessary, we may assume that there exists the limit t := lim k→∞ f (y k ). Therefore f does not satisfy the Palais-Smale condition at t, which is a contradiction. The proof of Theorem 3 is complete.
Goodness at infinity and Hölder-type global error bounds
The aim of this section is to establish a Hölder-type global error bound (with the exponent β = 1) for continuous semi-algebraic functions which have good asymptotic behavior at infinity. Let f : R n → R be a continuous function. For x ∈ R n , set f + (x) := max{f (x), 0}.
Then f + is also a continuous function. Let us begin with the following definition.
Definition 7 A continuous function f is said to be good at infinity if there exist some constants c > 0 and R > 0 such that +∞) ) and x ≥ R.
The main result of this section is as follows:
Theorem 4 Let f be a continuous semi-algebraic function which is good at infinity. Assume that S := {x ∈ R n : f (x) ≤ 0} = ∅. Then there exist some constants c > 0 and α > 0 such that
Proof Let us consider the continuous semi-algebraic function
Since f is good at infinity, there exist some constants c 1 > 0 and R > 0 such that +∞) ) and x ≥ R.
Thanks to the classical Lojasiewicz inequality [26] , [39] , there are constants c 2 > 0 and α > 0 such that
Let x ∈ R n be such that x ∈ f + −1 ((0, +∞)) and x > R. By 
We have the following remark. Suppose that f + (u(s)) > 0 and u(s) ≥ R for all s ∈ [t 1 , t 2 ], for some 0 ≤ t 1 < t 2 . It follows from the relations (4) and (6) that
Hence the curve u has finite length, and so it is bounded. In view of [8, Theomrem 4.5], there exists the limit a := lim s→∞ f (u(s)). In addition, we have m f (a) = 0. Let t := inf{s : u(s) > R}.
There are two cases to be considered.
Since m f (a) = 0, it follows from the inequality (4) that f + (a) = 0. Therefore, by (7), we obtain
Case 2: t < ∞
We have u(t) = R. Then it follows from (4), (5) and (7) that
In summary, in both cases, we have
where c := min{c 1 , c 2 } > 0. This, together with (5), implies the required result.
We deduce immediately the following corollary from the proof of Theorem 4 (see also [53, Theorem 3.1] ).
Corollary 1 Let f be a continuous semi-algebraic function. Suppose that S := {x ∈ R n : f (x) ≤ 0} = ∅ and there exists a constant c > 0 such that
Then the following linear global error bound holds
Let A ∈ R n×n be a nonzero symmetric matrix. It is well-known that A has n real eigenvalues λ i , i = 1, . . . , n. Then we make use of the following notation
The following result gives a Hölder-type global error bound result for the zero set of a single quadratic function.
where A ∈ R n×n is a nonzero symmetric matrix, b is a vector in R n and c is a real number. Letx ∈ R n be such that ∇f (x) = Ax + b = 0.
Then we have for all x ∈ R n ,
Proof We first show the following gradient inequality (see [20, Property 6] ):
Indeed, by the assumption, we have b = −Ax. This implies that ∇f (x) = Ax + b = A(x −x) and
On the other hand, since the matrix A is symmetric, A has n real eigenvalues λ i , i = 1, . . . , n. Then we can write
where R ∈ R n×n is a suitable orthonormal matrix, and λ i , i = 1, . . . , κ, is the nonzero eigenvalues of A.
Now let x ∈ R n and set z := R T (x −x) ∈ R n . We have
which implies the gradient inequality.
We now consider the continuous semi-algebraic function g : for any x with g(x) > 0. This, together with Corollary 1, implies the desired result.
Remark 5
Recall that the authors of [41] (see also [15] ) established the following Hölder-type global error bound result for the zero set of a single quadratic function f : There exists some constant c > 0 such that
However, neither result gives any clue for computing the constant c in general.
Proof of the main result
The following lemmas are crucially used in the proof of Theorem 1.
is a continuous function and
where
Proof The statement is a consequence of [45, Theorem 3.46(ii)] (cf. also [52, Exercise 8.31] ).
Lemma 7
Under the assumptions of Theorem 1, there exist some constants c > 0 and R > 0 such that
In particular, the function f is good at infinity.
Proof Suppose that by contradiction there exists a sequence {x
By definition, there exists a sequence
Since the number of subsets of {1, . . . , p} is finite, by taking subsequences if necessary, we may assume that the set I(x k ) is stable, i.e., there existsĨ ⊆ {1, . . . , p} such thatĨ = I(x k ) for all k. We remark that the function m f (x) is semi-algebraic. By Lemma 6 and by applying Curve Selection Lemma at infinity (Lemma 1) with the following setup: the set
which is a semi-algebraic set, the sequence (x k , λ k ) ∈ A which tends to infinity as k → ∞, and the semi-algebraic function x → m f (x), it follows that there exist a smooth semi-algebraic curve ϕ(t) := (ϕ 1 (t), . . . , ϕ n (t)) and some smooth semi-algebraic functions λ i (t), i ∈Ĩ, for 0 < t ≪ 1, such that (a) lim t→0 ϕ(t) = ∞; (b) f i (ϕ(t)) = f (ϕ(t)) for i ∈Ĩ, and f i (ϕ(t)) < f (ϕ(t)) for i ∈Ĩ;
(c) λ i (t) ≥ 0 for all i ∈Ĩ, and i∈Ĩ λ i (t) = 1.
Let J := {j : ϕ j ≡ 0}. By Condition (a), J = ∅. In view of Growth Dichotomy Lemma (Lemma 2), for j ∈ J, we can expand the coordinate ϕ j in terms of the parameter: say ϕ j (t) = x 0 j t qj + higher order terms in t, where x 0 j = 0. From Condition (a), we get q j * := min j∈J q j < 0 for some j * ∈ J. Note that ϕ(t) = ct qj * + o(t qj * ) as t → 0, for some c > 0.
Since f i is convenient, Γ (f i ) ∩ R J = ∅. Let d i be the minimal value of the linear function j∈J q j κ j on Γ (f i ) ∩ R J , and let ∆ i be the (unique) maximal face of Γ (f i ) ∩ R J where the linear function takes this value.
Since f i is convenient, d i < 0 and ∆ i is a face of Γ ∞ (f i ). Note that f i,∆i does not dependent on x j for all j ∈ J. By a direct calculation, then 
It implies that
where ℓ := min i∈I (d i + θ i ) and
Case 1: ℓ ≤ q j * := min j∈J q j
We deduce from Condition (d) that
which yields
because f i,∆i does not dependent on x j for all j ∈ J. It implies easily that
Since the map F = (f 1 , . . . , f p ) is non-degenerate at infinity, there exists an index i 0 ∈ I ′ such that f i0,∆i 0 (x 0 ) = 0. Then, by Condition (b), we have for all i ∈Ĩ,
By taking the derivative in t of the function (f • ϕ)(t), we deduce that
By Condition (c), then
which implies that
for some c ′ > 0. But this inequality contradicts Condition (d) since we know that
Case 2: ℓ > q j * := min j∈J q j It follows from Condition (c) that θ i ≥ 0 for all i ∈ I and θ i = 0 for some i ∈ I. Without lost of generality, we may assume that 1 ∈ I and θ 1 = 0. Since f 1 is convenient, for any j = 1, . . . , n, there exists a natural number m j ≥ 1 such that m j e j ∈ Γ ∞ (f 1 ). Then it is clear that
On the other hand, we have
Since q j * = min j∈J q j < 0, it implies that m j * < 1, which is a contradiction.
Corollary 3 Under the assumptions of Theorem 1, there exist some positive constants c, δ and α such that the following Hölder-type error bound "near to S := {x ∈ R n : m f (x) = 0}" holds
Proof By Lemma 7, there exist some constants c 1 > 0 and R > 0 such that
Hence there is no sequence x k → ∞ such that m f (x) → 0. By Lemma 4, there exist some constants c > 0, δ > 0, and α > 0 such that
Remark 6 Lemma 7 was proved by another method by Hà [24] (see also [11, Proposition 3.4] ) for a single polynomial function; i.e., for the case where p = 1.
Before proving Theorem 1 which establishes that a Hölder-type global error bound holds with an explicit exponent, we recall an error bound result on a bounded region.
Lemma 8 Let S denote the set of x in R n satisfying f 1 (x) ≤ 0, . . . , f p (x) ≤ 0, where each f i is a real polynomial. Let R be a positive number such that S contains an element x with x ≤ R. Then, there exists a constant c > 0 such that
Here
Proof See [36, Corollary 3.8] .
Now, we are in position to finish the proof of Theorem 1.
Proof (Proof of Theorem 1) By Lemma 7, the continuous semi-algebraic function f :
, is good at infinity. Then the proof follows on the same lines as that of Theorem 4, by using the inequality (8) in Lemma 8 instead of the inequality (5). We omit the details.
Remark 7 Theorem 1 was obtained by Hà [24] for a single polynomial function; however, there was no explicit formula given for computing the exponents α and β. Again, the present proof is different from that in the above cited paper.
Examples
In this section, we give some examples which illustrate Theorem 1.
Denote the convex hull of a set of points 0, a 1 , . . . , a m ∈ R n by Γ {a 1 , . . . , a m }.
Example 1 Consider the following polynomial map
Note that f 1 , f 2 are convenient and S is the half-disk {x + y ≤ 0, x 2 + y 2 ≤ 1}. The Newton polyhedra at infinity of f 1 and f 2 , are the triangles Γ (f 1 ) = Γ {(1, 0), (0, 1)} and Γ (f 2 ) = Γ {(2, 0), (0, 2), (0, 0)}, respectively. The Minkowski sum 
and for some c > 0. The exponent α = 1 2 here can be also obtained form [41, Corollary 16.14] by restricting on the case of systems of one linear and one convex quadratic inequality.
In general, it is not easy to verify directly whenever a system of polynomials has Hölder-type global error bounds or not. However, it can be done by checking the condition of non-degeneracy at infinity.
Example 2 Let
We have
Then f 1 , f 2 are convenient and
Hence It is clear that rankM ∆ = 1 when x = y = 0, so the condition of non-degeneracy at infinity is not satisfied.
However, by a small perturbation F ǫ = F + (0, ǫx) = (x 2 − y 2 , x − y + ǫx), for any non-zero small ǫ, we still have Γ ∞ (F ǫ ) = Γ ∞ (F ) and the reader may check that the new polynomial map F ǫ is non-degenerate at infinity. The exponents of the Hölder-type global error bound of F ǫ will be α = 2 2d(12d − 3) n+p−1 = 1 2 × 21 3 and β = 1.
Applications
In this section, we describe various applications of the error bound results obtained in the previous sections.
0 − 1 integer feasibility problem
Let F : R n → R p and g : R n → R be polynomial maps. Consider the following 0−1 integer feasibility problem (see [40] ):
F (x) ≤ 0, g(x) = 0, x i = 0 or 1, i = 1, . . . , n.
Equivalently, we may consider the following system: In fact, this Hölder-type global error bound still holds if F and g are analytic mapping so this generalizes Theorem 5.6 in [40] , which gives a Hölder-type error bound in the compact setting.
Partition problem
The partition problem asks whether an integer sequence a 1 , . . . , a n can be partitioned, i.e., whether there exists x ∈ {±1} n such that n j=1 a j x j = 0. This problem is known to be NP-complete (see [22] ). If the infimum f * of the polynomial f := ( n j=1 a j x j ) 2 + n j=1 (x 2 j − 1) 2 on R n is equal to 0, a global minimizer is ±1-valued and thus provides a partition of the sequence.
We leave the reader verifying that f is convenience and non-degenerate at infinity. It follows from Theorem 1.1 in [16] that f attains its infimum on R n . We have d = 4 and p = 1, so H(2d, n, p) = H(8, n, 1) = 8 (45) n . Assume that f * = 0; then S = {x ∈ R n : f (x) ≤ 0} = {x ∈ R n : f (x) = 0} = ∅. By Theorem 1, the following Hölder-type global error bound holds cd(x, S) ≤ [f (x)] 1 8(45) n + f (x) for all x ∈ R n .
