Abstract: Engineering design decision-making often requires estimating system reliability based on component reliability data. Although this data may be scarce, designers frequently have the option to acquire more information by expending resources. Designers thus face the dual questions of deciding how to update their estimates and identifying the most useful way to collect additional information. This paper explores the management of information collection using two approaches: precise Bayesian updating and methods based on imprecise probabilities. Rather than dealing with abstract measures of total uncertainty, we explore the relationships between variance-based sensitivity analysis of the prior and estimates of the posterior mean and variance. By comparing different test plans for a simple parallel-series system with three components, we gain insight into the tradeoffs that occur in managing information collection. Our results show that to consider the range of possible test results is more useful than conducting a variance-based sensitivity analysis.
Introduction
Modelling uncertainty is an important activity in engineering applications. As engineers progress from deterministic approaches to non-deterministic approaches, the question of how to model the uncertainty in the non-deterministic approaches must be answered. Researchers have proposed various methods for modelling and propagating uncertainty, with developing and applying individual methods and others developing philosophical debates of the appropriateness of methods. Recently, there is a growing interest in practical comparisons of methods (Oberkampf et al., 2001; Nikolaidis et al., 2004; Soundappan et al., 2004; Aughenbaugh and Paredis, 2006; Hall, 2006; Kokkolaras et al., 2006; Aughenbaugh and Herrmann, 2008; Aughenbaugh and Herrmann, 2009 ).
Most of this work has focused on what we will call the problem solution stage of engineering decisions. In this stage, the engineer makes a decision about a product's design. For example, the engineer determines the dimensions of a component or chooses a particular architecture for the system. This stage follows and is distinct from the problem formulation phase, which includes tasks such as identifying design alternatives, eliciting stakeholder preferences and modelling the state of the world. In this phase, engineers also perform information management; they make decisions about what information to collect, how to collect it and how to process it. For example, the design of experiments falls into this stage. This paper focuses on modelling uncertainty to support information management decisions, with the specific application of a system reliability assessment, as discussed in Section 2.
Managing information collection is related to the concept of the value of information. This concept has been used in the context of engineering design for incorporating the cost of decision-making (Gupta, 1992) , for model selection (Radhakrishnan and McAdams, 2005) and for catalogue design (Bradley and Agogino, 1994) . Some recent work has considered this problem from a frequent updating perspective (Ling et al., 2006) and developed a method for managing multiple sources of information in engineering design using imprecise probabilities (Schlosser and Paredis, 2007) using the principles of information economics (Howard, 1966; Matheson, 1968; Marschak, 1974; Lawrence, 1999) . At a basic level, these principles state that one should explicitly consider the expected net value of information.
Ideally, the value of information would be measured in terms of the value of the final product and the cost of the design process. However, such value and cost models are not always available, particularly early in the design process when the design is only very vaguely defined (Malak Jr. et al., 2009) . It is thus important to have some statistical metrics for guiding information collection that are independent of the value context of the problem, while still adequately accounting for the information state and the known structure of the system being designed.
This paper presents and demonstrates approaches for evaluating information collection plans using metrics of uncertainty. In addition, we will compare the types of results that these different approaches give. These results can be used as the input to standard approaches for decision-making under uncertainty, including those for determining the economic value of information. The integration with such approaches we leave for future work. Therefore, we will focus on the required methods and demonstrating them with metrics that display the range of results. This paper explores uncertainty metrics for information management by comparing different test plans for a simple parallel-series system with three components, conducting a variance-based sensitivity analysis of the prior, and estimating the posterior mean and variance. Section 2 presents the example problem. Section 3 reviews the precise and imprecise Bayesian statistical models. Section 4 discusses uncertainty metrics. Experimental results are presented and discussed in Section 5. Section 6 gives a general discussion and Section 7 concludes the paper.
Example problem description
We consider the case of a designer who is considering additional testing of key components in a system in order to improve estimates of the system reliability. From a reliability perspective, the example system can be modelled as the parallel-series system shown in Figure 1 . We assume that the failures of each component are independent events. The designer has some vague prior information about the reliability of each component and hopes that additional testing will refine the estimate of system reliability. It will be convenient to frame things in terms of failure probability instead of reliability. A component i with reliability i R has a failure probability of 1
Let θ be the failure probability of the system, which is the parameter of interest. Ideally, the designer would have enough data to make a precise assessment of A P , B P and C P , such as ' 0.05
' and could calculate θ precisely. However, there are practical reasons why the designer cannot or is unwilling to make a precise assessment despite holding some initial beliefs about failure probabilities (Weber, 1987; Coolen, 2004; Groen and Mosleh, 2005; Malak Jr. et al., 2009 ).
The mathematical model for the reliability of the system shown in Figure 1 follows.
We consider the case in which only component testing is feasible. Since testing requires resources, it is not reasonable to test every component a large number of times. In this work, we consider the number of tests as a surrogate for the cost of testing, which is reasonable if all tests require roughly the same amount of resources. The designer's information management problem is to decide which components to test in order to reduce the uncertainty of the system reliability estimate.
Formalisms for modelling uncertainty
In this paper we will compare the precise Bayesian and the imprecise beta model approaches for updating reliability assessments. Some introductory material is provided here. For complete discussion, see the cited references and the discussion in Herrmann (2008, 2009 ).
Precise Bayesian
The Bayesian approach (e.g. Box and Tiao, 1973; Berger, 1985) provides a way to combine existing knowledge and new knowledge into a single estimate by using Bayes's Theorem. One requirement of Bayesian analysis is a prior distribution that will be updated. The objective selection of a prior distribution in the absence of relevant prior information is a topic of extensive debate. However, in many engineering problems, designers have prior information such as data and experience from similar systems. The Bayesian approach allows this information to be included in the analysis. The form of the prior is often restricted for computational reasons to conjugate distributions, in which case the posterior distribution has the same type (e.g. Gaussian) as the prior. For the binomial experiments considered in this example, it is convenient to model the unknown failure probabilities A P , B P and C P with beta distribution. If the prior distribution is . Consequently, the update involves only addition and subtraction, an enormous computational savings over the general case.
Robust Bayesian and imprecise probabilities approaches
Two alternatives to a precise Bayesian approach are the robust Bayesian and imprecise probabilities approaches. The two approaches can be mathematically similar, but they have different motivations.
The robust Bayesian approach addresses the problem of lack of confidence in the prior (Berger, 1984; Berger, 1985; Berger, 1993; Insua and Ruggeri, 2000) . The core idea of the approach is to perform a 'what-if' analysis by considering different priors. The analyst considers several reasonable prior distributions and performs the update on each to get a set of posterior distributions. If there is no significant change in the decision solution across these posteriors, then it is robust to the selection of the prior.
This analysis is not possible with a single prior. For example, many Bayesians propose a uniform distribution when there is no prior information. This confounds two information scenarios: first, that nothing is known; second, that all failure probabilities between 0 and 1 are equally likely, which is actually substantial information.
In a large engineering project in which many individuals are cooperating concurrently, this is an important distinction. For example, suppose that one engineer (Designer A) has stated that two values for a system input are equally likely. Later in the design process, Designer B is working on a component that is very sensitive to this input. To Designer B, the following scenarios are very different: (1) Designer A narrowed the feasible inputs to these two values but had no further information, so he used a maximum entropy approach and assigned them equal probabilities; (2) Designer A performed a detailed analysis that concluded these two inputs occur with equal frequency of 0.5.
In the first scenario, it could be valuable for Designer B to collect additional information about the relative likelihoods of the two inputs before making expensive design modifications to accommodate both equally. In the second scenario, this analysis has already been completed. However, the mathematical representation-the precise probabilities-makes no distinction. This hinders information management decisions. The Robust Bayesian approach affords the design team the opportunity to make different, more appropriate decisions under the two scenarios.
Traditionally, the probability of an event is defined by a single number. However, various researchers find this definition too limiting when there exists incomplete or conflicting information. They have proposed theories of imprecise probabilities in which probabilities can be intervals or sets (Dempster, 1967; Shafer, 1976; Walley, 1991; Weichselberger, 2000) or alternatives to probability (Dubois and Prade, 1988) . Imprecise probabilities have been considered in design decisions and set-based design Malak Jr. et al., 2009) and in reliability analysis (Coolen, 1994; Coolen, 2004; Utkin, 2004a; Utkin, 2004b) . For the problem of updating beliefs, imprecise probability theory essentially allows prior and posterior beliefs to be expressed as sets of density functions.
The admissibility of imprecision in beliefs is the primary difference in motivation between imprecise probabilities and robust Bayesian approaches. The imprecise probability view is that the analyst's beliefs can be imprecise whereas the robust Bayesian view is that there exists a single prior that captures the analyst's true beliefs perfectly, although it may be hard to identify this distribution in practice. Either motivation can lead to the consideration of sets of priors and posteriors.
For this problem, it is convenient to use the Imprecise Beta Model (IBM) (Walley, 1991; Walley et al., 1996) . The IBM is a special case of imprecise probabilities. The motivation for its use is analogous to the precise Bayesian practice of using a conjugate distribution to simplify computations, even though some expressivity is lost. Improvements to the IBM have been suggested (Coolen, 1994) , and non-parametric methods are also available (Coolen, 1998; Coolen-Schrijner and Coolen, 2007) . Here, it is consistent to use the IBM to represent both imprecise probability distributions and a set of prior distributions and to apply Bayes's Theorem to update the IBM to determine the set of posterior distributions. However, not all methods for imprecise probabilities are compatible with robust Bayesian techniques.
The IBM re-parameterises the beta distribution so that the density of ( , ) beta s t is as given in Equation (5) (Walley, 1991; Walley et al., 1996) .
To transform this to the standard ( , ) beta α β parameterisation, let 
It should be noted that the two intervals define a superset of the actual posterior region. The true posterior region is found by updating each distribution in the prior set, not by considering the bounds on the parameters.
Metrics of uncertainty
If the designer models the system performance (e.g. system failure probability) as a precise probability distribution, then the mean, variance and other statistics about that distribution are specific numbers for the prior distribution. If n identical tests are conducted, and each test result is a pass or fail, then there are 1 n + possible test results. Characterising the quality of a test plan (which has uncertain outcomes) is a classic problem in decision-making and some decision-makers will want to know the complete distribution of outcomes, some will want the worst-case and others will want the 'average' value of a statistic.
Modelling the system reliability with an imprecise probability distribution introduces an additional complexity: now the mean, variance and other statistics about that distribution are imprecise. If n identical tests are conducted, and each test result is a pass or fail, then there are 1 n + possible imprecise posterior distributions, with the corresponding 1 n + sets of means, 1 n + sets of variances and so on. Characterising any specific result requires some way to describe the set.
For both precise and imprecise priors, we will consider two different strategies. The first is a variance-based sensitivity analysis of the prior distribution, which allows one to ignore the possible test results. The second considers the possible outcomes of a test plan.
Metrics for precise distributions
We will begin by considering the case of precise prior distributions.
Variance-based sensitivity analysis
One can avoid the problem of considering a large number of possible test results by focusing on the current state of information. In variance-based sensitivity analysis, one determines how each input variable contributes to the total system variance (Sobol, 1993; Chan et al., 2000) . The sensitivity of the system performance to an input variable i X is described by the sensitivity index i SV , defined as the ratio of the variance of the conditional expectation for that input to the total variance. A large sensitivity index indicates that reducing the variance of that variable can reduce the system variance relatively more than other variables and it suggests that a test plan should focus on reducing that input variable's variance.
In the case considered here, the failure probabilities of the three components ( A P , B P and C P ) are the input random variables and the failure probability of the system is the system performance (or output random variable). In particular, we can calculate the sensitivity indices for our example system as follows:
Observing mean and variance for different results
The variance of the probability distribution is one measure of uncertainty. In general, a distribution with smaller variance means that there is less uncertainty about the parameter it models. For the problem of test planning, we may hope to conduct tests that will yield a posterior distribution with a variance that is smaller than some threshold. Pham-Gia and Turkann (1992) 
. These can be used to calculate the mean and variance of the system failure probability as discussed in Section 2. Of course, this must be repeated for each of the ( ) ( ) ( )
Metrics of uncertainty for imprecise distributions
One of the motivations for using imprecise probabilities instead of precise probabilities is that they allow the total uncertainty to be captured more adequately by separating imprecision and probability. If the variance generally captures the variability, the natural question follows: how can imprecision be measured? Or more generally, how can we measure the total uncertainty? This issue has been pursued by various authors, as summarised by Klir and Smith (2001) . In short, the search for a single, useful measure of total uncertainty has been largely unsuccessful. We begin our examination of the problem by considering the extension of precise measures to the imprecise case.
Imprecise variance-based sensitivity analysis
Hall (2006) extends variance-based sensitivity analysis to imprecise probability distributions. The generalisation from the precise case is to consider the minimum and maximum sensitivity indices across the set of input distributions. Let F be the set of input distributions (jointly across all inputs). Let , i p SV be the sensitivity to input i given the input distribution p . Then, the bounds are given by:
The difficulty in calculating these is the need to optimise over the set F. In the case considered here, each input distribution p is a joint distribution over the component failure probabilities. Each marginal distribution comes from the imprecise prior distribution for that component. We will use a numerical approach that selects distributions from the set F in the following way. 
This yields 2 e N + values for this parameter. We repeat for the other five parameters.
Then, we take all combinations, which yield ( ) 6 2 e N + joint prior distributions. Due to monotonicity in some aspects of this problem, much of our analysis can be done using just the extreme points. However, for complete results in later analysis, 3 e N = was determined to be adequate for this problem. Increases in e N or the number of components in the system will require a more complex parameter sampling scheme or the use of alternative methods due to the explosion in total number of samples required. However, alternative methods have their own difficulties. For example, probability bounds analysis (Ferson and Tucker, 2006) reduces the computational cost but loses some accuracy due to repeated variables in the problem. The application of imprecise methods to complex problems remains an area of research.
Dispersion of mean and variance
Given an imprecise prior, a specific test result will yield an imprecise posterior distribution. The dispersion of the mean and variance (over the possible test results) is no longer a sequence of points, as in the precise case of Section 4.1.2; it is instead a sequence of sets of mean-variance pairs. Given imprecise priors for the failure probabilities of the three components, we can compare different test plans (e.g. test only Component A or test only Component B) and determine how they affect the dispersion of the mean and variance for all outcomes.
As before, let F be the entire set of prior joint distributions for the component failure probabilities, and consider a test p F x x x n n n ′ ′ ∈ is determined by updating a prior distribution p F ∈ as described in Section 4.1.2. From the posterior, one can calculate the mean and variance of the system failure probability as discussed in Section 2. We will select distributions from F as described in Section 4.2.1.
Imprecision in the mean
A fundamental measure of imprecision is the range of the mean value across the set of probability distributions. For the IBM, this is simply t t − . Each possible result of a test plan that conducts a total of n tests will yield a set F ′ of posterior distributions, and each set has a particular imprecision of the mean associated with it, given by:
In this example, monotonicity in the mean parameter allows simplification to: 
The maximum posterior imprecision over all possible F ′ (that is, over all possible results for this test plan, 0
Given a prior, one can also calculate the expected posterior mean. Let the posterior mean 
Imprecision in the variance
The designer would like the variance to be as small as possible, but the variance for each result is now an interval. One can calculate the minimum and maximum expected variance across all the priors. One can also consider measuring the imprecision using the range of the variance across the set of posterior distributions, which reflects how well the variance is known. Ideally, an analyst would pick a test design that will result in a posterior variance that tends to be low and well known. The posterior imprecision in the variance given a particular result and the maximum imprecision over all results are given in Equations (14) and (15). We approximate each F ′ using the procedure described in Section 4.2.1.
Results
In this paper, we are using component test plans as an example of information collection. A test plan is a particular scheme for evaluating component reliability. For example, one test plan is to sample 6 units of Component A, 4 units of Component B and 2 units of Component C. For brevity in subsequent text, such a test plan will be referred to as [6, 4, 2] . For the example system of Section 2, we now consider specific scenarios for demonstrating the uncertainty metrics described in Section 4.
Scenario 1
In the first scenario, the priors for the failure probability distributions are precise beta distributions. The parameters are shown in Table 1 . Figure 2 shows the dispersion of the posterior mean and variance of the system failure probability distribution for seven different test plans. Although the prior distributions for the failure probabilities for Components A and C are the same, testing Component A (which is essential for system operation and has a much greater sensitivity index) makes 
Scenario 1: observing mean and variance for different results

Scenario 2
In the second scenario, the prior distributions are imprecise (we use the imprecise beta model). The imprecise prior distributions are given in Table 2 . Note that the precise priors given for the first scenario are included in these sets. Table 2 Imprecise priors for Scenario 2 The imprecise variance-based sensitivity analysis yields the results shown in Table 3 . These results suggest that testing Component A and reducing its variance will have the most impact on reducing ( ) V θ . Reducing the variance of Components B and C will have much less impact.
Component
Scenario 2: dispersion of mean and variance
We will consider the same seven test plans used in the previous scenario. In general, a figure showing all of these points (every test result for a large sampling of priors) gets very difficult to display and view due to overlap. Consequently, we have chosen to display only the approximate regions that these points span, as shown in Figures 3 and 4 . While these sets of points generally do not have such smooth boundaries, this approximation is reasonable for the qualitative analysis performed with them. For additional discussion, see Figure 6 in Section 5.3.2. Based on the sensitivity indices, it appears that test plan 1 (12, 0, 0) has the most potential to reduce ( ) is in test plan 1, which limits the reduction of ( ) V θ . Table 4 describes the imprecision of [ ] E θ that can result from the various test plans. In each row, the first column is the test plan. The second column ('Minimum minimum') is the minimum possible mean over all possible distributions and test results. The third column ('Maximum maximum') is the maximum possible mean over all possible distributions and test results. The fourth column ('Minimum average') is the minimum average mean (see Section 4.2.3). The fifth column ('Maximum average') is the maximum-average mean over all the priors. The sixth and seventh columns are different. Here, the imprecision in [ ] E θ is calculated for each possible test result using Equation (11), and the minimum and maximum are taken over the possible test results. Table 4 Posterior mean analysis for scenario 2 not significantly reduce the imprecision, suggesting that the sensitivity index is not a good predictor of which tests will do well on this measure. The greatest potential reduction in imprecision can occur when both A and B are tested equally in test plan 5. V θ , and we see that here in the maximum-maximum variance for test plan 3. Unlike the results for the mean, here we see that testing Component A, as test plans 1, 5 and 6 do, can reduce the minimum-average and maximum-average (compared to the prior) because they substantially reduce ( ) 
Scenario 2: imprecision in the mean
[ ] E θ Imprecision in [ ] E θ Test Design #: { , , }
Scenario 2: imprecision in the variance
Additional scenarios
For the sake of comparison, we now consider two slightly different scenarios (Scenarios 3 and 4) that increase the failure probability of Component C, thus changing the relationship between the components, as shown in Table 6 . Note that the precise case is contained in the imprecise case. We will consider the same seven test plans used in Scenarios 1 and 2.
Scenario 3
For Scenario 3, the variance-based sensitivity analysis gives 0.4814,
Although these results indicate that testing Components A and B will be the most useful, they do not suggest the appropriate allocation between them. By comparison, Figure 5 reveals more about the tradeoffs involved. In agreement with the sensitivity indices, test plan 3 can change the mean very little for any test result, whereas test plans 1, 2 and 5 can change the mean a great deal. However, it also shows the tradeoffs between A and B, suggesting that testing both equally could be better or worse than testing either alone, depending on the actual results and the particular meanvariance tradeoffs preferences of the problem.
Table 6
Priors for Scenarios 3 and 4 
Component
Scenario 4
For Scenario 4, the imprecise variance-based sensitivity analysis yields the results shown in Table 7 . These results also suggest that it is important to test A and B (using the upper bounds), while testing Component C is less important. Note that the maximum for Component C is about the same as the minimum for Component B, but there is additional overlap between A and C. Therefore, it appears that test plans 1 (12, 0, 0), 2 (0, 12, 0), and 5 (6, 6, 0) should have the most potential to reduce ( ) V θ . We begin by examining the dispersion of the mean and variance estimates across all possible experimental results for these three test plans, as shown in Figure 6 . First, we have shown the actual cloud of points for test plan 1 in order to reveal some additional details that were lost in the previous analysis. Here the non-smooth nature of the boundaries is apparent. The cloud of points actually consists of the union of many clusters -one cluster for each possible test result. Unlike the precise case, where each result led to a point in Figure 5 , now each result leads to a set of points that reflect the imprecision in the prior. The bounds on average variance are also interesting. Because testing component B significantly reduces imprecision, plans that test it lead to lower maximum-average variances. However, test plan 4, which also tests component C, has the lowest maximumaverage variance. This provides significantly more insight than the sensitivity values gave.
Discussion
The above results, though for specific scenarios and a specific system design, demonstrate some principles that we believe are generally applicable to the problem of managing information collection activities. First, examining the dispersion of the mean and variance is a useful way to determine the possible outcomes of a test plan. This analysis, which can be done before any tests are performed, can identify those plans that are most likely to reduce system-level variance and have a large impact on system-level mean.
Next, the variance-based sensitivity analysis is not a substitute for looking at the dispersion of the mean and variance, especially in the imprecise scenarios. It does give some prediction into which components should be tested. Because it is computationally less expensive to calculate the sensitivity indices than the potential posteriors across all results, this is important. In particular, testing a component with a high sensitivity index can reduce system-level variance substantially if the number of tests is large enough relative to the s parameter (a small number of tests would not change the componentlevel variance enough if the s parameter is large). However, testing a component with a small sensitivity index may greatly increase system-level variance; only examining the dispersion of the mean and variance can reveal that.
Moreover, the sensitivity indices do not give adequate insight into the impact of test plans that test multiple components. In Scenario 2, the sensitivity indices clearly suggested that testing Components B and C were much less important than testing A. However, as shown in Table 5 , testing both A and B (test plan 5) reduced the maximummaximum posterior variance more than testing both A and C (test plan 6) or testing all three components equally (test plan 4). Test plan 5 also reduces the maximum imprecision in the variance (compared to test plan 6), which means that its worst case result leads to the most information about the variance than any other test's worst case. This is ideal because the variance not only has the smallest maximum but also will be known accurately, whatever the actual result. It should be noted that one could also consider joint sensitivity indices, an analysis that was not performed in this study and should be considered in future work.
A variance-based sensitivity index does not give much insight into how testing that component will affect the imprecision of the system-level mean. The adjustment from the precise sensitivity indices to the imprecise ones is necessary when using imprecise probabilities, but it does not sufficiently capture all important aspects of the imprecision. For example, in Scenario 2, the sensitivity indices clearly suggest that testing Component A is most important. However, test plan 5, which tests both A and B, has the smallest minimum imprecision of the mean.
Testing a component with large imprecision in its mean failure probability is useful because it reduces the component-level imprecision, which reduces the system-level imprecision. However, if the component-level imprecision is low, testing that component may increase the imprecision of the system-level mean and variance if the results contradict the prior information. Again, the dispersion plot will show this potential.
The minimum and maximum-average measures (for system-level mean and variance) are computationally expensive and not very useful. In Scenario 2, they change very little from the values for the prior. Additionally, the minimum-minimum and maximummaximum metrics yield similar rankings to those from the minimum-average and maximum-average respectively.
In this example, many posterior statistics were analytically computable, as shown in Equations (1-4) and Equation (8). In general, the posterior system distribution would need to be calculated using a double-loop Monte Carlo simulation, or a more advanced method (for a summary, see Bruns and Paredis, 2006) . This greatly increases the computational costs over this example. However, having an estimate of the posterior distribution allows one to use other uncertainty metrics, such as the entropy, the Aggregate Uncertainty (Klir and Smith, 2001) , or imprecise posterior breadth measures (Ferson and Tucker, 2006) . Consideration of these metrics is left for future work.
Summary
This paper has presented different uncertainty metrics for evaluation information collection activities and has applied these strategies for evaluating the possible results of component test plans intended to improve system reliability estimates. Our approach is designed for collecting information that will be used to update beliefs that are described using prior distributions for the unknown parameters. The approach here does not apply when maximum likelihood estimators or other estimation techniques will be used. Herrmann (2008, 2009 ) compare different statistical approaches for assessing reliability.
The strategies presented here provide useful information for managing information collection in general and planning reliability tests in particular. In this paper we have not considered specific approaches for making decisions in the presence of uncertainty or estimating the economic value of the information, since these depend on the problem context and the preferences of the decision-maker.
Instead, we considered the variance and imprecision of the posterior distributions more directly. In some cases, this will be sufficient to make a decision. Future work will need to consider how to integrate the approaches presented here with approaches in information economics, decision analysis and optimisation to help one select the best test plan.
