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In this paper we develop some new variational principles for the exit time from a
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1 Introduction
The exit time from a domain of a diffusion has been widely used in applied mathematics
when certain problems are considered as underlying stochastic processes that eventu-
ally will reach(escape) a specific level. It has been used as a model in mathematical
finance(e.g., [18, 22, 23, 25]), and in biology(e.g., [30]). It nevertheless plays an important
role in probability theory. The exit time is the starting point of the study on the ergodicity
[4, 16, 32] as well as can be used to estimate the spectral gap of diffusions [31, 7, 24, 26].
There are many researches on the exit time, such as the distribution of the exit time for
Ornstein-Uhlenbeck processes in [2, 11, 23, 28], on the Laplace transform and exponential
form of the exit time in [3, 5], and on the mean exit time in [12, 17, 20].
On the other hand, there are few researches on the general diffusions, and we study on
the variational principles for the exit time which provides some estimations for the exit
time of the non-symmetric diffusions. There are researches on the variational principles for
the exit time(hitting time) for symmetric Markov processes, see [1] for symmetric Markov
chains and see [20] for symmetric diffusions. Recently, it is established for asymmetric
ergodic Markov chains in [14, 15] by part of the authors in this paper. We continue on
previous study with non-symmetric diffusions.
In Sect.3, we give a general variational principle of bilinear operator (3.1) related to the
Poisson’s equations in (3.2). Then we deduce some new variational principles for the exit
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time from bounded domains such as the mean exit time, Laplace transform of the exit time
and exponential moments of the exit time. Also we generalize those variational principles
to general domain by approximation argument. In Sect.4, we present applications of our
main results such as the comparison theorems according to the growing drift in Sect.4.1,
and the monotonicity law according to the different coefficient matrices in Sect.4.2. We
refer the reader to [15, Sect.3] for similar results of Markov chains. In Sect.5, we present
extensions of our results to ergodic diffusions.
Notation For any k ≥ 0 and domain D ⊂ Rd, let Ck(D) be the space of real functions
on D whose partial derivatives up to order k are continuous and Ck,α(D), α ∈ (0, 1), as
the subspace of Ck(D) consisting of functions whose kth-order partial derivatives are uni-
formly Ho¨lder continuous with exponent α in D. For convenience, set Cα(D) = C0,α(D).
Also we use Ck0 (D) to denote the subspace of C
k(D) with compact support. We use the
notations vol(A) =
∫
A
1 dx for A ⊂ Rd, and A ⋐ D for A,D ⊂ Rd if A is bounded and
A ⊂ D. We use ||v||, v ∈ Rd for the Euclidean norm, and B(n) ⊂ Rd for the open ball of
radius n centered at the origin. Also we denote a ∨ b = max{a, b}.
2 Mathematical setting
Let a(x) = (aij(x))1≤i,j≤d be a strictly positive definite matrix and b(x) = (b1(x), · · · , bd(x))
be a vector on Rd with aij , bi ∈ C1(Rd). Consider the differential operator in divergence
form:
L = ∇ · a∇+ b · ∇. (2.1)
It is well known fact that there exists a unique solution {Px, x ∈ Rd ∪ {∞}} to the mar-
tingale problem for L on Rd, which satisfies strong Markov property and Feller property,
see e.g. [27, Theorem 1.11.1]. We denote by X = (X(t))t≥0 the corresponding diffusion.
A domain D ⊂ Rd is called a Ck,α−boundary if for each x0 ∈ ∂D, there is a ball B
centered at x0 and a one-to-one mapping ψ ∈ Ck,α(B) from B onto a set A ⊂ Rd such
that
ψ(B ∩D) ⊂ {x ∈ Rd : xd > 0}, ψ(B ∩ ∂D) ⊂ {x ∈ R
d : xd = 0}
and ψ−1 ∈ Ck,α(A).
In the rest of this section, denote by D ⊂ Rd a bounded domain with C2,α−boundary
for some α ∈ (0, 1). We assume that L satisfies the following conditions on D:
(A1) aij , bj ∈ C1,α(D);
(A2) v · a(x)v > 0, for all x ∈ D and all v ∈ Rd\{0}.
For D = D ∪ ∂D, consider function spaces
Bα = {u ∈ C
α(D) : u = 0 on ∂D}
with the norm ||u||α;D = supD |u|+ supx,y∈D,x 6=y
|u(x)−u(y)|
|x−y|α
, and
Dα = {u ∈ C
2,α(D) ∩ Bα : Lu = 0 on ∂D}.
Denote by (L˜, D˜α) the formal adjoint of (L,Dα). Then
L˜f = ∇ · (a∇f)− b∇f − div(b)f, for f ∈ D˜α,
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where div(b) =
∑d
i=1 ∂bi/∂xi is the divergence of b. In the literature, the adjoint operator
L˜ plays an important role in some properties of process X , including in terms of spectrum,
exit time, capacity and asymptotic variance, see e.g. [6, 10, 13, 15, 27]. As we see below,
the Poisson’s equations of L and L˜ will be our start point, we will make full use of their
relations.
The following lemma shows the properties of the spectrum of (L,Dα) which comes
from [27, Proposition 3.5.4 and Theorem 3.6.1].
Lemma 2.1. Let D ⊂ Rd be a bounded domain with a C2,α−boundary for some α ∈ (0, 1).
Assume that L is the operator defined in (2.1) satisfying (A1)–(A2) on D. Then
(1) the spectrum of (L,Dα), denoted by σ((L,Dα)), consists only of eigenvalues.
(2) The principle eigenvalue λ0(D) = supRe(σ((L,Dα))) = limt→∞
1
t
log supx∈D Px(τD >
t) where τD := inf{t ≥ 0 : X(t) /∈ D} is the exit time from D for X.
(3) The principle eigenvalue λ0(D) = supRe(σ((L˜, D˜α))),
Our start point is the next lemma which presents the existence of solutions of Poisson’s
equations for L and L˜ by [27, Theorem 3.3.1].
Lemma 2.2. Let D ⊂ Rd be a bounded domain with a C2,α−boundary for some α ∈ (0, 1).
Assume that L is the operator defined in (2.1) satisfying (A1)–(A2) on D. Then for any
β ≥ 0, ξ ∈ Cα(D) and η ∈ C2,α(D), there exist unique solutions uβ, u˜β ∈ C2,α(D) to the
Poisson’s equations respectively:{
(β − L)u = ξ, in D;
u = η, on ∂D,
and
{
(β − L˜)u = ξ, in D;
u = η, on ∂D.
(2.2)
3 Main results
Let D ⊂ Rd be a domain and L be the operator defined in (2.1). For any β ≥ 0, consider
a bilinear operator
E
D
β (f, g) =
∫
D
f(x)
(
(β − L)g
)
(x)dx, for f, g ∈ C20 (D). (3.1)
We first establish a variational principle for Poisson’s equations (2.2) with η = 0 using
(3.1). For the exit time τD = inf{t ≥ 0 : X(t) /∈ D} from D for diffusion X corresponding
to L, we obtain some variational principles for τD, which is our main result in Theorem
3.3. Using approximation argument, we further extend them to arbitrary domains.
Note that we give the explicit condition of domain D in each subsection, and we use
the notation Eβ and τ without D when it is discernible.
3.1 The exit time on smooth bounded domains
In this subsection, we assume that D is a bounded domain with C2,α−boundary on Rd
for some α ∈ (0, 1). For any β ≥ 0 and ξ ∈ Cα(D), we consider the following Poisson’s
equations {
(β − L)u = ξ, in D,
u = 0, on ∂D;
and
{
(β − L˜)u = ξ, in D,
u = 0, on ∂D.
(3.2)
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Let Mδ, δ = 0, 1 be subspaces of C2(D)
Mδ =
{
h ∈ C2(D) :
∫
D
h ξdx = δ, h = 0 on ∂D
}
for δ = 0, 1.
With the help of these function spaces, we present our first main result which provides a
variational principle for equations related to (3.2).
Theorem 3.1. Let D be a bounded domain with C2,α−boundary on Rd for some α ∈ (0, 1).
Assume that L is the operator on D defined in (2.1) satisfying (A1)–(A2) on D. For any
β ≥ 0, denote by uβ, u˜β the solutions of (3.2) respectively. Then
1/Eβ(u˜β, uβ) = inf
f∈M1
sup
g∈M0
Eβ(f − g, f + g). (3.3)
Furthermore, if L is self-adjoint with respect to the Lebesgue measure, i.e., L = L˜, then
1/Eβ(u˜β, uβ) = inf
f∈M1
Eβ(f, f). (3.4)
Proof. By Lemma 2.2, uβ and u˜β are solutions of (3.2) corresponding to L and L˜, re-
spectively, satisfying that
∫
D
u˜β(β − L)uβdx =
∫
D
uβ(β − L˜)u˜βdx. So one can find that
Eβ(u˜β, uβ) =
∫
D
u˜βξdx =
∫
D
uβξdx. (3.5)
For the convenience of the notation, set w := wβ = uβ
( ∫
D
uβξdx
)−1
and w˜ := w˜β =
u˜β
( ∫
D
u˜βξdx
)−1
. Then
w := (w + w˜)/2 ∈M1 and ŵ := (w − w˜)/2 ∈M0.
For any f ∈ M1 and g ∈ M0, let f1 = f − w and g1 = g − ŵ. Then f1, g1 ∈ M0.
Combining this fact with (3.5), we have that
Eβ(w˜, w) = 1/Eβ(u˜β, uβ) ,
Eβ(w˜, g1) =
1
Eβ(u˜β, uβ)
∫
D
g1ξdx = Eβ(g1, w) = 0 , (3.6)
Eβ(w˜, f1) =
1
Eβ(u˜β, uβ)
∫
D
f1ξdx = Eβ(f1, w) = 0.
From (3.6) and the fact that Eβ(g1, g1) ≥ 0,
Eβ(w − g, w + g) = Eβ(w − ŵ − g1, w + ŵ + g1)
= Eβ(w˜, w) + Eβ(w˜, g1)− Eβ(g1, w)− Eβ(g1, g1) ≤ 1/Eβ(u˜β, uβ), (3.7)
and it implies that
1/Eβ(u˜β, uβ) ≥ inf
f∈M1
sup
g∈M0
Eβ(f − g, f + g). (3.8)
Similarly, (3.6) again gives that
Eβ(f − ŵ, f + ŵ) = Eβ(w˜ + f1, w + f1)
= Eβ(w˜, w) + Eβ(w˜, f1) + Eβ(f1, w) + Eβ(f1, f1) ≥ 1/Eβ(u˜β, uβ),
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so that
1/Eβ(u˜β, uβ) ≤ inf
f∈M1
sup
g∈M0
Eβ(f − g, f + g). (3.9)
Combining (3.8)–(3.9), we obtain our first assertion in (3.3). In addition, if L = L˜, for
any g ∈M0, we have
Eβ(f − g, f + g) = Eβ(f, f)− Eβ(g, g) ≤ Eβ(f, f).
Thus we (3.4) follows from (3.3).
Remark 3.2. The idea of the proof of Theorem 3.1 is from [6], which establishes variational
principles of Dirichlet equations for Markov chains, see also [10, 29]. In [13, 15], we gener-
alized the result in [6] to Poisson’s equations with and without boundary(non-boundary)
for positive recurrent Markov chains. Here we extend this argument to diffusions without
recurrence.
Nextly we consider the exit time τ from D for the process X . Let
Nδ =
{
h ∈ C2(D) :
∫
D
hdx = δ, h = 0 on ∂D
}
for δ = 0, 1
by taking ξ = 1 in Mδ. Conisder Poisson’s equations (3.2) with ξ = 1. Then we obtain
the following variational principles for the Laplace transform of the exit time and the
mean exit time.
Theorem 3.3. Assume that L is the operator on D defined in (2.1) satisfying (A1)–(A2)
on D and λ0(D) < 0. Then
(1) for any β > 0, we have
β
vol(D)−
∫
D
Ex exp(−βτ)dx
= inf
f∈N1
sup
g∈N0
Eβ(f − g, f + g).
Furthermore, if L is self-adjoint with respect to the Lebesgue measure, then
β
vol(D)−
∫
D
Ex exp(−βτ)dx
= inf
f∈N1
Eβ(f, f).
(2) Also, we have that
1∫
D
Exτdx
= inf
f∈N1
sup
g∈N0
E (f − g, f + g),
where E (·, ·) := E0(·, ·). Furthermore, if L is self-adjoint with respect to the Lebesgue
measure, then
1∫
D
Exτdx
= inf
f∈N1
E (f, f),
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Proof. For any β > 0, by [27, Theorem 3.6.4] or [8, Theorem 5.12], since (1−Ex exp(−βτ) :
x ∈ Rd) is the unique solution of Poisson’s equation{
(β − L)u = β, in D;
u = 0, on ∂D,
(uβ(x) = [1− Ex exp(−βτ)]/β : x ∈ R
d) is the unique solution of equation{
(β − L)u = 1, in D;
u = 0, on ∂D.
(3.10)
Also (Exτ : x ∈ Rd) is the unique solution of Poisson’s equation{
−Lu = 1, in D;
u = 0, on ∂D
(3.11)
as we can also see in [27, Theorem 3.6.4] and [8, Theorem 5.12]. Applying Theorem 3.1
with (3.5), the solutions of equations (3.10)–(3.11) give us the desired results.
Remark 3.4. (1) In [20], the variational principles for the mean kth moments of the
exit time for symmetric diffusions were obtained by rather different argument. In
Theorem 3.3, we generalize the variational principles of the mean exit time to non-
symmetric diffusions. Additionally the formula related to the Laplace transform of
the exit time is new.
(2) In the context of Markov chains, [14, 15] obtain some variational principles of the
Laplace transform of the hitting time and the mean hitting time for non-reversible
ergodic Markov chains.
3.2 The exit time on arbitrary domains
In this subsection, we consider the arbitrary domains D ⊂ Rd which is not necessarily
bounded. Let
N0δ =
{
h ∈ C20 (D) :
∫
D
hdx = δ
}
for δ = 0, 1.
Recall that C20 (D) is the subspace of C
2(D) with compact support, and that
Eβ(f, g) =
∫
D
f(x)
(
(β − L)g
)
(x)dx, for f, g ∈ C20 (D).
Also we use the notation D′ ⋐ D if D′ is bounded and D′ ⊂ D.
Theorem 3.5. Assume that L is the operator defined in (2.1) satisfying (A1)–(A2) on
any subdomain D′ ⋐ D and λ0(D) < 0. Then
(1) for any β > 0, we have
β∫
D
(
1− Ex exp(−βτ)
)
dx
= inf
f∈N01
sup
g∈N00
Eβ(f − g, f + g). (3.12)
Furthermore, if L is self-adjoint with respect to the Lebesgue measure, then
β∫
D
(
1− Ex exp(−βτ)
)
dx
= inf
f∈N01
Eβ(f, f).
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(2) Also, we have that
1∫
D
Exτdx
= inf
f∈N01
sup
g∈N00
E (f − g, f + g).
Furthermore, if L is self-adjoint with respect to the Lebesgue measure, then
1∫
D
Exτdx
= inf
f∈N01
E (f, f).
Proof. We only prove (1), since the proofs of (1) and (2) are quite similar. Let {Dn}∞n=1
be a sequence of bounded domains with C2,α−boundaries such that Dn ⊂ Dn+1 and
∪∞n=1Dn = D. Denote by τn = inf{t ≥ 0 : Xt /∈ Dn} the exit time from Dn. Let
N (n)δ =
{
h ∈ C2(Dn) :
∫
Dn
hdx = δ, h = 0 on ∂Dm
}
for δ = 0, 1.
For any f0 ∈ N01, there is an integer m > 0 large enough such that supp(f0) ⊂ Dm.
Since λ0(Dm) < 0, using Theorem 3.3 with τm and Dm, we have that for any β > 0
β∫
Dm
(
1− Ex exp(−βτm)
)
dx
= inf
f∈N
(m)
1
sup
g∈N
(m)
0
Eβ(f − g, f + g)
≤ sup
g∈N
(m)
0
Eβ(f0 − g, f0 + g) ≤ sup
g∈N00
Eβ(f0 − g, f0 + g).
Combining this with the fact
β∫
D
(
1− Ex exp(−βτ)
)
dx
≤
β∫
Dm
(
1− Ex exp(−βτm)
)
dx
,
we get
β∫
D
(
1− Ex exp(−βτ)
)
dx
≤ inf
f∈N01
sup
g∈N00
Eβ(f − g, f + g). (3.13)
On the other hand, let un,β, u˜n,β(n ≥ 1) be the unique solutions of equations (3.10)
for L and L˜, respectively on Dn. Define
wn = wn,β = un,β
(∫
Dn
un,βdx
)−1
, w˜n = w˜n,β = u˜n,β
(∫
Dn
u˜n,βdx
)−1
,
and
wn = (wn + w˜n)/2, ŵn = (wn − w˜n)/2.
Since∫
Dn
un,βdx =
∫
Dn
un,β(β − L˜)u˜n,βdx =
∫
Dn
(β − L)un,βu˜n,βdx =
∫
Dn
u˜n,βdx (3.14)
by the definitions of un,β and u˜n,β, one has that wn ∈ N01 and ŵn ∈ N00. Now, we claim
that for any n ≥ 1 and g ∈ N00,
Eβ(wn − g, wn + g) ≤
β∫
Dn
(
1− Ex exp(−βτn)
)
dx
. (3.15)
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If we had proved (3.15), by taking the supremum on the left-hand side of (3.15) over
g ∈ N00, and letting n→∞, we obtain
lim sup
n→∞
sup
g∈N00
Eβ(wn − g, wn + g) ≤
β∫
D
(
1− Ex exp(−βτ)
)
dx
.
Since wn ∈ N01, we get
inf
f∈N01
sup
g∈N00
Eβ(f − g, f + g) ≤
β∫
D
(
1− Ex exp(−βτ)
)
dx
. (3.16)
Therefore, we obtain (3.12) by combining (3.13) and (3.16).
Now we turn to prove (3.15). For any g ∈ N00, let gn,1 = g − ŵn ∈ N00. Then the
similar way to obtain (3.7), we have
Eβ(wn − g, wn + g) = Eβ(w˜n − gn,1, wn + gn,1)
= Eβ(w˜n, wn)− Eβ(gn,1, gn,1)− Eβ(gn,1, wn) + Eβ(w˜n, gn,1).
(3.17)
Since (β − L)wn = (β − L˜)w˜n = 0 in D
c
n, and
(β − L)wn = (β − L˜)w˜n =
(∫
Dn
un,βdx
)−1
in Dn
by (3.10) and (3.14), we obtain
Eβ(w˜n, gn,1)− Eβ(gn,1, wn) =
∫
D
w˜n(β − L)gn,1dx−
∫
D
gn,1(β − L)wndx
=
∫
D
(β − L˜)w˜ngn,1dx−
∫
D
gn,1(β − L)wndx
=
(∫
Dn
un,βdx
)−1(∫
Dn
gn,1dx−
∫
Dn
gn,1dx
)
= 0.
So combining this equality with (3.17) and the definitions of un,β, u˜n,β, we complete the
proof of (3.15).
Remark 3.6. Note that D ⊂ Rd maybe unbounded in above theorem, so it is not true
that write
∫
D
(
1− Ex exp(−βτ)
)
dx as vol(D)−
∫
D
Ex exp(−βτ)dx generally.
3.3 Exponential moments for the exit time of symmetric diffu-
sion
In this subsection, we only consider symmetric diffusions X assuming b = 0 in (2.1), that
is, L = ∇ · a∇. Let D ⊂ Rd is a domain and consider the exit time τ := τD. For any
β > 0, define
vβ(x) = Ex exp(βτ), x ∈ R
d. (3.18)
It is well known that vβ is a finite-valued function when β < |λ0(D)|. Furthermore, it is
the unique solution of Poisson’s equation{
(β + L)u = 0, in D;
u = 1, on ∂D.
(3.19)
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If β > |λ0(D)|, then vβ(x) =∞, x ∈ D, see e.g. [9, 19]. Recall that
Nδ =
{
h ∈ C2(D) :
∫
D
hdx = δ, h = 0 on ∂D
}
, δ = 0, 1,
which are defined in Section 3.1.
Theorem 3.7. Let D ⊂ Rd be a bounded domain with a C2,α−boundary for some α ∈
(0, 1). Assume that L is the operator defined in (2.1) with b = 0 satisfying (A1)–(A2) on
D and λ0(D) < 0. Then for any β > 0, we have
β∫
D
Ex exp(βτ)dx− vol(D)
=
(
inf
f∈N1
E−β(f, f)
)
∨ 0, (3.20)
where E−β(f, f) :=
∫
D
f(x)
(
(−β − L)f
)
(x)dx.
Proof. (1). We first consider the case that β < |λ0(D)|. Then vβ(x) defined in (3.18) is
the unique solution of (3.19). So vβ := (vβ − 1)/(
∫
D
vβdx− vol(D)) is the unique solution
of {
(β + L)u = −β/
( ∫
D
vβdx− vol(D)
)
, in D;
u = 0, on ∂D.
Therefore,
E−β(vβ, vβ) =
β∫
D
vβdx− vol(D)
. (3.21)
For any f ∈ N1, let f1 = f−vβ ∈ N0. Since L is self-adjoint with respect to the Lebesgue
measure, we have that
E−β(f, f) = E−β(f1 + vβ , f1 + vβ) = E−β(f1, f1) + E−β(vβ, vβ)
≥ E−β(vβ , vβ) =
β∫
D
vβ(x)dx− vol(D)
. (3.22)
The last inequality comes from E−β(f1, f1) ≥ 0 for f1 ∈ N0 when β < |λ0(D)|. So we
obtain (3.20) in this case by (3.21)–(3.22).
(2). When β ≥ |λ0(D)|, vβ(x) =∞ for all x ∈ D by [9, Lemma 1.1]. Thus
β∫
D
vβdx− vol(D)
= 0.
Let h be the solution of {(
− λ0(D) + L
)
u = 0, in D;
u = 0, on ∂D,
satisfying
∫
D
hdx = 1. Note that the existence of h is guaranteed by [27, Theorem 3.5.5].
Then h ∈ N1 and
E−β(h, h) =
(
− β − λ0(D)
) ∫
D
h2dx ≤ 0 =
β∫
D
vβdx− vol(D)
.
Therefore we complete the proof.
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Using the approximation argument, we extend the above theorem to unbounded do-
main as well.
Theorem 3.8. Let D ⊂ Rd be a domain. Assume that L is the operator defined in (2.1)
with b = 0 satisfying (A1)–(A2) on any subdomain D′ ⋐ D and λ0(D) < 0. Then for any
β > 0 we have
β∫
D
(
Ex exp(βτ)− 1
)
dx
=
(
inf
f∈N01
E−β(f, f)
)
∨ 0.
Proof. For any D ⊂ Rd, let {Dn}∞n=1 be defined as in the proof of Theorem 3.5, and
τn := τDn be the exit time from Dn associated to L. Suppose that β < |λ0(D)|. Thanks
to λ0(Dn) ≤ λ0(D) < 0, we have that β < |λ0(Dn)| for any n ≥ 1. Since τn increases to
τ as n goes to infinity, Theorem 3.7 implies for any n ≥ 1,
β∫
D
(
Ex exp(βτ)− 1
)
dx
≤
β∫
Dn
(
Ex exp(βτn)− 1
)
dx
= inf
f∈N
(n)
1
E−β(f, f)
where N (n)1 :=
{
h ∈ C2(Dn) :
∫
Dn
hdx = 1, h = 0 on ∂Dn
}
. Therefore, we get
β∫
D
(
Ex exp(βτ)− 1
)
dx
≤ inf
f∈N01
E−β(f, f). (3.23)
On the other hand, let vn,β = Ex exp(βτn) be the unique solutions of equations (3.19)
corresponding to Dn. Then vn,β := vn,β(
∫
Dn
vn,βdx)
−1 ∈ N (n)1 ⊂ N01, and
E−β(vn,β, vn,β) =
β∫
D
(
Ex exp(βτn)− 1
)
dx
.
Letting n→∞, we have that
lim
n→∞
E−β(vn,β, vn,β) =
β∫
D
(
Ex exp(βτ)− 1
)
dx
. (3.24)
So we obtain the desired result when β < |λ0(D)| from (3.23)–(3.24).
Nextly we turn to the case β ≥ |λ0(D)|. Recall that vβ(x) = Ex exp(βτ) =∞, x ∈ D
from [9, Lemma 1.1]. Thus we also have
β∫
D
(
Ex exp(βτ)− 1
)
dx
= 0.
By the definition of {Dn}
∞
n=1, we can see that λ0(Dn) increases to λ0(D). Thus there
exists m > 0 such that β > |λ0(Dm)|. Let h be the solution of{
(−λ0(Dm) + L)u(x) = 0, in Dm;
u = 0, on ∂Dm,
satisfying
∫
Dm
hdx =
∫
D
hdx = 1. The existence of h is clear for the bounded domain Dm
by the proof of Theorem 3.7. So we have h ∈ N01 and
E−β(h, h) =
(
− β − λ0(Dm)
) ∫
D
h2dx ≤ 0 =
β∫
D
(
Ex exp(βτ)− 1
)
dx
.
That is, we complete the proof.
10
4 Applications
We address some applications of variational principles in the previous chapter which are
comparison theorems according to the variable with respect to the drift, and monotonicity
laws between diffusions depending on the monotonicity of matrices.
4.1 Comparison theorems
Consider an operator L(γ) which is controlled by the parameter γ ∈ R of the drift b in
(2.1). Let a(x), x ∈ Rd be a d × d positive-definite matrix and b(x) be a vector on Rd
with div(b) = 0. Denote
L(γ) = ∇ · a∇ + γb · ∇, γ ∈ R. (4.1)
Then [27, Theorem 1.11.1] gives the existence of a unique process X(γ), whose infinitesimal
generator is L(γ). Note that X
(0) is symmetric diffusion since L(0) = ∇ · a∇ is self-adjoint
with respect to the Lebesgue measure, while X(γ), γ 6= 0 are non-symmetric. For any
domain D ⊂ Rd, denote by τ (γ)D the exit time from D for diffusion X
(γ), and denote by
λ
(γ)
0 (D) the principal eigenvalue associated to L(γ) which is introduced in Lemma 2.1.
Recall the function spaces
N0δ =
{
h ∈ C20 (D) :
∫
D
hdx = δ
}
for δ = 0, 1.
Thanks to the observations in Section 3, we have the following comparison theorem be-
tween diffusions X(γ), γ ∈ R.
Theorem 4.1. Let D be a domain in Rd. Consider the operator L(γ) defined as in (4.1)
satisfying (A1)–(A2) on any subdomain D′ ⋐ D with div(b) = 0, and λ
(γ)
0 (D) < 0. Then
(1) for any β > 0,∫
D
(
1− Ex exp(−βτ
(γ)
D )
)
dx =
∫
D
(
1− Ex exp(−βτ
(−γ)
D )
)
dx.
In particular,
∫
D
Exτ
(γ)
D dx =
∫
D
Exτ
(−γ)
D dx.
(2) For fixed β > 0,
∫
D
(
1− Ex exp(−βτ
(γ)
D )
)
dx and
∫
D
Exτ
(γ)
D dx are non-increasing for
γ ∈ [0,∞).
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Proof. (1). By Theorem 3.5(1), for any γ ∈ R and β > 0 we get
β∫
D
(
1− Ex exp(−βτ
(γ)
D )
)
dx
= inf
f∈N01
sup
g∈N00
∫
D
(
f(x)− g(x)
)(
(β − L(γ))(f + g)
)
(x)dx
= inf
f∈N01
sup
g∈N00
{∫
D
f(x)(βf −∇ · a∇f)(x)dx−
∫
D
g(x)(βg −∇ · a∇g)(x)dx (4.2)
+ 2γ
∫
D
g(x)(b · ∇f)(x)dx
}
= inf
f∈N01
sup
g∈N00
{∫
D
f(x)(βf −∇ · a∇f)(x)dx−
∫
D
g(x)(βg −∇ · a∇g)(x)dx (4.3)
+ (−2γ)
∫
D
g(x)(b · ∇f)(x)dx
}
=
β∫
D
(
1− Ex exp(−βτ
(−γ)
D )
)
dx
.
Here we use the fact that
∫
D
f(x)(b · ∇f)(x)dx =
∫
D
g(x)(b · ∇g)(x)dx = 0 in the second
equality, and we replace g by −g in the third equality. This gives us the first part of (1).
Similarly, we can obtain the rest part of (1) from Theorem 3.5(2).
(2). For γ ≥ 0, we claim that the sup in (4.2) is attained at g ∈ N00 which is satisfying∫
D
g(x)(b · ∇f)(x)dx ≥ 0.
Otherwise, that is, for g ∈ N00 with
∫
D
g(x)(b · ∇f)(x)dx < 0, since γ ≥ 0,∫
D
f(x)(βf −∇ · a∇f)(x)dx−
∫
D
g(x)(βg −∇ · a∇g)(x)dx+ 2γ
∫
D
g(x)(b · ∇f)(x)dx
<
∫
D
f(x)(βf −∇ · a∇f)(x)dx−
∫
D
(−g)(x)
(
βg −∇ · a∇(−g)
)
(x)dx
+ 2γ
∫
D
(−g)(x)(b · ∇f)(x)dx
which is a contradiction to (4.3). Therefore,
γ → γ
∫
D
g(x)(b · ∇f)(x) is non-decreasing for γ ∈ [0,∞),
so that
γ →
∫
D
1− Ex exp
(
− βτ (γ)D
)
dx is non-increasing for γ ∈ [0,∞).
A similar argument shows that γ →
∫
D
Exτ
(γ)
D is non-increasing on [0,∞).
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4.2 Monotonicity law
In this subsection, we consider two operators:
La1 = ∇ · (a1∇) and La2,b = ∇ · (a2∇) + b · ∇, (4.4)
where ai(x), i = 1, 2 are d×d symmetric matrices and b(x) is a vector on Rd. Under mild
conditions, there exist diffusions Xa1 and Xa2,b associated to La1 and La2,b, respectively.
For any domain D ⊂ Rd, we denote by τ (a1)D and τ
(a2,b)
D the exit times for diffusions X
a1
and Xa2,b, and denote by λa10 (D) and λ
a2,b
0 (D) the principal eigenvalue related to La1 and
La2,b, respectively. Applying Theorem 3.5, we obtain the following comparison theorem
between diffusions Xa1 and Xa2,b.
Theorem 4.2. Let D be a domain in Rd. Consider the operator La1 and La2,b defined
as in (4.4) satisfying (A1)–(A2) on any subdomain D′ ⋐ D, and λa10 (D), λ
a2,b
0 (D) < 0.
Additionally, we assume that
v · a1(x)v ≤ v · a2(x)v, for all x, v ∈ R
d,
Then for any β > 0,
(1) we have that∫
D
(
1− Ex exp(−βτ
(a2 ,b)
D )
)
dx ≤
∫
D
(
1− Ex exp(−βτ
(a1)
D )
)
dx,
and
∫
D
Exτ
(a2,b)
D dx ≤
∫
D
Exτ
(a1)
D dx.
(2) In addition, if b = 0, then∫
D
Ex exp(βτ
(a2,0)
D )− 1 dx ≤
∫
D
Ex exp(βτ
(a1)
D )− 1 dx.
Proof. Theorem 3.5 (1) implies that for any β > 0
β∫
D
(
1− Ex exp(−βτ
(a2,b)
D )
)
dx
= inf
f∈N01
sup
g∈N00
∫
D
(
f(x)− g(x)
)(
(β − La2,b)(f + g)
)
(x)dx
≥ inf
f∈N01
∫
D
f(x)
(
(β − La2,b)f
)
(x)dx
= inf
f∈N01
{
β
∫
D
f 2(x)dx+
∫
D
∇f(x) · a2(x)∇f(x)dx
}
≥ inf
f∈N01
{
β
∫
D
f 2(x)dx+
∫
D
∇f(x) · a1(x)∇f(x)dx
}
=
β∫
D
(
1− Ex exp(−βτ
(a1)
D )
)
dx
.
Similarly, we also have that
∫
D
Exτ
(a2,b)
D dx ≤
∫
D
Exτ
(a1)
D dx by Theorem 3.5 (2), and the
assertion (2) by Theorem 3.8.
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Similar that the drift b is controlled by γ, we also consider the parameter ǫ > 0
associated to the matrix a, that is,
Lǫa = ǫ∇ · a∇, ǫ > 0. (4.5)
Here a satisfies conditions (A1)–(A2) on any subdomain D′ ⋐ D. Denote by Xǫa the
corresponding diffusion, by τ
(ǫa)
D its exit time, and denote by λ
ǫa
0 (D) the principal eigen-
value for Lǫa which is introduced in Lemma 2.1. From Theorem 4.2, we have the following
result.
Corollary 4.3. Let D be a domain in Rd. For any ǫ > 0, consider the operator Lǫa defined
in (4.5) satisfying conditions (A1)–(A2) on any subdomain D′ ⋐ D, and λεa0 (D) < 0.
Then for any β > 0,∫
D
(
1− Ex exp(−βτ
(ǫa)
D )
)
dx,
∫
D
Exτ
(ǫa)
D dx and
∫
D
(
Ex exp(βτ
(ǫa)
D )− 1
)
dx
are non-decreasing with respect to ǫ > 0.
5 Ergodic diffusions
In this section, we consider the ergodic diffusions starting from the initial stationary
distribution. Let a(x) = (aij)1≤i,j≤d be a matrix such that aij ∈ C2(Rd), 1 ≤ i, j ≤ d.
Note that we do not require the symmetry of matrix a. Consider the following conditions
of a:
(B1) There exist constants 0 < Λ1 < Λ2 such that
Λ1||v||
2 ≤ v · a(x)v ≤ Λ2||v||
2, for all x, v ∈ Rd.
(B2) There exists a constant C > 0 such that
d∑
i,j=1
aij(x)
2 ≤ C for all x ∈ Rd.
Let V ∈ C3(Rd) satisfying that∫
Rd
exp(−V (x))dx <∞, and lim
n→∞
inf
z /∈B(n)
V (z) =∞ (5.1)
where B(n) is a ball with radius n centered at the origin. Using these a and V , we define
a differential operator
(Lf)(x) = eV (x)∇ ·
(
e−V (x)(a∇f)(x)
)
, for f ∈ C20(R
d). (5.2)
We assume that there exist constants r, c > 0 such that
(LV )(x) ≤ −c, for all x with ||x|| ≥ r. (5.3)
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By [27, Theorem 1.13.1], the regularities of a and V with conditions (B1)–(B2) imply that
there is a process Y corresponding to L. For
Z :=
∫
Rd
exp(−V (x))dx <∞,
consider the probability measure π(dx) = exp(−V (x))dx/Z on Rd. Then by [27, Theo-
rem 6.1.3], conditions (B1)–(B2) with (5.1) and (5.3) yield that Y is positive recurrent
with stationary distribution π, see also [21, Section 2]. Denote Eπ for the corresponding
expectation starting from π. Consider the function space
Nπ,δ =
{
h ∈ C2(D) : π(h) = δ, h = 0 on ∂D
}
, δ = 0, 1,
for bounded domain D. If D is unbounded, let
Nπ,0δ =
{
h ∈ C20(D) : π(h) = δ
}
, δ = 0, 1.
For any β ≥ 0, define
Eπ,β(f, g) =
∫
Rd
f(x)
(
(β − L)g
)
(x)π(dx), for f, g ∈ C20(R
d).
For any domain D ⊂ Rd, let τD be the exit time of Y and λ0(D) the principal eigenvalue
for L which is introduced in Lemma 2.1. Then using the similar proofs of Theorems 3.3
and 3.5, we obtain the following variational principles of the mean exit time starting from
π for process Y .
Proposition 5.1. Suppose that L be an operator defined in (5.2) with conditions (B1)–
(B2), (5.1) and (5.3). Let D be a domain in Rd and assume λ0(D) < 0.
(1) If D is bounded with C2,α−boundary on Rd for some α ∈ (0, 1), then for any β > 0
we have
β
1− Eπ exp(−βτD)
= inf
f∈Npi,1
sup
g∈Npi,0
Eπ,β(f − g, f + g),
and
1
EπτD
= inf
f∈Npi,1
sup
g∈Npi,0
Eπ(f − g, f + g),
where Eπ(·, ·) := Eπ,0(·, ·).
(2) If D is unbounded, then for any β > 0, we have
β
1− Eπ exp(−βτD)
= inf
f∈Npi,01
sup
g∈Npi,02
Eπ,β(f − g, f + g)
and
1
EπτD
= inf
f∈Npi,01
sup
g∈Npi,02
Eπ(f − g, f + g).
In particular, if L is reversible(symmetric) with respect to π, that is, a is symmetric,
using the similar arguments in Theorems 3.3 and 3.5, we also have following simple form.
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Corollary 5.2. Suppose that L be an operator defined in (5.2) with symmetric matrix a,
conditions (B1)–(B2), (5.1) and (5.3). Let D be a domain in Rd and assume λ0(D) < 0.
(1) If D is bounded with C2,α−boundary on Rd for some α ∈ (0, 1), then for any β > 0
we have
β
1− Eπ exp(−βτD)
= inf
f∈Npi,1
Eπ,β(f, f) and
1
EπτD
= inf
f∈Npi,1
Eπ(f, f).
(2) If D is unbounded, then for any β > 0, we have
β
1− Eπ exp(−βτD)
= inf
f∈Npi,01
Eπ,β(f, f) and
1
EπτD
= inf
f∈Npi,01
Eπ(f, f).
Remark 5.3. It is not surprising that the similar arguments in Sect.4 hold true for Y using
almost identical proofs in Sect.4 in some special cases.
Lastly, similar way to obtain Theorems 3.7 and 3.8, we have the variational principles
for the exponential moments of the exit time starting from π for the process Y as following.
Proposition 5.4. Suppose that L be an operator defined in (5.2) with symmetric matrix
a assuming conditions (B1)–(B2), (5.1) and (5.3). Let D be a domain in Rd and assume
λ0(D) < 0.
(1) If D is bounded with C2,α−boundary on Rd for some α ∈ (0, 1), then for any β > 0
we have
β
Eπ exp(βτD)− 1
=
(
inf
f∈Npi,1
Eπ,−β(f, f)
)
∨ 0,
where Eπ,−β(f, f) :=
∫
D
f(x)
(
(−β−L)f
)
(x)π(dx).
(2) If D is unbounded, then for any β > 0, we have
β
Eπ exp(βτD)− 1
=
(
inf
f∈Npi,01
Eπ,−β(f, f)
)
∨ 0.
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