Holomorphic Poisson Manifolds and Holomorphic Lie Algebroids by Laurent-Gengoux, Camille et al.
ar
X
iv
:0
70
7.
42
53
v4
  [
ma
th.
DG
]  
14
 Ju
l 2
00
8
Holomorphic Poisson Manifolds and Holomorphic Lie
Algebroids
Camille Laurent-Gengoux
Département de mathématiques
Université de Poitiers
86962 Futuroscope-Chasseneuil, France
laurent@math.univ-poitiers.fr
Mathieu Stiénon ∗
E.T.H. Zürich
Departement Mathematik
8092 Zürich, Switzerland
stienon@math.ethz.ch
Ping Xu †
Department of Mathematics
Penn State University
University Park, PA 16802, U.S.A.
ping@math.psu.edu
Dedicated to the memory of Paulette Libermann
Abstract
We study holomorphic Poisson manifolds and holomorphic Lie algebroids from the viewpoint
of real Poisson geometry. We give a characterization of holomorphic Poisson structures in terms of
the Poisson Nĳenhuis structures of Magri-Morosi and describe a double complex which computes
the holomorphic Poisson cohomology. A holomorphic Lie algebroid structure on a vector bundle
A → X is shown to be equivalent to a matched pair of complex Lie algebroids (T 0,1X,A1,0), in the
sense of Lu. The holomorphic Lie algebroid cohomology of A is isomorphic to the cohomology of
the elliptic Lie algebroid T 0,1X ⊲⊳ A1,0. In the case when (X,π) is a holomorphic Poisson manifold
and A = (T ∗X)pi, such an elliptic Lie algebroid coincides with the Dirac structure corresponding
to the associated generalized complex structure of the holomorphic Poisson manifold.
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1 Introduction
The aim of this paper is to solve several problems naturally arisen in studying the connection between
holomorphic Poisson manifolds and holomorphic Lie algebroids with real Poisson geometry.
Holomorphic Poisson structures appear naturally in many places [5, 20, 23, 25, 37, 42, 4, 14, 13]. For
instance, any semi-simple complex Lie group admits a natural Poisson group structure [11, 10, 40],
which is holomorphic. Its dual is also a holomorphic Poisson group. Indeed one of the simplest types
of examples of holomorphic Poisson manifolds are the Lie-Poisson structures on the dual of complex
Lie algebras. Holomorphic Poisson structures were also studied from the point of view of algebraic
geometry by Bondal [2] and Polishchuk [39] in the middle of the 90’s. Recently, holomorphic Poisson
structures were linked to generalized complex geometry [17, 16, 18, 19, 24].
2
There are several equivalent ways of defining holomorphic Poisson structures. One simple definition is,
like in the real case, a holomorphic bivector field π (i.e. π ∈ Γ(∧2T 1,0X) such that ∂¯π = 0) satisfying
the equation [π, π] = 0. Since ∧2TCX = ∧2TX ⊕ i ∧2 TX , for any π ∈ Γ(∧2TCX), we can write
π = πR + iπI , where πR and πI ∈ Γ(∧2TX) are bivector fields on the underlying real manifold X .
Problem 1. Are πR and πI Poisson structures? And conversely, given two Poisson struc-
tures πR and πI , when does π = πR + iπI define a holomorphic Poisson structure?
We give an affirmative answer to the first question. As for the second, we show that π = πR + iπI is
holomorphic Poisson if, and only if, (πI , J) is a Poisson Nĳenhuis structure and π
♯
R = J ◦ π♯I . Thus
(πR, πI) is a bi-Hamiltonian structure on X .
Poisson Nĳenhuis structures were introduced by Magri and Morosi [34, 35] in their study of bi-
Hamiltonian systems, and were intensively studied afterwards [27, 43]. A Poisson Nĳenhuis structure
[27, 26] on a manifold X consists of a pair (π,N), where π is a Poisson tensor on X and N : TX → TX
is a Nĳenhuis tensor, which satisfy some compatibility conditions (see Section 2.3 for the precise con-
ditions). By a Nĳenhuis tensor, we mean a (1, 1)-tensor on X with vanishing Nĳenhuis torsion.
Since Poisson Nĳenhuis structures are related to generalized complex structures [8, 41], as a con-
sequence, we recover the well known correspondence between holomorphic Poisson structures and
generalized complex structures (of a special type) [19, 17].
Another natural question is:
Problem 2. Given a holomorphic Poisson structure π = πR + iπI , are the holomorphic
symplectic foliation of π and the symplectic foliations of πR and πI related?
Indeed we show that all these symplectic foliations coincide. Also for a holomorphic symplectic 2-form
ω = ωR + iωI , we show that the real and imaginary parts of its holomorphic Poisson tensor are, up to
a constant scalar, the Poisson tensors corresponding to ωR and ωI , respectively.
Lie algebroids are an extremely powerful tool in Poisson geometry. Indeed the Lie algebroid structures
on a given vector bundle are in one-one correspondence with the so called fiberwise linear Poisson
structures on the dual bundle. This correspondence extends to the holomorphic context; any holomor-
phic Lie algebroid structure on the vector bundle A→ X gives rise to a fiberwise linear holomorphic
Poisson structure on A∗ → X . Thus the real and imaginary parts of this holomorphic Poisson structure
are fiberwise linear Poisson structures on the dual bundle (being considered as a real vector bundle).
Hence one obtains two real Lie algebroid structures Aℜ and Aℑ, respectively.
Problem 3. Obtain an explicit description of the Lie algebroid structures Aℜ and Aℑ in
terms of the holomorphic Lie algebroid structure on A.
Let A → X be a vector bundle endowed with a holomorphic Lie algebroid structure. Extending the
Lie bracket on the space of holomorphic sections of A → X to the space of all smooth sections so as
to preserve the Leibniz rule, we get a real Lie algebroid structure AR on the bundle A→ X . It turns
out that, up to a scalar constant, Aℜ is isomorphic to AR. The multiplication by
√−1 in the fibers of
A defines a real vector bundle map j : AR → AR over the identity map satisfying j2 = − id.
We prove that the Nĳenhuis torsion of j : AR → AR vanishes and that, up to a scalar constant, Aℑ is
isomorphic to (AR)j , the deformation of the Lie algebroid AR by j. Extending j by C-linearity, we get
a bundle map j : AC → AC with j2 = − id. Since the Nĳenhuis torsion of j vanishes, its eigenbundles
A1,0 and A0,1 with eigenvalues i and −i are complex Lie algebroids.
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There is yet another connection between Poisson manifolds and Lie algebroids. Given a Poisson
manifold (X, π), it is well known that T ∗X carries a natural Lie algebroid structure. This holds for
holomorphic Poisson structures as well. Namely, if (X, π) is a holomorphic Poisson manifold, then
T ∗X is naturally a holomorphic Lie algebroid, denoted (T ∗X)π. On the other hand, as highlighted
earlier, each holomorphic Poisson structure corresponds to a generalized complex structure J, whose
(−i)-eigenbundle L is a Dirac structure and thus a complex Lie algebroid [44, 6].
Problem 4. What is the precise relation between the holomorphic Lie algebroid (T ∗X)π
and the complex Lie algebroid L?
A key ingredient to answer this problem is the notion of matched pairs studied by Lu, Mackenzie,
and Mokri [31, 32, 36]. We show that (T 0,1X, (T 1,0X)∗π) is a matched pair (here (T
1,0X)∗π = A
1,0
for A = (T ∗X)π) and T 0,1X ⊲⊳ (T 1,0X)∗π (see Theorem 4.2 for the definition of ⊲⊳) is isomorphic to
L. Furthermore, we prove that the holomorphic Poisson cohomology of π, which is defined to be the
holomorphic Lie algebroid cohomology of (T ∗X)π, is isomorphic to the cohomology of the elliptic Lie
algebroid T 0,1X ⊲⊳ (T 1,0X)∗π. This leads to our next problem:
Problem 5. Given an arbitrary holomorphic Lie algebroid A, find a complex Lie algebroid
L whose cohomology groups are isomorphic to those of A.
The cohomology of a holomorphic Lie algebroidA is the cohomology of the complex of sheaves (Ω•A, dA)
as introduced by Evens-Lu-Weinstein [15] (see Definition 4.10), while the cohomology of a complex
(smooth) Lie algebroid L is the cohomology of the cochain complex (Γ(∧•L∗), dL). So, in a certain
sense, solving the problem above amounts to finding a Dolbeault type of resolution for arbitrary
holomorphic Lie algebroids.
The solution is L = T 0,1X ⊲⊳ A1,0. Indeed we show that A is holomorphic if, and only if, (T 0,1X,A1,0)
is a matched pair (see Theorem 4.8); one may thus form the complex Lie algebroid T 0,1X ⊲⊳ A1,0,
which is in fact an elliptic Lie algebroid in the sense of Block [1]. The Lie algebroid cohomology of the
latter can be expressed as the total cohomology of a double complex.
The following notations are widely used in the sequel. For a manifold M , we use qM to denote the
projection TM → M . And given a complex manifold X , TCX is shorthand for the complexified
tangent bundle TX ⊗ C while T 1,0X (resp. T 0,1X) stands for the +i- (resp. −i-) eigenbundle of the
almost complex structure. By Xk,l(X) we denote the space of sections of ∧kT 1,0X ⊗ ∧lT 0,1X → X ,
and by Ωk,l(X) the space of differential forms of type (k, l). For a Lie algebroid A, the Nĳenhuis
torsion [27, 26] of a bundle map φ : A → A over the identity is denoted Nφ, which is a section in
Γ(∧2A∗ ⊗A) defined by
Nφ(V,W ) = [φV, φW ]− φ([φV,W ] + [V, φW ]− φ[V,W ]), ∀V,W ∈ Γ(A). (1)
When A is the Lie algebroid TX and φ : TX → TX is a (1, 1)-tensor, the Nĳenhuis torsion Nφ is a
(2, 1)-tensor on X .
Note that the modular classes of holomorphic Lie algebroids were studied by Evens-Lu-Weinstein [15]
and Huebschmann [21] while the modular classes of holomorphic Poisson manifolds were studied by
Brylinski-Zuckerman [5]. In a separate paper, we will investigate the relation between these modular
classes and their counterparts in real Poisson geometry, and in particular with the modular classes of
Poisson Nĳenhuis manifolds recently studied by Damianou-Fernandes [9] and Kosmann-Schwarzbach-
Magri [28].
Acknowledgments We would like to thank Centre Émile Borel and Peking University for their
hospitality while work on this project was being done. We also wish to thank Sam Evens and Alan
Weinstein for useful discussions and comments.
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2 Holomorphic Poisson manifolds
2.1 Definition
Definition 2.1. A holomorphic Poisson manifold is a complex manifold X whose sheaf of holomorphic
functions OX is a sheaf of Poisson algebras.
By a sheaf of Poisson algebras over X , we mean that, for each open subset U ⊂ X , the ring OX(U) is
endowed with a Poisson bracket such that all restriction maps OX(U) → OX(V ) (for arbitrary open
subsets V ⊂ U ⊂ X) are morphisms of Poisson algebras. Moreover, given an open subset U ⊂ X ,
an open covering {Ui}i∈I of U and a pair of functions f, g ∈ OX(U), then the local data {f |Ui , g|Ui}
(i ∈ I) glue up to {f |U , g|U} if they coincide on the overlaps Ui ∩ Uj .
Lemma 2.2. On a given complex manifold X, holomorphic Poisson structures are in one-to-one
correspondence with holomorphic bivector fields π (i.e. π ∈ Γ(∧2T 1,0X) such that ∂¯π = 0), satisfying
the equation [π, π] = 0.
Proof. This is a standard result. For completeness, let us sketch a proof here. Choose any complex
coordinate chart (U, φ), which identifies U ⊂ X with an open ball of Cn. As in the smooth case,
that OX(U) is a Poisson algebra is equivalent to the existence of a holomorphic bivector field πU on
U satisfying the relation [πU , πU ] = 0. Moreover the compatibility condition on the restriction maps
implies that there indeed exists a holomorphic bivector field π on X , whose restriction to U is πU for
all such open subset U .
2.2 Associated real Poisson structures
Since ∧2TCX = ∧2TX ⊕ i ∧2 TX , for any π ∈ Γ(∧2TCX), we can write π = πR + iπI , where πR
and πI ∈ Γ(∧2TX) are (real) bivector fields on X (seen as a real manifold by forgetting the complex
structure). Note that sections of ∧2TCX (in particular of ∧2T 1,0X) can be seen as bidifferential
operators on C∞(M,C). The real bivector fields πR and πI are then the real and imaginary parts of
these bidifferential operators.
Both πR and πI define brackets {·, ·}R and {·, ·}I on C∞(M,R) in the standard way. These extend to
C∞(M,C) by C-linearity. The next lemma describes such an extension.
Lemma 2.3. (a) Under the direct sum decomposition
∧2TCX = ∧2T 1,0X ⊕ (T 1,0X ∧ T 0,1X)⊕ ∧2T 0,1X,
we have
πR =
π
2 + 0 +
π
2 and πI =
π
2i + 0 +
−π
2i .
(b) ∀f, g ∈ OX(U), we have the following relations:
{f, g}R = 12{f, g}, {f, g}R = 12{f, g}, {f, g}R = 0,
{f, g}I = − i2{f, g}, {f, g}I = i2{f, g}, {f, g}I = 0.
(c) Both πR and πI are Poisson tensors.
Proof. a Immediate. b If f, g ∈ OX(U), then f and g are antiholomorphic. Hence ∂f = 0 = ∂g.
Therefore π(∂f, ∂g) = {f, g}, π(∂f, ∂g) = 0 and π(∂f, ∂g) = 0. The conclusion follows. c It suffices
to prove the Jacobi identity for {·, ·}R and {·, ·}I . From (b), it follows that it holds for holomorphic
functions in OX(U). It follows from the Leibniz rule that the Jacobi identity holds for all complex
valued smooth functions in C∞(X,C). This concludes the proof.
5
As an immediate consequence, we have the following
Corollary 2.4. For all f, g ∈ OX(U), we have
{ℜf,ℜg}R = 14ℜ{f, g}, {ℜf,ℜg}I = 14ℑ{f, g},
{ℑf,ℑg}R = − 14ℜ{f, g}, {ℑf,ℑg}I = − 14ℑ{f, g},
{ℜf,ℑg}R = 14ℑ{f, g}, {ℜf,ℑg}I = − 14ℜ{f, g}.
where ℜf and ℑf stand for the real and imaginary part of the function f , respectively.
Thus, in a local chart (z1 = x1 + iy1, · · · , zn = xn + iyn) of complex coordinates of X, we have
{xi, xj}R = 14ℜ{zi, zj}, {xi, xj}I = 14ℑ{zi, zj},
{yi, yj}R = − 14ℜ{zi, zj}, {yi, yj}I = − 14ℑ{zi, zj},
{xi, yj}R = 14ℑ{zi, zj}, {xi, yj}I = − 14ℜ{zi, zj}.
2.3 Poisson Nĳenhuis structures
Lemma 2.5. Let π = πR + iπI ∈ Γ(∧2TCX) with πR, πI ∈ Γ(∧2TX). Then π ∈ Γ(∧2T 1,0X) iff
π
♯
R = π
♯
I ◦ J∗, where J : TX → TX is the almost complex structure on X.
Proof. We have
π ∈ Γ(∧2T 1,0X)
⇔ π(α, β) = 0, ∀α ∈ Ω0,1(X), β ∈ Ω1C(X)
⇔ π(α, β) = 0, α = 1+iJ∗2 (α′), ∀α′, β ∈ Ω1C(X)
⇔ π♯ ◦ ( 1+iJ∗2 ) = 0
⇔ iπ♯ = π♯ ◦ J∗
⇔ 2π♯R ◦ J∗ = (π♯ + π♯) ◦ J∗ = i(π♯ − π♯) = −2π♯I
⇔ π♯R = π♯I ◦ J∗
Recall that a Poisson Nĳenhuis structure [27, 26] on a manifold X consists of a pair (π,N), where π is
a Poisson tensor on X and N : TX → TX is a Nĳenhuis tensor such that the following compatibility
conditions are satisfied:
N ◦ π♯ = π♯ ◦N∗
[α, β]πN = [N
∗α, β]π + [α,N
∗β]π −N∗[α, β]π
where πN is the bivector field on X defined by the relation π
♯
N = π
♯ ◦N∗ and for any bivector field πˆ
on M ,
[α, β]πˆ := Lπˆ♯α(β)− Lπˆ♯β(α) − d
(
πˆ(α, β)
)
, ∀α, β ∈ Ω1(M). (2)
Proposition 2.6. Let X be a complex manifold with associated almost complex structure J . Then
π = πR + iπI , where πR, πI ∈ Γ(∧2TX), is a holomorphic Poisson structure on X iff the pair (πI , J)
is a Poisson Nĳenhuis structure and π♯R = π
♯
I ◦ J∗.
Proof. First observe that, for all f ∈ C∞(X,C) and α, β ∈ Ω1
C
(X), one has
[α, fβ]πR =
(
π
♯
Rα
)
(f)β + f [α, β]πR
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and
[J∗α, fβ]πI + [α, J
∗fβ]πI − J∗[α, fβ]πI
=
(
π
♯
IJ
∗α
)
(f)β + f
(
[J∗α, β]πI + [α, J
∗β]πI − J∗[α, β]πI
)
.
Therefore, since by Lemma 2.5, we have π♯R = π
♯
I ◦ J∗, it suffices to check the compatibility condition
(2.3) for α = df or df and β = dg or dg with f and g ∈ OX(U).
An easy but cumbersome computation, making use of the relations of Lemma 2.3 and the well-known
equivalences
f ∈ OX(U) ⇐⇒ J∗df = idf ⇐⇒ J∗df = −idf,
shows that the Poisson Nĳenhuis compatibility of πI and J is equivalent to the closure of OX(U) under
the Poisson bracket of functions associated to π.
For example, ∀f, g ∈ OX(U):
[J∗df, dg]πI + [df, J
∗dg]πI − J∗[df, dg]πI − [df, dg]πR
=[i df, dg]πI + [df, i dg]πI − J∗d{f, g}I − d{f, g}R
=2id{f, g}I − J∗d{f, g}I − d{f, g}R
=d{f, g}+ i2J∗d{f, g} − 12d{f, g}
= i2
(
J∗d{f, g} − i d{f, g}).
Theorem 2.7. Given a complex manifold X with associated almost complex structure J , the following
are equivalent:
(a) π = πR + iπI ∈ Γ(∧2T 1,0X) is a holomorphic Poisson bivector field;
(b) (πI , J) is a Poisson Nĳenhuis structure on X and π
♯
R = π
♯
I ◦ J∗;
(c) the endomorphism
Jπ =
(
J π
♯
I
0 −J∗
)
of TM ⊕ T ∗M is a generalized complex structure and π♯R = π♯I ◦ J∗.
Proof. (a)⇐⇒ (b) This is Proposition 2.6. (b)⇐⇒ (c) The equivalence follows from [41, Theorem 7.6]
(see also [8]).
Remark 2.8. It is well known that a holomorphic Poisson structure gives rise to a generalized complex
structure. The holomorphic Poisson tensor is a strong Hamiltonian operator in the sense of Liu-
Weinstein-Xu [29], which deforms the Dirac structure on TCX ⊕T ∗CX associated to the usual complex
structure seen as a generalized complex structure [1, 17, 24].
Remark 2.9. The equivalence of (a) and (b) in Theorem 2.7 was also known to Lu [30].
2.4 Holomorphic symplectic manifolds
Let (X,ω) be a holomorphic symplectic manifold, where ω ∈ Ω2,0(X) is the holomorphic symplectic 2-
form whose corresponding holomorphic Poisson bivector field is denoted by π = πR+iπI ∈ Γ(∧2T 1,0X).
Let ωR, ωI ∈ Ω2(X) be the real and imaginary parts of ω, i.e. ω = ωR + iωI . By the holomorphic
Darboux theorem both ωR and ωI are symplectic 2-forms.
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Proposition 2.10. The Poisson bivector fields corresponding to ωR and ωI are 4πR and −4πI, re-
spectively.
Proof. The holomorphic Darboux theorem asserts that, in a neighborhood of each point, there exist
complex symplectic coordinates (z1, . . . , zn, z′1, . . . , z
′
n) so that ω can be written as
ω =
n∑
k=1
dzk ∧ dz′k.
In terms of real coordinates, defined by
zk = xk + iyk, z
′
k = x
′
k + iy
′
k
for k = 1, . . . , n, we have 
ωR =
n∑
k=1
(dxk ∧ dx′k − dyk ∧ dy′k)
ωI =
n∑
k=1
(dxk ∧ dy′k + dyk ∧ dx′k)
(3)
By ω−1R and ω
−1
I , we denote the Poisson bivector fields corresponding to ωR and ωI , respectively. Thus
we have 
π = −
n∑
k=1
∂
∂zk
∧ ∂
∂z′k
ω−1R = −
n∑
k=1
( ∂
∂xk
∧ ∂
∂x′k
− ∂
∂yk
∧ ∂
∂y′k
)
ω−1I = −
n∑
k=1
( ∂
∂xk
∧ ∂
∂y′k
+
∂
∂yk
∧ ∂
∂x′k
)
On the other hand, using the relations ∂
∂zk
= 12 (
∂
∂xk
− i ∂
∂yk
) and ∂
∂z′
k
= 12 (
∂
∂x′
k
− i ∂
∂y′
k
), it is simple to
see that the real and imaginary parts of π are given by
πR = −1
4
n∑
k=1
( ∂
∂xk
∧ ∂
∂x′k
− ∂
∂yk
∧ ∂
∂y′k
)
πI =
1
4
n∑
k=1
( ∂
∂xk
∧ ∂
∂y′k
+
∂
∂yk
∧ ∂
∂x′k
)
The conclusion thus follows immediately.
2.5 Symplectic foliation
Proposition 2.11. Let (X, π) be a holomorphic Poisson manifold, and πR and πI the real and imag-
inary parts of π. Then the symplectic foliations of πR and πI coincide, and their leaves are exactly the
holomorphic symplectic leaves of π.
Proof. The relation π♯R = π
♯
I ◦ J∗ implies that πR and πI have the same symplectic leaves, for the
distributions π♯R(T
∗X) and π♯I(T
∗X) coincide.
The relation π = πR + iπI = πR + iJπR implies that, for all α ∈ (T 0,1X)∗,
π♯(α) = (id+iJ)π♯R(α).
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Since α = ℜ(α) + iJ∗ℜ(α), we obtain:
π♯(α) = 2(id+iJ)π♯R
(ℜ(α)).
Taking the real part, we obtain
ℜ(π♯(α)) = 2π♯R(ℜ(α)).
In particular, the map T 0,1X → TX sending an element to its real part is an isomorphism from
the distribution π♯((T 0,1X)∗) to the distribution π♯R(T
∗X), so that the leaves associated to these
distributions coincide.
3 Holomorphic Lie algebroids
3.1 Definition
Holomorphic Lie algebroids were studied for various purposes in the literature. See [3, 15, 21, 6, 44]
and references cited there for details. Let us recall its definition below.
The tangent bundle TX → X of a complex manifold X is naturally a holomorphic vector bundle. We
will denote its sheaf of holomorphic sections, i.e. the sheaf of holomorphic vector fields, by ΘX .
Given a holomorphic vector bundle A
p−→ X , the sheaf of holomorphic sections A of A → X is the
contravariant functor which associates to an open subset U of X the space A(U) of holomorphic
sections of A → X over U . Similarly, the sheaf of smooth sections A∞ is the contravariant functor
U → Γ(AU ). Clearly, A is a sheaf of OX -modules while A∞ is a sheaf of C∞(X)-modules. Moreover
A is a subsheaf of A∞.
Definition 3.1. A holomorphic Lie algebroid is a holomorphic vector bundle A → X, equipped with
a holomorphic bundle map A
ρ−→ TX, called the anchor map, and a structure of sheaf of complex Lie
algebras on A, such that
(a) the anchor map ρ induces a homomorphism of sheaves of complex Lie algebras from A to ΘX ;
(b) and the Leibniz identity
[V, fW ] =
(
ρ(V )f
)
W + f [V,W ]
holds for all V,W ∈ A(U), f ∈ OX(U) and all open subsets U of X.
Remark 3.2. Note that in the definition above, the last axiom implies that the anchor map ρ is
automatically a holomorphic bundle map once we assume that it is a complex bundle map.
3.2 Underlying real Lie algebroid
By forgetting the complex structure, a holomorphic vector bundle A → X becomes a real (smooth)
vector bundle, and a holomorphic vector bundle map ρ : A → TX becomes a real (smooth) vector
bundle map.
Let A → X be a holomorphic vector bundle whose underlying real vector bundle is endowed with a
Lie algebroid structure (A, ρ, [·, ·]) such that, for any open subset U ⊂ X ,
(a) [A(U),A(U)] ⊂ A(U)
(b) and the restriction of the Lie bracket [·, ·] to A(U) is C-linear.
9
Then the restriction of [·, ·] and ρ from Γ(A) to A makes A a holomorphic Lie algebroid.
The following proposition states that any holomorphic Lie algebroid can be obtained out of such a real
Lie algebroid, in a unique way.
Proposition 3.3. Given a structure of holomorphic Lie algebroid on the holomorphic vector bundle
A → X with anchor map A ρ−→ TX, there exists a unique structure of real smooth Lie algebroid on
the vector bundle A → X with respect to the same anchor map ρ such that the inclusion of sheaves
A ⊂ A∞ is a morphism of sheaves of real Lie algebras.
Proof. (i) Unicity. We first prove the unicity. Assume there exist two such Lie algebroid structures
on the vector bundle A → X . The two anchor maps would be equal. And for each open subset U of
X , the two brackets would coincide on the subspace A(U) of Γ(AU ). Thus the two brackets would
also coincide on the C∞(U,R)-span of A(U) inside Γ(AU ). But for all trivializing open subsets U of
X , A(U) generates Γ(AU ). Hence the two Lie algebroid structures must coincide.
(ii) Existence. We first prove the existence of such a structure of real Lie algebroid. Denote by
j : A→ A the bundle map defining the fiberwise complex structure on A.
Recall that, given a Lie algebra h and a commutative algebra F over a field k together with a Lie
algebra homomorphism ρ : h → Der(F ), the tensor product F ⊗k h is endowed with a natural Lie
algebra structure over the field k given by
[f ⊗ a, g ⊗ b] = fg ⊗ [a, b] + fρ(a)g ⊗ b− gρ(b)f ⊗ a, (4)
for all a, b ∈ h, f, g ∈ F . Choose an open subset U of X . Applying the previous general fact to the Lie
algebra A(U), the commutative algebra C∞(U,C) and the anchor map ρ : A(U) → Der(C∞(U,C)),
one obtains a Lie algebra structure on C∞(U,C) ⊗R A(U). Note that this is a real Lie algebra, since
A(U)→ Der(C∞(U,C)) is R-linear but not C-linear.
Now, for any holomorphic function h ∈ OX(U), it follows from Eq. (4) and the Leibniz identity for
the holomorphic Lie algebroid A→ X that
[f ⊗ a, gh⊗ b− g ⊗ hb] = fgh⊗ [a, b] + fgρ(a)h⊗ b+ f(ρ(a)g)h⊗ b
− fg ⊗ h[a, b]− fg ⊗ (ρ(a)h)b− f(ρ(a)g)⊗ hb.
In other words, the elements of type fh ⊗ a − f ⊗ ha, with f ∈ C∞(U,C), a ∈ A(U) and h ∈
OX(U), generate an ideal of the Lie algebra C∞(U,C) ⊗R A(U). As a consequence, the Lie bracket
given by Eq. (4) induces a Lie algebra structure (over R) on the quotient C∞(U,C) ⊗OX(U) A(U) of
C∞(U,C)⊗R A(U) by the aforementioned ideal.
There is a natural map C∞(U,C)⊗OX(U)A(U) →֒ Γ(AU ) mapping f ⊗ a to ℜ(f) a+ℑ(f) j(a), for all
f ∈ C∞(U,C) and a ∈ A(U). This is actually an isomorphism if the open subset U of X is trivializing
the holomorphic bundle A|U → U . Indeed, any smooth section of A → X over U can be written
as a linear combination
∑m
k=1 fkak, where ak ∈ A(U) and fk is a smooth C-valued function on U .
Therefore, Γ(AU ) is a Lie algebra. By construction, the previous Lie bracket restricts to a C-linear
bracket on A(U) and is a Lie-Rinehart algebra over C∞(U). Hence, A|U is a smooth Lie algebroid.
By the unicity in (i), one obtains a smooth Lie algebroid A→ X by gluing A|U together using an open
covering {Ui} of X .
In the sequel, we will use AR to denote the underlying real Lie algebroid of a holomorphic Lie algebroid
A. When referring to holomorphic Lie algebroids, we either use Definition 3.1, or the equivalent one
as in Proposition 3.3. In particular, by saying that a real Lie algebroid is a holomorphic Lie algebroid,
we mean that it is a holomorphic vector bundle and its Lie bracket on smooth sections restricts to a
C-linear bracket on A(U), for all open subset U ⊂ X .
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3.3 Underlying imaginary Lie algebroid
Assume that (A → X, ρ, [·, ·]) is a holomorphic Lie algebroid. Consider the bundle map j : A → A
defining the fiberwise complex structure on A. We compute the Nĳenhuis torsion of j by considering
A as a real Lie algebroid AR.
Proposition 3.4. Let (A→ X, ρ, [·, ·]) be a holomorphic Lie algebroid and j : AR → AR its associated
endomorphism. Then the Nĳenhuis torsion of j vanishes.
Proof. Since T (j) is a section in Γ(∧2A∗R ⊗AR), it suffices to prove that T (j)(V,W ) = 0 for any holo-
morphic sections V,W ∈ A(U), where U ⊂ X is any open subset. This however follows immediately
from the C-linearity of [·, ·] on A(U):
[V, jW ] = j[V,W ] = [jV,W ], ∀V,W ∈ A(U). (5)
Since the Nĳenhuis torsion of j : AR → AR vanishes, one can define a new (real) Lie algebroid structure
on A, denoted by (A→ X, ρj, [·, ·]j), where the anchor ρj is ρ ◦ j and the bracket on Γ(A) is given by
[26]
[V,W ]j = [jV,W ] + [V, jW ]− j[V,W ], ∀V,W ∈ Γ(A).
In the sequel, (A→ X, ρj, [·, ·]j) will be called the underlying imaginary Lie algebroid and denoted by
AI . It is known that
j : AI → AR (6)
is a Lie algebroid isomorphism [26].
3.4 Associated complex Lie algebroids
Let (A → X, [·, ·], ρ) be a holomorphic Lie algebroid. Complexifying its underlying real Lie algebroid
(which was described in Proposition 3.3) by extending the anchor map and the Lie bracket C-linearly,
we obtain a complex Lie algebroid:
AC

ρC // TCX
||yy
y
y
y
y
y
y
X
,
where AC = A ⊗ C. Extending C-linearly the bundle map j : A → A, we obtain a map of complex
vector bundles j : AC → AC such that j2 = − id. Let A1,0 → X and A0,1 → X be its eigenbundles
with eigenvalues i and −i respectively. It follows from Proposition 3.4 that Γ(A1,0) and Γ(A0,1) are
Lie subalgebras of Γ(AC). Hence A1,0 and A0,1 are complex Lie subalgebroids of AC. Note that the
map
A→ A1,0 : a 7→ 12 (a− ij(a)) (7)
is an isomorphism of complex vector bundles. Hence by pulling back all the structures, one obtains a
complex Lie algebroid structure on the same complex vector bundle A→ X . Similarly, a→ 12 (a+ij(a))
is an isomorphism of complex vector bundles A → A0,1. Hence A → X admits another complex Lie
algebroid structure. The following proposition describes these complex Lie algebroids explicitly. Its
proof is a simple computation and is left to the reader.
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Proposition 3.5. Given a holomorphic Lie algebroid (A → X, [·, ·], ρ), let (A → X, [·, ·]1,0, ρ1,0)
and (A → X, [·, ·]0,1, ρ0,1) be its associated complex Lie algebroids corresponding to A1,0 and A0,1,
respectively. Then
ρ1,0 =
1
2 (ρ+ iρj), [·, ·]1,0 = 12 ([·, ·] + j[·, ·]j) (8)
ρ0,1 =
1
2 (ρ− iρj), [·, ·]0,1 = 12 ([·, ·]− j[·, ·]j). (9)
3.5 Cotangent bundle Lie algebroids of holomorphic Poisson manifolds
In this section, as an example we consider the cotangent bundle Lie algebroid of a holomorphic Poisson
manifold and identify various Lie algebroids associated to it, which will be used later on.
Assume that (X, π) is a holomorphic Poisson manifold, where π = πR + iπI ∈ Γ(∧2T 1,0X). Let
A = (T ∗X)π be its corresponding holomorphic Lie algebroid, which can be defined in a similar way as
in the smooth case. To be more precise, let Φ and Ψ, respectively, be the holomorphic bundle maps
Φ : TX → T 1,0X, Φ = 1
2
(1 − iJ)
and
Ψ : T ∗X → (T 1,0X)∗,Ψ = 1− iJ∗,
where J is the almost complex structure on X . Define the anchor ρ : (T ∗X)π → TX to be ρ =
Φ−1 ◦ π# ◦Ψ and the bracket
[α, β]π = Lραβ − Lρβα− d(ρα, β)
∀α, β ∈ Γ(T ∗X |U ) holomorphic.
Its associated complex Lie algebroid A1,0 will be denoted (T 1,0X)∗π since its underlying complex vector
bundle is (T 1,0X)∗. The following lemma is obvious.
Lemma 3.6. For the associated complex Lie algebroid (T 1,0X)∗π, the anchor map is
(T 1,0X)∗
π♯−→ TCX
and the bracket on Ω1,0(X) is given by
[ξ1,0, η1,0] = Lπ♯ξ1,0η
1,0 − Lπ♯η1,0ξ1,0 − ∂π(ξ1,0, η1,0), ∀ξ1,0, η1,0 ∈ Ω1,0(X).
The following proposition describes the underlying real and imaginary Lie algebroids of (T ∗X)π.
Proposition 3.7. Let (X, π) be a holomorphic Poisson manifold, where π = πR + iπI ∈ Γ(∧2T 1,0X).
Then the underlying real and imaginary Lie algebroids of (T ∗X)π are isomorphic to (T
∗X)4πR and
(T ∗X)4πI , respectively.
Proof. First, let us consider the anchor map ρ : (T ∗X)π → TX as a bundle map of real vector bundles.
Clearly we have
ρ = Φ−1 ◦ π# ◦Ψ = Φ−1 ◦ π#R ◦ (1− iJ∗) ◦ (1 − iJ∗) = 4π#R .
Now we consider the bracket. For this purpose, let AR be its underlying real Lie algebroid and AC the
complexification of AR. Note that for any holomorphic functions f, g ∈ OX(U), we have
[df, dg]π = d{f, g},
where both sides are considered as sections of AC. It thus follows, from Corollary 2.4, that
ℜ[df, dg]π = dℜ{f, g} = 4d{ℜf,ℜg}R = 4[dℜ(f), dℜ(g)]πR .
Therefore, AR is isomorphic to (T ∗X)4πR .
Finally note that the Nĳenhuis structure j : AR → AR in Section 3.3 is simply J∗. It thus follows that
(AR)j is isomorphic to (T ∗X)4πI using Theorem 2.7.
12
3.6 Holomorphic Lie-Poisson structures
Similar to the smooth case, there is also another equivalent definition of holomorphic Lie algebroids.
The proof is similar to the smooth case, and is left to the reader. Note that the complex dual
HomC(A,C) of a holomorphic vector bundle A → X is again a complex manifold, which is also a
holomorphic vector bundle over X . We denote by p : HomC(A,C) → X the projection onto the base
manifold. There is a one-one correspondence between holomorphic sections V ∈ A(U) and fiberwise-
linear holomorphic functions lV on HomC(A|U ,C): ∀α ∈ HomC(A|U ,C)
lV (α) = α(V |p(α)).
Proposition 3.8. Let A→ X be a holomorphic vector bundle. The following are equivalent:
(a) A is a holomorphic Lie algebroid;
(b) there exists a fiberwise-linear holomorphic Poisson structure on HomC(A,C).
Here the Lie algebroid structure on (A, ρ, [·, ·]) and the Poisson structure on HomC(A,C) are related
by the following equations:
{p∗f, lV } = p∗
(
ρ(V )(f)
)
{lV , lW } = l[V,W ]
for any V,W ∈ A(U) and f ∈ OX(U), where p : HomC(A,C)→ X is the projection.
Summarizing the discussions above, we get the main result of this section.
Theorem 3.9. Let A → X be holomorphic vector bundle. There is a one-to-one correspondence
between:
(a) holomorphic Lie algebroid structures on A→ X,
(b) fiberwise-linear holomorphic Poisson structures on HomC(A,C),
3.7 Real and imaginary parts of a holomorphic Lie-Poisson structure
Any complex vector space V can be equivalently thought of as a real vector space with an R-linear
endomorphism j, such that j2 = −1, representing the multiplication by the imaginary number √−1.
Given a complex vector space V , its complex dual space is the set of morphisms HomC(V,C) from V
to C in the category of complex vector spaces. Similarly, its real dual space is the set of morphisms
HomR(V,R) from V to R in the category of real vector spaces. Clearly, HomC(V,C) is a vector space
over C while HomR(V,R) is a vector space over R.
The map
HomR(V,R)→ HomC(V,C) : f 7→ (1− ij∗)f
is an isomorphism of real vector spaces. Indeed, g ∈ HomC(V,C) if and only if g = (1 − ij∗)f with
f(= ℜ ◦ g) ∈ HomR(V,R).
Given a complex vector bundle A→ X , we denote its complex and real dual bundles by HomC(A,C)→
X and HomR(A,R) → X , respectively. Applying the previous isomorphism fiberwise yields the iso-
morphism of real vector bundles Ψ = 1− ij∗:
HomR(A,R)
pR

Ψ // HomC(E,C)
pC

X
id
// X.
(10)
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Here pC and pR denote the projections of the vector bundles HomC(A,C),HomR(A,R) onto their base
X . Note that Ψ−1(ξ) = ℜ ◦ ξ.
We consider a holomorphic Lie algebroid (A→ X, ρ, [·, ·]). According to Proposition 3.8, the complex
dual bundle HomC(A,C) is a fiberwise linear holomorphic Poisson manifold, whose holomorphic Poisson
tensor is denoted by π. Let πR and πI be its real and imaginary parts. Then πℜ := Ψ−1∗ πR and
πℑ := Ψ
−1
∗ πI are fiberwise R-linear Poisson tensors on the real dual bundle HomR(A,R). These
Poisson structures therefore correspond to real Lie algebroids on A → X , which are denoted by
(A → X, ρℜ, [·, ·]ℜ) or Aℜ and (A → X, ρℑ, [·, ·]ℑ) or Aℑ, respectively. The following Proposition
identifies these Lie algebroids with those discussed in Section 3.3.
Proposition 3.10. Let (A→ X, ρ, [·, ·]) be a holomorphic Lie algebroid.
(a) The Lie algebroid (A→ X, 4ρℜ, 4[·, ·]ℜ) is isomorphic to the real Lie algebroid AR;
(b) The Lie algebroid (A→ X,−4ρℑ,−4[·, ·]ℑ) is isomorphic to the imaginary Lie algebroid AI .
Proof. First, we fix some notations. Any section V ∈ Γ(A) can be thought of as a fiberwise C-linear
(resp. R-linear) function on HomC(A,C) (resp. HomR(A,R)), which we denote by lV (resp. l′V ).
For all V ∈ Γ(A) and f ∈ HomR(A,R), we have(
Ψ∗lV
)
(f) = lV (f − i(j∗f)) = f(V )− i f(jV ) = l′V (f)− i l′jV (f).
Thus {
ℜ(Ψ∗lV ) = l′V
ℑ(Ψ∗lV ) = −l′jV .
(11)
First we look at the anchor map ρℜ. Given any x ∈ X , α ∈ Ax and η ∈ T ∗xX , to compute 〈η, ρℜ(α)〉,
we choose an open neighborhood U ⊂ X containing x, a holomorphic section V ∈ A(U) through α,
and a holomorphic function f ∈ OX(U) with d
(ℜ(f))|x = η.
Consider the relation
p∗C
(
ρ(V )f
)
= {p∗Cf, lV }
from Proposition 3.8. Taking the real part, we obtain, by Corollary 2.4:
p∗C
(
ρ(V )ℜ(f)) = 4{p∗Cℜ(f),ℜ(lV )}R.
Applying Ψ∗ to both sides and using Eqs. (10) and (11), we have
p∗R
(
ρ(V )ℜ(f)) = Ψ∗p∗C(ρ(V )ℜ(f)) = 4Ψ∗{p∗Cℜ(f),ℜ(lV )}R
= 4{Ψ∗p∗Cℜ(f),ℜ(Ψ∗lV )}ℜ = 4{p∗Rℜ(f), l′V }ℜ = 4p∗R
(
ρℜ(V )ℜ(f)
)
.
Hence it follows that
ρ(V )ℜ(f) = 4ρℜ(V )ℜ(f)
and
〈η, 4ρℜ(α)〉 = 〈η, ρ(α)〉.
We now identify the anchor map ρℑ. Taking the imaginary part of the relation
p∗C
(
ρ(V )f
)
= {p∗Cf, lV }
from Proposition 3.8, we obtain
p∗C
(
ρ(V )ℑ(f)) = ℑ{p∗Cf, lV } = −4{p∗Cℑ(f),ℑ(lV )}I
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by Corollary 2.4. Applying Ψ∗ to both sides and making use of (10) and (11), we get:
p∗R
(
ρ(V )ℑ(f)) = Ψ∗p∗C(ρ(V )ℑ(f)) = −4Ψ∗{p∗Cℑ(f),ℑ(lV )}I
= −4{Ψ∗p∗Cℑ(f),Ψ∗(lV )}ℑ = 4{p∗Rℑ(f), l′jV }ℑ.
It follows that
ρ(V )ℑ(f) = 4ρℑ(jV )ℑ(f),
which implies that 4ρℑ = −ρj .
We now consider the Lie brackets. Choose an open neighborhood U ⊂ X such that the holomorphic
vector bundle A|U → U is trivial. Since the module of smooth sections of A|U is generated (over
C∞(U,R)) by the holomorphic sections, it suffices to show that the bracket 4[V,W ]ℜ (resp. −4[V,W ]ℑ)
is equal to [V,W ] (resp. [V,W ]j), for any two holomorphic sections V,W ∈ A(U).
According to Proposition 3.8, we have
{lV , lW } = l[V,W ] ∀V,W ∈ A(U). (12)
By Corollary 2.4, we obtain
ℜ(l[V,W ]) = ℜ{lV , lW } = 4{ℜ(lV ),ℜ(lW )}R.
Therefore, applying Ψ∗ to both sides, we get
ℜ(Ψ∗l[V,W ]) = 4Ψ∗{ℜ(lV ),ℜ(lW )}R = 4{ℜ(Ψ∗lV ),ℜ(Ψ∗lW )}ℜ
and, using (11), we obtain
l′[V,W ] = 4{l′V , l′W }ℜ.
Hence it follows that 4[V,W ]ℜ = [V,W ].
We now turn our attention to the Lie bracket [·, ·]ℑ. Taking the imaginary part of Eq. (12) and applying
Ψ∗ to both sides, it follows from Corollary 2.4 that
−4{ℑ(Ψ∗lV ),ℑ(Ψ∗lW )}ℑ = ℑ(Ψ∗l[V,W ]).
Hence, using Eq. (11), we obtain
4l′[jV,jW ]ℑ = 4{l′jV , l′jW }ℑ = l′j[V,W ].
Therefore,
4[jV, jW ]ℑ = j[V,W ]
and
[V,W ]j = j
−1[jV, jW ] = −4[V,W ]ℑ.
This completes the proof.
Remark 3.11. In particular, given a Lie algebra g over C, its complex dual HomC(g,C) is a holomor-
phic Poisson manifold. The isomorphism HomR(g,R)
Ψ−→ HomC(g,C) maps the Lie-Poisson structure
on HomR(g,R) corresponding to the Lie algebra bracket v ⊗ w 7→ 14 [v, w] (resp. v ⊗ w 7→ − 14j[v, w])
on g to the real (resp. imaginary) part of the holomorphic Poisson structure on HomC(g,C). Here
j : g→ g is the R-linear operator representing the scalar multiplication by √−1 ∈ C.
This is an immediate consequence of the relations
{l′V , l′W }ℜ = l′1
4 [V,W ]
{l′V , l′W }ℑ = l′
−
1
4 [V,W ]j
and the following fact: since here, the holomorphic vector bundle A → X is reduced to the vector
space g, all elements V,W of g are automatically holomorphic sections and, we have
[V,W ]j = [jV,W ] + [V, jW ]− j[V,W ] = j[V,W ]
since the restriction of the Lie bracket to the holomorphic sections is C-linear.
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4 Holomorphic Lie algebroid cohomology and holomorphic Pois-
son cohomology
4.1 Matched pairs
The notion of matched pairs of Lie algebroids was introduced by Lu in her classification of Poisson
group actions [31], and further studied by Mokri [36] and Mackenzie [32].
Definition 4.1. A matched pair of Lie algebroids is a pair of (complex or real) Lie algebroids A and B
over the same base manifold M , where B is an A-module and A is a B-module such that the following
identities hold:
[a(X), b(Y )] = −a(∇YX)+ b(∇XY ), (13)
∇X [Y1, Y2] = [∇XY1, Y2] + [Y1,∇XY2] +∇∇Y2XY1 −∇∇Y1XY2, (14)
∇Y [X1, X2] = [∇YX1, X2] + [X1,∇YX2] +∇∇X2YX1 −∇∇X1YX2, (15)
where X1, X2, X ∈ Γ(A) and Y1, Y2, Y ∈ Γ(B). Here, a and b are the anchor maps of A and B,
respectively, and ∇ denotes both the representation
Γ(A)⊗ Γ(B)→ Γ(B) : (X,Y ) 7→ ∇XY
of A on B and the representation
Γ(B)⊗ Γ(A)→ Γ(A) : (Y,X) 7→ ∇YX
of B on A.
Theorem 4.2 ([36, 32]). Given a matched pair (A,B) of Lie algebroids, there is a Lie algebroid
structure A ⊲⊳ B on the direct sum vector bundle A ⊕ B, with anchor c(X ⊕ Y ) = a(X) + b(Y ) and
bracket
[X1 ⊕ Y1, X2 ⊕ Y2] =
(
[X1, X2] +∇Y1X2 −∇Y2X1
)⊕ ([Y1, Y2] +∇X1Y2 −∇X2Y1). (16)
Conversely, if A ⊕ B has a Lie algebroid structure for which A ⊕ 0 and 0 ⊕ B are Lie subalgebroids,
then the representations ∇ defined by
[X ⊕ 0, 0⊕ Y ] = −∇YX ⊕∇XY
endow the pair (A,B) with a matched pair structure.
See [32] for more details.
Example 4.3. Let X be a complex manifold. Then (T 0,1X,T 1,0X) is a matched pair, where the
actions are given by
∇X0,1X1,0 = pr1,0[X0,1, X1,0] and ∇X1,0X0,1 = pr0,1[X1,0, X0,1],
for allX0,1 ∈ X0,1(X) andX1,0 ∈ X1,0(X). Hence T 0,1X ⊲⊳ T 1,0X and TCX are isomorphic as complex
Lie algebroids.
More generally, given a holomorphic Lie algebroid A, the pair (A0,1, A1,0) is a matched pair of Lie
algebroids and A0,1 ⊲⊳ A1,0 is isomorphic, as a complex Lie algebroid, to AC.
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Let A and B be two (complex or real) Lie algebroids over the same base manifold M . Assume B is
an A-module and A is a B-module, both representations being abusively denoted by the same symbol
∇. And define
F (X ;Y ) := [a(X), b(Y )] + a
(∇YX)− b(∇XY ),
S(X ;Y1, Y2) := [∇XY1, Y2] + [Y1,∇XY2]−∇X [Y1, Y2] +∇∇Y2XY1 −∇∇Y1XY2,
T (Y ;X1, Y2) := [∇YX1, X2] + [X1,∇YX2]−∇Y [X1, X2] +∇∇X2YX1 −∇∇X1YX2,
where a and b are the respective anchor maps ofA andB, whileX1, X2, X ∈ Γ(A) and Y1, Y2, Y ∈ Γ(B).
The following result can be verified directly.
Lemma 4.4. For any (complex or real-valued) function f on M , we have:
F (fX ;Y ) = fF (X ;Y ) F (X ; fY ) = fF (X ;Y )
S(fX ;Y1, Y2) = fS(X ;Y1, Y2) T (fY ;X1, X2) = fT (Y ;X1, X2)
and
S(X ; fY1, Y2) = fS(X ;Y1, Y2) + F (X ;Y2)(f)Y1
T (Y ; fX1, X2) = fT (Y ;X1, X2)− F (X2;Y )(f)X1.
Moreover, S and T are skew-symmetric in their last two arguments.
4.2 Cohomology of a matched pair
Proposition 4.5. Let A and B be a pair of Lie algebroids over M with mutual actions ∇. The pair
(A,B) is a matched pair iff the diagram
Γ(∧kA∗ ⊗ ∧lB∗) ∂A //
∂B

Γ(∧k+1A∗ ⊗ ∧lB∗)
∂B

Γ(∧kA∗ ⊗ ∧l+1B∗)
∂A
// Γ(∧k+1A∗ ⊗ ∧l+1B∗)
(17)
commutes, where ∂A and ∂B denote the Lie algebroid cohomology differential operators of A with values
in the module ∧•B∗ and of B with values in the module ∧•A∗, respectively.
Here, if α ∈ Γ(∧kA∗ ⊗ ∧lB∗), ∂A and ∂B are given by(
∂Aα
)
(A0, . . . , Ak, B1, . . . , Bl)
=
k∑
i=0
(−1)i
(
a(Ai)α(A0, . . . , Âi, . . . , Ak, B1, . . . , Bl)
−
l∑
j=1
α(A0, . . . , Âi, . . . , Ak, B1, . . . ,∇AiBj , . . . , Bl)
)
+
∑
i<j
(−1)i+jα([Ai, Aj ], A0, . . . , Âi, . . . , Âj , . . . , Ak, B1, . . . , Bl)
(18)
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and (
∂Bα
)
(A1, . . . , Ak, B0, . . . , Bl)
=
l∑
i=0
(−1)i
(
b(Bi)α(A1, . . . , Ak, B0, . . . , B̂i, . . . , Bl)
−
k∑
j=1
α(A1, . . . ,∇BiAj , . . . , Ak, B0, . . . , B̂i, . . . , Bl)
)
+
∑
i<j
(−1)i+jα(A1, . . . , Ak, [Bi, Bj ], B0, . . . , B̂i, . . . , B̂j , . . . , Bl).
(19)
Proof. ⇒ If the pair (A,B) is a matched pair, then the direct sum A ⊕ B is a Lie algebroid with
bracket given by (16). And the corresponding Lie algebroid differential
Γ(∧•(A⊕B)∗) dA⊲⊳B−−−−→ Γ(∧•+1(A⊕B)∗),
defined by
(dA⊲⊳Bα)(C0, . . . , Cn) =
n∑
i=0
(−1)ic(Ci)
(
α(C0, . . . , Ĉi, . . . , Cn)
)
+
∑
i<j
(−1)i+jα([Ci, Cj ], C0, . . . , Ĉi, . . . , Ĉj , . . . , Cn),
satisfies d2A⊲⊳B = 0. Now, remember that
∧n(A⊕B)∗ =
⊕
k+l=n
∧kA∗ ⊗ ∧lB∗.
It is easy to see that
dA⊲⊳B(Γ(∧kA∗ ⊗ ∧lB∗)) ⊂ Γ(∧k+2A∗ ⊗ ∧l−1B∗)⊕ Γ(∧k+1A∗ ⊗ ∧lB∗)
⊕ Γ(∧kA∗ ⊗ ∧l+1B∗)⊕ Γ(∧k−1A∗ ⊗ ∧l+2B∗).
Moreover, since A and B are Lie subalgebroids of A ⊲⊳ B, the stronger relation
dA⊲⊳BΓ(∧kA∗ ⊗ ∧lB∗) ⊂ Γ(∧k+1A∗ ⊗ ∧lB∗)⊕ Γ(∧kA∗ ⊗ ∧l+1B∗)
holds. Composing dA⊲⊳B with the natural projections on each of the direct summands, we get the
commutative diagram below:
Γ(∧kA∗ ⊗ ∧lB∗)
dA⊲⊳B

∂A
ssggggg
gg
gg
gg
gg
gg
gg
gg
g
(−1)k∂B
++WWWW
WW
WW
WW
WW
WW
WW
WW
WW
Γ(∧k+1A∗ ⊗ ∧lB∗) Γ((∧k+1A∗ ⊗ ∧lB∗)⊕ (∧kA∗ ⊗ ∧l+1B∗))oo // Γ(∧kA∗ ⊗ ∧l+1B∗),
where ∂A and ∂B are the coboundary operators given by (18) and (19). >From d2A⊲⊳B = 0, it follows
that ∂2A = 0, ∂
2
B = 0 and ∂A ◦ ∂B = ∂B ◦ ∂A.
⇐ Conversely, given the commutative diagram (17), one can define an operator
Γ(∧•(A⊕B)∗) dA⊲⊳B−−−−→ Γ(∧•+1(A⊕B)∗),
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whose restriction to Γ(∧kA∗⊗∧lB∗) is ∂A+(−1)k∂B. Clearly, d2A⊲⊳B = 0 and (Γ(∧•(A⊕B)∗), dA⊲⊳B)
is a differential graded algebra. Hence it follows that A ⊕ B admits a Lie algebroid structure with
associated differential dA⊲⊳B. Moreover,
dA⊲⊳BΓ(∧kA∗ ⊗ ∧lB∗) ⊂ Γ(∧k+1A∗ ⊗ ∧lB∗)⊕ Γ(∧kA∗ ⊗ ∧l+1B∗).
Therefore, Γ(A) and Γ(B) are closed under the Lie algebroid bracket on A ⊕ B. The subbundles A
and B are thus Lie subalgebroids of A⊕B. We conclude that the pair (A,B) is a matched pair of Lie
algebroids.
Proposition 4.6. The Lie algebroid cohomology of A ⊲⊳ B (with trivial coefficients) is isomorphic to
the total cohomology of the double complex (17).
Proof. This is an immediate consequence of the following fact, which was already pointed out in the
proof of Proposition 4.5: the restriction of the cohomology operator
Γ(∧•(A⊕B)∗) dA⊲⊳B−−−−→ Γ(∧•+1(A⊕B)∗)
to the subspace Γ(∧kA∗ ⊗ ∧lB∗) of Γ(∧k+l(A⊕B)∗) is ∂A + (−1)k∂B.
4.3 Canonical complex Lie algebroid associated to a holomorphic Lie alge-
broid
The following result is standard, for instance, see [22, 1].
Lemma 4.7. Let E be a complex vector bundle over a complex manifold X. Then E is a holomorphic
vector bundle if, and only if, E is a T 0,1X-module — i.e. there exists a flat T 0,1X-connection on E:
Γ(T 0,1X)⊗ Γ(E)→ Γ(E) : (X, ε) 7→ ∇Xε.
Proof. ⇒ Let E denote the sheaf of holomorphic sections of E → X . For all U ⊂ X open and σ ∈ E(U),
set ∇Xσ = 0, ∀X ∈ Γ(T 0,1X |U ). Then ∇ extends to all smooth sections of E by
∇X(fε) = X(f)ε+ f∇Xε
since Γ(E|U ) is generated by E(U) over C∞(U,C). One easily sees that ∇ is a flat T 0,1X-connection.
⇐ Let ∇ denote the representation of T 0,1X on E. And define the sheaf E over X by
E(U) = {σ ∈ Γ(E|U )|∇Xσ = 0, ∀X ∈ Γ(T 0,1X |U )} ,
for all U ⊂ X open. If σ ∈ E(U), then
∇X(fσ) = X(f)σ + f∇Xσ = X(f)σ,
for all X ∈ Γ(T 0,1X |U ). Hence fσ ∈ E(U) if f ∈ OX(U). Thus E is a sheaf of OX -modules. Since
∇ is flat, given any e ∈ Ex, there exists a neighborhood U of x and a local section σ ∈ E(U) through
e. Hence there exists a holomorphic vector bundle structure on E with E as sheaf of holomorphic
sections.
Now we can state the main result of this section.
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Theorem 4.8. Let A be a holomorphic Lie algebroid over a complex manifold X. Then the pair
(T 0,1X,A1,0) is naturally a matched pair of complex Lie algebroids. Conversely, given a complex
manifold X and a matched pair (T 0,1X,B), where B is a complex Lie algebroid over X whose anchor
takes its values in T 1,0X, there exists a holomorphic Lie algebroid A such that B ∼= A1,0 as complex
Lie algebroids.
Proof. ⇒ Let ρ denote the anchor map of A. Since A is a holomorphic vector bundle, by Lemma 4.7,
the complex vector bundle A1,0 is a T 0,1X-module. This gives a representation
Γ(T 0,1X)⊗ Γ(A1,0)→ Γ(A1,0) : (X, η) 7→ ∇Xη
of T 0,1X on A1,0. On the other hand, the C-linear extension of the anchor map ρ : A→ TX induces a
complex vector bundle map ρ : A1,0 → T 1,0X , which is a morphism of complex Lie algebroids. Similar
to the situation of Example 4.3, the map
Γ(A1,0)⊗ Γ(T 0,1X)→ Γ(T 0,1X) : (η,X) 7→ ∇ηX := pr0,1[ρC(η), X ] (20)
is automatically a representation of A1,0 on T 0,1X .
It remains to prove that the pair (T 0,1X,A1,0), with the above two representations, satisfies the
matched pair axioms (13) to (15).
If η is a holomorphic section of A1,0|U , then ∇Xη = 0 for all X ∈ Γ(T 0,1X |U ) (by definition of the
T 0,1X-module structure of A1,0) and, since ρC(η) is a holomorphic section of T 1,0X over U , we have
pr1,0[X, ρC(η)] = 0, ∀X ∈ Γ(T 0,1X |U ).
Thus
[X, ρC(η)] = − pr0,1[ρC(η), X ] + ρC(∇Xη), (21)
for all η ∈ A1,0(U) and X ∈ Γ(T 0,1X). >From Lemma 4.4, it follows that Eq. (21) actually holds for all
smooth sections η of A1,0. This relation is nothing but axiom (13) in the particular case (T 0,1X,A1,0).
If the sections of A1,0 involved in Eq. (14) are taken holomorphic, then (14) holds because, in that
particular case, all its terms vanish. Therefore, by Lemma 4.4 and the fact that A1,0∞ is generated by
A1,0 as a sheaf of modules over the sheaf C∞(X) of smooth functions, Eq. (14) is always satisfied.
Finally, it follows from the definition of the A1,0-module structure on T 0,1X and the Jacobi identity
that
∇η[X1, X2] = [∇ηX1, X2] + [X1,∇ηX2], ∀η ∈ A1,0(U), ∀X1, X2 ∈ Γ(T 0,1X).
Hence (15) follows from Lemma 4.4.
⇐ Let E → X denote the underlying complex vector bundle, [·, ·]B the Lie bracket on Γ(E) and
ρ : E → T 1,0X the anchor map of the Lie algebroid B. Since B is a T 0,1X-module, it follows from
Lemma 4.7 that E is a holomorphic vector bundle — a smooth section η ∈ Γ(E|U ) being holomorphic
iff ∇Xη = 0, ∀X ∈ Γ(T 0,1X |U ).
Moreover, by Eq. (14), if η1, η2 ∈ Γ(E|U ) are two holomorphic sections over an open subset U ⊂ X ,
[η1, η2] is also a holomorphic section of E over U ; i.e. the sheaf E of holomorphic sections of E is a
subsheaf of complex Lie subalgebras of the sheaf E∞ of smooth sections.
We define a new Lie algebroid structure A on the vector bundle E with the composition
E
ρ−→ T 1,0X 2ℜ−−→ TX
as anchor map and such that the Lie brackets of A and B agree on the subsheaf E of E∞:
[σ, τ ]A = [σ, τ ]B ∀σ, τ ∈ E(U).
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Here ℜ means real part.
Eq. (13) implies that
∇ηY = [ρC(η), Y ], ∀η ∈ E(U), ∀Y ∈ Γ(T 0,1X |U ).
Thus pr1,0[ρC(η), X ] = 0. By Example 4.3, ρC(η) is thus a holomorphic section of T 1,0X |U if η is a
holomorphic section of E|U . Hence ρ : E → T 0,1X and ℜ◦ρ : E → TX are holomorphic bundle maps.
Note that
f ∈ OX(U) ⇔ df(X) = 2df(ℜX), ∀X ∈ Γ(T 1,0X).
Therefore, the Lie bracket on A satisfies the Leibniz rule. Indeed, for all σ, τ ∈ E(U) and f ∈ OX(U),
we have
[σ, fτ ]A = [σ, fτ ]B = df
(
ρ(σ)
)
τ + f [σ, τ ]B = df
(
2ℜ ◦ ρ(σ))τ + f [σ, τ ]A.
Clearly, A is a holomorphic Lie algebroid over X with the same underlying complex vector bundle E
and with E as its sheaf of holomorphic sections. By construction, A1,0 and B are isomorphic complex
Lie algebroids.
Thus, given a holomorphic Lie algebroid A → X , we obtain two complex Lie algebroids: AC and
T 0,1X ⊲⊳ A1,0. The following proposition follows easily from the construction of T 0,1X ⊲⊳ A1,0.
Proposition 4.9. Assume (A→ X, ρ, [·, ·]) is a holomorphic Lie algebroid. Then
AC → T 0,1X ⊲⊳ A1,0 : a 7→
(
ρC(pr
0,1(a)), pr1,0(a)
)
is a homomorphism of complex Lie algebroids.
4.4 Lie algebroid cohomology
We use the following definition of Lie algebroid cohomology due to Evens-Lu-Weinstein [15].
Definition 4.10. Given a holomorphic Lie algebroid A → X, let ΩkA be the sheaf of holomorphic
sections of ∧kA∗ → X (k = 1, 2, . . . ) and Ω0A = OX . We have the following complex of sheaves over
X:
Ω•A : Ω
0
A
dA−−→ Ω1A dA−−→ · · · dA−−→ ΩkA dA−−→ Ωk+1A
dA−−→ · · ·
where
(
dAα
)
(V0, · · · , Vk) =
k∑
i=0
(−1)iρ(Vi)α(V0, · · · , V̂i, · · · , Vk)
+
∑
i<j
(−1)i+jα([Vi, Vj ], V0, · · · , V̂i, · · · , V̂j , · · · , Vk)
for all α ∈ ΩkA(U), V0, · · · , Vk ∈ A(U), and any open subset U of X.
The holomorphic Lie algebroid cohomology of A (with trivial coefficients) is defined to be the cohomol-
ogy of the complex of sheaves Ω•A:
H∗(A,C) := H∗(X,Ω•A).
The following result gives us an important way of computing holomorphic Lie algebroid cohomology
using smooth cohomology, i.e. Lie algebroid cohomology of complex Lie algebroids. In a certain sense,
this is a generalization of Dolbeault’s theorem to Lie algebroids.
21
Theorem 4.11. Let A→ X be a holomorphic Lie algebroid. Then
H∗(A,C) ∼= H∗(T 0,1X ⊲⊳ A1,0,C),
where the right hand side stands for the complex Lie algebroid cohomology of T 0,1X ⊲⊳ A1,0 (see
Proposition 4.6), which can be interpreted as a generalization of the Dolbeault cohomology.
Proof. By Ω0,kX ⊗C∞X Al,0∞ , we denote the sheaf of sections of the complex vector bundle (T 0,kX)∗ ⊗
∧lA1,0 → X . By the holomorphic Poincaré lemma, we have the following resolution of complex of
sheaves:
· · · · · · · · · · · ·
0 // Ω2A
dA
OO
∂¯// Ω0,0X ⊗C∞X A2,0∞
d
1,0
A
OO
∂¯ // Ω0,1X ⊗C∞X A2,0∞
d
1,0
A
OO
∂¯ // · · ·
0 // Ω1A
dA
OO
∂¯// Ω0,0X ⊗C∞X A1,0∞
d
1,0
A
OO
∂¯ // Ω0,1X ⊗C∞X A1,0∞
d
1,0
A
OO
∂¯ // · · ·
0 // Ω0A
dA
OO
∂¯// Ω0,0X ⊗C∞X A0,0∞
d
1,0
A
OO
∂¯ // Ω0,1X ⊗C∞X A0,0∞
d
1,0
A
OO
∂¯ // · · ·
(22)
The conclusion thus follows immediately from Theorem 4.8.
Example 4.12. As in Example 4.3, consider a complex manifold X . Let A = TX be its holomorphic
tangent bundle considered as a holomorphic Lie algebroid. In this particular case, H∗(A,C) is the
holomorphic de Rham cohomology, while H∗(T 0,1X ⊲⊳ A1,0,C) is the C-valued smooth de Rham
cohomology since T 0,1X ⊲⊳ A1,0 = T 0,1X ⊲⊳ T 1,0X ∼= TCX as complex Lie algebroids. It is well known
that they are isomorphic.
Indeed the complex Lie algebroid T 0,1X ⊲⊳ A1,0 is an elliptic Lie algebroid in the sense of Block. Recall
that a complex Lie algebroid (A → X, [·, ·], ρ) is said to be elliptic [1] if the map ℜ ◦ ρ : A → TX is
surjective. For an elliptic Lie algebroid, the Lie algebroid cohomology cochain complex is an elliptic
complex [1]. Hence the cohomology groups are finite dimensional if the base manifold is compact. This
can be easily seen directly from our definition of holomorphic Lie algebroid cohomology in terms of a
complex of sheaves.
Denote by H∗(AR,C) the Lie algebroid cohomology of the underlying real Lie algebroid AR with
trivial complex coefficients. The following result is an immediate consequence of Theorem 4.11 and
Proposition 4.9.
Proposition 4.13. Let A be a holomorphic Lie algebroid with underlying real Lie algebroid AR. Then
there is a natural morphism
H∗(A,C)→ H∗(AR,C).
Remark 4.14. In [44], Weinstein asked the question how to integrate a complex Lie algebroid. For the
complex Lie algebroid T 0,1X ⊲⊳ A1,0 arising from a matched pair, our discussion above suggests that
the holomorphic Lie groupoid integrating the holomorphic Lie algebroid A might be a candidate. It
will be interesting to explore further if Theorem 4.8 would have any applications in solving Weinstein’s
integration problem.
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4.5 Cohomology with general coefficients
Definition 4.15. Given a holomorphic Lie algebroid A → X, an A-module is a holomorphic vector
bundle E → X together with a morphism of sheaves (of C-modules)
A⊗ E → E : V ⊗ s 7→ ∇V s
such that, for any open subset U ⊂ X, the relations
∇fV s = f∇V s
∇V (fs) =
(
ρ(V )f
)
s+ f∇V s
∇V∇W s−∇W∇V s = ∇[V,W ]s
are satisfied ∀f ∈ OX(U), ∀V,W ∈ A(U) and ∀s ∈ E(U).
Lemma 4.16. Let A → X be a holomorphic Lie algebroid and E → X a complex vector bundle.
Then E → X is an A-module if, and only if, E → X is a module over the complex Lie algebroid
T 0,1X ⊲⊳ A1,0.
Proof. ⇒ Firstly, note that, since E → X is a holomorphic vector bundle with sheaf of holomorphic
sections E , by Lemma 4.7, E is a T 0,1X-module whose representation map
Γ(T 0,1X)⊗ Γ(E)→ Γ(E) : (X, s) 7→ ∇0,1X s
is entirely characterized by the condition
E(U) =
{
σ ∈ Γ(E|U )|∇0,1X σ = 0, ∀X ∈ Γ(T 0,1X |U )
}
,
for all open subsets U ∈ X .
On the other hand, E is a module over the holomorphic Lie algebroid (A→ X, [·, ·], ρ) with represen-
tation map
A⊗ E → E : (a, s) 7→ ∇as,
where A and E are the OX -sheaves of holomorphic sections of A and E respectively. Since A∞ and
E∞ are generated by A and E as sheaves of C∞X -modules, one can define a representation
Γ(A1,0)⊗ Γ(E)→ Γ(E) : (a, s) 7→ ∇1,0a s
of the complex Lie algebroid (A1,0, [·, ·]1,0, ρ1,0) on E, which is entirely determined by the requirement
that, for all subsets U of X , one has
∇1,0(1−ij)ασ = ∇ασ
for all α ∈ A(U) and σ ∈ E(U).
The equation
∇(X,a)s = ∇0,1X s+∇1,0a s
defines a connection of the complex Lie algebroid T 0,1X ⊲⊳ A1,0 (associated to the holomorphic Lie
algebroid A as in Theorem 4.8) on E. To check that this covariant derivative is flat, it suffices to prove
that
∇(X,0)∇(0,a)s−∇(0,a)∇(X,0)s = ∇[(X,0),(0,a)]s,
for all X ∈ Γ(T 0,1X), a ∈ Γ(A1,0) and s ∈ Γ(E). However, the curvature being a tensor, it actually
suffices to check that, for any open subset U of X , one has
∇(X,0)∇(0,(1−ij)α)σ −∇(0,(1−ij)α)∇(X,0)σ = ∇[(X,0),(0,(1−ij)α)]σ (23)
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for all X ∈ Γ(T 0,1X |U ), α ∈ A(U) and σ ∈ E(U). By definition of the Lie algebroid structure of
T 0,1X ⊲⊳ A1,0,
[(X, 0), (0, (1− ij)α)] = (−∇αX, 0)
since α is holomorphic. Hence, Eq. (23) becomes
∇0,1X ∇ασ −∇α∇0,1X σ = ∇0,1−∇αXσ,
which is obviously true since each term in the equation above vanishes — indeed, the second argument
of each ∇0,1 is a holomorphic section of E.
⇐ Let ∇ denote the representation of T 0,1X ⊲⊳ A1,0 on E.
Since T 0,1X is a Lie subalgebroid of T 0,1X ⊲⊳ A1,0, E is a T 0,1X-module and thus, by Lemma 4.7,
E → X is a holomorphic vector bundle whose sheaf of holomorphic sections E is characterized by
E(U) = {σ ∈ Γ(E|U )|∇(X,0)σ = 0, ∀X ∈ Γ(T 0,1X |U )} (24)
Moreover, the curvature of ∇ being flat, we have
∇(X,0)∇(0,(1−ij)α)σ −∇(0,(1−ij)α)∇(X,0)σ = ∇[(X,0),(0,(1−ij)α)]σ, (25)
for any open subset U of X and all X ∈ Γ(T 0,1X |U ), α ∈ A(U) and σ ∈ E(U). Note that, since α is
holomorphic,
[(X, 0), (0, (1− ij)α)] ∈ Γ(T 0,1X |U ). (26)
Making use of Eqs. (24) and (26), Eq. (25) becomes
∇(X,0)
(∇(0,(1−ij)α)σ) = 0,
for any open subset U of X and all X ∈ Γ(T 0,1X |U ), α ∈ A(U) and σ ∈ E(U). In other words, the
map
A(U)× E(U)→ E(U) : (α, σ) 7→ ∇(0,(1−ij)α)σ
does indeed take its values in E . Therefore this restriction of ∇ endows the holomorphic vector bundle
E → X with a structure of module over the holomorphic Lie algebroid A.
Definition 4.17. Given a holomorphic Lie algebroid A→ X and an A-module (E → X,∇), we have
the complex of sheaves over X
Ω•A ⊗ E : Ω0A ⊗ E
d∇A−−→ Ω1A ⊗ E
d∇A−−→ · · · d
∇
A−−→ ΩkA ⊗ E
d∇A−−→ Ωk+1A ⊗ E
d∇A−−→ · · ·
where
(
d∇Aα
)
(V0, · · · , Vk) =
k∑
i=0
(−1)i∇Vi
(
α(V0, · · · , V̂i, · · · , Vk)
)
+
∑
i<j
(−1)i+jα([Vi, Vj ], V0, · · · , V̂i, · · · , V̂j , · · · , Vk)
for any open subset U of X and all α ∈ (ΩkA ⊗ E)(U) and V0, · · · , Vk ∈ A(U).
The holomorphic Lie algebroid cohomology of A (with coefficients in the A-module E) is defined to be
the cohomology of the complex of sheaves Ω•A ⊗ E:
H∗(A,E) := H∗(X,Ω•A ⊗ E).
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Lemma 4.18. Let A→ X be a holomorphic Lie algebroid and E → X an A-module. If X is compact,
then Hk(A,E) is finite dimensional for all k.
The following theorem can be proved in a similar fashion as in Theorem 4.11.
Theorem 4.19. Let A→ X be a holomorphic Lie algebroid and E → X an A-module. Then
H∗(A,E) ∼= H∗(T 0,1X ⊲⊳ A1,0, E).
Given a holomorphic Lie algebroid A→ X and an A-module E → X , it is simple to see that E → X
naturally becomes an AR-module. The following is a straightforward generalization of Proposition 4.13.
Proposition 4.20. Let A be a holomorphic Lie algebroid with underlying real Lie algebroid AR, and
E → X an A-module. Then there is a natural homomorphism
H∗(A,E)→ H∗(AR, E).
4.6 Application to holomorphic Poisson manifolds
Now consider the cotangent bundle Lie algebroid (T ∗X)π associated to a holomorphic Poisson structure
(X, π). Since (T ∗X)π is a holomorphic Lie algebroid, according to Theorem 4.8, (T 0,1X, (T 1,0X)∗π) is
a matched pair. On the other hand, according to Theorem 2.7, to any holomorphic Poisson manifold
corresponds a natural generalized complex structure. The following theorem indicates the relation
between this generalized complex structure and the complex Lie algebroid T 0,1X ⊲⊳ (T 1,0X)∗π.
Theorem 4.21. If (X, π) is a holomorphic Poisson manifold, then the complex Lie algebroid T 0,1X ⊲⊳
(T 1,0X)∗π is isomorphic to the Dirac structure L4π, the −i-eigenbundle of the generalized complex
structure
J4π =
(
J 4π♯I
0 −J∗
)
as in Theorem 2.7.
We need a few lemmas.
Lemma 4.22.
L4π = {(X0,1 + π♯ξ1,0, ξ1,0)|ξ1,0 ∈ Ω1,0(X), X0,1 ∈ X0,1(X)} (27)
Proof. It is clear that
J4π(X
0,1, 0) = (JX0,1, 0) = −i(X0,1, 0).
On the other hand, since π♯I =
1
2i (π
♯ − π♯), it follows that
π
♯
Iξ
1,0 = 12i(π
♯ξ1,0) = − i2π♯ξ1,0
Since π♯R = J ◦ π♯I , we have
J ◦ π♯ = J ◦ (π♯R + iπ♯I) = −π♯I + iπ♯R = i(π♯R + iπ♯I) = iπ♯.
It thus follows that
J4π(π
♯ξ1,0, ξ1,0) = (Jπ♯ξ1,0 + 4π♯Iξ
1,0,−J∗ξ1,0) = (−iπ♯ξ1,0,−iξ1,0) = −i(π♯ξ1,0, ξ1,0).
Hence (X0,1 + π♯ξ1,0, ξ1,0) is an eigenvector of J4π with eigenvalue −i. The conclusion thus follows
from dimension counting.
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By abuse of notations, ∇ denotes both the T 0,1X-representation on (T 1,0X)∗π and the (T 1,0X)∗π-
representation on T 0,1X .
Lemma 4.23. For any X0,1 ∈ X0,1(X) and ξ1,0 ∈ Ω1,0(X), we have
∇X0,1ξ1,0 = LX0,1ξ1,0. (28)
Proof. For any Y 1,0 ∈ X1,0(X), we have
〈∇X0,1ξ1,0, Y 1,0〉 =X0,1〈ξ1,0, Y 1,0〉 − 〈ξ1,0,∇X0,1Y 1,0〉
=X0,1〈ξ1,0, Y 1,0〉 − 〈ξ1,0, pr1,0[X0,1, Y 1,0]〉
=X0,1〈ξ1,0, Y 1,0〉 − 〈ξ1,0, [X0,1, Y 1,0]〉
=〈LX0,1ξ1,0, Y 1,0〉.
Hence ∇X0,1ξ1,0 = LX0,1ξ1,0.
Lemma 4.24. For any X0,1 ∈ X0,1(X) and ξ1,0 ∈ Ω1,0(X), we have
π♯∇X0,1ξ1,0 = pr1,0[π♯ξ1,0, X0,1]. (29)
Proof. Note that if Y 1,0 ∈ X1,0(X) is a holomorphic vector field, pr1,0[X0,1, Y 1,0] = 0. Hence it
follows that LX0,1π ∈ Γ(T 0,1X ∧ T 1,0X), for π ∈ X2,0(X) is a holomorphic bivector field. Therefore
(LX0,1π)
♯ξ1,0 ∈ X0,1(X). That is, pr1,0(LX0,1π)♯ξ1,0 = 0. Now since
π♯(LX0,1ξ
1,0)− LX0,1(π♯ξ1,0) = (LX0,1π)♯ξ1,0,
applying pr1,0 to both sides, we obtain
π♯(LX0,1ξ
1,0) = pr1,0[X0,1, π♯ξ1,0]
and, using Eq. (28),
π♯(∇X0,1ξ1,0) = pr1,0[X0,1, π♯ξ1,0].
Proof of Theorem 4.21. First, recall that the Lie bracket on Γ(L4π) is the restriction of the Courant
bracket
JX + ξ, Y + ηK = [X,Y ] + LXη − LY ξ + 12d(ξY − ηX)
of Γ(TX ⊕ T ∗X) [17, 41].
Consider the map
φ : T 0,1X ⊲⊳ (T 1,0X)∗π → L4π : (X0,1, ξ1,0) 7→ (X0,1 + π♯ξ1,0, ξ1,0),
which is an isomorphism of vector bundles. It is clear that φ interchanges the anchor maps. One sees
immediately that
[φ(X0,1), φ(Y 0,1)] = φ[X0,1, Y 0,1] ∀X1,0, Y 1,0 ∈ X1,0(X)
[φ(ξ1,0), φ(η1,0)] = φ[ξ1,0, η1,0] ∀ξ1,0, η1,0 ∈ Ω1,0(X).
Now for any X0,1 ∈ X0,1(X) and ξ1,0 ∈ Ω1,0(X),
[φ(X0,1), φ(ξ1,0)]
=JX0,1, π♯ξ1,0 + ξ1,0K (by definition of φ)
=[X0,1, π♯ξ1,0] + LX0,1ξ
1,0 (by definition of J·, ·K)
=[X0,1, π♯ξ1,0] +∇X0,1ξ1,0 (by Eq. (28))
=pr1,0[X0,1, π♯ξ1,0] + pr0,1[X0,1, π♯ξ1,0] +∇X0,1ξ1,0 (since TCX = T 1,0X ⊕ T 0,1X)
=pr1,0[X0,1, π♯ξ1,0]−∇ξ1,0X0,1 +∇X0,1ξ1,0 (by Eq. (20))
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On the other hand,
φ[X0,1, ξ1,0] = φ(−∇ξ1,0X0,1 + ∇X0,1ξ1,0) = −∇ξ1,0X0,1 + π♯∇X0,1ξ1,0 + ∇X0,1ξ1,0.
From Eq. (29), it thus follows that
[φ(X0,1), φ(ξ1,0)] = φ[X0,1, ξ1,0].
Hence φ is indeed a Lie algebroid isomorphism.
4.7 Holomorphic Poisson cohomology
Consider the matched pair (T 0,1X, (T 1,0X)∗π) associated to a holomorphic Poisson manifold (X, π).
With Proposition 4.5 in mind, we set A = T 0,1X and B = (T 1,0X)∗π. Then
Γ(∧kA∗ ⊗ ∧lB∗) ≃ Ω0,k(X)⊗C∞(X,C) Xl,0(X) ≃ Ω0,k(X,T l,0X)
and the commutative diagram of Proposition 4.5 becomes
Ω0,k(X,T l,0X)
∂A //
∂B

Ω0,k+1(X,T l,0X)
∂B

Ω0,k(X,T l+1,0X)
∂A
// Ω0,k+1(X,T l+1,0X).
(30)
The next proposition describes the coboundary operators ∂A and ∂B in this context.
Proposition 4.25. Let (T 0,1X, (T 1,0X)∗π) be the matched pair associated to a holomorphic Poisson
manifold (X, π). Then
(a) ∂A : Ω
0,k(X,T l,0X) → Ω0,k+1(X,T l,0X) is the ∂¯-operator associated to the holomorphic vector
bundle T l,0X;
(b) ∂B : Ω
0,k(X,T l,0X)→ Ω0,k(X,T l+1,0X) is the operator dπ defined by the relation(
dπα
)
(Y1, . . . , Yk) = [π, α(Y1, · · · , Yk)] + (−1)kα [π, Y1 ∧ · · · ∧ Yk], (31)
where Y1, . . . , Yk are arbitrary elements of X
0,1(X) and α [π, Y1 ∧ · · · ∧ Yk] denotes the element
in Xl+1,0(X) obtained by contracting α with the (k + 1)-vector field [π, Y1 ∧ · · · ∧ Yk].
Alternatively, if ω ∈ Ω0,k(X) and P ∈ Xl,0(X), then
dπ(ω ⊗ P ) = ω ⊗ [π, P ] +
n∑
i=1
(ıπ♯(ei)dω)⊗ (ei ∧ P ), (32)
where (e1, . . . , en) is a basis of T
1,0
x X and (e
1, . . . , en) is the dual basis of (T 1,0x X)
∗.
Proof. a This is straightforward. b Since Eq. (31) follows easily from Eq. (32), we will only prove
Eq. (32).
For any A1, · · · , Ak ∈ X0,1(X) and B0, . . . , Bl ∈ Ω1,0(X), according to Eq. (19), we have(
∂B(ω ⊗ P )
)
(A1, . . . , Ak, B0, . . . , Bl) = T · ω(A1, . . . , Ak)
+
l∑
i=0
(−1)iSi · P (B0, . . . , B̂i, . . . , Bl)
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Here
T =
l∑
j=0
(−1)jπ♯(Bj)P (B0, . . . , B̂j , . . . , Bl)
+
l∑
j1,j2=0
(−1)j1+j2P ([Bj1 , Bj2 ], B0, · · · , B̂j1 , . . . , B̂j2 , . . . , Bl)
and, for i = 1, . . . , l,
Si = π
♯(Bi)(ω(A1, . . . , Ak))−
k∑
j=1
ω(A1, . . . ,∇BiAj , . . . , Ak).
It is clear that
T = [π, P ](B0, . . . , Bl). (33)
According to Eq. (20), we have ∇BiAj = pr0,1[π♯Bi, Aj ]. Since ω is a (0, k)-form, it follows that
([π♯Bi, Aj ]− pr0,1[π♯Bi, Aj ]) ω = 0.
As a consequence, we have
ω(A1, . . . ,∇BiAj , . . . , Ak) = ω(A1, . . . , [π♯Bi, Aj ], . . . , Ak).
Therefore
Si =π
♯(Bi)
(
ω(A1, . . . , Ak)
)− k∑
j=1
ω(A1, . . . , [π
♯Bi, Aj ], . . . , Ak)
=
(
Lπ♯(Bi)ω
)
(A1, . . . , Ak)
=
(
ıπ♯(Bi)dω
)
(A1, . . . , Ak),
where the last equality uses the relation ıπ♯Biω = 0. Hence it follows that
l∑
i=0
(−1)iSi · P (B0, . . . , B̂i, . . . , Bl)
=
l∑
i=0
(−1)i(ıπ♯(Bi)dω)(A1, . . . , Ak) P (B0, . . . , B̂i, . . . , Bl)
=
l∑
i=0
(−1)i
n∑
j=1
Bi(ej)
(
ıπ♯(ej)dω
)
(A1, . . . , Ak) P (B0, . . . , B̂i, . . . , Bl)
=
n∑
j=1
(
ıπ♯(ej)dω
)
(A1, . . . , Ak)
(
ej ∧ P
)
(B0, . . . , Bl).
This concludes the proof of the proposition.
As an immediate consequence, we have the following
Corollary 4.26. Let (X, π) be a holomorphic Poisson manifold. The following cohomologies are all
isomorphic:
(a) the holomorphic Poisson cohomology of (X, π);
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(b) the complex Lie algebroid cohomology of L4π;
(c) the total cohomology of the double complex
· · · · · · · · ·
Ω0,0(X,T 2,0X)
dπ
OO
∂¯ // Ω0,1(X,T 2,0X)
dπ
OO
∂¯ // Ω0,2(X,T 2,0X)
dπ
OO
∂¯ // · · ·
Ω0,0(X,T 1,0X)
dπ
OO
∂¯ // Ω0,1(X,T 1,0X)
dπ
OO
∂¯ // Ω0,2(X,T 1,0X)
dπ
OO
∂¯ // · · ·
Ω0,0(X,T 0,0X)
dπ
OO
∂¯ // Ω0,1(X,T 0,0X)
dπ
OO
∂¯ // Ω0,2(X,T 0,0X)
dπ
OO
∂¯ // · · ·
(34)
Here dπ is the differential operator defined by Eq. (31) or Eq. (32).
Remark 4.27. When X is a Stein manifold (for instance X = Cn), one easily sees that our Poisson co-
homology groups are isomorphic to the ones defined by Lichnérowicz’s cochain complex of holomorphic
mutivector fields, as in the smooth case (see, for instance, [38]).
We also note that our holomorphic Poisson cohomology groups are always finite dimensional if the
manifold is compact.
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