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CHAPTER 1. INTRODUCTION 
Multivariate survival analysis involves the study of failure times, including the 
influence of covariates, in the presence of dependence. Dependent failure times arise 
in a variety of situations. In tetrology studies, for example, different groups of female 
mice may be exposed to different levels of a suspected toxin and times to a life event 
like eruption of incisor teeth are measured on each of several members of each litter 
produced by the treated females (Buelke-Sam, et al., 1985). Although two animals 
from different litters may reasonably be considered to respond independently, failure 
or life event times from litter mates may be highly dependent. Alternatively, depen­
dencies arise from repeatedly measuring individual subjects. Angioplasty procedures 
are often performed to eliminate obstructions in several blood vessels in a single pa­
tient and the time until recurrent obstruction is recorded for each blood vessel. Other 
situations involve dependencies arising from social interaction or common environ­
mental influences. One case involves the analysis of recidivism times and success 
rates in comparative studies of stop smoking programs where subjects are treated 
in groups. Groups may contain friends, relatives, and spouses. Dependencies arise 
from interactions among members within individual groups (Koehler and McGovern 
1990). The multivariate survival models considered in this dissertation allow for in­
dependent groups of dependent responses, where subjects in different groups respond 
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independently. 
The development of parametric models for multivariate failure data requires 
the specification of multivariate survivor functions, with appropriate properties. In 
particular, multivariate distributions with univariate margins corresponding to com­
monly used survival distributions (e.g., exponential, Weibull, log-normal, gamma, 
pareto distributions) are needed. In the rest of the this chapter some basic con­
cepts of multivariate survival analysis are presented and some notation is estab­
lished. Methods for constructing multivariate distributions with specific univariate 
marginal distributions and the existing literature on multivariate survival analysis 
are reviewed. In particular, a multivariate survivor function with univariate Weibull 
marginal survivor functions is obtained from the construction proposed by Koehler 
and Symanowski (1991). 
A parametric approach to multivariate survival analysis is considered in Chapter 
2. Effects of covariates are incorporated into the model by fitting separate propor­
tional hazards models to each marginal response. Maximum likelihood estimation is 
used to obtain estimates for parameters in the marginal proportional hazards models 
and the association parameters. 
In Chapter 3, the so called Independence Working Model (IWM) is used to 
estimate regression parameters in proportional hazards models for dependent survival 
data. A robust estimator of the covariance matrix for the limiting normal distribution 
of the IWM estimator for the regression parameters is considered. 
Finally, in Chapter 4, data are simulated from the parametric model introduced 
in Chapter 2 to compare thé efficiency of estimators introduced in Chapter 2 and 
3. Type I error levels and power of Wald statistics for testing hypotheses involving 
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regression parameters are also simulated. 
Univariate survival models 
In this section basic concepts of univariate survival analysis are reviewed and 
some notation is established. 
Survival distributions 
In survival analysis we refer to the time to the occurrence of some event of 
interest from a specified starting point as a survival time, life time, failure time, or 
event time. Sometimes the events of interest are deaths or contraction of a certain 
disease, and the survival time is the actual lengths of life or the time between some 
particular starting point and the date of contracting the disease. 
Let T be the survival time variable defined over the interval [0,oo), and let f { t )  
be the probability density function (p.d.f.) of T. The probability of an individual 
surviving until time T is given by the survivor function 
Note that S { t )  is a monotone decreasing continuous function with 5(0) = 1 and 
oo 
(1.1) 
t  
S{oo) = lim(_,oo = 0-
Hazard functions 
The hazard function 
= lim 
At-^0 
p r { t  < T < t  +  A t \ T  >  t )  
A t  
(1.2) 
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represents the instantaneous failure rate conditional on survival until a specific time 
t. By the definition of conditional probability we have 
For continuous survival distributions, f { t )  =  — S \ t )  and 
Thus, 
and since 5(0) = 1, 
logS{t) |Q= - h{x)dx, 
S { t )  =  e x p { —  h { x ) d x )  (1.5) 
=  e x p { - H { t ) ) ,  
where H { . ) i s  called the cumulative hazard {nnction. It follows that 5(oo) = 0 implies 
H{oo) = lim^^QQ H{t) = oo. 
The hazard function h { t )  for a continuous survivor distribution has the following 
properties 
(a) h { t )  >  0, 
roo (6) J  h { t )  d t  = oo. 
m 
Finally, it follows from (1.3) and (1.5) that 
f t  f { t )  =  h { t ) e x p { — h { x )  d x ) .  (1.6) 
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Censored data 
Censoring occurs when survival times or times until a certain event are not 
observed for a portion of the individuals under study. It can arise, for example, 
from premature withdrawal from a study, or survival beyond the final inspection 
time. In human health studies, subjects are lost to follow-up when they move or 
when they refuse to continue to participate in the study. Observations are said to 
be right-censored when only a lower bound on the survival time, say c, is known. 
Left censored observations are those for which the survival time is only known to 
be smaller than a given value, say d. Finally, if the survival times are only known 
to be within a given time interval, they are called interval censored times. Data 
with censored observations can not be analyzed by simply ignoring the censored 
observations because, among other considerations, longer-lived individuals are often 
more likely to be censored. The method of analysis must use the information in both 
the censored and uncensored observations. 
Type I censoring. Sometimes experiments are run over a fixed time period 
in such a way that an individual's survival time will be known exactly only if it is 
less than some predetermined value. In such situations the data are said to be type 
I (or time) censored. In a life test experiment, for example, n individuals may be 
examined, but a decision is made to terminate the test after a time T has elapsed. 
Survival times will then be known exactly only for those individuals that fail before 
time T. 
Type II censoring. Type II censored data arise when only the K smallest 
observations in a random sample of n items are observed {1 < K < n). Experiments 
involving type II censoring are used, for example, in life testing of electrical compo­
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nents. Instead of continuing until each of the n components in a study has failed, 
the study is terminated at the time of the individual failure. Such stopping rules 
can save time and money. 
Some continuous parametric survival models 
Since Weibull distributions are later used as marginal distributions, properties 
of Weibull distributions are reviewed here. The exponential distribution is reviewed 
as a special case. 
The Weibull distribution. Many parametric models are used in the anal­
ysis of survival time data and in problems related to the modeling of aging or failure 
processes. Among those models, a few particular distributions occupy a central role 
because of their demonstrated usefulness in a wide range of situations. The Weibull 
is perhaps the most widely used survival time distribution model. It is named after 
Walodi Weibull (1951), a Swedish physicist, who popularized its use among engi­
neers. One reason for its popularity is that it has a wide variety of shapes and it 
can accommodate both increasing, decreasing, and constant hazard functions. This 
makes it extremely versatile in fitting data, and it empirically fits many kinds of data. 
This family of survival distributions is widely used in biomedical applications, e.g., 
in studies of the time to the occurrence of tumors in human populations (Whitemore 
and Altschuler, 1976), studies of times from initial abstinence to return to smok­
ing (Koehler and McGovern, 1990), toxicology studies involving laboratory animals 
(Pike, 1966). It is also widely used in reliability and quality control applications 
(Kao, 1959). 
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The Weibull distribution has a hazard function of the form 
= (1.7) 
where i > 0 is the survival time and A > 0 and /3 > 0 are scale and shape parameters, 
respectively. When /3 = 1 we get the exponential distribution as a special case. By 
(1.5) and (1.6) the survivor function and the p.d.f. of the distribution are 
S { t )  =  e x p [ - { X t ) ^ ] ,  t  >  0 ,  (1.8) 
and 
f i t )  =  X / 3 { X t f - ' ^ e x p [ - { X t f ] ,  t  >  0. (1.9) 
The Weibull hazard function is monotone increasing if (3 > 1, decreasing if /3 < 1, 
and constant for /3 = 1. 
Suppose T is distributed as (1.9), then X = logT has the extreme value distri­
bution with survivor function 
S { x )  = exp[—e®p(a; — ^)/a!], —oo < z < oo, 
where a = 1/^5 > 0 and —oo < ^ = logX < oo are scale and location parameters. 
This distribution is extensively used in a number of areas and sometimes referred to 
as the Gumbel distribution, after E. J. Gumbel who had pioneered its use (Gumbel, 
1958). It is often convenient to work with log survival times. 
Definition 1.1. A distribution of possibly dependent random variables is 
said to be multivariate Weibull if its univariate marginals are Weibull distributions. 
Several multivariate extensions of the univariate Weibull distribution have been sug­
gested (Johnson and Kotz, 1975; Krishnaiah, 1977; Marshall and Olkin, 1967). Each 
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of these extensions have univariate Weibull margins. One can get, for example, 
the Marshall and Olkin multivariate exponential distribution from their multivariate 
Weibull distribution by a simple transformation. 
The exponential distribution. Historically, the exponential distribution 
was the first distribution widely used in survival analysis. This was partly because of 
the availability of simple statistical methods and partly because it appeared suitable 
for representing the survival time distribution in some situations (e.g., Feigl and 
Zelen, 1965). 
The exponential distribution F { t )  is given by 
F { t )  =  1 - t  >  0, (1.10) 
where A is a fixed positive parameter. Its density f [ t )  and survivor function S { t )  are 
f{t) = Xe-^^, f >0, (1.11) 
S { t )  =  i > 0. (1.12) 
The hazard function for this distribution is constant, 
h ( t )  = ^ ( > 0, 
which restricts its usefulness. This property is called the no-aging property (or lack 
of memory property). If the random variable T is exponential, then 
Pr{T > i + x\T > t) = Pr(T > z), 
which is equivalent to 
S { t  +  œ )  =  S { t ) S { x ) .  
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Definition 1.2. A multivariate distribution is said to be multivariate 
exponential if its univariate marginals are exponential. Some of the earliest examples 
of multivariate exponential distributions are special cases of multivariate chi-square 
and gamma distributions. These can be obtained by choosing parameters such that 
the univariate marginals reduce to exponentials (Johnson and Kotz, 1972). Another 
example is the bivariate exponential distribution introduced by Marshall and Olkin 
(1967) which is given by 
F { x , y )  = 1 - e x p [ - \ i x  -  A23/ -  X i 2 m a x { x , y ) ] ,  x , y > 0 ,  
where Aj, A2, and non-negative parameters such that A^ + Aj2 > 0 and 
A2+A12 > 0. Marshall and Olkin also present a multivariate exponential distribution 
that has the following form 
Marshall and Olkin's multivariate exponential distribution has both an absolutely 
continuous and a singular part with non-zero probability concentrated on a certain 
subspace, which limits its applicability to situations where simultaneous failures occur 
with positive probability. Univariate marginal survivor functions derived from (1.13) 
contain parameters that control associations among variates (e.g., for n = 2 the 
hazard rates for the marginal exponential distributions for x\ and $2 &re A]^ + X12 
and A2 + A]^2> respectively, where A]^2 controls association between and X2). 
Further information about the concepts introduced in this section can be found 
n 
X i j m a x { x i , x j )  
i < j  
(1.13) 
i<j<k 
• • • ^12 ' * * * ' ^7% )]î ^ ~ 1 
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in Cox and Oakes (1984), Lawless (1982), Kalbfleisch and Prentice (1980), Nelson 
(1982), Barlow and Proschan (1965). 
Proportional hazards models 
A family of models that has been widely used in the analysis of survival data is 
specified via the hazard function. A proportional hazard family is a class of models, 
proposed by Cox (1972), with the property that different individuals have hazard 
functions which are proportional to one another. That is, for non-random vectors Z-^ 
and Z2 of explanatory variables the ratio h{t\Z-^)lh{t\Z2) of the hazard functions 
for two individuals does not vary with t. This implies that the hazard function of T 
given Z, can be written in the form 
h { t \ Z )  =  Ao(f)^(Z), (1.14) 
where /iqC*) the baseline hazard function. Both hQ{.) and ^(.) may involve unknown 
parameters. A useful family of models is obtained from a survival model with baseline 
hazard function hQ{t) by defining 
h { t \ Z )  =  (1,15) 
where /3'Z = and the /3j's are unknown regression coefficients. 
Model (1.15) sometimes is called Cox's regression model. 
The effect of covariates on the survivor function can be computed as follows. 
Since 
S { t \ Z )  =  e x p [ -  h { t \ Z ) d t ] ,  
it follows from (1.14) that the survivor function of T given Z  is 
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where 
d  
/O 
The density function of T given Z  is 
p t
S q U )  =  e x p [ -  J  h Q { x ) d x ] .  
An example of model (1.15) is the Weibull regression model in which the scale pa­
rameter depends on covariates. The hazard function of T given Z is 
*«« = -S38 
where A > 0 and 7 > 0 are scale and shape parameters. 
Construction of multivariate survivor functions with specific margins 
A number of models for multivariate data have been suggested in the literature 
and their mathematical properties have been examined. However, many of them have 
been developed solely for matched pairs and other models have either limited ranges 
of associations or are limited by using a single parameter to govern all associations 
between variates. Correlations for Morgenstern's (1956) distribution, for example, 
are limited to | /9 |< Plackett's (1965) bivariate distribution allows for a full range 
of correlations, but has not been extended to higher dimensions and it allows for only 
small departures from the bivariate normal distribution when it is used with normal 
margins (Johnson 1987). 
Clayton (1978) develops a bivariate model for matched pairs by imposing a 
particular constraint on conditional hazard functions. He imposes a constant age-
specific incidence rate in each member of a pair. This model is general but does not 
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allow for negative association. Let Tj and T2 be survival times and h{T-^\T2 = ^2)» 
and /i(Tj|r2 > ^2) be conditional hazard functions. The model is derived from the 
condition 
=  t i )  .  
/.(?! 1X2X2) ' 
for some fixed 0 > 1. Suppose = Pr{Ti > and 6^2(^2) — ^^(^2 — ^2) 
continuous survivor functions with 6'%(0) = 52(0) = 1, then the bivariate survivor 
function for Clayton's model with marginal survivor functions and S2{t2) is 
= PrlTi > ,1,3-2 > «2) = - 11"^-
This is the parameterization of Clayton's model given by Oakes (1982). To make 
inferences about the association parameter (0), Oakes (1982, 1986) uses a semipara-
metric approach that ignores the form of the marginal survivor functions. Since his 
approach is based on rank statistics the same result is obtained with any monotone 
transformations of the variables. The estimate for ^ is ^ = (1 + r)/(l — r) where r is 
Kendall's (1962) coefiicient of concordance. Clayton and Cuzick (1985) give a repre­
sentation of Clayton's (1978) pseudolikelihood estimator for 0 as a weighted form of 
Oakes's concordance estimator. 
Cook and Johnson (1981) extend the Clayton (1978) model to higher dimensions, 
but this extension uses a single parameter to control associations between variables. 
The extension has joint distribution function 
E - k + 1  
Li=l 
—a 
a > 0. (1.16) 
By including a second association parameter. Cook and Johnson (1986) extend the 
bivariate form of Clayton's model to include a limited range of negative association. 
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Genest and Mackay (1986) also extend the Clayton model to allow for negative as­
sociation, but the support of the resulting distribution depends on the association 
parameter. 
Johnson and Kotz (1975) developed a multivariate generalization of the Farlie-
Gumbel-Morgenstern (FGM) distribution. This class of FGM distributions is re­
stricted by an association parameter constraint to ensure the distribution is a non-
decreasing function of each set of variates. Also, in this class of generalized FGM 
distributions the range of possible correlations between pairs of variates is limited as 
for the bivariate case, and this model is only useful for situations involving weak cor­
relations. Klein, Keiding, and Kamby (1989) apply semiparametric Marshall-Olkin 
(1967) multivariate exponential models, using a proportional hazards approach, to a 
study of the occurrence of metastases at multiple sites after breast cancer. They use 
a partial likelihood procedure to estimate regression parameters. One limitation of 
this model is its no-aging property for both marginal and joint models, i.e., if X is 
the life time of a component, then the probability that the component will last more 
t h a n  a  +  t  t i m e  u n i t s  i s  t h e  s a m e  a s  t h a t  o f  a  n e w  c o m p o n e n t  l a s t i n g  m o r e  t h a n  t  
units. This can be written as 
P { X  > t  +  a \ X > a )  =  P { X  >  t ) .  
Hougaard (1986) suggests a class of multivariate survivor distributions where condi­
tionally on a group specific quantity, called a frailty, that follows a stable distribution, 
the observations are independent. Hougaard, in the same article, criticizes the models 
developed by Clayton (1978), Cakes (1982), Wild (1983), Clayton and Cuzick (1985) 
since they can be obtained by assuming a gamma distribution for the random frailty. 
The association parameter in these models is a function of the shape parameter of 
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the gamma distribution. Hougaard asserts that the gamma assumption creates a 
serious deficiency because it implies that the association parameter measures some­
thing besides dependence. Hougaard's model also allows only for positive association 
for each pair of variates. Crowder (1989) proposes a multivariate distribution with 
Weibull marginals that requires complicated parameter constraints to make the den­
sity positive. Crowder's model is a special case of the Hougaard (1986) multivariate 
distribution. Both the Crowder and Hougaard models are limited by using just a 
single parameter to account for associations between all pairs of variables. Hougaard 
(1986) also criticizes the Clayton and Cuzick (1985) procedure for inference about 
the association parameter because it is quite complicated. He suggests a two-stage 
procedure to test the null hypotheses that all associations are zero, but the properties 
of the proposed test are unknown. 
Lindley and Singpurwalla (1986) consider gamma mixtures of exponential dis­
tributions. Nayak (1987) extends Lindley and Singpurwalla's results to the mul­
tivariate Lomax distribution which a special case of (1.16)with Pareto margins, 
F^{xi) = (1 -|- A special feature of this model is that conditional means are 
linear combinations of the conditioning variables. Bhattacharya and Kumar (1986) 
discuss a compound exponential model with an inverse Gaussian distributed mean 
parameter. Whitmore (1988) also uses the inverse Gaussian distribution for the dis­
tribution of the random hazard rate A. Whitmore and Lee (1991) give a multivariate 
extension of the Whitmore's (1988) model, but this extension restricts the range of 
correlation among variables (0 < /) < 1/2). None of these models, however, offer 
different association parameters for different pairs of variables. 
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Multivariate survivor functions with different association parameters 
Koehler and Symanowski (1991) suggest an extension of the Clayton (1978) 
model to higher dimensions that allows for a different association parameter for each 
pair of variables and also allows for various higher order associations. A joint survivor 
function based on this extension has the form 
S { t i , t 2 , . . . , t p )  =  n  X n  K+ •"? • -Wl  (1 -17 )  
i=l i<j 
X n 
i<j<k 
X n + H V l  +  
i<j<k<l 
' ^ j V i  -
x[ i ]  n  -  (p -1 )  n  
i=ll^i i=\ 
where 
JL 
ai > 0, 
> 0, 
^12...p ^ 0' 
and 
= Si + E °'ij + E + E + 
16 
^ + "^12...p" 
j<i<k j<k<i 
The model allows for any feasible pattern of positive pairwise associations. Some 
negative associations for selected pairs of variables can be obtained by substituting 
1 — for S^{^) in the density function for (1.17), but not all possible patterns 
of negative associations are available. In this dissertation we consider a simplified 
version of (1.17) with joint survivor function 
.  t t p )  =  J J  5 j ( i ^ )  X  J J  C -  ,  (1 -18 )  
i=l i < j  
where ^ 
Ci; = Si(«i)°'+ , 
and a^j = aji > 0 for all (ij), and = a^i + a^2 + • • • + > 0 for all 
i = 1,2,...,p. Parametric inference about model parameters is considered for the 
case where covariates are incorporated into the marginal survivor functions, using 
proportional hazards models. The Clayton bivariate model is obtained as a special 
case with p = 2 and = ®1+ = ^2+ (1.18). The multivariate Clayton model is 
a special case of (1.17) with all a's set to zero except a]^2...y Mathematical properties 
of this model are discussed in the next chapter. 
Methods of estimation 
In this section two approaches to the problem of estimating the parameters of 
survivor functions are discussed. They will be applied to inference about the marginal 
and the association parameters in Chapters 2 and 3. 
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Maximum likelihood Likelihood is central to the theoretical discussion of 
statistical inference. The likelihood is just the joint density of the observed values 
considered as a function of the unknown parameters. In Chapter 2 we estimate the 
parameters in the marginal distributions and the association parameters for model 
(1.18) by maximizing the likelihood function. Estimates of variances and covariances 
for the limiting normal distribution of the maximum likelihood estimates are obtained 
from the inverse of an approximation to the information matrix evaluated at the 
maximum likelihood estimates for the parameters. 
Independence working model Sometimes in the analysis of dependent sur­
vival data, only inference about parameters in the marginal distributions are of in­
terest. In this situation, association parameters for dependent survival times are 
regarded as nuisance parameters and estimates of parameters in the marginal dis­
tributions can be obtained by maximizing a joint likelihood function based on the 
possibly incorrect assumption that the marginal survival times are independent (an 
independence working model). The resulting estimator is consistent and has a lim­
iting normal distribution under relatively weak regularity conditions if the marginal 
survivor functions are correctly specified, but the inverse of the Fisher information 
matrix for the IWM likelihood does not provides a consistent estimator for the co-
variance matrix of the limiting normal distribution. Alternative estimators of the 
covariance matrix must be considered. Huster, Brookmeyer, and Self (1989) and Wei 
and Amato (1989) use independence working models to estimate regression coeffi­
cients in Cox regression models fit to dependent survival times. Huster, Brookmeyer, 
and Self apply the Royall (1986) approach to variance estimation that is robust to 
18 
model failure. In the same article, they use the Clayton (1978) model to assess 
the relative efficiency of the independence working model approach in a bivariate 
simulation study. 
In the next chapter maximum likelihood estimation is applied to a trivariate 
survival data set to obtain parameter estimates based on model (1.18) and some 
tests of hypotheses are performed. In Chapter 3, the independence working model is 
applied to the same data set. Marginal parameter estimates and a robust estimate 
of the covariance matrix are used to test hypotheses about regression parameters. 
In Chapter 4, simulations are performed to make comparisons among estimators 
developed in Chapters 2 and 3, and to evaluate type I error levels and make power 
comparisons for tests based on these estimators. 
19 
CHAPTER 2. MULTIVARIATE SURVIVAL ANALYSIS; A 
PARAMETRIC APPROACH 
Introduction 
Multivariate survival analysis involves the modeling of dependent failure times, 
including the influence of covariates. Dependent failure times arise in a variety of 
situations. In the study of matched respondents, for example, dependence between 
responses from members of a particular group of matched respondents arise from 
exposure to similar risk factors. For siblings this might involve both genetic and en­
vironmental factors. In such studies the effects of levels of one or more treatments or 
covariates must be evaluated in the presence of dependence. In a toxicological study 
where pregnant female mice are exposed to various levels of a toxin, for example, 
litter mates may be randomly assigned to treatments and effects of those treatments 
on survival times or life event times must be evaluated in the presence of dependen­
cies among litter mates. This type of study may also require a model for making 
adjustments for covariates associated with the groups of matched respondents, such 
as the mother's weight and level of exposure to toxins, and covariates associated with 
individual members of groups, such as sex and treatments assigned to individual lit­
ter mates. Dependent life event times also arise in repeated measures studies where 
times to the occurrence of several life events are recorded for each respondent. 
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In the next section we consider a multivariate extension of a matched-pair model 
developed by Clayton (1978) from a conditional hazards criterion. Let (Tj, T2) denote 
the survival times of the members of a pair . Let h{t-^\T2 = (2) denote the hazard 
function of T-^ conditional on T2 = let h{t-^\T2 > ^2) denote the hazard 
function of conditional on T2 > ^2- Clayton (1978) shows that the criterion 
^ h{ti\T2 = t2) 
for some fixed 9 > \ and for all and (2 leads to a bivariate survivor function of the 
form 
-11"^. (") 
where 5j(4^) = fr(T^ > tj), i = 1,2, denote the marginal survivor functions for the 
two members of a pair. This is the Oakes' (1982) reparameterization of Clayton's 
model and we refer to (2.1) as the Clayton-Oakes model. 
Johnson (1987) presents a multivariate generalization of this model. The corre­
sponding joint survivor function is 
%,(2,...,(p) = [ E - (p - 1)]"^. (2.2) 
i=i 
Unfortunately, this generalization uses only a single association parameter, to 
control the levels of association for all pairs of survival times. This greatly restricts 
the available patterns of associations and limits the usefulness of the model. In this 
chapter, we examine the properties of a different generalization of the Clayton-Oakes 
model that allows for more extensive patterns of associations. Proportional hazards 
models for the univariate marginal survivor distributions are used to incorporate 
covariates into the model, and maximum likelihood estimation of model parameters 
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is considered. This model is used to analyze data from a toxicological study where 
three development times (eye opening, incisor teeth eruption, testes descent) are 
monitored on offspring of females exposed to two levels of a toxin and two control 
treatments. 
Multivariate survivor distribution 
In this chapter we consider a multivariate survivor distribution that allows for 
different association parameters for each pair of survival times. Let T]^,T2,...,Tp 
denote a set of random survival times defined on (0,oo) and let i = l,2,...,p, 
denote the corresponding marginal survivor functions. The joint survivor function is 
- ' • •>^p) ~ n II ^ij (2'3) 
i=l i<j 
where 
1 
Oij = + Sj(tjfj+ - Si((i)"i+ S j ( t j f 3 +  , (2.4) 
and aj^j = > 0 for all i ^ j, and = ^j:^i ocij for all % = 1,2, ...p. This is a 
special case of a method of constructing multivariate distribution functions proposed 
by Koehler and Symanowski (1991). Model (2.3) is obtained from the more general 
formulation given by formula (1.17) in Chapter 1, by retaining only the first order 
association parameters {oc{j,i ^ j) and setting all other association parameters equal 
to zero. This does not severely restrict the shapes of the possible multivariate survivor 
functions. Large values of higher order association parameters in (1.17) cause lower 
order association to be weak. For example, a large value of causes each of the 
associated pair of survival times {T^,Tj), (Tj,Tj^), {Tj,Tj^) to have correlations close 
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to zero. Hence higher order associations must be small to allow for the possibility of 
different patterns of weak and strong correlations between different pairs of survival 
times. Thus, setting higher order association parameters equal to zero is not a severe 
restriction. 
Model (2.3) contains one association parameter, for each pair of survival 
times, which allows for the possibility of different levels of positive association for 
different pairs of survival times. Some restricted patterns of negative associations can 
be modeled. For example, replacing 5^(4^) with 1 — in (2.5) induces negative 
associations between and each of the other survival times, but only models with 
positive associations among survival times are considered in this chapter. 
Properties of the joint survival model 
1.1 Joint density function. The joint density function for survival func­
tion (2.3) is 
P  - a - -
=  n  fi(k)Di n .Cij (2.5) 
z=l j<i 
where ^ 
1 _1_ 
r = 1 + I: 
and and are marginal density function and the marginal survivor func­
tion, respectively. 
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1.2 Marginal survivor function. Marginal survivor functions are easily 
obtained from (2.3) by substituting zero for the survival times excluded from the 
margin. In particular, the bivariate survivor function for the marginal distribution 
of m^Tj) is 
^ • (2-6) 
Hence, the association between and T j  depends on the size of a ^ j  relative to the 
size of : k ^ i} and : k ^ j}, the other parameters in This bivariate 
distribution is one of the bivariate cdf's that Marshal and Olkin (1988) obtained from 
a construction based on Laplace transforms. 
1.3 Range of the positive associations. Model (2.3) allows for all pos­
sible positive associations between pairs of survival times. The bivariate marginal 
survivor function (2.6) converges to the independence model, when ei­
ther 
(i) oo and > oo, or 
(ii) a;.' —> 0 if both > 0 and > 0. ij a^-j- «J-I-
Condition (i) is satisfied when —> oo regardless of the values of the other asso­
ciation parameters in but it can also be satisfied when aj^j is bounded. The 
bivariate survivor function in (2.6) converges to the Frechet (1951) upper bound as 
a,- »• a,- ~ 
aj»- —> 0 if both »• 1 and p;-/ >• 1. 
"z-l- "j-f-
1.4 Distributions of monotonie increasing functions of survival times. 
Suppose = g^(Tj), for i = 1,2, ...,p, are monotonie increasing functions of survival 
times Ti, Î2> • • • > with joint survivor function (2.3), then the joint survivor function 
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of Yi,Y2, • -'jYp has the same form as (2.3) with replaced by 
m > v i ]  = p y r ^ ( Y i ) > s - \ y i ) \  
= P l T i > g ^ \ y i ) ]  
This property is used, for example, to transform a multivariate survivor function with 
Weibull marginals to a multivariate survivor function with extreme value marginals 
by taking the logarithm of each observed survival time. 
1.5 Positive upper orthant dependence. Lehmann (1966) introduces 
the concept of positive upper orthant dependence (PUOD) distributions, and it is gen­
eralized to multivariate distributions by Dykstra, Hewett and Thompson (1973). The 
variables Xi,X2, •••,Xp are said to be positively upper orthant dependent (PUOD) 
if 
P 
P ( X i  >  X I , X 2  >  X 2 , . . . , X p  > x p ) >  n > z*), (2.7) 
i=l 
for every { x - ^ , x 2 i - - , x p )  6 BP. If on both sides of (2.7), we replace by 
"Xj < a:^," we get the concept of positive lower orthant dependence (PLOD). We 
can reverse the middle inequality in (2.7) to obtain the deiinitions of negative upper 
orthant dependence and negative lower orthant dependence. 
If X = [x-\^,x2, ...iXp) is PUOD (or PLOD) then an immediate consequence of 
the definition is that every subvector of X is PUOD (or PLOD). The word positive 
in the definition of PUOD (or PLOD) is natural because this dependence condition 
implies non-negativity for the correlation coefficients. To see this, suppose X = 
(zi,z2, •••,®p) is PUOD (or PLOD). Let and F^j denote the distribution function 
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of and the joint distribution function of X ^  and X j ,  respectively. Since any pair 
{Xj^,Xj) is PUOD (or PLOD), it follows that 
F i j { u , v )  >  F i { u ) F j { v ) .  
By a formula of Hoeffding (1940), we have 
COV{ X i , X j )  =  j j - Fi{u)Fj{v))dudv, 
and the result follows. 
Model (2.3) is positively upper orthant dependent, since 
1 _L _ 
Oij = (1 - (I - )(i - Sj(tjfi+ )] "ii >• 1. 
Similarly, the more general model (1.17) is also positively upper orthant dependent. 
Consequently, both models allow only for positive associations between pairs of sur­
vival times. Negative association between two times, say and Tj, is obtained by 
either replacing with 1 — S'j(if) or replacing Sj{tj) with 1 — Sj{tj) in (2.5). In 
that case, the bivariate marginal distribution for {Tj^,Tj) is negatively upper orthant 
dependent. 
1.6 Multivariate hazard rate. Using the vector-valued multivariate haz­
ard rate definition of Johnson and Kotz (1973), we have for the component of the 
multivariate hazard rate vector h^{x) Ji. 
1 
if; 
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where is the marginal hazard rate and C^j and are defined in (2.5). 
Since a^j > 0 for all (iJ), then 
h j ^ { x ) i - h x . { x i )  < 0 .  
This property is a consequence of the positive upper orthant dependence property of 
model (2.3). 
Interpretation of association parameters 
As mentioned earlier, associations between different pairs of survival times are 
controlled by the relative sizes of the association parameters {a^j : i ^ j}. To 
provide a better understanding of this, values of product moment correlations {Pij) 
and Kendall's Tau {^j) are presented in Table 2.1 for various sets of («12» #13, #23) 
in the 3-dimensional version of model (2.3). These values were obtained by averaging 
the estimates of product moment correlations and Kendall's Tau values computed 
from 1000 simulated samples of size 1000 from model (2.3) with the specified (q:]^2> 
ai3, «23) values and three Weibull marginal distributions with shape parameters 
5.75, 4.24, and 3.16. The values of the shape parameters match the estimated values 
for the shape parameters for the toxicological data analyzed later in this chapter. 
Note that for each set of association parameters, the association is strongest 
between the pair of survival times with the largest association parameter. When all 
association parameters are large, all correlations and Tau values are small. Larger 
correlations and Tau values are achieved when all association parameters are small. 
Substantial differences between correlations for different pairs of survival times are 
achieved by varying small values of the association parameters. 
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Table 2.1; Tau(r^j) values and correlation coefficients {p^j) for 
various sets of association parameters 
i j m P i j  i j «u m P i j  
1 2 5 0.00790 0.01515 1 2 0.01 0.32564 0.37129 
1 3 5 0.00790 0.01325 1 3 0.01 0.32564 0.37136 
2 3 5 0.00790 0.01492 1 3 0.01 0.32564 0.37048 
1 2 10 0.03894 0.36165 1 2 0.1 0.39490 0.49516 
1 3 0.01 0.00098 0.00117 1 3 0.1 0.39490 0.49391 
2 3 0.01 0.00098 0.00144 2 3 0.01 0.04434 0.05367 
1 2 5 0.03166 0.10066 1 2 0.05 0.08015 0.11154 
1 3 0.1 0.01486 0.02137 1 3 0.01 0.01591 0.02263 
2 3 0.01 0.00162 0.00199 2 3 0.5 0.44612 0.69570 
1 2 1.6 0.14157 0.25665 1 2 0.5 0.47977 0.74858 
1 3 0.5 0.07436 0.11869 1 3 0.01 0.01821 0.02584 
2 3 0.5 0.07436 0.11842 2 3 0.01 0.01821 0.02833 
1 2 2 0.09224 0.16831 1 2 0.05 0.30028 0.36153 
1 3 1 0.06310 0.10548 1 3 0.05 0.30028 0.36146 
2 3 1 0.06310 0.10812 2 3 0.05 0.30028 0.36138 
1 2 1 0.09201 0.15876 1 2 0.05 0.50365 0.58436 
1 3 1 0.09201 0.15832 1 3 0.03 0.31409 0.37308 
2 3 1 0.09201 0.15596 2 3 0.01 0.10782 0.12888 
1 2 1 0.27736 0.48688 1 2 0.05 0.64888 0.73361 
1 3 0.1 0.06229 0.08771 1 3 0.01 0.14051 0.17374 
2 3 0.1 0.06229 0.08659 2 3 0.01 0.14051 0.17290 
1 2 0.5 0.14408 0.22655 1 2 0.05 0.56028 0.64721 
1 3 0.5 0.14408 0.22818 1 3 0.03 0.34930 0.41770 
2 3 0.5 0.14408 0.22768 2 3 0.001 0.01142 0.01302 
1 2 0.1 0.27018 0.34295 1 2 0.1 0.68803 0.81800 
1 3 0.1 0.27018 0.34372 1 3 0.02 0.15862 0.20831 
2 3 0.1 0.27018 0.34333 2 3 0.001 0.00782 0.01066 
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Parametric inference 
Suppose Tj = &nd C^- = (C^^, (7^2; denote the survival 
and censoring times, respectively, for a set of p dependent responses. Let and 
Ci be independent continuous random variables and let (T^,Cj), i = l,2,...,n be a 
random sample of size n. Define —jiip) where = min{T^j,Cj^j), 
j  —  l,2,...,p and 6 ^j = 1 if < C ^j and S ^ j  = 0 if T ^j > C ^j. If the densities 
of the censoring times do not involve either the parameters in the marginal survival 
distributions or the association parameters, then the relevant contribution to the 
likelihood from the observation is the order partial derivative 
with respect to the unknown parameters. 
Application to collaborative behavioral toxicological study-
Study description 
The collaborative behavioral toxicological study was designed by the National 
Center for Toxicological Research to study the reliability and sensitivity of several 
methods for assessing the effects of prenatal exposure to low levels of toxic substances 
on the physical development and behavior of new born rats. A complete description 
) p &.. ' 
.n J=1 
(2.8) 
where k = YFj—\ ^ ij- Maximum likelihood estimators are obtained by maximizing 
(2.9) 
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of the study objectives, statistical models and analyses are available in a series of 
articles in Neuobehavioral Toxicology and Teratology, 1985, volume 7. In this section 
we will consider only the part of the study concerned with the effect of prenatal 
exposure to methylmercuric chloride on the physical development of male rat pups. 
In particular, we will consider times to the occurrences of three life events; first eye 
opening, first eruption of incisor teeth, and testes descent. 
Four replicates of the methylmercuric chloride experiment were performed in 
each of the six laboratories that participated in the study. The design for each 
replicate includes four treatments with four pregnant rats randomly assigned to each 
treatment. Treatments were administered to pregnant females between the sixth 
and ninth days of gestation. The treatments include an untreated control, a vehicle 
control where the pregnant female is injected with nitrogen-purged distilled water, 
a 2.0 mg/kg of body weight injection of methylmercuric chloride, and a 6.0 mg/kg 
of body weight injection of methylmercuric chloride. The highest dosage level was 
selected to mitigate problems with infant mortality. 
Litters were culled to contain two males and two females, but these numbers 
were reduced if litters did not contain two males and two females. In eight cases 
entire litters were lost from the study, and some litters contained no males. We will 
consider the data for only one male pup from each litter that contained at least one 
male. Consequently, data on time to first eye opening, time to first eruption of incisor 
teeth, and time to testes descent are available for 349 male pups. 
Rat pups were inspected daily after birth and the event times are recoded in 
days for all three events. The event times were recorded for all three events for 
each of the 349 male rat pups included in this analysis, so there are no censored 
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times. The objective of the following analysis is to estimate the effects of treatments, 
laboratories, and the weight of the mother at the time she received the treatment on 
the event time distributions for eye opening, incisor eruption, and testes descent. 
Maximum likelihood estimation 
Observed frequencies of event times are listed in Table 2.2. The observed times 
were shifted to make the earliest occurrence of each event occur at day 1. Conse­
quently, 11 was subtracted from each eye opening time, 7 was subtracted from each 
incisor eruption time, and 20 was subtracted from each testes descent time. PROC 
LIFEREG (SAS, 1990) was used to initially fit a separate Weibull proportional haz­
ards model to each shifted event time distribution. 
Table 2.2: Frequencies of event times for male rat 
pups 
Eye opening Incisor eruption Testes descent 
time count time count time count 
(days) (days) (days) 
1 1 1 4 1 115 
2 15 2 14 2 75 
3 87 3 73 3 55 
4 156 4 133 4 21 
5 78 5 78 5 25 
6 11 6 37 6 34 
7 1 7 7 7 14 
8 3 8 9 
9 1 
For the event time distribution the survivor function for a single observation 
has the form 
= ^ \ (2.10) 
where tj is the shifted event time, Xj is a Weibull shape parameter, (3j is a vector of 
10 regression coefficients consisting of a one for the intercept, five laboratory indicator 
variables, three treatment indicator variables, and finally mother's weight. Residual 
probability plots indicated that (2.10) provided a reasonable fit for all three event 
time distributions. Consequently, a 3-dimensional version of model (2.3) was applied 
with a model of the form (2.10) for each margin. Since each marginal distribution 
has one shape parameter and 10 regression parameters and the 3-dimensional version 
of model (2.3) contains three additional association parameters (o:j2) #13, ogg), the 
joint density contains a total of 36 parameters. 
A FORTRAN 77 program was written to compute the maximum likelihood esti­
mates of the 36 parameters in the joint model. This program uses a modified Fisher 
scoring algorithm to maximize the joint likelihood and switches to the Powell algo­
rithm if the modified Fisher scoring algorithm fails to converge. Formulas for first 
partial derivatives of the joint likelihood function are presented in Appendix A. To 
avoid computing second partial derivatives of the log-likelihood function and their 
expectations, the information matrix is approximated by a matrix of sums of squares 
and cross-products of score functions for parameter estimates, evaluated with the 
parameter estimates available at the current step of the iterative procedure. The 
inverse of this matrix, evaluated at the final set of parameter estimates, is used to 
estimate the covariance matrix for the limiting normal distribution of the maximum 
likelihood estimates. The modified Fisher scoring algorithm checks if an increase in 
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the log-likelihood is achieved for the updated set of parameter estimates computed at 
each iteration and uses up to 20 halving steps, to find an updated set of estimates that 
does increase the log-likelihood. The program initially fits model (2.10) separately 
to each marginal event time distribution by separately maximizing the log-likelihood 
for each marginal event time distribution. This is done with a modified Newton-
Raphson algorithm. Starting values for regression parameters are obtained from a 
separate least squares regression of the observed log-times on the covariates for each 
margin. Kimball's (1956) approximation is applied to the residuals to get initial es­
timates of the Weibull shape parameters. The estimates resulting from maximizing 
each marginal likelihood, which should match those provided by PROC LIFEREG 
in SAS, are used as the starting values for the estimates of the marginal parameters 
in the algorithm that maximizes the joint log-likelihood function. Initial estimates of 
the association parameters are obtained by a sequential grid search to maximize the 
joint log-likelihood function when the estimates of the marginal parameters are held 
constant at their respective starting values. All required functions and subroutines 
are included in the program. The subsequent results were obtained by running this 
program on DEC workstation in the VINCENT network at Iowa State University. 
Maximum likelihood estimates are presented in Table 2.3 and 2.4. The value of 
the log-likelihood function evaluated at these parameter estimates is -1337.211136. 
As a check, the program was implemented with three other sets of starting values, 
and essentially the same final parameter estimates with the same final log-likelihood 
value were obtained with each set of starting values. This is shown in Table 2.5. 
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Table 2.3: Maximum Likelihood Estimates For The Joint Distribution 
Parameter 
Eye o\ yening Incisor eruption Testes descent 
Par. Est. Std Par. Est. Std Par. Est. Std 
Shape 5.74375 0.291099 4.23536 0.221584 3.15861 0.149304 
intercept 1.86555 0.118464 2.09252 0.149562 2.05060 0.229656 
lab 1 -0.00328 0.036964 -0.18691 0.044999 -0.67211 0.057584 
lab 2 0.10718 0.032260 -0.13353 0.040362 -1.56210 0.060629 
lab 3 -0.24300 0.034131 -0.20077 0.046624 -1.18034 0.061327 
lab 4 -0.02048 0.033348 -0.23448 0.045607 0.16198 0.069131 
lab 5 -0.09892 0.034089 -0.25854 0.038271 -0.80881 0.059406 
low level -0.03789 0.028059 -0.03342 0.036366 0.02990 0.049250 
control(v) 0.03164 0.028677 0.08780 0.039050 -0.09718 0.053467 
high level -0.05867 0.028580 -0.09020 0.034566 0.13046 0.054468 
weight -1.47116 0.439747 -1.56943 0.575464 -1.62611 0.798488 
Table 2.4: Association parameter esti-
mates 
i j S 7 Std 
1 2 1.597900 0.751127 
1 3 0.521545 0.311771 
2 3 0.485836 0.274546 
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Tests of hypotheses 
Tables 2.3 and 2.4 also present standard errors for the parameter estimates based 
on the estimate of the covariance matrix of the limiting normal distribution that was 
described earlier . To determine if these are reliable estimates of the true standard 
deviations of the parameter estimates we simulated 1000 samples of size 349 from the 
joint model with the parameter values fixed at mle's given in Table 2.3 and 2.4. The 
standard errors presented in Table 2.3 are almost 9% larger than the corresponding 
simulated values and the standard errors presented in Table 2.4 are almost 4% larger 
than the corresponding simulated values. Consequently, tests of hypotheses based on 
the estimated standard errors in Tables 2.3 and 2.4 and the corresponding covariances 
may be slightly conservative. 
To test the null hypothesis that a single regression coefficient is zero we compare 
( = —&— 
5TDa ' 
% 
to percentiles of the standard normal distribution where 0^j is the estimated 
regression coefficient from the margin, and S T D ^  is standard error for 
Pij 
Prenatal exposure to the high level of methylmercuric chloride had significant effects 
on the distributions of the three event times. Times to first eye opening and incisor 
teeth eruption tend to be shorter than corresponding times for untreated controls, but 
times to testes descent tend to be longer than those for untreated controls. There are 
no significant differences between untreated controls and rats with prenatal exposure 
to the low level of methylmercuric chloride. Also, the differences between effects of 
the high and low levels of methylmercuric chloride is not significant for any of the 
three event times. Surprisingly, vehicle controls exhibit significantly longer times to 
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Table 2.5: Sets of different starting values for model param-
eters and corresponding log-likeli lood values 
Parameter Set 1 Set 2 Set 3 
Shape 1 5.5000 6.0000 6.1000 
intercept 1.7000 2.0000 2.1000 
lab 1 -0.0022 -0.0022 -0.0032 
lab 2 0.0800 0.0880 0.1800 
lab 3 -0.2000 -0.2200 -0.2000 
lab 4 -0.0200 -0.0200 -0.0100 
lab 5 -0.0900 -0.0900 -0.0990 
low level -0.0300 -0.0300 -0.0400 
control(v) 0.0300 0.0300 0.0100 
high level -0.0500 -0.0550 -0.0350 
weight -1.4000 -1.4000 -1.2000 
Shape 2 4.0000 4.0000 3.8000 
intercept 1.9000 1.7000 1.7000 
lab 1 -0.1500 -0.1500 -0.0500 
lab 2 -0.1100 -0.1100 -0.1900 
lab 3 -0.1800 -0.1800 -0.3000 
lab 4 -0.2000 -0.2000 -0.1000 
lab 5 -0.2100 -0.2100 -0.2900 
low level -0.3000 -0.3000 -0.5000 
control(V) 0.0800 0.0800 0.1000 
high level -0.0810 -0.0810 -0.0810 
weight -1.4600 -1.4600 -1.2000 
Shape 3 3.0000 3.0000 3.4000 
intercept 1.9000 1.8000 1.8000 
lab 1 -0.5700 -0.5700 -0.5000 
lab 2 -1.3400 -1.3400 -1.4900 
lab 3 -1.0100 -1.0100 -1.0100 
lab 4 0.1520 0.1520 0.1520 
lab 5 -0.7800 -0.7800 -0.7800 
low level 0.0490 0.0490 0.0490 
control(v) -0.1100 -0.1100 -0.1100 
high level 0.1500 0.1500 0.1500 
weight -1.7000 -1.5000 -1.2000 
dependence! 3.1600 0.0100 0.0100 
dependence2 0.5600 3.1600 3.1600 
dependences 0.5600 3.1600 3.1600 
log-lik. -1337.211136 -1337.211136 -1337.211136 
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Table 2.6: The values of |(| statistics for testing differences between 
treatments 
Test Eye opening Incisor eruption Testes descent 
high vs low level 
methylmercuric 0.772 1.641 1.582 
high level vs 
untreated control 2.053* 2.641** 2.395* 
low level vs 
untreated control 1.350 0.919 0.607 
vehicle control vs 
untreated control 1.103 2.248* 1.817 
mother's weight 3.345** 2.718** 2.036* 
* significant at 0.05 level. 
** significant at 0.01 level. 
incisor teeth eruption than the untreated controls. The values of |t| statistics are 
presented in Table 2.6. Differences among laboratories appear to be larger than 
the effects of prenatal exposure to the two levels of methylmercuric chloride, but 
laboratory differences are not consistent across the three event times. For example, 
lab 6 reported significantly longer incisor teeth eruption times than any of the other 
five labs, but lab 2 reported longer eye opening times than lab 6, and lab 4 reported 
longer times to testes descent than any of the other labs. The coefficient for mother's 
weight is significantly different from zero for all three events. The negative coefficients 
indicate that male offspring of heavier females tend to have shorter development times 
for all three traits. 
The estimates of the association parameters have relatively large standard er-
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rors. Corresponding estimates of Kendall's Tau and the product-moment correlation, 
presented in Table 2.7 for each pair of event times, indicate rather weak associations 
between event times after adjusting for the lab, treatment, and weight effects. There 
are no significant differences among the estimates of the association parameters, al­
though â^2 is three times larger than and ^23. 
Table 2.7: and pij for each pair 
01 the event times 
variables m P i j  
1 2 0.2184 0.3156 
1 3 0.1042 0.1365 
2 3 0.1230 0.1765 
Density contours 
Some additional insight into the associations between event times is provided by 
contour plots of possible bivariate marginal distributions. Possible bivariate distri­
butions for the times to eye opening and incisor eruption are presented in Figures 2.1 
and 2.2. The same univariate marginal distribution for eye opening and incisor erup­
tion times are used for all eight plots in these two Figures. The univariate marginal 
distributions are determined from the estimated parameters values from Table 2.3 
and the covariate values (1, 1, 0, 0, 0, 0, 1, 0, 0, 0.2207) taken from the first case 
listed in Appendix D. 
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Figure 2.1: Contour plots of density (2.5) in 2-dimensions for different set of asso­
ciation parameters 
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Figure 2.2: Contour plots of density (2.5) in 2-dimensions for different set of asso­
ciation parameters 
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CHAPTER 3. MULTIVARIATE SURVIVAL ANALYSIS: AN 
INDEPENDENCE WORKING MODEL APPROACH 
Introduction 
When the major goal of the study is to investigate the effect of covariates on the 
response variable for each univariate marginal distribution, introducing dependence 
parameters in modeling the joint distribution of the observations might have little 
value. Wei and Amato (1989) use an independence working model to estimate regres­
sion coefficients in the Cox (1972) proportional hazards model for highly stratified 
observations. They estimate regression coefficients by maximizing the partial like­
lihood function obtained by assuming that survival times are independent. Huster, 
Brookmeyer, and Self (1989) use a method based on an Independence Working Model 
(IWM) to make inferences about the marginal distributions of bivariate survival dis­
tributions. The IWM method initially ignores dependencies between elements of the 
p-dimensional vector of survival times, and separate analyses are performed for each 
of the univariate marginal distributions of survival times. If a likelihood function is 
specified for each of the univariate margins, for example, parameters in the univariate 
margins are estimated using a joint likelihood based on the possibly incorrect assump­
tion of completely independent survival times. Regardless of whether the complete 
independence assumption is correct, results developed by Huber (1967) are sufficient 
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to show that these estimators have limiting normal distributions under relatively 
weak regularity conditions that do not require second and higher derivatives of the 
likelihood function with respect to model parameters. Consistency of the estimators 
requires the correct specification of the univariate marginal likelihood functions. A 
consistent estimator of the covariance matrix of the joint limiting normal distribution 
of these estimates is obtained from a robust estimator proposed by Royall (1986). An 
attractive feature of the IWM method is that it does not require the complete specifi­
cation of a joint distribution. This allows the IWM method to be applied in complex 
situations, e.g. the analysis of multivariate survival data with censoring, where it is 
usually very difficult to specify and verify a joint distribution and maximizing the 
corresponding joint log-likelihood may pose numerical problems that are not easily 
resolved. Since the IWM does not use all of the information available in the data 
to estimate parameters, it achieves its versatility with some loss of efficiency that 
depends on the sample size and the strength of dependencies among the elements of 
the p-dimensional vectors of survival times. 
In this section an IWM-based estimation method is applied to the teratology 
data previously analyzed in Chapter 2. The resulting estimates of the parameters in 
the marginal Weibull proportional hazards models are very similar to the mle's from 
Chapter 2. Moreover, the standard errors of the IWM estimates are very similar 
to the standard errors for the maximum likelihood estimates computed in Chapter 
2, which indicates that the IWM estimators are nearly as efficient as the maximum 
likelihood estimates in this case. This is not surprising because there are only weak 
positive associations among event times adjusted for the covariates. 
42 
IWM estimations 
Let Tj  = denote the vector of survival times for thej^^ respon­
dent in the study and let Cj  = (cij,C2j, . . . ,Cpj )  denote the corresponding vector of 
censoring times. It is assumed that the T^'s are independent, the Cj^s are indepen­
dent and any tj^j is independent of any c^j] but the elements of Tj may be correlated. 
Let and denote the density function and survivor function, respectively , for the 
marginal distribution. Suppose Aj denotes the set of the marginal parameters 
and Z denotes the vector of covariates. Using the additional IWM assumption that 
the x^j = min{t^j,c^j) are independent, the joint likelihood function is 
n  n ( 3 . 1 )  
j=l i=l 
where 8ij is the censoring indicator {i = l,2,...,p and j — l,2,...,n), i.e., = 1 if 
tij < Cij, otherwise S^j = 0. 
Huber (1967) provide regularity conditions which are sufficient to ensure a lim­
iting normal distribution for mle's under IWM model is based on the consistency of 
parameter estimates and l o g f { x , A ) ,  where f { x , A )  is the joint likelihood func-
a^ij 
tion based on independent marginal distributions assumption and A is the joint set 
of marginal parameters. The IWM log-likelihood function (/) has the form 
\ l W M )  =  
n 
= E 
j=li-l 
V 
J=1 U=1 
So, in this case conditions on the derivatives of the IWM log-likelihood function 
with respect to the joint model parameters, must be satisfied by derivatives of the 
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marginal log-likelihood functions with respect to the marginal parameters. Hence, 
if univariate marginal models are correctly specified and satisfy the usual regularity 
conditions, the combined vector of maximum likelihood estimates of the parameters in 
the marginal distributions, A, is asymptotically normally distributed, but the block 
diagonal covariance matrix of parameter estimates that is obtained from inverting 
the Fisher information matrix corresponding to (3.1) does not generally provide a 
consistent estimator of the covariance matrix of the limiting normal distribution. 
The off diagonal blocks of the covariance matrix of the limiting normal distribution 
are usually not blocks of zero when the elements of Tj are correlated. Royall(1986) 
presents an approach to variance estimation that is robust to this type of model 
failure. Royall (1986) expresses the covariance matrix of the limiting distribution of 
n^/^(Â — A) as 
(n(A)rlE[5(A)(S(A)f|[n(Ar^ (3.2) 
where n(A) = — E [ ^  f l o g f { X , A ) ]  and 5(A) = ^ l o g f { X , A )  are the expected 
information matrix and the score vector, respectively. The expectations are taken 
with respect to the true unspecified p-variate distribution. If the assumption of 
independence among variables is correct, then (3.2) reduces to the inverse of the 
information matrix for (3.1). 
The covariance matrix of the limiting distribution of A can be estimated by 
[f(À)r^[Ê 5i(Â)(5i(À))î'i[/(Â)ri, (3.3) 
i=l 
where /(A) is the Hessian of the log-likelihood function in (3.1) and 5^'(Â) is the 
gradient of the same log-likelihood for the individual. This is sometimes called a 
sandwich estimator for the covariance matrix of the limiting distribution of A. 
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In Chapter 2 we apply the model 
= (3.4) 
as a marginal survivor function in the analysis of dependent life event data from 
a toxicological study. Here, A is a shape parameter, /3 is the vector of regression 
coefficients, and Z is a vector of covariates. Model (3.4) is also used for each univariate 
margin in the IWM analysis of data performed in this chapter. In this analysis, each 
univariate marginal survivor function uses a different set of parameters, and the mle's 
for the joint survivor function are the same as the mle's computed separately for each 
of the marginal univariate survivor functions. 
Application of IWM to the collaborative behavioral toxicological study 
Parameter estimates 
The data for the 349 newborn male rats described in Chapter 2 are used to 
estimate parameters in the three marginal distributions corresponding to times to 
eye opening, eruption of incisor teeth, and testes descent. The three marginal dis­
tributions are assumed to follow model (3.4), each with 11 parameters (one shape 
parameter and 10 regression parameters). In this case, the marginal distributions 
have no parameters in common. Thus, the assumed joint distribution has 33 pa­
rameters that can be estimated by maximizing the individual marginal log-likelihood 
functions. Each has the form 
k = nlog{Xi)- log{tij) + X^{Y^ log{t^j)-n(3'-Z)+ Y) (3.5) 
i=l i=l ; = ! 
The log-likelihood functions are maximized with a modified Newton-Raphson 
method . Starting values for regression parameters are obtained by least squares 
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regression of log{t^ j )  on Z j .  Initial values for the Weibull shape parameters are 
computed by applying Kimball's (1956) approximation to the residuals. Results are 
summarized in Table 3.1. 
Parameter 
Eye opening Incisor eruption Testes descent 
estimate std estimate std estimate std 
Shape 5.7883 0.21373 4.3278 0.15576 3.1611 0.13996 
intercept 1.8589 0.10188 2.0697 0.14199 2.0672 0.19087 
lab 1 -0.0081 0.02709 -0.1904 0.04698 -0.6734 0.07269 
lab 2 0.1052 0.04591 -0.1306 0.04666 -1.5623 0.06925 
lab 3 -0.2397 0.03349 -0.2084 0.05100 -1.1740 0.06987 
lab 4 -0.0124 0.03005 -0.2192 0.04226 0.1585 0.05721 
lab 5 -0.1065 0.02921 -0.2653 0.04754 -0.8168 0.06329 
low level -0.0414 0.02524 -0.0394 0.03469 0.0308 0.04814 
control(v) 0.0347 0.02415 0.0812 0.03389 -0.0957 0.05026 
high level -0.0714 0.02698 -0.1137 0.04009 0.1215 0,05353 
weight -1.4252 0.37859 -1.4397 0.49197 -1.6706 0.70286 
Table 3.1 gives parameter estimates based on independent univariate marginal 
event times and corresponding standard errors obtained from the robust covariance 
matrix. Mle's for marginal survivor functions and corresponding standard errors 
obtained from the inverse information matrix for the appropriate marginal likelihood 
are given in Table 3.3. Values of the Kendall rank correlation coefficient (r) and 
the product-moment correlation coefficient {p) are presented in Table 3.2 to indicate 
that the three event times exhibit rather weak associations after adjusting for the lab 
effects, treatment effects, and mother's weight. 
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Table 3.2: and 
of the even 
for each pair 
times 
variables m Pii  
1 2 0.2184 0.3156 
1 3 0.1042 0.1365 
2 3 0.1230 0.1765 
Table 3.3: Parameter estimates and corresponding standard deviations for 
independent marginal models 
Parameter 
Eye opening Incisor eruption Testes descent 
estimate std estimate std estimate std 
Shape 5.7883 0.24256 4.3278 0.17779 3.1611 0.12830 
intercept 1.8589 0.10821 2.0697 0.14019 2.0672 0.20141 
lab 1 -0.0081 0.03189 -0.1903 0.04408 -0.6734 0.06134 
lab 2 0.1052 0.03184 -0.1306 0.04242 -1.5623 0.05846 
lab 3 -0.2397 0.03408 -0.2084 0.04568 -1.1740 0.06349 
lab 4 -0.0124 0.03123 -0.2192 0.04161 0.1585 0.05722 
lab 5 -0.1065 0.03144 -0.2653 0.04172 -0.8168 0.05745 
low level -0.0414 0.02609 -0.0394 0.03481 0.0308 0.04792 
control(v) 0.0347 0.02615 0.0812 0.03502 -0.0957 0.04813 
high level -0.0714 0.02679 -0.1137 0.03569 0.1215 0.04999 
weight -1.4252 0.40022 -1.4397 0.51404 -1.6706 0.71819 
Mle's for a parametric model 
In Chapter 2 we apply the following model to the same data. 
3 _ .. 
= n f i ( t i )Di  (3 
i=l  j<i  
where 
f i i H )  =  - ^ ^ ° 9 { S i { t i ) )  
47 
1 1 _A_ 
% = - 5r,K)'^'+ , 
r  =  l + Z  ^ ^Si(ti)^Sj(tjfJ^BT^Dfcr^, 
i<j °^t+^J+ •' •' 
and aj^j = aj^ > 0 for ail {i,j), and a^_|_ = a^ + cnj^ + <^iZ > 0 for ail i = 1,2,3. 
Maximum likelihood estimates and corresponding standard errors computed 
from the inverse of the matrix of sum of cross-products of the score functions for 
individual rats are shown in Tables 3.4 and 3.5. 
Table .4: Maximum likeli lood estimates for t le joint density 
parameter 
Eye opening Incisor eruption Testes descent 
estimate std estimate std estimate std 
Shape 5.7437 0.29109 4.2353 0.22158 3.1586 0.14930 
intercept 1.8655 0.11846 2.0925 0.14956 2.0506 0.22965 
lab 1 -0.0032 0.03696 -0.1869 0.04499 -0.6721 0.05758 
lab 2 0.1071 0.03226 -0.1335 0.04036 -1.5621 0.06062 
lab 3 -0.2430 0.03413 -0.2007 0.04662 -1.1803 0.06132 
lab 4 -0.0204 0.03334 -0.2344 0.04560 0.1619 0.06913 
lab 5 -0.0989 0.03408 -0.2585 0.03827 -0.8088 0.05940 
low level -0.0378 0.02805 -0.0334 0.03636 0.0299 0.04925 
control(v) 0.03164 0.02867 0.0878 0.03905 -0.0971 0.05346 
high level -0.0586 0.02858 -0.0902 0.03456 0.1304 0.05446 
weight -1.4711 0.43974 -1.5694 0.57546 -1.6261 0.79848 
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Table 3.5: Association parameter esti-
mates 
i j Oiij std 
1 2 1.597900 0.751127 
1 3 0.521545 0.311771 
2 3 0.485836 0.274546 
A comparison between mle's and IWM estimators 
When there are no dependencies among variables, we expect the robust co-
variance matrix to be about the same as the inverse of the block diagonal matrix 
containing the marginal information matrices as the diagonal blocks. In the pres­
ence of dependencies among event times, estimates share information across event 
time distributions, so for fairly strong dependencies among event times and for large 
enough sample size, we expect to get smaller variance estimates for parameter es­
timates based on the joint model than those based on the IWM and independent 
marginal models. The simulation study described in the next chapter confirms that 
when dependencies among event times are fairly high and when sample size is large 
enough variances from the robust covariance matrix are larger than the corresponding 
variances from the covariance matrix based on the joint model. 
As we noted before, parameter estimates reported in Table 3.1 are based on the 
incorrect assumption of independent event times, but appropriate standard errors are 
provided by the robust covariance matrix. Tests of hypotheses for regression param­
eters based on the asymptotic normal distribution for the IWM estimates with the 
robust covariance matrix give the same results as the corresponding tests performed 
with the mle's for the model in Chapter 2. There are no significant differences be­
tween labl, lab4, and lab6 on reporting times to eye opening of the male rats. Eye 
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Table 3.6: The values of |(| statistics for testing differences between 
treatments 
Test Eye opening Incisor eruption Testes descent 
high vs low level 
methylmercuric 1.086 1.929 1.665 
high level vs 
untreated control 2.646** 2.836** 2.269* 
low level vs 
untreated control 1.640 1.136 0.639 
vehicle control vs 
untreated control 1.437 2.395* 1.904 
mother's weight 3.764** 2.926** 2.377* 
* significant at 0.05 level. 
** significant at 0.01 level. 
opening times tend to be longer in lab 2 and shorter in lab 3 and 5. For teeth erup­
tion each of the first five labs tended to produce shorter time than those for lab 6. 
Lab differences are largest for the testes descent time distributions. Low level of the 
methylmercuric chloride has no apparent effect on any of the three event times, and 
high level of the methylmercuric chloride makes times to eye opening and times to 
teeth eruption shorter and times to testes descent longer. Although the difference 
between effects of the high and low levels of methylmercuric chloride is not signifi­
cant. All event times tend to decrease as the weight of the mother increases. The 
values of |<| statistics for tests of hypotheses about treatment effects are presented in 
Table 3.6. 
It is not surprising that this analysis provides the same conclusions cis the analysis 
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in Chapter 2, because the analyses in Chapter 2 indicates only weak dependencies 
among the three event times. Since the standard errors in Table 3.1 are about the 
same as those in Table 3.4, there is no noticeable loss of efficiency in using the IWM 
procedure to estimate regression parameters. Consequently, the IWM method might 
be preferred in this case because the computations are easier and cheaper to perform 
and it does not assume a priori that the model used in Chapter 2 is exactly correct 
for these data. These methods of estimation and testing are further compared in 
Chapter 4. 
The model could be changed so marginal survivor functions could have some 
parameters in common. In this case a weighted average of the values of first derivative 
of the IWM log-likelihood with respect to the common parameters, evaluated at the 
common parameter estimates can be used as the values of the IWM log-likelihood 
for corresponding parameters in 5'(A) in (3.3), and the weighted average of variances 
and covariances of the common parameter estimates can be used as estimate of the 
variances and covariances of corresponding parameters in IK^) (3.3). Also, the 
model could be changed so that each covariate need not appear in each of the marginal 
models. This would change the formulas for n(^) &nd 5(A) in (3.2), but the same 
general procedure would be followed. 
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CHAPTER 4. A SIMULATION STUDY 
Introduction 
Monte Carlo simulations are used to assess the efficiency of marginal and in­
dependence working model estimators and the accuracy of estimates of covariance 
matrices for the estimated parameters. Monte Carlo estimates of mean square error, 
bias, coverage probabilities of confidence intervals, and asymptotic relative efficiency 
are obtained by simulating data from the model introduced in Chapter 2. 
Design of the study-
Both sample size and the values of dependence parameters affect the bias and 
variance of parameter estimates, strength of correlations among parameter estimates, 
accuracy of limiting normal distributions and estimates of covariance matrices. We 
use 32, 64, 128, 256, and 512 as sample sizes for each of the following sets of depen­
dence parameters: 
set\. ai2 = «13 = «23 = 5, 
set2. a]^2 = 16 = 0.5 0=23 — 0.5, 
setZ. ai2 — 0=13 = 0.1 0:23 = 0.01, 
set4. a^2 — <^13 = ®23 ~ 0.05, 
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setb. ai2 = 0.05 0:^3 = «23 — 0.01. 
From now on we refer to these sets of dependence parameters as setl — set5. These 
sets of dependence parameters are chosen to provide different patterns of weak and 
moderate associations among survival times simulated from the model presented in 
Chapter 2. Kendall rank correlation coefficients (r) corresponding to the above sets 
of dependence parameters are shown in Table 4.1. 
Table 4.1: r^j for different sets of dependence pa-
rameters 
Dependence 
parameters n2 n3 T23 
setl 0.0079 0.0079 0.0079 
set2 0.1434 0.0785 0.0785 
sets 0.3949 0.3949 0.0443 
set4t 0.3003 0.3003 0.3003 
set5 0.6489 0.1405 0.1405 
The toxicology data analyzed in Chapter 2 provide the basis for simulating the 
survival times, but in the current study we limit the model parameters in each of the 
three univariate margins to one WeibuU shape parameter and 3 regression parame­
ters corresponding to an intercept, a treatment effect for the difference between the 
high exposure level of methylmercuric chloride and the untreated control, and the 
coefficient for mother's weight. Consequently, there are a total of 15 parameters (12 
marginal parameters and 3 dependence parameters). The linear regression model for 
the margin has the form 
= % + Ai^l + /^2i^2' ^ = 1,2,3, 
where Xi is coded 1 for high level of exposure to methylmercuric chloride and 0 for 
untreated control, and X2 is the mother's weight. 
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To complete the design matrices, we needed to generate values for mother's 
weight. Since a normal distribution with mean 255.07 and variance 691.1641 pro­
vides a good approximation to the sample distribution of mother's weight for the 
data analyzed in Chapter 2, values for mother's weight were simulated from this dis­
tribution for each sample size and each set of dependence parameters. In this study 
1000, samples are generated from the model defined by (2.3) and (2.10), with model 
parameters fixed at values shown in Table 4.2, for each set of dependence parameters 
and each sample size. Only one set of weights for mothers was generated for each 
combination of sample size and set of dependence parameters, so all 1000 samples 
are simulated with the same design matrix. We refer to the values in Table 4.2 as 
"true" parameter values. 
Table 4.2: Parameter values used to generate 
c ata 
Parameter margin 1 margin 2 margin 3 
shape 5.750 4.240 3.160 
intercept 1.870 2.090 2.050 
treatment -0.059 -0.090 0.131 
weight -1.470 -1.570 -1.630 
Data generator 
The following algorithm was used to generate samples of survival times from 
the trivariate Weibull regression model defined by (2.3) and (2.10). Let Yg 
be independent and identically distributed standard exponential random variables 
and let G^j, i ^ j, = 1,2,3 be independent and identically distributed gamma 
random variables where G^j has shape parameter a^j and scale parameter 1. The 
54 
joint density function of 
y; = (H- ^ 
u 
is given by (2,5). Independent exponential and independent gamma variates are 
generated from independent uniform(0,l) random variables using the Ahrens and 
Dieter (1974) algorithm. Uniform random numbers were generated from the algo­
rithm given by Wichman and Hill (1982). Survival times for the trivariate Weibull 
regression model are obtained from the transformation 
= i = 1,2,3 
where Aj is the marginal shape parameter. 
To perform the simulations, we modified the FORTRAN program used for the 
analyses in Chapters 2 and 3. This program computes maximum likelihood estimates 
for each generated sample by first applying a modified Fisher scoring algorithm and 
switching to a Powell algorithm if Fisher scoring fails to converge. For setA and set5 
of dependence parameters and sample size 32 the Fisher scoring method failed to 
converge for fewer than 2% of the simulated samples. For the other sets of dependence 
parameters and other sample sizes the Fisher scoring method failed to converge for 
fewer than 1% of the simulated samples. In each case where the Fisher scoring 
method failed, the Powell algorithm was successful. The simulation was performed 
on DECstation computers using double precision arithmetic. 
Results of the study 
It is useful to establish some notation before presenting results from the simula­
tion study. We first define estimation methods and summary statistics used in this 
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study. 
1. Joint model (J). By the J model we mean the joint density for 
dependent survival times given by (2.5) in Chapter 2 is used to compute maximum 
likelihood estimates for the shape, regression and dependence parameters. This is 
the correct model for the simulated data. 
2. Independence marginal model (M). The M model is based on 
the incorrect assumption of independent survival times and a separate maximum 
likelihood analysis is performed to estimate the shape and regression parameters for 
each univariate margin. The estimated covariance matrix for the parameter estimates 
is a block diagonal matrix, containing the inverse of the local information matrices 
for the three separate marginal likelihoods. 
3. Independence working model (IWM). The IWM method produces 
the same parameter estimates as the M method, but it uses the robust covariance 
matrix estimator defined in Chapter 3. 
4. Estimated true variance (ETV). The ETV of a parameter estimate 
is simply the variance of the estimated values of the parameter for the 1000 simulated 
samples, e.g. 
1 1000 
J=1 
where estimated shape parameter for the margin in the simulated 
sample and ^ E]2?i° 
5. Estimated asymptotic variance (EAV). The EAV for a parameter 
estimate is computed by averaging the estimates of the asymptotic variances provided 
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by the 1000 simulated samples, e.g. 
1 1000 
J=1 
where VAR{Xj^j^^) is the estimate of the asymptotic variance of provided by the 
simulated sample. 
6. Estimated true correlation coefficient (ETCC). The ETCC is the 
correlation coefficient computed from pairs of parameter estimates provided by 1000 
simulated samples, e.g. 
• • liOT4=i 
BrC(7(A(;),Ay)) = :—7(17^ • 
ErF(Ay))j' 
7. Estimated asymptotic correlation coefficient (EACC). The 
EACC is computed by averaging the estimates of the asymptotic correlation coef­
ficients provided by the 1000 simulated samples, e.g. 
1 1000 
where p.,: ' is the estimate of the asymptotic correlation coefficient for the 
sample. 
8. Bias. Bias for each parameter estimate, is computed by subtracting 
the true parameter value from average of the estimated parameter values for the 1000 
simulated samples, e.g. 
5za3(Â(-)) = Â(-) -
9. Mean square error (MSE). The MSE for each estimated parameter 
is the sum of the estimated true variance and the squared bias, e.g. 
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10. Estimated asymptotic relative efficiency (EARE). Asymptotic 
efficiency of an estimator based on the M model relative to an estimator based on 
the J model is estimated as 
11. Confidence interval (CI). The computation of each CI is based on 
the asymptotic normal distribution of the estimator. For the simulated sample, 
a 95% confidence interval for is computed as 
where ST D , :  . i s  t h e  s q u a r e  r o o t  o f  t h e  e s t i m a t e  o f  t h e  a s y m p t o t i c  v a r i a n c e  o f  
provided by the sample. 
Averages of parameter estimates and estimates of asymptotic standard devia­
tions are presented in the tables in Appendix B. Since summary statistics for both 
weak and high dependencies among survival times show almost parallel trends with 
respect to sample size, we present results for set2 and set5 of dependence parameters 
as representative of the general results for weak and moderate dependencies among 
survival times in the following discussion. 
For each set of dependence parameters, MSE's for estimated shape parameters 
(ESHP) exhibit nearly parallel trends with respect to sample size. Consequently, to 
make comparisons between MSE's of estimators based on the J and M models for a 
particular set of dependence parameters, we averaged MSE values for the three ESHP 
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for each sample size and display just one curve for each model in figures 4.land 4.2. 
When associations among survival times are weak {setl and set2) AMSE (average 
mean square errors) of ESHP for J and M models are just about the same. When 
associations among survival times increase, AMSE's for ESHP based on the J model 
tend to be smaller than AMSE's for the ESHP based on the M model, although both 
converge to zero as the sample size increases. 
Similarly, AMSE's for the estimated regression parameters (EREP) are averaged 
across the three marginal distributions and plots are presented in figures 4.3-4.5 for 
AMSE's for the intercept, treatment effect, and regression coefficient for weight, re­
spectively, for the weak dependence case defined by set2. Corresponding plots are 
presented in figures 4.6-4.8 for the stronger set of dependencies defined by set5. These 
graphs show essentially the same trends as graphs of AMSE for ESHP. As expected, 
diflferences are larger for set5 than for ae(2, because the presence of of stronger de­
pendencies among survival times enable estimators of parameters in different margins 
to share more information. 
As in the previous comparison of MSE's, for each set of dependence parame­
ters and each sample size, the average absolute bias of the three estimated shape 
parameters and the average absolute biases of the estimates of the intercept, treat­
ment effect, and regression coefficient for mother's weight, averaging across the three 
marginal distributions, are used to make comparisons among estimators based on the 
J and M models. Under weak dependencies (^eil and set2) among survival times 
and for all sample sizes, ABIAS (average absolute bias) for both ESHP and EREP 
are nearly the same for the J and M models. For higher levels of dependency among 
survival times {setA and set5) ABIAS of ESHP based on the J model is smaller than 
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Figure 4.1 : Average mean square errors for estimated shape pa­
rameters for 56^2 of dependence parameters 
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Figure 4.2: Average mean square errors for estimated shape pa­
rameters for set5 of dependence parameters 
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Figure 4.3: Average mean square errors for estimated intercept 
parameters for set2 of dependence parameters 
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Figure 4.7: Average mean square errors for estimated treat­
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Figure 4.8: Average mean square errors for estimated weight 
parameters for se t5  of dependence parameters 
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ABIAS of ESHP based on the M model for sample sizes 32 and 64. This is shown 
in figures 4.9-4.10 for dependence parameters set2 and setb. There is no evidence 
to indicate that differences between ABIAS's for the EREP are significant, the fluc­
tuations that can be seen in figures 4.11-16 can readily be attributed to variation 
among simulated samples. This indicates that the strengths of dependencies among 
survival times has more effect on the ABIAS of the ESHP than the ABIAS of the 
EREP based on the J model. 
It is interesting to note that even for higher levels of dependencies among sur­
vival times (seM and setf)) robust variances are close to the corresponding marginal 
asymptotic variances for parameter estimates. Furthermore, for lower levels of depen­
dencies and smaller sample size, elements of the robust covariance matrix tend to be 
close to the corresponding elements of asymptotic variance estimates based on the J 
model (see Appendix B). This suggests that when inferences about marginal param­
eters are of primary interest, one can obtain reliable inference by applying the IWM 
method to estimate marginal parameters by individually maximizing the marginal 
likelihoods and using the robust covariance matrix estimator. Ignoring dependencies 
among survival times, however, could result in a substantial loss of efficiency. In the 
following discussion we compare averages of estimated asymptotic relative efficiencies 
(AEARE) for the ESHP and various subsets of the EREP. 
Loss of efficiency depends on levels of associations among survival times and 
sample size. For weak dependency {setl and 3et2) and large sample size (512) there 
is about 3% loss of efficiency for EREP for either model M or model IWM with respect 
to the true model J. For higher levels of dependencies loss of efficiency increases. In 
this study loss of efficiency is largest for setb of dependence parameters and sample 
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Figure 4.9: Average absolute bias for estimated shape parame­
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Figure 4.11: Average absolute bias for estimated intercept pa­
rameters for set2 of dependence parameters 
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Figure 4.12: Average absolute bias for estimated treatment pa­
rameters for set2 of dependence parameters 
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Figure 4.13: Average absolute bias for estimated weight param­
eters for set2 of dependence parameters 
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Figure 4.14: Average absolute bias for estimated intercept pa­
rameters for set5 of dependence parameters 
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size 512. In this case there is 61% loss of efficiency for ESHP and 63% loss of 
efficiency for EREP, respectively. The loss of efficiency is less for smaller sample 
sizes. For sample size 64, for example, we see that for the highest dependency case 
(setb) there is approximately 19% loss of efficiency for ESHP and 20% loss of efficiency 
for EREP, respectively. For weak dependencies (setl and set2) there is essentially no 
loss of efficiency for using either model M or model IWM with respect to mle's for 
the true model J. Figures 4.17-4.18 illustrate how AEARE changes with sample size 
for each set of dependence parameters. 
To determine which models provide more powerful tests of hypotheses about 
model parameters, simulated type I error and power levels were computed for each 
of the following hypotheses: 
^0,a : /^ll = ^12 = %' 
^0,6 : /^ll = 0 /^12 = 0 ^13 = 0, 
where j  = 1,2,3 are the treatment effects. Simulations were performed for 
three sets of dependence parameters {set2, seti, and set5) and sample sizes 32, 64, 
128, 256, 512. To simulate type I error levels, 1000 samples for each of the three 
sets of dependence parameters were generated from the trivariate Weibull regression 
model with /Jjj = /3^2 = /^13 = 0, and to simulate power of the test, 1000 samples 
for each of the three sets of dependence parameters were generated with /3ii  = s,  
^12 = 25, = 3s, where s is the average standard deviation of $-j^j for sample size 
64. Finally, Wald statistics were computed and compared with values of the central 
chi-square distribution with 2 and 3 degrees of freedom and with values of n—2) 
and n—3) ^^sts of and respectively. Each Wald statistic is defined 
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by the formula 
W = (C/3)'(CFC')-l(C/3),  
where F is a consistent estimator of the covariance matrix for the asymptotic normal 
distribution of the parameter estimates, /3 = C is a matrix of 
constants with full row rank. To test Hq C is the identity matrix, and 
1  - 1  0  C = , 
0  1  - 1  
is used for the test of ffg g. 
For the M model, W is evaluated with a block diagonal matrix inserted for V. 
This matrix is based on the incorrect assumption of independent marginal survival 
distributions, and it does not provide a consistent estimator of the covariance matrix 
for the limiting normal distribution of the parameter estimators based on the M 
model. Consequently, W need not have a limiting chi-square distribution for the M 
model when the null hypothesis is true. Estimates of V for the IWM and J models 
are consistent, but they estimate covariance matrices for different limiting normal 
distributions. Consequently, the power of W may not be the same for the IWM 
and J models. In the following discussion, we first compare apparent power of the 
tests obtained by using upper 0.05 percentage points of the asymptotic chi-square 
and F distributions. The tests do not have 0.05 type I error levels for the sample 
sizes considered in this study. We also estimated the true power by comparing test 
statistics to simulated estimates of true 0.05 critical values for {set2) and {set5) of 
dependence parameters and different sample sizes. 
For weak dependencies among survival times (je(2) and sample size 32 , tests of 
^0,a ' /^ll — /^12 — /^13 based on the J model provide smaller type I error levels and 
80 
less apparent power than tests of ifo,a based on the other two models. In this case, 
the J model provides type I error less than the nominal value of 0.05. For sample 
sizes larger than 32 there are no significant differences between either type I error 
levels or apparent power levels of the tests of based on the J and M models, but 
tests of g based on the IWM model have inflated type I error levels for sample 
sizes less than 256. For higher levels of dependencies among survival times (ge(5) 
tests of ifo,a based on the M and IWM models provide smaller type I error levels 
than tests of -ffo,a based on the J model for each sample size considered in this study. 
Tests of fTg g based on the J model provide more apparent power than tests based 
on the other models for sample sizes smaller than 512, but the type I error levels 
are greatly inflated. When the sample size approaches 512, tests based on all three 
models behave almost the same, i.e., the type I error levels approach the nominal 
level and the apparent powers approach 1. Figures 4.19-4.22 show how type I error 
and apparent power of tests of ZTg ^ change with sample size. 
For weak dependencies [set2) and sample sizes smaller than 256, the tests of 
-^0,6 • 1^11 — 0 — 0 /^13 = 0 based on the J model provide smaller type 
I error levels and less apparent power than tests of Hq j based on the other two 
models. In this case, the J model provides type I errors less than nominal value of 
0.05. When the sample size approaches 512, tests of Hq j based on the three models 
provide almost the same type I error levels and apparent power. For higher levels 
of dependencies {set5) and all sample sizes, tests of HQ j based on the M and IWM 
models provide smaller type I error levels than tests of Hq j based on the J model. 
Type I error levels for tests of HQ j based on the M and IWM models are close to 
the nominal value of 0.05 when the sample size is 512. Tests of HQ ^ based on the J 
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Figure 4.19: Type I error for the test of HQ ^ based on J, 
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rameters 
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model provide more apparent power than tests of Hq ^ based on the other models for 
sample sizes smaller than 512. Figures 4.23-4.26 show how type I error and apparent 
power of tests of Hq ^ change with sample size. Figures 4.27-4.30 illustrate how type 
I error and power of the F tests of HQ j change with sample size for set2 and set5 of 
dependence parameters, when the 0.05 critical value is Obtained From The n—3) 
distribution instead of the central chi-square distribution with 3 degrees of freedom. 
Using the F-distribution reduces the type I error levels, especially for small sample 
sizes, but it does not guarantee that the true type I error level will not exceed the 
nominal 0.05 value. 
For set2 of dependence parameters and small sample sizes estimates of asymp­
totic variances and estimates of asymptotic correlations among estimated treatment 
effects tend to be larger than estimates of the true variances and the true correla­
tion coefficients. For set5 of dependence parameters and sample sizes larger than 
64, estimates of asymptotic variances among estimated treatment effects tend to be 
smaller than estimates of the true variances and for all sample sizes asymptotic cor­
relations among estimated treatment effects tend to be larger than estimates the 
true correlation coefficients. Figures 4.31-4.32 show ratios of the average estimated 
asymptotic variances for the estimated treatment effect and estimated true variances 
plotted against sample size. Figures 4.33-4.34 show differences between the average 
estimated asymptotic correlation coefficients and estimated true correlation coeffi­
cients, averaged across the three pairs of estimated treatment effects, plotted against 
sample size. Numerical values for these ratios and differences are in Appendix C. 
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Figure 4.25: Power for the test ^ based on J, M, and 
IWM models for set2 of dependence parameters 
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Figure 4.27; Type I error for the F test of HQ ^ based on J, M, 
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Figure 4.28: Type I error for the F test of ^ based on J, M, 
and IWM models for setb of dependence parame­
ters 
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Figure 4.29: Power for the F test of ^ based on J, M, and 
IWM models for set2 of dependence parameters 
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For weak dependencies {set2) among survival times and all sample sizes, tests 
of provide almost the same true power for all three models. For higher levels 
of dependencies {set5) and sample sizes 64, 256, and 512, tests of HQ ^ based on the 
J model provide greater true power than the other two models. Figures 4.35-4.36 
show how the true power levels of tests of change with sample size. For set2 
of dependencies, tests of Hq ^ based on the J and IWM models provide nearly the 
same true power. For setô of dependencies and sample sizes 32 and 128 tests of HQ J 
based on the J model have less power than corresponding tests based on the M and 
IWM models. This is shown in figures 4.37-4.38. 
Coverage probabilities of confidence intervals for treatment effects depend on 
the level of dependencies and the sample size. Approximate 95% confidence intervals 
were computed for the shape parameters and the treatment effects for each simu­
lated sample using asymptotic normal distributions and estimates of the asymptotic 
variances given by (4.1). The coverage probability is simply the proportion of con­
fidence intervals that contain the true parameter value for 1000 simulated samples. 
For each set of dependence parameters and each sample size, the coverage probabili­
ties are averaged for the three shape parameters and a separate average is computed 
for the three treatment effects. For set2 of dependence parameters and all sample 
sizes, coverage probabilities of confidence intervals for the shape parameters based 
on the J and M models do not show significant differences from the nominal value of 
0.95. The same is true for the IWM model except for sample size 32 where coverage 
probabilities of confidence intervals are less than 0.95. 
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Figure 4.35: Power for tests of Hq q  using simulated 0.05 crit­
ical values and set2 of dependence parameters 
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Figure 4.36: Power for tests of Hq q  using simulated 0.05 crit­
ical values and setb of dependence parameters 
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For 56^5 of dependencies and sample sizes 64 and 256, coverage probabilities of confi­
dence intervals for the shape parameters based on the J model are less than 0.95 and 
there are no significant differences between coverage probabilities of confidence inter­
vals and the nominal value of 0.95 for other sample sizes. Since asymptotic variance 
estimates for the J model are too small for sample sizes 64 and 256, intervals provided 
by asymptotic variances tend to be too short. For this level of dependency there is 
no significant difference between coverage probability of confidence intervals for the 
shape parameters based on the M model and nominal value of 0.95. The same is true 
for coverage probability of confidence intervals for the shape parameters based on the 
IWM model except for sample sizes 32 and 64 where asymptotic variance estimates 
tend to under estimate the true variances. This is shown in figures 4.39-4.40. 
The comparisons of coverage probability of confidence intervals for the treat­
ment effects based on the three models with nominal value of 0.95 lead to the same 
conclusions as those for coverage probability of confidence intervals for the shape pa­
rameters. Figures 4.41-4.42 show how coverage probabilities of confidence intervals 
for treatment effects change with sample size. 
Recommendations 
When inference about dependence parameters is of interest or efficient estima­
tors of marginal parameters are wanted, the joint parametric model (J model) should 
be considered. Use of the J model, however, requires an assessment of whether it 
provides a reasonable model for describing the observed multivariate survival data. 
Secondly, our simulation study indicates that our method of estimating the asymp­
totic covariance matrix of the parameter estimates, may not provide a sufficiently 
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accurate estimate of the actual finite sample covariance matrix, even for moderately 
large samples. Consequently, a more reliable estimator for the covariance matrix 
must be developed. Alternatively, parametric bootstrap methods could be applied 
to obtain reliable estimates of parameters, their covariance matrix, and confidence 
intervals from the joint parametric model. Finally, it is easier to apply the IWM 
model because the J model requires more computation time and also requires the 
derivation of different sets of first partial derivatives of the log-likelihood for different 
parameterizations of the joint model. 
The IWM model provides reasonable estimates of marginal parameters, covari­
ance matrix, and reliable confidence intervals even for moderate dependencies among 
survival times and moderate sample sizes. A valuable advantage of the IWM model 
is that a complete specification of the joint model is not required, but it does require 
correct specification of the univariate marginal models. Thus, the IWM model may 
be reasonable when inferences are needed only for marginal parameters. A possible 
disadvantage of the IWM model is loss of efficiency, because this model ignores de­
pendencies among survival times. Loss of efficiency for moderate dependencies and 
sample sizes considered in the simulation study never exceed 25%. When all of the 
correlations among survival times are smaller than 0.2, the simulation results indicate 
the estimates obtained from the IWM model and J model have essentially the same 
efficiency and provide the same inferences for all of the sample sizes considered. 
A subject that could be investigated is study of the influence of censored data 
and number of parameters on efficiency of the IWM and M models. This can be 
done by changing the number of regression coefficient or letting marginal survivor 
functions have some regression parameters in common. 
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APPENDIX A. DERIVATIVES OF THE LOG-LIKELIHOOD 
FUNCTION FOR THE PARAMETRIC MODEL 
The following notation is used to display the log-likelihood and its first partial 
derivatives for joint density (2.5) given in Chapter 2. 
/iCoi) = 
^qi 
Wi = Si 
1 
k^i 
Ci j  =  {Wi  +  Wj  -  WiWj) ,  
H:, = 
U «*+«; + 
Kij = VfiWjD-^DJ^CT^, 
2 3 
r  =  i + E  E  B i j K i j ,  
i=l j=i+l 
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where is the observed time for the event-time distribution, Z is the vector 
of covariates and A^, (3^^ a{j are the shape parameter, vector of regression parameters 
for the margin, and association parameters, respectively. 
The contribution to the log-likelihood function for the observation is 
3 
k  =  Y j  i ^ M f j i i q j ) )  +  l o g D j )  -  ^  a j j ^ l o g C j } ^  +  l o g T .  
j=l j<k 
Derivatives of Iq with respect to the model parameters have the following form. 
With respect to the shape parameter. 
^ = (\"^+(Mi,i)-/3S2)(l + MSi)))+ 
Î j=l i 
k j  ' ' 
where 
dC j « -I . 
^ -4z)'0S{Si) -
^ = E - /3jZ)(os(Si) -
I j^i I 
With respect to the regression parameters. 
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din ^ 1 dZ), _ 1 dCiA 
^ +w..)) + - g 
r-lJL. 
where 
^ = -HiiWiOr^\XiZ^log(Si) -
With respect to the association parameters. 
^ 
where 
^ = ar^25£s,.(ir4 - 1), 
aai j  
^ = c-+25iSi(Wj - 1) + a-fSLSjiWi - 1), 
1] 
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dDi 
daij 
dT 
where 
= —a i+ Oi + E - WjC-j'd -  ^ /o.(Sy)) 
-«r+ E + 
k^l 
-ŒBklKkliDk^^ëz + T'^. 
z<& 
i j  
u V 
1 
-  ^  + TW^;))) - Qip 
J+ I 
1 
'1+ 
Qi2 = (-^12^12 + ^ 13^13)(-— + -^^°9{Si)) + ^23^23(—— + -^^-^2)), 
"1+ «1+ "2+ «2+ 
1 
i-t- "
Ql3 = (^13^13 + •^12-'^12)(-— + -^W('$'l)) + %^23( 
"1+ «1+ 
<323 = (^23^23 + ^12^12)(T— + -q—^(-^2)) + ^ 13^13( 
logiSi ^23^23(-^ + -^logiSs)), 
"3+ «3+ 
:-^ ^log(S  ffis^ isCr^ + -^k)(%))-
«2+ «3+ a§+ 
APPENDIX B. SIMULATION RESULTS FOR PARAMETER 
ESTIMATES AND STANDARD ERRORS 
Results from the simulation study of the accuracy of the parameter estimates 
and their correlations and standard errors are presented in the following tables. Re­
sults from each set of dependence parameters include averages of 1000 estimates of 
each shape parameter (Aj), averages of 1000 estimates of the corresponding standard 
deviations (5T£)^), averages of 1000 estimates of each regression parameter 
averages of 1000 estimate of the corresponding standard deviations (STD^j) for five 
different sample sizes (32,64,128,256,512) and the joint, marginal, and IWM mod­
els. Averages of estimated association parameters and averages of their corresponding 
standard deviations are presented at the end of each table. For each of the 1000 simu­
lated samples the standard deviations are based on formulas for the covariance matrix 
of the limiting normal distribution of the parameter estimates described in Chapters 
2 and 3. 
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Table B.l: Averages of parameter estimates and averages of estimated 
asymptotic standard deviations for 1000 simulated samples 
with a;^2 = Q'll = ~ ^ 
Parameter 64 
Joint Marginal IWM Joint Marginal IWM 
s h 6.4563 6.4547 6.1797 6.1776 
h S T D ]  1.4436 0.9120 0.8800 0.7634 0.6118 0.5927 
a 4.7651 4.7637 4.5564 4.5548 
P STDo 1.4436 0.9120 0.6488 0.7634 0.6118 0.4365 
e h 3.5710 3.5692 3.4017 3.4005 
0.7867 0.5046 0.4902 0.4166 0.3367 0.3287 
^01 1.8619 1.8621 1.8586 1.8587 
STD(^^ 0.6330 0.3705 0.3294 0.3238 0.2476 0.2297 
P02 2.0642 2.0654 2.0475 2.0476 
STDç^2 0.8605 0.5012 0.4456 0.4365 0.3347 0.3112 
r #03 2.0224 2.0224 1.9891 1.9902 
e 1.1320 0.6683 0.5942 0.5880 0.4497 0.4180 
g Ai -0.0558 -0.0559 -0.0547 -0.0548 
r ST Du 0.0889 0.0571 0.0536 0.0519 0.0414 0.0395 
e to
 
-0.0915 -0.0917 -0.0901 -0.0903 
s fTDig 0.1206 0.0777 0.0729 0.0705 0.0562 0.0537 
s A 3 0.1325 0.1322 0.1342 0.1340 
i STDiS 0.1608 0.1032 0.0968 0.0947 0.0753 0.0717 
0 /591 -1.5468 -1.5467 -1.5290 -1.5293 
n STDo] 2.3036 1.3921 1.2315 1.2368 0.9437 0.8734 
#2 -1.6165 -1.6207 -1.5384 -1.5383 
STDoo 3.2572 1.8847 1.6678 1.6659 1.2757 1.1847 
#23 -1.7217 -1.7206 -1.5780 -1.5814 
4.2895 2.5120 2.2203 2.2523 1.7137 1.5864 
de «12 3.12 4.57 
pe 144.18 101.42 
nd 3.07 4.22 
en 137.40 95.63 
ce «23 3.17 4.35 
STDo:^ 152.72 101.15 
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Table B.l (Continued) 
Parameter 256 
Joint Marginal IWM Joint Marginal IWM 
s 6.0705 6.0674 5.9941 5.9919 
h 0.4767 0.4233 0.4146 0.3156 0.2946 0.2901 
a 4.4663 4.4648 4.4188 4.4170 
P STD2 0.3517 0.3111 0.3036 0.2328 0.2171 0.2139 
e 3.3294 3.3285 3.2964 3.2948 
0.2605 ^ 0.2319 0.2282 0.1729 0.1619 0.1600 
#ni 1.8503 1.8505 1.8469 1.8470 
5TDm 0.1722 0.1454 0.1362 0.1085 0.0985 0.0945 
^02 2.0422 2.0420 2.0580 2.0581 
STDq2 0.2317 0.1968 0.1854 0.1465 0.1334 0.1286 
r ^03 2.0089 2.0091 2.0029 2.0029 
e srans 0.2317 0.2645 0.2488 0.1989 0.1795 0.1714 
g Al -0.0566 -0.0566 -0.0586 -0.0587 
r STDu 0.0334 0.0294 0.0283 0.0226 0.0209 0.0204 
e A 2 -0.0893 -0.0893 -0.0901 -0.0901 
s STD^2 0.0452 0.0399 0.0386 0.0306 0.0284 0.0277 
s A3 0.1310 0.1311 0.1309 0.1309 
i 0.0608 0.0536 0.0518 0.0411 0.0381 0.0371 
G ^21 -1.4855 -1.4859 -1.4684 -1.4685 
n STDo] 0.6673 0.5633 0.5275 0.4222 0.3830 0.3672 
/?22 -1.5104 -1.5094 -1.5659 -1.5660 
STD<yo 0.8977 0.7618 0.7180 0.5698 0.5186 0.4993 
^23 -1.6327 -1.6332 -1.6070 -1.6064 
1.2111 J 1.0240 0.9627 0.7739 0.6979 0.6655 
de *12 5.18 7.02 
pe STD\o 78.51 58.24 
nd *13 5.44 6.53 
en STDu 73.92 55.57 
ce °'23 5.61 6.75 
76.70 59.06 
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Table B.l (Continued) 
Parameter 512 
Joint Marginal IWM 
s 
-^1 5.9576 5.9559 
h STD-i 0.2151 0.2068 0.2048 
a h 4.4020 4.4006 
P STDo 0.1588 0.1528 0.1516 
e h 3.2736 3.2726 
STDs 0.1180 0.1136 0.1127 
0m 1.8459 1.8459 
STDa, 0.0754 0.0709 0.0688 
002 2.0564 2.0565 
0.1026 0.0962 0.0931 
r 003 2.0098 2.0098 
e 0.1378 0.1294 0.1254 
g 011 -0.0591 -0.0591 
r STDu 0.0156 0.0148 0.0145 
e 012 -0.0908 -0.0908 
s STDiS 0.0211 0.0201 0.0197 
s 013 0.1295 0.1295 
i STDiS 0.0284 0.0271 0.0265 
o 021 -1.4632 -1.4629 
n sra,! 0.2921 0.2774 0.2664 
022 -1.5562 -1.5561 
0.3977 0.3727 0.3602 
023 -1.6309 -1.6301 
gTDgS 0.5340 0.5011 0.4855 
de *12 8.30 
pe STD-io 47.03 
nd *13 8.02 
en 46.37 
ce *23 7.97 
45.64 
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Table B.2: Averages of parameter estimates and averages of estimated 
asymptotic standard deviations for 1000 simulated samples 
with a|2 = 1.6, q:]^ = 093 = 0.5 
Parameter 64 
Joint Marginal IWM Joint Marginal IWM 
s 6.2012 6.1965 5.9615 6.1776 
h STD] 1.3565 0.8719 0.8360 0.5874 0.6118 0.5662 
a h 4.6187 4.6162 4.4194 4.5548 
P STD2 1.0092 0.6505 0.6909 0.4355 0.6118 0.4226 
e h 3.4601 3.4578 3.2900 3.4005 
0.7671 0.4864 0.4654 0.3244 0.3367 0.3151 
1.8818 1.8818 1.8743 1.8587 
5rz?ni 0.6480 0.3863 0.3457 0.2571 0.2476 0.2395 
002 2,1141 2.1145 2.1087 2.0476 
STDQ2 0.8684 0.5179 0.4632 0.3461 0.3347 0.3229 
r /?n3 2.0814 2.0831 2.0579 1.9902 
e 1.1722 0.6916 0.6178 0.4641 0.4497 0.4333 
g Al -0.0615 -0.0613 -0.0616 -0.0548 
r STDu 0.0922 0.0596 0.0564 0.0429 0.0414 0.0414 
e 0\2 -0.0901 -0.0898 -0.0893 -0.0903 
s STD^2 0.1239 0.0799 0.0755 0.0579 0.0562 0.0559 
s CO
 0.1362 0.1366 0.1333 0.1340 
i srois 0.1642 0.1070 0.1013 0.0778 0.0753 0.0748 
0 091 -1.5272 -1.5271 -1.4893 -1.5293 
n STDOA 2.4558 1.4522 1.2914 0.9794 0.9437 0.9099 
022 -1.6905 -1.6919 -1.6593 -1.5383 
STD22 3.2869 1.9464 1.7333 1.3189 1.2757 1.2275 
#23 -1.7841 -1.7910 -1.6742 -1.5814 
srz)93 4.4394 2.5992 2.3077 1.7679 1.7137 1.6449 
de m2 1.405 1.6218 
pe STDiS 28.608 8.4838 
nd m 3 0.942 0.7652 
en STDi.i 29.775 5.7095 
ce «23 0.915 0.7385 
24.953 6.8934 
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Table B.2 (Continued) 
Parameter 256 
Joint Marginal IWM Joint Marginal IWM 
s Al 5.8353 5.8322 5.7969 5.7914 
h STDy 0.4509 0.4039 0.3937 0.2997 0.2829 0.2784 
a Ao 4.3263 4.3234 4.2852 4.2809 
P STD2 0.3322 0.2994 0.2937 0.2201 0.2091 0.2069 
e h 3.2249 3.2236 3.1903 3.1893 
STDr^ 0.2483 0.2235 0.2190 0.1655 0.1559 0.1535 
/^Ol 1.8596 1.8608 1.8737 1.8734 
5rz?ni 0.1720 0.1507 0.1439 0.1086 0.1019 0.0991 
^02 2.0827 2.0846 2.0884 2.0878 
5ri>n2 0.2339 0.2041 0.1945 0.1471 0.1382 0.1345 
r ^03 2.0357 2.0373 2.0491 2.0496 
e 5rz?n3 0.3174 0.2736 0.2599 0.2007 0.1855 0.1800 
g Al -0.0606 -0.0602 -0.0593 -0.0596 
r STDu 0.0336 0.0305 0.0300 0.0225 0.0217 0.0215 
e to
 
-0.0902 -0.0902 -0.0893 -0.0894 
s sri),. 0.0454 0.0413 0.0406 0.0303 0.0294 0.0291 
s As 0.1329 0.1328 0.1329 0.1326 
i 0.0615 0.0554 0.0542 0.0415 0.0394 0.0389 
G 09.} -1.4274 -1.4348 -1.4897 -1.4825 
n STDo] 0.6667 0.5838 0.5575 0.4224 0.3961 0.3851 
^22 -1.5494 -1.5516 -1.5696 -1.5659 
0.9063 0.7904 0.7526 0.5721 0.5368 0.5225 
CO 
-1.5811 -1.5877 -1.6299 -1.6312 
5rz)9s 1.2321 1.0597 1.0051 0.7802 0.7209 0.6995 
de "12 1.6712 1.6805 
pe srDi9 1.6253 0.8409 
nd »13 0.6058 0.5346 
en 5r£>i3 0.9905 0.4029 
ce 0:23 0.5304 0.5152 
0.6933 0.3770 
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Table B.2 (Continued) 
Parameter 512 
Joint Marginal IWM 
s 4 5.7627 5.7613 
h STD, 0.2042 0.1987 0.1971 
a 4.2639 4.2618 
P STD2 0.1506 0.1470 0.1461 
e h 3.1753 3.1750 
STD:^ 0.1129 0.1096 0.1088 
/5oi 1.8710 1.8714 
STD(^^ 0.0751 0.0734 0.0723 
/^n2 2.0842 2.0854 
0.1018 0.0994 0.0978 
r 2.0505 2.0512 
e ST #03 0.1385 0.1333 0.1313 
g Pu -0.0593 -0.0594 
r STDu 0.0154 0.0154 0.0153 
e to
 
-0.0894 -0.0894 
s 0.0208 0.0207 0.0206 
s A3 0.1330 0.1329 
i 0.0285 0.0279 0.0277 
G ^21 -1.4742 -1.4756 
n 0.2911 0.2844 0.2800 
(M 
-1.5499 -1.5538 
ST #22 0.3942 0.3852 0.3788 
/^23 -1.6358 -1.6385 
STDo?, 0.5369 0.5163 0.5084 
de 
"12 1.6412 
pe 0.5218 
nd «13 0.4985 
en ara,. 0.2248 
ce «23 0.4924 
0.2228 
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Table B.3: Averages of parameter estimates and averages of estimated 
asymptotic standard deviations for 1000 simulated samples 
with ai2 = #13 = 01, ^23 = 0.01 
Parameter 64 
Joint Marginal IWM Joint Marginal IWM 
s Al 6.2823 6.2891 5.9519 5.9920 
h STD^ 1.0981 0.8850 0.8459 0.5499 0.5902 0.5711 
a ^2 4.6122 4.6441 4.3747 4.4111 
P STD2 0.9011 0.6545 0.6308 0.4528 0.4347 0.4201 
e h 3.4231 3.4473 3.2679 3.2960 
0.6698 0.4846 0.4656 0.3358 0.3244 0.3154 
1.8678 1.8749 1.8701 1.8770 
5rz)ni 0.4471 0.3807 0.3410 0,2236 0.2556 0.2392 
0m 2.0844 2.0837 2.0851 2.0977 
STD()2 0.6768 0.5175 0.4589 0.3245 0.3459 0.3246 
r ^03 2.0975 2.0962 2.0613 2.0659 
e STDo^ 0.8951 0.6932 0.6192 0.4386 0.4682 0.4338 
g AI -0.0593 -0.0598 -0.0579 -0.0582 
r ST Du 0.0654 0.0587 0.0557 0.0369 0.0428 0.0413 
e As -0.0861 -0.0861 -0.0841 -0.0846 
s S T D ^ o  0.0983 0.0795 0.0749 0.0536 0.0580 0.0559 
s A3 0.1325 0.1339 0.1347 0.1339 
i 5rDi3 0.1321 0.1070 0.1013 0.0716 0.0778 0.0752 
o -1.5101 -1.5114 -1.5049 -1.5065 
n STDoa 1.6905 1.4314 1.2727 0.8523 0.9739 0.9091 
012 -1.5992 -1.5810 -1.5956 -1.6216 
STDo2 2.5621 1.9468 1.7147 1.2373 1.3183 1.2333 
^23 -1.8711 -1.8494 -1.7216 -1.7097 
STDo^i 3.3886 2.6055 2.3149 1.6717 J 1.7848 1.6506 
de «12 0.1544 1.6218 
pe 0.0977 8.4838 
nd "13 0.1553 0.7652 
en 0.0977 5.7095 
ce 0(23 0.0164 0.7385 
0.0389 6.8934 
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Table B.3 (Continued) 
Parameter 256 
Joint Marginal IWM Joint Marginal IWM 
s Al 5.8374 5.8759 5.7864 5.7959 
h STDx 0.3320 0.4066 0.3985 0.2180 0.2829 0.2802 
a ^2 4.2965 4.3199 4.2752 4.2762 
P STDo. 0.2716 0.2996 0.2928 0.1773 0.2090 0.2064 
e A3 3.2072 3.2216 3.1905 3.1907 
0.2021 L 0.2232 0.2182 0.0107 0.1559 0.1537 
1.8719 1.8741 1.8692 1.8695 
5rz)ni 0.1163 0.1503 0.1424 0.0716 0.1018 0.0995 
A2 2.0934 2.0982 2.0902 2.0907 
5rDn2 0.1648 0.2041 0.1937 0.1009 0.1378 0.1343 
r ^03 2.0549 2.0552 2.0479 2.0445 
e STDç,^ 0.2204 0.2739 0.2612 0.1349 0.1852 0.1798 
g Al -0.0591 -0.0596 -0.0584 -0.0589 
r STDu 0.0227 0.0304 0.0298 0.0147 0.0217 0.0215 
e A 2 -0.0878 -0.0888 -0.0895 -0.0892 
s STD^o 0.0322 0.0413 0.0404 0.0207 0.0294 0.0290 
s A3 0.1313 0.1312 0.1318 0.1326 
i 0.0430 0.0554 0.0543 0.0277 0.0394 0.0389 
o ^21 -1.4901 -1.4869 -1.4705 -1.4698 
n STDo\ 0.4488 0.5824 0.5514 0.2769 0.3958 0.3865 
#22 -1.6030 -1.6071 -1.5769 -1.5757 
STD22 0.6352 0.7905 0.7500 0.3896 0.5357 0.5219 
#23 -1.6746 -1.6581 -1.6311 -1.6146 
0.8499 1.0611 1.0116 0.5207 0.7196J 0.6990 
de «12 0.1096 0.1015 
pe 0.0184 0.0108 
nd «13 0.1100 0.1018 
en 5TDI3 0.0183 0.0108 
ce «93 0.0109 0.0101 
0.0057 0.0034 
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Table B.3 (Continued) 
Parameter 512 
Joint Marginal IWM 
s Al 5.7676 5.7679 
h 0.1478 0.1989 0.1976 
a ^2 4.2574 4.2565 
P STDi 0.1199 0.1469 0.1460 
e C
O 3.1781 3.1780 
STD'^ 0.0895 0.1097 0.1088 
/^Ol 1.8714 1.8720 
STDm 0.0488 0.0735 0.0722 
/)n2 2.0929 2.0939 
STDQ2 0.0609 0.0995 0.0976 
r ^03 2.0516 2.0526 
e STDn:^ 0.0922 0.1333 0.1306 
g -0.0589 -0.0593 
r STDu 0.0099 0.0154 0.0153 
e A 2 -0.0899 -0.0898 
s STDis 0.0139 0.0208 0.0207 
s A 3 0.1312 0.1313 
i sra,. 0.0186 0.0279 0.0277 
o /?01 -1.4750 -1.4780 
n 0.1883 0.2847 0.2799 
^22 -1.5823 -1.5863 
STDo.q. 0.2658 0.3852 0.3780 
^23 -1.6377 -1.6415 
STDos^ 0.5348 0.5162 0.5093 
de *12 0.0998 
pe S T D ^ o  0.0072 
nd «13 0.0998 
en STDis 0.0072 
ce «23 0.0099 
0.0023 
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Table B.4: Averages of parameter estimates and averages of estimated 
asymptotic standard deviations for 1000 simulated samples 
with Q^2 ~ <^13 ~ <^23 — 0 05 
Parameter 32 64 
Joint Marginal IWM Joint Marginal IWM 
s 
-^1 6.2104 6.2651 5.9090 5.9681 
h STD^ 1.1214 0.8813 0.8480 0.5627 0.5879 0.5699 
a 4.6295 4.6643 4.3234 4.4166 
P STDo 0.8453 0.6571 0.6325 0.4175 0.4352 0.4216 
e h 3.4402 3.4657 3.2799 3.3116 
STD^ 0.6315 0.4868 0.4611 0.3148 0.3257 0.3129 
/^Ol 1.8915 1.8884 1.8724 1.8754 
STDn^ 0.4570 0.3806 0.3414 0.2230 0.2564 0.2386 
^02 2.1539 2.1617 2.0823 2.0917 
STDç)o 0.6079 0.5149 0.4607 0.3017 0.3467 0.3241 
r #03 2.0957 2.1043 2.0432 2.0671 
e 0.8160 0.6931 0.6253 0.4009 0.4631 0.4342 
g -0.0615 -0.0608 -0.0582 -0.0589 
r ST Du 0.0683 0.0589 0.0557 0.0374 0.0429 0.0415 
e A 2 -0.0938 -0.0939 -0.0928 -0.0933 
s STD^o 0.0915 0.0791 0.0747 0.0504 0.0580 0.0559 
s A 3 0.1253 0.1259 0.1286 0.1307 
1 2TZ)13 0.1222 0.1066 0.1011 0.0670 0.0774 0.0750 
o POA -1.5808 -1.5609 -1.5055 -1.5014 
n STDoa 1.7273 1.4314 1.2771 0.8489 0.9769 0.9074 
-1.8400 -1.8551 -1.5701 -1.5837 
STDoo 2.2986 1.9371 1.7229 1.1479 1.3215 1.2324 
#23 -1.8500 -1.8654 -1.6466 -1.7114 
3.0879 2.6068 2.3406 1.5259 1.7651 1.6513 
de *12 0.0910 0.0732 
pe STDn 0.0566 0.0235 
nd *13 0.0952 0.0742 
en 5TZ?13 0.0603 0.0236 
ce 0^23 0.0925 0.0735 
grDoi 0.0572 0.0232 
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Table B.4 (Continued) 
Parameter 
Joint Marginal IWM Joint Marginal IWM 
s Al 0.8293 5.8522 5.7903 5.7955 
h STD^ 0.3350 0.4055 0.3970 0.2176 0.2832 0.2793 
a ^2 4.3124 4.3291 4.2816 4.2829 
P STDi 0.2482 0.3000 0.2938 0.1607 0.2092 0.2069 
e h 3.2200 3.2343 3.1959 3.1974 
STDr, 0.1855 0.2237 0.2182 0.1199 0.1562 0.1539 
/901 1.8645 1.8661 1.8698 1.8712 
STDç^^ 0.1124 0.1508 0.1433 0.0691 0.1019 0.0991 
^02 2.0832 2.0851 2.0909 2.0919 
STDÇ^2 0.1521 0.2037 0.1941 0.0937 0.1378 0.1338 
r 2.0369 2.0407 2.0449 2.0462 
e STDç,^ 0.2035 0.2728 0.2613 0.1250 0.1850 0.1799 
g Al -0.0587 -0.0593 -0.0593 -0.0591 
r STD^^ 0.0224 0.0304 0.0299 0.0143 0.0216 0.0214 
e #12 -0.0894 -0.0906 -0.0911 -0.0904 
s 5r£>i2 0.0303 0.0412 0.0404 0.0193 0.0293 0.0291 
s #13 0.1308 0.1313 0.1303 0.1309 
i 0.0404 0.0552 0.0544 0.0258 0.0393 0.0389 
G #21 -1.4611 -1.4570 -1.4736 -1.4769 
n STD^^ 0.4326 0.5842 0.5546 0.2667 0.3961 0.3848 
#22 -1.5623 -1.5555 -1.5774 -1.5793 
0.5853 0.7896 0.7519 0.3615 0.5357 0.5199 
#23 -1.6058 -1.6043 -1.6168 -1.6189 
5r£)93 0.7828 1.0567 1.0129 0.4823 0.7191 0.6993 
de 0=12 0.0590 0.0521 
pe f ra is  0.0111 0.0062 
nd m3 0.0598 0.0522 
en 0.0112 0.0063 
ce (*23 0.0602 0.0522 
0.0113 0.0063 
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Table B.4 (Continued) 
Parameter 512 
Joint Marginal IWM 
s 4 5.7649 5.7693 
h STD^ 0.1472 0.1992 0.1976 
a 4.2589 4.2574 
P STDo 0.1087 0.1468 0.1460 
e h 3.1787 3.1762 
srz). 0.0813 0.1096 0.1085 
/?ni 1.8685 1.8724 
STDa^ 0.0472 0.0735 0.0722 
002 2.0879 2.0883 
STDn? 0.0641 0.0996 0.0978 
r /)03 2.0466 2.0497 
e 0.0857 0.1334 0.1315 
g Al -0.0589 -0.0590 
r STDll 0.0096 0.0154 0.0153 
e 012 -0.0902 -0.0898 
s S T D ^ o  0.0130 0.0208 0.0207 
s 0.1309 0.1315 
1 STDis 0.0174 0.0279 0.0278 
G ^21 -1.4678 -1.4801 
n STDoj 0.1818 0.2847 0.2793 
022 -1.5625 -1.5646 
STD22 0.2463 0.3859 0.3788 
#23 -1.6177 -1.6317 
STDo^ 0.3296 0.5165 0.5095 
de *12 0.0500 
pe S T D ^ o  0.0041 
nd «13 0.0500 
en 0.0041 
ce «23 0.0501 
0.0041 
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Table B.5; Averages of parameter estimates and averages of estimated 
asymptotic standard deviations for 1000 simulated samples 
with oi]2 ~ 0 05, <^13 = <^23 ~ 0 01 
Parameter 64 
Joint Marginal IWM Joint Marginal IWM 
s Al 6.1153 6.2405 5.8627 5.9529 
h STD^ 1.0131 0.8784 0.8375 0.4869 0.5866 0.5667 
a Ag 4.4947 4.5948 4.3326 4.4043 
P STDo 0.7440 0.6475 0.6245 0.3594 0.4339 0.4194 
e h 3.3747 3.4335 3.2536 3.2926 
STD:^ 0.6418 0.4827 0.4628 0.2977 0.3243 0.3151 
^01 1.8883 1.9027 1.8665 1.8724 
0.4039 0.3820 0.3433 0.1993 0.2564 0.2394 
^02 2.1117 2.1264 2.0846 2.1020 
STDq2 0.5559 0.5202 0.4662 0.2696 0.3469 0.3244 
r ^03 2.0833 2.0927 2.0719 2.0694 
e STDo:^ 0.8604 0.6938 0.6200 0.3802 0.4646 0.4332 
g -0.0579 -0.0585 -0.0577 -0.0572 
r 0.0616 0.0591 0.0558 0.0337 0.0430 0.0414 
e (M -0.0886 -0.0889 -0.0876 -0.0883 
s STDio 0.0842 0.0804 0.0758 0.0456 0.0582 0.0561 
s ^13 0.1347 0.1353 0.1317 0.1329 
i 272,3 0.1243 0.1073 0.1015 0.0631 0.0776 0.0749 
o /^21 -1.6015 -1.6154 -1.5159 -1.4935 
n STDsi 1.5179 1.4371 1.2833 0.7578 0.9772 0.9093 
^22 -1.7306 -1.7328 -1.6284 -1.6305 
STDoo 2.0886 1.95623 1.7447 1.0248 1.3222 1.2337 
^23 -1.8236 -1.8432 -1.7506 -1.7295 
3.2520 2.6083 2.3186 1.4481 1.7700 1.6452 
de *12 0.1112 0.0848 
pe STD^<2 0.0648 0.0237 
nd *13 0.0215 0.0156 
en ST Du 0.0177 0.0061 
ce *23 0.0202 0.0156 
0.0169 0.0061 
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Table B.5 (Continued) 
Parameter 256 
Joint Marginal IWM Joint Marginal IWM 
s Al 5.8329 5.8381 5.7988 5.8024 
h STD^ 0.2939 0.4047 0.3965 0.1933 0.2836 0.2794 
a ^2 4.3183 4.3176 4.2826 4.2832 
P STDo 0.2179 0.2992 0.2923 0.1429 0.2094 0.2065 
e A.S 3.2089 3.2247 3.1834 3.1810 
0.1742 0.2234 0.2189 0.1113 0.1555 0.1536 
^01 1.8638 1.8686 1.8696 1.8739 
STDç^^ 0.1011 0.1504 0.1431 0.0638 0.1019 0.0989 
^02 2.0839 2.0914 2.0905 2.0968 
0.1364 0.2031 0.1941 0.0865 0.1381 0.1341 
r 2.0471 2.0477 2.0515 2.0509 
e STDo:^ 0.1886 0.2728 0.2624 0.1174 0.1860 0.1817 
g -0.0570 -0.0570 -0.0582 -0.0582 
r ST Du 0.0206 0.0305 0.0299 0.0133 0.0216 0.0214 
e to
 
-0.0881 -0.0886 -0.0889 -0.0895 
s STDig 0.0278 0.0413 0.0405 0.0181 0.0293 0.0289 
s As 0.1326 0.1334 0.1311 0.1327 
i ST Du 0.0382 0.0553 0.0543 0.0246 0.0395 0.0390 
0 Po] -1.4745 -1.4733 -1.4782 -1.4888 
n STDo] 0.3877 0.5827 0.5534 0.2457 0.3965 0.3843 
^22 -1.5807 -1.5821 -1.5842 -1.5995 
STD22 0.5230 0.7864 0.7508 0.3331 0.5368 0.5208 
-1.6376 -1.6393 -1.6447 -1.6479 
0.7249 1.0564 1.0149 0.4523 0.7231 0.7055 
de "12 0.0679 0.0574 
pe STD^o 0.0111 0.0058 
nd Ml 0.0132 0.0113 
en STDis 0.0032 0.0018 
ce «23 0.0131 0.0113 
0.0032 0.0018 
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Table B.5 (Continued) 
Parameter 512 
Joint Marginal IWM 
s 4 5.7725 5.7866 
h 0.1316 0.1994 0.1974 
a 4.2655 4.2647 
P STDo 0.0972 0.1471 0.1461 
e 3.1754 3.1697 
STD:^ 0.0751 0.1094 0.1086 
/?ni 1.8715 1.8718 
STi^ni 0.0441 0.0731 0.0721 
0(\2 2.0924 2.0946 
STDQ2 0.0596 0.0992 0.0979 
r /Sos 2.0523 2.0525 
e 0.0812 0.1334 0.1314 
g Al -0.0586 -0.0583 
r STDu 0.0090 0.0153 0.0152 
e A? -0.0895 -0.0889 
s 3rDi2 0.0122 0.0208 0.0207 
s Al 0.1321 0.1326 
i srz)i3 0.0166 0.0279 0.0278 
G /)91 -1.4783 -1.4790 
n srDgi 0.1692 0.2833 0.2790 
/^22 -1.5818 -1.5904 
ST Do2 0.2290 0.3842 0.3792 
/?23 -1.6415 -1.6453 
STDo'^ 0.3114 0.5168 0.5089 
de «12 0.0518 
pe 0.0033 
nd 0.0104 
en 0.0011 
ce 0.0103 
0.0011 
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APPENDIX C. SIMULATION RESULTS FOR VARIANCES AND 
CORRELATIONS 
Simulation results for ratios of averages of 1000 estimates of the variances and 
estimated true variances averaged across the three treatment parameters and dif­
ferences between averages of 1000 estimates of the asymptotic correlations and the 
estimated true correlation coefficients of the treatment parameters, are in the follow­
ing tables. 
Table C.l: Ratios of averages of 1000 estimates of the variances and 
estimated true variances averaged across the three treatment 
parameters for 3 sets of dependence parameters 
sample 
size 
set2 set4 sets 
J M IWM J M IWM J M IWM 
32 2.10 0.84 0.75 1.19 0.87 0.77 1.15 0.86 0.77 
64 1.40 0.93 0.86 0.82 0.93 0.87 0.72 0.93 0.86 
128 1.14 0.92 0.89 0.76 0.95 0.92 0.66 0.92 0.88 
256 1.11 0.98 0.96 0.89 0.97 0.95 0.72 0.93 0.91 
512 1.03 0.97 0.95 1.04 0.98 0.97 0.85 0.99 0.98 
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Table C.2: Ratios of averages of 1000 estimates of the variances and 
estimated true variances averaged across the three shape 
parameters for 3 sets of dependence parameters 
sample 
size 
sets set4 sets 
J M IWM J M IWM J M IWM 
32 2.06 0.85 0.83 1.09 0.85 0.77 1.28 0.86 0.79 
64 1.44 0.94 0.89 0.86 0.89 0.84 0.74 0.89 0.83 
128 1.19 0.96 0.92 0.84 0.93 0.89 0.76 1.05 1.00 
256 1.10 0.97 0.95 0.94 1.05 1.02 0.79 1.00 0.97 
512 1.03 0.97 0.96 1.01 1.00 0.98 0.94 1.00 0.99 
Table C.3: Differences between averages of 1000 estimates of 
the correlations and estimated true correlations of 
3 treatment parameters for 3 sets of dependence pa-
rameters 
sample 
size 
set2 set4 
P12 pn P23 P12 PI 3 P23 
32 J -0.048 0.018 0.041 0.286 0.251 0.262 
IWM -0.50 0.004 0.019 0.037 0.020 0.010 
64 J -0.026 0.031 -0.014 0.404 0.377 0.373 
IWM -0.025 0.019 -0.021 -0.036 0.029 0.012 
128 J -0.043 0.021 0.015 0.342 0.297 0.333 
IWM -0.044 0.011 0.011 0.015 0.006 0.005 
256 J -0.012 0.038 0.063 0.119 0.129 0.144 
IWM -0.020 0.033 0.053 -0.007 -0.043 0.017 
512 J 0.042 0.033 0.024 0.033 0.040 0.067 
IWM 0.026 0.026 0.013 0.007 -0.056 -0.005 
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Table C.3 (Continued) 
sample 
size 
sets 
P12 PU P93 
32 J 0.125 0.264 0.274 
IWM 0.006 -0.013 0.001 
64 J 0.137 0.427 0.453 
IWM 0.009 0.061 0.063 
128 J 0.180 0.434 0.444 
IWM 0.002 0.009 -0.023 
256 J 0.144 0.384 0.347 
IWM 0.010 0.017 -0.009 
512 J 0.075 0.158 0.145 
IWM 0.002 0.005 0.027 
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APPENDIX D. DATA 
The toxicology data that were used in the analysis, have 3 event times and 10 
covariates. The event times are: eye opening in days, incisor eruption in days, and 
testes descent in days. The design matrix has 10 columns. Column lis a column 
of ones corresponding to an intercept, column 2-column 6 define laboratory effects 
with one column for the difference between lab 6 and each of the other 5 labs. The 
column corresponding to the difference between lab 6 and the lab contains a 1 
if the observation is from an experiment conducted in the lab, and otherwise 
it contains 0. Column 7-column 9 define treatment effects with one column for 
the difference between the untreated control and each of the other three treatments 
(low level of methylmercuric chloride , vehicle control, high level of methylmercuric). 
The column corresponding to the difference between the untreated control and the 
treatment contains a 1 if the observation comes from a rat assigned to the 
treatment, otherwise it contains a 0. Column 10 corresponds to mother's weight in 
kilograms. The three event times are presented in the first three columns of the 
following data list. The order is time to eye opening, time to incisor eruption, and 
time to testes descent. The last 10 columns in the list are the 10 columns of the 
model matrix in the order they were presented above. 
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4,  .0  4 .  .0  2  .0  1  .0  1 .  .0  0 .0  0  
5  .0  6 .  .0  2  .0  1  .0  1 .  .0  0 .0  0  
4 ,  .0  3 ,  .0  4  .0  1  .0  1 ,  .0  0 .0  0  
4 .  .0  5 .  .0  2  .0  1 ,  .0  1 .  .0  0 .0  0  
5  .0  4 .  .0  2  .0  1 ,  .0  1 ,  ,0  0 .0  0  
4 ,  .0  4 .  .0  2  .0  1 ,  .0  1 ,  .0  0 .0  0  
4 .  .0  3 ,  .0  1  .0  1 ,  .0  1 ,  .0  0 .0  0  
3  .0  4 .  .0  1  .0  1  .0  1 ,  .0  0 .0  0  
5 ,  .0  4 .  .0  3  .0  1  .0  1 .  ,0  0 .0  0  
4 ,  .0  6 .  .0  4  .0  1  .0  1 ,  .0  0 .0  0  
4 ,  .0  4 .  .0  3  .0  1 ,  .0  1 .  .0  0 .0  0  
3  .0  5 .  .0  3  .0  1 ,  .0  1 ,  .0  0 .0  0  
4 ,  .0  3 .  ,0  1  .0  1 ,  .0  1 .  ,0  0 .0  0  
4 ,  .0  3  ,0  3  .0  1 ,  .0  1 ,  ,0  0 .0  0  
5  .0  4 ,  ,0  3  .0  1 ,  .0  1 .  .0  0 .0  0  
5  .0  4 .  ,0  1  .0  1 ,  .0  0 .  ,0  1 .0  0  
5  .0  4 ,  ,0  2  .0  1 ,  .0  0 ,  .0  1 .0  0  
4 ,  .0  4 ,  .0  1  .0  1 ,  .0  0 ,  ,0  1 .0  0  
4 ,  .0  3 ,  .0  1  .0  1 ,  .0  0 ,  .0  1 .0  0  
3 .  .0  4 ,  .0  1  .0  1 ,  .0  0 .  .0  1 .0  0  
4 ,  .0  4 ,  .0  1  .0  1 ,  .0  0 ,  .0  1 .0  0  
4 ,  .0  4 ,  ,0  1  .0  1 ,  .0  0 .  .0  1 .0  0  
4 ,  .0  6 .  .0  1  .0  1  .0  0 ,  ,0  1 .0  0  
4 ,  .0  4 ,  ,0  1  .0  1  .0  0 ,  .0  1 .0  0  
5  .0  5 .  .0  1  .0  1  .0  0 .  .0  1 .0  0  
5  .0  4 .  .0  1  .0  1  .0  0 .  .0  1 .0  0  
4 ,  .0  4 .  ,0  1  .0  1  .0  0  .0  1 .0  0  
4 ,  .0  4 .  .0  1  .0  1  .0  0 .  .0  1 .0  0  
5 ,  .0  4 .  .0  1  .0  1  .0  0 ,  .0  1 .0  0  
6  .0  5 .  ,0  1  .0  1  .0  0 .  .0  1 .0  0  
4 ,  .0  3 ,  ,0  1  .0  1  .0  0 ,  ,0  1 .0  0  
4 ,  .0  5 .  ,0  2  .0  1  .0  0 .  .0  0 .0  1  
3  .0  3 ,  .0  2  .0  1  .0  0 .  .0  0 .0  1  
2 ,  .0  3 .  .0  1  .0  1  .0  0 .  .0  0 .0  1  
4 ,  .0  6 .  .0  2  .0  1  .0  0 .  .0  0 .0  1  
3  .0  6 .  .0  2  .0  1  .0  0 .  .0  0 .0  1  
3  .0  3 ,  .0  1  .0  1  .0  0 .  .0  0 .0  1  
3  .0  3 .  .0  1  .0  1  .0  0 .  .0  0 .0  1  
2  .0  5 .  ,0  2  .0  1  .0  0 ,  ,0  0 .0  1  
3  .0  3 .  .0  1  .0  1  .0  0 .  .0  0 .0  1  
4 ,  .0  3 ,  .0  1  .0  1  .0  0  ,0  0 .0  1  
3  .0  4 .  .0  1  .0  1  .0  0  .0  0 .0  1  
3  .0  3  .0  1  .0  1  .0  0  .0  0 .0  1  
4  .0  5 .  .0  6  .0  1  .0  0  .0  0 .0  0  
4 .  .0  4 ,  .0  7  .0  1  .0  0  .0  0 .0  0  
5  .0  4 ,  .0  6  .0  1  .0  0  .0  0 .0  0  
3  .0  3 .  .0  7  .0  1  .0  0  .0  0 .0  0  
5  .0  5 .  .0  7  .0  1  .0  0  .0  0 .0  0  
0 .  .0  0  .0  1 ,  .0  0 .  .0  0 .  .0  0 ,  ,2207  
0 ,  .0  0  .0  1  .0  0 .  0  0 ,  0  0 .  .2399  
0 .  .0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .2158  
0 ,  ,0  0  .0  1 .  .0  0 .  0  0 .  0  0 ,  .2395  
0 .  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2736  
0 ,  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2670  
0 ,  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2710  
0 ,  .0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .2660  
0 ,  .0  0  .0  1 ,  .0  0 .  .0  0 .  0  0 ,  .2350  
0 .  ,0  0  .0  1 ,  .0  0 .  ,0  0 .  .0  0 .  .2100  
0 ,  .0  0  .0  1 ,  .0  0 .  .0  0 .  .0  0 .  .1980  
0 ,  ,0  0  .0  1 ,  .0  0 .  ,0  0 ,  0  0 ,  .2130  
0 .  .0  0  .0  1  .0  0 .  0  0 .  ,0  0 .  .2664  
0 .  .0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .2440  
0 ,  ,0  0  .0  1 ,  .0  0 .  0  0 ,  0  0 .  .2601  
0 ,  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2240  
0 ,  ,0  0  .0  1 ,  .0  0 .  0  0 .  0  0 ,  .2358  
0 ,  ,0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .2300  
0 ,  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 .  .2339  
0 .  ,0  0  .0  1  ,0  0 .  0  0 .  0  0 .  .2665  
0 ,  .0  0  .0  1  .0  0 .  0  0 .  0  0 ,  .2556  
0 ,  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 .  .2753  
0 .  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 .  .2775  
0 ,  .0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2121  
0 .  .0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2617  
0 ,  .0  0  .0  1 .  ,0  0 .  0  0 .  0  0 .  .2238  
0 ,  ,0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .2189  
0 ,  .0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2676  
0 .  ,0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .2555  
0 ,  .0  0  .0  1  ,0  0 .  0  0 .  0  0 .  .2671  
0 .  ,0  0  .0  1 ,  .0  0 .  0  0 .  0  0 .  .3036  
0 .  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 .  .2669  
0 .  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 ,  .2370  
0 .  .0  0  .0  1 ,  .0  0 .  0  0 .  0  0 ,  .2551  
0 ,  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 ,  .2631  
0 ,  .0  0  .0  1  .0  0 .  0  0 .  0  0 ,  .1935  
0 ,  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2481  
0 .  .0  0  .0  1 ,  ,0  0 .  0  0 .  0  0 .  .2170  
0 ,  .0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2478  
0 .  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2864  
0 ,  .0  0  .0  1  .0  0 .  0  0 .  0  0 ,  .2716  
0 ,  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2727  
0 .  .0  0  .0  1 .  .0  0 .  0  0 .  0  0 .  .2484  
1 .  ,0  0  .0  1 .  .0  0 .  0  G.  0  0 .  .2260  
1 .  .0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2460  
1 .  ,0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2480  
1 .  .0  0  .0  1 .  .0  0 ,  0  0 ,  0  0 ,  .2610  
1 .  .0  0  .0  1  .0  0 .  0  0 .  0  0 .  .2640  
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3 .0  3  .0  3 .  .0  1  .0  0  .0  0 ,  .0  0 .  .0  1 .  .0  0  .0  1  .0  0  .0  0  .0  0  .3160  
4 ,  .0  5 ,  .0  4 .  ,0  1  .0  0  .0  0 .  .0  0 .  0  1 .  0  0  .0  1  .0  0  .0  0  .0  0  .2410  
2  .0  4 .  .0  2 .  0  1  .0  0  .0  0 .  ,0  0 .  0  1 .  0  0 ,  .0  1 ,  .0  0  .0  0 ,  .0  0  .2780  
3  .0  4 ,  ,0  6 .  0  1  .0  0  .0  0 ,  .0  0 .  0  1 .  0  0 .  .0  1  .0  0  .0  0 .  .0  0  .2310  
3  .0  3 .  .0  6 .  0  1  .0  0  .0  0 ,  ,0  0 .  0  1 .  0  0 .  ,0  1 ,  .0  0  .0  0 ,  .0  0 .  .2130  
S  .0  4 ,  ,0  5 .  0  1  .0  0  .0  0 .  ,0  0 .  0  1 .  0  0 ,  .0  1 .  .0  0  .0  0 .  .0  0 .  .2420  
4  .0  3  .0  8 ,  ,0  1  .0  0  .0  0 ,  .0  0 .  ,0  1 .  .0  0  .0  1  .0  0  .0  0  .0  0  .2320  
4  .0  5 ,  .0  7 .  ,0  1  .0  0  .0  0 ,  .0  0 .  ,0  1 .  .0  0  .0  1  .0  0  .0  0  .0  0  .2690  
3  .0  3  .0  4 .  .0  1  .0  0  .0  0 ,  .0  0 .  .0  1 .  .0  0  .0  1  .0  0  .0  0  .0  0  .2640  
4  .0  5  .0  5 .  ,0  1  .0  0  .0  0 ,  .0  0 .  ,0  1 .  0  0  .0  1 ,  .0  0  .0  0  .0  0  .2680  
5  .0  4 ,  .0  5 .  0  1  .0  0  .0  0 .  ,0  0 .  ,0  1 .  0  0  .0  1 ,  .0  0  .0  0  .0  0  .2630  
3  .0  2  .0  2 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  1  .0  1 ,  .0  0  .0  0  .0  0 .  .2409  
4 ,  .0  4 .  ,0  3 .  0  1  .0  0  .0  0 ,  ,0  0 .  0  0 .  0  1 ,  .0  1  .0  0  .0  0 .  .0  0 .  .2181  
4 ,  .0  4 .  .0  3 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  1 .  .0  1 .  .0  0  .0  0 .  ,0  0 .  .2553  
4 ,  .0  5 .  ,0  2 .  0  1  .0  0 ,  .0  0 .  ,0  0 .  0  0 .  0  1 ,  .0  1 .  .0  0  .0  0 .  .0  0 ,  .2780  
3  .0  5 ,  ,0  3 .  0  1  .0  0 .  .0  0 .  ,0  0 .  .0  0 .  0  1 ,  .0  1 ,  .0  0  .0  0  .0  0  .2598  
3  .0  3 .  .0  2 .  0  1  .0  0  .0  0 ,  .0  0 .  ,0  0 .  0  1  .0  1 ,  .0  0  .0  0  .0  0  .2584  
4 ,  .0  3 ,  .0  2 .  ,0  1  .0  0  .0  0 .  ,0  0 .  ,0  0 .  0  1  .0  1 ,  .0  0  .0  0  .0  0  .2612  
3  .0  4 ,  .0  3 .  ,0  1  .0  0  .0  0 .  ,0  0 .  ,0  0 .  0  1 .  .0  1  .0  0  .0  0 .  .0  0  .2341  
5 ,  .0  4 .  .0  2 .  ,0  1  .0  0  .0  0 .  .0  0 .  0  0 .  0  1 .  .0  1  .0  0  .0  0 ,  .0  0 .  .2567  
3  .0  3 ,  .0  1 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  1 ,  ,0  1  .0  0  .0  0 .  .0  0 ,  .2372  
4 ,  .0  5 .  ,0  2 .  0  1  .0  0  .0  0 .  .0  0 .  0  0 .  0  1 .  .0  1 .  .0  0  .0  0 .  .0  0 .  .2405  
4 ,  .0  3 ,  .0  1 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  1 ,  .0  1 .  .0  0  .0  0 .  .0  0 .  .2541  
4 ,  .0  4 ,  .0  3 .  0  1  .0  0  .0  0 ,  .0  0 .  0  0 .  0  1 ,  .0  1 ,  .0  0  .0  0 ,  .0  0 .  .2889  
2  .0  3 ,  ,0  3 .  0  1  .0  0  .0  0 .  0  0 .  0  0 .  0  1 ,  .0  1 .  .0  0  .0  0 ,  .0  0 .  ,3277  
4  .0  4 .  .0  3 .  ,0  1  .0  0  .0  0 ,  ,0  0 .  ,0  0 .  0  1  .0  1 ,  .0  0  .0  0  .0  0  .3000  
4 .  .0  6 .  ,0  2 ,  0  1  .0  0  .0  0 ,  ,0  0 .  ,0  0 .  0  0  .0  1 ,  .0  0  .0  0 .  ,0  0 .  .2667  
5  .0  6 .  .0  6 .  0  1  .0  0  .0  0 .  .0  0 .  0  0 .  0  0  .0  1  .0  0  .0  0 .  .0  0 .  .2463  
4  .0  5 .  ,0  5 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  0 ,  .0  1  .0  0  .0  0 ,  .0  0 .  .2501  
4 ,  .0  3 ,  ,0  8 .  0  1  .0  0  .0  0 .  .0  0 .  0  0 .  0  0 .  .0  1 .  .0  0  .0  0 ,  .0  0 .  .2506  
4 ,  .0  5 .  .0  6 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  0 ,  .0  1 .  .0  0  .0  0 ,  .0  0 ,  .2700  
3  .0  6 .  .0  3 .  0  1  .0  0  .0  0 .  .0  0 .  0  0 .  0  0 ,  .0  1 ,  .0  0  .0  0 ,  .0  0 ,  .2735  
3  .0  4 .  ,0  4 .  0  1  .0  0 .  .0  0 .  ,0  0 .  0  0 .  0  0 ,  ,0  1 ,  .0  0  .0  0 ,  ,0  0 .  .2986  
3  .0  6 .  ,0  4 .  0  1  .0  0 .  .0  0 .  0  0 .  0  0 .  0  0 ,  .0  1 ,  .0  0  .0  0 ,  .0  0 ,  .3025  
4 ,  .0  5 ,  .0  6 .  0  1  .0  0 ,  .0  0 .  0  0 .  0  0 .  0  0 ,  .0  1 ,  .0  0  .0  0 ,  .0  0 ,  ,2532  
5  .0  6 .  .0  3 .  .0  1  .0  0  .0  0 ,  .0  0 ,  0  0 .  0  0 ,  .0  1  .0  0  .0  0 .  .0  0 .  .2525  
5  .0  7 ,  .0  4 .  0  1  .0  0  .0  0 ,  ,0  0 .  0  0 .  0  0 ,  .0  1 .  .0  0  .0  0 .  .0  0 ,  ,2685  
4 ,  .0  4 .  .0  2 .  0  1  .0  0  .0  0 ,  ,0  0 .  0  0 .  0  0 ,  .0  1 ,  .0  0  .0  0 .  .0  0 ,  ,2428  
4 ,  .0  4 .  .0  8 .  0  1  .0  0  .0  0 ,  ,0  0 .  0  0 .  0  0 ,  .0  1 .  .0  0  .0  0 .  .0  0 .  ,2727  
5 ,  .0  4 ,  .0  5 .  ,0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  0 .  .0  1 ,  .0  0  .0  0 ,  .0  0 ,  ,2730  
3  .0  4 .  .0  3 .  0  1  .0  0  .0  0 .  ,0  0 .  0  0 .  0  0 .  .0  1 .  .0  0  .0  0 ,  ,0  0 .  ,2549  
3  .0  4 ,  ,0  5 .  0  1  .0  0  .0  0 .  0  0 .  0  0 .  0  0 ,  ,0  1 ,  .0  0  .0  0 ,  ,0  0 .2833  
5  .0  6 .  ,0  2 .  0  1  .0  1 ,  .0  0 ,  0  0 .  0  0 .  0  0 ,  .0  0 ,  .0  1  .0  0 .  ,0  0 ,  .2214  
5  .0  6 .  ,0  1 .  0  1  .0  1 ,  .0  0 .  0  0 .  0  0 .  0  0 ,  ,0  0 ,  ,0  1  .0  0 .  ,0  0 ,  ,2312  
5  .0  4 ,  .0  3 .  0  1  .0  1 ,  .0  0 .  0  0 .  0  0 .  0  0 ,  .0  0 ,  .0  1  .0  0 .  .0  0 .  ,2126  
5  .0  5 .  .0  3 .  0  1  .0  1 ,  .0  0 .  ,0  0 .  0  0 .  0  0 .  .0  0  .0  1  .0  0 ,  .0  0 ,  ,2438  
S  .0  4 .  .0  2 .  0  1  .0  1 ,  .0  0 ,  ,0  0 .  0  0 .  0  0 ,  ,0  0 .  .0  1  .0  0 .  .0  0 ,  ,2824  
4 .  .0  4 ,  .0  2 .  0  1  .0  1  .0  0 .  ,0  0 .  0  0 .  0  0 ,  ,0  0 .  .0  1  .0  0 ,  ,0  0 .  ,2590  
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5,  .0  4 ,  .0  3  .0  1 ,  .0  1 ,  .0  0  .0  0  .0  0  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .2740  
4  .0  6 .  ,0  1  .0  1  .0  1 ,  ,0  0  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2620  
4 ,  .0  5 .  ,0  2  .0  1  .0  1 ,  .0  0  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2230  
4 ,  .0  5 ,  .0  1  .0  1  .0  1 .  ,0  0  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2130  
4 ,  .0  5 .  ,0  4 ,  .0  1  .0  1 .  .0  0  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2110  
5 ,  .0  3 .  .0  1  .0  1 ,  .0  1 .  ,0  0  .0  0  .0  0 .  .0  0  .0  0  .0  1  .0  0  .0  0  .2200  
4 ,  .0  4 ,  .0  2  .0  1 ,  .0  1 .  ,0  0  .0  0  .0  0 .  .0  0  .0  0 .  .0  1 ,  .0  0  .0  0  .2721  
3 ,  .0  3 .  .0  1 ,  .0  1 ,  ,0  1 .  0  0  .0  0  .0  0 .  ,0  0  .0  0 .  .0  1 ,  .0  0  .0  0  .2848  
4  .0  4 .  .0  1  .0  1  .0  1 ,  ,0  0  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2553  
3  .0  3 ,  ,0  1  .0  1  .0  1 .  ,0  0  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2588  
5  .0  6 ,  ,0  1  .0  1  .0  0 ,  .0  1 .  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2360  
5 ,  .0  6 ,  .0  1  .0  1  .0  0 .  ,0  1 ,  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2089  
4 ,  .0  6 .  ,0  1  .0  1 ,  .0  0 ,  ,0  1  .0  0  .0  0 .  .0  0  .0  0 ,  .0  1 ,  .0  0  .0  0  .2306  
4 ,  .0  5 .  .0  1 ,  .0  1 ,  .0  0 .  0  1  .0  0 .  .0  0 .  .0  0  .0  0 ,  .0  1 ,  .0  0  .0  0  .2187  
6 ,  .0  4 .  ,0  1 ,  .0  1 .  ,0  0 .  0  1 ,  .0  0 .  .0  0 ,  ,0  0  .0  0 ,  .0  1  .0  0  .0  0  .2891  
4 ,  .0  4 ,  ,0  1  .0  1  .0  0 .  .0  1 .  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2355  
4 ,  .0  5 .  ,0  1  .0  1 ,  ,0  0 .  .0  1  .0  0  .0  0 .  .0  0  .0  0 .  .0  1  .0  0  .0  0  .2693  
3  .0  3 .  ,0  1 ,  .0  1 ,  .0  0 .  0  1  .0  0 .  .0  0 ,  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .2252  
4 .  .0  4 .  .0  1 ,  .0  1  ,0  0 .  0  1  .0  0 .  .0  0 .  .0  0  .0  0 ,  .0  1 ,  .0  0  .0  0  .2233  
6 ,  .0  6 .  ,0  1 .  .0  1 ,  .0  0 .  0  1  .0  0  .0  0 ,  .0  0 .  .0  0 ,  ,0  1  .0  0  .0  0  .2256  
6 .  .0  5 .  0  1 .  .0  1 .  .0  0 .  0  1  .0  0 ,  .0  0 ,  ,0  0 .  .0  0 ,  .0  1 .  .0  0  .0  0  .2402  
5 .  .0  7 .  0  1 .  .0  1 ,  .0  0 .  0  1 ,  .0  0 .  .0  0 ,  .0  0 .  .0  0 ,  .0  1 ,  .0  0 .  .0  0  .2825  
6  .0  6 .  .0  1  .0  1  .0  0 .  ,0  1  .0  0  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2515  
5 ,  .0  5 .  ,0  1  .0  1  .0  0 .  .0  1 ,  .0  0  .0  0  .0  0  .0  0 ,  .0  1 ,  .0  0  .0  0  .2962  
6 .  .0  7 .  .0  1  .0  1 ,  .0  0 .  .0  1  .0  0  .0  0 .  .0  0  .0  0 ,  .0  1 ,  .0  0  .0  0  .2644  
2 .  .0  4 .  ,0  1 ,  .0  1 ,  ,0  0 .  ,0  0  .0  1 .  .0  0 ,  ,0  0 ,  .0  0 .  ,0  1 .  .0  0 .  .0  0  .2850  
2 ,  .0  4 .  .0  1 .  .0  1  .0  0 .  0  0  .0  1 .  .0  0 .  .0  0 ,  .0  0 ,  .0  1 .  .0  0 .  .0  0  .2638  
4 .  .0  5 .  0  2 .  .0  1 ,  .0  0 .  0  0  ,0  1 .  .0  0 ,  .0  0 .  .0  0 ,  .0  1 ,  .0  0 .  .0  0  .2317  
4 .  .0  6 .  0  1 ,  .0  1 .  .0  0 .  0  0 .  .0  1 ,  .0  0 .  .0  0 ,  .0  0 ,  .0  1 .  ,0  0 .  .0  0  .2915  
3  .0  4 .  ,0  1  .0  1 ,  .0  0 .  .0  0  .0  1  .0  0 .  .0  0 ,  .0  0 .  .0  1 ,  .0  0  .0  0  .2494  
4 .  .0  6 .  ,0  1 ,  .0  1 ,  .0  0 .  0  0 ,  .0  1 .0  0 .  .0  0  .0  0 ,  .0  1  .0  0  .0  0  .2181  
4 .  .0  6 .  0  1 .0  1 .  ,0  0 .  0  0  .0  1 .  .0  0 ,  .0  0 .  .0  0 .  ,0  1 .  .0  0 .  .0  0  .2443  
4 .  .0  5 .  0  1 .  ,0  1 .  .0  0 .  0  0  .0  1 ,  ,0  0 ,  .0  0 ,  ,0  0 ,  ,0  1 ,  ,0  0 ,  .0  0  .2125  
3 .  .0  4 .  0  1 .  .0  1 ,  .0  0 .  0  0  .0  1 .  .0  0 ,  ,0  0 .  .0  0 ,  .0  1 .  .0  0 .  .0  0  .2493  
4 .  .0  S .  0  1 ,  .0  1 ,  ,0  0 .  0  0 .  .0  1 ,  .0  0 .  ,0  0 ,  .0  0 ,  ,0  1 ,  .0  0 .  .0  0  .2760  
3 ,  .0  4 .  0  1 ,  .0  1 .  .0  0 .  0  0 ,  .0  1 ,  .0  0 .  ,0  0 ,  .0  0 .  ,0  1 ,  ,0  0 .  .0  0 .  .2705  
3  .0  3 .  .0  1  ,0  1  .0  0 .  ,0  0  .0  1  .0  0 .  ,0  0  .0  0 .  .0  1  .0  0  .0  0  .2432  
4 .  .0  5 .  ,0  5 ,  .0  1 ,  .0  0 .  0  0  .0  0 .  .0  1 .  ,0  0 .  .0  0 ,  ,0  1 .  .0  0 .  .0  0  .2270  
3 .  .0  5 .  .0  5  .0  1 ,  ,0  0 .  0  0 ,  .0  0 ,  .0  1 ,  ,0  0 ,  .0  0 .  ,0  1 .  .0  0 .  .0  0  .2370  
5 .  .0  4 .  0  5 .  .0  1 ,  .0  0 .  ,0  0  ,0  0 ,  .0  1 .0  0 .  .0  0 ,  .0  1 ,  .0  0 .  ,0  0 ,  .2420  
5 .  .0  5 .  0  5 ,  ,0  1 .  .0  0 .  0  0 .  .0  0 ,  .0  1 ,  .0  0 ,  .0  0 .  ,0  1 ,  .0  0 ,  .0  0 ,  ,2430  
4 ,  .0  3 .  0  3 .  .0  1 ,  .0  0 .  0  0 .  .0  0 ,  ,0  1 .  ,0  0 ,  ,0  0 .  .0  1 ,  ,0  0 .  ,0  0 .  .2630  
5 .  .0  5 .  0  S ,  .0  1 ,  .0  0 .  0  0 ,  .0  0 ,  ,0  1 .  .0  0 ,  .0  0 .  ,0  1 ,  ,0  0 .  ,0  0 ,  .3050  
3  .0  3 ,  .0  4 ,  .0  1 ,  .0  0 .  0  0 ,  .0  0 .  .0  1 ,  .0  0 .  .0  0 .  ,0  1 .  .0  0 .  .0  0  .2780  
4 .  .0  5 .  ,0  3  ,0  1 ,  .0  0 ,  0  0 ,  .0  0 ,  .0  1 ,  .0  0 .  ,0  0 ,  .0  1 ,  .0  0 .  .0  0  .2840  
S .  .0  6 .  0  6 .0  1 .0  0 .  0  0 ,  .0  0 .  .0  1 ,  .0  0 .  .0  0 ,  .0  1 .  .0  0 ,  .0  0  .2550  
4 ,  ,0  5 .  0  6  ,0  1 .  .0  0 .  0  0  .0  0 ,  .0  1 ,  ,0  0 ,  ,0  0 ,  ,0  1 ,  .0  0 ,  .0  0  .2410  
6 .  .0  5 .  0  6 ,  .0  1 ,  .0  0 .  0  0 .  .0  0 ,  ,0  1 .  .0  0 ,  .0  0 ,  ,0  1 ,  ,0  0 ,  ,0  0 ,  .2490  
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3.  ,0  2 .  ,0  8  .0  1  .0  0  .0  0 .  .0  0 ,  .0  1  .0  0  .0  0  .0  1  .0  0  .0  0  .2330  
5 .  ,0  6 .  .0  7  .0  1  .0  0  .0  0 .  ,0  0 .  .0  1  .0  0  .0  0  .o"  1  .0  0  .0  0  .2930  
4 .  .0  3 .  0  6  .0  1  .0  0  .0  0 .  0  0 ,  .0  1  .0  0  .0  0  .0  1  .0  0  .0  0  .2500  
5 ,  ,0  4 .  0  7  .0  1  .0  0  .0  0 .  0  0 .  ,0  1  .0  0  .0  0  .0  1  .0  0  .0  0  .2740  
3 .  ,0  4 .  0  7  .0  1  .0  0  .0  0 .  0  0 ,  ,0  1  .0  0  .0  0  .0  1  .0  0  ,0  0  .2570  
4 .  0  4 .  0  2  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  1 ,  .0  0  ,0  1  .0  0 ,  .0  0 .  .2250  
4 .  0  4 .  0  3  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  1 ,  .0  0  ,0  1  .0  0 ,  .0  0 ,  .2139  
3 .  ,0  3 .  0 1  .0  1  .0  0  .0  0 .  .0  0 ,  .0  0  .0  1  .0  0  .0  1  .0  0  .0  0  .2316  
4 .  .0  5 .  0  2  .0  1  .0  0  .0  0 .  ,0  0 ,  .0  0  .0  1  .0  0  .0  1  .0  0  .0  0  ,2759  
4 .  ,0  4 .  0  1  .0  1  .0  0  .0  0 .  0  0 .0  0  .0  1  .0  0  .0  1  .0  0  .0  0  .2584  
4 .  0  4 .  0  2  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  1 ,  .0  0  .0  1  .0  0 .  .0  0  .2793  
3 .  0 3 .  0 2  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  1 ,  .0  0  .0  1  .0  0 ,  .0  0  .2679  
5 .  0  5 .  0  1  .0  1  .0  0  .0  0 .  0  0 .  .0  0  .0  1 .  .0  0  .0  1  .0  0 .  .0  0 .  .2497  
3 .  ,0  5 .  0  3  .0  1  .0  0  .0  0 .  0  0 ,  .0  0  .0  1  .0  0  .0  1  .0  0  .0  0  .2381  
5 ,  0  5 .  0  2  .0  1  .0  0  .0  0 .  0  0 ,  ,0  0  .0  1  .0  0  .0  1  .0  0  .0  0  .2296  
5 .  0  6 .  0  1  .0  1  .0  0  .0  0 .  0  0 .  .0  0  .0  1 ,  .0  0 ,0  1  .0  0 ,  .0  0  .2210  
4 .  0 3 .  0 2  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  1 ,  .0  0  .0  1  .0  0 ,  .0  0 .  .3213  
5 .  0  4 .  0 2  .0  1  .0  0  .0  0 .  0  0 ,  0  0  .0  1 ,  .0  0  .0  1  .0  0 ,  .0  0 ,  .2512  
3 .  0  3 .  0 3  .0  1  .0  0  .0  0 .  0  0 .  0  0  .0  1 ,  .0  0  .0  1  .0  0 .  ,0  0 .  .2695  
4 .  ,0  3 .  0 2  .0  1  .0  0  .0  0 .  0  0 ,  ,0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .2495  
4 .  0 5 .  0  4  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  0  .0  0  .0  1  .0  0 .  .0  0 .  .2471  
4 .  0 5 .  0  5  .0  1  .0  0  .0  0 .  0  0 ,  ,0  0  .0  0  .0  0  .0  1  .0  0 .  .0  0 .  .2450  
3 .  0  5 .  0  4  .0  1  .0  0  .0  0 .  0  0 .  .0  0  .0  0 .  .0  0  .0  1  .0  0 ,  ,0  0 .  .2368  
4 .  0 4 .  0 3  .0  1  .0  0  .0  0 .  0  0 .  .0  0  .0  0 .  .0  0  .0  1  .0  0 .  .0  0 .  .2842  
4 .  0  7 .  0  4  .0  1  .0  0 ,  .0  0 .  0  0 .  ,0  0 ,  .0  0 ,  ,0  0  .0  1  .0  0 ,  .0  0 .  .2994  
4 .  ,0  S .  ,0  4  .0  1  .0  0  .0  0 .  0  0 ,  ,0  0  .0  0  .0  0  .0  1  .0  0 .  .0  0  .2881  
4 .  ,0  5 .  0  4  .0  1  .0  0  .0  0 .  0  0 .  .0  0  .0  0  .0  0  .0  1  .0  0 ,  .0  0 .  .2459  
5 .  0  7 .  0  6  .0  1  .0  0  .0  ô .  0 0 .  ,0  0  .0  0  .0  0  .0  1  .0  0 ,  .0  0 .  .2414  
4 .  0  5 .  0  2  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  0 ,  ,0  0  .0  1  .0  0 ,  .0  0 .  .2716  
5 .  0  4 .  0 4  .0  1  .0  0  .0  0 .  0  0 .  0  0  .0  0 .  .0  0  .0  1  .0  0 .  .0  0 .  ,2578  
5 .  0  8 .  0  4  .0  1  .0  0  .0  0 .  0  0 .  0  0 .  .0  0 ,  ,0  0 .  .0  1  .0  0 .  ,0  0 ,  ,2353  
4 .  ,0  7 .  ,0  6  .0  1  .0  0  .0  0 .  ,0  0 .  ,0  0  .0  0 ,  .0  0  .0  1  .0  0 .  ,0  0 .  .2829  
5 .  0  5 .  0  9  .0  1  .0  0  .0  0 .  ,0  0 .  ,0  0  .0  0  .0  0  .0  1  .0  0 ,  ,0  0 ,  .2601  
4 .  0  4 .  0  3  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  0 .  .0  0  .0  1  .0  0 ,  ,0  0 .  .2941  
4 .  0  4 .  0  3  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .0  0 .  .0  0  .0  1  .0  0 .  ,0  0 ,  .2842  
4 .  0 6 .  0  6  .0  1  .0  1 ,  .0  0 .  0  0 .  0  0 .  .0  0 ,  .0  0  ,0  0  .0  1 .  .0  0 .  ,2216  
5 .  0  4 .  0 5  .0  1  .0  1 ,  .0  0 .  0  0 .  0  0 .  .0  0 .  .0  0  .0  0  .0  1 ,  ,0  0 .  ,2276  
5 .  0  5 .  0  2  .0  1  .0  1  .0  0 .  0  0 .  .0  0  .0  0 ,  .0  0  .0  0  .0  1 ,  ,0  0 .  .2153  
4 .  0 4 .  0  3  .0  1  .0  1  .0  0 .  0  0 .  ,0  0  .0  0 ,  .0  0  .0  0  .0  1 ,  .0  0 .  .2242  
5 .  0  3 .  0  3  .0  1  .0  1  .0  0 .  0  0 .  0  0  ,0  0 .  .0  0  .0  0  .0  1 ,  .0  0 .2590  
4 .  ,0  4 .  0  2  .0  1  .0  1  .0  0 .  0  0 ,  0  0 .  .0  0 ,  .0  0  .0  0  .0  1 ,  ,0  0 .  ,2550  
4 .  0  4 .  0  3  .0  1  .0  1 ,  .0  0 .  0  0 .  0  0 .  ,0  0 ,  .0  0  .0  0  .0  1 .  .0  0 .  ,2330  
4 .  0  4 .  0  2  .0  1  .0  1 ,  .0  0 .  0  0 .  0  0 ,  .0  0 ,  ,0  0 .  .0  0 ,  .0  1 .  ,0  0 .  ,1920  
5 .  0  6 .  0  3  .0  1  .0  1 ,  .0  0 .  0  0 .  0  0 .  .0  0 .  .0  0 .  .0  0  .0  1 ,  .0  0 ,  .2080  
4 .  ,0  2 .  0  2  .0  1  .0  1  .0  0 .  0  0 ,  .0  0  .0  0 ,  .0  0  .0  0  .0  1 ,  .0  0 .  ,2090  
4 .  .0  5 .  0  3  .0  1  .0  1  .0  0 .  0  0 .  ,0  0  .0  0 .  .0  0  .0  0  .0  1 ,  ,0  0 .  ,2738  
4 .  ,0  4 .  0  2  .0  1  .0  1 ,  .0  0 .  0  0 ,  .0  0  .0  0 ,  ,0  0  .0  0  .0  1 .0  0 .  ,2447  
4 .  ,0  4 .  0  1  .0  1  .0  1 ,  .0  0 .  0  0 .  0  0 ,  .0  0 ,  .0  0 .  .0  0  .0  1 ,  .0  0 .  ,2720  
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3.0  3 .  ,0  4 ,  .0  1  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 .0  1  .0  0  .2444  
4 .0  3 .  .0  1 ,  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0 .0  1  .0  0  .2310  
6 .0  3 .  0  1 ,  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2099  
6 .0  4 .  0  1 .  .0  1  .0  0  .0  1 ,  .0  0  .0  0 ,  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2181  
4 .0  4 .  0  1 .  .0  1 ,  .0  0  .0  1  .0  0  ,0  0 ,  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2262  
3 .0  4 .  0  1 ,  .0  1 ,  .0  0 .  .0  1  .0  0  .0  0 ,  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2963  
4 .0  6 .  ,0  1  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2491  
4 .0  4 .  ,0  1 ,  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2347  
4 .0  4 .  .0  1 ,  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2229  
4 .0  4 .  ,0  1 ,  .0  1  .0  0  .0  1 ,  .0  0  .0  0 .  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2438  
4 .0  3 .  0  1 .  .0  1  .0  0  .0  1  .0  0  .0  0 .  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2542  
4 .0  6 ,  ,0  2  .0  1  .0  0 .0  1 .0  0  .0  0  .0  0  .0  0  .0  0 .0  1  .0  0 .2095  
3 .0  2 .  ,0  1 ,  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2587  
5 .0  3 .  .0  1 ,  .0  1  .0  0  .0  1 ,  .0  0  .0  0  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2944  
3 .0  4 .  0  1  .0  1  .0  0  .0  1 ,  .0  0  .0  0 .  .0  0 ,  ,0  0  .0  0 .0  1  .0  0  .2783  
3 .0  3 .  0  2  .0  1 ,  .0  0  .0  0  .0  1  .0  0 ,  ,0  0 ,  ,0  0  .0  0 .0  1  .0  0  .2727  
2 .0  4 .  0  2 .  .0  1  .0  0 .  .0  0 .  .0  1  .0  0 ,  ,0  0 .  .0  0  .0  0 .0  1  .0  0 .  .2803  
2 .0  5 .  .0  2  .0  1  .0  0  .0  0  .0  1  .0  0  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2644  
3 .0  3 .  0  3  .0  1  .0  0  .0  0  .0  1  .0  0 .  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2511  
4 .0  3 .  0  2 .  .0  1 ,  .0  0  .0  0  .0  1  .0  0 ,  .0  0 ,  ,0  0  .0  0 .0  1  .0  0  .2539  
2 .0  2 .  0  1 .  .0  1 ,  .0  0  .0  0 .  .0  1  .0  0 .  .0  0 ,  ,0  0  .0  0 .0  1  .0  0 ,  .2425  
4 .0  3 .  0  3 ,  .0  1  .0  0 .  .0  0  .0  1  .0  0 ,  .0  0 ,  ,0  0  .0  0 .0  1  .0  0 .  .2240  
4 .0  2 .  ,0  2  .0  1  .0  0  .0  0  .0  1  .0  0  ,0  0 .  .0  0  .0  0 .0  1  .0  0  .2787  
3 .0  2 .  .0  1 ,  .0  1  .0  0  .0  0  .0  1  .0  0  .0  0 ,  .0  0  .0  0 .0  1  .0  0  .2626  
3 .0  2 .  0  2  .0  1  .0  0  .0  0  .0  1  .0  0  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2680  
3 .0  4 .  0  2  ,0  1  .0  0  .0  0  .0  1  .0  0 .  ,0  0 ,  .0  0  .0  0 .0  1  .0  0 .  .2913  
1 .0  1 .  0  5 .  .0  1 ,  .0  0  .0  0 ,0  0  .0  1 ,  .0  0 ,  .0  0  .0  0 .0  1  .0  0 ,  .2370  
4 .0  4 .  0  5 .  .0  1  .0  0 .  .0  0 .  ,0  0  .0  1 ,  ,0  0 .  ,0  0 .  .0  0 .0  1  .0  0 ,  .2430  
3 .0  4 .  0  6  .0  1  .0  0  .0  0  ,0  0  .0  1 ,  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2680  
3 .0  4 .  0  8 .  .0  1  .0  0  .0  0  .0  0  .0  1 .  .0  0 .  .0  0  .0  0 .0  1  .0  0  .2560  
4 .0  4 .  0  5 .  .0  1 ,  .0  0  .0  0  ,0  0  .0  1 ,  .0  0 .  .0  0 ,  .0  0 .0  1  .0  0 .  .2620  
3 .0  5 .  0  7 ,  .0  1  .0  0  .0  0 .  ,0  0  .0  1 ,  .0  0 ,  ,0  0  .0  0 .0  1  .0  0 ,  .2700  
4 .0  3 .  0  6 .  ,0  1  .0  0 ,  .0  0 ,  ,0  0  .0  1 ,  .0  0 ,  ,0  0 ,  .0  0 .0  1  .0  0 ,  ,3210  
4 .0  4 .  0  6 ,  .0  1 .  .0  0 .  .0  0 ,  ,0  0  .0  1 .  .0  0 .  ,0  0 .  .0  0 .0  1  .0  0  .2280  
3 .0  1 .  0  6 .  .0  1  .0  0  .0  0  .0  0  .0  1 .  .0  0 ,  ,0  0  .0  0 .0  1  .0  0 .  .2330  
5 .0  5 .  0  6 ,  .0  1  .0  0  .0  0  .0  0  .0  1 .  .0  0 .  ,0  0  .0  0 .0  1  .0  0 ,  .2390  
3 .0  3 .  0  7 .  .0  1 ,  .0  0  .0  0 .  .0  0  .0  1 .  .0  0 .  .0  0 ,  .0  0 .0  1  .0  0 .  .2900  
4 .0  S .  0  6 ,  .0  1 ,  .0  0  .0  0 .  ,0  0  .0  1 ,  .0  0 .  ,0  0 ,  .0  0 .0  1  .0  0 ,  .2660  
4 .0  3 .  0  6 .  .0  1  .0  0 .  .0  0 .  ,0  0  .0  1 ,  ,0  0 ,  ,0  0 .  .0  0 .0  1  .0  0 ,  .2610  
3 .0  3 ,  .0  7  .0  1  .0  0  .0  0  .0  0  .0  1 .0  0 .  .0  0  .0  0 .0  1  .0  0 ,  .2790  
4 .0  4 ,  ,0  2  .0  1  .0  0  .0  0  .0  0  .0  0 .  .0  1 ,  .0  0  .0  0 .0  1  .0  0 .  .2426  
5 .0  3 .  0  3 .  .0  1  .0  0  .0  0  ,0  0  .0  0 ,  .0  1 .  ,0  0 ,  .0  0 .0  1  .0  0 ,  ,2216  
4 .0  2 .  0  2  .0  1 ,  .0  0  .0  0  .0  0  .0  0 ,  .0  1 .  .0  0  .0  0 .0  1  .0  0 ,  ,2091  
4 .0  1 .  0  1 .  ,0  1  .0  0 .  .0  0 ,  ,0  0  .0  0 ,  .0  1 .  ,0  0 .  .0  0 .0  1  .0  0 ,  ,2513  
3 .0  5 .  0  2 .  .0  1  .0  0 ,  .0  0 ,  .0  0  .0  0 .  ,0  1 .  ,0  0 ,  ,0  0 .0  1  .0  0 ,  ,2881  
4 .0  2 .  0  2  .0  1  .0  0 ,  .0  0  .0  0  .0  0 .  .0  1 ,  ,0  0 .  .0  0 .0  1  .0  0 ,  .2935  
3 .0  1 .  0  2 ,  .0  1 ,  .0  0  .0  0 .  .0  0  .0  0 ,  ,0  1 ,  ,0  0  .0  0 .0  1  .0  0 ,  .2517  
2 .0  2 .  0  1 .  .0  1 ,  .0  0  .0  0 .  .0  0  .0  0 ,  .0  1 ,  .0  0 ,  .0  0 .0  1  .0  0 ,  ,2868  
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3 .0  s .  .0  3 .0  1  .0  0  .0  0 .  .0  0  .0  0  .0  1 .0  0  .0  0  .0  1  .0  0  .2439  
4 ,  .0  3 .  ,0  2 .0  1  .0  0  .0  0 .  ,0  0  .0  0  .0  1 .0  0  .0  0  .0  1  .0  0  .2298  
3  .0  3 ,  0  1 .0  1  .0  0  .0  0 .  0  0  .0  0  .0  1 .0  0  .0  0  .0  1  .0  0  .2401  
3  .0  3 .  0  2 .0  1  .0  0  .0  0 .  0  0  .0  0  .0  1 .0  0  .0  0  .0  1  .0  0  .2615  
3  .0  2 .  ,0  1 .0  1  .0  0 ,  .0  0 .  0  0  .0  0 .  .0  1 .0  0  .0  0  .0  1  .0  0  .2659  
3 .  ,0  5 .  0  1 .0  1  .0  0 ,  .0  0 .  0  0  .0  0 ,  .0  1 .0  0  .0  0  .0  1  .0  0  .2738  
3 ,  .0  3 .  0  1 .0  1  .0  0 .  ,0  0 .  0  0  .0  0 ,  .0  1 .0  0  .0  0 ,  .0  1  .0  0  .2844  
3  .0  4 .  ,0  2 .0  1  .0  0  .0  0 ,  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2642  
3  .0  3 .  0  6 .0  1  .0  0  ,0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2444  
5  .0  5 .  0  3 .0  1  .0  0 .  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2370  
2  .0  3 .  0  4 .0  1  .0  0 ,  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2577  
2 ,  .0  4 .  0  6 .0  1  .0  0 .  .0  0 .  0  0  .0  0 .  .0  0 .0  0  .0  0  .0  1  .0  0  .2895  
4 .  ,0  5 .  0  6 .0  1  .0  0 ,  .0  0 .  0  0  .0  0 .  .0  0 .0  0  .0  0  .0  1  .0  0  .2499  
5 ,  .0  4 .  0  8 .0  1  .0  0  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2747  
5  .0  7 .  0  7 .0  1  .0  0 .  ,0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2374  
5 .  .0  5 .  0  2 .0  1  .0  0 ,  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2489  
4 ,  ,0  6 .  0  5 .0  1  .0  0 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0  .0  0  .0  1  .0  0  .2727  
4 ,  .0  4 .  0  2 .0  1  .0  0 ,  ,0  0 .  0  0  .0  0 .  .0  0 .0  0 ,  .0  0 .  .0  1  .0  0  .2496  
3 ,  ,0  3 .  0  6 .0  1  .0  0 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0 .  .0  0 .  .0  1  .0  0  .2738  
3  .0  4 .  0  4 .0  1  .0  0 ,  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2818  
5 .  .0  4 .  0  7 .0  1  .0  0 .  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  1  .0  0  .2667  
3 .  ,0  3 .  0  6 .0  1  .0  0 ,  .0  0 .  0  0  .0  0 .  .0  0 .0  0  .0  0  .0  1  .0  0  .2997  
5 ,  .0  4 .  0  3 .0  1  .0  1 ,  .0  0 .  0  0  .0  0 .  .0  0 .0  0  .0  0 .  .0  0  .0  0  .2221  
5 .  .0  4 .  0  1 .0  1  .0  1 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0  ,0  0 .  .0  0  .0  0  .2267  
4 .  .0  6 .  0  2 .0  1  .0  1 ,  ,0  0 .  0  0  .0  0 .  .0  0 .0  0 .  .0  0 ,  .0  0  .0  0  .2157  
5 .0  4 .0  1 .0  1  .0  1 ,  .0  0 .0  0  .0  0  .0  0 .0  0  .0  0 ,  .0  0  .0  0  .2456  
4 ,  .0  4 .  0  3 .0  1  .0  1 ,  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  0  .0  0  .2589  
4 .  .0  4 .  0  3 .0  1  .0  1 .  .0  0 .  0  0  .0  0  .0  0 .0  0  .0  0  .0  0  .0  0  .2737  
5 .  ,0  4 .  0  3 .0  1  .0  1 .  .0  0 .  0  0  .0  0 ,  ,0  0 .0  0 .  .0  0 ,  .0  0  .0  0  .2710  
4 .  .0  4 .  0  2 .0  1  .0  1 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0 ,  .0  0 .  .0  0  .0  0  .2770  
4 ,  ,0  4 .  0  3 .0  1  .0  1 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0 ,  .0  0 ,  .0  0  .0  0  .2170  
5 .  ,0  4 .  0  4 .0  1  .0  1 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0  .0  0  .0  0  .0  0  .2240  
4 .  .0  6 .  0  2 .0  1  .0  1  .0  0 .  0  0  .0  0 ,  .0  0 .0  0 .  .0  0  .0  0  .0  0  .1960  
4 .  .0  4 .  0  2 .0  1  .0  1 .  .0  0 .  0  0  .0  0 .  .0  0 .0  0 .  .0  0  .0  0  .0  0  .2140  
4 .  .0  S .  0  1 .0  1  .0  1 .  ,0  0 .  0  0  .0  0 ,  .0  0 .0  0 .  .0  0 ,  ,0  0  .0  0  .2556  
4 .  .0  4 .  0  1 .0  1  .0  1 ,  ,0  0 .  0  0  .0  0 ,  ,0  0 .0  0 ,  .0  0 ,  .0  0  .0  0  .2746  
4 .  .0  3 .  0  1 .0  1  .0  1 ,  .0  0 .  0  0  .0  0 ,  .0  0 .0  0 ,  .0  0 ,  .0  0  .0  0  .2382  
4 ,  ,0  4 .  0  3 .0  1  .0  1 ,  ,0  0 .  0  0  .0  0 ,  .0  0 .0  0 ,  ,0  0 ,  .0  0  .0  0 .  .2585  
5  .0  5 .  0  1 .0  1  .0  0 .  .0  1 .  0  0  .0  0 .  .0  0 .0  0 .  .0  0  ,0  0  .0  0  .2366  
4 ,  .0  6 .  0  1 .0  1  .0  0 ,  .0  1 .  0  0  .0  0 .  .0  0 .0  0 ,  .0  0 .  .0  0  .0  0  .2325  
4 ,  .0  4 .  0  1 .0  1  .0  0 ,  .0  1 .  0  0  .0  0 ,  ,0  0 .0  0 .  .0  0 ,  .0  0  .0  0  .2157  
S .  .0  5 .  0  1 .0  1  .0  0 ,  .0  1 .  0  0  .0  0 ,  .0  0 .0  0 ,  .0  0 ,  .0  0  .0  0  .2320  
3 ,  ,0  4 .  0  2 .0  1  .0  0 ,  ,0  1 .  0  0  .0  0 ,  ,0  0 .0  0 ,  ,0  0 ,  .0  0  .0  0  .2746  
4 ,  .0  5 .  0  1 .0  1  .0  0 ,  .0  1 .  0  0  .0  0 .  .0  0 .0  0 .  .0  0 ,  .0  0  .0  0 ,  .2603  
4 ,  .0  4 .  0  1 .0  1  .0  0 ,  .0  1 .  0  0  .0  0 .  .0  0 .0  0 .  .0  0 ,  .0  0  .0  0  .2955  
4 ,  .0  4 .  0  1 .0  1  .0  0 .  ,0  1 .  0  0  .0  0 ,  .0  0 .0  0 ,  .0  0 .  .0  0  .0  0  .2318  
4 ,  .0  4 .  0  1 .0  1  .0  0 ,  .0  1 .  0  0  .0  0 .  ,0  0 .0  0 ,  .0  0 ,  ,0  0  .0  0  .2266  
7 .  .0  6 .  0  1 .0  1  .0  0 .  .0  1 .  0  0  .0  0 ,  .0  0 .0  0 ,  .0  0 ,  .0  0  .0  0  .2261  
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6.0  5 ,  .0  1  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0 .  .0  0  .0  0  .2472  
4 .0  3  .0  1  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0 ,  ,0  0  .0  0  .2612  
6 .0  6  .0  1  .0  1  .0  0  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0 .  0  0  .0  0  .2439  
5 .0  4 ,  .0  1  .0  1  .0  0  .0  1  .0  0 .  .0  0  .0  0  .0  0  .0  0 .  0  0  .0  0  .2596  
5 .0  4 .  .0  1  .0  1  .0  0 ,  .0  1 ,  ,0  0 .  .0  0 ,  .0  0  .0  0  .0  0 .  0  0 .  ,0  0  .2476  
3 .0  4 ,  .0  1  .0  1  .0  0  .0  0  .0  1  .0  0  .0  0  .0  0  .0  0 .  0  0  .0  0  .3193  
3 .0  5  .0  2  .0  1  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0  .0  0 ,  0  0  .0  0  .2793  
3 .0  3  ,0  2  .0  1 ,  .0  0  .0  0  .0  1  .0  0  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .2672  
4 .0  6 .  .0  2  .0  1  .0  0  .0  0  .0  1 .  .0  0  .0  0  .0  0  .0  0 .  0  0 ,  ,0  0  .2401  
3 .0  3  .0  1  .0  1  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0  .0  0 ,  ,0  0  .0  0  .2091  
3 .0  5 ,  .0  1  .0  1  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0  .0  0 .  0  0  .0  0  .2093  
4 .0  5 .  .0  1  .0  1  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .2561  
3 .0  3 .  .0  1  .0  1  .0  0 ,  .0  0 ,  ,0  1 .  .0  0 .  .0  0  .0  0  .0  0 .  0  0 .  .0  0  .2343  
3 .0  4 ,  .0  1  .0  1  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0  .0  0 .  0  0  .0  0  .2765  
5 .0  4 .  .0  6  .0  1  .0  0  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 .  .0  0  .2320  
5 .0  4 ,  ,0  5  .0  1  .0  0  .0  0 ,  .0  0 .  .0  1  .0  0  .0  0  .0  0 .  0  0 .  .0  0  .2340  
2 .0  4 ,  ,0  5 .  .0  1 ,  .0  0 .  .0  0 ,  .0  0 .  ,0  1 .  .0  0  .0  0  .0  0 .  0  0 ,  ,0  0  .2500  
4 .0  3 ,  .0  5 ,  .0  1  .0  0  .0  0  .0  0 .  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 .  .0  0  .2440  
3 .0  2 ,  .0  3  .0  1  .0  0  .0  0  .0  0 .  .0  1  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .3360  
3 .0  3 ,  ,0  6  .0  1  .0  0 .  .0  0 .  .0  0 .  .0  1  .0  0  .0  0  .0  0 .  0  0 ,  ,0  0  .2620  
3 .0  4 ,  .0  3  .0  1 ,  .0  0 ,  .0  0 .  .0  0 .  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 .  ,0  0  .2920  
5 .0  4 .0  7  .0  1  .0  0 ,  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 .  .0  0  .2730  
5 .0  4 .  .0  8  .0  1  .0  0 ,  .0  0  .0  0  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 .  .0  0  .2340  
3 .0  4 .  .0  6  .0  1  .0  0  .0  0 .  .0  0 .  .0  1  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .2470  
3 .0  3 ,  ,0  3  .0  1 ,  .0  0 ,  .0  0 .  .0  0 .  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 ,  ,0  0 .  .2580  
5 .0  5  .0  8  .0  1  .0  0 ,  .0  0  .0  0 ,  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 .  ,0  0  .2820  
5 .0  5 .  ,0  8  .0  1  .0  0  .0  0  .0  0  .0  1  .0  0  .0  0  .0  0 .  0  0 .  ,0  0  .2780  
5 .0  5 .  ,0  7  .0  1  .0  0  .0  0 ,  .0  0 .  .0  1 ,  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .2780  
4 .0  5 .  .0  6 .  .0  1  .0  0  .0  0 .  .0  0 .  .0  1 ,  ,0  0  .0  0  .0  0 .  0  0 .  .0  0 .  .2630  
5 .0  5 .  ,0  2  .0  1 .0  0  .0  0 ,  .0  0 .  .0  0 ,  .0  1  .0  0  .0  0 .  0  0 ,  .0  0  .2353  
4 .0  3 ,  ,0  1  .0  1  .0  0  .0  0 ,  .0  0 ,  .0  0 .  .0  1  .0  0  .0  0 .  0  0 ,  .0  0  .2250  
4 .0  4 .  .0  2  ,0  1  .0  0  .0  0 .  .0  0 .  .0  0 ,  ,0  1 ,  .0  0  .0  0 .  0  0 ,  .0  0  .2499  
4 .0  4 ,  .0  1  .0  1 ,  .0  0 .  .0  0 .  .0  0 ,  .0  0 ,  .0  1 ,  .0  0  .0  0 .  0  0 .  ,0  0 ,  .2269  
4 .0  5 ,  .0  2  .0  1  .0  0 .  .0  0 ,  .0  0 ,  .0  0  .0  1  .0  0  .0  0 .  0  0 ,  .0  0  .2516  
4 .0  3 .  .0  2  .0  1  .0  0  .0  0  .0  0 ,  .0  0 .  .0  1  .0  0  .0  0 .  0  0 .  ,0  0  .2744  
4 .0  2 .  .0  2  .0  1  .0  0  .0  0 ,  .0  0 .  .0  0 ,  .0  1 ,  .0  0  .0  0 .  0  0 ,  .0  0  .2688  
4 .0  4 .  .0  2  .0  1  .0  0 .  .0  0 .  .0  0 ,  .0  0 ,  .0  1  .0  0  .0  0 .  0  0 .  ,0  0 .  .2706  
4 .0  5 ,  ,0  3 .  .0  1 .  .0  0 ,  .0  0 ,  ,0  0 .  .0  0 .  .0  1 .  .0  0  .0  0 .  0  0 ,  .0  0  .2266  
4 .0  3 .  .0  3  .0  1  .0  0  .0  0  .0  0 ,  .0  0 .  .0  1 ,  .0  0  .0  0 .  0  0 .  .0  0  .2429  
2 .0  4 .  .0  2  .0  1  .0  0  .0  0 .  .0  0 ,  .0  0 ,  .0  1 ,  .0  0  .0  0 .  0  0 ,  .0  0  .2623  
4 .0  6 .  .0  3  .0  1 ,  .0  0 .  .0  0 .  .0  0 ,  ,0  0 ,  ,0  1  .0  0  .0  0 .  0  0 ,  .0  0  .2666  
3 .0  3 .  ,0  3  ,0  1  .0  0 ,  ,0  0 ,  .0  0 ,  .0  0 .  ,0  1 ,  ,0  0  .0  0 .  0  0 .  ,0  0 ,  .2656  
3 .0  4 .  .0  1 ,  .0  1  .0  0  .0  0 ,  .0  0 ,  .0  0 .  .0  1 ,  .0  0  .0  0 .  0  0 ,  ,0  0  .3495  
2 .0  4 .  .0  3  .0  1  .0  0 ,  .0  0 .  .0  0 ,  .0  0 .  .0  1 ,  .0  0  .0  0 .  0  0 .  .0  0  .2902  
3 .0  4 ,  ,0  1 .0  1 ,  .0  0 ,  .0  0 .  .0  0 ,  ,0  0 .  ,0  1  .0  0  .0  0 .  0  0 .  ,0  0  .3024  
3 .0  4 ,  ,0  2  .0  1  .0  0 ,  .0  0 .  .0  0 ,  ,0  0 .  .0  0 ,  ,0  0  .0  0 .  0  0 ,  ,0  0 ,  .2377  
3 .0  3 .  .0  2  .0  1  .0  0  .0  0  .0  0 ,  ,0  0 ,  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .2749  
5 .0  5 ,  .0  3  .0  1  .0  0 .  .0  0 .  ,0  0 .  .0  0 .  .0  0  .0  0  .0  0 .  0  0 ,  .0  0  .2484  
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5.  .0  8  .0  5 ,  .0  1  .0  0  .0  0  .0  0 ,  .0  0  .0  0  .0  0 .  .0  0 ,  .0  0 .0  0 .2602  
4 .  .0  4 ,  .0  3 .  ,0  1  .0  0  .0  0  .0  0  .0  0  .0  0 ,  .0  0 .  ,0  0 ,  .0  0 .0  0 .3199  
4 .  ,0  5 ,  .0  3 .  .0  1 ,  .0  0  .0  0  .0  0 .  .0  0 ,  .0  0  .0  0 .  ,0  0 ,  .0  0 .0  0 .2941  
4 ,  .0  4 .  .0  5 .  ,0  1 ,  .0  0  .0  0  .0  0 .  .0  0 ,  ,0  0  .0  0 ,  .0  0 ,  .0  0 .0  0 .2765  
4 .  ,0  8 .  .0  5 ,  ,0  1 .  .0  0  .0  0  .0  0 .  .0  0 .  .0  0  .0  0 .  ,0  0 .  ,0  0 .0  0 .2515  
5 ,  .0  6  .0  6 .  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 ,  .0  0 .0  0 .2756  
5 .  .0  5  .0  4 .  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 ,  .0  0 .0  0 .2484  
S .  .0  4 ,  .0  5 ,  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 .  .0  0 .  .0  0 .0  0 .2362  
4 .  .0  4  .0  5 .  ,0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 ,  .0  0 .  .0  0 .0  0 .2413  
4 ,  .0  4 ,  .0  6 ,  .0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 .  ,0  0 ,  .0  0 .0  0 .2795  
5 .  .0  5  .0  6 .  ,0  1  .0  0  .0  0  .0  0  .0  0  .0  0  .0  0 ,  .0  0 .  .0  0 .0  0 .2892  
4 .  .0  5  .0  6 .  .0  1 ,  .0  0  .0  0  .0  0 ,  .0  0 .  .0  0  .0  0 .  .0  0 ,  .0  0 .0  0 .2649  
4 ,  .0  4 .  ,0  3 ,  .0  1 ,  .0  0  .0  0  .0  0 ,  .0  0 ,  .0  0  .0  0 ,  .0  0 .  .0  0 .0  0 .2654  
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Summary 
In the presence of association among survival times, it is usually difficult to iden­
tify an appropriate model for multivariate survival data to make inferences about 
effects of treatment and other explanatory variables. When inference about marginal 
parameters is of interest one can use methods that do not require complete spec­
ification of the joint survival function. In particular, parameter estimates can be 
obtained by performing separate analyses for each univariate marginal distribution. 
This estimation method forms the basis of the marginal and IWM methods discussed 
in Chapters 3 and 4. Since these estimation methods ignore associations among sur­
vival times, these estimators are generally not efficient. The loss of efficiency depends 
on the levels of the associations among the survival times, the sample size, and the 
type of parameters. For the regression parameters in the Weibull regression model 
considered in Chapter 4, these losses are observed to be as large as 63% in a case 
involving moderately strong associations relative to maximum likelihood estimates 
computed from the true joint likelihood. In the two simulated cases where the Tau 
values are all less than 0.15, the loss of efficiency is less than 3% even for the 512 
sample size. 
Strength of associations among survival times also affect the bias of some pa­
rameter estimates. For smaller sample sizes the absolute bias of the estimates of the 
Weibull shape parameters computed from the true joint model is significantly less 
than the absolute bias of the corresponding estimators provided by the marginal and 
IWM models, however, the biases of estimates of the regression parameters are small 
and essentially the same for the different estimation methods. 
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Estimates of asymptotic variances of the estimated treatment effects based on 
the true joint model tend to over estimate the true variances for weak associations 
and smaller sample sizes (n < 256). For higher levels of associations and moderate 
sample sizes (64 < n < 256) these asymptotic variance estimates tend to under 
estimate the true variances. Asymptotic variance estimates of the treatment effects 
provided by the robust covariance matrix are observed to under estimate the true 
variances for all combination of different sets of association parameters and sample 
sizes less than or equal to 128. 
In the presence of weak association, tests of equal treatment effects based on 
the joint and IWM models provide almost the same power. For higher levels of 
association tests based on the joint parametric model can have substantially higher 
power than tests based on the IWM model, but type I error levels may not be 
accurately controlled by the estimation procedures used for the joint model. If there 
is some concern about loss of efficiency due to highly correlated event times or if 
one is convinced that a particular parametric model is appropriate for a particular 
situation, maximum likelihood estimation for a joint parametric model should be 
considered to obtain more efficient parameter estimates, but simulation methods 
such as the parametric bootstrap may be required to obtain accurate estimates of 
standard errors, accurate confidence intervals, and reliable critical values for tests of 
hypotheses. The parametric model introduced in Chapter 2 offers a convenient way to 
construct multivariate survivor functions with a wide range of positive associations, 
and it is quite easy to simulate samples for this general class of models. 
The IWM model provides reasonable estimates of marginal parameters, their 
covariance matrix, and reliable confidence intervals even for moderate dependencies 
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among survival times and moderate sample sizes. A valuable advantage of the IWM 
model is that a complete specification of the joint model is not required, but it does 
require correct specification of the univariate marginal models. Thus, the IWM model 
may be reasonable when inferences are needed only for marginal parameters. A pos­
sible disadvantage of the IWM model is loss of efficiency, because this model ignores 
dependencies among survival times. Loss of efficiency for moderate dependencies and 
moderate sample sizes considered in the simulation study never exceed 25%. When all 
of the correlations among survival times are smaller than 0.2, the simulation results 
indicate that the estimates obtained from the IWM model and the joint parametric 
model have essentially the same efficiency and provide the same inferences for all of 
the sample sizes considered. 
