In previous papers in this series, a model that uses available elastic, structural, and spectroscopic data on minerals has been used to predict the thermodynamic functions Cv (heat capacity), S (entropy), E (internal energy), and F (Helmholtz free energy). In this paper, four applications to problems of current geochemical and geophysical interest are presented: (1) interpretation of complex trends of calorimetric data; (2) calculation of phase equilibria; (3) calculation of oxygen-isotopic fractionation factors; and (4) estimation of the effect of pressure on thermodynamic functions. The model demonstrates that trends in high-temperature thermodynamic properties of silicates are determined by the position and relative numbers of high-frequency modes, generally antisymmetric (Si, AI)-O stretching modes. The position of these modes varies systematically with degree of polymerization of tetrahedra, and therefore high-temperature calorimetric behavior is relatively systematic as a function of crystal structure and mineral composition. Trends at low frequency are much more complex because the low-frequency optic modes that most strongly influence the lowtemperature thermodynamic functions depend in a complex way on the size, coordination, and mass of cations and various polyhedra in the minerals. The heat capacity curves of kyanite, andalusite, and sillimanite and of quartz, coesite, and stishovite show crossovers that cannot be explained by Debye theory, which accounts only for acoustic mode behavior, but can be explained by the model spectra proposed because proper account is taken of the changing low-and high-frequency optic modes upon polymorphic transformations. The proposed model is sutficiently accurate that phase equilibrium problems can be addressed: the quartz-coesite-stishovite equilibrium curves, the kyanite-andalusitesillimanite triple point, and the breakdown of albite to jadeite-plus-quartz are cited as specific examples. For each example, predicted slopes of equilibrium curves agree moderately well to excellently with slopes determined experimentally. The calculated slopes are sensitive to spectroscopic parameters, particularly to the distribution of optic modes in the far infrared; this sensitivity is discussed in detail for the albite breakdown reaction. The model can be used for prediction of isotopic fractionation factors if spectra of the isotopic forms of the mineral are known or postulated. A simple set of 'rules' for generating hypothetical spectra of •80 minerals from measured spectra of the •60 forms is given. Reduced partition functions are calculated for 13 minerals. At 298øK the model values of reduced partition function, 1000 In a, of these minerals decrease in the order quartz > calcite •> albite > muscovite > clinoenstatite • anorthite > diopside > pyrope > grossular > zircon > forsterite > andradite > rutile, in good agreement with experimental data. At 1000øK the first six minerals show small crossovers so that the order becomes calcite, muscovite • albite, quartz, anorthite, and clinoenstatite; the differences in 1000 In a at high temperature for these minerals are so small that the model probably cannot address the deviations from experimental trends. The model clearly defines the region in which the fractionation factors do not follow a 1/T 2 trend and should be useful for extrapolation of experimental data to low temperatures. Finally, a modified Griineisen parameter model is proposed for shift of the lattice vibrational frequencies under compression, and thermodynamic properties to 1000 kbar, 1000øK, are given for nine minerals. At 1 Mbar, the predicted decrease in entropy at 298øK ranges from 54% (of the l-bar value) for periclase to 25% for stishovite.
For detailed applications in problems of current research, knowledge of mineral properties beyond the scope of the particular thermodynamic study of papers 1-4 is often required: for example, phase equilibria calculations may require inclusion of order-disorder phenomena, and magnetic or configurational effects; isotopic fractionation calculations may require consideration of the detailed behavior of compounds containing hydrogen ions or water molecules; and pressure dependence calculations require detailed evaluation of the behavior of the thermal-expansion and GrQneisen parameters, both of which are difficult and controversial subjects. Therefore most of this discussion is meant to be illustrative, using common, well-studied minerals and phase equilibria, in order to demonstrate both the potential and the limitations of the model.
INTERPRETATION AND PREDICTION

OF THERMODYNAMIC FUNCTIONS
As was mentioned in papers 1-4, the model can be used either to predict heat capacities independently of calorimetric data or to extrapolate heat capacity data to higher and/or lower temperatures than those attained by calorimetric techniques; for example, heat capacities for coesite and stishovite could be predicted above 300øK at which temperature experimental data cannot be obtained because the phases become metastable, and heat capacities can be estimated for many minerals where data below 54øK are not available. For example, Gaffney [1982] has used this model to predict the heat capacities of water ices for which calorimetric data are not available. For data extrapolation, a modified model that finds the best fit between any available calorimetric data and a simple vibrational spectrum was suggested for obtaining greater accuracy (paper 4).
The model can also be used to indicate possible inconsistencies among various data sets: for example, calorimetric data on stishovite could not be reproduced using elastic data and reasonable spectroscopic models (paper 3); calorimetric and low-frequency spectroscopic data on enstatite seem to be inconsistent (paper 4); and acoustic velocities estimated for brucite from shock wave data give model heat capacities much higher than measured heat capacities (without including any contribution from optic modes) (paper 3). If the measured brucite heat capacity data are correct, the infer- 
The model predicts absolute values of the thermodynamic functions of minerals better than a Debye or Einstein model and can be used to explain variations of the thermodynamic
functions with temperature that these one-parameter models cannot explain. An example discussed in paper 4 was the relation between heat capacity (Cv) and entropy (S) of pyrope and grossular. Measured data show that the heat capacity of pyrope at 298øK is less than that of grossular, whereas the entropy is greater. This anomaly occurs because of relations in the low-frequency part of the spectrum and is nearly reproduced by the theoretical model (which predicts that the heat capacities will be about equal instead of reversed from the entropies). Comparison of pyrope and grossular model spectra (paper 4) shows that pyrope has a lower-frequency optic mode than grossular, but also a slightly lower average density of optic modes. These two effects oppose each other in contributing to the low-temperature heat capacity, with the net result of the near equality of Cv for pyrope and grossular at low temperature. However, when C•,/T (• Cv/T at low temperature) is integrated to give entropy, the entropy of pyrope is greater than the entropy of grossular because the 1/T weighting factor in entropy enhances the effect of the lower-frequency modes of pyrope.
Consider two additional examples of thermodynamic behavior that cannot be explained by a simple Debye model: crossovers in the heat capacities of kyanite, andalusite, and tions show that the influence of low-frequency optic modes is sufficiently great at 20øK to upset the relationships expected from acoustic velocities alone. Because the frequency of the lowest optic modes increases in the order sillimanite (115 cm -• at K = 0), andalusite (156 cm-•), and kyanite (237 cm -•) and because the position of these modes dominates heat capacity relationships at low temperatures, the observed order of increasing heat capacity is from kyanite to andalusite to sillimanite. However, the optic modes of kyanite are compressed into a smaller frequency range than those of andalusite and sillimanite (upper cutoff 720 cm-• for kYanite, 780 cm -• for andalusite, and 955 cm -• for sillimanite), so that relationships in heat capacity are reversed as the influence of higher-frequency optic modes becomes important at about room temperature.
The heat capacities of quartz, coesite, and stishovite also show crossovers, as illustrated by the deviation curves of Figure 2b . Crossovers in quartz-coesite and quartz-stishovite are indicated by the Holm et al. [1967] data; crossovers between coesite and stishovite can be inferred from the trends at the 350øK limit of their data and from my model values. The heat capacity of coesite is much more similar to that of quartz than is the heat capacity of stishovite, because the coordination, and hence the vibrational spectrum, is more similar. The heat capacity of coesite is less than that of quartz at low temperatures because the Debye temperature is higher; however, the frequencies of the optic continuum are lower than for quartz, and thus at relatively low temperatures the heat capacity of coesite rises above that of quartz. At low temperatures, stishovite has a lower heat capacity than either quartz or coesite because it has a very high elastic Debye temperature (hence high acoustic mode frequencies) due to its high density, and also because its lowest optic modes are at relatively high frequencies. However, the heat capacity of stishovite rises more rapidly as temperature rises than that of quartz or coesite because the Si-O stretching modes of stishovite are at lower frequencies (Si in sixfold coordination) than the stretching modes of quartz and coesite (Si in fourfold coordination). Thus at about 300øK, where these stretching modes become effective, the heat capacity of stishovite rises above that of either quartz or coesite.
In general, crossovers in heat capacities and reversals in relative entropy values should be expected for mineral pairs if relative magnitudes of elastic Debye temperatures, and/or frequencies of lowest optic modes or of highest optic modes, show opposing trends. Such opposing trends will be common, for example, across polymorphic phase changes when the influence of the density change is to drive acoustic frequencies upward and the influence of the coordination change is to drive optic frequencies in the opposing direction, downward. Navrotsky [1980] recognized that this behavior could occur across polymorphic phase changes in oxides and could give rise to negative pressure-temperature slopes for phase changes in the upper mantle.
PHASE EQUILIBRIA
Calculation of phase equilibria provides a more stringent test of the model than calculation of thermodynamic functions alone, because small differences in the thermodynamic functions, rather than their absolute magnitude, determine Experiments have suggested a wide range of stability fields for quartz, coesite, and stishovite (Figure 3) . Isobaric temperature uncertainties are of the order of 500øK for the univariant equilibrium curves. The quartz-coesite equilibrium is difficult to determine experimentally because of the notorious sluggishness of the quartz-coesite reaction. The coesite-stishovite equilibrium is difficult to determine because the high pressures at which it occurs are difficult to obtain and to calibrate. The metastable quartz-stishovite transition, of considerable interest to shock wave geophysicists and astrogeologists (see Kieffer et al. [1976] , for example), has only been determined by calculation from calorimetric data. The data of Figure 3 show, however, that slopes of the equilibrium curves are less certain than their position in P-T space. The slopes of the equilibrium curves are related to entropy and volume through the Clapeyron rela- [1978] . This difference occurs because my model entropies for stishovite are appreciably greater than those obtained from calorimetry. It is worth noting here that in a recent analysis of existing phase equilibria data on quartz, coesite, and stishovite, Weaver et al. [1979] suggested that the entropy of stishovite is 7.7 cal mo1-1 øK-l, in excellent agreement with the values of 7.65 to 7.80 cal mo1-1 øK-1 given by these models in paper 4. This value is about 1 cal mol -• øK-1 greater than the calorimetric values, and would give a quartz-stishovite slope close to that predicted above.
AI2Si05 Equilibria
The aluminosilicate phase relations, the subject of much controversy (for example, see Zen [1972] and Day and Kumin [1980] ), provide a very sensitive test of the model because free-energy differences between the phases are very small. Such small differences in free energies (inferred from shapes of stability fields) are somewhat surprising in view of the rather large apparent differences between the vibrational spectrum of sillimanite and the spectra of kyanite and andalusite (paper 2). The Si-O stretching bands of sillimanite cover a much broader range of frequencies than those of the other two polymorphs, extending out to 1200 cm -1, nearly the highest frequencies found for the asymmetric Si-O stretching modes in any silicate. At lower frequencies, spectra of the polymorphs show systematic, although not easily interpretable, differences. The lowest kyanite band is at 237 cm-1 the lowest andalusite band is at 165 cm-1 and the lowest sillimanite band is at 115 cm -•. In effect, spectra are stretched to both lower and higher frequencies as the aluminum coordination progresses from sixfold in kyanite to fourfold in sillimanite. The thermodynamic functions of the polymorphs remain similar in spite of the spectral changes because the stretching in frequency at one end of the spectrum is counteracted by the stretching at the other end.
Calculated 
where h is Planck's constant and vi is mode frequency. 
In the lattice dynamics approximation for crystalline solids, each primitive unit cell vibrates with the same normal modes (see paper 3). Thus a 'reduced' partition function ratio f can be defined for the unit cell; it is equivalent to the partition function originally defined for an ideal gas molecule by Urey The equations above, and the methods described below, could be applied to fractionation of many different isotopes such as those of oxygen, sulfur, and silicon. Further discussion, however, is restricted to oxygen-isotope substitution.
The problem facing the theoretician is to specify the frequency distributions g(to) and g*(to) for isotopically light and heavy minerals. The most common approach to this problem has been one in which detailed lattice dynamics models are formulated, and force constants for the isotopically light compounds are evaluated from spectroscopic and elastic-wave velocity data. The models are used to predict vibrational frequencies of isotopically heavy species (for example, see Bottinga [1968 Bottinga [ , 1969 In the approach that follows, I have adopted a model intermediate between detailed spectroscopic calculations and less detailed Si-O bond models. I assume that lattice vibrational spectra g(to) of isotopically light minerals can be approximated from spectroscopic and elastic data as described in papers 1-4. A hypothetical spectrum g*(to) is then generated for the isotopically heavy mineral from a set of rules (given below) describing expected frequency shifts for different types of vibrational modes upon substitution of a heavy isotope into the mineral structure. The required integrations and normalizations to (15) and (16) can then be performed to give the reduced partition function ratio (1000 In f) or, with an assumed partition function for water, a mineral-water fractionation factor, (1000 In a). The method assumes that vibrational modes are describable in terms of fairly simple atomic motions. While this has been a common practice in spectroscopy, it is certainly not a universally accepted practice, and as spectroscopic knowledge of individual minerals accumulates, mode assignments tend to become more complex.
Rather than approximating the spectrum of an isotopically light mineral by a series of Einstein oscillators, as has been common in previous models cited above, I have used a refinement of the model proposed in papers 3 and 4, subdividing the spectrum of each mineral considered into various groups of vibrational modes characteristic of the minerals, as shown schematically in Figure 6 . In general, I have used more detailed approximations to the mineral spectra for the purpose of calculating isotopic fractionation factors than I did for calculation of thermodynamic variables and phase equilibria. This greater detail is necessary in order to identify and isolate modes that might have common frequency shifts upon isotopic substitution. The heavy line in Figure 6 represents the spectrum of an isotopically light mineral. The Figure 6 . The number of modes of each type and their frequency or frequency range must be specified from data in the spectroscopy literature, or, too often, from interpretation or extrapolation of these data. As will be demonstrated below, application of the model is often limited by lack of spectroscopic data, or by lack of mode assignments to existing data, and much more data and interpretation are needed.
Once these groups of modes have been defined and enumerated for the isotopically light mineral, a frequency shift for each group of modes must be determined to give a hypothetical spectrum of the isotopically heavy mineral. Such a shifted spectrum is shown schematically in the upper part of Figure 6 For vibrational modes not well approximated by the vibrations of an isolated cluster, various considerations were used to construct the rules presented below for frequency shifts. The advantage of these rules is that they can be applied uniformly to a wide variety of minerals having different structural and compositional characteristics. The set of partition functions thus obtained is internally consistent, but values will change as more is learned about the shift factors or as spectra are treated with higher resolution or more detail. The disadvantage of these rules is that they are not based on detailed consideration of the atomic structure. The groups discussed above account for roughly 40-50% of the modes of typical silicates. The remaining modes are of several types: lattice deformations and distortions, polyhedral deformations, tetrahedral bending modes, and, in some minerals, OH-bending or librational modes. The shift to be applied to this remaining group of modes is not arbitrary. Because fractionation is required to approach zero at high temperature, frequency shifts must obey the high-temperature product rule [Becker, 1971] , derived from (9) and (10) As can be seen from Table 4 , the quantitative agreement of the predicted values with data is good, except for anorthite at low temperature and rutile at high temperature. Quantitative uncertainties cannot be placed on a model of this type, which is subject to a large amount of data interpretation. My impression is that relative fractionation values for minerals that are structurally and chemically very similar (such as the albite-anorthite relations, the garnet relations) are reliable because the spectral trends are systematic, but that a larger uncertainty is associated with structurally dissimilar materials because of the difficulties in assigning mode frequencies and numbers to different types of minerals. On the basis of Table 4 , I would suggest that at 298øK, differences in pairs of mineral-water fractionations are accurate to -+ 1%o for structurally similar minerals and _+2%o for structurally dissimilar minerals.
Frequency Shifts Upon Isotopic
EFFECT OF PRESSURE ON THE THERMODYNAMIC
FUNCTIONS
The influence of pressure on thermodynamic properties of solids becomes important at mantle and core pressures. Prediction of phase boundaries at these pressures, reduction of shock wave Hugoniots for isothermal and adiabatic physical parameters, and prediction of many physical properties at high pressures are examples of problems that require estimation of the effect of pressure on such properties as heat capacity and free energy.
The following discussion is restricted to the harmonic approximation of the thermodynamic functions. At low pressures, anharmonic effects are small, but anharmonic behavior is expected to be more significant at high pressure As was discussed in papers 1-4, a Debye spectrum does not represent the lattice vibrational spectra of most minerals with sufficient accuracy to be useful in problems of current interest. On the other hand, it is not generally possible to specify the real lattice vibrational spectrum, including the dependence of normal mode frequency on temperature, pressure, and wave vector. Analogously, although a single Grfineisen parameter is not likely to describe the volume dependence of the vibrational spectrum, it is not practical to specify a Griineisen parameter for each of the 3s modes and to specify its dependence on temperature and wave vector. Therefore it is necessary to find a description of the way that lattice frequencies change with compression that is more accurate than permitted by Debye theory and the elastic Grfineisen parameter discussed above, yet is feasible within the context of limited data on the pressure dependence of vibrational spectra. The work described in these papers has demonstrated that vibrational spectra have at least three distinct parts--acoustic modes at low frequencies, optical continuum modes at intermediate frequencies, and stretching modes at high frequencies-that represent very different deformational styles. One might reasonably expect that these different groups of modes might respond differently to compression, that is, might be characterized by different Griineisen parameters. For example, as a crystal is initially compressed, the 'soft' (distortion) modes might change frequency quite drastically (•/i large), whereas the 'hard' (stretching) modes might be relatively unaffected (7i • 0). In fact, as will be discussed below, this behavior has been observed in spectra of quartz, olivine, orthopyroxene, and garnet taken at high pressure. Thus I have attempted to formulate a theory that will describe the response of the three parts of the vibrational spectrum--acoustic, low-frequency optic, and high-frequency optic--to compression. The method of extension of this treatment to more types of modes is obvious.
In order to formulate the parameters of such a theory, assume, after Griineisen [1926] , that a set of parameters, 3'i, describes the changes of mode frequencies with volume according to (22a) and (22b) above. The calculation of these mode Grtineisen parameters and their averages has been a subject of much controversy (Born [1923] , Barron [1955 Barron [ , 1957 Mulargia [1980] , and many others). In the quasi-harmonic approximation adopted here (in which normal mode frequencies depend on volume, but not explicitly on temperature), individual mode frequencies can be averaged according to ; this practice will be followed here, because I have demonstrated in papers 1-4 that acoustic modes account for so few of the total degrees of freedom for most minerals that slight errors due to averaging techniques for wave velocities will not appreciably influence the calculated thermodynamic properties.
The most common approximation [Barron, 1955 [Barron, , 1957 Table 5 .) The acoustic modes and high-frequency Si-O stretching modes do not contribute appreciably to •. The modes of the optic continuum are by far the most significant, and, in fact, as can be seen from Table 5 Grt;ineisen parameters used in model. The simplest assumption that might be used is that all mode Gr•neisen parameters are equal and, from (27), are equal to 3'th; this will be referred to as model 1. This model is directly comparable to a Debye model, in that there is a single Gr6neisen parameter, but the form of the lattice vibrational spectrum is changed from a Debye spectrum to the more realistic form proposed in paper 3. • A model that more nearly agrees with the spectroscopic data discussed above can be obtained by estimating separate Grfineisen parameters for acoustic and optic modes; this will be referred to as model 2. If elastic constants and thermalexpansion data are available, then (27) and (28) can be used to allow specification of acoustic and optic mode Grfineisen parameters.
Consider the three parts of (28), given as (28c), (28d), and (28e). The first part, (28c), contains the acoustic mode Grfineisen parameters which can be specified from (29a) or (29b). The second part, (28d), contains Griineisen parameters appropriate to the optic continuum; these are generally unknown. They will be assumed uniform and denoted as 3/op, All model parameters must be specified at the pressure under consideration. Density changes are implied by (34b).
Acoustic velocities are assumed to change according to [Kieffer, 1976] O i = OOi Table 5 Table 7 (values of the heat capa•city at 298øK for the two models and for a Debye model •at 1 bar and 100, 500, and For Shar*, only the harmonic contribution to the entropy is given because the effect of pressure on the thermal expansion is not well known. Hence these numbers differ by a few percent from those in paper 4, Table 5 With the exception of halite, models 1 and 2 do not give significantly different results for Cv* and S* at 298øK, an initially surprising result because of the apparent large differences in Griineisen parameters used in the two models. However, in a general way, this is explained by the fact that values of 7th used for all modes in model 1 are rather close to the values of %0 applied to the optic continuum in model 2 (Table 6 ). Because the optic continuum contains >50% of the modes, the major spectral shifts are similar in the two models, and therefore, so is the pressure dependence of Cv* and S*. The differences between the two models occur in two spectral regions not strongly reflected in the heat capacity or entropy at 298øK: in the low-frequency acoustic modes and in the high-frequency Einstein oscillators. At 298øK, the temperature for which the values are listed in Table 7 , the acoustic modes of most minerals are nearly fully active and contribute their maximum heat capacity, regardless of the shift of their frequencies with pressure. On the other hand, at this temperature, the high-frequency Einstein oscillators contribute very little to the heat capacity, and so differences in their spectral shifts are not strongly sensed in the thermodynamic functions.
Halite is the only mineral for which the two models give substantially different pressure dependences of Cv*. The differences arise because neither the acoustic mode nor the optic mode Griineisen parameters are close to 7th: 71 = 3/2 << 7,th, 73 >> 7th, and •/op > 7th-When these values of Griineisen parameter are applied to the spectrum in model 2, the shear acoustic modes remain at lower frequencies than in model 1, and the compressional mode goes to higher frequencies (this is analogous to the way a Debye spectrum split when shear and acoustic modes were considered separately as discussed in paper 1). The optic continuum of model 2 is shifted to substantially higher frequencies because of the high value of •op. The net effect is that model 2 predicts a stronger decrease in heat capacity with pressure than model 1. The entropy is less sensitive to these model differences because much of the entropy of halite is determined by the acoustic modes which have opposing and generally compensatory effects.
For periclase, corundum, and pyrope, the acoustic and optic mode Gr0neisen parameters are all similar to 3•th, SO models 1 and 2 are similar. For spinel, quartz, stishovite, rutile, and forsteritc, the shear Gr0neisen parameters are low, as in the case of NaCI, but the acoustic modes account for so few of the total degrees of freedom that the effect on %p through (33) and on the pressure dependence of the heat capacity is small.
As shown in Figure 9 , the relative decrease in heat capacity at a given pressure is a function of temperature, being large on the steep part of the Cv* curve and approaching the Dulong-Petit limit at high temperatures at all pressures. Anharmonic effects would change these high-temperature limits. Because the changes in heat capacity are large at relatively low temperatures, it is to be expected that changes in the entropy with pressure should be substantial, as is documented in Table 7 .
CONCLUDING COMMENTS
The models presented in this paper for calculations of pressure effects on the thermodynamic functions, phase equilibria, and isotopic fractionation cannot be correct in
