Abstract. Consider the system |∂ t u + ∆u| ≤ M (|u| + |∇u|), |u(x, t)| ≤ M e M|x| 2 in C θ × [0, T ] and u(x, 0) = 0 in C θ , where C θ is a cone with opening angle θ. L. Escauriaza constructed an example to show that such system has a nonzero bounded solution when θ < 90
Introduction
Let U be a domain in R n and u be the solution of the following equation:
(1) ∂ t u − ∆u + b(x, t) · ∇u + c(x, t)u = 0, (x, t) ∈ U × (0, T ), where b and c are bounded. Moreover, assume that u satisfies the growth condition |u(x, t)| ≤ Me M |x| 2 , for some M > 0. The backward uniqueness (BU) problem is: if u vanishes at t = T , that is u(x, T ) = 0, x ∈ U, does u vanish identically in U × (0, T )? If so, we say that U is a (BU) domain. The point is that no any parabolic boundary conditions are made upon u.
The backward uniqueness property is applied in many problems, for example, the control theory for PDEs and the regularity theory of parabolic equations. Especially, it plays an important role in the proof of critical L ∞,3
t,x regularity for 3D Navier-Stokes equations, see [5] .
C. C. Poon proved that the whole space is a (BU) domain in [15] . L. Escauriaza, G. Seregin and V.Šverák proved that the exterior of a ball [4] and the half space [5, 6] are both (BU) domains. The tools they used to prove (BU) are frequency function methods and Carleman inequality methods. On the other hand, any bounded domain is not (BU) domain, see [8, 14] . For parabolic operators of variable, singular or degenerated coefficients on the whole space, we refer to [11, 7, 10, 13, 1, 2, 3, 16, 17] and references therein for more relevant interesting results.
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In this paper, our attention is focused on the (BU) problem in cones, which seems to be rather interesting. In [12] , L. Escausriaza constructed an example to show that (BU) fails when the opening angle θ of the cone satisfies θ < π 2 , and θ = π 2 seems to be the borderline case for Escausriaza's construction. Recently, Lu Li and V.Šverák proved that (BU) holds when 109.5
• < θ < π. Inspired by the above results, it is conjectured naturally that (BU) holds when π 2 < θ < π and fails when θ < π 2 . Here we improve the result of Lu Li and V.Šverák and obtain that (BU) holds when 98.99
• < θ < π. We consider the following system  
where C θ is a cone with opening angle θ. In a suitable coordinates, we can write C θ as
Let ε = cos θ 2 < ε 0 and our goal is the border line ε 0 → 1 2 ≈ 0.7070. In fact, we obtain that ε 0 ≈ 0.6495, 2 arccos ε 0 ≈ 98.99
• and m ≈ 2.4600, where ε 0 , m are chosen the biggest numbers such that for
Our main result is the following Theorem 1.1. Assume that u satisfies (2) for some θ ∈ (2 arccos ε 0 , π) with ε 0 ≈ 0.6495,
The proof of the above theorem is based on the following Carleman inequality. Assuming it, there is only a standard argument left to prove Theorem 1.1. Proposition 1.2. For m and ε 0 as above, set ε ∈ (0, ε 0 ) and ε = cos . Moreover, we assume that
where r = |x|. Then there exist α = α(ε) ∈ (1, 2) and K = K(ε) > 0, such that the following inequality holds for any u ∈ C ∞ 0 (Q) and any real number a > 0:
Remark 1.3. Theorem 1.1 improves previous results obtained in [12] . Furthermore, a new Carleman inequality (4) is proved for Theorem 1.1, which is somewhat different from that given by Lu Li and V.Šverák in [12] . In the past, we need two Carleman inequalities to prove (BU) (for example, see [6, 12] ): the first one appears with the heat kernel weight, which implies an exponential decay of the solution with respect to time at x = 0, and the second owns the weight about the cone boundary property. However, here the Carleman inequality (4) whose weight owns the above two properties is sufficient to prove (BU).
The paper is organized as follows. First we prove Theorem 1.1 in Section 2 under the assumption of Carleman inequality (4), then the next section is devoted to the proof of Carleman inequality (4).
Proof of Theorem 1.1
Without loss of generality, assume that T = 1. We always extend u(x, t) by zero to the negative values of t.
For x ∈ C θ , we denote the distance between x and the boundary of C θ by d θ (x) as in [12] , then
The proof of Theorem 1.1 is based on the following lemma.
Lemma 2.1. Assume that u satisfies (2) for some θ ∈ (2 arccos ε 0 , π), then there exists
Proof. We'll use Carleman inequality (4) to prove this lemma, and mainly follow the same line as in [4, 6, 12] .
At first, by the regularity theory for solutions of parabolic equations [9] , we have
). Let
By (2) we have
, 1), we get
In order to apply Carleman inequality (4), we choose two smooth cut-off functions η 1 , η 2 satisfying
and
where ϕ(y) is defined in Proposition 1.2, and C ⋆ is well-defined since m > α.
Let
, and w = ηv, then supp w ⊂ Q and
where χ is the characteristic function of the set
By (7) we have
Note that
Especially,
Due to the choice of C ⋆ , we obtain that the second set of the right-hand side in the above identity is empty, then
By (8), we derived that
With the help of (6) and
16 . Although supp w may be unbounded, supp w ⊂ Q and (12) allow us to claim the validity of Proposition 1.2 for w. Then by Carleman inequality (4), together with (10), we get
χ Ω (|v| + |∇v|) 2 |y| 4 dyds.
Using (6) again, we know that 3λ
. The above inequality implies that Since Λ(s)ϕ(y) < C ⋆ in Ω according to (11) , then
On the other hand, note that ϕ(y) → ∞ as |y| → ∞, then we define
Obviously Ω 2 ⊂ Ω 1 and w = v in Ω 1 . Hence
From (14) we know that Λ(s)ϕ(y) ≥ 2C ⋆ in Ω 2 , hence
Combining (13) and (15), finally we obtained that
Passing to the limit as a → +∞, we obtain v(y, s) = 0 in Ω 2 . Using unique continuation though spatial boundaries (see [5] ), we obtain that v(y, s) = 0 in C θ × (0, 1), then u(x, t) = 0 in C
+2
θ ×(0, T 1 ). Using the unique continuation result again , we get u(x, t) = 0 in C θ × (0, T 1 ). Thus we have proved this lemma.
Nest we give the complete proof of Theorem 1.1.
Proof of Theorem 1.1. We define
Then u (1) satisfies the conditions of Lemma 2.1, and we have u (1) (y, s) = 0 in C θ × (0, T 1 ). In other words, u(x, t) = 0 in C θ × (0, T 2 ), where
After iterating k steps, we obtained that u(x, t) = 0 in C θ × (0, T k+1 ), where
Thus we proved Theorem 1.1.
Proof of the Carleman Inequality
In this section, we are aimed to prove the Carleman Inequality (4) in Proposition 1.2. First of all, we make the following notations for simplicity. Denote by A T the transpose of a matrix A, and x = (x 1 , x 2 , . . . , x n )
T , e = (1, 0, . . . , 0)
by the assumptions of Proposition 1.2.
We write
where
Moreover, D 2 Φ, I n denote the Hessian matrix of Φ, the identity matrix of R n , respectively. Under the assumptions as above and Proposition 1.2, we derive the following lemma: Lemma 3.1. For 2 < m < 3 and 1 < α ≤ 2, direct calculations show that f has the following properties in the interval h ∈ [ε, 1]:
Proof of Lemma 3.1:
Obviously (i) and (ii) hold.
For (iii), by 2 < m < 3 and 1 < α ≤ 2 we have
Consider (iv), and we get
The proof is complete.
In the following, we often write
Proof of Proposition 1.2. Let u be an arbitrary function in
By the Cauchy inequality we have
where F is an arbitrary twice differentiable function, to be decided later. Rewrite the right side of the above inequality by integration by parts, then we have
Unfortunately, D 2 Φ is not positive, and we need to choose an appropriate function F to compensate it. Next, firstly we estimate D 2 Φ and choose a suitable function F to make the matrix 4D 2 Φ + F I n be positive; secondly, we estimate the terms including v 2 .
Step 1. Estimate for the gradient terms. In fact, we have the following conclusion. Claim that: for
Using ii), iii), iv) of (16), and
we obtain that B is nonnegative by Cauchy inequality. Thus
It is easy to verify that
and by (21)
Immediately from (22) we get
We choose
then by (25), (26) and Cauchy inequality, we obtain that
Hence, the proof of (18) is complete.
Step 2. Estimate for the v 2 terms. By (17) and (18), we obtain
In order to estimate J, we divide J into four parts according to the orders of the parameter a and will estimate each part of them later. Using the definition of Φ 1 and (19), we have
and
|∇Φ| 2 , then by (26) we get
Estimate of J 3 .
Due to (19)- (21), the definition of Φ 1 and H, we have
We hope that < γ ≤ 1, we estimate l 1 (α, h) as follows:
Hence the condition (29) is satisfied if the following two inequalities hold:
and for h ∈ [ε, 1],
Notice that for γ > 1 2 , 1 < α ≤ 2 and 2.36 ≤ m < 3, we have
) is a concave function, and l 2 (α, ε), l 2 (α, 1) ≥ 0 yield that (31). Moreover, for ε ∈ (0, ε 0 ),
Since ε is a increasing function with respect to α, to obtain a bigger ε 0 we only need to consider α → 2. Concluding the above arguments (30) and (33), in order to ensure that the result (29) holds, we are going to seek the following sharpest ε 0 such that for
Especially, when γ = 1, (i) holds obviously and (ii)-(iii) show that (m, ε 0 ) the intersection point of the two functions g 1 (p) = ≈ 0.64. To obtain a sharper ε 0 , we consider γ < 1, and we could solve the above three inequalities by Newton approximate methods. Indeed, by (34) we derive that m ≈ 2.4600, ≈ 98.99
• .
Finally, for ε < ε 0 there exists δ 1 (ε) < 1, such that when α ∈ (2 − δ 1 , 2), (30) and (33) hold. Hence (35) l 1 (α, h) ≥ 0.
Then, for any ε ∈ (0, ε 0 ), choosing α < 2 suitably we have (36) J 3 ≥ 0.
Estimate of J 2 .
By (24) we know that 
Recall that H = aΛr α−2 (αf − hf ′ ) by (22), and from (38) we derive that
then combining (37), (40) and (41) we have (note that t ∈ (0, 1) and r > 1)
