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ABSTRAK 
Pada penelitian ini, akan dibahas mengenai eigenvalue dan eigenvector dari polinomial 
dalam bentuk matriks di dalam Aljabar Max-Plus. Teorema Perron-Frobenius 
diterapkan seperti halnya pada aljabar biasa dengan membentuk korespondensi satu-satu 
antara eigenvalue dan eigenvector dari matriks polinomial dengan eigenvalue dan 
eigenvector dari matriks Companion. Proses perhitungan akan digunakan Program 
Scilab. 
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1. PENDAHULUAN 
1.1. Latar Belakang 
Dalam aljabar biasa, eigenvalue dan eigenvector mempunyai peranan sangat 
penting dalam fisika dan teknik, antara lain dalam bentuk diagonalisasi matriks dan 
muncul dalam aplikasi umum seperti analisis stabilitas, fisika rotating bodies, dan 
osilasi dari vibrating system dan sebagainya. Berbagai penelitian terus dilakukan 
mengenai eigenvalue dan eigenvector ini serta cara mendapatkannya dalam bentuk 
berbagai matriks. Salah satunya adalah matriks polinomial yang mempunyai banyak 
aplikasi, diantaranya yaitu penelitian oleh Ann Sinap (1996),  Psarrakos (2004), 
Byers(2008) dan Adhikari (2011). 
Seperti halnya dalam Aljabar biasa, eigenvalue dan eigenvector dalam Aljabar 
Max Plus juga penting dalam penyelesaian suatu sistem ataupun untuk menentukan 
kestabilan suatu sistem. Eigenvalue dan eigenvector pada matriks interval dalam aljabar 
max plus telah dibahas oleh Cechlarova (2005) sedangkan eigenvalue dan eigenvector 
matriks Monge pada Aljabar Max-Plus telah dibahas oleh Gavalec (2006). Eigenvalue 
dan eigenvector matriks polinomial dalam Aljabar Max dibahas oleh Gursoy (2011). 
Pada penelitian ini, akan dibahas mengenai eigenvalue dan eigenvector dari polinomial 
dalam bentuk matriks di dalam Aljabar Max-Plus. Teorema Perron-Frobenius 
diterapkan seperti halnya pada aljabar biasa dengan membentuk korespondensi satu-satu 





antara eigenvalue dan eigenvector dari matriks polinomial dengan eigenvalue dan 
eigenvector dari matriks Companion. Proses perhitungan akan digunakan Program 
Scilab. 
 
1.2. Rumusan masalah 
Eigenvalue dan eigenvector dari matriks polinomial dalam Aljabar Max-plus 
dengan menerapkan Teorema Perron Frobenius. Serta kondisi atau syarat yang 




Tujuan dari penelitian ini adalah untuk mendapatkan eigenvalue dan 
eigenvector dari matriks polinomial dalam Aljabar Max-plus. Serta mendapatkan syarat 
suatu matriks polinomial dalam Aljabar max-plus mempunyai eigenvalue atau 
eigenvector yang tunggal. 
 
1.4.Manfaat 
Adapun manfaat dari penelitian ini adalah menambah kajian mengenai 
eigenvalue dan eigenvector dari matriks polinomial dalam Aljabar Max-plus. 
2. ALJABAR MAX-PLUS 
Didefinisikan ∞−=defε  dan 0def=e . Himpunan Rmaks adalah himpunan R { }ε∪ , 
dimana R adalah himpunan bilangan riil.  
Definisi 2.1 Struktur aljabar Rmaks (Bacelli dkk., 1992) 
Simbol Rmaks menyatakan himpunan R { }∞−∪  dengan dua operasi biner yaitu maksimum 
yang dinotasikan ⊕  dan penjumlahan yang dinotasikan ⊗ .   
Untuk setiap a, b ∈ Rmaks, didefinisikan operasi ⊕  dan ⊗  adalah 
( )baba ,maksdef=⊕  dan baba +⊗ =def . Himpunan Rmaks dengan operasi ⊕  dan ⊗  disebut 
Aljabar Max-Plus dan dinyatakan dengan R = (Rmaks, ⊕ , ⊗ , ε , e). 





Sedangkan operasi pangkat dalam Aljabar Max-plus untuk setiap x ∈ Rmaks 





⊗⊗⊗=⊗ , untuk semua n ∈ N dengan n ≠ 0, dan untuk n = 0 
didefinisikan 00 ==⊗ ex def . Sehingga nx⊗ , untuk setiap n ∈ N, dalam aljabar biasa dapat 
ditulis xnxxxx
kalin
n ×=+++=⊗ 4434421 K . 
2.1 Vektor dan Matriks dalam Aljabar Max-Plus 




. Untuk n 
∈ N dengan n ≠ 0, didefinisikan { }nn K,2,1def= . Elemen dari matriks  A ∈ R mn s×mak  pada baris 




























  Operasi penjumlahan matriks A, B ∈ R mn s×mak , dinotasikan dengan A ⊕  B, 
didefinisikan [ ] ( )ijijijijij babaBA ,maks=⊕=⊕ , dimana ni∈  dan mj∈ . 
  Adapun operasi perkalian A ∈ R mn s×mak  dengan skalar α ∈ R mn s×mak , didefinisikan oleh 
[ ] ijij aAA ⊗=⊗=⊗ ααα , dengan ni∈  dan mj∈ . 












, untuk ni∈  dan mj∈ . Sifat perkalian matriks ini adalah 
tidak komutatif, yaitu ABBA ⊗≠⊗ . 
  Elemen-elemen dari 1makmak ×= n sdefn s RR  disebut vektor. Elemen ke j dari sebuah vektor 
nx maksR∈  dinotasikan dengan xj atau ditulis [ ] jx . Vektor di nmaksR  dengan semua 
elemennya sama dengan e disebut vektor unit dan dinotasikan dengan u, atau ditulis 
[ ] ej =u  untuk nj∈ . Untuk sebarang α ∈ nmaksR  perkalian α ⊗ u menghasilkan sebuah 
vektor dengan semua elemennya sama dengan α.  
2.2 Graph Berarah dalam Aljabar Max-Plus 





Graph berarah G adalah sebuah pasangan (V, E) dimana V adalah himpunan 
berhingga dari node atau verteks dan E adalah himpunan pasangan berurutan dari node 
yang disebut arc atau edge. Yang dimaksud dengan berurutan bahwa arc (i, j) tidak 
sama dengan arc (j, i). Jika (i, j) ∈ E, berarti  G memuat arc dari i ke j sehingga disebut 
incoming arc j dan outgoing arc i.    
Misalkan (i, j) ∈ E tetapi (j, i) ∉ E berarti bahwa ada arc dari i ke j tetapi tidak 
ada arc dari j ke i, hal ini menunjukkan arah dari graph sehingga disebut graph berarah 
atau digraph. Graph berarah disebut mempunyai bobot jika setiap arc (i, j) ∈ E 
mempunyai sebuah bobot w(i, j) ∈ R.         
Jika sebarang matriks A berukuran n × n dalam Rmaks dapat di ubah menjadi 
sebuah graph yang saling berhubungan, maka graph tersebut dinamakan 
Communication Graph dari matriks A yang dinotasikan dengan G(A). Himpunan node-
node dari sebuah graph dari matriks A dinotasikan dengan V(A) = n  dan sebuah 
pasangan (i, j) ∈ n  × n  adalah sebuah arc dari graph jika ε≠jia . Himpunan arc-arc dari 
sebuah graph dari matriks A dinotasikan E (A). 
Untuk sebarang dua node i, j, sebuah barisan arc p = ((ik, jk) ∈ E : mk ∈  sehingga 
i = i1, jk = ik+1 untuk k < m dan jm = j disebut sebuah path dari i ke j. Path yang terdiri 
dari node i = i1, i2, .... im = j dikatakan mempunyai panjang m, yang dinotasikan mp l = . 
Selanjutnya, jika i = j, maka path seperti ini disebut sebuah circuit.  
Definisi 2.2 Precedence Graph (Bacelli dkk., 1992) 
Precedence graph dari matriks bujur sangkar A dengan elemennya aij adalah sebuah 
digraph berbobot dengan node n dan sebuah arc (j, i) jika ε≠ija , dimana bobot pada arc 
ini adalah nilai dari aij. Precedence graph dinotasikan G(A).   
Dari definisi di atas, untuk sebuah arc (i, j) di G(A) mempunyai bobot aji dan 
bobot dari sebuah path di G(A) adalah jumlahan dari bobot-bobot semua arc yang 
membangun graph tersebut. Bobot dari sebuah path dinyatakan dengan 
w
p . Sehingga 









p . Notasi ini juga berlaku untuk bobot rata-
rata sebuah circuit atau circuit mean. 
Lemma 2.3 (Heidergott dkk., 2006) 
Misalkan A ∈ R mn s×mak  adalah sebarang circuit di G(A) mempunyai bobot rata-rata circuit 








RK   
Sebuah graph disebut terhubung (connected) jika untuk semua pasangan node i dan j 
ada arc yang menghubungkan i dan j. Graph disebut strongly connected jika untuk 
sebarang node i dan j ada sebuah path dari i ke j. Sebuah matriks A ∈ R mn s×mak  disebut 
irreducible jika graph G(A) adalah strongly connected. Jika sebuah matriks tidak 
irreducible, maka matriks tersebut disebut reducible. 
EIGENVALUE DAN EIGENVECTOR DALAM ALJABAR MAX-PLUS 
Definisi 3.1. (Heidergott dkk., 2006) 
Misalkan A ∈ R mn s×mak  adalah matriks bujur sangkar. Jika λ adalah sebuah skalar dan          
v ∈ R n smak  adalah sebuah vektor yang memuat minimal satu elemen yang berhingga 
sehingga memenuhi vvA ⊗=⊗ λ , maka λ disebut eigenvalue dari matriks A dan v adalah 
eigenvector dari matriks A yang bersesuaian dengan eigenvalue λ.    
  Dari definisi di atas, sebuah eigenvalue bisa bernilai ε . Sedangkan untuk sebuah 
eigenvector bisa mempunyai elemen-elemen yang nilainya sama dengan ε  asalkan 
masih memiliki elemen yang berhingga minimal satu.  
Lemma 3.2 (Heidergott dkk., 2006) 
Misalkan A ∈ R mn s×mak  mempunyai eigenvalue λ yang berhingga. maka ada sebuah circuit  




p=λ .  










p=λ . Critical graph A dinotasikan dengan GC(A) yaitu graph yang 
terdiri dari semua node dan arc yang menjadi anggota critical circuit di G(A). Semua 
node yang menjadi anggota GC(A) disebut critical node. Sedangkan subpath dari 
critical circuit disebut critical path. 
Lemma 3.3 (Heidergott dkk., 2006) 
Misalkan G(A) memuat minimal satu circuit, maka sebarang circuit di GC(A) adalah 
critical.  
  Misalkan eigenvalue λ adalah bilangan riil yang berhingga, diberikan matriks λA  
dengan anggotanya adalah [ ] λλ −= ijij aA . Matriks λA  kadang-kadang mengarah pada 
matriks normalisasi. Sehingga bobot rata-rata maksimum di G(Aλ) adalah nol sehingga 
muncul adanya matriks +λA .  
Lemma 3.4 (Heidergott dkk., 2006) 
Jika graph G(A) dari matriks A ∈ R mn s×mak  mempunyai maksimal bobot rata-rata circuit λ 
yang berhingga, maka skalar λ adalah sebuah eigenvalue dari matriks A dan kolom 
[ ] jA .*λ  adalah sebuah eigenvector dari matriks A yang bersesuaian dengan λ untuk 
sebarang node j di GC(A).  
Teorema 3.5 (Heidergott dkk., 2006) 
Sebarang matriks irreducible A ∈ R mn s×mak  mempunyai satu dan hanya satu eigenvalue λ. 
Eigenvalue λ ini adalah bilangan riil berhingga dan nilainya sama dengan bobot rata-







=λ .  
Untuk perhitungan eigenvalue dan eigenvector berikutnya digunakan Power 
Algorithm oleh Subiono (2000). Program yang digunakan adalah Scilab dengan Max-
plus Algebra Toolbox oleh Subiono (2007). 
 





3. EIGENVALUE DAN EIGENVECTOR MATRIKS POLINOMIAL 
DALAM ALJABAR MAX-PLUS 
 
Seperti dalam Aljabar biasa, Matriks polinomial dalam Aljabar Max-Plus 
didefinisikan sebagai berikut: 
 
ܲሺߣሻ ൌ ܣ଴ ْ ߣܣଵ ْ … ْ ߣ௠ିଵܣ௠ିଵ, 
dimana  ܣ଴, ܣଵ, … , ܣ௠ିଵ ∈ R mn s×mak . Matriks polinomial ܲሺߣሻ dikatakan sebagai matriks 
polinomial dengan derajat m – 1. 
Penerapan teorema Perron Frobenius seperti halnya pada Aljabar biasa, yaitu 
eigenvalue dan eigenvector didefinisikan: 
 
(i) Eigenvalue ߢ ൒ 0 dikatakan sebagai eigenvalue max-plus kanan dari matriks 
polinomial ܲሺߣሻ yang bersesuaian dengan eigenvector max-plus kanan ߭ ൒ 0 jika 
memenuhi persamaan ܲሺߢሻ۪ߥ ൌ ߢ௠. ߭.  
Maka ሺߢ, ߥሻ adalah pasangan eigen max-plus kanan dari matriks polinomial ܲሺߣሻ. 
 
(ii) Eigenvalue ߬ ൒ 0  dikatakan sebagai eigenvalue max-plus kiri dari matriks 
polinomial ܲሺߣሻ yang bersesuaian dengan eigenvector max-plus kiri ݓ ൒ 0 jika 
memenuhi persamaan ܲሺ߬ሻ۪ݓ ൌ ߬௠. ݓ. Maka ሺ߬, ݓሻ adalah pasangan eigen max-
plus kiri dari matriks polinomial ܲሺߣሻ. 


























 Hubungan antara matriks polinomial dan matriks Companion, lebih lanjut 
dijelaskan dalam proposisi berikut ini. 
 






Suatu matriks polinomial ܲሺߣሻ  yang bersesuaian dengan matriks Companion. Maka 
ሺߢ, ߥሻ א Թ௠௔௞௦ ൈ Թ௠௔௞௦
௡   adalah pasangan eigen max-plus kanan dari matriks 
polinomial ܲሺߣሻ jika dan hanya jika ሺߢ, ̂ߥሻ א Թ௠௔௞௦ ൈ Թ௠௔௞௦௠௡  adalah pasangan eigen 







Sedangkan ሺ߬, ݓሻ א Թ௠௔௞௦ ൈ Թ௠௔௞௦௡  adalah pasangan eigen max-plus kiri dari matriks 
polinomial ܲሺߣሻ jika dan hanya jika ሺ߬, ݓෝሻ א Թ௠௔௞௦ ൈ Թ௠௔௞௦௠௡  adalah pasangan eigen 
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 Dibawah ini menjelaskan mengenai eigenvalue dari matriks Companion yang 
irreducible. 
Teorema 4.2 
Diberikan suatu matriks polinomial ܲሺߣሻ  yang bersesuaian dengan matriks Companion. 
Anggap bahwa ܥ௣ adalah irreducible. Maka ߤ൫ܥ௣൯ adalah bobot rata-rata maksimum 
secara geometri dari ܿ݅ݎܿݑ݅ݐ matriks Companion ܥ௣. Nilai ߤ൫ܥ௣൯ merupakan satu-
satunya eigenvalue max-plus dari matriks polinomial ܲሺߣሻ. Dalam bentuk ߤ ؔ ߤ൫ܥ௣൯ 
ada vektor positif ݒ, ݓ ൐ 0 di Թ௠௔௞௦௡  sehingga ܲሺߤሻ ٔ ݒ ൌ ߤ௠ݒ dan ݓ் ٔ ܲሺߤሻ ൌ
ߤ௠ݓ். 
 Dari Teorema 4.2 di atas, didapatkan bahwa jika matriks Companion dari suatu 
matriks polinomial ternyata adalah irreducible, maka matriks polinomial akan 
mempunyai eigenvalue yang tunggal. 





 Sedangkan Matriks polinomial yang mempunyai eigenvector kiri dan kanan 
yang tunggal, dijelaskan dalam teorema sebagai berikut: 
Teorema 4.3 
Diberikan matriks polinomial ܲሺߣሻ yang bersesuaian dengan matriks Companion. Jika 
notasi ܥ௣஼ menyatakan critical matrix dari ܲሺߣሻ, maka matriks polinomial ܲሺߣሻ 
mempunyai eigenvector kiri dan kanan yang tunggal dalam bentuk skalar beserta 
kelipatannya, jika dan hanya jika graf dari ܥ௣஼ adalah strongly connected. 
 Berdasarkan Teorema 4.3 di atas, suatu matriks polinomial akan mempunyai 
eigenvector kiri dan kanan yang tunggal dengan syarat bahwa graf yang terbentuk dari 
critical matrix Companion adalah strongly connected. Nilai eigenvector dari matriks 
polinomial ini juga berlaku untuk kelipatannya. 
 
4. Kesimpulan dan Saran 
Adapun kesimpulan dan saran dari penelitian yang telah dilakukan adalah 
sebagai berikut: 
4.1.Kesimpulan 
Penerapan Teorema Perron Frobenius pada Aljabar Max-Plus sebagaimana 
halnya pada Aljabar biasa, didapatkan bahwa dalam matriks polinomial dalam Aljabar 
Max-Plus mempunyai eigenvalue kanan max-plus yang bersesuaian dengan eigenvector 
kanan max-plus. Begitu pula dengan eigenvalue kiri max-plus yang bersesuaian dengan 
eigenvector kiri max-plus. 
Matriks polinomial dalam Aljabar Max-plus akan mempunyai eigenvalue yang 
tunggal jika matriks Companionnya adalah irreducible. Sedangkan matriks polinomial 
dalam Aljabar Max-plus akan mempunyai eigenvector kiri dan kanan yang tunggal serta 
kelipatannya jika graf yang dibentuk dari critical matriks Companionnya adalah 
strongly connected. 
4.2.  Saran 
Penelitian mengenai eigenvalue dan eigenvector dalam Aljabar Max-plus 
diperlukan kajian yang lebih lanjut. Baik itu untuk matriks polinomial itu sendiri dengan 
menggunakan metode yang berbeda ataupun dari bentuk-bentuk matriks yang lainnya. 
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