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ESTIMATION ET SPÉCIFICATION 
Ces quelques pages se veulent le début d'une tradition. Le directeur 
de cette revue a suggéré, à la dernière réunion de la Société Canadienne 
de Science Economique, que le président de la Société soit invité, chaque 
année, à y publier le texte de son allocution présidentielle. 
C'est donc avec l'intention d'inaugurer cette tradition que, en tant 
que président pour l'année 1977-78, je me suis engagé à rédiger ces 
quelques lignes. Cependant, vous ne retrouverez pas ici le texte de l'allo-
cution que j'ai prononcée à la réunion de mai dernier, car j'avais alors, 
en raison d'une situation qui me paraissait alarmante, parlé des problè-
mes d'organisation de la Société plutôt que de discuter de questions 
d'économique, comme le veut l'usage. J'esquisserai donc ici la trame de 
ce qu'aurait pu être mon allocution, si j'avais choisi de vous faire part 
de mes réflexions sur le domaine de la science économique avec lequel 
je suis le plus familier, à savoir 1'econometric 
Tout le monde connaît l'histoire absurde de l'ivrogne qui a perdu une 
pièce de monnaie dans un coin sombre mais qui la cherche sous le 
réverbère, parce qu'il y fait plus clair... Je me demande parfois si l'écono-
mètre n'a pas tendance à agir comme cet ivrogne... Les manuels d'éco-
nométrie discutent longuement de la meilleure façon d'estimer les para-
mètres de modèles dont la spécification est connue. Mais le vrai problème 
en économique est le plus souvent d'arriver à spécifier le bon modèle. 
Autrement on risque de bien estimer, dans toute les règles de l'art, ... 
les mauvais paramètres ! 
Pour parler de façon moins sibylline, il est bien connu que lorsque 
l'on essaie, dans une étude empirique, d'estimer par exemple une équa-
tion d'offre ou de demande d'un bien, il faut parfois s'y prendre à dix 
ou vingt fois avant d'arriver à trouver une forme fonctionnelle qui nous 
convienne, avec des valeurs de paramètres qui nous paraissent raison-
nables. En conséquence, quand l'économiste bâtît un modèle écono-
métrique pour une région ou un pays, il faut bien admettre que la spéci-
fication du modèle qui est en définitive retenue, est un compromis entre 
l'idée que l'analyste se fait, a priori, de la structure de l'économie et 
l'évidence fournie par les données. Chaque équation, en pratique, est 
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travaillée jusqu'à ce que sa facture satisfasse à la fois les anticipations 
du chercheur et certains critères minimums d'ajustement statistique. Dans 
l'état de nos connaissances actuelles, il est très sain qu'il en soit ainsi ! 
Vouloir agir autrement et se fier aux tests statistiques mènerait à des 
résultats souvent déraisonnables. Par ailleurs, il ne faut pas, à la fin d'un 
tel processus de recherche, prendre trop à la lettre les mesures des niveaux 
de confiance des tests statistiques ou des intervalles de confiance. Dans le 
cas le plus favorable, c'est-à-dire en supposant que le modèle soit finale-
ment spécifié de façon adéquate, le véritable intervalle de confiance à 
95% est peut-être nettement plus grand que celui qui correspond à la 
valeur critique indiquée dans les tables statistiques, car celles-ci ont été 
calculées en supposant que l'on n'a pas eu à « triturer » l'équation avant 
d'arriver à la forme finale. On peut d'ailleure se demander pourquoi on 
doit s'intéresser aux intervalles à 95% ou 99%. Je crois, avec Raiffa 
et Schlaiffer (1965), que l'on a traditionnellement attribué à ces niveaux 
de confiance un pouvoir décisionnel magique dont l'influence supersti-
tieuse s'apparente à celle du nombre 13 ! 
En raison, justement, de l'insuffisance de la théorie des tests statis-
tiques (Kiefer et al., 1977), l'économètre introduit en général dans ses 
analyses une bonne dose de connaissances a priori, de « jugement », qui 
conditionne étroitement l'interprétation des résultats. D'après Tukey, 
ce serait d'ailleurs un des bienfaits de l'analyse bayesienne, que d'avoir 
systématisé et dissimulé sous un appareillage plus formel ce que les 
(bons) statisticiens font depuis toujours. (Dans un autre contexte, Lind-
ley dit d'ailleurs, en parlant des statisticiens non bayesiens : « Most of 
modern statistics is perfectly sound in practice ; it is done for the wrong 
reason» [Lindley (1965), p. 12]). 
Mais, à mon avis, l'approche de la statistique bayesienne ne va pas 
elle-même assez loin quand elle se confine au problème d'inférence 
statistique, en supposant au départ que la spécification du modèle soit 
correcte. Ce qu'il faudra arriver à faire, que ce soit dans le cadre de 
l'approche bayesienne ou de l'approche plus classique de la théorie de 
l'échantillonnage, c'est de développer des techniques qui nous permet-
tront de combiner, de façon explicite et systématique, nos connaissances 
a priori sur les structures économiques et les relations qui existent entre 
les variables avec l'information contenue dans l'échantillon. On fait 
actuellement des efforts importants, tant en statistique bayesienne qu'en 
théorie de l'échantillonnage pour développer des techniques de choix 
entre modèles de régression1, mais les techniques proposées jusqu'ici me 
1. Voir entre autres, Box et Cox (1964), Gaver et Geisel (1974), Learner (1978), 
Quandt (1974), Pesaran (1974) et Zellner (1971). Une bibliographie complète sur ce 
sujet couvrirait plus d'une page ! 
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semblent d'une portée trop limitée pour répondre au problème général 
qui nous occupe ici. 
Doit-on conclure, comme ce journaliste du Wall Street Journal cité 
par Miernick [dans Gossling (1975), p. V], que la science économique a, 
dans son état actuel, atteint le même stade de développement que la cos-
mologie à la fin du XIIIe siècle ? Ou encore, si l'on considère avec le 
D* Lewis Thomas, président du Memorial Sloan-Kettering Cancer Center 
[dans A.E.I.P.P.R. (1978), p. 8], que la médecine moderne n'a com-
mencé à exister que vers les années 1936-37 avec la découverte de la 
sulfonilamide, doit-on comparer la science économique ou les techniques 
économétriques actuelles à la médecine d'avant 1935 ? 
Il faut admettre que les « lois » de la science économique n'ont pas 
la précision des « lois » de la physique qui, en général, ne se bornent pas 
à dire quelles variables s'interinfluencent mais spécifient la forme de la 
relation fonctionnelle. Etant donné l'objet de la science économique, je 
doute d'ailleurs que celle-ci ne puisse jamais en arriver à une telle 
précision. Il faudra plutôt, semble-t-il, compter sur l'économétrie pour 
arriver à développer des techniques systématiques de choix de formes 
fonctionnelles. Les formes finales des modèles économétriques n'en reflé-
teront peut-être pas moins les a priori des chercheurs, mais cela devra se 
faire de façon plus explicite et plus systématique ; et l'inférence statis-
tique qui en émanera correspondra plus fidèlement à la véritable nature 
du processus de recherche utilisé. 
Faut-il en conclure que l'économétrie en est encore à l'âge de l'obscu-
rantisme ? Peut-être vaut-il mieux prendre une attitude plus optimiste et 
se rappeler qu'au royaume des aveugles les borgnes sont rois. Il faut 
surtout continuer à travailler et à s'interroger pour que la lumière se 
fasse progressivement... 
Marcel G. DAGENAIS, 
Université de Montréal. 
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