Structural health monitoring (SHM) can be defined as a statistical pattern recognition problem which necessitates establishing a decision boundary for damage identification. In general, data points associated with damage manifest themselves near the tail of a baseline data distribution, which is obtained from a healthy state of a structure. Because damage diagnosis is concerned with outliers potentially associated with damage, improper modeling of the tail distribution may impair the performance of SHM by misclassifying a condition state of the structure. This paper attempts to address the issue of establishing a decision boundary based on extreme value statistics (EVS) so that the extreme values associated with the tail distribution can be properly modeled. The generalized extreme value distribution (GEV) is adopted to model the extreme values. A theoretical framework and a parameter estimation technique are developed to automatically estimate model parameters of the GEV. The validity of the proposed method is demonstrated through numerically simulated data, previously published real sample data sets, and experimental data obtained from the damage detection study in a composite plate.
Introduction
The first and most important objective of any damage identification algorithm is to ascertain with confidence if damage is present [1] . Considering most real world applications of damage detection, this decision must be accomplished in an unsupervised learning mode. Here, the term 'unsupervised learning' [2] indicates that data from a damaged state are unavailable to aid in the damage detection process. The objective of unsupervised damage detection is to characterize a statistical model of the features extracted from the normal condition of a structure and to establish a decision boundary based on the statistical model. Because the features associated with damage are outliers deviating from the normal condition and manifest themselves near the tail of the feature distribution [3] , the outliers can be identified by outlier or novelty detection analyses.
The major problem with modeling the undamaged condition of a system is that the functional form of the parent distribution representing the undamaged condition is unknown. In some cases, only extreme values of events may be recorded due to sensor or storage limitations. For example, seismic stations are primarily interested in recording strong ground motions, which have magnitudes beyond a certain strength so that they affect people and their environment [4] . Therefore, modeling the data as a parent distribution could produce erroneous results. Currently, a choice between an infinite number of distributions is made by a knowledgeable operator to model the undamaged condition of the system statistically. Then the parameters of the selected distribution are estimated, based on a given sample data set. The choice of a distribution and parameters will constrain the behavior of the tails to the prescribed distribution, and the decision boundary based on the wrongfully selected distribution may result in increased numbers of false alarms [3] .
In fact, there is a large body of statistical theory that is explicitly concerned with modeling the tails of distributions, and these statistical procedures can be applied to damage detection problems. The relevant field is referred to as extreme value statistics (EVS) [5] , a branch of order statistics. EVS has been used widely in engineering problems in fields like meteorology, hydrology, ocean engineering, pollution studies, strength of materials and so on. However, applications of EVS to structural health monitoring have been limited. Recently, Sohn et al. [3] and Worden et al. [6] demonstrated establishment of the statistical model for structural health monitoring based on EVS. In their works, three extreme value distributions including Weibull, Gumbel, and Frechet distributions [7] are employed to estimate the distributions of extreme values and the associated parameters. Unlike the conventional methods, Worden et al. solved a nonlinear optimization problem to estimate the parameters of a given extreme value distribution automatically [6] . However, their work still requires predetermination of the domain of attraction, and there is no guarantee that the predefined domain of attraction is optimal for given sample data. Here, the domain of attraction indicates one of three extreme value distributions where the tail distribution of given sample data should converge asymptotically as the sample number increases [5] .
The uniqueness of this paper lies in developing a methodology that automatically identifies the domain of attraction and the associated model parameters for given data. To this end, the generalized extreme value distribution (GEV) [8] , which combines three aforementioned extreme value distributions into a single unified one, is introduced. Once the GEV associated with the given sample data is estimated, a decision boundary for damage identification can readily be established for any given confidence level.
The layout of this paper is as follows. Section 2 first introduces three types of extreme value distributions, including Gumbel, Weibull, and Frechet distributions, and presents the GEV. Section 3 describes parameter estimation for the GEV. Sequential quadratic programming (SQP) is introduced as a nonlinear optimizer with multiple constraints imposed on the model parameters of the GEV. Differential evolution is also described for the purpose of comparing SQP results. Section 4 demonstrates the validity of the proposed method by using analytical parent distributions, previously published sample data, and experimental data obtained from a delamination detection study in a composite plate. Conclusions are drawn in Section 5.
Extreme value statistics
2.1. Three types of extreme value distributions -Frechet, Weibull, and Gumbel distributions
The Gaussian distribution occupies its central place in statistics for a number of reasons; not least is the central limit theorem [9] . The central limit theorem states that, if {X 1 , X 2 , . . . , X n } is a set of random variables with i.i.d., the sum variable X Σ = X 1 + X 2 + K + X n will have a Gaussian distribution as n → ∞. Although this theory is arguably the most important limiting theorem in statistics, it is not the only one. If the problem at hand is concerned with the tails of distributions, there is another theorem that is more appropriate.
Suppose that one is given a vector of samples {X 1 , X 2 , K , X n } from an arbitrary parent distribution. The most relevant statistic for studying the tails of the parent distribution is the maximum operator, max({X 1 , X 2 , K , X n }), which selects the component of maximum value from the sample vector. Note that this statistic is relevant for the right tail of a univariate distribution only. For the left tail, the minimum should be used. The pivotal theorem of EVS states that, in the limit as the number of vector samples tends to infinity, the induced distribution on the maxima of the samples can only take one of three forms: Gumbel, Weibull, or Frechet [7] :
GUMBEL :
In a similar fashion, there are only three types of distributions for the minima of the samples:
where λ, δ, and β represent the location, scale, and shape parameters of each extreme value distribution, respectively. F and F denote each extreme value distribution for maxima and minima, respectively, while the subscripts F, W, and G denote Frechet, Weibull, and Gumbel distributions, respectively.
Generalized extreme value distribution (GEV)
Jenkinson [8] shows that the previous three extreme value distributions in Eqs. (1)- (3) can be unified into a single GEV for maxima (similarly, Eqs. (4)-(6) can be combined into another GEV for minima):
MAXIMA :
MINIMA :
where φ and φ denote the GEVs for maxima and minima, respectively, while µ, σ , and γ denote the location, scale, and shape parameters of the GEV, respectively.
The GEV for maxima is related to the Frechet, Weibull, and Gumbel distributions for maxima via the following equations:
In a similar fashion, the GEV for minima is also related to the Frechet, Weibull, and Gumbel distributions for minima as follows:
Note that the Gumbel distributions for maxima and minima are limiting cases when the shape parameters of the GEVs for maxima and minima approach 0, i.e. γ → 0.
When the samples of maximum or minimum data are given, the best-fit GEV and the associated model parameters can be identified through a parameter estimation technique described in the following section. In particular, the most appropriate domain of attraction among the Gumbel, Weibull, and Frechet distributions can be identified on the basis of the estimated shape parameter γ according to Eqs. (9)- (14) . Once the parametric model is obtained, an effective threshold for a novelty or outlier analysis [10] can be estimated based on the appropriate statistics of the data as opposed to statistics based on an unwarranted assumption of a Gaussian distribution [11] .
Parameter estimation of the generalized extreme value distribution
A least squares method using the generalized weighted least squares is employed to estimate the extreme value distribution [5, 11] :
where φ, p, x, θ, W, and R represent a cumulative density function vector calculated from one of Eqs. (7) and (8), an empirical cumulative density function vector, a probability position vector, a model parameter vector of φ, a weighting matrix, and a constraint vector with respect to θ, respectively. For example, the model parameter vector θ consists of µ, σ , and γ in Eqs. (7) and (8) . Regarding the constraint vector R, linear and nonlinear constraints are imposed on the model parameters to ensure that the model parameters stay in a feasible domain defined in Eqs. (7) and (8).
Because our concern is to estimate one side of the tail distributions accurately, the weighting matrix is employed to weigh either maximum or minimum values of the distribution otherwise mentioned [5] :
: for minima (16) where p m denotes the mth component of the empirical cumulative probability vector p in Eq. (15) . Eq. (15) is a nonlinear optimization problem subject to multiple constraints. In this study, SQP [12] is used to solve the optimization problem iteratively until a converged solution is obtained. For the purpose of comparison, differential evolution (DE) [13] is also used to solve Eq. (15) . While DE searches an optimal solution through random mutation, SQP does it using the gradient and the Hessian information. Therefore SQP is more computationally efficient than DE, although DE is known to be more robust and effective in avoiding local minima. SQP and DE are described in the following subsections.
Sequential quadratic programming (SQP)
SQP is a powerful optimization method solving a constrained nonlinear optimization problem if the gradient and the Hessian of the object function are available. In SQP, the optimal model parameters are obtained through iterative procedures in which the trial solutions of model parameters are successively updated by using a solution increment at each iteration step. The solution increment at each iteration is calculated using the quadratic sub-problem, which will be described in Eq. (18) . The trial solution for the first iteration is estimated on the basis of the method of moments [5] . The gradient and the Hessian of the quadratic sub-problem for the next iteration are updated as well. The iteration process terminates when the solution increment becomes smaller than an acceptable tolerance and the trial solution converges to an optimal solution.
Note that the constraint conditions in Eq. (15) include nonlinear constraints with respect to the model parameters as shown in Eqs. (7) and (8) . At each iteration step of SQP, the trial solution should stay within a feasible solution domain satisfying the given "nonlinear" constraint conditions. In general, a technique called return mapping of the trial solution is employed to treat the nonlinear constraints [12] : when the trial solution escapes from the nonlinear constraints, the return mapping projects the trial solution back to the closest surface of the feasible solution domain so that the projected trial solution could satisfy the nonlinear constraints. However, it is technically easier to impose linear constraints on the trail solution without return mapping, rather than to strictly impose nonlinear constraints. Therefore, the nonlinear constraints in Eq. (15) are converted into linear constraints to simplify the optimization problem:
For the GEV maxima
For the GEV minima (17) where, θ 1 , θ 2 , and θ 3 are the components of the model parameter vector θ, respectively. Note that the object function in Eq. (15) can be represented explicitly with respect to the definition in Eq. (17) . By using Eqs. (15) and (17), the following quadratic subproblem can be defined to solve Eq. (15) iteratively [12] :
where ξ , H i , g i , A i , and c i are an unknown solution increment vector for θ, a Hessian matrix, a gradient vector, a linear constraint matrix, and a constraint vector for the ith iteration, respectively. It should be noted that, when the Hessian matrix in Eq. (18) is not positive definite, SQP may suffer from numerical instabilities such as slow convergence and divergence. To avoid this difficulty, Gauss-Newton Hessian, which is guaranteed to be semi-positive definite, is employed to approximate the Hessian matrix in Eq. (18):
where φ i and ∇ θ φ i are the calculated cumulative density function and the first derivative of φ with respect to θ at the ith iteration. If the solution increment vector ξ violates any of the inequality constraints in Eq. (18) , the active set strategy [14] is triggered to impose the inequality constraints on ξ and Eq. (18) is solved iteratively until the trial solution satisfies the inequality constraints. The solution procedure for the quadratic sub-problem with the active set strategy can be found in [12] . A one dimensional line search method is also incorporated into SQP to further enhance both stability and convergence of nonlinear optimization. The trial solution for the next iteration can be obtained as:
where s denotes the step length minimizing the original error function in Eq. (15) and ranges from 0 to 1.
The procedures from Eq. (18) to Eq. (20) are repeated until the trial solution satisfies the following convergence criterion:
where · and ε denote a Euclidian norm and the prescribed tolerance, respectively. In this study, the tolerance ε is specified to be 10 −4 . SQP, described above, is a Newton-type solution scheme using both the Hessian and the gradient of the object function. Depending on the number and the initial estimate of the model parameters, SQP can outperform other nonlinear optimization schemes based on either the object function or the gradient in terms of accuracy and convergence. Because the number of model parameters is at most three and the initial estimate can be obtained readily from the method of moments [5] for the GEV, SQP can solve this constrained nonlinear optimization problem accurately in a few iterations. The overall performance of SQP will be presented in Section 4.
Differential evolution (DE)
The DE algorithm transforms a randomly generated initial population into an optimal solution through repeated cycles of mutation, crossover and selection. Fig. 1 shows the procedure of evolution between subsequent populations schematically. Each vector within the current population becomes a target vector in turn, and the procedure shown in Fig. 1 is repeated for each target vector. Each target vector has an associated cost value obtained from the object function defined in Eq. (15) . This target vector competes with a trial vector during the selection process in which a vector with the lowest cost value advances to the next generation. The generation process of trial vectors involves mutation and crossover operations known to make DE a robust algorithm against local minima. Mutation maintains diversity in the population, while crossover builds new parameter combinations from the existing vector parameters.
The mutation procedure used in this study employs vector differentials. Two vectors are randomly chosen from the current population to form a vector differential. A mutated vector is then obtained by multiplying this vector differential by a scaling factor and adding it to another randomly chosen vector. The overall expression for the mutated vector is given as follows: (7) and (8), the number of the current target vector, the current generation, the scaling factor, and the total number of populations, respectively.
The trial vector is a child of the target vector and the mutated vector, and is obtained via the crossover process. In this work the process of uniform crossover is used. Uniform crossover decides which of the two parent vectors contributes to each chromosome of the trial vector by a series of d −1 binomial experiments. Here, each chromosome of the trial vector corresponds to each component of the model parameter vector, and d denotes the size of the model parameter vector. Each experiment, whose outcome is either success or failure, is mediated by a crossover constant, CR, where 0 ≤ CR ≤ 1. If a random number is greater than CR, the trial vector gets its chromosome from the target vector, otherwise the chromosome comes from the mutated vector:
where θ g l,k and rand l represent the lth component of the trial vector of the current population and a random number generator associated with the lth component of the trial vector, respectively.
The population for the next generation is selected from the current population and the child population in a selection process. The child population consists of trial vectors as numerous as the target vectors of the current population. Thus, each trial vector in the child population is compared with its counterpart in the current population. Since the cost value is to be minimized, the vector with the lower cost value wins a place in the next generation's population. Because nonlinear constraints should be imposed on the model parameters to ensure feasibility of the solution, a modified selection criterion is adopted as follows [15] .
The evolving process through generations is repeated until the population becomes swamped by only a few low cost solutions, any of which would be suitable and feasible in terms of constraint conditions. The Ψ and CR values in Eqs. (22) and (23) have a critical effect on the solution convergence of DE. Past experience has shown that a value of 0.9 is advantageous for Ψ [6] . Although this is rather large, it allows more movement in the search space at the initial stages of the process and therefore enhances the resistance to local minima. The CR was chosen to be 0.9 here, which means that a chromosome is much more likely to come from the mutated vector. Because DE has a stochastic nature, 20 runs were made on each data set and the model parameter vector corresponding to the lowest cost value was recorded. In each case, a population of 30 individuals was used and the algorithm was allowed to run for a maximum of 100 generations.
Examples

Identification of the domains of attraction for known parent distributions
To demonstrate the validity of the proposed method, the method is applied to identify the domains of attraction for known parent distributions. As mentioned in Section 2.1, the maximum value x from a known parent distribution converges asymptotically to one of three domains of attractions (Gumbel, Weibull, and Frechet) as a sample size increases. In this study, Gaussian, uniform and Pareto distributions are used as the parent distributions, the maximum values of which converge asymptotically to the Gumbel, Weibull, and Frechet domains of attraction, respectively, as the sample size increases [5] .
The CDF of the maximum value x, H n (x), can be expressed as follows [5] :
where,
Ranging from 0 to 1, H n (x) is a continuous function with respect to x. Therefore, H n (x) should be discretized to provide the CDF vector and the associated probability position vector for parameter estimation in Eq. (15) . 100 equally spaced incremental values are specified in the range of 0 to 1 for discretization. Note that the weighting matrix of Eq. (15) is set to be an identity matrix so that all the discretized points of the CDF are equally weighed in this particular test example. Using the identity matrix as the weighting matrix, the asymptotic convergence can clearly be observed as the sample size n increases. Increasing the sample size n by 2 i (i = 1, 2, . . . , 7), the asymptotic convergence of the domain of attraction is demonstrated and the effects of sample size on convergence are presented. Table 1 presents the numerical stability and the global minimum searching capability of SQP used in the proposed method. Numerical stability is evaluated through the number of iterations needed for the convergence of Eq. (15) . In terms of the numerical stability of SQP, the number of iterations ranges only from 5 to 8 for all cases, as shown in Table 1 . The global minimum searching capability is demonstrated through the relative differences between the converged error functions of Eq. (15) from SQP and DE. The maximum relative difference for the converged error function is only 0.088%. Although the relative differences between the estimated model parameters from both methods are not presented here due to space limitations, note that the maximum difference in the estimated parameters is only 0.057%. Based on these observations, it can be inferred that both methods identify practically identical minima in all the cases examined.
In Fig. 2 , the estimated shape parameters from the proposed method are investigated for each parent distribution to identify the associated domain of attraction for maxima. The solid lines represent the shape parameters that are calculated analytically from the theoretical formula in [5] when the sample size becomes infinite. Specifically, the shape parameter is calculated to be zero in the case of the Gaussian distribution for maxima, indicating the Gumbel domain of attraction. On the other hand, the shape parameters for the uniform and Pareto distributions for maxima are calculated to be −1.0 and 1/3, indicating the Weibull and Frechet domains of attraction, respectively. As shown in Fig. 2 , the shape parameters estimated by the proposed method converge asymptotically to the analytically calculated shape parameters for all cases as the sample size increases. Note that the estimated shape parameter for the Gaussian distribution slowly converges to the calculated shape parameter, in contrast to those for the other parent distributions. This slow convergence occurs because numerical integration of the Gaussian probability density function (PDF) inevitably suffers from precision loss, especially near the tail of the PDF.
In Fig. 3 , the discretized version of H n (x) in Eq. (24) is compared to the GEV for maxima obtained from parameter estimation. As the sample size becomes large, the discretized H n (x)s associated with three parent distributions shift to the right side of the probability paper and converge to the associated domains of attraction for maxima. Accordingly, the fitness of the GEV for maxima to the discretized H n (x) also improves as the sample size increases. Note that H n (x) is identical to the parent CDF, F(x), when the sample size is 1, as shown in Fig. 3. 
Parameter estimation of the GEV using real sample data
Next, the proposed method is applied to the estimation of statistical distributions for real extreme value data, such as maximum wind velocity data, epicenter data, and fatigue data published in [5] . Unlike the numerical example of the previous section, note that the domain of attraction is not defined analytically in this example because neither the actual parent distribution nor the exact sample size n in Eq. (24) is known a priori for the real sample data. Therefore, the appropriate domain of attraction for each sample data is determined a posteriori on the basis of the estimated shape parameters from the proposed method.
Similarly to the previous numerical example, the numerical stability and the global minimum searching capability of SQP are investigated in Table 2 . Although the number of iterations slightly increases (ranging from 5 to 10) compared to that of the previous example, the maximum relative differences for the converged error function and for the estimated model parameters are only 0.0005% and 0.046%, respectively, as shown in Table 2 . This implies that both methods estimate practically identical minima in all the cases investigated. The parameter estimation results are summarized in Table 3 , presenting the estimated model parameters of the GEV and the associated residuals between the estimated GEV and the empirical CDF defined in Eq. (15) . Based on Eqs. (9)- (14), Table 4 shows the selected domain of attraction to which each sample data set converges and the model parameters of the selected domain of attraction converted from those of the GEV in Table 3 . It should be noted that, when the value of γ approaches zero, Weibull or Frechet distribution converges to Gumbel. For example, the domain of attraction for wave data has been classified as Gumbel rather than Weibull. In fact, λ and δ values of the Gumbel distribution are estimated to be 1.13E+01 and 5.56E+00, respectively, for the wind data, which are practically identical to those of the GEV for the wind data. Fig. 4 shows the empirical cumulative density functions and the estimated GEV for four representative cases of three domains attraction. Note that data points corresponding to the smallest values are best fitted among all data points, as shown in Fig. 4(b) . As our main concern is to properly model the tails of the distribution, a weighting matrix is employed in the objective function of Eq. (15) to put more emphasis on the extreme values (either larger or smaller values). Because of this weighting, the overall fitness of the estimated extreme value distribution can be somewhat compromised, as shown in Fig. 4(b) .
In Table 5 , the parameter estimation results are compared to those in [5] . Castillo's work represents the conventional methods, in which a domain of attraction is predefined before parameter estimation, and his work provides a good reference for comparing the domain of attraction determined by the proposed method. The same object function defined in Eq. (15) is used in Castillo's work. For consistent comparison, all numerical values are expressed using three significant digits. When the predefined domain of attraction used in Castillo's work was Gumbel, it turned out that the domain of attraction selected by the proposed method was not Gumbel, except for the wave data set. For these cases, the final residuals using the proposed method are smaller than those from Castillo's work. This implies that the GEV estimated by the proposed method can represent the tail part of extreme value data better than the conventional methods. The proposed method is more rigorous than the conventional parameter estimation methods that predetermine the domain of attraction, because the GEV used in the proposed method includes all possible domains of attraction and the most appropriate domain of attraction can be determined a posteriori.
Finally, the proposed method is shown to provide a numerically stable, accurate, efficient algorithm for estimating the model parameters and the associated GEV. It should be noted that the appropriate domain of attraction can be determined automatically on the basis of the estimated shape parameter. Thus, the proposed method does not require prior knowledge of the domain of attraction for parameter estimation, while other conventional methods do require such prior knowledge.
Application to damage detection in composite plate
The proposed method is applied to establish a decision boundary for detecting delamination in a composite plate by using time reversal Lamb waves and active sensing, as shown in Fig. 5(a) [11, 16] . According to the time reversal concept, an input signal can be reconstructed at an excitation point if an output signal recorded at the other point is re-emitted to the original excitation point after being reversed in a time domain [17, 18] . Damage causes wave distortions due to wave scattering during the time reversal process and breaks down the linear reciprocity of wave propagation [16] . Based on this observation, a damage index is defined as a function of the reconstructed signal's deviation from the original input waveform [16] :
where I (t) and V (t) denote the known input and reconstructed signals, and t 0 and t 1 represent the starting and ending time points of the baseline signal's first anti-symmetric mode. The value of DI becomes zero when the time reversibility of Lamb waves is preserved. The baseline damage indices shown in Fig. 5(b) are obtained from an intact composite plate and used to establish the decision boundary to identify wave paths crossing the delamination. Table 4 The domain of attraction (Frechet, Weibull, and Gumbel) and the associated model parameters converted from Through the proposed method using the GEV for maxima, the model parameters µ, σ , and γ of the GEV are estimated to be 3.32E−02, 3.79E−02, and −5.86E−02, respectively. Note that these estimated results are identical to those from DE. Since the shape parameter γ is estimated to be negative, the domain of attraction of the baseline damage indices is chosen to be Weibull for maxima according to Eq. (10). The empirical CDF of the baseline damage indices and the estimated GEV are displayed in Fig. 6(a) . In Fig. 6(b) , a decision boundary with a 99.9% significance level is calculated to be 0.248, based on Table 5 Comparison of the parameter estimation results of the GEV with those in [5] Sample data GEV results Castillo [ Table 4 . c Residuals between the empirical CDF of real data set and the GEV calculated by using model parameters in [5] /Domain of attraction in [5] . the estimated GEV. Delamination is seeded to the composite plate by shooting a steel projectile at it [16] , and the decision boundary is established using the damage indices obtained after the impact. Depicted with a solid box in Fig. 6(b) , all wave paths crossing the delamination area are successfully identified to be above the decision boundary.
Conclusions
Structural health monitoring cast in a statistical pattern recognition paradigm requires the construction of an appropriate statistical model and a decision boundary based on measured data. In general, measured data associated with damage manifest themselves near the tails of a distribution. Extreme value statistics (EVS) focus on modeling those extreme points near the tails without prior knowledge of the parent distributions. The extreme values can asymptotically follow one of only three possible extreme value distributions: Gumbel, Weibull, or Frechet. In this study, the generalized extreme value distribution (GEV) is employed to unify these three distributions, and the process of estimating the extreme value distribution is automated.
A parameter estimation technique based on sequential quadratic programming (SQP) is adopted to estimate the GEV and the associated model parameters automatically. The most appropriate domain of attraction for given sample data is determined on the basis of the estimated shape parameter of the GEV. In the first example, the validity of the proposed method is demonstrated through the identification of domains of attraction for known parent distributions.
In the second example, the proposed method is applied to real data reported previously. Because the proposed method determines the most appropriate domain of attraction a posteriori on the basis of the estimated shape parameter, it is shown to be more rigorous than the conventional methods that choose the domain of attraction a priori. In the third example, delamination seeded in a composite plate is successfully detected by using the decision boundary calculated from the estimated GEV.
This study attempted to develop a robust and fully automated process of establishing a decision boundary for on-line structural health monitoring. The proposed method will allow a structural health monitoring system to minimize misclassifications of damage effectively, without the user's subjective intervention.
