Abstract. We prove that for well-behaved small commutative rig categories (aka. symmetric bimoidal categories) R the algebraic K-theory space of the K-theory spectrum, HR, of R is equivalent to K 0 (π 0 R) × |BGL(R)| + where GL(R) is the monoidal category of weakly invertible matrices over R.
Introduction and main result
In telescopic complexity 0, 1 and ∞ there are cohomology theories that possess a geometric definition: de Rham cohomology of manifolds is given in terms of differential forms, cohomology classes in real and complex K-theory are classes of virtual vector bundles and complex cobordism has a geometric definition by birth. In order to understand phenomena of intermediate telescopic complexity it is desirable to have geometric interpretations for such cohomology theories as well.
In [BDR] it was conjectured that virtual 2-vector bundles provide a geometric interpretation of a cohomology theory of telescopic complexity 2, and so qualifies as a form of elliptic cohomology. More precisely, it was conjectured that the algebraic K-theory of a commutative rig category R was equivalent to the algebraic K-theory of the ring spectrum associated with R. The case of virtual 2-vector bundles arises when R is the category of finite dimensional complex vector spaces, with ⊕ and ⊗ C as sum and multiplication. This, together with the analysis of the K-theory of complex topological K-theory due to Ausoni and the fourth author, and the (now proven) Quillen-Lichtenbaum conjecture for the integers give the desired relation to elliptic cohomology.
In this paper we prove this conjecture. Let R be a commutative rig category (aka. symmetric bimonoidal category), i.e., a category with two operations ⊕ and ⊗ satisfying the axioms of a commutative rig (ring without negative elements) up to coherent natural isomorphisms, see definition 2.1 below for details. In analogy with Quillen's definition of the connected algebraic K-theory space K(A) = ΩB( n BGL n (A)) of a ring A, the algebraic K-theory
• For every object X ∈ R the translation functor X ⊕(−) is faithful, and if there exists a morphism from X ⊕ A to A, then X has to be the zero object. Then the algebraic K-theory space of R as a rig category,
(where (−π 0 R)π 0 R is the ring associated with the rig π 0 R by adjoining negative elements), is weakly equivalent to the algebraic K-theory of the strict ring spectrum associated to R, K(HR) = ΩB n BGL n (HR) ≃ K f 0 (π 0 HR) × BGL(HR) + .
The conditions 1 and 2 on R are not restrictive for the applications we have in mind, and are associated with the fact that we at certain points have chosen to work with variants of the Grayson-Quillen model for K-theory. Probably, the restrictions can be removed if one uses another technological platform, such as Jardine's model [Ja] or a suitably adapted version of Elmendorf and Mandell's model [EM] , that we describe in the appendix of this paper. A thorough discussion of such generalizations would lengthen the proofs, and so we refrain from exploring these questions further until good applications demand this level of generality.
Furthermore, the restriction to commutative rig-categories is not believed to be essential, but is convenient at some point in the proof of certain coherencies (compare the proof of Lemma 5.3).
Among those rig categories that satisfy the requirements of Theorem 1.1 are the following 'standard' ones that are usually considered in the context of K-theory constructions.
• If R is the category with objects the elements of a commutative ring with unit, R, and with identity morphisms then HR is the Eilenberg-Mac Lane spectrum HR.
• The sphere spectrum S is the algebraic K-theory spectrum of the small rig category of finite sets E. The objects of E are the finite sets n = {1, . . . , n} with n 0. Here the convention is that 0 is the empty set. Morphisms from n to m are only non-trivial for n = m and in this case they consist of the symmetric group on n letters. The algebraic K-theory of S is equivalent to Waldhausen's A-theory of a point A( * ) [W] , and so gives information about diffeomorphisms of high dimensional disks. Thus we obtain that A( * ) ≃ K(S) ≃ K(E) ≃ Z × |BGL(E)| + .
• For a commutative ring A we consider the following small rig category of finitely generated free modules, F (A). Objects of F (A) are the finitely generated free modules A n for n 0. The set of morphisms from A n to A m is empty unless m = n, and the morphisms from A n to itself are the A-module automorphisms of A n , i.e., GL n (A). Our result allows us to identify two-fold iterated algebraic K-theory of A with Z × |BGL(F (A))| + .
• The case that started the project is the rig category V of complex (Hermitian) vector spaces with objects n = {1, . . . , n} with n 0 and morphisms V(n, n) = U (n). This identifies K(H(V)) = K(ku) with Z× |BGL(V)| + , which was called the K-theory of the 2-category of complex 2-vector spaces in [BDR] . Christian Ausoni's calculations [A] show that K(ku p ) has telescopic complexity 2 for every prime 5, and thus qualifies as a form of elliptic cohomology.
• Replacing the complex numbers by the reals yields an identification of K(ko) with the K-theory of the 2-category of real 2-vector spaces.
• Considering other subgroups of GL n (C) or GL n (R) as morphisms on a category with objects n = {1, . . . , n} with n 0 gives a large variety of K-theory spectra that are in the range of our result. For a sampler on such species have a look at [M2, pp.161-167] . In the following we will sketch an outline of the proof of theorem 1.1. We want to replace R with a group-complete model (a commutative ring category). The standard approaches, for instance GraysonQuillen's (−R)R [G1] , yield models that are symmetric monoidal categories with respect to an additive structure, but with no apparent multiplicative structure [Th1] . We will use an iteration of the GraysonQuillen model to obtain a cubical model that leads to a group completion of R,R, which still carries a bipermutative structure. The construction ofR takes up sections 2.1 to 6.
This model comes with a natural transformation R →R of commutative rig categories which allows us to compare the bar construction BGL n (R) with BGL n (R) and prove they become equivalent in the limit as n goes to infinity. We do this by proving that the homotopy fibre B( * , GL(R), GL(R)) of the map from BGL(R) to BGL(R) is contractible. Here we only need the GL(R)-module structure of GL(R), which allows us to replaceR by a group completion that is easier to handle.
We compare weakly invertible matrices overR with those over HR and obtain that |GL n (R)| ≃ GL n (HR). With these ingredients at hand we will finally show that |BGL(R)| is equivalent to BGL(HR), which yields the comparison of K(R) with K(HR).
The structure of the paper is as follows: We discuss graded versions of bipermutative categories and their morphisms in section 2. In section 3 we identify an iterated version of the Grayson-Quillen model as a bipermutative category that is graded over the category I of finite sets and injective maps.
Thomason's homotopy colimit is defined in a non-unital setting. We extend this to the unital setting by constructing a derived version of it in section 4 and in section 5 we show that the homotopy colimit of a graded bipermutative category is almost a bipermutative category -it lacks a zero. Section 6 describes how the results that were gained so far combine to lead to a multiplicative group completion of symmetric bimonoidal categories.
We discuss (weakly) invertible matrices of a bipermutative category R, their group completions, and their module structures over GL n (R), in section 7. Section 8 recalls the definition of the bar construction of monoidal categories as in [BDR] and introduces a version with coefficients in a module category. We construct a contraction of this one-sided bar construction in the case relevant to our proof (section 9) and show in section 10 that weakly invertible matrices do not recognize the difference of a ring category, R, and its associated K-theory, HR. Finally, in section 11 we fit the pieces together and prove the main theorem. In the appendix we sketch an alternative construction of a multiplicative group completion device based on Segal's approach to K-theory.
The main subject of this paper is the proof of theorem 1.1. In contrast to K(HR) which is built in a two-stage process, the K-theory of the symmetric bimonoidal category R is built using both monoidal structures at once, so in this sense K(R) is a model that is easier to understand and handle than K(HR).
In the case of the symmetric bimonoidal category V of complex vector spaces [BDR] show that the equivalence of K(ku) and K(V) yields a geometric interpretation of K(ku) in terms of 2-vector bundles. We postpone a discussion of applications that exploit the main result, such as for instance the existence of λ-operations, to future work.
A piece of notation: if C is any small category, then the expression X ∈ C is short for 'X is an object of C' and likewise for morphisms and diagrams.
Bipermutative and rig categories
Let Perm be the category of permutative categories and lax symmetric monoidal functors. For the definition of permutative categories see for instance [EM, 3.1] or [M1, §4] ; compare also [ML, XI.1] . Since our permutative categories typically are going to be the underlying additive symmetric monoidal categories of categories with some further structure, we call the neutral element "zero" or simply 0.
We consider lax symmetric monoidal functors F between two permutative categories (M, ⊕, 0 M , τ M ) and (N , ⊕, 0 N , τ N ) in the sense of [ML, XI.2] , i.e., there are morphisms
for all objects a, a ′ ∈ M that are natural in a and a ′ and there is a morphism
and these structure maps fulfill coherence conditions which are spelled out in [ML, XI.2] ; in particular
commutes for all a, a ′ ∈ M. Since any symmetric monoidal category is naturally equivalent to a permutative category, we lose no generality by only considering permutative categories. Note that we consider the unital situation, unless explicitly stating otherwise.
Roughly speaking, a rig category R consists of a symmetric monoidal category (R, ⊕, 0 R ) together with a functor R × R → R called "multiplication" and denoted by ⊗ or ·. Note that the multiplication is not a map of monoidal categories. The multiplication has a unit 1 R ∈ R and multiplying by zero is the zero map, multiplying with 1 R is the identity map, and the multiplication is (left and right) distributive over ⊕ up to appropriate coherences. Since in this paper we assume our rig categories to be commutative (up to coherent isomorphisms) this coincides with what is often called a symmetric bimonoidal category. Laplaza spelled out the coherence conditions in [L, pp.31-35] .
According to [M2, VI, Proposition 3.5] any commutative rig category is equivalent in the approprate sense to a "bipermutative category", so our main theorem is equivalent to the statement with "commutative rig category" replaced by "bipermutative category" everywhere, and this is what we prove. The reader will find the axioms for a bipermutative category in 2.1 below as the special case of a "0-graded bipermutative category" where 0 is the one-point category. Otherwise one may for instance consult [EM, 3.6] . Note that we demand strict left distributivity. One word of warning: in [M2, VI, Definition 3.3 ], May's right distributivity law is precisely what we (and [EM] ) call the left distributivity law.
If R is a small rig category, such that π 0 (R) is a ring, then we call R a ring category. Elmendorf and Mandell's ring categories are not ring categories in our sense, but non-symmetric rig categories. In the course of this paper we have to resolve rig categories simplicially. If R is a small simplicial rig category, such that π 0 (|R|) is a ring, then we call R a simplicial ring category (even though it is not a simplicial object in the category of ring categories).
If R is a bipermutative category, a left R-module is a permutative category M together with a multiplication R × M → M that is strictly associative and coherently distributive as spelled out in [EM, 9.1.1].
2.1. J-graded bipermutative categories. We want to group complete a rig category category R additively, such that the outcome of the group completion process still possesses a multiplicative structure, so as to get a ring category. There are constructions for additive group completions of R, e.g., the Grayson-Quillen construction G(R) = (−R)R, but it is known that they have bad multiplicative behaviour [Th1] . If we do this group completion more than once, then there is no further change up to homotopy equivalence. So we might equivalently consider the homotopy colimit of G n (R) = (−R) n R and still just have group completed additively. However, such a naive homotopy colimit construction will not carry a decent multiplicative structure.
Precisely what is needed to ensure that the homotopy colimit retains multiplicative structure is that the sequential diagram n → G n (R) extends to a diagram indexed over the category I of finite sets and injective maps, i.e., that the iterated G-construction produces an I-graded bipermutative category, in the sense soon to be defined In order to avoid setting up a huge machinery for graded rig categories we always assume that the input to our machinery has been transformed to an equivalent bipermutative category before we start.
Definition 2.1. Let (J, +, 0) be a permutative category. A J-graded bipermutative category is a functor X from J to the category Perm of permutative categories together with natural transformations
such that the following axioms hold. We denote the permutative structure of X(i) by (X(i), ⊕, 0 i , γ ⊕ ).
(1) There exists an object 1 of X(0) such that the composition of the inclusion {1} × X(j) → X(0) × X(j) followed by ⊗ : X(0) × X(j) → X(0 + j) = X(j) equals the projection isomorphism {1} × X(j) ∼ = X(j), and likewise for the map from X(j) × {1}. (2) There is a natural isomorphism, γ, of functors J × J → Perm
of order two (i.e., the composite γ j,i • γ i,j
is the identity for all i, j ∈ J). We write γ ⊗ generically for γ i,j . (3) The composition ⊗ is associative and γ ⊗ satisfies the coherence condition [ML, p.256, (7a) ].
Thus, X : (J, +, 0) → (Perm, ×, p) is a lax symmetric monoidal functor. Here × denotes the cartesian product and p is a permutative category with one object and one morphism.
If
is the constant map to 0 i+j . Here the first map is the inclusion and the second is ⊗. (6) Left distributivity holds strictly, i.e.,
commutes, where ⊕ is the monoidal structure and ∆ is the diagonal on X(j) combined with the identity on X(i) × X(i) followed by a twist. We denote these instances of identities by d ℓ . (7) The right distributivity transformation, d r , is given by the composite
Therefore, the d r are isomorphisms which are natural in J. We require that they are natural in X, i.e., for morphisms f :
(8) For each C ∈ X(i) right distributivity gives the assignment X(j) → X(i + j), D → C ⊗ D, the structure of a strong symmetric monoidal functor, i.e., the diagram
commutes for all objects. Due to the definition of d r in terms of γ ⊗ and the identity d ℓ it suffices to demand that
(9) The distributivity transformations are associative, i.e., the diagram
commutes for all objects.
(10) The following pentagon diagram commutes
Remark 2.2. Note, that we do not require that the automorphisms of an object j ∈ J act on X(j) via automorphisms in the category X(j), i.e., if A ∈ X(j) and σ is an automorphism of j in J, then σ will not give rise to an automorphism of A in X(j) in general.
In the following we will denote a J-graded bipermutative category X : J → Perm by X • if the category J is clear from the context.
For the one-point category J = 0 a J-graded category is a bipermutative category. Thus every Jgraded bipermutative category X
• comes with an underlying bipermutative category X(0), and X • can be viewed as a functor J → X(0)-modules. We therefore have a binatural transformation
and a corresponding binatural transformation from
and we require that the following diagram (and the analogous one for d r ) commutes 
for all objects A, A ′ , B ∈ X, i.e., we have
• that is compatible with the bifunctors ⊕, ⊗ and the units. In detail, we require that there are transformations
. These are binatural with respect to i and j and are lax symmetric monoidal. The functor g respects the distributivity constraints in that it fulfills
The Grayson-Quillen model as a graded bipermutative category
Let I be the skeleton of the category of finite sets and injective maps, i.e., objects are finite sets n = {1, . . . , n} for n 0 with the convention that 0 = ∅ and morphisms are injective maps of finite sets. We define the sum of two objects n and m as n + m. Then (I, +, 0) is a permutative category.
We remodel the Grayson-Quillen model [G1] for the group completion of a permutative category to suit our multiplicative needs. Our cubical model will avoid problems with the multiplicative structure. In the Grayson-Quillen model an element (A, B) should be thought of as A − B, because on the level of π 0 an element (A, 0) is inverse to (0, A). Then the naive guess how to multiply elements is dictated by the rule that (A−B)(C −D) = (AC +BD)−(AD +BC), but this does not lead to a decent multipicative structure, e.g., associativity is only satisfied up to additive twist isomorphism. We will choose models where a product of two elements in the Grayson-Quillen model will be a 2-dimensional cube and thus elements in a product are spread out in order to avoid the 'phoniness' of the multiplication [Th1] . Since our permutative structures are to be thought of as additive, we use expressions like (−M)M where Grayson-Quillen would have written M −1 M.
Definition 3.1. Let (M, ⊕, 0 M ) be a small permutative category. For n 0, let (−M) n M be the following permutative category. The objects are n-cubes of objects of M, i.e., functions from the power set of the set n = {1, . . . , n} to the set of objects of M. We use the pointwise addition of cubes, i.e., we define the sum of two n-cubes C and
S for all S ⊂ n. If ϕ : m → n ∈ I is a non-bijective injection and C an m-cube, we call the n-cube ϕ * (C) with ϕ * (C) S = C ϕ −1 (S) an elementary degenerate n-cube, and if f : C → C ′ is an isomorphism of m-cubes (i.e., for each S ⊆ m an isomorphism f S :
where D is a degenerate n-cube and α is a collection of maps α S :
commute for all S ⊂ n. We write [D, α] for this equivalence class. The composite
We define 0 n as the cube that has (0 n ) S = 0 M ∈ M for all S ⊂ n. As M was permutative, the addition of cubes defines permutative structures on the (−M) n M for all n 0.
Lemma 3.3. Let M be a small permutative category. Then there is a natural isomorphism between (−M) n M and the nth iterate G (n) (M) of the Grayson-Quillen functor, being the identity on objects.
Consider the transformation in * : id → G given by
and the twist τ * : GG → GG given by transposition of matrices: τ * (C) S = C τ −1 S (where τ : 2 → 2 is the twist) and
GM → GGM these natural transformations give rise to a functor G (−) from the category I of finite sets and monomorphisms to the endomorphism category of Perm by
There is a slight technicality: in order for ϕ * (D) to be written as a sum of elementary degenerate n-cubes in the prescribed order, one must permute the summands and compose with the proper isomorphisms: this is taken care of by the other viewpoint. With this convention, n → (−M) n M is a functor I → Perm. We are concerned with the homotopy properties of this construction. 
Let Perm
nz be the category of small permutative categories without zero. This is a category with a symmetric addition satisfying all the axioms for a permutative category except that all mention of the zero element is skipped. Likewise, a morphism in Perm nz is defined exactly as a lax monoidal functor in Perm except that all mention of the zero is skipped. A lax symmetric monoidal functor C → D is a stable equivalence if it induces a stable equivalence Spt C → Spt D. Here Spt is any one of the (equivalent) group completion machines, for instance the one in [Th2] ; in particular it is a functor from symmetric monoidal categories and lax symmetric monoidal functors to connective spectra.
A lax symmetric monoidal natural transformation
is an unstable (resp. stable) equivalence for each j ∈ J.
Lemma 3.6. Let (M, ⊕, 0 M ) be a small permutative category.
(1) If M is a groupoid (all morphisms in M are isomorphisms) and translation is faithful ( i.e., for each pair
is an unstable equivalence.
Remark 3.7. In [G2, p. 166] Grayson proves a statement that is similar in spirit to our second claim.
Proof. The first claim is [G1, p. 228] .
For the second claim, it suffices to show that in * : GM → GGM is an equivalence. Consider the map
a2 a12 ] to [a ∅ ⊕ a 12 , a 1 ⊕ a 2 ], and a morphism represented by
to the morphism represented by the pair
Whereas T in * is the identity on GM, the composite in * T sends [ a∅ a1
a2 a12 ] to a∅⊕a12 a1⊕a2 0 0 which is connected to the identity by a chain of natural transformations
n R} n 0 is an I-graded bipermutative category.
Proof. For the multiplication bifunctor ⊗ we first consider the case where n and m are bigger than zero. We use the natural inclusion i(n, n+m) : n → n + m which sends j ∈ n to j and the inclusion i ′ (m, n+m) which maps j ∈ m to j + n. Every subset U ⊂ n + m has a unique decomposition U = U 1 ⊔ U 2 into sets U 1 and U 2 where
The naturality with respect to morphisms in I is straightforward: given injections ϕ : n → n ′ and ψ : m → m ′ they give an injection on n + m, ϕ + ψ. Then for every
This is precisely the value of ((ϕ * C)
If m or n is equal to zero, we define the bifunctor ⊗ in terms of the R-bimodule structure of each (−R) ℓ R which maps an object A of R and an n-cube C to the n-cube with values (AC)
. With this multiplicative structure 1 R ∈ (−R) 0 R = R is a strict unit. It is clear that ⊗ is strictly associative.
For the multiplicative twist transformation γ ⊗ as in 2.1 (2) we have to specify an isomorphism from
It is then obvious that
We have to prove that γ ⊗ is natural in I, therefore we consider injections ϕ : n → n ′ , ψ : m → m ′ and have to show that the diagram
But as γ ⊗ is given by the pointwise application of c ⊗ it does not interfere with the maps in I. The equality
As R is supposed to be a bipermutative category, this term is equal to
That the distributivity transformations are natural with respect to morphisms in (−R)
• R and morphisms in I can be seen as follows. It is clear that d ℓ is natural because it is an identity. We define d r according to 2.1 (7). We proved that the twist transformation γ ⊗ is natural with respect to morphisms in I, so d r is natural in maps in I because it is a composition of these maps. We have to check that d r is natural with respect to morphisms in (−R)
• R. Let A be an n-cube and let B, C be m-cubes. We
commutes. Both ways to go through the diagram add the degenerate cube
All maps involved are applied pointwise and d r amounts to a rearrangement of entries in the (n+m)-cubes which is compatible with these maps. The remaining properties are rather straightforward to show and we leave this to the curious reader.
Hocolim-lemmata
We briefly recall Thomason's homotopy colimit construction in the case of a functor C from a small category J to the category Perm nz . The forgetful functor U : Perm → Perm nz has a left adjoint F : Perm nz → Perm given by F (S) = S + , the category obtained by adding a disjoint zero (called "+" to distinguish it from old zeros that might live in S).
4.1. The non-unital case. Let X : J → Perm nz be a functor. An object in hocolim J X is an expression like n[(a 1 , X 1 ), . . . , (a n , X n )] where n 0 is a natural number, the a i are objects of J and the X i are objects of X(a i ). A morphism from n[(a 1 , X 1 ), . . . , (a n ,
consists of three parts: a surjection ψ from the set {1, . . . , n} to {1, . . . , m}, morphisms ℓ i : a i → b ψ(i) for 1 i n and
The category hocolim J X is permutative (without a zero) if one defines the addition to be given by concatenation
As a matter of fact, if Perm nz (Strict) is the subcategory of Perm nz with all objects, but with strict monoidal functors as morphisms, the universal properties in Thomason [Th2] say that hocolim J is left adjoint to the composite functor Perm nz (Strict) → Perm nz → (Perm nz ) J , where the first functor is the forgetful and the second is the assignment of the constant functor. (Actually this is even true on the level of 2-categories.)
Recall the free functor P : Cat → Perm nz (Strict) with P C = n>0 Σ n × Σn C ×n where Σ n is the translation category of the symmetric group Σ n . Lemma 4.1. The free functor P : Cat → Perm nz (Strict) sends unstable equivalences to unstable equivalences.
Proof. This follows from the natural isomorphism of nerves
×n and the fact that EΣ n = N Σ n is a free Σ n -space.
is an unstable (resp. stable) equivalence. If F : J → Perm nz is a constant functor and J is contractible, then F (j) → hocolim J F is an unstable equivalence.
Let I be the category of finite sets and injections and i ∈ I. If X : I → Perm nz is a functor such that any φ : i → j ∈ I is sent to an unstable (resp. stable) equivalence X(φ) : X(i) → X(j), then the canonical map X(i) → hocolim I X is an unstable (resp. stable) equivalence.
Proof. The stable version follows from the main theorem 4.1 in [Th2] since homotopy colimits of spectra preserve stable equivalences.
The unstable version follows from the proof of the main theorem 4.1 in [Th2] : if F : X → Y is an unstable equivalence in (Perm nz ) J then P F : P X → P Y is also an unstable equivalence by lemma 4.1. Furthermore, there is a natural isomorphism P hocolim J ∼ = hocolim J P where the leftmost hocolim is in Cat. The homotopy colimit in Cat preserves unstable equivalences, and hence hocolim J P X → hocolim J P Y is an unstable equivalence. By using the simplicial resolution coming from the free-forgetful pair between Cat and (Perm nz ) J we get the statement for diagrams in Perm nz (Strict). We can then extend this to general functors to Perm nz as in [Th2, p.1645] . The last statement is a weak version of Bökstedt's lemma [Bö, 9 .1] which holds for homotopy colimits in Cat since it holds for homotopy colimits in simplicial sets, and by the argument above using the resolution by free permutative categories, it also holds in Perm nz .
4.2. The unital case. We shall need a unital version of the homotopy colimit for permutative categories.
Thomason comments that the unital homotopy colimit is not a homotopy functor, unless the category is "well based". Hence we must derive our functor to get a homotopy invariant version. One option would be to use the free/forgetful pair to resolve everything in sight by free unital permutative categories, but since we shall be concerned with more delicate structure in our categories, we choose a less drastic approach.
Recall the adjoint functor F : Perm nz → Perm of the forgetful functor U given by F (S) = S + . Since U and F are adjoints, we get a simplicial resolution ("monadic resolution") Z as usual: if S ∈ Perm and [q] ∈ ∆ op then Z q S = (F U ) q+1 (S) with simplicial operations derived from the unit and counit of the adjunction. The counit F U (S) → S induces a map Z(S) → S of simplicial unital symmetric monoidal categories.
Lemma 4.3. If S ∈ Perm, then Z(S) → S is an unstable equivalence.
Proof. The map of simplicial symmetric monoidal categories U Z(S) → U S has an extra degeneracy induced by id → U F . Hence the map of nerves N Z(S) → N (S) has an extra degeneracy since the nerve only depends on the underlying category and so it is a weak equivalence.
We will not define the categorical homotopy colimit on Perm, but in special cases (including all we will need) it is given in terms of the non-unital homotopy colimit. The following is a formal consequence of the universal properties of the homotopy colimit.
Lemma 4.4. Is J is any small category and X and Y are functors from J to the category Perm nz then (hocolim J X) + is functorial in transformations f : X + → Y + of unital permutative categories.
Proof. Let M be an object of Perm(Strict) which we can view as a constant functor U M from J to the category Perm nz . The universal property of the (permutative) homotopy colimit [Th2, pp.1626 [Th2, pp. /1627 ] is that natural transformations of functors from J → Perm nz from X to M correspond to strict maps from hocolim J X to M.
Hence we get isomorphisms
Even though we have not defined the unital homotopy colimit, this shows that whatever its definition is, its value on X + is (hocolim J X) + . More to the point, we get a map
where the first map comes via the isomorphism (2) from the identity on (hocolim J Y ) + and the last one is an instance of the isomorphism (2). This map gives the desired result.
Let IsolPerm(Strict) denote the category of permutative categories with an isolated zero (i.e., in the image of F ) and strict symmetric monoidal functors.
Lemma 4.4 implies that the homotopy colimit defines a functor:
Lemma 4.5. The assignment
defines a functor hocolim u J from the full subcategory of Perm I of functors F : Perm nz → Perm that factor through IsolPerm(Strict).
The proof of lemma 4.4 shows that this homotopy colimit has a universal property similar to the unbased homotopy colimit, and since the unbased homotopy colimit preserves (un)stable equivalences, so does hocolim u . This allows us to define a derived version of the unital homotopy colimit: Definition 4.6. The derived unital homotopy colimit
The construction deserves its name:
Lemma 4.7. Let X → Y be a(n un)stable equivalence in Perm I , then Z q X → Z q Y is a(n un)stable equivalence for each q, and so the induced map
Let i be an object of the category I of finite sets and injections. If X : I → Perm is a functor such that any φ : i → j ∈ I is sent to an unstable (resp. stable) equivalence X(φ) : X(i) → X(j), then the canonical chain
is a(n un)stable equivalence.
The homotopy colimit sends graded bipermutative categories to bipermutative categories
We are now ready for a key proposition:
Proposition 5.1. Let J be a permutative category, and let C • be a J-graded bipermutative category. Then D hocolim J C
• is a simplicial bipermutative category, and
are maps of simplicial bipermutative categories. Furthermore, for each i ∈ J, the canonical maps
Proof. If C • is a J-graded bipermutative category, then so is F U C • , and ZC • becomes a simplicial Jgraded bipermutative category. By lemma 5.2 which we will prove below, we get that hocolim J U (F U ) q C
• becomes a zeroless bipermutative category for each q. Hence hocolim
• is a bipermutative category, and all the simplicial maps are maps of bipermutative categories. Therefore D hocolim J Z q C
• becomes a simplicial bipermutative category. Likewise, for each q lemma 5.2 below guarantees that
• is a map of bipermutative categories and that
• is a map of Z q C 0 -modules and we are done by functoriality.
Lemma 5.2. Let J be a permutative category. If C • is an J-graded bipermutative category, then Thomason's homotopy colimit of permutative categories hocolim J C
• is a zeroless bipermutative category. The natural map C 0 → hocolim J C • is a lax map of zeroless bipermutative categories. Furthermore, for each i ∈ J, the canonical maps
Proof. The homotopy colimit always possesses an addition as spelled out in (1) and we use this for defining the additive symmetric monoidal structure. There is an obvious twist map
that is given by (χ(n, m), id, id). 
In order to distinguish the multiplicative structure of C • from the one on the homotopy colimit, we denote the bifunctor ⊗ on C
• by · or just by juxtaposition of objects. The multiplicative bifunctor ⊗ on the homotopy colimit is then given by matrix multiplication. We define
Again, we use shorthand notation for that and write
The element 1 := 1[(0, 1)] is a unit for ⊗. With this structure ⊗ defines a strictly monoidal structure.
We
We then postcompose that with the morphism that is given by (σ n,m , id xi+yj , id), where σ n,m ∈ Σ nm is the permutation that induces matrix transposition.
The composition τ ⊗ = (σ n,m , id xi+yj , id) • (id {1,...,n+m} , id xi+yj , γ ⊗ ) symbolically looks like
As matrix transposition squares to the identity and as γ 2 ⊗ = id we obtain that τ 2 ⊗ = id. Let us note that we do not need the distributivity morphisms of C
• in order to define the ones on the homotopy colimit. We define the left distributivity map to be the identity, because
The right distributivity d r involves a reordering of elements. We have to have
Here [XY, XY ′ ] is shorthand notation for
The elements in the source occur in the ordering
, thus, the source and the target do not agree, but they differ by a suitable permutation ξ ∈ Σ nm+nm ′ . Thus we define d r as (ξ, id, id).
We have to check that the so defined distributivity transformation d r coincides with τ ⊗ • (τ ⊗ ⊕ τ ⊗ ). The twist terms γ ⊗ which occur in τ ⊗ appear twice in the composition, so they reduce to the identity. What's left is a permutation that is caused by τ ⊗ • (τ ⊗ ⊕ τ ⊗ ) and this is precisely ξ.
It is easy to check that
The compatibility of d r and τ ⊕ symbolically reads as follows.
The associativity of the identification d ℓ is clear. For the right-distributivity this fact can be read off the commutativity of the following diagram
The pentagon equation for d r and d ℓ amounts to the commutativity of the next diagram
This finishes the proof that the zeroless bipermutative category structure works fine on objects.
On morphisms, we have to check that the various structure maps commute with morphisms in hocolim J C
• . In particular, we have to establish that ⊕ and ⊗ are bifunctors on hocolim J C • . For ⊕ this is straightforward: given two morphisms
there is a surjection ψ 1 + ψ 2 from n + m to n ′ + m ′ . We can recycle the morphisms ℓ 
. For ⊗ we define the effect of a morphism on one side at a time. Let (ψ, (ℓ i ), (̺ j )) be a morphism from n[(x 1 , X 1 ), . . . , (x n , X n )] to m[(y 1 , Y 1 ), . . . , (y m , Y m )] and let n ′ [(z 1 , Z 1 ), . . . , (z ′ n , Z n ′ )] be an object in the homotopy colimit. We have to define the morphism
The surjection ψ induces a surjection ψ ′ from the set {1, . . . , nn ′ } to {1, . . . , mn ′ }. The morphisms ℓ i : x i → y ψ(i) induce maps ℓ i + id from x i + z k to y ψ(i) + z k . The only morphisms that have to be defined are the maps
We define them to be
and hence ensures that we obtain a transformation from ψ(j)=i C(ℓ j + id)(X j Z k ) to ( ψ(j)=i C(ℓ j + id)(X j ))Z k which can then be prolonged with
A morphism in the other variable uses the distributivity transformation d r . Its naturality makes an analogous argument work.
There is a natural functor G from C 0 to hocolim J C • which sends X ∈ C 0 to 1[(0, X)]. Note, that the functor G is monoidal with respect to ⊗, because G(1) = 1[(0, 1)] and
However, G is only lax monoidal with respect to ⊕: there is a binatural morphism from
given by the canonical surjection ψ from 2 to 1 and identity morphisms in the other two components, but of course this map is no isomorphism. We have to show that the functor G respects the distributivity constraints d ℓ = id and d r . In our situation we have that η ⊗ = id thus we have to check that
The first equation is just stating the fact that
commutes.
For the right distributivity law we should observe that the multiplicative twist τ ⊗ on the homotopy colimit reduces to the morphism (id, id, γ ⊗ ) in the case of elements of length 1 in the homotopy colimit. Therefore
The claim about the module structure is obvious.
• is a lax morphism of J-graded bipermutative categories then it induces a lax morphism of zeroless bipermutative categories g * :
Proof. Of course, we define g * :
Note, that with this definition g * is strictly symmetric monoidal with respect to ⊕ even if g was only lax symmetric monoidal. For a morphism (ψ, (ℓ i ), (̺ j )) from n[(x 1 , A 1 ), . . . , (x n , A n )] to m[(y 1 , B 1 ), . . . , (y m , B m )] we define an induced morphism
as follows: we keep the surjection ψ and the maps ℓ i . For
we take the composition ̺ g j :
and obtain a morphism (ψ, ℓ i , ̺ g j ) on the homotopy colimit. The naturality of η ⊕ ensures that composition of morphisms is well-defined.
Let n[(x 1 , A 1 ), . . . , (x n , A n )] and m[(y 1 , B 1 ), . . . , (y m , B m )] be two objects in hocolim J C • . Applying
whereas the composition (− ⊗ −) • (g * , g * ) gives
Thus we can use (id, id, η ⊗ ) to obtain a natural transformation η
. This transformation inherits all properties from η ⊗ , in particular, η h ⊗ is lax symmetric monoidal if η ⊗ was so.
It remains to check the properties concerning the distributivity laws. As d ℓ is the identity on the J-graded bipermutative category and on the homotopy colimit and so is η ⊕ on the homotopy colimit, the equalities reduce to
The first equation is straightforward to check.
Recall that the multiplicative twist map on the homotopy colimit was called τ ⊗ . The second equation can be rewritten as follows.
The twist τ ⊗ induces a permutation of elements and a multiplicative twist. But as it is applied twice, just the effect of the permutation remains and the permutation that is used is the same on both sides. As g * affects the elements pointwise, it doesn't matter we apply g * first and then permute the entries or do it the other way around.
Consider the objects A :
Using the other composition
we join the expressions g(A i ) ⊗ g(B j ) together to g(A i ⊗ B j ) first via η ⊗ and then apply the permutation. Thus the two maps agree. (For this we even don't need that g respects the multiplicative twist.)
A multiplicative group completion device
Collecting the results we are ready to define our multiplicative group completion. Proof. We may assume that R is a bipermutative category. By lemma 3.6 we know that R → (−R)R is a stable equivalence, and that for each ∅ = i → j ∈ I the induced map (−R) i R → (−R) j R is an unstable equivalence, and so we are done by lemma 4.2 and proposition 5.1.
7. Connection to GL n (−R)R Let R be a bipermutative category that satisfies the requirements of theorem 1.1.
Definition 7.1. The category of n × n-matrices over R, M n (R), is defined as follows. The objects of M n (R) are matrices X = (X i,j ) n i,j=1 of objects of R and morphisms from X = (X i,j )
Lemma 7.2. For a bipermutative category (R, ⊕, 0 R , c ⊕ , ⊗, 1 R , c ⊗ ) the category M n (R) is a monoidal category with respect to the matrix multiplication bifunctor
The unit of this structure is given by the unit matrix object E n which has 1 R ∈ R as diagonal entries and 0 R ∈ R in the other places.
The property of R to be bipermutative gives π 0 (R) the structure of a commutative rig, and its group completion, Gr(π 0 (R)) = (−π 0 R)π 0 R, is a commutative ring. Definition 7.3. We define the invertible n × n-matrices over π 0 (R), GL n (π 0 (R)), to be the n × nmatrices over π 0 (R) that are invertible as matrices over Gr(π 0 (R)).
Note that we can define GL n (π 0 (R)) by the pullback square
Definition 7.4. The category of weakly invertible n × n-matrices over R, GL n (R), is the full subcategory of M n (R) with objects all matrices X = (X i,j )
Matrix multiplication is of course compatible with the property of being weakly invertible. Thus the category GL n (R) inherits a monoidal structure from M n (R).
However, even if our base category is not bimonoidal it still makes sense to talk about matrices and even invertible matrices, as long as π 0 of that category is a commutative semiring. In particular, we can consider M n (−R)R and GL n (−R)R. Recall that (−R)R has a bifunctor ⊕ which turns it into a permutative category and recall the R-module category structure on (−R)R defined by A(B, C) := (AB, AC) for A ∈ R and (B, C) ∈ (−R)R.
Lemma 7.5. Assume that all morphisms in R are isomorphisms. Then the categories GL n (−R)R, GL n Z(−R)R and GL n (R) are weakly equivalent as module categories over GL n (ZR).
Proof. We define the GL n (ZR)-action on M n (−R)R, M n Z(−R)R and M n (R) via
is given by the ZR-module structure of (−R)R respectively Z(−R)R orR. Multiplicativity of the determinant then ensures that this passes to a well-defined module structure on the weakly invertible matrices. The weak equivalences from theorem 6.1 thus combine to give weak equivalences of GL n (ZR)-modules
There is a canonical stabilization functor GL n (R) → GL n+1 (R) which is induced by taking the block sum with E 1 ∈ GL 1 (R). Let GL(R) be the colimit of the categories GL n (R).
One-sided bar-construction
Definition 8.1. Let (T , ·, 1) be a monoidal category and M a left T -module. The one-sided bar construction B( * , T , M) is the simplicial category whose q-simplices B q ( * , T , M) are the following category: consider the ordered set [q] + = [q] ⊔ {∞}, i.e., in addition to the numbers 0 < 1 < · · · < q there is a maximal element ∞. An object a in B q ( * , T , M) consists of the following data.
(1) For each 0 i < j q there is an object a ij ∈ T , and for each 0 i q an object a i∞ ∈ M.
(2) For each 0 i < j < k ∞ there is an isomorphism
is obtained by precomposing with φ + = φ ⊔ {∞}. So for instance d 1 (a) is gotten by deleting from the data giving a all entries with indices containing 1. In order to allow for degeneracy maps s i we use the convention that all objects of the form a ii are the unit of the monoidal structure.
A good way to think about this comes from the discrete case (T is a monoid and M is a T -set). Then an object a ∈ B q ( * , T , M) is uniquely given by the " diagonal" (a 01 , a 12 , . . . , a q−1 q , a q∞ ), and B( * , T , M) is isomorphic to the category with objects T and (a 01 , a 1∞ ) corresponds to a morphism a 1∞ → a 01 · a 1∞ = a 0∞ .
Example 8.2.
(1) If M is the one-point category * , then B( * , T , * ) is isomorphic to the bar construction of [BDR] . (2) If F : T → T ′ is a lax monoidal functor, then T ′ may be considered as a T -module, and we write without further ado B( * , T , T ′ ) for the corresponding bar construction (with F suppressed). In case F is an isomorphism B( * , T , T ′ ) is contractible.
We think of elements of B q ( * , T , M) in terms of triangular arrays of objects, suppressing the isomorphisms, so that a typical element in B 2 ( * , T , M) is written
with d 1 given by a 02 a 0∞ a 2∞ .
The one-sided bar construction is functorial in "natural modules". A natural module is a pair (T , M) where T is a monoidal category and M is a T -module.
′ is a lax monoidal functor and G : M → F * M ′ is a map of T -modules where F * M ′ is M ′ endowed with the T -module structure given by restricting along F .
Lemma 8.3. For each q there is an equivalence of categories between B q ( * , T , M) and the product category T ×q × M.
Proof. The equivalence is given by the forgetful functor
sending a to the "diagonal" F (a) = (a 01 , . . . , a q−1,q , a q,∞ ). The inverse is gotten by sending (a 1 , . . . , a q , a ∞ ) to the a with a ij = a i+1 · (· · · (a j−1 · a j ) · · · ) and a ijk given by the structural isomorphisms.
be a map of natural modules such that F and G are equivalences of categories. Then the induced map
is a degreewise equivalence of simplicial categories.
is strict, the monoidal structure gives a simplicial category
So in this situation lemma 8.3 reads Corollary 8.5. Let T be a strict monoidal category and M a strict T -module. Then there is a degreewise equivalence between the simplicial categories B( * , T , M) and B strict ( * , T , M).
Proposition 8.6. Let F : T → G be a strong monoidal functor such that the monoidal structure on G induces a group structure on π 0 G. Then
is homotopy cartesian (meaning that it induces a homotopy cartesian diagram upon applying the nerve functor in every degree). The (nerve of the) lower left hand corner is contractible.
Proof. By [JoS] there is a diagram of monoidal categories
− −−− → G such that the horizontal maps are monoidal equivalences, and stF is a strict monoidal functor between strict monoidal categories. Together with corollary 8.4 and 8.5 this tells us that we may just as well consider the strict situation, and use the strict bar construction. However, note that the nerve of the strict monoidal category stT is a simplicial monoid, and that reversal of priorities gives a natural isomorphism
so that our statement reduces to the statement that
is a fiber sequence up to homotopy, which is a classical result given that N stG is group like.
9. Contraction 9.1. A model for K-theory of R as an R-module. In order to construct concrete homotopies, we offer a slight variant of the Grayson-Quillen model where morphisms are not entire equivalence classes. The price is as usual that the resulting object is a two-category. Since there has been some confusion about this point while the paper still was at a preprint stage we want to emphasise that this is not the construction of Thomason [Th4, 4.3 .2] and Jardine [Ja] . Let (M, ⊕, 0 M ) be a permutative category written additively. Let T M be the following 2-category. The objects of T M are pairs (A + , A − ) of objects in M, thought of as plus and minus objects in M. Given two objects A, B ∈ T M, the category of morphisms T M(A, B) has object pairs (X, α) where X is an object in M and α is a pair of isomorphism
is gotten by sending ((X, α), (Y, β)) to the pair consisting of X ⊕ Y and the maps
Composition on morphisms is simply given by addition. That composition is strictly additive uses that M is permutative; if M is merely symmetric monoidal standard modifications are necessary. Symmetry allows for a symmetric monoidal structure on T M: if we define (A
we need the symmetry in order to turn that prescription into a bifunctor. Consider the Grayson-Quillen version of K-theory (−M)M as a 2-category with discrete morphism categories. (A, B) . The assignment which is the identity on objects and the projection T M(A, B) → π 0 T M (A, B) gives a 2-functor T M → (−M)M. It is not hard to see that the morphism categories in T M are homotopy-discrete, and so the following result is true:
Lemma 9.1. Let M be a permutative category. The 2-functor T M → (−M)M is a weak equivalence. Hence if all morphisms in M are isomorphisms and if translation is faithful, then the standard inclusion M → T M is a group completion.
Note that if R is a rig category, T R will not be a bimonoidal category (essentially because of the non-strict symmetry in quadratic terms), but it still will be an R-module:
, and on morphisms by sending φ : A → B ∈ R and (X, α) ∈ T R(C, D) to the pair consisting of A ⊗ X and the map
induces an R-module structure on T R.
We consider T R as a simplicial category by taking the nerve on each category of morphisms, thus in simplicial degree ℓ, the objects of T ℓ R are the objects of T R. The morphisms in T ℓ R from (A + , A − ) to (B + , B − ) consists of objects X 0 , . . . , X ℓ , a one-morphism α ± : A ± ⊕ X 0 → B ± and isomorphisms φ i : X i → X i−1 for i = ℓ, . . . , 1. The simplicial structure is given by composing and forgetting φ i s and inserting identity maps. 9.2. Subdivisions. Consider the shear functor z : ∆ × ∆ → ∆ × ∆ given by sending (S, T ) to (S, S ⊔ T ) where S ⊔ T is the disjoint union with the ordering obtained from S and T with the extra declaration that every object in T is greater than every object in S. If B is a bisimplicial object we let z * B = B • z. The standard inclusion T → S ⊔ T gives a natural transformation η in ∆ × ∆ from the identity to z, and hence a natural transformation in bisimplicial sets η * : z * → id.
Lemma 9.3. For any bisimplicial sets X the map η * X : z * X → X becomes a weak equivalence upon realization. r r r r r z * z * X adjunction X commutes, and η * is a weak equivalence on the diagonal. Hence z * η * (and so η * ) is a split monomorphism in the homotopy category.
9.3. The bar construction on matrices. Let R be a bipermutative category such that all morphisms are isomorphisms, and the only object X for which there is a map X ⊕ A → A is X = 0 R .
Consider the one-sided bar construction B( * , GL n (R), GL n (T R)). In the following, 0 and 1 are short for zero resp. unit matrices over R of varying size. Viewing T R as a simplicial category we get that B( * , GL n (R), GL n (T R)) is a bisimplicial category. We are going to show that B( * , GL(R), GL((T R)) ∼ = colim n B( * , GL n (R), GL n (T R)) is contractible, and it is enough to show that B( * , GL(R), GL(T ℓ R)) is contractible for every ℓ.
To ease readability we will abandon the cumbersome ⊕ and ⊗ in favor of the more readable + and · -reminding us of the matrix nature of our efforts.
Fix ℓ and let B n = B( * , GL n (R), GL n (T ℓ R)). An element in B n q is a collection m ij of n × n matrices in R for 0 i < j q and for each 0 i q a matrix m i∞ in T ℓ R together with suitably compatible structural isomorphism m ijk : m ij · m jk → m ik . The matrices are drawn from the "invertible components". The matrices m i∞ and the structural isomorphisms relating these need special attention. Each entry is in T ℓ R so m i∞ can be viewed as a pair m ± i∞ of matrices, and the structural isomorphism m ij∞ : m ij ·m j∞ → m i∞ is a tuple (m 
says that two morphisms from (m ij · m jk ) · m k∞ agree; one is an isomorphism with source (m ij · m jk ) · m k∞ +x l ik∞ , the other one is an isomorphism with source (m ij ·m jk )·m k∞ +m ij ·x l jk∞ +x l ij∞ . Therefore we obtain the following equality.
Lemma 9.5. In the situation above one has the identity
for l = 0, 1, . . . , m, and the diagram
A map α : m →m in B n q consists of matrices α ij : m ij →m ij of maps in R for 0 i < j q and (α In particular, the condition α i∞ m ij∞ =m ij∞ (α ij · α j∞ ) allows us to draw the following conclusion.
Lemma 9.6. In the situation above one has the identity
9.4. Start of the proof that B( * , GL(R), GL(T ℓ R)) is contractible. We will show that colim n B n = B( * , GL(R), GL(T ℓ R)) is contractible by showing that B n → z * B 2n is nulhomotopic. Seeing that the image is path connected is easy (actually the image of the map B n → B 2n is itself path connected without the z * ): if m ∈ B n 0,0 = GL n (T ℓ R) then there is a path m 0 0 1
The first map represents the one-simplex (in the bar direction) given by the matrix multiplication
The second (in the nerve direction) is induced by the map 0 → (1, 1) ∈ T 0 R. The third map represents the one-simplex (in the bar direction) given by multiplication by
The rest of this section extends this path to a full homotopy.
9.5. The homotopic maps inc and jnc. Fixing ℓ once and for all, let B n be the one-sided bar construction B( * , GL n (R), GL n (T ℓ R)) considered as a bisimplicial set. Let inc be the map B n → B 2n → z * B 2n where the first map is induced by the map m → [ m 0 0 1 ] and the second by the natural map id → z.
There is another map jnc : B n → z * B 2n which is homotopic to inc. On N 0 B n q it is easy to describe: if m ∈ N 0 B n q we declare that X(m) is given by
ik being the isomorphisms induced by m ijk as follows: for k < ∞ we use the identity x ik∞ = m ij x jk∞ + x ij∞ from lemma 9.5 and obtain
and for k = ∞ we use the string of isomorphisms
We notice that the T ℓ -direction does not add any complications but notational. This continues to be true in general, so we simplify notation by considering only the case ℓ = 0.
The relevant complications arise when one starts moving in the nerve direction. As the construction of the map jnc is quite involved, we will give some examples first. The impatient reader can skip this part and restart reading in subsection 9.6 where the formula in the general case is given.
As an illustration, let ℓ = 0, p = 2 and q = 0 so that
where the bar direction is written in the " g m − −−− → mg " form, and the unlabelled arrows correspond to the nerve direction, with entries consisting of the appropriate α's.
An even more complicated example, essentially displaying all the complications in the general case: ℓ = 0, p = q = 1, and α : (here the identity from lemma 9.6 is used) and the (1, 1)-simplex (0, (0, 0))
Here we have employed the formula ξ 0∞ + x 
with the convention that the ξ j oncy occur if b + 1 c. Higher simplices given by the structural isomorphisms in m. Note that the off-diagonal elements actually all are in R.
More precisely, the tuple (φ, ψ, c) where
) and ψ together with c determines an element in the second factor. We see that jnc(m)(φ, ψ, c) ∈ N 0 B 2n r is the element whose 0 i < j r and 0 i r < j = ∞-entries are
respectively. Moving in the c-direction is easy because it amounts to connecting two values jnc(m)(φ, ψ, c) and jnc(m)(φ, ψ, c ′ ) by morphisms. Since this is determined by the one-skeleton it is enough to describe the case c − 1 < c. On the 0 i < j r-entries it is induced by α 
Checking that this is well defined and simplicial amounts to the same kind of checking as we have already encountered, using the same identities. One should notice that at no time during the verifications is the symmetry of addition used. It is used, however, for the isomorphism that renders matrix multiplication associative up to isomorphism.
The homotopy from inc to jnc is gotten by the obvious multiplications (in the bar direction) by matrices of the form 
(1, 1) 1 respectively. Here the (A, B)-notation is the "plus-minus" notation for objects in T ℓ R. There is a natural map (in the nerve direction) from jnc to knc (of the form (A, B) → (A+X, B +X) ∈ T ℓ R -induced by the identity), giving a homotopy.
Finally, let lnc : B n → z * B 2n be induced by the constant map sending any matrix to
(1, 1) 1 .
We obtain a homotopy from lnc to knc. Hence inc is homotopic to a constant map. Since id → z * is a monomorphism in the homotopy category, this means that the stabilization map B n → B 2n is homotopically trivial, and so B( * , GL(R), GL(T R)) = colim n B n is contractible.
The K-theory of a ring-category
Given a bipermutative category R, let HR be a suitably defined multiplicative version of Spt with HR being an Ω-spectrum from the first level on.
Remember that the group-like monoid GL n (HR) is defined by the pull-back
IfR is a commutative ring-category, i.e., a commutative rig-category with π 0 (R) a commutative ring, then π 0R = π 0 HR, and so it is enough to show that M nR and colim m∈I Ω m M n (HR(S m )) are equivalent. Both are n 2 -fold products, so it suffices to show thatR and colim m∈I Ω m HR(S m ) are equivalent. All the structure maps 
is an equivalence.
The Proof
Let R be a bipermutative category which satisfies the condiditions of theorem 1.1. Then we know that there is a group completion of R,R = D hocolim I (−R)
• R, which is a ring category. In part 9.3 we show, that the one-sided bar construction B( * , GLR, GL(T R)) is contractible where T R is the R-module described in 9.1. We know from lemma 9.1 that T R is an R-module, and the maps T R → (−R)R ← Z(−R)R →R are unstable equivalences of ZR-modules. This gives that GL(T R) is equivalent to BGLR as a GL(ZR)-module. Hence, the fact that B( * , BGLR, BGL(T R)) is contractible shows that B( * , GL(ZR), GL(R)) is contractible. But this is the homotopy fibre of BGL(ZR) → BGL(R) thus we have weak equivalences
In section 10 we obtained that
As HR is equivalent to HR this yields that in the diagram
five out of six arrows are weak equivalences, hence so is BGL(R) −→ BGL(HR). Thus finally we obtain K(HR) = K 0 (π 0 (R)) × |BGL(HR)| + ≃ K 0 (Gr(π 0 (R))) × |BGL(R)| + = K(R).
Appendix: an alternative construction
We sketch an alternative construction of a group completion of a bipermutative category which works in broader contexts than the construction we gave in sections 2.1 to 6. First, let us recall a slightly modified version of the Elmendorf-Mandell model of K-theory. Let (R, ⊕, 0 R , c ⊕ , ⊗, 1 R , c ⊗ ) be a small bipermutative category. The following is taken from [EM, §4] .
For finite based sets X 1 + , . . . , X n + with + denoting the basepoint,HR(X 1 + , . . . , X n + ) is the category with with objects (C <S> , ρ(< s >; i, T, U )) where
• < S >= (S 1 , . . . , S n ) is an n-tuple of basepoint-free subsets S i ⊂ X i .
• The C <S> are objects of R.
• Let < S; i, T > denote (S 1 , . . . , S i−1 , T, S i+1 , . . . , S n ) for some subset T ⊂ S i . Then The ρ(< S >; i, T, U ) are isomorphisms from C <S;i,T > ⊕ C <S;i,U> to C <S> for i = 1, . . . , n and T, U ⊂ S i with T ∩ U = ∅ and T ∪ U = S i . The (C <S> , ρ(< S >; i, T, U )) satisfy the following properties.
(1) If one S i = ∅ for i ∈ {1, . . . , n}, then C <S> = 0 R . E E commutes. Morphism in the category consist of morphisms f <S> : C <S> −→ D <S> in R that are the identity if any of the S i is empty. These morphisms have to commute with the structure maps ρ(< S >; i, T, U ).
ThusHR is a functor from the n-fold product of the category Γ of finite pointed sets to the category of symmetric monoidal categories. The monoidal structure onHR is given 'pointwise' by sending C <S> and D <S> to (C ⊕ D) <S> with
The above definition is quite close to the one in [EM] , however, we require the gluing maps ρ to be isomorphisms.
The case n = 1 is well studied: let m + denote the finite pointed set {0, 1, . . . , m} with 0 as basepoint.
Lemma 12.1. [ShSh, lemma 2 .2] The canonical map
is an equivalence of categories.
Let X 1 , . . . , X n be finite simplicial sets. We defineHR(X 1 , . . . , X n ) to be the n-simplicial permutative category withH R(X 1 , . . . , X n ) (ℓ1,...,ℓn) :=HR((X 1 ) ℓ1 , . . . , (X n ) ℓn ) for ℓ i ∈ ∆.
Definition 12.2. For a bipermutative category R we define K n R to be the category that is the limit of the diagramH (Y i1 , . . . , Y in ) with i j ∈ {0, 1, 2} and Y 0 = S 1 , Y 1 = Y 2 = P S 1 and d 0 : P S 1 → S 1 . Here, S 1 is the small simplicial model of the 1-sphere, P denotes the simplicial model of the path space functor.
More generally, we define for simplicial sets X 1 , . . . , X ñ HR(X 1 , . . . , X n ) := limHR(Y i1 ∧ X 1 , . . . , Y in ∧ X n )
where the Y ij are as above.
Note, that K 1 R corresponds to the classical case ( [ShSh, M3, Se] ). It is the pullback of the diagram
Lemma 12.3. The set of path components π 0 (K 1 R) is an abelian group.
Proof. The pullback K 1 R is a simplicial symmetric monoidal category. Therefore π 0 (K 1 R) is an abelian monoid. Switching the two copies ofHR(P S 1 ) in the defining diagram for K 1 R results in a homotopy inverse which gives π 0 (K 1 R) a group structure.
There is a natural pairing Let I be the category of finite sets and injective maps with objects n = {1, . . . , n}. Any morphism in I can be expressed as a composition of an order preserving injection with a permutation. For a permutation σ ∈ Σ n we obtain from [EM, §4] , that the induced map is an equivalence of categories. Thus it induces an equivalence of n-simplicial categories on K n R. Let i : n → n+1 be the standard inclusion which misses the element n+1. Then Elmendorf and Mandell show in their discussion of Extension Functors [EM, §4] , that there is an isomorphism of categories . . , X n + , 1 + ) induce a map from K n R to the limit of the systemHR(Y i1 , . . . , Y in , 1 + ). The natural maps from 1 + to (P S 1 ) 0 = 1 + and S 1 0 = + then yield the desired map to K n+1 R. One can check that these structure maps fit together to give the following result.
Theorem 12.4. The assignment n → K n R turns K • R into an I-graded commutative rig category.
Fixing finite pointed sets X 1 + , . . . , X n + ,HR(X 1 + , . . . , X n + , −) is a functor from the category of finite pointed sets to n-fold simplicial categories. Similar to Lemma 12.1 we get that this is a special Γ-space in the sense of Segal (up to some realizations resp. diagonals).
Lemma 12.5. The canonical inclusion n → n+1 induces a weak equivalence K n R → K n+1 R for n 1.
Proof. Note, thatH
because the natural map is a homology isomorphism of H-spaces (compare [Se, §4] ). We know that K n R ∼ = limHR(Y i1 , . . . , Y in , 1 + ). As n is at least one, the defining diagram for this limit admits a flip-map and therefore limHR(Y i1 , . . . , Y in , 1 + ) ∼ ΩlimHR(Y i1 , . . . , Y in , S 1 ).
An argument similar to the one at the beginning of the proof shows that 
Therefore the I-graded commutative rig category K • R satisfies similar properties as the I-graded bipermutative category (−R)
• R and the line of argument we used in our proof should apply for K • R as well.
