In this article we aim to establish intuitively appealing and verifiable conditions for the first-order efficiency and asymptotic normality of ML estimators in a multi-parameter framework, assuming joint normality but neither the independence nor the identical distribution of the observations. We present five theorems (and a large number of lemmas and propositions), each being a special case of its predecessor. 
INTRODUCTION
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In Heijmans and Magnus [6] we considered the first-order efficiency and asymptotic normality of ML estimators obtained from generally dependent observations, assuming that the joint density of (Y1, . . ., yJ) is known (except, of course, for yJ), but without specifying this function. The following result, which will serve as our starting point, was proved there. Proof. This is the special case of Heijmans and Magnus [6, Theorem 2] obtained by choosing ]n = in: = El1(yo)ln(Y0) and Go = Ko, and assuming that in/n tends to a positive constant as n -o .
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In the remainder of this article we shall assume that the joint density is normal. The precise framework is described in the next section.
BASIC ASSUMPTIONS
The first assumption defines the structure which generates the observations. where yo is the true (but unknown) value of the parameter vector to be estimated, and p, the dimension of F, is independent of n.
We further specify the functions involved in the next two assumptions. Three further points are worth noting. First, the number of parameters is assumed to be fixed and independent of the number of observations. Secondly, the parameter space F is a subset of lRP, the Euclidean space of (fixed) dimension p > 1, but not necessarily a p-dimensional interval. Thirdly, for fixed n, the covariance matrix ,&(y) (and therefore also Q 1(y)) is required to be nonsingular for every value of y E F. But, for n -+ oo, there will in general be values of y such that 
First, however, we recall some properties of the Cholesky decomposition.
Given any positive definite n x n matrix Q,n, there exists a unique diagonal n x n matrix An with positive diagonal elements, and a unique unit upper triangular6 n x n matrix Z,, such that A= ZnA'Z' (14) This is the Cholesky decomposition of Qn Using equations (15) and (16), we rewrite the loglikelihood function An, given in equation (5) We now have all the ingredients to prove the asymptotic normality of the sequence {n-/21n(Y0)} Proposition 4. Given Assumptions 1-5, the sequence {n 1-/21 (yJ) n Ec is asymptotically normally distributed, i.e.,
CONVERGENCE (IN PROBABILITY) OF THE HESSIAN MATRIX
In this section we shall prove that the Hessian matrix Rn(y0) divided by n converges in probability to minus the asymptotic Information matrix Gj(y0). First, however, we establish Lemma 7, which we shall need later in the proof of Theorem 2. n-oo yeN(y.)
THE CENTRAL LIMIT THEOREM FOR NORMALLY DISTRIBUTED (BUT DEPENDENT) OBSERVATIONS
We can now prove our main result. 
THE CASE OF UNIFORMLY BOUNDED EIGENVALUES
In the frequently encountered case where the eigenvalues of Q), Q-21, and its first and second derivatives are known to be locally uniformly bounded, the conditions simplify considerably. The following set of assumptions then replaces Assumptions 6'-8'. This concludes the proof of Theorem 5. U
