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Abstract—Even though the Convolutional Neural Networks
(CNN) has shown superior results in the field of computer
vision, it is still a challenging task to implement computer vision
algorithms in real-time at the edge, especially using a low-cost
IoT device due to high memory consumption and computation
complexities in a CNN. Network compression methodologies such
as weight pruning, filter pruning, and quantization are used
to overcome the above mentioned problem. Even though filter
pruning methodology has shown better performances compared
to other techniques, irregularity of the number of filters pruned
across different layers of a CNN might not comply with majority
of the neural computing hardware architectures. In this paper, a
novel greedy approach called cluster pruning has been proposed,
which provides a structured way of removing filters in a CNN
by considering the importance of filters and the underlying
hardware architecture. The proposed methodology is compared
with the conventional filter pruning algorithm on Pascal-VOC
open dataset, and Head-Counting dataset, which is our own
dataset developed to detect and count people entering a room.
We benchmark our proposed method on three hardware archi-
tectures, namely CPU, GPU, and Intel Movidius Neural Com-
puter Stick (NCS) using the popular SSD-MobileNet and SSD-
SqueezeNet neural network architectures used for edge-AI vision
applications. Results demonstrate that our method outperforms
the conventional filter pruning methodology, using both datasets
on above mentioned hardware architectures. Furthermore, a low
cost IoT hardware setup consisting of an Intel Movidius-NCS is
proposed to deploy an edge-AI application using our proposed
pruning methodology.
Index Terms—Edge-AI, Filter Pruning, Greedy Methods
I. INTRODUCTION
In recent years, computer vision applications achieved sig-
nificant improvement in accuracy over image classification and
object detection applications. Such progress is made mainly
due to the growth of underlying Convolution Neural Networks
(CNNs), deeper and wider. Then, Deep Neural Networks
(DNNs) [1]–[4] became the general trend after the introduction
of AlexNet [5] in ImageNet Challenge in 2012. Most of
these CNNs usually have hundreds of layers and thousands
of channels, thus requiring computation at billions of floating
point operations (FLOPS) with a memory footprint at hundreds
of megabytes. Since the improvement of the accuracy does
not necessarily make networks more efficient with respect
to size and speed, directly hand-craft more efficient mobile
architectures were introduced. Lower-cost 1x1 convolutions
inside the fire-modules reduces the number of parameters
in SqueezeNet [6]. Xception [7], MobileNets [8], [9] and
Network-decoupling [10] employ depthwise separable con-
volution to minimize computation density replacing the con-
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Fig. 1: Filter Pruning vs Cluster Pruning. For the demonstra-
tion purpose we have selected only three layers of a CNN,
where each layer consists of 9 filters.
ventional convolutional layers. ShuffleNets [11], [12] utilize
low-cost group convolution and channel shuffle. Learning of
the group convolution is used across layers in CondenseNet
[13]. On the other hand, faster object detections has been
achieved in YOLO [14] by introducing a single-stage detec-
tion pipeline, where region proposition and classification is
performed by one single network simultaneously. SSD [15]
has outperformed YOLO by eliminating region proposals and
pooling in the neural network architecture. Inspired by YOLO,
SqueezeDet [16] further reduces parameters by the design
of ConvDet layer. Based on the deeply supervised object
detection(DSOD) [17] framework, Tiny-DSOD [18] introduces
two innovative and ultra-efficient architecture blocks namely
depthwise dense block (DDB) and depthwise feature-pyramid-
2network (D-FPN) for resource-restricted usages. These novel
convolution operations are not supported by most of the
current hardware and software libraries. That leaves difficulties
in implementations and also these models take significant
human efforts at the design phase.
Implementing real-time edge-AI applications such as face-
detection, pedestrian detection, and object classification on
resource-constrained devices, especially low-cost Internet-of-
Things (IoT) devices, require models with less memory and
fewer number of FLOPS. Pioneered from the work done in
Optimal Brain Damage [19] and Optimal Brain Surgeon [20],
network compression has become a reasonable solution to
simplify high capacity networks. Network magnitude based
weight pruning methodologies suggested in [19]–[26] can
dramatically decrease CNN model sizes and the number of
multiplyaccumulate operations (MAC). However the regular
structure of dense matrices is distorted by weight pruning. This
introduces sparse weigh matrices, which require additional
computations and special hardware designs to evaluate the
network.
In line with our work, several pruning methods have been
proposed in [25], [27]–[30], where entire convolutional filters
are removed. When aforementioned methods prune filters after
an initial training phase of the network, the network slimming
method [31] learns to remove filters in the training phase in-
cooperating a scaling factor. Since these filter pruning methods
do not introduce sparsity to the original network structure, it
requires no special software or hardware implementations to
gain the peak performance. However, most of the edge-AI
hardware architectures provide optimum performance when
the workload size and memory required is aligned to hardware
dependant numbers, which is in most cases exist as numbers
in power of two [32]–[34]. This is due to the schedulers
load balancing problem over the processing element and
memory alignment requirement. Thus pruning filters across
layers might introduce a performance degradation in some
hardware architectures due to the irregularity of number of
filters pruned across layers.
To develop a hardware aware DNN pruning methodology,
it is important to explore different hardware architectures used
for DNN processing. For instance, the x86 Family is not
meant for DNN, but there are some attempts to use clusters
of CPUs for Deep Learning (DL) (BigDL from Intel [35])
and optimizing DL libraries for CPUs (Caffe con Troll [36]).
The Intel Xeon scalable processors features AVX instructions
for deep learning. Then the Nvidia GPU’s features massively
parallel accelerations with its concurrent programming and
hardware platform CUDA [37]. Many real world applications
such as robotics, self-driving cars, augmented reality, video
surveillance, mobile-apps and smart city application [38]–[40]
require IoT devices capable of AI inference. Thus, DNN infer-
ence has also been demonstrated on various embedded System-
onChips (SoC) such as Nvidia Tegra, Samsung Exynos, as well
as application specific FPGA designs (ESE [34], SCNN [41],
[42], [43]), and ASICs such as GoogleTPU and Movidius-
NCS, which is used later in our experiment. Except FPGAs,
most of these devices are generalized to work with majority
of DNN architectures. Therefore, theoretical performance gain
from conventional pruning methods might not be achieved
directly using these hardware architectures.
Inspired by the work done related to Neural Architecture
Search [44]–[46], AutoML for Model Compression (ACM)
[47] has leveraged reinforcement learning for neural network
compression to achieve state of the art results. On the other
hand, NetAdapt [48] proposes an algorithm that automatically
adapts a pre-trained deep neural network to a mobile platform
given a resource budget using empirical measurements. The
crucial difference between aforementioned methods and ours
is that we do not propose a fully automated pruning methodol-
ogy, which does not have a learning or an exhaustive network
searching phase to find the optimal pruning ratio, but rather a
rule-based, three steps method for faster implementation. Our
method has better control over selecting layer to be pruned
manually, and also we can learn the behaviour of different
hardware devices susceptible to pruning of the network. Fur-
thermore, we can choose the pruning complexity required
for each layer manually based on the obtained observations.
Nonetheless, we expect the automatic pruning be a promising
future work, which potentially can obtain a better performance
than manual pruning.
In this paper, we propose a novel pruning methodology,
named cluster pruning, which in-cooperate hardware depen-
dent parameters and follows a rule based greedy algorithm
to prune the entire network. We formulate an optimization
problem to measure the hardware response towards the perfor-
mance (accuracy and inference latency) of the network. Then,
we solve this problem by three steps. First we analyse the
performance by pruning one layer at a time. Then we identify
the optimum cluster size that maximizes the performance.
Finally, we apply cluster pruning for the entire network. Since
we do not have a simulation model of the hardware, we
carry out above three steps empirically using direct metric
measurements while considering the hardware architecture as
a black box.
Fig. 1 demonstrates the cluster pruning and filter pruning
methodologies using three layers of a CNN as an example.
Normally, the importance of filters in the CNN is randomly
distributed. Cluster pruning method ranks the filters consid-
ering each layer, while filter pruning method ranks them
considering the whole network. Then, cluster pruning method
goes one step ahead by ranking groups of filters considering
the whole network. As shown in the figure by faded colours,
cluster pruning method prunes 4 groups of filters, while filter
pruning method removes 8 filters one by one. We utilize
the open dataset Pascal-VOC and own-created Head-Counting
dataset to demonstrate the practical applicability of our method
along with a real-time application. The results show that the
proposed method can successfully mitigate the performance
degradation and outperform the filter pruning method.
This paper is organized as follows. Neural computing hard-
ware architectures used are described in the Section II. The
cluster pruning methodology is proposed in Section III, and
the experimental results are shown in Section IV. Section V
makes the concluding remarks.
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II. PARALLEL COMPUTER PARADIGMS
Understanding of how the processing is being performed
on AI computing architectures is crucial to describe the
performance response after pruning a single layer of a CNN.
The fundamental component of both the convolution and
fully connected layers are the multiply-and-accumulate (MAC)
operations, which can be easily parallelized. The processing el-
ements inside computer architectures mainly can be separated
into two compute paradigms as shown in Fig. 2, as mentioned
in [49].
Mostly CPUs and GPUs exploit the temporal architec-
tures, and mainly employ parallelization techniques such as
vectors (SIMD) or parallel threads (SIMT). These temporal
architectures use centralized controllers such as schedulers to
manage a large number of ALUs. Normally these ALUs can’t
communicate directly with each other and only fetch data from
the memory hierarchy. Due to high computational capability,
and also memory and scheduling efficiency in temporal ar-
chitecture, we do not experience the effect on performance
significantly after pruning filters irregularly across layers of a
CNN.
In contrast, spatial architectures use data-flow processing,
where the ALUs form a processing chain, so that they can
pass data from one to another directly. This architecture is
commonly used for DNNs in ASIC and FPGA based designs.
The design principles for Movidius-NCS, which is used for our
experiment is also based on a spatial architecture. It is made of
Myriad-VPUs follows from a careful balance of programmable
vector-processors, dedicated hardware accelerators, and mem-
ory architecture for optimized data flow [50]. There is a fixed
data-flow designed that adapt to certain DNN shapes and sizes.
Therefore, irregular number of filters remain in a single layer
after pruning might introduce a performance degradation. Fig.
3 shows how the Movidius-NCS architecture is organized. The
pre-trained DNN model used in the application is compiled
and mapped into the Movidius-NCS before the real-time
application is started. Workload in the DNN is distributed over
the DL engines. This mapping might reduce the network size
and might introduce accuracy drop generally. If the mapping
is fixed for certain network shapes, pruning might effect the
performance of the application adversely.
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Fig. 3: Movidius-NCS Architecture
III. PROPOSED APPROACH
Consider a set of training examples D = {(xn,yn)|n =
1, ...,N}, where N represents the number of training exam-
ples, xn and yn represent the n
th input and its target output,
respectively. Consider a CNN has the convolution filters
F = {F
(k)
l |l = 1, ...,L;k = 1, ...,Kl}, where l represents the
convolution layer index, k represents the filter index in the
lth layer and Kl is the total number of filters inside l
th layer.
All the filters of the network are trained to minimize a cost
function C(D|F), which in turn maximize the accuracy of
detections.
During pruning, we refine a subset of filters F ′, which
preserves the accuracy of the adapted network such that
C(D|F ′)≈C(D|F). Then the problem can be formulated as
min
F ′
|C(D|F ′)−C(D|F) |
s.t Consm(F
′)< Bm and Const(F
′)< Bt , (1)
where Consm(.) and Const(.) evaluate the memory and infer-
ence time consumption for a selected sub set of filters in the
network. Bm and Bt represent the memory bound and latency
bound at our hand. Intuitively, if F =F ′, we reach the global
minimum of Eq. 1.
While pruning a CNN, some filters along with the corre-
sponding feature maps are removed, resulting in a structural
change in the network. Therefore, pruning could lead to a
potential problem of unbalanced workload over processing
elements and might not fit well on parallel computer archi-
tectures, specially for edge-AI devices with limited resource.
Hence, workload imbalance may cause a gap between the
expected performance and peak performance [34].
In order to address this issue, we consider the effect
from hardware architecture on performance of the network,
which is accuracy and throughput. The motivation behind our
approach is to identify and maximize the hardware architecture
dependent accuracy and throughput response while pruning the
network. For selected F ′, the accuracy response is given by
Hacc(F
′), and the throughput response is given by Hspeed(F
′).
Since these two responses are connected with each other,
solving the Eq. 2 would provided the filter subset, which is
required to gain the optimum hardware-aware performances,
where αacc and αspeed represent the scaling factors for the
Hacc(F
′) and Hspeed(F
′), respectively.
4max
F ′
{αaccHacc(F
′)+αspeedHspeed(F
′)}
s.t. Consm(F
′)< Bm and Const(F
′)< Bt , (2)
However, solving Eq. 1 and Eq. 2 is a combinatorial opti-
mization problem [25]. There are 2|F | number of evaluations
for both of the equations to select the optimum subset of
filters. Moreover, there are thousands of convolutional filters
in modern CNN architectures. Hence, it is difficult to solve
this optimization exactly using an exhaustive search.
Therefore, we implement a greedy methodology to solve
this problem empirically by considering the underlying hard-
ware architecture. Greedy methodologies consist of a least
important filter selection criteria and then remove those filters
iteratively until the expected memory and latency bounds are
reached.
A. Analyzing Single Layer Performance Response
As the first step, we prune the less significant filters in
a layer, then profile the accuracy and latency response for
a given hardware architecture. In the literature, there are
some heuristic criteria have been proposed to evaluate the
importance of each filter in a neural network. Some of the
important criteria include Minimum Weight [27], Average
Percentage of Zeros [24], Talor Criteria [25], and Thinet
greedy algorithm [30]. We adapt the minimum weight criteria
to rank the convolutional filters to determine their significance
toward the performances [27]. Minimum weight criteria for an
individual filter can be represented as θMW :R
|Fk
l
|×p×p −→R,
which can be formulated as
θMW (F
k
l ) =
1
| Fkl | ×p× p
|Fkl |
∑
j
p×p
∑
i
w2i, j, (3)
where p× p represent the kernel size, w denotes a individual
kernel weight, | Fkl | represent the cardinality, which is the
number of kernels in the kth filter of the lth layer.
Using the Eq. 3, we ranked the filters according to their
increasing order of significant. Then we start to prune them
in ascending order of the rank and profiled the accuracy and
latency of the network for each pruning instance as shown in
Fig. 4, Fig. 5, and Fig. 8.
B. Identifying The Optimum Cluster Size
If the hardware architecture is susceptible to workload
imbalance, the influence will be reflected in the performance
graphs when we analyse the single layer pruning results.
If there exist a particular pattern of inference time drops
in latency graphs with respect to the number of filters left
in a layer after pruning, networks forward inference time
is influenced. On the other hand, there might be particular
patterns of rises in accuracy graphs. As an example, in Fig. 5
and Fig. 8, we can identify periodic bottoms with significant
drops and periodic peaks with significant rises in the latency
and accuracy graphs, respectively. Consider the paccl and p
lat
l as
the identified periodic lengths from the accuracy and latency
Algorithm 1: Cluster Pruning Algorithm
Input: Pretrained Network with Filter Set: F
Optimum Cluster Sizes per layer: P
Output: Pruned Network with Filter Set: F ′
Set for filter clusters: G= {}
Set for avg ΘMW (.) values of filter clusters: MWG = {}
for each layer in network l = 1, ...,L do
Set for the filters in current layer: Fl = {}
Set for ΘMW (.) values in current layer: MWl = {}
for each filter in current layer k = 1, ...,Kl do
MWl ∪{ΘMW (F
k
l )}
Fl ∪{F
k
l }
end
FR = Rank Fl according to values in MWl
i= 1;
while all filters groups are processed: i+Pl > Kl do
Select a cluster of filters: F
i:i+pl
R
Add the cluster to the set: G∪{F
i:i+pl
R }
Add avg ΘMW (.) value of the cluster to the set:
MWG∪{
∑
pl−1
j=0 ΘMW (F
i+ j
R )
Pl
}
Increment to the next cluster: i= i+Pl
end
end
GR = Rank G according to MWG
Until the pruning objective is reached, prune filter groups
in GR consecutively.
graphs of the lth layer. The optimum cluster size Pl can be
calculated as the LCM(paccl , p
lat
l ), where LCM(., .) represent
the calculation of least common multiple of the two given
periodic lengths. Likewise, we calculate the optimum cluster
size for every layer, which is denoted by P = {Pl |l = 1, ...,L}.
C. Applying Cluster Pruning to the Whole Network
The methodology of utilizing the optimum cluster size that
is just described in Section III B is shown in Algorithm
1. First, we iterate through each layer of the network and
identify the importance of individual filter in corresponding
layer according to the minimum weight criteria using Eq. 3.
Then we rank them inside the layer according to the calculated
importance, which is denoted as FR. For each layer, filter
clusters are formed according to the optimum cluster size and
those clusters are inserted into the global set denoted as G.
The importance of the filter groups are calculated by taking the
average of ΘMW values of the filters inside the corresponding
group. After that, all the groups in the network are ranked
and pruned according to their increasing order of significance.
Finally, iterative pruning can be stopped after reaching the
target trade-off between accuracy and pruning objective, which
can be the FLOPS, inference latency or memory utilization of
the model.
IV. EXPERIMENTAL RESULTS
In this section, the proposed cluster pruning methodology
is empirically evaluated using the popular SSD-MobileNet
5and SSD-SqueezeNet neural network architectures for object
detection. The popular Pascal-VOC dataset and our application
specific dataset named as Head-Counting is used to pre-
train the SSD-MobileNet and SSD-SqueezeNet before pruning.
Iterative fine-tuning step has been carried out to retain the
accuracy of the networks according to the baseline described
in [51].
We use latency and accuracy as two performance measure-
ments for evaluation. The average network forward inference
time across a single layer or the whole network is measured
in milliseconds as the latency, and the mean average precision
(mAP) value is calculated as the accuracy for test datasets. We
use Caffe framework implementation of SSD-MobileNet [52]
and SSD-SqueezeNet [53] to develop the pruning methodolo-
gies.
The experiment is divided into three parts. In the first part,
we profile the performance of different hardware architectures
by pruning the filters in a single layer to identify the optimum
cluster sizes per layer (Section IV B). Then this optimum clus-
ter size is used for the proposed cluster pruning methodology
to prune the whole network (Section IV C). Filter pruning
method is also carried out to compare the performance. Finally,
we demonstrate the performance comparison of a edge-AI
application in different hardware setups after applying cluster
pruning and filter pruning methods (Section IV D).
A. Data sets and models
1) Pascal-VOC Dataset: Pascal-VOC [54] provides stan-
dardized image datasets for object class recognition and
consist of 20 classes. The training and validation data has
11,530 images containing 27,450 ROI annotated objects and
6,929 segmentation’s, while the testing dataset consist of 4952
images. We use this dataset to train and test our pruned models
to get the accuracy an latency values.
2) Head-Counting Dataset: For our edge-AI vision ap-
plication, we collect data from a live video feed from 5
different cameras mounted on top of the entrance of rooms
under various lighting conditions. This dataset consists of 2622
images for training and validation, while 786 images are used
for testing. These images are labelled with bounding boxes
using only the person object category. Since these images
were captured in 304x304 resolution, images are re-sized into
300x300 at the beginning.
3) SSD-MobileNet Detection Network: Depthwise sepa-
rable convolutions are used in MobileNets neural network
architecture [8] for faster inference. For detection of objects,
we use the SSD variation [15] of it. For our experiment,
we use two models from this network, which are pre-trained
on above mentioned two datasets. The first model is trained
on Pascal-VOC dataset from scratch and the second model
is fine-tuned on top of the first model using Head-Counting
dataset. We prune both of these models using the filter pruning
methodology and our proposed cluster pruning methodology
to measure the performance response.
4) SSD-SqueezeNet Detection Network: SqueezeNet CNN
architecture [6] comprises of blocks called fire modules, where
conventional convolution has been replaced by a squeeze
convolution layer feeding into an expand layer that has a
mix of 1x1 and 3x3 convolution filters. SqueezeNet achieves
AlexNet-level accuracy on ImageNet with 50x fewer param-
eters. We use the SSD variation [15] on top of the backbone
SqueezeNet for the detections. For our experiment, we use two
models from this network, which are pre trained on Pascal-
VOC dataset, and then fine-tuned on Head-Counting dataset.
We prune them using both cluster pruning and filter pruning
methodologies.
B. Optimum Cluster Size through Single Layer Pruning
The main intention of this subsection is to determine the
optimum cluster size used for cluster pruning as described
in Section III Subsection A and B. We select first three
convolution layers of SSD-MobileNet, which are named as
Conv0, Conv1, Conv2, and prune the filters inside them. We
prune one filter in a single layer at a time until two filters are
left in that layer. The number of input channels of the next
layer is reduced once we prune a filter in the current layer.
Thus, corresponding kernels inside the filters in next layer
is also pruned. Moreover, SSD-MobileNet is designed with
depthwise convolution architecture, where convolutional layers
are separated into two layers called pointwise and depthwise
convolutions. Therefore, when we prune layer Conv0, corre-
sponding kernels inside filters of the depthwise convolutional
layer Conv1/dw and pointwise convolutional layer Conv1 are
also pruned. As a result of that, three adjacent layers of
the network is pruned at given filter pruning iteration. Then
we measure the forward inference time of the network and
accuracy for the test datasets at each iteration. Fig. 5a, 5b,
5c show the latency results after pruning the layer Conv0 of
the SSD-MobileNet using three hardware architectures NCS,
CPU, and GPU, respectively. Fig. 5d, 5e, 5f and Fig. 5g, 5h, 5i
indicate pruning of the layers Conv1 and Conv2 of the SSD-
MobileNet, respectively.
We select three convolution layers named as Conv1,
Fire2/Expand1x1, and Fire2/Expand3x3 for the pruning of
SSD-SqueezeNet. Once we prune a filter in SSD-SqueezeNet,
only the corresponding channel of the next layers is pruned
at a given filter pruning iteration. Fig. 7a, 7b, 7c show the
inference latency results after pruning the layer Conv1 of
the SSD-SqueezeNet using three hardware architectures NCS,
CPU, and GPU, respectively. Fig. 7d, 7e, 7f and Fig. 7g,
7h, 7i indicate pruning of the layers Fire2/Expand1x1 and
Fire2/Expand3x3, respectively.
SSD-MobileNet and SSD-SqueezeNet are trained on Pascal-
VOC and Head-Counting datasets to measure the accuracy
drop at each iteration of pruning. Fig. 8 and Fig. 9 show the
accuracy over the two datasets after pruning filters without
any fine-tuning step. The pruned layers Conv0, Conv1, Conv2,
Conv6 of the SSD-MobileNet and Conv1, Fire2/Squeeze1x1,
Fire2/Expand1x1, Fire2/Expand3x3 of the SSD-SqueezeNet
are illustrated by Fig. 8a, 8b, 8c, 8d and Fig. 9a, 9b, 9c,
9d, respectively. To test the inference accuracy of the test
datasets using GPU and CPU, we use the same network model
based on Caffe framework at each pruning iteration. Therefore,
same accuracy values are observed for both CPU and GPU
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Fig. 4: Latency through individual layers (SSD-MobileNet): Single layer pruning using NCS
evaluations. On the other hand, we get different accuracy
results when we use Movidius-NCS, since we convert the
Caffe based network model to a Movidius-NCS compatible
network model called a graph file using the Movidius compiler.
Thus, there are two plots of accuracy drops for each dataset
as shown in the Fig. 8 and Fig. 9. We can summaries the
single layer pruning results according to the three hardware
architectures as follows.
1) Movidius-NCS: The Caffe implementation of both SSD-
MobileNet and SSD-SqueezeNet are converted in to a binary
file called a graph file capable of running in Movidius-NCS
using the Movidius Neural Computing Software Development
Kit (NCSDK) and Movidius compiler called mvNCCompiler.
When we are using the Movidius-NCS, forward inference
time through each pruned layer in SSD-MobileNet and SSD-
SqueezeNet are illustrated in the Fig. 4 and Fig. 6, respectively.
At a given pruning iteration of layers Conv0, Conv1, and
Conv2 in SSD-MobileNet, we evaluated the forward inference
time through all three adjacent layers affected. Fig. 4a, 4b,
4c represent the pruning of layer Conv0, while Fig. 4d,
4e, 4f and Fig. 4g, 4h, 4i represent pruning of the layers
Conv1, and Conv2, respectively. Every graph in this figure
shows periodic bottoms when remaining numbers of filters
are equal to multiples of 8. The next pointwise convolution
layer, which is effected by pruning of the filters in current
pointwise convolution layer, has the most significant periodic
bottoms as illustrated in Fig. 4c, 4f, and 4i. If the number
of filters pruned are not in multiples of 8, forward inference
time measured through that layer is increased. As a result of
that, total network forward inference time shown in Fig.5a, 5d,
5g follow the above mentioned periodic pattern of bottoms.
Not only the SSD-MobileNet, but also the pruning of SSD-
SqueezeNet shows the similar behaviour. Fig. 6a, 6b represent
the inference time through individual layers when pruning
the layer Conv1 in SSD-SqueezeNet, while Fig. 6c, 6d and
Fig. 6e, 6f represent pruning of the layers Fire2/Expand1x1,
and Fire2/Expand3x3, respectively. According to these figures,
forward inference time through the following layer pruned
is greatly increased if the number of pruned filters are not
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Fig. 5: Latency through whole network (SSD-MobileNet): Single layer pruning using NCS, CPU, GPU
in multiples of 8. Thus, the total inference time shown in
Fig.7a, 7d, 7g follows the periodic pattern of 8. This scenario
is observed due to the specific data-flow design architecture
that we observe in Movidius-NCS. Thus we can select the platl
value mentioned in Section III Subsection B as 8 for both of
the networks which is used to calculate optimum cluster sizes
per layer (P) used in Algorithm 1.
Not only the latency graphs, but also the accuracy graphs of
the SSD-MobileNet shown in Fig. 8 show periodic tops when
the pruned number of filters are equal to multiples of 8. As it is
shown in Fig. 8, the Movidius compiler preserves the accuracy
if the number of filters are pruned in multiples of 8 for both
datasets. Thus we can select paccl value mentioned in Section
III Subsection B as 8 for the SSD-Mobilenet. The accuracy
graphs of the SSD-SqueezeNet shown in Fig. 9 do not show
any specific pattern except the degradation of accuracy than
the CPU and GPU accuracy plot. That indicates the accuracy
and optimum cluster size are independent of each other for the
SSD-SqueezeNet when we use the Movidius-NCS. Therefore
we can select paccl value to be 1 for the SSD-SqueezeNet.
Consequently, we can come to the conclusion empirically that
the optimum cluster size (LCM(paccl , p
lat
l )) for each layer is
8 for both of the detection networks when we use Movidius-
NCS. In the next subsection, we are going to use this optimum
cluster size for the cluster pruning method we proposed.
2) CPU: For the experiment we use an Intel-Xeon-CPU
with Caffe-CPU run-time framework to measure the network
forward inference time and test accuracy. Fig. 5b, 5e, 5h
show the forward inference time after pruning the layers
Conv0, Conv1, Conv2 of SSD-MobileNet, while Fig. 7b,
7e, 7h show the forward inference time after pruning the
layers Conv1, Fire2/Expand1x1, Fire2/Expand3x3 of SSD-
SqueezeNet, respectively. There is a general trend of de-
creasing total inference time with random fluctuations when
number of pruned filter are increasing. But there is no periodic
pattern that we observe in the test using a CPU for both
networks. Accuracy results of CPU test is identical to the
GPU variant. When the remaining number of filters inside the
layers Conv0, Conv1, Conv2, Conv6 of SSD-MobileNet and
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Fig. 6: Latency through individual layers (SSD-SqueezeNet): Single layer pruning using NCS
Conv1, Fire2/Squeeze1x1, Fire2/Expand1x1, Fire2/Expand3x3
of SSD-SqueezeNet are decreasing, accuracy for detection
of objects in both test datasets are dropping. Sensitivity for
the accuracy of the bottom layers are less than the top most
layers of the networks, where Fig 8a, and Fig. 8d show the
highest and least sensitivity of the SSD-MobileNet. We do not
observe a remarkable patterns of accuracy associated with the
number of filters removed in CPU and GPU experiments as
illustrated in Fig. 8 and Fig. 9. Furthermore, we can use the
CPU and GPU accuracy plot as the baseline while comparing
the accuracy drops in Movidius-NCS experiment.
3) GPU: Caffe-GPU runtime framework is used with an
Intel-Xeon-CPU and an Nvidia-GeForce-GTX-1080Ti for pro-
filing the performance of single layer pruning in our experi-
ment. Fig. 5c, 5f, 5i show the forward inference time after
pruning the layers Conv0, Conv1 Conv2 of SSD-MobileNet,
while Fig. 7c, 7f, 7i show the forward inference time after
pruning the layers Conv1, Fire2/Expand1x1, Fire2/Expand3x3
of SSD-SqueezeNet, respectively. In these figures, we observe
only random fluctuations bounded between a 1ms-2ms time
difference. This is due to the massively parallel hardware ca-
pability of the GPU. Even though, the number of computations
and network size is reduced, we do not experience a significant
reduction of latency in GPU latency results. The accuracy
results are same as the CPU variant of the experiment as
mentioned above.
According to the single layer pruning results, we can iden-
tify that Movidius-NCS is susceptible to workload imbalance
as shown by the periodic bottoms in latency graphs and pe-
riodic tops in accuracy graphs. Accordingly, optimum cluster
size is identified as 8 for both networks, which is used in the
whole model pruning step. Even though, the CPU and GPU
experiments do not show the periodic pattern in performance
graphs, performance values are evaluated for cluster pruning
methodology using the CPU and GPU in the next subsection
to differentiate the results with Movidius-NCS.
C. Whole Model Pruning
After observing the results of single layer pruning and iden-
tifying the optimum cluster size, we prune the whole network
model irrespective of a selected layer using the filter pruning
methodology and cluster pruning methodology. To make the
implementation easier, we select the layers from Conv1 to
Conv9 in SSD-MobileNet and fire modules from Fire2 to
Fire8 in SSD-SqueezeNet to be pruned. The filter pruning
methodology is implemented by ranking all the filters inside
the layers according to the importance using the minimum
weight criteria. Then, we prune filters unevenly across layers,
where least important filters are pruned first. To implement
the cluster pruning methodology, we use the selected layers in
SSD-MobileNet and SSD-SqueezeNet to follow the Algorithm
1 using the cluster size as 8. In both methods, once we
have pruned 8 filters from the network, we measure the total
network inference time and the accuracy for both datasets
without an intermediate fine-tuning step initially. Furthermore,
we fine-tune the models pre-trained on Pascal-VOC using 2000
updates with a learning rate, which is half the base learning
rate after pruning every 8 filters. For the models pre-trained on
Head-Counting dataset, we use 1000 updates with a learning
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Fig. 7: Latency through whole network (SSD-SqueezeNet): Single layer pruning using NCS, CPU, GPU
rate, which is half the base learning rate. Then again we
measure the accuracy in both methodologies.
The Fig. 10 and Fig. 11 indicate the network forward
inference time comparison between the filter pruning method-
ology and proposed cluster pruning methodology using the
three hardware architectures NCS, CPU, and GPU for SSD-
MobileNet and SSD-SqueezeNet, respectively. Average per-
centage of the latency drops for SSD-MobileNet from filter
pruning method to cluster pruning method are 3.93%, 3.38%,
and 2.92% for NCS, CPU, and GPU, respectively. For SSD-
SqueezeNet, the average percentage of the latency drops are
1.40%, 1.93%, and -2.40%, respectively. Most of the time,
cluster pruning method outperforms the filter pruning method
in all three hardware architectures. As demonstrated in Fig.
10a and Fig. 11a, all the time Movidius-NCS has distinct la-
tency drops since it supports the cluster pruning methodology
as we identified in the single layer pruning experiment earlier.
As illustrated in the Fig. 12b and Fig. 13b, CPU/ GPU do
not show a considerable difference of the drop of accuracy in
early stages when we compare the filter pruning and cluster
pruning methodologies. But when the number of filters pruned
are increasing, the accuracy drop becomes larger in the cluster
pruning methodology. This is due to removal of the least
significant filter with minimum weight, one by one considering
the whole network in filter pruning method. But in cluster
pruning method, filter group with the minimum average weigh
is removed from a single layer. In this scenario, there can
be filters with lesser weights in other layers than inside the
filter group in the current layer. When we fine-tune the models
after removing 8 filters in both methodologies, we can achieve
almost the same accuracy for both methodologies with an
accuracy loss not less than 2% from the initial accuracy. We
can clearly identify in Fig. 12a and Fig. 13a, the accuracy
does not drop drastically in the proposed cluster pruning
methodology and it outperforms the filter pruning method
starting from the first pruning iteration. As we observed in
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Fig. 8: Accuracy for Single layer pruning - SSD-MobileNet
single layer pruning experiment, the accuracy drop for the
Movidius-NCS is very high if the network is not pruned in
multiples of optimal cluster size. That is the reason behind
the accuracy preservation in the cluster pruning method. Even
though we fine-tune networks after pruning 8 filters, the
filter pruning method can’t achieve accuracy preserved by the
cluster pruning methodology. Moreover, as shown in Fig. 13,
the filter pruning method shows an over-fitting scenario when
we fine-tune the models pre-trained using the Head-Counting
dataset. We also assume this might be due to some hyper
parameter mis-specifications in the fine-tuning process.
For the SSD-SqueezeNet, there is no considerable difference
between the accuracy results of Movidius-NCS and CPU/
GPU as shown in Fig. 14 and Fig. 15. This is due to
no distinct accuracy changes we observed in single layer
pruning experiment for both platforms while pruning the SSD-
SqueezeNet. Cluster pruning method underperforms than the
filter pruning methodology for Pascal-VOC dataset, while it
outperforms in the Head-Counting dataset when the pruning
is not followed by a fine-tuning step. For both dataset and for
both network architectures, we can achieve almost the same
accuracy using both methodologies with a fine-tuning step
intermediately, where we lose not more than 1% accuracy from
the initial accuracy value. The Table I shows the dimensions
of layers in SSD-MobileNet before pruning and after pruning,
which was pre-trained on Head-Counting dataset. It shows
how filter pruning methodology prunes filters unevenly, while
cluster pruning method removes filters as clusters of 8 in a
structured way.
According to the results of the whole model pruning, it
has been proven that the inference latency of a detection
network can be minimized using the proposed cluster pruning
methodology, which outperforms the widely used filter pruning
methodology. For some edge-AI devices, the accuracy drop
we experience when the filters are pruned not considering
the hardware response, can be mitigated using the proposed
cluster pruning methodology. Furthermore, we can meet the
same level of accuracy preservation of the filter pruning
methodology by an intermediate fine-tuning step for the
proposed cluster pruning methodology. Hence, our method
can be applied to real-time vision applications to gain the
performance requirement at our hand.
D. Edge-AI Application
A novel real-time people head counting system is presented
in this section. Using a single overhead mounted camera, the
system counts the number of people going in and out of
an observed room. Counting is performed by analysing two
consecutive frames of the video feed using object detection,
tracking, and counting methodologies. Then, the number of
11
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Fig. 9: Accuracy for Single layer pruning - SSD-SqueezeNet
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Fig. 10: Inference latency : Filter pruning vs Cluster pruning (SSD-MobileNet)
people stay inside the room is used as a controlling parameter
for air conditioner controllers in a Smart-Building system,
which is beyond the scope of this paper. The proposed edge-
AI hardware setup consists of a Raspberry Pi 3 development
board, a camera module, and a Movidius-NCS.
First, the SSD-MobileNet detection model, which is pre-
trained on Pascal-VOC dataset is fine-tuned using the Head-
Counting dataset and deployed in the edge-AI hardware setup
mentioned. Real-time video frames from the camera are
preprocessed and used as the input to the SSD-MobileNet.
Movidius-NCS does the real-time inference by detecting the
bounding boxes for the person objects in the frame. The
detected objects and their details in the current frame are saved
in a data structure of the running program. Then, these saved
object are compared with the object in the subsequent video
frame using OpenCV [55] histogram comparison method to
attain the object tracking capability in real-time. Once the
objects are tracked, we determine the starting and end points
of the object using centroids of the bounding boxes. As shown
in each image of the Fig. 16, we select two regions of interest
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Fig. 11: Inference latency : Filter pruning vs Cluster pruning (SSD-SqueezeNet)
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Fig. 12: Accuracy for Pascal-VOC dataset : Filter pruning vs Cluster pruning (SSD-MobileNet)
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Fig. 13: Accuracy for Head-Counting dataset : Filter pruning vs Cluster pruning (SSD-MobileNet)
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Fig. 14: Accuracy for Pascal-VOC dataset : Filter pruning vs Cluster pruning (SSD-SqueezeNet)
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Fig. 15: Accuracy for Head-Counting dataset : Filter pruning vs Cluster pruning (SSD-SqueezeNet)
TABLE I: Dimensions of the layers after pruning filters in SSD-MobileNet pre-trained on Head-Counting dataset
Convolution Layer Original Dimention Filter Pruning # Filters Pruned Cluster Pruning # Filters Pruned
conv1/dw (32, 1, 3, 3) (32, 1, 3, 3) 0 (32, 1, 3, 3) 0
conv1 (64, 32, 1, 1) (63, 32, 1, 1) 1 (64, 32, 1, 1) 0
conv2/dw (64, 1, 3, 3) (63, 1, 3, 3) 1 (64, 1, 3, 3) 0
conv2 (128, 64, 1, 1) (124, 63, 1, 1) 4 (128, 64, 1, 1) 0
conv3/dw (128, 1, 3, 3) (124, 1, 3, 3) 4 (128, 1, 3, 3) 0
conv3 (128, 128, 1, 1) (127, 124, 1, 1) 1 (128, 128, 1, 1) 0
conv4/dw (128, 1, 3, 3) (127, 1, 3, 3) 1 (128, 1, 3, 3) 0
conv4 (256, 128, 1, 1) (256, 127, 1, 1) 0 (256, 128, 1, 1) 0
conv5/dw (256, 1, 3, 3) (256, 1, 3, 3) 0 (256, 1, 3, 3) 0
conv5 (256, 256, 1, 1) (253, 256, 1, 1) 3 (256, 256, 1, 1) 0
conv6/dw (256, 1, 3, 3) (253, 1, 3, 3) 3 (256, 1, 3, 3) 0
conv6 (512, 256, 1, 1) (510, 253, 1, 1) 2 (512, 256, 1, 1) 0
conv7/dw (512, 1, 3, 3) (510, 1, 3, 3) 2 (512, 1, 3, 3) 0
conv7 (512, 512, 1, 1) (456, 510, 1, 1) 56 (416, 512, 1, 1) 96
conv8/dw (512, 1, 3, 3) (456, 1, 3, 3) 56 (416, 1, 3, 3) 96
conv8 (512, 384, 1, 1) (491, 456, 1, 1) 21 (496, 416, 1, 1) 16
conv9/dw (512, 1, 3, 3) (491, 1, 3, 3) 21 (496, 1, 3, 3) 16
conv9 (512, 512, 1, 1) (472, 491, 1, 1) 40 (496, 496, 1, 1) 16
conv10/dw (512, 1, 3, 3) (472, 1, 3, 3) 40 (496, 1, 3, 3) 16
conv10 (512, 512, 1, 1) (512, 472, 1, 1) 0 (512, 496, 1, 1) 0
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Fig. 16: Detection of people entering rooms
TABLE II: Inference time for detection in milliseconds
Pruning Method
Computer Architecture
Pi Pi+NCS CPU GPU TX2
Without Pruning 4787.18 84.92 215.22 22.33 104.23
Filter Pruning 4756.14 86.63 215.61 21.89 97.54
Cluster Pruning 4461.64 82.37 195.85 21.74 94.03
Gain from Filter Pruning 0.65% -2.01% -0.18% -1.97% 6.42%
Gain from Cluster Pruning 6.80% 3.00% 9.00% 2.64% 9.78%
Per f ormance Gain=
(
Without Pruning − Af ter Pruning
Without Pruning
)
×100%
using three virtual counting lines, where blue and green lines
bounds the outside region, while green and red lines bound
the inside region. If the starting and end points move from
outside region to inside region, we count one person has
entered the room and count one went outside vice versa. We
have tested the performance of the system, achieving a correct
people counting rate of 95%. Additionally, to benchmark the
throughput gain achievable by cluster pruning methodology,
we use following hardware setups.
• Raspberry-Pi 3
• Raspberry-Pi 3 and Intel Movidius-NCS
• 2.10GHz Intel-Xeon CPU
• 2.10GHz Intel-Xeon CPU and Nvidia GTX-1080Ti
• Nvidia Jetson-TX2
To test the performance of the application using above
mentioned hardware setups, we used SSD-MobileNet model
without pruning at first. Then, we pruned that model using
filter pruning and cluster pruning methods separately. Ap-
proximately 1.28% filters equal to 1.25% parameters from the
whole network has been pruned in both methodologies. The
first approach of measuring the performance is identifying the
total forward inference time through the neural network for
each hardware setups in milliseconds. As illustrated in the
Table II, it is clear that the performance gain from cluster
pruning method has outperformed the filter pruning method.
Furthermore, there is a performance degradation, which is
represented as a minus value in the filter pruning method,
using the proposed edge-AI hardware setup consisting of the
Raspberry Pi and Movidius-NCS. It is overcome using the
TABLE III: FPS values for the edge-AI application
Pruning Method
Computer Architecture
Pi Pi+NCS CPU GPU TX2
Without Pruning 0.186 6.346 4.467 42.389 10.335
Filter Pruning 0.192 6.331 4.940 48.450 10.659
Cluster Pruning 0.204 6.427 5.031 49.361 11.004
Gain from Filter Pruning 3.23% -0.23% 10.59% 14.30% 3.13%
Gain from Cluster Pruning 9.68% 1.28% 12.63% 16.45% 6.47%
Per f ormance Gain =
(
Af ter Pruning − Without Pruning
Without Pruning
)
×100%
cluster pruning method as shown in positive percentage value
in Table II. The next approach is to measure performance
in frames per second (FPS) for the edge-AI application. We
recorded a video of people entering and leaving a room using
a overhead mounted camera. Then, this video is used instead
of the real-time video feed and measured the FPS values using
each hardware setups. The results shown in Table III indicate,
performance gain in cluster pruning method outperform the
filter pruning method in all hardware setups. From the results
shown, it can be concluded that the performance of the edge-
AI application is successfully uplifted using the proposed
cluster pruning methodology.
V. CONCLUSION AND FUTURE WORKS
The solution proposed above clearly tackles the problem
of steep increment of latency and sudden loss of accuracy
when pruning filters in mobile neural networks deployed in
edge-AI devices. The proposed cluster pruning methodology
outperforms the conventional filter pruning methodology in
both latency and accuracy perspectives and consistent across
all the tested computing architectures. The proposed single
layer pruning method can be used as a performance profiling
methodology for neural networks using FPGA and ASIC AI
computing architectures. Moreover, edge-AI applications can
be optimized using the proposed cluster pruning methodology
for resource efficient inference.
We see a future direction of performing an ablation study
to evaluate the best criteria for ranking filters according to
their importance in the network. Therefore, we can extend our
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cluster pruning methodology with criteria such as Average Per-
centage of Zeros, Talor Criteria, and Thinet greedy algorithm
etc. In addition, cluster pruning can be combined with novel
training time pruning methods, such as Network Slimming,
by introducing a group scaling factor for better hardware
awareness. On the other hand, automatic pruning methods
such as AMC and NetAdapt can be extended by pruning
filters in clusters using the optimum cluster size mentioned in
our work to reduce the exhaustive learning time and network
searching time. Furthermore, this experiment can be extended
to other popular neural network architectures such as AlexNet,
VGG16, ResNet, ShuffleNet, TinyYolo and FastRCNN using
other popular datasets, ImageNet, SVHN, CIFAR, etc.
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