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Abstract 
Phase-change materials are widely used in non-volatile computer memories, and in arithmetic 
and logic processing applications. Phase-change based devices are also required to operate at 
different and high heating rates in response to electrical or optical excitations to achieve the 
required read-write rates.  Crystallization is a fundamental and complex process involved in 
the phase transition operation in phase-change materials.  It is sensitive to the nature of the 
phase-change material, its thermodynamic and kinetic parameters, geometric and interface 
effects, and thermal history.  Thus, crystallization is the time limiting process in phase-
change technologies. This work is concerned with theoretically understanding the 
crystallization dynamics of the Ge2Sb2Te5 (GST) phase-change material under different 
heating regimes and at the micro-structure level of the material to reduce crystallization times 
and increase the operating speed of phase-change devices and memories.   
 
A review and comparison of crystallization models was carried out to distinguish the more 
physically realistic Master rate equation method's ability to naturally trace both the nucleation 
and growth processes during crystallization, through the attachment and detachment of 
monomers to calculate the distribution of nano-cluster size distributions necessary to achieve 
the aims of this research. Full mathematical derivations and numerical implementation details 
of both the original discrete form of the Master rate equation and its approximate form were 
provided.  Error analysis and computational experiments illustrated the limitations of the 
approximate form of the rate equation, and its detrimental sensitivity to the model parameters 
to justify the use of the discrete rate equation throughout this work.  
  
3 
 
The crystallization rate is a strong function of the material's viscosity, and hence the 
physically realistic Mauro−Yue−Ellison−Gupta−Allan (MYEGA) model of the temperature 
dependence of viscosity was implemented in the Master rate equation.  Crystallization 
simulations were carried out under ramped annealing conditions with heating rates from 50 
K/s to 40,000 K/s to study the role of the viscosity model parameters (including the fragility 
index, glass transition temperature, and infinite temperature viscosity) on the crystallization 
dynamics. Those simulations showed, for high and low heating rates, the influence of the 
increasing fragility index on reducing the cluster nucleation time and increasing the 
crystallization speeds. Moreover, the increase of the glass transition temperature made a 
corresponding shift in crystallization temperature towards higher values. Furthermore, at low 
heating rates, infinite temperature viscosity parameter (i.e. extrapolated value of viscosity at 
temperature = ∞) has negligible effect on the crystallization dynamics while, at higher 
heating rates, smaller values of infinite temperature viscosity parameter increase the 
crystallization rate and final crystalline volume. 
 
Due to the relatively low computational cost of the Master rate equation method (compared to 
atomistic level computations), an iterative numerical algorithm was developed to fit Kissinger 
plots simulated with the Master rate equation system to experimental Kissinger plots from 
ultrafast calorimetry measurements at increasing heating rates.  The simulations and analysis 
revealed the strong coupling between the glass transition temperature and fragility index, and 
highlighted the often ignored role of the dependence of the glass transition temperature on 
heating rate for the accurate estimation of the fragility index from analysis of experimental 
measurements.  The extracted fragility indices in this work were lower than published values, 
highlighting the limitations of existing methods of extracting the viscosity parameters (using 
oversimplified analytical models with disparity in model parameters), and the importance of 
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using detailed crystallization models for analysis of experimental measurements.  Moreover, 
and for the first time, the variation of glass transition temperature with heating rate for GST 
was extracted from Kissinger measurements, in agreement with the values reported in the 
literature.   
 
The influence of the preparation conditions of amorphous GST on the crystallization 
dynamics was theoretically investigated using the Master rate equation by systematically 
implementing initial distributions of cluster sizes resulting from different thermal treatments 
such as melt-quenching and pre-annealing, and theoretical Gaussian initial cluster size 
distributions.  Simulations of ramped pre-annealing to temperatures much lower than the 
crystallization temperature showed distributions of nano-clusters sizes of 2 - 8 nm in 
agreement with recently published high-resolution transmission electron microscopy 
measurements.  Furthermore, the simulations explicitly showed the marked decrease in 
crystallization temperature (and therefore increase in crystallization speed) when there is 
predominately a narrow distribution of smaller crystalline clusters embedded in the initial 
amorphous phase. 
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CHAPTER 1: Introduction and motivation 
1.1 Motivation for advanced memory technology 
The global demand for data storage is currently increasing faster than ever. Computing 
technology has become an integral part of daily life, involved in how we communicate with 
each other, entertain ourselves and how we perform our jobs. With this increased presence of 
computing technology and the increasing reliance upon data for computers to perform tasks, 
especially where media storage is concerned, the need to store that data in a more reliable and 
compact way has become vital to progression in this field.  
 
Data storage and memory technologies in general can be categorized into non-volatile and 
volatile memories. Volatile memories require a constant power supply and/or periodic 
refreshing to retain stored information.  On the other hand, non-volatile memories are able to 
retain stored information without the requirement for a constant power supply or periodic 
refreshing. 
 
Turning our attention first to volatile memories, the two most common of these memories in 
use today are Static Random Access Memory (SRAM) and Dynamic Random Access 
Memory (DRAM).  These technologies have operation speeds as fast as a few nanoseconds, 
and hence are typically embedded within the Central Processing Unit (CPU) as Level 1 (L1) 
and Level 2 (L2) cache memories, and are used to carry out primary processing operations in 
computing systems [1][2].  Although SRAM and DRAM have been the workhorses of the 
memory hierarchy for a number of years, there are fundamental scaling limitations associated 
with these technologies, and according to the International Roadmap for Semiconductors 
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(ITRS) of 2013 it is unclear whether SRAM and DRAM cells will be scalable beyond 16 nm 
dimensions.  Hence alternative memory technologies will be required for future computing 
systems [3]. 
 
In contrast to volatile memories, non-volatile memories such as Flash solid-state memories, 
Hard Disk Drives (HDD), and optical memories (the CD, DVD and Blu-Ray disk) have the 
ability to retain stored information even without a constant power supply and/or without 
periodic refreshing. These memories have also been in use for a number of years to 
complement volatile memories, and are used primarily for bulk storage in the data storage 
hierarchy.  For example, storing application software, music files, image and video files to 
name a few [4][5].  However, these technologies also have fundamental scaling limitations, 
and similar to SRAM and DRAM, associated with the smallest possible size of the data 
baring unit and it is not clear whether these technologies will be able to scale down beyond 
sub-10 nm dimensions in the future [3].  Therefore, there is a strong desire to develop new 
emerging technologies for future electronic and computing systems that cannot only 
complement but also replace in some environments the above mentioned traditional data 
storage and memory technologies. One such technology is Phase-Change memories, 
including solid-state phase-change random access memories (PCRAM) and optical storage 
disk technology, which has demonstrated excellent performance features in comparison to, 
for example, volatile memories as shown in Table  1.1. 
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Table ‎1.1 Relative comparison of memory technologies in terms of main characteristics [6]  
 
 
Phase-change memories are non-volatile and based on the reversible switching of 
chalcogenide (glass-like) phase-change materials between the high resistance amorphous 
phase (with low optical reflectivity) and the low resistance crystalline phase (with high 
optical reflectivity) using suitable electrical or optical pulses. The amorphous phase is 
typically a disordered phase (short-range atomic order) (see Figure  1.1 (d)) whereas the 
crystalline phase is an ordered phase (long-range atomic order) (see Figure  1.1 (c)).  The 
distinctive contrast between the electrical resistivity and optical conductivity of the two 
phases and the ability to repeatedly switch between the two phases enable the storage of 
crystalline and amourphous as regions of different contrast in the phase-change material [7] 
(see Figure  1.1).  In particular, this technology has demonstrated excellent scalability down to 
dimensions as small as single nanometre dimensions in PCRAM [8][9], ultra-fast switching 
speeds (picosecond to nanosecond range) [10], ultra-low power consumptions [8][9], 
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multilevel operation [11], good data retention (10 years at 110 
o
C) [12], and excellent 
endurance (up to 10
12
 cycles) [12].  This makes PCRAM one of the leading contenders to 
complement or even replace other existing solid-state memory technologies in the future.   
Thus it is recognised that phase-change materials have significant technological potential for 
memory and other device applications (such as neuromorphic computing[13], and functional 
optical absorbers and modulators [14]). Since the memory functionality and general device 
operation is based on the switching of phase-change materials, it is now important to discuss 
the characteristic and key features of these materials to understand the factors that influence 
the switching speed of phase-change memories and devices.   
 
Figure ‎1.1 This figure illustrates the processes of crystallization and amorphisation in phase-change 
materials. (a) Shows the crystallization process starting from the amorphous phase with the application of 
temperature profile that exceeded the crystallization temperature Tp followed by slow cooling to form the 
ordered crystal structure (set) shown in (c). (b) Shows the amorphisation process starting with the crystalline 
phase and application of a temperature profile that exceeded the melting temperature Tm followed by fast 
cooling to the disordered amorphous structure (reset) as shown in (d).  
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1.2 Phase Change Materials 
Some of the most promising materials for the development of the phase-change memory 
technology are chalcogenides formed from binary, ternary or quaternary alloys consisting of 
one or more element from Group 16 (VIA) of the periodic table, in particular Tellurium  (see 
Figure  1.2 [15] ). 
 
Figure ‎1.2  Tertiary Ge-Sb-Te phase diagram with some popular phase change alloys highlighted. The 
red line arrow indicates the trend of adding Ge to Ge2Sb1Te5 (Reprinted from [16]) 
 
Phase Change Materials were first discovered by Stanford Ovshinsky in the 1960s during his 
work on amorphous solids. It was in 1968 that Ovshinsky illustrated an electrical switching 
phenomena between amorphous and crystalline phases of Germanium (Ge)- Antimony (Sb) - 
Tellurium (Te) materials at short time scales (tens of nanoseconds) [15]. Since then phase 
change materials have been a topic of intense research for modern data storage and memory 
applications, and have been used as the active material for established technologies such as 
optical CDs, DVDs and BluRay disks [4]. The most commonly used phase change material 
over the years has been Ge2Sb2Te5 (also referred to as simply GST) although other phase 
21 
 
change materials such as AgInSbTe (AIST), GeSb, GeTe and GaLaS have also been used 
frequently in research on phase change materials [7]. 
 
1.3 The phase transition process 
The phase transition process causes structural changes in phase-change materials and is 
typically thermally driven, either by directly heating the material through a heating stage, 
electrically through Joule heating (by application of voltage differences) or through 
absorption of optical energy (supplied by a focused laser beam for example).  Starting in the 
amorphous phase, application of temperatures near to or greater than a characteristic 
temperature called the crystallization temperature, Tp, and lower than the melting temperature 
of the material, Tm, leads to the formation of ordered nano-crystals in the amorphous material.  
Continued annealing leads to growth of the crystalline clusters until the heated region is fully 
crystalline (see Figure  1.1 (a) and (c)). The heated material or region remain in the crystalline 
phase after removal of the heat source. 
 
Reverting back (from the crystalline phase) to the amorphous phase requires application of 
temperatures higher than the melting point of the material, Tm, followed by fast cooling and 
quenching to the disordered amorphous phase as shown by Figure  1.1 (b) and (d) fast cooling 
rates in the tens of Kelvins per nanosecond are needed to re-amorphise phase-change 
materials [17], and this can be achieved through careful design of the thicknesses and thermal 
properties of the thermal layers adjacent to the phase-change active layer in practical 
structures, to remove the heat quickly from the heated region [18].  
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Both crystallization and (re) amorphisation are transient processes with time scales 
determined by the amplitude and time profile of the heat source, the material thermal history, 
and by the material composition and thermodynamic properties. For example, the typical time 
duration of phase-change material's amorphous phase to remain stable without crystallization 
is 10 years [19], while crystallization using fast optical or voltage pulses can occur over tens 
and hundreds of nanoseconds [15]. 
 
(Re) amorphisation of the melted phase-change material can happen quickly over time scales 
of few nanoseconds [20].  Crystallization of the amorphous phase, on the other hand, is the 
more complex and time limiting process in phase-change materials and is thus the subject of 
past and present theoretical and experimental investigations in the phase-change community 
and the focus of this research programme and thesis. 
 
The crystallization mechanism in amorphous phase-change materials are reviewed next to 
provide insight into the factors that influence the crystallization speed in phase-change 
materials, and leading to the description of the kinetic properties of phase-change materials 
that characterise their switching speed. 
 
1.4  Crystal Nucleation and Growth 
Formation of crystal nuclei (nucleation) and their growth are two mechanisms required for 
the crystallization to occur according to the classical nucleation theory [21].  Nucleation 
typically takes place either in any region of the old amorphous phase (known as 
homogeneous nucleation) or when a new phase contacts with the old phase at interfaces and 
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impurities (which is known as heterogeneous nucleation) (see section  2.2).  The driving force 
for crystallization (nucleation and growth) is the difference in free energy 
(W(r) see Figure  1.3 ) of the amorphous and the crystalline phases. 
 
Figure ‎1.3  Reversible work (free energy change) W (r) for the formation of crystalline clusters of radius r 
in the parent phase. 
 
Figure  1.3 displays the evolution of W(r) as a function of both temperature and the radius of 
the cluster.  The quantity rc is the critical radius. A cluster of radius rc is called a critical 
cluster and W(rc) the critical work for cluster formation.  For T  > Tm, W(r) > 0 for any radius 
r, hence, the clusters spontaneously decay. For T < Tm, W(r) increases for r < rc, resulting in 
clusters of size smaller than the critical size which are energetically not favourable and 
spontaneously decay, while clusters would grow for r > rc as a result of gaining free energy. 
In other words, in the early stages free energy treatment, nucleation is the creation of post-
critical clusters of size r > rc. However, after being nucleated, the attachment and detachment 
of molecules to and from the cluster make clusters above the critical size to grow to a 
macroscopic size, and consequently, the material is crystallized. 
24 
 
As described above, crystallization normally takes place through the formation of crystal 
nuclei and their subsequent growth.  However, different materials are dominated by different 
mechanisms. For example, Ge4Sb1Te5 and Ge2Sb2Te5 are nucleation dominated while 
crystallization can proceed largely by growth in AIST phase-change material (see Figure  1.4).  
 AgInSbTe                                                            Ge4Sb1Te5 Ge2Sb2Te5  
 
Figure ‎1.4  AIST and two Ge-Sb-Te phase-change materials after thermal annealing at 185 0C for (AIST), 
180 
0
C for (Ge4Sb1Te5), and 145 
0
C (Ge2Sb2Te5). The dark areas are crystalline, the bright areas 
amorphous.  Heating the material for different durations, for AgInSbTe after 4s a small number of nuclei 
of dark spots appear, and grow to form crystals after 8s (grouth dominated).  For Ge4Sb1Te5 and 
Ge2Sb2Te5 after 11s and 104s respectively a large number of spot dark appear, and continously grow to 
the varied sizes, and still formation of new nuclei after 19s for Ge4Sb1Te5  and 167s for Ge2Sb2Te5 
(nucleation dominated) (After [22] [23]). 
 
1.5 Crystallization Kinetics 
As indicated previously the crystallization process is the time limiting process in phase-
change materials, which has implications on the switching speed and data rates of phase-
change based technologies.  Hence characterisation of both the crystallization speed and 
stability of the amorphous phase, or crystallization kinetics, is important for understanding 
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the crystallization mechanism at high heating rates and increasing the writing/erasure speeds 
(and therefore data rates) in phase-change memories and related technologies. 
 
A number of parameters affect the crystallization speed in phase-change materials including 
the material composition, the thermodynamic parameters of the material and viscosity, 
material thickness, presence and type of adjacent layers and interfaces, concentration of 
impurities and defects, dominant crystallization mechanism, pre-annealing and initial state of 
the amorphous material, and magnitude and rate of the heating source.  
 
To infer the effect of these parameters and characterise the crystallization kinetics in phase-
change materials, a number of parameter have been identified and measured experimentally 
including the crystallization temperature, the activation energy of the phase transition 
process, and the viscosity dependence on temperature of the phase-change material.  These 
parameters will be briefly described next outlining their role in the crystallization process, 
and illustrating the disparity in their measured values and hence limited understanding of 
crystallization dynamics at the high heating rates expected in practical phase-change 
technologies.  
 
1.5.1  Crystallization temperature and activation energy 
The crystallization temperature, Tp, and activation energy, E, are typical quantities for 
evaluating the crystallization kinetics of phase-change materials. The crystallization 
temperature is a characteristic temperature at which the atomic mobility becomes sufficient 
for crystallization to proceed (where the crystallization rate is maximum) (see Figure  1.5). 
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For practical applications, the crystallization temperature is required to be sufficiently larger 
than room temperature (300 K) to ensure stability of the amorphous phase over the expected 
operating temperatures, while enabling crystallization to occur using practical (and not 
excessive) applied powers and temperatures. The crystallization temperature is heating rate 
dependent, and can be measured using differential scanning calorimetry (DSC) where the 
energy released/absorbed during ramped thermal annealing of a phase-change sample 
(normally a powder) is measured at different heating rates, .  The crystallization temperature 
at a given heating rate is then determined at the peak of the of measured energy curve with 
temperature.  Alternatively the crystallization temperature can be estimated from sheet 
resistance measurements of phase-change film samples annealed at different heating rates, 
where the crystallization temperature is identified as the temperature where the change in 
sheet resistance with temperature is maximum [24]. Typical heating rates used in DSC and 
sheet resistance measurements go up to few tens of Kelvins per second, and measured values 
of Tp for GST are in range ~ 403 K [25]. 
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Figure ‎1.5  Crystalline fraction (solid blue line, as a function of temperature and time) is an essential 
quantitative characteristic for phase-change processes, which can determine the amount of material that 
has already been crystallized. Differentiated crystalline fraction curve (dashed red line), indicates the 
crystallization temperature and crystallization time. Nucleation time (incubation time) is determined 
from the slop of the crystalline fraction (dashed blue line).  
 
Using the measured peak temperature, Tp, at each heating rate,  (either from DSC or sheet 
resistance measurements) and plotting the natural logarithm )/ln(
2
pT  against 1/Tp produces 
the well-known Kissinger plot [26], with a typical straight line relationship (Arrhenius 
behaviour) whose slope is related to and can be used to determine the activation energy, E, of 
the underlying reaction.  The activation energy is the minimum required energy for the 
molecules to be activated and hence for chemical transformation to occur [27].  In this case 
the reaction is crystallization from the initial amorphous phase, and where it is understood 
that measured E includes the activation energies for both nucleation and growth. Recent 
studies however, measured the crystallization dynamics over a broad range of heating rates 
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(50K/s up to 40,000K/s) using ultrafast DSC measurements for GST [28] [29] and for other 
phase-change materials (such as GeSb [29] and AIST [30]). A non-Arrhenius behaviour was 
observed in the Kissinger plots for GST in these measurements which cannot be described 
with a single activation energy.  
 
1.5.2 Material viscosity 
The classical theory of nucleation indicates strong dependence of both the nucleation and 
growth rates of the material on the viscosity,  [21].  Hence the viscosity of the material or in 
particular the viscosity dependence on temperature of the material has direct impact on the 
crystallization speed in phase-change materials. The viscosity describes the degree of 
mobility of the molecules in the material over increasing temperatures up to the melting 
point.  Therefore, the viscosity characterises the fragility of a material or its susceptibility to 
structural relaxation over the temperature range from the characteristic glass transition 
temperature, Tg (where log10() = 12) to the crystallization temperature.  The degree of 
reduction in viscosity with thermal gradients near Tg  is referred to as the fragility index of 
the material [31] and reflects the material's ability for fast crystallization.  
 
Direct measurements of the dependence of viscosity on temperature for phase-change alloys 
are scarce and over a limited temperature range [32].  An Arrenhius temperature dependence 
of viscosity was suggested to describe the measured behaviour, with one or more activation 
energies for viscous flow and low fragility index (indicating a strong glass behaviour) [32].  
Indirectly, the dependence of viscosity on temperature was extracted from high resolution 
microscopy measurements of growth rates of crystal clusters, and invoking the inverse 
dependence of growth velocity on viscosity from classical nucleation theory [22].  More 
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recently, the viscosity dependence on temperature for phase-change alloys was estimated 
indirectly by fitting to Kissinger plots measured using DSC using the simplified bulk model 
for crystallization of Johnson-Mehl-Avrami-Kolomogrov (JMAK) [28][29]. This approach 
assumes growth dominated crystallization and yields the fitting parameters to an assumed 
mathematical description of the viscosity dependence on temperature.  Using the direct and 
indirect approaches of estimating the temperature dependence of viscosity allowed the 
estimation of the fragility indices of phase-change alloys and therefore potential classification 
of their suitability for fast crystallization applications. 
 
1.5.3 Initial material state 
The phase transformation from the initial amorphous phase of the material often starts with 
the formation of nuclei, which then grows and is consequently crystallized.  Controlling and 
increasing the crystallization speed during the writing and erasing stages is critically 
important for the development of high-speed, low-power phase-change memories.   
 
Phase-change materials are expected to undergo repeated structural changes during phase 
transitions as part of their operation as memory elements (and other applications).  In many 
cases they are also operated at elevated temperatures above room temperature, but less than 
the crystallization or melting temperatures of the material.  These elevated temperatures and 
repeated structural transformations (such as melt-quenching) affect the initial amorphous 
state of the material before the next crystallization cycle.  The effect of repeated structural 
changes was observed as drift in the resistance of phase-change memory elements in PCRAM 
[for example [33]].  Moreover, it was experimentally shown that laser pre-annealing of 
amorphous phase-change films at elevated temperatures lower than the crystallization 
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temperature leads to a reduction in the nucleation incubation time of the material and faster 
crystallization compared to crystallization using the as-deposited amorphous material [34].  
Thus, the initial state of the amorphous phase (melt-quenched or pre-annealed) has an 
important impact on the crystallization dynamics and therefore the switching speed in phase-
change material. 
 
1.6 Motivation, aims and objectives of research 
Phase-change materials are expected to be switched repeatedly using short voltage or (laser) 
optical pulses, with rise times and pulse widths in the tens and hundreds of nanoseconds.  
They thus experience high thermal gradients and complex temperature histories during their 
operation.  To further understand the crystallization mechanism under these fast annealing 
regimes, recent research has focused on characterising crystallization dynamics at very high 
heating rates in the thousands and tens of thousands of Kelvins per second using ultrafast 
DSC [28] and sheet resistance measurements [24]. Moreover, high-resolution electron 
microscopy was recently employed to study the formation of nano-clusters and effects of 
initial cluster size distributions in amorphous phase-change material under cyclic heating at 
moderate temperatures (lower than the crystallization temperature) - expected in practical 
devices - on the crystallization dynamics and explain PCRAM device performance following 
repeated switching [35].   
 
The reported ultrafast DSC measurements and sheet resistance measurements yielded 
Kissinger curves that cannot be described using a single activation energy.  Attempted fittings 
to these Kissinger plots using bulk, growth dominated crystallization models (JMAK) and 
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assumed mathematical descriptions of the temperature dependence of viscosity yielded 
inconsistent values of the fragility indices [28] [29].  These results indicate the incomplete 
understanding of the crystallization dynamics and role of viscosity at very high heating rates.  
They also highlight the severe limitations of bulk crystallization models that assume growth 
dominated crystallization to model and analyse the complex crystallization dynamics in GST.  
The inconsistency and disparity in the estimated values of the kinetic parameters, in particular 
those related to viscosity in phase-change materials strongly point to the importance of the 
appropriate mathematical description of the viscosity dependence on temperature to 
practically reflect the structural changes in the material and to produce accurate estimations 
of the materials kinetic parameters.  
 
The recent high resolution electron microscopy studies showed the formation of nano-clusters 
of different size under moderate temperature annealing, and used to explain the anamolus 
drift in resistance in PCRAM cells [25].  This indicates the importance of the initial size 
distribution and concentration of crystalline nano-clusters in the amorphous phase on the 
resulting crystallization dynamics in phase-change materials prior to annealing, which is not 
yet well understood.  Atomistic level simulations are necessary to model such complex 
behaviour [36][37], however these are computationally expensive particularly when 
considering larger clusters and their interactions.  They are thus not practical for device level 
modelling nor for analysis of experimental measurements. 
 
To understand crystallization dynamics in phase-change materials subject to complex thermal 
histories and high thermal gradients, there is thus the need for a comprehensive transient 
mathematical model of crystallization that is able to describe both the nucleation and growth 
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processes, taking into account and following the formation and evolution of nano-clusters of 
different sizes in the material.  This is while providing practical computational times to be 
used for the fitting and analyses of experimental measurements, and facilitating a robust 
platform for the integration of different models of the viscosity dependence on temperature 
and introduction of complex thermal histories.  The objectives of this research programme are 
therefore: 
 Carry out extensive literature search and review of crystallization models for phase-
change materials; leading to 
 The development and implementation of a rate-type computional model of 
crystallization that includes transient nucleation (homogenous and heterogenous) and 
growth, and capable of simulating cluster sizes up to hundreds of monomers,   
 Evaluation of the discrete and continuous forms of this model against published 
numerical and experimental crystallization data, 
 Review models of viscosity and adaptation of physically realistic models over a wide 
temperature range, and review of their parameters in the literature, 
 Carry out a systematic study of the effects of the kinetic and viscosity parameters on 
the crystallization dynamics in the GST phase-change material at different heating 
rates using the rate-equation model, 
 Develop an iterative fitting computational algorithm based on the rate-equation 
system for analysis of ultrafast DSC measurements and Kissinger plots, and extracting 
the important viscosity parameters, and 
 Carry out systematic crystallization simulations at different heating rates for different 
initial cluster size distributions modelling as-deposited, melt-quenched, and pre-
annealed amorphous material, and assuming hypothetical Gaussian size distributions 
with different cluster size means and variances. 
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1.7 Contribution to knowledge 
The outcomes of this thesis have contributed to aspects related to phase-change material, 
specifically using the Master rate equation to investigate crystallization dynamics at ultrafast 
heating rates. This contribution can be summarised as follows:  
 Implementation of Master rate equation computational model capable of modelling 
transient nucleation and growth, with cluster sizes up to hundreds of monomers.  
Continuous version of the fundamental discrete model was derived and error estimate 
analysed, illustrating the limitations of the approximate form of the Master rate 
equation. 
 Implementation of the physically realistic Mauro−Yue−Ellison−Gupta−Allan 
(MYEGA) model [38] for the viscosity dependence of temperature in the Master rate 
equation and provided detailed understanding of the effect of the viscosity parameters 
on crystallization dynamics in GST [39]. 
 Development of iterative algorithm based on the Master rate equation for fitting to 
Kissinger plots leading to a new method for the extraction of viscosity parameters 
from measurements [39]. 
 Analysis of Kissinger plots at ultrafast heating rates using the developed algorithm 
highlighted the importance of the crystallization and viscosity models for the 
extraction of the correct viscosity parameters from DSC measurements [39]. 
 Analysis of the published ultrafast DSC measurements using the new fitting algorithm 
revealed the strong coupling between the glass transition temperature and viscosity 
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index in the analysis of Kissinger plots, and suggested a new approach for the 
evaluation of the glass transition temperature using the same algorithm [39]. 
 Systematic theoretical study of the initial cluster size distributions in the amorphous 
phase revealed the enhancement of crystallization dynamics with narrower 
distribution of small cluster sizes compared to larger clusters, for the same initial 
crystalline concentration (See  Appendices, research paper (2)). 
 
1.8 Thesis outline 
In chapter 1, the project motivation is presented, and followed by a detailed introduction to 
phase change materials including their operation mechanisms and performance characteristics 
along with the crystallization kinetics. 
 
In chapter 2, an overview of various phase change models such as the JMAK model, the 
classical nucleation, and growth theory, ab initio modelling, Master rate equation model, and the 
Gillespie Cellular Automata (GCA) approach are presented. This is followed by a review of 
these models leading to conclusions about their applicability in modelling phase change 
materials.  
 
In chapter 3, mathematical review of Master rate equation is presented. Then, the continuous 
Master rate equation is derived from the original discrete form using Taylor expansion and  
the error truncation terms are analysed. The employability of the Master rate equation in 
phase-change modelling, and its numerical implementations are also included in this chapter.  
35 
 
  
In chapter 4, the effects of viscosity parameters on crystallization dynamics is investigated, to 
study the role of the physically realistic MYEGA viscosity parameters on the crystallization 
dynamics in Ge2Sb2Te5 under ramped annealing conditions with heating rates ranged 
between 50 K/s and 40,000 K/s. This has been shown through carrying out various simulations 
of crystalline fraction as a function of temperature and time by determining the peak 
crystallization temperature Tp from the peaks in the crystallization fraction at different heating 
rates.  
 
In chapter 5, Kissinger curves corresponding to ultrafast DSC experiments are analysed. An 
iterative algorithm is developed providing more detailed fittings and alternative evaluations 
of the fragility indices and glass transition temperature using the MYEGA model by 
comparison to Kissinger plots published in literature.  
 
In chapter 6, a theoretical investigation is carried out using the Master rate equation 
approach to further understand the resulting distribution of cluster sizes following pre-
annealing and melt-quenching in as-deposited phase-change Ge2Sb2Te5. Moreover, this 
approach is used to systematically investigate the effect of different assumed initial cluster 
size distributions and densities on the crystallization dynamics in phase-change material 
subject to low (50 K/s) and high (40,000 K/s) heating rates.  
 
In chapter 7, the key findings of this thesis are summarized and the possible future work is 
discussed. 
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CHAPTER 2: An overview of phase-change models 
As indicated in the introduction chapter of this thesis, there is a need for a transient 
mathematical model of crystallization that enables the capture of the nucleation and growth 
processes in phase-change materials, follows the creation and evolution of nano-clusters and 
their size distributions, is flexible and robust to incorporate physically realistic models of 
viscosity and nucleation processes, and be computationally efficient to enable analysis of 
experimental kinetic measurements.  Such a model and the related analysis will enable the 
fundamental and missing understanding of the crystallization dynamics in the GST phase-
change material subject to very high heating rates and thermal conditions expected in 
practical devices and systems.  This understanding will ultimately lead to the development of 
high switching speed phase-change based devices and systems.   
The crystallization and amorphization processes in phase-change materials can be 
mathematically modelled by various approaches: Johnson-Mehl-Avrami-Kolmogorov 
(JMAK) theory, classic nucleation and growth theory, atomistic modelling, Master rate 
equation approaches, and the Gillespie Cellular Automata (GCA) method.  In this chapter, a 
review of these approaches is presented and a description of the Master rate equation 
approach is introduced, which can model transient and non-equilibrium crystallization with 
low computational cost, and therefore it is considered in this work. 
 
2.1 JMAK Theory 
This is the most popular theory used to describe crystallization dynamics in phase-change 
material, due mainly to its simplicity in not treating nucleation and growth separately.  In this 
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theory, a closed-form expression for the volume fraction of the transformed crystalline region 
was derived by Johnson-Mehl-Avrami-Kolomogrov (JMAK) and given by [40] [41][42] : 
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(‎2.1) 
where χ(t) is the volume fraction of crystallized material at time t, and n is the Avrami 
coefficient which depends on the nature and dimensionality of the crystallization process.  
k(T) is the crystallization rate which, for simplicity and including both nucleation and growth 
rates, can be written as:  
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where  is the frequency factor, E is understood as the total activation energy of 
crystallization (including nucleation and growth), T is the absolute temperature, and 𝜅B is the 
Boltzmann constant.  The derivation of JMAK theory is based on the following assumptions, 
which are not always valid for a real system [32]: 
 Nucleation occurs randomly and uniformly. 
 Constant temperature (isothermal heating) 
 Nucleation rate is time independent. 
 The growth is cluster size independent. 
 Growth is interface controlled. 
In a real system, nucleation can take place on surfaces, at interfaces, and impurities; this type 
of nucleation is a process known as heterogeneous nucleation [43].  Moreover, the nucleation 
rate cannot be considered time independent for the entire crystallization process with 
temperature history [44]. JMAK cannot differentiate materials with identical amount of 
crystallization but different crystallite size distributions, and this is crucial to track the 
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dynamical crystallization progress of different annealing conditions. Therefore, a more 
physically realistic model should be used for modelling phase change material considering 
both time-dependent and cluster size simultaneously to describe transient crystallization. 
 
2.2 Classical nucleation and growth theory 
Nucleation and crystal growth theory was first developed by Gibbs, Volmer, Weber, Becker, 
Doring, Turnbull and Fisher and is known as the classical nucleation model [21].  The 
classical nucleation and crystal growth theory proposes that the crystallization of an initially 
amorphous phase-change material is described by the formation of small, unstable clusters of 
the crystalline phase inside the amorphous material.  When these clusters reach a critical size 
where they subsequently become kinetically stable, they can grow rather than dissociate.  
These clusters form randomly either homogeneously in any region within the phase-change 
material or heterogeneously at surfaces, interfaces, and impurities.  These two different 
nucleation  processes (homogeneous and heterogeneous) have different time scales with the 
same temperature conditions, therefore affecting crystallization dynamics and must be 
considered in modelling crystallization in practical device structures [45]. 
In the classical nucleation theory, both the nucleation and growth processes are described 
using temperature dependent rate models to evaluate the probability of these thermally 
activated events.  The steady-state homogeneous nucleation rate Rhom can be determined via 
the expression [46] (for temperatures below the melting point): 
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with Khom being the attempt frequency, and E the activation barrier for self-diffusion (for 
adding one more atom).  The energy barrier W (rc) to form a nucleus of critical size is defined 
by: 
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where K1 is the bulk free energy difference between the amorphous and the crystalline phase.  
σ is specific surface energy.  The total energy barrier for nucleation is therefore E+ W (rc). 
To account for interface effects, equation ( 2.3) is modified to write the temperature 
dependent heterogeneous nucleation rate Rhet as [47]: 
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Khet is another frequency pre-factor, and with the other parameters previously defined in Eq. 
( 2.3). The expression )( w  in Eq. ( 2.5) is a function of contact angle (wetting angle θw) and 
enables to distinguish between homogenous (θw  𝜋) and heterogeneous (θw  0) nucleation 
in the bulk and at interfaces, respectively. )( w is determined using the spherical cap model 
(see Figure  2.1) and it can be described by [43]: 
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Figure  2.1  Spherical cap model for heterogeneous cluster formation. The exposed crystal 
cluster has the shape of a spherical cap, whose volume is 3
3
4
)( rw   . 
As previously described in the nucleation process, when a cluster reaches a critical size where 
it is thermodynamically stable, then it is more likely to grow through the attachment of 
molecules rather than dissolution of the cluster.  The growth velocity Vg of a crystallite 
(cluster) was proposed by Meinders via the expression [48] 
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(‎2.7) 
with Kg is a growth velocity pre-factor, Eg is the activation energy for the diffusion of atoms 
from the amorphous to the crystalline phase, and other parameters as described in  Eq. ( 2.3) 
and Eq. ( 2.4). 
The cluster nucleation and growth rates can be estimated by means of the classic nucleation 
theory. The assumptions and limitations of classical nucleation model can be summarized as 
follows: 
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 Nuclei exceeding the critical size are assumed to grow rather than dissociate. 
However, dissociation process is possibly involved.  
  Nucleation theory only deals with crystal clusters exceeding the critical size and 
therefore ignores transient subcritical cluster formation. 
 Nucleation theory cannot model different cluster sizes and their interactions. 
In addition to the above limitations, classical nucleation theory is based on steady-state 
crystallization and not able to model transient and non-equilibrium crystallization processes 
[32]. Therefore, an approach is required which can model nucleation and growth processes 
simultaneously by considering the attachment and detachment of molecules to describe 
transient crystallization and a distribution of clusters of different sizes. Such model is more 
physically realistic to model the operation of phase-change devices.   
 
2.3 Ab initio modelling 
Ab initio molecular dynamics, or first principles molecular dynamics, is a combination of 
Density Functional Theory (DFT) [49][50][51] electronic structure calculations and 
molecular dynamics (MD) [52] simulations.  DFT is a quantum mechanical method that 
determines the electronic structure of many-body systems by arrangement, type, and number 
of atoms present.  Molecular dynamics (MD) simulations are a sequence of static calculations 
described by the motion of interacting particles using Newtonian dynamics.  These methods 
are crucial in characterizing the physical properties of materials. Thus it is possible to study 
the microscopic behaviour of phase-change material with temperature variation, by 
simulating the crystallization and amorphisation processes using the atomistic models. These 
simulations were successfully modelling the crystallization process in Ge2Sb2Te5 [53] [36]. 
42 
 
Although this approach can provide deep insight into the crystallization behaviour of phase-
change materials, these simulations are too computationally expensive for device-level 
modelling or for analysis of experimental data at present and therefore they are not 
considered in this work. 
 
2.4 The Master rate equation 
Phase-change materials experience different thermal histories and gradients during their 
course of operation. Thus to accurately capture and simulate the crystallization dynamics in 
real systems a model is required which is capable of capturing the transient evolution of 
various cluster sizes,  their interaction and growth, and the micro-scale initial state of the 
amorphous parent phase [32]. 
The Master rate equation approach was used by Kelton and Greer [54] to study the transient 
nucleation and growth process in the glasses under isothermal conditions. Kelton and Greer 
[54] discussed thoroughly the importance of taking transient nucleation behaviour into 
account when interpreting transformation kinetics, which leads to better understanding of 
glass formation. This technique was extended to non-isothermal conditions [55] [56] and for 
DSC measurement analysis [57]. Also its simple implementation of arbitrary initial cluster 
distributions was used to study the crystallization process in glasses [54].   
Senkader and Wright [32] were the first to use the Master rate equation approach to model 
Ge2Sb2Te5. This approach was also used for modelling both complete or partial crystallization 
and amorphization in Ge2Sb2Te5, dependent on the duration and temperature used for 
annealing [58]. This model was also able to track the formation of initial clusters distribution 
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and crystallization temperature in as-deposited amorphous state of Ge2Sb2Te5  in thin film 
[59]. 
The Master rate equation approach assumes that the smallest possible existing cluster size is a 
combination of two monomers. Furthermore, the clusters of different sizes can grow or 
dissociate by attachment or detachment of monomers. The appearance of a cluster of n GST 
molecules (monomers) results from a series of interactions between monomers. Cluster of n 
GST monomers can have possible interactions at time t that is given by 
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(‎2.8) 
This mechanism is shown in Figure  2.2 and based on it the following equation is written for 
n  2 (n=1 representing the amorphous phase) 
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where t is the time, f(n,t) and g(n,t) are attachment and detachment rates, respectively, and 
Z(n,t) be the cluster size distribution. The rates f(n,t) and g(n,t) control the speed of 
crystallization, which are functions of the temperature dependence of the viscosity, and 
hence, the simulations are sensitively characterized by the viscosity parameters. 
Consequently, this enables modelling a wide range of material behaviours more realistically. 
Moreover, this model is computationally less expensive in predicting cluster size 
distributions, as it does not take the spatial dependence of clusters into account. Also, the 
implementation of arbitrary initial cluster distributions can easily be applied. One of the 
current limitations of the Master rate equation is the inability to model spatial variations in 
crystalline fraction. 
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Figure ‎2.2 Attachment and detachment of monomers, f is the attachment frequency and g is the 
detachment frequency. 
 
2.5 Gillespie Cellular Automata approach 
The Gillespie Cellular Automata (GCA) approach has been previously described in detail by 
Ashwin et al [52]. It combines thermodynamic aspects of rate equation-based methods with 
elements from probabilistic cellular automata models. In short, this model considers a 
homogeneous, isotropic material in a square lattice where each site can be either amorphous 
or crystalline. For each point (i,j) in the lattice, the state is described by two parameters: (rij) 
the phase of the (i,j) site, and an orientation (ij) (with two adjacent crystalline sites 
belonging to same crystallite (crystal grain) if they have the same orientation). The local 
changes that can occur are defined by three events, namely nucleation, growth and 
dissociation.  Nucleation is where a single crystallite is formed by two originally amorphous 
sites, site (i,j) and an adjacent site. Growth, on the other hand, is where an originally 
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amorphous site (i,j) becomes attached to an adjacent crystal. Finally, dissociation is where an 
originally crystalline site (i,j) detached from the crystal of which it is a part to become 
amorphous. For illustration of those three events see Figure  2.3. The rate at which each of 
these three events varies with temperature in a similar way to the Master rate equation in [32] 
as the bulk and the energy surface vary [60][9]. This model is particularly applicable for 
nano-scale device level modelling and studying the spatial dependence of nano-clusters in 
nano-structures. It would be computationally expensive if this model is applied for the 
analysis of experimental measurements of crystallization kinetics in phase-change materials, 
hence a less expensive model is required. 
 
 
Figure ‎2.3 Instantaneous events in the Gillespie cellular automata approach: (a) Nucleation, (b) Growth, 
and (c) Dissociation. Reprinted from [61]. 
 
 
2.6 Phase-change models review conclusions  
The aim of this work is to study and understand the crystallization dynamics in the GST 
phase-change materials at very high annealing rates and different temperature histories 
through mathematical modelling.  For such detailed study it is required to model both the 
nucleation and growth process and their rates, which control the crystallization dynamics, by 
following the formation and evolution of crystalline nano-clusters of different sizes in the 
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amorphous material.  Moreover, the mathematical modelling approach needs to be flexible to 
model different materials with physically realistic descriptions of their properties such as 
viscosity dependence on temperature and able to simulate small and large cluster sizes up to 
hundreds and thousands of monomers.  This is all while being robust by being able to follow 
the evolution of these cluster populations with different time scales subject to complex 
thermal histories and gradients, and providing practical computational times that enable 
application and analysis of experimental measurements of crystallization kinetics in phase-
change materials. 
The crystallization process has been modelled using different approaches in the literature, 
including the analytical and well-known JMAK model [40] [41][42].  This model considers 
nucleation as a random and uniform process at constant temperature and therefore isothermal 
annealing conditions. However, these assumptions may not be applicable in this work since 
crystallization in phase-change material, due to nucleation, is not random nor uniform [43]. 
Also, the nucleation rate in the JMAK model is assumed constant and time-independent for 
the entire crystallization process with temperature which is not the case for different cluster 
sizes [54].   
Nucleation and growth are considered separately in the classical nucleation and growth model 
[21]. This model cannot provide information about the clusters sizes distribution, and it is not 
able to model transient and non-equilibrium crystallization.  
At the fundamental level, ab initio atomic scale modelling, which employ Density Functional 
Theory [53], can be used to study the crystallization process and follow in great detail the 
time development of nano-clusters with temperature.  Although this approach can provide 
deep insight into the crystallization behaviour of phase-change materials, at present these 
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simulations are too computationally expensive for device-level modelling or for experimental 
data analysis and will therefore not be considered in this work.  
One attempt to bridge the gap between the large-scale, simplified analytical models (such as 
the JMAK approach), and the detailed, numerically expensive, atomistic models is the Master 
rate equation method.  This method enables the simulation of the attachment and detachment 
of monomers in materials therefore enabling the transient modelling of nucleation and growth 
processes during crystallization, including the transient evolution of cluster sizes with 
temperature changes.  Moreover, the attachment and detachment rates in this model, which 
control the speed of crystallization, are functions of the thermodynamic parameters and 
viscosity of the material, which can be specified, therefore, enabling the realistic modelling of 
a wide range of material behaviour.  Another advantage of this model is the fast prediction of 
cluster size distributions compared to atomistic simulations or the Gillespie Celluar-Automata 
approach. This is particularly applicable here since this work is not concerned with nano-
scale device level modelling or studying the spatial dependence of nano-clusters in nano-
structures, but is more focused on studying crystallization dynamics in phase-change films or 
powders used in measurements of crystallization kinetics at very high heating rates (and 
includes provision for modelling heterogeneous effects). These advantages help to extract the 
parameters to describe the viscosity of GST and to compare to experimental data, and to 
investigate the effect of these parameters and initial cluster size distribution on crystallization 
dynamics.  A detailed mathematical review of the Master rate equation model, its different 
forms, and implementation for modelling crystallization in the GST phase-change material 
will be presented in the next chapter.   
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CHAPTER 3: A mathematical review of Master rate equation  
The Master rate equation has, as described in preceding chapter, been used successfully for 
modelling crystallization in phase-change materials as it takes into account transient effects 
describing the creation and evolution of clusters and their size distributions through the 
attachment and detachment of monomers.  This method enables tracking of the changes in the 
nano-clusters in the phase-change material subject to complex thermal histories and 
gradients, while providing practical computational times which particularly enabled the 
successful modelling and analysis of calorimetry measurements of crystallization to study 
and extract the important kinetic parameters for crystallization as will be described in later 
chapters of this thesis.  In this chapter, a mathematical derivation of the discrete Master rate 
equation and its continuous form is presented along with their detailed implementation in 
modelling phase-change materials.  A comparison between the fundamental discrete Master 
rate equation model and the continuous approximation is carried out, illustrating the 
truncation error in the continuous approximation and the subsequent limitations of this 
approximation on crystallization simulations. 
 
3.1 Introduction 
A more detailed description of the crystallization process can be achieved when the kinetics 
involved in this process is considered. This concept is based on a specific mechanism where 
clusters of different sizes can be changed when they grow and dissociate.  Farkas, in (1927), 
as cited by D. Kashchiev in 2000 [43],  was the first to consider the kinetic treatment in the 
cluster concept and applied the idea of the classical Szilard model for cluster formation. The 
Szilard model allows clusters to change their sizes by nearest-size transitions, i.e. it assumes 
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that the cluster formation is a consequence of successive attachments and/or detachments of 
single molecules (monomers) only [62]. The basic kinetic equation (general Master rate 
equation) is derived considering all possible changes in cluster size such as gaining and 
losing both monomer and cluster of different sizes. Based on this derivation, a simplified 
form of the general Master rate equation can be achieved easily. In this thesis, the considered 
simplified form (Master rate equation) represents the case of cluster growth and decay by 
gaining and losing monomers only (i.e. based on the Szilard model). The implementation of 
the Master rate equation in modelling phase-change material in both discrete and continuous 
form is also presented. The continuous and the discrete forms of the Master rate equation 
were evaluated and compared to investigate the effect of numerical solver parameters such as 
the upper limit of cluster size and cluster size sub-interval on the crystallization dynamics at 
low and high heating rates.  
 
3.2 Mathematical formulation of the general Master rate equation 
The crystallization process can be described using basic assumptions in the framework of the 
cluster approach. The following assumptions are necessary to allow a mathematical 
formalism to be developed (D. Kashchiev 1984 [63]): 
1) Various sizes of clusters are existing in the old phase. 
2) The cluster size can be transformed from size n to size m at time t and at the time-
dependent rate fnm(t) (1/s) (where n, m = 1, 2, ....). 
The first assumption is in line with the fact that the density of the old phase transforms non-
uniformly into the density of the new phase. The second assumption guarantees the 
crystallization process occurs under time-dependent conditions.  The kinetic description of 
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the crystallization process is mathematically developed based on these assumptions. The first 
assumption implies that the variable to be solved is the cluster size distribution. Using the 
second assumption, the general Master rate equation can be formulated based on the concept 
of cluster transformation, from n-sized into m-sized clusters.  Due to the different shapes and 
sizes of the different clusters, a general rate equation description becomes mathematically 
complicated because the equations must take both shape and size of clusters into account.  To 
simplify the mathematical analysis, uniformly-shaped clusters are assumed [43]. The 
assumption of uniform cluster shapes greatly reduces the complexity of the derivation of the 
general Master rate equation as the cluster size becomes the only variable to characterize the 
clusters. The evolution of the crystallization process can thus be described by the function 
Zn(t) which represents the cluster size distribution in the solution to the general Master rate 
equation [43]. 
The n-sized clusters can decrease or increase in size as shown in Figure  3.1.  The change in 
cluster size may take place due to an attachment or detachment of other clusters of size 
(1,2,3,4…..n) to and from this n-sized cluster, considering the single monomer as a cluster of 
size (n = 1).  This change in cluster size is represented by the arrow in this figure, which 
starts from an n-sized cluster and increases to an m-sized cluster by the quantity fnmZn which 
represents the number of the size transitions from n to m per unit time and volume. 
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Figure ‎3.1 The possible changes in the size of clusters are schematically presented, the number of cluster 
size n increases when the arrows leaving n-sized toward m-sized, and decreases when the arrows leaving 
m-sized toward n-sized. 
 
The cluster of size n changes to size m, and consequently, the concentration of clusters of size 
n will be diminished per unit time via the expression: 
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where M is a number of molecules (monomers) in the old phase at time t. The reverse 
reaction, i.e. the transition from an m-sized cluster to an n-sized cluster, is denoted by the 
concentration Zm that is decreased by 
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The rate of change of Zn(t) per unit time incorporating both the rates of increase and decrease 
of cluster sizes is represented by the derivative dZn(t)/dt, and leads to the derivation of the 
general Master rate equation from the difference between Eq. ( 3.1) and Eq. ( 3.2) [43]:  
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The general Master rate equation ( 3.3) is a system of first-order ordinary differential 
equations (ODEs) that must be solved simultaneously for the different cluster size densities 
Zn(t), and for a closed system (i.e. M = constant) for simplicity.  The Master rate equation has 
a physically acceptable solution with the initial condition: 
 )()0( nZtZ in   (‎3.4) 
where Zi(n) is the initial cluster size distribution.  The relationship between M and  Zn(t) is 
governed by mass conservation and is expressed as: 
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where V is the volume of the system. 
In Eq. ( 3.3), the number of monomers n is assumed to be an integer leading to the discrete 
rate equation.  For large systems, Zeldovich [43] considered n as a continuous variable and 
written the continuous form of the rate equation for closed-systems as: 
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for  Mn ,1 with the same initial condition in Eq. ( 3.4), and mass conservation written as: 
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Equation ( 3.3) is a system of ODEs while Eq. ( 3.6) is an integro-differential equation, which 
is the main difference between these equations.  
The general Master rate equation ( 3.3) or Eq. ( 3.6) is significantly complicated to be solved 
either analytically or numerically as it considers all possible changes in cluster size such as 
gaining and losing both monomers and clusters of different sizes (see Figure  3.1). It can be 
simplified by considering gaining and losing single monomer only as described next [43]. 
 
3.2.1 The Master rate equation based on the Szilard model 
A simplified form of the general Master rate equation can be derived, and so-called Master 
rate equation, which involves the attachment and detachment of single monomer only 
following the Szilard model [43].  The restricted assumption based on the Szilard model is 
that the size of the cluster is only changed by the nearest transition as shown in Figure  3.2.  
The forward transition is when the cluster size is changed from (n) to (n + 1) and conversely, 
in the backward transition, when the cluster size is changed from (n − 1) to (n).  The general 
Master rate equation ( 3.3) is simplified by assuming that fnm(t) = 0 for |n - m|> 1, and  
fnm(t) ≠ 0 for |n - m| = 1 to consider only the attachment and detachment of a single 
monomer from and to the old phase.  Thus Eq. ( 3.3) now reduces to:  
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for n=1,2,…..,M.  In ( 3.8) f(n,t) = fn,n+1(t) and g(n,t) = fn,n-1(t) are the attachment and 
detachment rates respectively [64].  Equation ( 3.8) is a discrete form of the Master rate 
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equation, which can also be written as a partial differential equation when n is considered as a 
continuous variable (i.e. nR+).  
 
Figure ‎3.2 Szilard model scheme of nucleation, where gn = g(n,t) and fn= f(n,t) are, respectively, the rates 
of attachment to and detachment from a cluster of size n units (monomers). In this way cluster may grow 
or detach by gaining or losing only single monomer. 
 
Following the Tunitskii approach, as suggested by Kashchiev in 2000 [43], Eq. ( 3.8) can be 
transformed into a partial differential equation by approximating the quantities f(n-1,t)Z(n-1,t) 
and  g(n+1,t)Z(n+1,t) using the truncated Taylor expansions up to second order around n to 
yield:  
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for f(n-1, t)Z(n-1, t) and: 
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for g(n+1,t)Z(n+1,t).  Then substituting Eq. ( 3.9) and Eq. ( 3.10) into Eq. ( 3.8) yields: 
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Equation ( 3.11) is the continuous form of the Master rate equation ( 3.8).   
Both forms of the Master rate equation in ( 3.8) and ( 3.11) require knowledge of the 
attachment and detachment rates. However, finding the detachment frequency g(n,t) is 
difficult since the process of when a molecule is detached from a cluster depends on the 
cluster properties rather than the new bulk phase, which is not known or understood in detail.  
Calculating g(n, t) using an indirect process might be possible using knowledge of f(n, t).  
The detachment frequency can be calculated from the reverse process of molecules attaching 
to the cluster following Zeldovich's approach. This approach for writing the detachment rate 
in terms of the attachment rate was generalised by Zeldovich [62] following the earlier work 
of Kashchiev [64] by writing the balance equation:   
 ),1(),1(),(),( tnCtngtnCtnf   (‎3.12) 
 
Equation ( 3.12) expresses the relationship between f(n,t) and g(n,t) and C(n,t), and it is 
applicable to transient and steady-state cases [43]. C(n,t) is a quasi-equilibrium cluster size 
distribution and it is physically defined in the section  3.4. The balance relation in Eq. ( 3.12) 
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can be applied to exclude the term g(n,t) from Eq. ( 3.8) resulting in the modified (discrete) 
Master rate equation:   
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For the continuous form, applying the truncated Taylor expansion gives 
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and this can then be used twice to approximate the first and second finite differences in the 
brackets in ( 3.13) resulting in the following partial derivatives: 
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Substituting Eq. ( 3.15) into Eq. ( 3.13) yields the modified continuous (PDE) form of the 
Master rate equation: 
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A Taylor expansion can then be used to represent the new finite-difference term on the right-
hand-side in Eq. ( 3.16) as before: 
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and substituting Eq. ( 3.17) into Eq. ( 3.16) to produce the simplified and continuous Master 
rate equation of 
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The continuous Master rate equation of Eq. ( 3.18) is a continuous form of the Master rate 
equation of Eq. ( 3.8), where f(n,t) is the attachment frequency of the n-sized cluster and 
C(n,t) is the quasi-equilibrium cluster size distribution. In the next section, the 
implementation of both forms of the Master rate equation for modelling crystallization in 
phase-change materials is presented. 
 
3.3 Cluster formation thermodynamics 
The mechanism of attachment and detachment of monomers in the classical nucleation theory 
[43], depends on the required work for cluster formation. The work for cluster formation, 
denoted by W(n,T), is the sum of a surface-free energy and a bulk-free energy at temperature 
T  
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where n is the number of monomers, K1 is the difference in the bulk free energy between the 
old and new phases, which may be calculated from [65]: 
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where 0 is the volume of a monomer, Tm is the melting temperature of the phase-change 
material, and Hf is the enthalpy of fusion at the melting point.  The difference in the surface 
energy between the two phases can be described by the interfacial energy coefficient K2 
which may be written as [43]:  
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where 𝑎 = (36𝜋𝜎0
2)
1
3⁄  is the surface area for spheres, the interfacial energy, and (w) 
(defined in Eq. ( 2.6)) is the caps geometrical factor to model the effects of heterogeneous 
nucleation with wetting angle w [43] (see Figure  2.1):  
 
It can be seen from Eq. ( 3.20) that the sign of K1 changes at T = Tm, and below the melting 
temperature K1> 0 indicating a maximum whose position is determined from solving 
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for the critical size n
*
 yielding 
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This is the critical size when the cluster is likely to continue to grow rather than dissociate. 
The cluster formation thermodynamics described in this section will be providing the driving 
force for crystallization in the Master rate equation. 
 
3.4 The discrete Master rate equation approach 
The set of equations ( 3.8) can be solved by determining the attachment and detachment rates.  
The attachment rate is determined following [43] as:  
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fˆ  is defined in Eq. ( 3.30). 
The detachment rate may be expressed in terms of the attachment rate following Zeldovich as 
indicated in Eq. (3.13), repeated here for convenience [62][64]: 
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for n = 1, 2, ... where C(n,T) is the quasi-equilibrium cluster size distribution, which can be 
expressed thermodynamically as [43] 
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Hence the detachment rate can be written as [43]: 
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In Eq. ( 3.24) kB is the Boltzmann’s constant, and Zm is the density of the remaining 
amorphous monomers, which is computed from: 
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where Z0 is total monomer density of the starting (amorphous) phase.  Thus, the volume 
fraction of crystallized material  can be computed from Eq. ( 3.28) using: 
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It is noted that the detachment rate in Eq. ( 3.27) should be independent of the amount of free 
monomers Zm (i.e. remove Zm from the attachment rate f  in Eq. ( 3.27)) [58].  In Eq. ( 3.24) 
and Eq. ( 3.27) 𝑓 is given by: 
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where d0 is the diameter of a monomer, c = (36𝜋)
1/3
 is the shape factor for heterogeneous 
nucleation, and D is the diffusion coefficient, which may be described by the Stokes-Einstein 
equation: 
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In Eq. ( 3.31), 𝜆 is the jump distance which is taken to be equal the interatomic distance in 
GST (2.99Å) [66], and (T) is the temperature-dependent viscosity.  This indicates that both 
the attachment and detachment rates in Eq. ( 3.8) are strongly dependent on the functional 
dependence of viscosity on temperature, and therefore influencing the crystallization 
dynamics in phase-change material.  Modelling the viscosity dependence on temperature and 
corresponding crystallization dynamics in phase-change materials is addressed in the next 
chapter of this thesis. 
3.4.1 Numerical implementation of the discrete Master rate equation 
The system of coupled equations in ( 3.8) was solved numerically for the cluster size 
distribution Z(n,t) using the ode15s solver in Matlab, with absolute and relative tolerances of 
10
10
 (to provide convergence to a stable and accurate solution with practical computation 
times).  This adaptive time solver is appropriate where the solution component changes 
slowly, with regions of very sharp changes [67].  This solver is suitable for stiff systems, such 
as the one being solved in this thesis, as the crystallization simulations can have large 
gradient for the rate of crystallization volume fraction.  The solution tracks the formation and 
destruction of clusters of size n  2 (n = 1 representing the amorphous phase) with 
temperature history.  The initial starting phase in all simulations was the amorphous phase 
with initial cluster size distribution Z(n,0)  0 (10-11 clusters/m3 used here in the numerical 
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implementation).  Starting from room temperature T0 = 300 K, the numerical simulations 
were performed with any prescribed mathematical function for the heat source.  For the 
ramped heating simulations, the temperature increase was given by 
 tTT  0 , (‎3.32) 
 
where 𝜙 is the constant heating rate and t is the time.  The maximum number of equations 
solved in Eq. ( 3.8) in this chapter (upper limit of cluster size) varied up to 1000.  Different 
maximum cluster sizes from 40 up to 1000 were used in crystallization simulations at heating 
rates up to 40,000 K/s to study the effect of the maximum cluster size on the stability and 
accuracy of the numerical solutions.  The simulations showed particularly negligible changes 
in the transient response of the crystallization curves and in the corresponding peak 
crystallization temperatures with increasing cluster size (important in this work for accurate 
fitting to experimental Kissinger plots described later).  The only noticeable difference was a 
16% maximum increase in the steady-state crystalline volume fraction happening only at the 
highest heating rate as the maximum cluster size was increased from 40 to 1000 monomers.  
These simulations confirmed, for these anneals, the validity of using a maximum cluster size 
of 40 which is larger than the maximum critical cluster size for the temperature range used in 
the simulations, and enabling quick computational times and fitting to experimental 
measurements. 
The following describes a few crystallization simulations at a constant heating rate to 
illustrate the range of important outputs available from the solution of the Master rate 
equation. This includes the transient evolution of the crystalline volume fraction of the 
material, , which is an essential quantitative characteristic for phase-change processes and 
determines the amount of material that has been crystallized in the initial amorphous phase.  
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This is computed from the cumulative contribution of the various cluster size populations as 
indicated in Eq. ( 3.29).  Hence the micro details of these clusters are also an output from this 
model providing the time evolution of the different cluster size populations which are 
important to characterise both the nucleation and growth dynamics during crystallization. 
Ramped annealing conditions are used in the simulations as they reflect the transient heat 
source expected in parctical phase-change devices and systems.  Heterogeneity of nucleation 
is assumed and accounted for using the spherical cap model, which allows representing the 
surface interaction of phase-change material and its substrates by the so called wetting angle 
[43].  The thermodynamic and materials parameters used in the simulations as listed in 
Table  3.2 with the exception of of  =0.1 J/m2, w = 94
0 
[32]. The MYEGA model [38] was 
used to show that discrete model is capable of producing very good agreement with 
experimental data, with parameters Tg = 418 K, m = 90, to be discussed in more detail in the 
next chapter of this thesis. 
 
 
 
 
 
Figure ‎3.3(a) Calculated crystalline volume fraction as a function of temperature during ramped anneals 
at 0.05K/s heating rate for Ge2Sb2Te5. Red squares show the experimental data [68], and the blue line 
represent the model simulation. (b) Corresponding non-uniform transient nucleation of different cluster 
sizes. Maximum cluster size used was 200 monomers.  
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Figure  3.3(a) shows the calculated crystalline volume fraction for an initially amorphous 
material heated from room temperature using ramped annealing at a slow heating rate of 0.05 
K/s. The onset of the rising part of the crystallization curve can be used to estimate the 
incubation time for the material, and determine the crystallization temperature at which the 
rate of crystallization is maximum.  Figure  3.3(a) also illustrates the good agreement between 
the simulated crystallization curve and experimental measurements on GST using optical 
measurements, indicating the ability of this modelling approach in predicting real material 
behaviour. The corresponding time evolution of clusters of different sizes calculated using 
the Master rate equation is illustrated in Figure  3.3(b).  In this figure smaller clusters form at 
the early stages of crystallization, which then subsequently contribute to the growth of larger 
clusters until the full volume is crystallized at the end of the simulation time. 
For further clarification of the cluster  formation it is even more important to present the 
cluster size distribution as a function of cluster size at different instant of time. Figure  3.4 (a) 
shows cluster size distribution at different instances of time. This figure illustrates the 
formation of small clusters from the attachment of monomers at an early stage in (1 - 2450 
second) and over time the clusters grow to larger sizes. Cluster size becomes redistributed 
where larger clusters gaining more monomers and smaller cluster decay. Ultimately, the 
distribution in the system is settled to the steady state distribution shown by black line in 
Figure  3.4 (a). Figure  3.4 (b) and (c) are graphic illustrations of a random distribution of the 
cluster sizes in the simulation space corresponding to the curves in Figure  3.4 (a). 
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Figure ‎3.4 Cluster size distribution at three instances of time calculated from the numerical solution of 
the discrete Master rate equation for ramped annealing at a constant heating rate of 0.05 K/s.  The three-
dimensional plots in (b) and (c) have been converted from the vector one-dimensional plots in (a) to a two-
dimensional, arbitrary space of cluster size height matrix for better visualisation. 
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from solution of the truncated Master rate equation. While solving the discrete Master rate 
equation requires the solution of a large number of coupled ODEs (for the different cluster 
sizes), the continuous approximation solves a single partial differential equation (PDE) with 
independent variables n and t. However, the continuous Master rate equation is an 
approximation in itself as results of the Taylor truncation as indicated in section  3.5.2.1 and 
the subsequent limitations of this approximation can affect the crystallization simulations (see 
Section  3.5.2.2). 
The continuous Master rate equation for cluster size evolution is expressed by [43]: 
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for 2n , which is derived from Eq. ( 3.8) using truncated Taylor expansion following the 
work by Zeldovich [62], where  f(n, T, Zm) is the attachment frequency of the n-sized cluster 
and is dependent on the concentration of available monomers Zm.  Moreover, C(n,T) is the 
quasi-equilibrium cluster size distribution [43][69] defined in Eq.  ( 3.26). 
The amount of crystallized material can be calculated by integrating the size distribution 
function.  Zm  is determined under consideration of mass conservation by: 
 
dntnnZZZm 


2
0 ),( , (‎3.34) 
 
where Z0 is total monomer density of the starting (amorphous) phase. 
The boundary conditions in Eq. ( 3.33) for large n is dictated by the bounded total cluster 
density: 
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while at n = 2 the boundary condition can be written as [69]: 
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3.5.1 Numerical implementation of the continuous form of the Master rate 
equation 
The system ( 3.33) - ( 3.35) was solved numerically for the cluster size distribution Z(n,t) using 
the NAG routine d03ps in Matlab following Blyuss et. al. [69].  This routine uses a backward 
difference approximation for convection-diffusion equations with adaptive remeshing: this  is 
particularly suitable for this system due to the exponential behaviour of the cluster size 
distribution at small clusters (n=2) and the larger cluster (nmax).  In a similar manner to the 
original and discrete Master rate equation, the solution to the continuous version tracks the 
formation and destruction of clusters of size n 2 (n = 1 representing the amorphous phase) 
with temperature history.  The simulations were carried out on a finite interval [2, L] where L 
is the maximum cluster size, and this interval is divided up into 100. ∆L=100 was chosen 
because it provided convergence of the solution within reasonable simulation time. An 
adaptive time stepping algorithm is used in this solver, with absolute and relative tolerances 
of 10
10
 (similar to the discrete solver).  The initial starting phase in all simulations was the 
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amorphous phase with initial cluster size distribution Z(n,0)  0 (10-11 clusters/m3 used 
here).  Starting from room temperature T0 = 300 K, the numerical simulations were 
performed at particular heating rates 𝜙 according to Eq. ( 3.32). The maximum number of 
equations solved in Eq. ( 3.33) (upper limit of cluster size) is L = 40 [69]. 
Few simulations are produced here from solution of the continuous Master PDE representing 
the dynamics of crystallization and cluster size distributions.  The values of the material 
parameters used in this section were the same parameters used by Blyuss et. al. in [69]. The 
simulations were carried out by annealing the GST phase-change material using ramped 
annealing at a rate of 0.05 K/s starting from room temperature (300 K). Figure  3.5 (a) shows 
the calculated crystalline volume fraction with good agreement to the experimental data in 
[68] measured at the same heating rate. Cluster size distribution at different instances of time 
is shown in Figure  3.5 (b) which illustrates the formation of small clusters from the 
attachment of monomers at an early stage in (1 - 2450 second) and over time the clusters 
grow to larger sizes.  A redistribution of cluster sizes occur with larger clusters gaining more 
monomers, while smaller clusters decay.  Ultimately, the distribution in the system is settled 
to the steady state distribution shown by black line in Figure  3.5 (b). 
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Figure ‎3.5 (a) Calculated crystalline volume fraction as a function of temperature during ramped anneals 
at 0.05K/s heating rate for Ge2Sb2Te5. Red squares show the experimental data [68], and the blue line 
represent the model simulation. (b) Cluster size distribution at three instances of time. Maximum cluster 
size used was 40 monomers. Simulation parameter values are taken from Ref. [69] and are summarized in 
Table ‎3.1. 
 
Table ‎3.1 Thermodynamic and material parameters used for the numerical simulations [69]. 
Parameter Value unit 
Volume of a monomer 0 2.9  10
-28  m3 
Enthalpy of fusion Hf 6.18  10
8  J/m3 
Melting temperature Tm 889 
 
K 
Specific surface energy  0.1
 
J/m2 
Wetting angle w 94 deg 
Activation energyture Ea 2.0  eV 
Prefactor K 5.82  10
-12 (Pa s) 
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3.5.2 Truncation error of the derivation of continuous approach 
The phase change process is described by means of the discrete and continuous Master rate 
equation approaches that completely determine the evolution of the cluster size distribution.  
The main aspects of this section is to investigate the errors involved in the approximate 
continuous form of the Master rate equation, in comparison to the fundamental discrete form, 
to better understand the limitations and applicability of the continuous form of the Master rate 
equation for modelling crystallization dynamics.  As previously indicated, the main 
advantage of continuous approach is that it solves a single PDE for the transient cluster 
density [70] thus providing quick computational times in comparison to the discrete 
approach, which solves a large system of coupled ODEs for each cluster size thus requiring 
additional computational burden.  However, the continuous approach is an approximation 
itself, from the truncation of the Taylor expansion used in the process of converting the 
discrete form of the Master equation to the continuous form [71].  In this section, two 
methods will be used to investigate the error involved in this approximation.  The first 
method follows the mathematical derivation of the continuous form of the rate equation to 
investigate the resulting truncation error.  The second way of investigation is via a number of 
numerical experiments using the continuous Master rate equation simulating the crystalline 
volume fraction, using different simulation parameters such as the maximum cluster size 
maximum cluster sizes, and study their effects on the calculated crystallization curves at 
different heating rates. 
 
3.5.2.1  Mathematical derivation of the truncation error 
Starting with the mathematical investigation, the error term induced from the continuous 
approach of the Master rate equation is derived next.  As mentioned in Section 3.4 and 
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following the generalizing approach of Zeldivich [62] and Kashchiev [64], the detachment 
frequency can be eliminated from the Master rate equation Eq. ( 3.8) by using Eq. ( 3.12).  
Thus the discrete Master rate equation including C(n,t) instead of the detachment frequency 
),1( tng   can be written as:  
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where Mn ...,,3,2,1  
and M is the overall number of molecules in the sample at time t.  
According to Taylor’s theorem with Lagrange form for the remainder, and under a suitable 
regularity assumption, the first order forward and backward differencing approximation of a 
given function f(x) can be expressed, respectively, as [72]:  
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where h > 0, for some 𝜉1(x-h, x) and 𝜉2(x, x+h).  The continuous form of the discrete 
Master equation in ( 3.37) can be derived using the forward and backword differencing forms 
Eq. ( 3.38) and Eq. ( 3.39) as follows: 
1. Consider n as a continuous variable and assume that ),(
~
tnZ  is a second order 
differentiable extension of the solution Z of Eq. ( 3.37) to the continuous domain nR+ 
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such that ),(),(
~
tnZtnZ   for all nN+.  From Eq. ( 3.38) the right-hand side of 
Eq. ( 3.37) can be written as: 
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for some 𝜉1(n-1, n).  Since the values 𝜉1 vary depending on the continuous variable n in the 
range (n-1,n), and due to the regularity of the functions f(n,t) and C(n,t) in addition to the 
solution Z
~
, therefore it is reasonable to consider 𝜉1 as a differentiable function in the 
continuous variable n (i.e. 𝜉1𝜉1(n)(n-1,n)), which allows to employ the chain rule to 
calculate the derivatives in the variable n on the right-hand side of Eq. ( 3.40). 
2. Following the same argument, from equation Eq. ( 3.39) we can write: 
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for some differentiable function 𝜉2(n)  (n,n+1). 
3. Now from Eq. ( 3.40) we can re-write equation Eq. ( 3.37)  for the continuous 
extension Z
~
 in the form: 
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4. Then from Eq. ( 3.41), equation ( 3.42) can be written in the continuous form: 
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5. After separating all terms containing the unknown functions 𝜉1 and 𝜉2 , the resulting 
continuous equation that is equivalent to the discrete Master rate equation ( 3.37) can 
be written as: 
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where: 
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A further calculation of the derivatives in Eq. ( 3.45) would result in more complicated 
formulas, involving the given functions f(n,t) and C(n,t), as well as the unknown functions Z
~
, 𝜉1 and 𝜉2 in the continuous variable n.  Moreover, any attempt to define a bound of this error 
would require further assumptions regarding the smoothness and boundedness of the 
functions Z
~
, 𝜉1and 𝜉2, which might lack to the acceptable justification from the theoretical 
and numerical prospective.  Therefore, this derivation will not go beyond Eq. ( 3.45) and will 
leave the analysis and measure of the error to future studies. Nevertheless, if the error term is 
assumed to be negligible compared to the first term in the right-hand side of Eq. ( 3.44), then 
the solution Z
~~
of the continuous Master rate equation: 
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can be considered as an approximation to the solution Z
~
of the continuous equation ( 3.44) for 
Rn , and hence an approximation to the solution Z  of the discrete Master rate equation 
( 3.37). However, comparing the error terms of Eq. ( 3.45) to the right hand side of the 
truncated equation ( 3.46), it can be noticed that the main functions f(n,t) and C(n,t),  and their 
derivatives are included in all error terms. This might give a reasonable expectation that 
truncating error terms of Eq. ( 3.45) to obtain the truncated equation ( 3.46) would result in 
inaccurate approximations of the solution of the Eq. ( 3.44). This particularly true, when the 
rate change (with respect to the continuous variable n) of the right-hand side of Eq. ( 3.46) is 
relatively large.  
The solution of the Master rate equation represents the cluster size distribution function Z 
which is the basis of quantifying the crystallization fraction. Hence, any inaccuracy in Z 
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might have a significant effect on the crystallization dynamics.  In the next section, a 
comparison between both discrete and continuous forms of Master rate equation is carried out 
using same set of parameters with different upper limit of cluster size. This simulation is also 
used to test the reliability of these approaches in modelling phase-change materials. 
 
3.5.2.2 The effect of maximum cluster sizes on the crystallization dynamics  
The crystallization dynamics in phase-change materials using the Master rate equation model 
is described through the interaction of clusters of different sizes governed by the 
thermodynamic and kinetic parameters supplied to the model and their temperature 
dependence.  Thus, it is expected that the maximum cluster size, L (upper limit of cluster 
size), in this model might have an effect on the calculated crystallization dynamics in general 
in the discrete Master rate equation, and particularly in the approximate continuous form of 
this equation.  Therefore, the effects of maximum cluster size on the calculated crystallization 
dynamics in both discrete and continuous forms of the rate equation will be compared. 
Ramped annealing using constant heating rate is applied in the following simulated 
crystallization curves using the thermodynamic and materials parameters listed in Table  3.2, 
and represent typical parameters of the GST phase-change material (to be discussed in more 
detail in chapter 4 of this thesis).  The MYEGA model was used to describe the viscosity for 
the comparison in this section [39].  
Starting with the continuous Master rate equation, simulations of crystallization curves over 
the finite interval [2,L] are carried out using different values (for comparison purpose) for the 
subintervals, ∆L, ranging from 100 to 300. ∆L=100 was initially chosen because it provided 
convergence of the solution within reasonable simulation time. Moreover, the maximum 
cluster size L was varied within the range of L = 40 - 80 monomers in the continuous rate 
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equation simulations, which is practical for the temperatures and cluster sizes considered in 
this work while providing practical computational times using the NAG solver.  The 
calculated crystalline volume fractions when ∆L = 100 are shown in Figure  3.6 (a) and 
Figure  3.6 (b) for the heating rates of 50 K/s and 40,000 K/s respectively.  Figure  3.6 
illustrates the numerical effect of increasing the maximum cluster size, L, on reducing the 
calculated crystallization temperature (defined as the temperature where the crystallization 
rate is maximum, and important later for characterisation of crystallization dynamics) and 
increasing the crystallization speeds for low and high heating rates.  
 
Table ‎3.2 Thermodynamic and material parameters used for the numerical simulations 
Parameter Value unit 
Volume of a monomer 0 2.9  10
-28 a m3 
Enthalpy of fusion Hf 6.18  10
8 a J/m3 
Melting temperature Tm 889 
b 
K 
Specific surface energy  0.066
c 
J/m2 
Wetting angle w 100
d
 deg 
Glass transition temperature Tg 383
e
 K 
Infinite temperature viscosity  1  10
-5 f (Pa s) 
Fragility index m 47
g
  
 
a
 Ref. [32][69]. 
e
 Refs.[28][73][74][75]. 
b
 Ref.[76]. fExtrapolated from Ref. [28]at T>Tm. 
c
 Ref [77].   gRef. [78]. 
d
 Ref. [32].  
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Figure ‎3.6 Numerical solution of the continuous Master rate equation for different number L of 
maximum cluster sizes with ∆L=100. (a) Ramped annealing results at heating rate 50 K/s, and (b) at 
heating rate 40,000K/s.  Model parameters are listed in Table ‎3.2. 
 
It is also of interest to investigate whether the number of subintervals can lead to significant 
changes in the computed crystallization curves.  Next the interval [2,L] is divided into 300 
subintervals (∆L = 300) in the solver and crystallization curves were recalculated using the 
same heat source and material parameters and shown in Figure  3.7. It is observed from 
Figure  3.7 (a) and Figure  3.7 (b) for a low and high heating rate respectively, that increasing 
∆L causes shift in the crystallization temperature to higher temperature (in comparison to 
Figure  3.6). 
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Figure ‎3.7 Numerical solution of the continuous Master rate equation for different number L of 
maximum cluster sizes with ∆L=300. (a) Ramped annealing results at heating rate 50 K/s, and (b) at 
heating rate 40,000K/s.  Model parameters are listed in Table ‎3.2. 
 
Now, the discrete Master rate equation (original) is used to investigate the effect of maximum 
cluster size on computed crystallization dynamics. Simulations were carried out using the 
discrete Master rate equation solver with up to 1000 monomers and found a negligible effect 
of maximum cluster size on the transient behaviour for different heating rates.  The 
simulation results are shown in Figure  3.8 for the low and high heating rates of 50 K/s and 
40,000 K/s respectively. 
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Figure ‎3.8 Calculated crystalline volume as a function of temperature during ramped anneals at different 
heating rates with up to 1000 monomers. Model parameters are listed in Table ‎3.2. 
 
The results in Figure  3.6 and Figure  3.7 demonstrate that while the continuous Master rate 
equation can be used for phase-change modelling with limited maximum number of 
monomers and subinterval values, they relatively affect the computed crystallization 
dynamics.  However, calculations using the discrete Master rate equation in Figure  3.8 
showed that the simulated crystallization curves (for the temperature range used in these 
calculations) are less sensitive to the maximum number of monomers for the different heating 
rates. 
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Figure ‎3.9  Maximum cluster size as a function of extracted values of Tp of the continuous Master rate 
equation from Figure ‎3.6 and Figure ‎3.7 (solid blue and solid red lines) with different sub-intervals 
showing the effect of these numerical parameters on crystallization dynamics compared to extracted 
values of Tp of the discrete Master rate equation simulations, for different heating rates, from Figure ‎3.8 
(dashed black lines). 
 
The maximum cluster size, L, is plotted in Figure  3.9 as a function of crystallization 
temperature, Tp, to show more clearly how the peak temperature values are affected by 
varying the maximum cluster size and the subinterval lengths in the continuous Master rate 
equation solutions compared to those of discrete Master rate equation (original). The 
discrepancies between the crystallization temperatures illustrate that the continuous model 
solution is sensitive to the maximum cluster size and the number of subintervals. This 
inaccuracy may be attributed to the truncated error terms in ( 3.46).  
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3.6 Chapter summary 
In this chapter, a mathematical review of the Master rate equation and its implementation for 
modelling crystallization dynamics in phase-change materials was presented. It was shown 
that the continuous Master rate equation is an approximation of the discrete due to truncated 
terms.  This approximation may lead to quantitative errors when modelling the crystallization 
dynamics. A comparison between continuous and discrete forms was carried out investigating 
the effect numerical solver parameters such as the upper limit of cluster size and cluster size 
sub-interval on the crystallization dynamics at low and high heating rates.  It was found that 
the upper limit of cluster sizes along with the number of subintervals has a significant effect 
on the crystallization dynamics for different heating rates with the use of the continuous 
Master rate equation.  On the other hand, it was found that crystallization curves calculated 
using the discrete form of the Master rate equation were less sensitive to increases in the 
maximum cluster size for clusters greater than 40 monomers. The discrete Master rate 
equation could successfully model the transient behaviour of phase-change material. The 
simulations and analyses carried out in this chapter provide some confidence in the discrete 
model and parameters used in the simulations, and will thus be used in all the simulations and 
analysis in the following chapters of this thesis.   
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CHAPTER 4: Viscosity models and crystallization dynamics 
In the preceding chapter, the characteristics and implementation of the Master rate equation 
approach to modelling crystallisation dynamics were presented. Through the attachment and 
detachment of monomers, the Master rate equation naturally traces nucleation and growth of 
crystallites with temperature history to calculate the transient distribution of clusters sizes in 
the material.  Both the attachment and detachment rates in this theory are strong functions of 
viscosity and thus the value of viscosity and its dependence on temperature significantly 
affects the crystallization process. In this chapter, the Master equation approach is augmented 
with a physically founded model for the viscosity dependence on temperature. The Master 
rate equation is now used to understand the role of viscosity model parameters on the 
crystallization process through modelling. 
 
4.1 Introduction 
Modelling crystallization dynamics of phase-change material under fast annealing conditions 
is of importance to understand the requirements for achieving high data rates during the write 
and erase processes in optical and electronic memories [21].  While quenching from the melt 
and re-amorphisation is a relatively fast process, crystallization from the amorphous phase 
remains to be the time limiting process in phase-change based memories [34].  The viscosity 
dependence on temperature directly affects the speed of crystallization of the phase-change 
material. Therefore, understanding the role of viscosity parameters on the crystallization 
process through modelling is crucial for the development of modern, high-speed phase-
change memory devices and technologies. 
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The crystallization process in phase-change materials has been modelled using different 
approaches (see Chapter 2), One of the approaches for bridging the gap between the large-
scale, simplified analytical models (such as the JMAK description) and the first-principle and 
numerically intensive atomistic modelling is the robust and more physically realistic Master 
rate equation method (see Chapter 2 and 3). Nucleation and growth in this model are 
described by the attachment and detachment of  monomers [43]. The rates of attachment and 
detachment in the Master equation model, which control the speed of crystallization, are 
functions of temperature dependent viscosity and hence the simulations are sensitively 
characterized by the mathematical expression used for viscosity. 
A number of models have been developed to describe the viscosities of glasses in a broad 
range of chemical compositions and temperatures [79]. The Arrhenius viscosity model [80], 
is commonly used in investigations of crystallization dynamics in GST [32] [81].  However, 
extracted viscosities for GST from ultrafast DSC measurements and growth rate 
measurements showed deviation from the Arrhenuis temperature dependence, particularly 
demonstrating a fragile behaviour in the supercooled region [28][78]. Other non-Arrhenius 
models for viscosity in phase-change materials were therefore adopted including the Cohen 
and Grest viscosity model, and the three-parameter models. The Cohen and Grest viscosity 
model has four adjustable parameters to fit measured viscosity data experimentally [82]. This 
model was used in [28] to extract the dependence of viscosity and crystal growth rates on 
temperature from DSC measurements for GST.  The fitting constants in this viscosity model 
are not related to physical parameters of viscosity.  It was also noted that the Cohen and Grest 
viscosity model over-estimated crystal growth rates in Ge-Sb alloys by 2-3 orders of 
magnitude compared to the three-parameter models [29], and was not able to provide 
accurate fitting to Kissinger plots at high heating rates for AgInSbTe phase-change material 
[30]. 
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The three-parameter viscosity models include the well-known Vogel–Fulcher−Tammann 
(VFT) model [83], the Avramov–Milchev (AM) model [84] and the more widely accepted 
Mauro−Yue−Ellison−Gupta−Allan (MYEGA) model [38]. The VFT model has three fitting 
parameters and was used to describe the temperature dependence of viscosity of GST (for 
example [85] [78]). The more robust MYEGA viscosity model has physical foundation with 
the three physical parameters including the glass transition temperature Tg, the fragility m, 
and extrapolated infinite temperature viscosity parameter,  [38]. This model was 
successfully used to describe the temperature dependence of viscosity and crystal growth 
rates for AIST [86][87], GeSb [29] and GST [73].  The extended, five parameter generalised 
MYEGA model [88] was also used to describe the fragile-to-strong cross-over of viscosity in 
AgInSbTe phase-change material (which is not apparent in GST) [30]. This Chapter is 
therefore concerned with implementing the MYEGA model for the viscosity dependence on 
temperature in the Master equation system to simulate crystallization in GST at high heating 
rates. 
The fragility index m in the MYEGA viscosity model represents the slope of the viscosity in 
the Angell plot at the glass transition temperature, and indicates the degree of deviation from 
the strong, Arrhenius temperature dependence of viscosity.  For the GST phase-change 
material, the fragility index has been extracted from fitting simplified (growth dominated) 
JMAK formulation with the Cohen and Grest viscosity model to Kissinger plots measured 
using ultrafast differential scanning calorimetry (DSC), with a reported value of ~90 [28]. 
Mechanical stress measurements on GST films at relatively low heating rates (assuming 
Arrhenius temperature dependence of viscosity and heating rate dependent Tg) indicated 
fragilities of 47 and 20 for pure and doped GST, respectively [78] . Higher values of fragility 
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of 140 were also estimated from fitting to device level measurements of crystal growth rates 
as function of temperature [73]. There is thus dispersion and uncertainty in the extracted 
values of fragility, but they all indicate the fragile nature of GST, which contributes to the 
high atomic mobility and fast crystallization of this phase-change material heated at the 
relevant temperatures. 
Published values of the glass transition temperature Tg for GST also vary, with 373 K 
reported for thin (as-deposited) amorphous films using impedance, transmission and heat 
capacity measurements [74].  This value is in agreement with a glass transition temperature 
of 384 K determined from theory based on the enthalpy of atomization for GST [89], and 
therefore adopted in the theoretical analysis and fitting to measured Kissinger plots in 
ultrafast DSC simulations in [28].  However, DSC measurements of pre-annealed thin 
amorphous films of phase-change material at relatively low heating rates (40 K/min) revealed 
glass transition temperatures within 10 K of the peak crystallization temperature (456 K for 
GST), and hence difficult to resolve from the main crystallization peak in the measurement 
[75].  The highest value reported of Tg for GST was estimated from fitting the MYEGA 
model for the viscosity to crystal growth velocity measurements at device level, and was 
472K [73].  The infinite temperature viscosity parameter, , can be extracted from Angell 
plots extrapolated to high temperatures, and is typically in the range 10
-5
 - 10
-3
 (P as) [28].  
It is clear from the brief overview of reported viscosity parameters above that there are 
uncertainties in the values of fragility and glass transition temperature for GST in the 
MYEGA model.  The effect of these uncertainties on the crystallization dynamics of phase-
change materials is not well understood. In this Chapter, a more detailed Master equation 
approach was used, which includes both transient nucleation and growth processes with 
viscosity described by the MYEGA model, to study the crystallization dynamics of GST over 
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a wide range of heating rates.  In particular, the role of the viscosity model and its parameters 
on the crystallization dynamics using Master equation simulations is investigated. 
 
4.2 Methodology 
This section concerned with implementing the MYEGA model for the viscosity dependence 
on temperature in the Master equation system to simulate crystallization in GST at high 
heating rates. 
 
4.2.1 Mathematical formulation of the viscosity models 
In this section both the Arrhenius and non-Arrhenius (MYEGA) models of viscosity 
dependence on temperature are presented.  In the Arrhenius model, the viscosity is described 
by: 
 









T
E
KT a



 exp)(  (‎4.1) 
 
where K is a pre-factor and Ea is the activation energy for viscous flow.  This model has 
been previously employed in reaction rate modelling of crystallization in phase-change 
materials and yielded good agreement between simulations and measurements, for isothermal 
annealing and at low heating rates [69][32]. Recent ultra-high heating rate DSC 
measurements, however, indicated deviation of the viscosity from the Arrhenius behaviour 
for GST[28] and other phase-change material including AIST[86][87], and GeSb [29].  
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This thesis focuses on the more robust and widely accepted viscosity model of Mauro-Yue-
Ellison-Gupta-Allan (MYEGA) [38].  This model has physical grounding and is able to 
describe different viscosity behaviours over a wide temperature range from Tg (glass 
transition temperature) to Tm (melting temperature), and is given by: 
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for T  Tg.  The three parameters in the MYEGA model are:  which is the extrapolated 
infinite temperature viscosity, Tg is the glass transition temperature at which the shear 
viscosity is equal to 10
12
 (Pa s) [90], and m is the fragility index of the material, defined as: 
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The fragility index is the slope of the viscosity curve at the glass transition temperature in the 
Angell plot as shown in the example plot of Figure  4.1, and indicates the degree of deviation 
from the Arrhenius behaviour in the supercooled region.  
The MYEGA model is also able to describe the viscosity of a wide class of phase-change 
materials and behaviours including the Arrhenius behaviour.  This can be illustrated by taking 
the logarithm on both sides of Eq. ( 4.1) to yield: 
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By comparing Eq. ( 4.2) to Eq. ( 4.4) it can be readily shown that the MYEGA model can 
describe the Arrhenius temperature dependence provided that: 
 
  1010 loglog K    
 
and: 
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while the exponential term in Eq. ( 4.2) equates to: 
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The above equalities show that through appropriate choice of the three parameters, the 
MYEGA model can describe the strong, Arrhenius temperature dependence of viscosity near 
the glass transition temperature for small fragilities where )log12( 10  m .  
For temperatures T < Tg, the viscosity dependence on temperature is taken to be Arrhenius as 
defined in Eq. ( 4.1), with activation energy Ea = 1.760.05 eV [91].  The pre-factor K in 
Eq. ( 4.1) in this case was determined from the requirement that 12)(log10 T  at T = Tg to 
match the viscosity of the MYEGA model.  Hence the complete viscosity model used in this 
thesis is given by: 
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Figure  4.1 illustrates the temperature dependence of viscosity calculated using the MYEGA 
model for different values of fragility. The viscosity model in Eq. ( 4.6) is used in the 
subsequent simulations in this thesis.
   
 
 
Figure ‎4.1 Angell plot for the temperature dependence of calculated viscosity using the complete viscosity 
model described in Eq. (‎4.6)  with parameter values:  = 10
-5
 (P as), Tg = 383K, and Ea = 1.76 eV in the 
Arrhenius model for T < Tg. 
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The viscosity model in Eq. ( 4.6)  (plotted in Figure  4.1) is based on the physically realistic 
MYEGA model for temperatures > Tg, and the experimentally observed Arrhenius 
dependence for temperatures < Tg. The two viscosity functions are matched at Tg, however 
they are discontinuous in their first derivatives at this temperature as indicated in Figure  4.1.  
To study the effect of this discontinuity on the simulation work in this thesis, crystallization 
simulations were carried out with varied activation energies up to 3.0 eV for the Arrhenius 
temperature dependence of viscosity with negligible effect on the crystallisation dynamics or 
fittings to experimental Kissinger plots.  Further simulations were also carried out without 
dividing the viscosity into two regions by using the MYEGA viscosity model for all 
temperatures and thus without discontinuity at Tg, again showing negligible effects on the 
crystallisation dynamics and fittings to experimental measurements.  However the effect of 
this discontinuity require more investigation for different values of the glass transition 
temperature and when using different viscosity models for temperatures > Tg in the 
simulations.  The alternative is to seek another viscosity model that is physically realistic 
while continuous over a wide temperature range starting from room temperature to the 
material's melting point.   
 
The simulations carried out in this thesis assumed the applicability of the Stokes-Einstein 
equation of Eq. ( 3.31) to describe the relationship between the diffusion coefficient and 
viscosity.  Deviation from the form /1D  where  < 1 for temperatures down to Tg was 
indicated using molecular dynamic simulations for the GeTe compound (not GST) in [31].  
The decoupling between diffusion and viscosity was also suggested and introduced in [28] 
for GST, however mainly to overcome the inability of the Cohen and Grest viscosity model 
used in the analysis of Kissinger data to correctly describe the viscosity behaviour at Tg (with 
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value 10
12
 Pa.s).  This limitation that was highlighted in [86] and [30] for AIST (and 
indicated that the more physically realistic MYEGA models for viscosity can alternatively 
provide accurate analysis of DSC measurements without the need for decoupling), and [29] 
for GeSb.  Moreover, fittings to device level measurements in [73] found no sufficient 
evidence for the need for this decoupling for GST.  There is thus currently little concrete 
evidence that confirms the breakdown of the Stokes-Einstein equation for GST nor confirmed 
values for the decoupling factor in the literature, which is also made difficult by the disparity 
of reported values of Tg and fragility index.   
 
4.3 Results and Discussion 
In this section, transient simulations of crystallization over a wide range of heating rates are 
carried out by solving the Master equation, to determine the key parameters within the 
MYEGA viscosity model that affect the crystallization dynamics.  
The maximum number of equations solved in the Master rate equation system (upper limit of 
cluster sizes) was 40 (see Section  3.5.2.2). The thermodynamic and material parameters used 
in the simulations are listed in Table  3.2. The viscosity model parameters were varied in the 
simulations within the range of reported values in the literature to investigate their effect on 
the transient crystallization behaviour. 
 
4.3.1 The effects of viscosity parameters on crystallization dynamics 
The fragility index, the glass transition temperature, and the infinite temperature viscosity 
parameter are the main parameters which describe the temperature dependence of viscosity in 
the MYEGA model, and influence the rates of attachment and detachment of monomers (and 
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therefore crystal nucleation and growth rates) in the Master rate equation.  The effects of 
these parameters on the crystallization dynamics is studied using the Master rate equation 
simulations; in particular on the transient rate of crystallization, and on the peak 
crystallization temperature Tp - defined here as temperature at which the crystallization rate is 
maximum - at different heating rates. 
Figure  4.2 (a) starts by illustrating the effects of the fragility index on the crystalline volume 
fraction transformed, where low fragility values (m = 23) decrease the rate of crystallization 
and increases the peak crystallization temperature, leading to incomplete crystallization at 
high heating rates.  This is attributed to the reduction in the diffusion coefficient (atomic 
mobility) in the rate equation with increasing viscosity, which increases the transient 
nucleation  time for the clusters (time for the onset of steady-state nucleation in Z) as shown 
in Figure  4.2 (b) for relatively low heating rates (50 K/s) and in Figure  4.2 (c) for the highest 
heating rate (40000 K/s).  On the other hand, high fragility values (m = 90) increase the 
atomic mobility in the supercooled region, therefore reducing the transient nucleation time 
and increasing the crystallization rates. This is illustrated by the sharp increase in the cluster 
size distributions for n = 3 in Figure  4.2 (b) and Figure  4.2 (c) around 1.7 s and 2 ms 
respectively, marking the sharp drop in viscosity as the temperature reaching the glass 
transition temperature in the simulations.  In this case (higher m) full crystallization is 
achieved even at relatively high heating rates with modest increase in Tp as indicated in 
Figure  4.2 (a).  It can also be observed from Figure  4.2 (b) and (c) that the transient 
nucleation rate of clusters of different sizes is not uniform and changes with heating rate. In 
particular showing the influence of increasing the fragility on reducing the cluster nucleation 
time and increasing the crystallization speed. 
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Figure ‎4.2 (a) Calculated crystalline volume as a function of temperature during ramped anneals at 
different heating rates for two different fragility values: m = 90 (solid lines) and m = 23 (dashed lines).  
The calculated transient cluster densities for different cluster sizes at heating rates of (b) 50 K/s and (c) 
40000 K/s, showing non-uniform transient nucleation and the influence of increasing the fragility 
parameters on reducing the cluster nucleation time and incrasing the crystallization speed.  In these plots 
the fragilities values used in the calculations are m = 90 (solid line) and m = 23 (dashed line).  
 
The glass transition temperature Tg was next varied within the range of published values in 
the Master equation simulations.  The calculated crystalline volume fractions are shown in 
Figure  4.3 (a) for a strong glass with m = 23 in the MYEGA model, illustrating an increase of 
Tp following the increase in Tg (compare dashed lines versus solid lines), leading to 
incomplete crystallization and increased temperature difference Tp  Tg at high heating rates.  
The crystallization simulations in Figure  4.3  (b) also illustrate an increase of Tp with 
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increasing Tg for a fragile material with m = 90, with modest changes of in the temperature Tp 
 Tg with increasing heating rate due to the high atomic mobility of the glass in this case.   
 
  
Figure ‎4.3 Calculated crystalline volume fraction as a function of temperature during ramped anneals at 
different heating rates. Two different values of Tg are used in the calculations: Tg = 373K (solid line), and 
Tg = 400K  (dashed line) at different heating rates for (a) m = 23, and (b) m = 90. 
 
 
The infinite temperature viscosity parameter,  was varied within the range 0.012  10
-5
 (P 
as)  [28] [73] in the Master equation simulations for the fragilities m = 23 and m = 90 and at 
different heating rates.  It is expected that the influnce of this parameter becomes important 
only at high temperatures near the melting point.  As shown in Figure  4.4 (b), varying  
over this large range of values has a relatively small effect on the crystallization dynamics for 
high fragility values in the viscosity model, where the high diffusivities increase the 
crystallization rate and lower Tp well below the melting point Tm.  For low fragility values the 
influence of  on the crystallization dynamics depends on the heating rate (which controls 
Tp).  At low heating rates, Tp is again well below Tm and the value of  has negligible effect 
on the crystallization dyanmics as shown in  Figure  4.4  (a) at 50 K/s.  Increasing the heating 
rates increases Tp to higher temperatures towards the melting point, where smaller values of 
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 increase the crystallization rate and final crystalline volume fraction as shown in  
Figure  4.4 (a). Since the simulations in this work occur within temperatures lower than the 
melting point for GST, a constant value of  = 10
-5
 (Pa s) was employed in this work, 
allowing focus on the fragility index and glass transition temperature as variable parameters 
in the DSC simulations. 
 
  
Figure ‎4.4 :  Calculated crystalline volume fraction as a function of temperature during ramped anneals 
at different heating rates.  Three different values of  were used at the heating rates 50 K/s (dashed 
lines) and 40000 K/s (solid lines).  Tg = 383 K was used in the simulations for the fragilities (a) m = 23, and 
(b) m = 90. 
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4.3.2 Chapter summary 
In this chapter, it was shown that it is essential to use the physically realistic MYEGA 
viscosity model in the Master equation approach, and to investigate the impact of viscosity 
parameters on the crystallization dynamics. It was found that, with increasing heating rate, 
high fragility values (m = 90) lead to modest increases in crystallization temperature. Lower 
values of fragility (m = 23) reduced the crystallization rate due to reduced atomic mobility, 
leading to increased crystallization temperature and to incomplete crystallization at high 
heating rates. Moreover, increasing the glass transition temperature can produce a 
corresponding shift in crystallization temperature towards higher values. Furthermore, at low 
heating rates, infinite temperature viscosity parameter has negligible effect on the 
crystallization dynamics while, at higher heating rates, smaller values of infinite temperature 
viscosity parameter increase the crystallization rate and final crystalline volume. Those 
results lead to further understanding of fundamental physical processes that affect 
crystallization dynamics physics of the phase change processes. The results are also very 
promising for the future development of phase change modelling.  
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CHAPTER 5: Modelling calorimety measurements using the 
Master rate equation at high heating rates 
In the preceding chapter, the effects of the viscosity parameters on the crystallization 
dynamics have been investigated. This was carried out by implementing the MYEGA model 
for the viscosity dependence on temperature in the Master rate equation system. It is worth 
recalling some key characteristics of the Master rate equation model before using it for 
extracting viscosity model parameters and DSC measurement analysis. It is considered a 
comprehensive model that describes transient nucleation and growth based on the mechanism 
by which monomers are attached and detached to and from clusters with temperature history. 
Therefore, it is a dynamic model that more physically realistic than the simplified JMAK 
model (which assumes nucleation is random, uniform and stationary). It is also much less 
computationally intensive compared to atomistic simulations. In this chapter, the analysis and 
extraction of viscosity model parameters will be carried out using a developed algorithm 
based on a given DSC measurement. 
 
5.1 Introduction 
The disparity in the estimated viscosity parameters (see chapter 4) may arise due to the 
differing types of samples (powder, flake, thin-film), preparation conditions, pre-annealing, 
heating and rates, and more fundamentally the nature of the crystallization and viscosity 
models imposed for fitting to experimental data.  An example is the large difference in the 
value of fragility m > 100 derived for AIST from fitting the MYEGA model to growth 
velocity measurements [86], compared to the value of m ~ 37 derived for the same material 
using the generalised MYEGA model accounting for the fragile-to-strong transition 
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behaviour of the viscosity [30].  Furthermore, current methods of extraction of the viscosity 
parameters rely on simple models of crystallization, such as the JMAK model with constant 
nucleation rate and growth dominated crystallization which may not be appropriate for 
nucleation dominated materials such as GST.  In this Chapter, the Master rate equation 
approach, which includes both transient nucleation and growth processes with viscosity 
described by the MYEGA model is used in order to study the crystallization dynamics of 
GST over a wide range of heating rates in particular to simulate full Kissinger plots. An 
iterative numerical algorithm is also developed based on the more physically realistic Master 
rate equation to estimate the values of the viscosity parameters for GST by comparison to 
published Kissinger plots from ultrafast DSC measurements. In these analyses, the effects of 
the dependence of glass transition temperature on heating rate on the extracted fragility 
values and the strong correlation between the glass transition temperature and fragility values 
were particularly highlighted and explored. 
  
5.2 Methodology 
Differential scanning calorimetry (DSC) is a valuable tool to investigate crystallization 
dynamics and extract important kinetic and thermodynamic parameters of phase-change 
materials[92].  The peak crystallization temperature Tp is determined from the peaks in the 
measured DSC traces at different heating rates , and used to produce Kissenger plots [92] in 
which )/ln(
2
pT  
is plotted verses 1/Tp with the plot being typically a straight line (to describe 
an Arrhenuis behaviour) enabling the estimation of the activation energy for the reaction [26].  
The crystallization dynamics over a broad range of heating rates (50 K/s up to 40,000 K/s) 
have been measured using ultrafast DSC measurements for GST (see Figure  5.2) [28][29], 
and for other phase-change materials (GeSb[29] and AIST[30]).  A non-Arrhenius behaviour 
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was observed in the Kissinger plots for GST in these measurements which cannot be 
described with a single activation energy.  Analysis of Kissinger plots is normally carried out 
using the JMAK theory assuming mainly growth dominated crystallization[93] [28]. 
Here, however, the Master equation approach that includes both nucleation and growth 
processes was used instead, and is capable of simulating complete Kissinger plots from 
consecutive crystallization simulations at increasing heating rates.  Typical crystallization 
simulations using the Master rate equation are presented in Figure  5.1 (a) at increasing 
heating rates, while Figure  5.1 (b)  illustrates the time derivatives of the crystallization curves 
(d/dt) to simulate DSC traces [93], which enable the identification of the peak crystallization 
temperatures.  Figure  5.1 shows progressive increase in the peak crystallization temperature 
Tp and decrease of the slope of the crystallization curves at the transition temperatures with 
increasing heating rate, which is normally observed experimentally as shift in the peaks of the 
DSC traces and broadening of their distribution in differential calorimetry measurements.  
The calculated crystallization temperatures Tp from the Master equation simulations at 
different heating rates in Figure  5.1 can thus be used to produce complete theoretical 
Kissinger plots and compare to experimental measurements.  
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Figure ‎5.1 : (a) Calculated crystalline volume fraction as a function of temperature during ramped 
annealing at different high heating rates.  (b) Differentiated crystalline fraction curve (colour designation 
follows the legend of (a)).  The simulations parameters include: Tg = 383 K and m = 23. 
 
 
Due to the relatively low computational cost of solving the Master rate equation system and 
the ability to simulate both nucleation and growth, an iterative numerical approach has been 
developed to compare simulated and experimental Kissinger plots from ultrafast DSC 
measurements. 
 
5.3 Results 
An iterative numerical algorithm based on the Master equation method is developed to 
compare simulated and measured Kissinger plots from experimental calorimetry studies 
published in the literature, so as to extract the viscosity model parameters and examine the 
role of the viscosity and crystallization models on the extracted values.   
The iterative algorithm is developed to understand the crystallization process at high heating 
rates and enable the extraction of the important viscosity model parameters from a more 
detailed theoretical approach. Preliminary focus will be on implementing the iterative 
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algorithm to extract the fragility index parameter m for the MYEGA viscosity model from 
ultrafast DSC experimental measurements reported for GST in [28].  In this case it is 
assumed that the glass transition temperature is constant (within the range of published values 
see Chapter 4) for all the simulated heating rates, in accordance with the procedure used in 
the literature to analyse Kissinger plots[28][29].  The iterative algorithm proceeds by carrying 
out a complete crystallization simulation using ramped annealing at one heating rate from the 
solution of the Master equation system, using a starting value of m = 17 for the fragility.  The 
simulated crystallization curve is then differentiated with time and the peak temperature Tp 
(corresponding to maximum crystallization rate) is compared with the experimental value at 
the same heating rate (see Figure  5.2) [28][29] and the absolute percentage error between the 
two temperatures is calculated.  Repeated simulations at this heating rate are then carried out 
to increment m in each iteration until the absolute percentage error of the difference between 
the experimental and theoretical Tp is less than 0.5%.  This whole process is repeated at each 
heating rate to produce the theoretical Kissinger plot that closely fits the experimental curve 
as shown in Figure  5.2, and the extracted values of fragility that provide best agreement at 
each heating rate are recorded as shown in Table  5.1 as an example. Also shown in Figure  5.2 
for comparison are simulated Kissinger plots using four constant values of fragility (where 
m = 17 corresponds to the Arrhenius temperature dependence of viscosity).   
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Table ‎5.1 Simulated Kissinger data and fitted fragility indices for  = 0.066 J/m2 and Tg = 383 K. 
 
Heating rate 
(K/s) 
Measured Tp (K) 
(Ref. [28]) 
Fitted Tp (K) 
Extracted fragility 
index m 
50 456.3 456.8 21.99 
100 462.3 463.0 23.18 
500 481 481.7 24.78 
1,000 491.5 492.5 25.04 
5,000 527.1 528.1 24.63 
10,000 550.5 551.8 23.92 
20,000 582.7 584.0 22.95 
40,000 629.5 631.1 21.42 
 
  
Figure ‎5.2 Experimental Kissinger plots for GST using ultrafast DSC measurements from Orava 
et al. (red squares) [28], and simulated plots using the iterative numerical algorithm based on the 
Master rate equation with the fragility index being the fitting parameter.  All the fitting was 
carried out on the experimental data of Orava et al [28]. (Chen et a l [29]. data - blue circles - 
shown for consistency). (a) Fitting taking into account uncertainty in surface energy with 
Tg = 383 K and showing simulated Kissinger plots using four constant fragility values for 
comparison, and (b) fitting for two glass transition temperature values with   = 0.066 J/m2. 
Simulation parameters are listed in Table ‎3.2. 
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To investigate the effects of the uncertainty in some of the modelling parameters, including 
the interfacial surface energy  and glass transition temperature Tg, on the extracted fragility 
values these parameters were varied within the range of published values ( = 0.033 -
 0.066 J/m
2 
[94], Tg = (373 – 472K) [28] [73][74][75]) in the iterative algorithm to produce the 
theoretical Kissinger plots shown in Figure  5.2. It can be observed in Figure  5.2 (a) that 
increasing the interfacial energy  from 0.055 to 0.066 J/m2 increases slightly the average 
extracted fragility values from m  20.16±1.7 to m  23.49±1.3 respectively.  It can also be 
observed that increasing the glass transition temperature Tg from 383K to 400K (within 
accepted values in the literature) also increases slightly the extracted fragility values from 
m  23.49±1.3 to m  29.22±2.9 respectively, as indicated in Figure  5.2  (b). In general, the 
effect of uncertainty in  and Tg on the extracted fragility values is modest, and the average 
value of fragility extracted from the experimental measurements using the iterative algorithm 
is m ~ 23 (assuming constant Tg).  Moreover, no clear trend was found in the variations of m 
with increasing heating rate in the iterative algorithm as indicated in Table  5.1. This extracted 
value of fragility is lower than the value obtained from fitting using the JMAK model of 
m ~ 90 in [28]. 
5.4 Discussion  
The ability of the Master equation method to model transient crystallization including 
nucleation and growth, and its low computational cost permitted the simulation of complete 
Kissinger plots in this chapter over a wide range of heating rates, and the development of an 
iterative algorithm for the extraction of the important viscosity parameters from published 
experimental measurements. The discussion will now focus on the extracted fragility index in 
this chapter using the Master rate equation in relation to previously published values, and the 
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important role of the glass transition temperature and its dependence on heating rate on the 
extracted fragility values. 
Extracted values of the fragility index for GST in the literature varied considerably from 20 
to 140 [78] [28] [73].  This variation in reported values may be attributed to several factors 
such as different sample and substrate structures (powder, thin-film, flakes), sample 
preparation conditions, measurement technique (DSC, mechanical stress, crystal growth 
velocity), pre-annealing conditions, doping, and heating and cooling rates.  An equally 
important factor that affects the extracted values from measurements is the crystallization and 
viscosity models employed in the fitting and their parameters.  The average fragility value of 
m ~ 23 derived in this work from fitting to the ultrafast DSC measurements is lower than 
other reported values for GST for example (m ~ 90 in [28]).  This value was computed using 
a more physically realistic crystallization model which incorporates both transient nucleation 
and growth processes.  The JMAK model, which assumes stationary nucleation and growth 
dominated crystallization, was used to extract the fragility values for GST in [28] which is 
commonly classified as nucleation dominated material [92].  Moreover, in using the JMAK 
model for fitting to the experimental Kissinger curves in the literature, both the number of 
pre-existing nuclei and temperature dependant growth rate were combined into a single fitting 
kinetic coefficient, and the influence of each of these factors acting independently on the 
fitting process or on the computed fitted parameters was not clarified. Furthermore, the more 
physically realistic MYEGA model for the viscosity dependence on temperature was 
implemented here in the Master equation simulations, which has been shown to produce 
different results from the Cohen and Gerst model [82] employed in [28] to fit to experimental 
Kissinger curves and extract the fragility. 
In further exploring the potential causes for the difference between the extracted fragility 
values in this work and from literature, it is fundamentally important to emphasise that the 
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iterative algorithm used here produced complete transient crystallization simulations and 
extracted a separate fragility value at each heating rate.  This is unlike DSC simulations 
employing the JMAK equation where a single fragility index was extracted over the whole 
range of heating rates (using a fixed value for Tg).  This raises the important question of the 
validity of assuming a fixed viscosity and kinetic behaviour to describe crystallization in 
phase-change material at different heating rates.  In particular it has been shown that the glass 
transition temperature, due to its kinetic nature, is sensitive to the heating rate and increases 
with increasing heating rate in amorphous GeTe alloys [95], chalcogenide glasses [96], and in 
the GST phase-change material [78] [91].  At relatively low heating rates the dependence of 
the glass transition temperature on heating rate in GST was described by the Moynihan 
relation 𝑑𝑙𝑛(𝜙)/𝑑(1/𝑇𝑔) ≈ −𝐸/𝑘𝐵 [97], with a relaxation activation energy E 
corresponding to the activation energy for shear viscous flow [78].   
To elucidate the effect of the dependence of the glass transition temperature on heating rate in 
the Master equation simulations, Tg was allowed to vary in the iterative fitting algorithm to 
the experimental Kissinger plots in Figure  5.2 while assuming a constant value for the 
fragility (m = 47 for pure GST from mechanical stress measurements [78]).  Figure  5.3 (a) 
illustrates the extracted values of Tg from the iterative algorithm required to achieve the 
closest fit to the experimental data (within 0.5% difference error). This figure shows the clear 
trend of increasing Tg from 416 K to 488 K with the increase in heating rate in the experiment 
(50 K/s to 40000 K/s), which is within the range of reported values for Tg in the literature for 
GST. Moreover, the difference between the experimental peak crystallization temperature 
and fitted glass transition temperature, TpTg (reflecting the degree of mobility in the 
supercooled region) in Figure  5.3 (b) is approximately 40 K at low heating rates, in 
agreement with the DSC measurements for GST at low heating rates in [75]. Increasing the 
fragility in the iterative algorithm to m = 90 increases the diffusivity and crystallization rate 
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therefore reducing the peak crystallization temperature in the simulations.  This requires 
further increases in Tg with increasing heating rate in the fitting algorithm to achieve the 
closest fit to the experimental Kissinger data in Figure  5.2, as indicated in Figure  5.3 (a).  
Furthermore, the sharp drop of the viscosity with temperature near Tg for m = 90 reduces the 
temperature difference TpTg as indicated in Figure  5.3 (b), which at low heating rates 
is  ~ 22  K (again in agreement with [75]).  The increase in fitted values for Tg for m = 90 at 
high heating rates go beyond any reported values for GST in the literature.   
 
  
Figure ‎5.3 (a) The glass transition temperature as a function of heating rate determined from fitting the 
Master rate equation to experimental Kissinger plots, assuming constant values for the fragility.  (b) The 
computed difference between the experimental peak crystallization temperature and derived glass 
transition temperature from (a). The glass transition temperatures and temperature differences for low 
fragility at m = 23 is shown for comparison. (Note measured values of the glass transition temperature, Tg 
, are within the range of  373K - 472K [28] [73][74][75]). 
 
 
In the above simulations and fittings, the representative value of m = 47 for the fragility index 
(from[78]) produced values of Tg that are in general agreement with reported values in the 
literature for GST.  This agreement may suggest that this lower value of fragility is more 
reasonable than larger values found in the literature based on a constant Tg. However, this 
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fragility value (m = 47) remains to be an assumption which can still be further refined to 
produce a modified range of values of Tg with increasing heating rate, particularly in the 
absence of experimental measurements or theory that confirm the dependence of Tg on 
heating rate for GST. Thus the Master rate equation simulations and fittings highlight the 
important observations that: 
a) the fragility index and glass transition parameters in the viscosity and crystallization 
simulations are coupled, and evaluation or extraction of one from experimental measurements 
requires that the other is available from experiment or theory, and thus 
b) the accurate estimation of the fragility index from DSC measurements and Kissinger plots 
require information on the dependence of the glass transition temperature on heating rate. 
The Master rate equation simulations and analysis of previously published ultrafast DSC 
measurements carried out in this work highlighted the fundamental need to measure and 
understand the heating rate dependence of the glass transition temperature for the correct 
analysis of DSC measurements and estimation of the viscosity parameters necessary for 
modelling and characterising the crystallization dynamics in phase-change materials. This 
dependence will also have impact on the estimation of crystal growth rates from DSC 
measurements for phase-change materials (since the growth velocity for interface controlled 
growth depends on viscosity) [98]. Alternatively, and if the fragility index is known for the 
phase-change material, then the iterative algorithm developed in this work can potentially be 
used to estimate the glass transition temperature and its dependence on heating rate from 
DSC measurements. 
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5.5 Chapter summary 
The crystallization dynamics in Ge2Sb2Te5 were modelled using the Master equation 
approach which includes both nucleation and growth processes, under ramped annealing over 
wide range of heating rates, spanned between 50 K/s to 40,000
 
K/s. The temperature 
dependence of viscosity was implemented in this numerical approach using the physically 
founded MYEGA model. The relatively low computational cost of solving the Master rate 
equation for a practical system enabled the use of more rigorous crystallization model for the 
analysis of experimental measurements of crystallization kinetics in phase-change materials.  
An iterative numerical method based on the Master rate equation was therefore developed 
and used to fit to experimental Kissinger plots taken from ultrafast calorimetry measurements 
for GST, and extract the MYEGA viscosity model parameters.  The outcomes of the 
simulations and fittings highlighted the coupling between the fragility index and glass 
transition temperature parameters in the viscosity and crystallization models. Moreover, the 
results showed the need for the experimental or theoretical determination of the dependence 
of glass transition temperature on heating rate for accurate estimation of the viscosity 
parameters from experimental measurements. This enables the accurate modelling and 
characterisation of phase-change materials, and provides deeper understanding of the 
crystallization dynamics necessary for development of high data rate phase-change memories 
and devices. 
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CHAPTER 6: Initial cluster size distribution and crystallization 
dynamics in phase-change materials 
In the preceding chapter, it was demonstrated that the Master rate equation can be used to 
describe the crystallization behaviour at high heating rates in phase-change materials, 
showing non-uniform nucleation and growth of clusters of different sizes.  This indicates that 
the distribution of cluster sizes in the amorphous starting phase prior to annealing at 
temperature higher than glass transition temperature, Tg, may influence the dynamics of 
crystallization during annealing particularly for nucleation dominated materials such as GST.  
In this chapter, the influence of the preparation condition of amorphous GST material on the 
crystallization dynamics is theoretically investigated by implementing initial distributions of 
cluster sizes resulting from different thermal treatments such as melt-quenching and pre-
annealing, and theoretical Gaussian initial cluster size distributions.   
 
6.1 Introduction 
The phase transformation in phase-change materials from the initial amorphous phase often 
starts with the formation of nuclei, which then grow and consequently crystallizes the 
material.  Controlling and reducing the crystallization time during the writing and erasing 
stages is critically important for the development of high-speed, low-power phase-change 
memories.  Moreover, repeated writing, erasing and per-annealing (priming) causes 
microstructural changes to the starting amorphous phase leading to deviations in the optical 
and electrical properties of the material compared to the as-deposited case, which has an 
impact on the intended device operation and specified operating parameters.  
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Experimental studies using static laser testers on thin GST films (25 - 70nm thick) indicated 
reduction of the crystallization times from hundreds of nanoseconds in the as-deposited state, 
to tens of nanoseconds in the melt-quenched or pre-annealed state (at temperature below the 
crystallization temperature) [34] [99]. These effects were attributed to formation of nano-
crystal nuclei which greatly reduce the time of formation of the critical crystal nuclei and 
therefore increase the nucleation rate and reduce crystallization time.  Thus pre-pulse 
annealing (using electrical pulses) was exploited to reduce the switching times between the 
amorphous and crystalline phases in GST films in phase-change random access memories 
(PCRAM) [10].  More recently and to elucidate the nature and sizes of these nano-clusters, 
statistics-based detection using fluctuation transmission electron microscopy (FTEM) and 
high-resolution TEM (HRTEM) experimental studies have revealed that thermal treatment of 
GST films using temperatures lower than the crystallization temperature can increase the 
number and size of clusters in the amorphous phase [25][100][35].  The size of these clusters 
were in the range 2 - 8 nm. Theoretical work using the Master rate equation also highlighted 
the importance of understanding the effect of initial cluster size distribution on the 
crystallization behaviour in phase change material [58].  
 
There is still however a lack of a thorough understanding of the cluster size distributions 
resulting from the various thermal treatments that phase-change material undergo during 
operation, and the influences of these resulting initial cluster size distributions on the 
crystallization dynamics during annealing at low and high heating rates. Hence in this 
chapter, the effects of a variety of initial cluster size distributions on the crystallization 
dynamics of an initially amorphous GST phase-change material is studied theoretically at 
different heating rates using the Master rate equation.  The simulated initial states include the 
as-deposited, melt-quenched, and pre-annealed states.  Moreover, theoretical and non-
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uniform initial cluster size distribution accommodating different initial cluster sizes will be 
used to complete the investigation, and in particular to study the impact of an initial 
amorphous phase with concentration of large clusters on subsequent crystallization.   
The Master rate equation method described in Chapters 2 and 3 of this thesis models both 
nucleation and growth by the attachment and detachment of monomers [43], yielding 
transient cluster size distributions in subcritical and supercritical regimes under isothermal 
and non-isothermal annealing conditions [56][32].  Moreover, various initial cluster size 
distributions can be specified to describe the initial state of material, hence the Master rate 
equation model is ideally suited for investigating the effect of initial cluster size distribution 
on crystallization dynamics.   
 
6.2 Master rate equation simulations 
The system of coupled equations in Eq.  (3.9) was solved numerically as described in Chapter 
3 with different initial conditions. In order to simulate the crystallization volume fraction in a 
physically realistic way, the MYEGA viscosity model was implemented which is explained 
in Chapter 4.  The initial starting state of the material in each simulation will be either in the 
as-deposited, melt-quenched, or pre-annealed state.  The as-deposited state refers to the 
initially amorphous phase with no pre-existing nuclei.  This is easily modelled in the Master 
rate equation as an initial and uniform cluster size density of Z(n,0) = 10
-11
 clusters/m
3
, and 
will be used throughout this Chapter to describe the as-deposited state. The implementation 
of the melt-quenched and the pre-annealed initial states will be described in detail in the 
simulations section.    
 
112 
 
Following the implementation of the initial cluster size distribution in the Master rate 
equation, numerical simulations of crystallization were performed by application of ramped 
and uniform temperatures at two different heating rates of 50 K/s and 40,000 K/s according to 
Eq. ( 3.32).  These heating rates are commensurate with published ultrafast calorimetry 
experiments in [28][29] and enable the investigation of crystallization dynamics at different 
annealing conditions.  The maximum number of equations (upper limit of cluster sizes) was 
considered assuming a circular geometry for clusters in the size range 2 - 8 nm  [25][100][35] 
corresponding to approximately 10 - 40 monomers.  However to account for volumetric 
distributions and larger clusters, a maximum size of 200 monomers is used in the simulations 
that follow.  The material parameters used in this chapter are listed in Table  3.2. 
In sub-section  6.2.1 below, the melt-quenched state is simulated, and the computed initial 
cluster size is then used in crystallization simulations.  In sub-section  6.2.2, practical initial 
cluster size distributions are simulated by pre-annealing the amorphous state to temperatures 
below the crystallization temperature, and the resulting initial cluster size distributions are 
then used to study crystallization dynamics under ramped annealing conditions.  Moreover, 
and to complete this systematic investigation, hypothetical Gaussian initial cluster size 
distributions with different cluster size means, widths and densities are implemented in the 
simulations.  This is then followed by simulations of crystallization from these initial states to 
study their effects on the crystallization dynamics by comparison to simulations from the as-
deposited initial state. 
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6.2.1 Melt-quenched simulations 
Melt-quenching occurs repeatedly during the writing and erasure processes in phase-change 
memories to arrive at the amorphous starting phase for subsequent annealing operations.  
Thus it is of interest to study the resulting cluster size distributions following this operation 
and how they affect the crystallization speed when the material is subsequently annealed.  
Obtaining a melt-quenched amorphous state requires that the applied temperature in the GST 
material exceeds the melting point of 889 K.  This is then followed by cooling at high rates, 
to quench the melted region into the amorphous state.  Typical cooling rates required for re-
amorphisation of GST are of the order of tens of degrees per nanosecond [17]. 
Melt-quenching is modelled and simulated here at three different cooling rates, to determine 
the appropriate cooling rate at which the crystalline volume fraction is minimum.  Starting 
with the fully crystalline material, a constant temperature of 976 K that exceeds the melting 
point for GST was initially applied in the simulations for a very short period of time (1 ns 
chosen here), followed by linear cooling down to room temperature over the three time 
durations of 1 ns, 10 ns, and 100 ns (corresponding to the cooling rates 676 K/ns, 67.6 K/ns, 
and 6.76 K/ns respectively) as shown in Figure  6.1(a).  Figure  6.1(b) shows the 
corresponding calculated crystalline fractions, with the minimum fraction obtained at steady 
state when the cooling time is 1 ns. 
 
114 
 
  
Figure ‎6.1(a) Temperature profile in the melt-quench simulations with three different cooling times to 
room temperature.  (b) Transient crystallization curves following the application of the temperature 
profiles in (a). The steady-state crystalline fraction  (blue line) at the cooling time of 1 ns is 0.0219.  
 
Figure  6.2 (a) shows the unique steady-state cluster size distributions produced from the 
simulations for the three cooling times, illustrating the very narrow distribution of smaller 
clusters at the lowest cooling time of 1 ns, consistent with the lowest crystalline volume 
fraction.  For the longest cooling time of 100 ns, there is a wider distribution of cluster sizes 
including small and larger cluster.  Figure  6.2 (b-d) are graphic illustrations of a random 
distribution of the steady-state cluster sizes in the simulation space corresponding to the 
curves in (a) for the three different cooling times.  Figure  6.2 (b) shows the formation of only 
small clusters of few monomers due to the short cooling time, while longer cooling times 
permit the growth of larger clusters in Figure  6.2 (c) and (d) leading to the increased 
crystalline volume fraction shown in Figure  6.1 (b) [35]. 
 
300
500
700
900
1100
0 20 40 60 80 100
Cooling time 1ns
Cooling time 10ns
Cooling time 100ns 
(a)
Time (ns)
T
em
p
er
a
tu
re
 (
K
)
115 
 
 
 
 
 
 
Figure ‎6.2 (a) Steady-state cluster size distribution following the melt-quench simulations for three 
different cooling times.  (b) - (d) Three-dimensional plots depicting the steady-state cluster sizes in the 
simulation spaces for the three cooling times of 1 ns, 10 ns, and 100 ns respectively. Note: The three-
dimensional plots have been converted from the vector one-dimensional plots in (a) to a two-dimensional, 
arbitrary space of cluster size height matrix for better visualisation. 
 
The three quantifiable cluster size distributions resulting from the melt-quenching simulations 
are now used as initial states in crystallization dynamics simulations at different heating rates. 
Figure  6.3 illustrates the effect of the initial amorphous states on the crystalline volume 
fraction, compared to the as-deposited state.  At longer cooling times following melting, the 
existence of large clusters increases the initial crystalline volume fraction and reduces the 
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crystallization temperature (defined as the temperature where the crystallization rate is 
maximum). With reduced cooling time from the melt, the crystallization temperature 
increases towards the as-deposited value due to the narrow distribution of smaller clusters in 
the initial amorphous state.  These observations were found to be applicable at the 50 K/s 
heating rate (Figure  6.3(a) and (b)) and at the 40,000 K/s heating rate (Figure  6.3(c) and (d)) 
as well.   
 
  
 
 
Figure ‎6.3 Calculated crystalline volume fraction as a function of temperature during ramped anneals at 
two different heating rates with three different melt-quenched initial state (a) 50K/s. (c) 40000K/s. (b) and 
(d) Peak temperature, Tp as a function of cooling time, determined from the 1st derivatives of the 
crystalline fraction curves in (a) and (c), indicating that reducing cooling time can lead to decrease peak 
temperature (crystallization temperature). 
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6.2.2 Pre-annealing treatment 
In this section, practical pre-annealing treatments at temperatures well below the 
crystallization temperature for GST are considered to investigate the effects of the different 
resulting initial amorphous states on crystallization dynamics.  Moreover, hypothetical initial 
distributions are also investigated that are not necessarily produced by the thermal treatments 
above, with different size means spanning the entire range of cluster sizes and used in 
crystallization simulations at different heating rates. 
 
6.2.2.1 Practical pre-annealing treatment 
In this section, the as-deposited amorphous material is heated using ramped annealing to 
temperatures well below the crystallization temperature, to investigate the resulting steady-
state cluster size distributions, and to use this practical distribution as an initial state for the 
simulation of crystallization dynamics under ramped annealing conditions.  The pre-
annealing simulation is carried out by applying ramped annealing over the temperatures range 
300K to 353K which is lower than the crystallization temperature reported (~ 403 - 423 K) 
for Ge2Sb2Te5 thin films [25][101], with a relatively low heating rate of 0.033 K/s (to ensure 
that nucleation will take place in the simulation).  Figure  6.4 plots the calculated steady-state 
pre-annealed cluster size distribution (blue line), and compares it to the as-deposited 
distribution (red line).  This figure shows that pre-annealing at this heating rate produces a 
large density of smaller cluster sizes up to 20 monomers, a low concentration of larger 
clusters with almost uniform distribution, and a very narrow distribution of clusters of 200 
monomers in size, embedded in the parent amorphous phase.  The size of smaller clusters up 
to 20 monomers is consistent with the nano-cluster sizes of 5 - 8 nm observed experimentally 
for GST using high-resolution TEM under the same pre-annealing condition [25][100][35].    
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Figure ‎6.4 (a) As-deposited and pre-annealed cluster size distribution following ramped annealing to 
temperature 353 K (well below the crystallization temperature for GST). 
 
The pre-annealed cluster size distribution in Figure  6.4 was used as the initial state for 
transient crystallization simulations using the Master rate equation with ramped annealing at 
the heating rates 50 K/s and 40,000 K/s. Figure  6.4 (b) is graphic illustrations of a random 
distribution of the cluster sizes in the simulation space corresponding to the curves in 
Figure  6.4 (a) (blue line). The simulations yielded the crystalline volume fractions shown in 
Figure  6.5.  As indicated in this figure, the effect of the pre-annealed initial cluster size 
distribution is to increase slightly the initial crystalline volume fraction, and slightly reduce 
the crystallization temperature and crystallization time compared to the as-deposited state.  
This is due to the existence of nucleation centres from pre-annealing that enhances 
nucleation.  The change in crystallization temperature is better illustrated using the time 
derivative of the crystalline volume fractions shown in Figure  6.5(b) and (d).  
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Figure ‎6.5 Calculated crystalline volume fraction as a function of temperature during ramped anneals at 
two different heating rates with pre-annealed initial state (a) 50K/s heating rate. (b) 40000K/s heating 
rate. (c) and (d) are the 1st derivatives of the crystalline fraction curves in (a) and (b), with their peaks 
determining the crystallization temperature.  
 
The transient cluster density changes corresponding to the crystallization curves in Figure  6.5 
are illustrated in Figure  6.6 for a selection of cluster sizes.  Figure  6.6 shows the non-uniform 
transient nucleation for the different cluster sizes at the heating rates of 50 K/s and 
40,000 K/s.  Smaller clusters (e.g n = 3) of the as-deposited state require longer time to be 
formed, which consequently delays the formation and growth of larger clusters as illustrated 
by the dashed lines in Figure  6.6.  The existence of a distribution of smaller cluster from pre-
410 414 418
2.15 2.20 2.25 2.30 2.35
(b)
Temperature (K)
d

 /
 d
t 
  
(a
.u
.)
Time (s)
450 460 470
0.0038 0.0041
(d)
Temperature K
d

 /
 d
t 
  
(a
.u
.)
Time (s)
120 
 
annealing (e.g n = 3), on the other hand, speeds up the formation of larger clusters through 
the attachment of monomers and therefore reduces the crystallization time (compared to the 
as-deposited state) as shown by the solid lines in Figure  6.6. 
 
  
Figure ‎6.6  The calculated transient cluster densities for different initial cluster sizes as-deposited (Dashed 
lines), and pre-annealed (solid lines) at heating rates of (a) 50 K/s and (b) 40 000 K/s.  
 
To systematically study the effects of non-uniform initial cluster size distribution on the 
crystallization dynamics in phase-change materials, theoretical Gaussian cluster size 
distributions with different monomer means, widths and density will be implemented as 
initial states in the Master rate equation during ramped annealing transient simulations next. 
 
6.2.2.2 Theoretical cluster size distributions 
The Gaussian distribution function is implemented here to describe the pre-existing cluster 
size distribution Z(n,0), which is written as: 
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where 2n ,  𝐴0 is a factor for setting the required volume fraction of crystallized material, n 
is cluster size,  is the cluster distribution mean with standard deviation .  The monomer 
mean and standard deviation were chosen to provide various initial cluster size distributions, 
and A0 was used to set the required initial crystalline volume fraction 0 from substituting Eq. 
( 6.1) into Eq. ( 3.29) and solving to yield: 
 


max
2
22
000 /)(exp
n
n
nnZA   
 
 
A very low initial crystalline volume fraction of 0 = 0.05 was used consistently throughout 
the forthcoming simulations, and ramped annealing with constant heating rates of 50 K/s and 
40,000 K/s will be applied in the Master rate equation calculations.  Figure  6.7 shows the 
assumed initial Gaussian cluster size distributions in this work, with narrow and wide 
distributions of small, medium-sized and large clusters (preserving the initial volume fraction 
at 5%). 
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Figure ‎6.7 Gaussian distribution with different means and variances as labelled, providing different 
initial cluster size distributions with partial crystallization of 5%. The states used in the simulations as 
initial conditions for the numerical solution of the Master rate equation. 
 
Figure  6.8 shows the simulated crystalline volume fractions for the different initial 
amorphous states using the parameters listed in Table 3.1 for GST, compared to the as-
deposited amorphous state.  This figure shows the general effects of initial cluster size 
distributions on increasing the initial crystalline fraction, reducing the onset time for 
crystallization and crystallization time, and reducing the peak temperature compared to the 
as-deposited state.  These effects are more notable for the narrow distribution of small cluster 
sizes (black line when  = 2 and  = 5), while the wider distribution of larger cluster sizes 
(green line with  = 100) having a modest effect on the crystallization dynamics.  When there 
is a narrow distribution of larger clusters only (red line with  = 200), the crystallization 
curve approaches that for the as-deposited initial state.  This is true for both low (50 K/s) and 
high (40,000 K/s) heating rates.  Figure  6.8(c) shows the extracted peak temperatures (from 
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the time derivative of the crystallization curves - not shown here) for each of the simulations 
in Figure  6.8(a) and Figure  6.8(b), demonstrating the decrease in peak temperature with 
smaller mean cluster sizes.  
 
 
 
 
Figure ‎6.8 Calculated crystalline volume as a function of temperature during ramped anneals at two 
different heating rates with different Gaussian distribution as an initial state. (a) 50K/s. (b) 40000K/s. (c) 
Extracted peak temperatures from (a) and (b). 
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The simulated transient cluster size distributions corresponding to the crystallization curves 
in Figure  6.8 are presented in Figure  6.9 for a selection of cluster sizes.  For initial Gaussian 
distributions where small clusters are either absent (Figure  6.9(a) and (b) where  = 200) or 
relatively low (Figure  6.9(c) and (d) with  = 100), the small clusters require longer time to 
nucleate and grow, and the larger clusters tend to dissociate and contribute to enhancing the 
growth of the smaller clusters. Both of these effects cause modest decreases in crystallization 
time and temperature, leading to crystallization curves approaching those produces with the 
as-deposited initial state. On the other hand, for initial Gaussian distribution where the 
concentration of small clusters is high (Figure  6.9(e) and (f) where  = 2), the abundance of 
smaller clusters enhances the formation and growth of larger clusters leading to the marked 
decrease in crystallization time and temperature. The same crystallization trends are observed 
for the simulations at both heating rates of 50 K/s (Figure  6.9(a), (c), and (e)) and 40,000 K/s 
(Figure  6.9(b), (d), and (f)). 
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Figure ‎6.9  The calculated transient cluster densities for different initial cluster sizes, as-deposited 
(Dashed lines), Gaussian cluster size distributions (solid lines) for (a) and (b) (=200, =10), (c) and (d) 
(=100, =25), and (e) and (f) (=2, =5) at heating rates of 50 K/s and 40,000 K/s as labelled. 
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6.3 Chapter summary 
This chapter was concerned with understanding the effects of the initial state of the 
amorphous phase on the crystallization dynamics in the GST phase-change material.  The 
Master rate equation was used to simulate the cluster size distributions from thermal 
treatments such as melt-quenching and pre-annealing to temperatures below the 
crystallization temperature for GST. The simulations revealed steady-state cluster size 
distributions exhibiting a large number of smaller clusters (~ 20 monomers) and low density 
of larger clusters with almost uniform distribution, in agreement with high-resolution TEM 
measurements of crystalline nano-clusters in GST.  Application of these as initial states for 
crystallization simulations in the Master rate equation lead to relative reductions in 
crystallization time and crystallization temperature due to the existence of these nano-clusters 
promoting and speeding up the formation of larger clusters. This approach was systematically 
generalised and extended by using a theoretical Gaussian distribution of the initial cluster size 
in the Master rate equation with different cluster size mean, standard deviation and initial 
volume fraction.  The simulations explicitly shown the marked decrease in crystallization 
speed and temperature (and therefore increase in crystallization speed) when there is 
predominately a narrow distribution of smaller crystalline clusters embedded in the initial 
amorphous phase. 
 
 
  
127 
 
CHAPTER 7: Summary and Outlook 
7.1 Research summary and outcomes 
Over the last two decades, phase-change materials showed high potential for the development 
of computer memories, including non-volatile electronic phase-change random access 
memories and optical memories (the CD, DVD and Blu-Ray disk). Phase-change 
technologies are based on the fast and reversible switching between the amorphous phase and  
the crystalline phase upon heating of chalcogenide materials (such as GeSbTe) through the 
absorption of optical energy or through resistive Joule heating using electrical pulses. These 
phases can be distinguished by the contrast in their electrical and optical properties, which 
explains their capability of not only binary data storage, but also multi-level storage with 
appropriate control of the duration and magnitude of the exciting heat source.  Crystallization 
occurs due to heating from the amorphous phase to the characteristic crystallization 
temperature, and involves nucleation of small polycrystalline nano-clusters followed by their 
growth.  Amorphisation on the other hand occurs when the initially crystallized material is 
heated to a temperature that exceeds the melting point for the chalcogenide material, followed 
by quick cooling and quenching of the melt at cooling rates of tens of Kelvins per 
nanosecond into the amorphous phase. 
 
The crystallization process is complicated by the nature of the phase-change material 
(whether nucleation or growth dominated) and its thermodynamic parameters, strongly 
affected by neighbouring interfaces and presence of defects which act as nucleation centres, 
sensitive to material thickness and thicknesses and thermal properties of adjacent layers, and 
a function of the thermal history and gradients during operation.  Due to the sensitivity to 
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these factors, crystallization is often the timing limiting process in phase-change 
technologies.  Hence extensive research efforts, both theoretical and experimental, have been 
carried out over the last few decades to better understand the crystallization process and 
reduce crystallization time, to increase the operating speeds and data rates of phase-change 
devices and memories and to ensure consistent and stable operation of these devices. 
 
Viscosity is one of the important parameters that describes the atomic mobility of phase-
change materials over the relevant temperatures during crystallization and therefore controls 
the crystallization rate.  The strong correlation between the viscosity and crystal growth is 
also established in the classical nucleation and growth theory.  Therefore, knowledge of the 
temperature dependence of viscosity for phase-change materials is important for 
understanding the crystallization dynamics and prediction of material performance.  
However, the temperature dependence of viscosity for the technologically important phase-
change materials (such as GST) over wide temperatures from room temperature to the 
melting point is not available from experimental measurements (and limited to few 
chalcogenide alloys).  Attempts have been carried out to extract the viscosity from 
calorimetry and crystal growth measurements, particularly recently at ultra-fast heating rates 
approaching the thermal gradients expected during practical device operations.  However, 
these attempts are hampered by the use of over simplified, less physically realistic analytical 
models of crystallization and viscosity to fit to experimental measurements, and by the 
disparity in the reported thermodynamic and kinetic parameters of phase-change materials in 
the literature used in these models.  These drawbacks lead to the disparity in the reported 
viscosity parameters and fully understanding the crystallization dynamics of phase-change 
materials particularly at the very high heating rates expected in practical devices. 
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Another important factor affecting the crystallization dynamics in phase-change materials,  
which is the focus of this research, is the state of the initial amorphous phase following the 
thermal treatments expected in priming the phase-change active material in devices, and 
following repeated operations.  It has been shown experimentally that melt-quenched 
amorphous phase-change material exhibits shorter crystallization times compared to the as-
deposited state, as a result of the formation of nucleation centres when cooling from the melt 
even though the crystallized volume fraction is very low consistent with that of the as-
deposited state.  This was elucidated more recently using high resolution TEM, showing the 
formation of nano-clusters with sizes 2 - 8 nm in the amorphous phase following ramped 
annealing at temperatures much lower than the characteristic crystallization temperature, yet 
with crystalline volume fractions consistent with the as-deposited amorphous material.  The 
size and distribution of the nano-clusters embedded in the amorphous phase are important in 
determining the crystallization rate in phase-change material and also the stability of the 
amorphous phase during practical operation of devices.  There is currently no detailed or 
systematic study on the size and distribution of nano-clusters in amorphous phase-change 
material, and their correlation to the form of the different thermal treatments and ultimately 
on crystallization dynamics on phase-change technologies. 
     
In the absence of experimental measurements, or for analysis of experimental data and 
interpretation, mathematical modelling plays a vital role in simulating the overall behaviour 
of phase-change materials.  However, a physically realistic and comprehensive model should 
be used to capture the complexities of the material and be robust to enable modelling 
different material properties and heating conditions.  In this research programme, the Master 
rate equation approach, which fits the above criteria, was used to describe phase 
transformation in the technologically important GST phase-change material.  The Master rate 
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equation can describe the interaction of an ensemble of monomers through thermodynamic 
attachment and detachment processes in response to transient temperature changes.  Thus it is 
capable of modelling the non-uniform nucleation and growth processes with sufficient detail, 
yet at practical computational times much shorter than the atomistic level simulations.  
Therefore, it is robust to allow inclusion of more physically realistic viscosity models, and be 
used iteratively to fit to experimental measurements to extract pertinent parameters 
characterising the crystallization dynamics in phase-change materials. 
 
This thesis contributes to a fundamental understanding of the use of a suitable mathematical 
model and numerical implementation to investigate the crystallization kinetics in the GST 
phase-change materials. This was possible by answering the following research questions: 
 
 How important is it to use a more realistic model such as the Master rate equation in 
modelling the crystallization dynamics of phase-change material? 
 Do viscosity parameters affect the crystallization dynamics significantly? If so, how 
this effect can be implemented in modelling phase-change material using Master rate 
equation? 
 Can viscosity parameters be extracted using the Master equation approach?  
 Can the material initial state affect the crystallization dynamics? Are the cluster 
evolutions the key to understand this effect? And how can this be studied using the 
Master rate equation? 
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This thesis was structured in chapters through which the preceding questions have been 
systematically answered.  The principle key findings of this study along with highlighted 
discussions are presented as follows: 
 
In chapter 1, the thesis starts with a brief background of phase-change materials and 
memories. The characteristics and properties of the phase-change materials along with the 
crystallization kinetics are also introduced.  This was followed by the aims and objectives of 
this research programme. 
 
In chapter 2, an overview of the different approaches for modelling the phase change process 
was presented, highlighting their applicability, advantages and shortcomings.  Due to the 
ability of the Master rate equation of bridging the gap between the large-scale, simplified 
analytical models (such as the JMAK description) and the first-principle and numerically 
intensive atomistic modelling, this modelling approach was deemed suitable for the realistic 
simulations of crystallization dynamics in the GST phase-change material needed for this 
research programme.  In this rate equation approach, nucleation and growth are traced by the 
attachment and detachment of monomers, with temperature history, to calculate the transient 
distribution of cluster sizes in the material.  Both the attachment and detachment rates in this 
model are strong functions of viscosity, and thus, the value of viscosity and its dependence on 
temperature significantly affect the crystallization process. 
 
In chapter 3, a mathematical review of the continuous and discrete forms of the Master rate 
equation is presented. It is well known that the continuous Master rate equation is an 
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approximation of the discrete model as a consequence of approximating discrete terms using 
a Taylor expansion.  Consequently, there are error terms due to the Taylor truncation used for 
derivation of the continuous model from the discrete one. To investigate the role of numerical 
solver parameters such as the upper limit of cluster size and cluster size sub-interval in the 
crystallization dynamics at low and high heating rates, both discrete and continuous forms of 
the Master rate equation were compared. The comparison showed that the upper limit of 
cluster sizes along with the number of subintervals has a significant effect on the 
crystallization dynamics for different heating rates with the use of the continuous Master rate 
equation. Moreover, it was found that crystallization curves calculated using the discrete form 
of the Master rate equation were less sensitive to increases in the maximum cluster size for 
clusters greater than 40 monomers. It was found that for more realistic simulations the 
discrete Master rate equation model is preferred to use in phase change modelling.   
 
Attributing to the importance of viscosity on driving the crystallization rate, chapter 4 
reviews the common models of viscosity dependence on temperature used in modelling phase 
change in the literature.  This included a discussion of their validity and shortcomings 
highlighted in various measurements in the literature, and the large disparity in their 
measured critical parameters including the fragility index and glass transition temperature.   
As a result of this review, the more robust and widely accepted MYEGA viscosity model was 
chosen for this research programme and implemented in the Master rate equation.  This 
model has physical grounding and can describe different viscosity behaviours over a wide 
temperature range, from the glass transition temperature to the melting temperature.  To 
describe the behaviour of the viscosity at temperatures below the glass transition temperature, 
the Arrhenius model was used in the Master rate equation using parameters obtained from 
low temperature calorimetry experiment from literature, to complement the MYEGA model. 
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To study and understand the effects of the viscosity on crystallization dynamics, simulations 
were carried out with varying viscosity parameters within the range of published values at 
low (50 K/s) and ultra-high (40,000 K/s) heating rates. Those simulation showed that, with 
increasing heating rate, high fragility values (m = 90) resulted in modest increases in 
crystallization temperature while lower values of fragility (m = 23) reduced the crystallization 
rate and increased crystallization temperature. Moreover, the increase of the glass transition 
temperature made a corresponding shift in crystallization temperature towards higher values. 
Furthermore, at low heating rates, infinite temperature viscosity parameter has negligible 
effect on the crystallization dynamics while, at higher heating rates, smaller values of infinite 
temperature viscosity parameter increase the crystallization rate and final crystalline volume. 
 
As previously indicated, recent measurements of Kissinger plots for the GST phase-change 
material obtained using ultrafast calorimetry were fitted to simplified models of 
crystallization (assuming growth dominated processes) and temperature dependence of 
viscosity to estimate the viscosity over a wide temperature range.  The assumptions used in 
the simplified models were not fully justified, the extracted parameters were not validated 
against previous measurements, and the role of the glass transition temperature was totally 
ignored.  Due to the practical computational times of the discrete Master rate equation 
solution, an iterative algorithm was developed in chapter 5 to estimate the values of the 
viscosity parameters using the more realistic MYEGA model, by comparing full transient 
crystallization simulations to the same published Kissinger plots from ultrafast DSC 
measurements.  It is important to highlight that the developed iterative algorithm included 
both nucleation and growth processes, used the more physically realistic MYEGA model for 
viscosity and is able to extract both the fragility index and the glass transition temperature 
value at each of the heating rates between 50 K/s to 40,000 K/s used in the measurements.  In 
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light of these findings, the new iterative algorithm raised a debate about the validity of the 
concept of assuming a fixed viscosity and kinetic behaviour to describe crystallization in 
phase-change material at different heating rates in DSC measurements, which was the 
assumption made in all previous fittings to Kissinger curves.  In particular, the simulations of 
Kissinger curves and fittings to measurements indicated the strong coupling between the 
glass transition temperature and fragility index, and therefore any accurate measurement of 
fragility requires an accurate estimate of the glass transition and vice versa.  Furthermore, the 
study highlighted the importance of the often ignored dependence of glass transition 
temperature on heating rate, which again must be taken into account to produce accurate 
estimates of fragility from Kissinger plots.  For the first time, the newly developed iterative 
algorithm using the Master rate equation was able to produce estimates of the glass transition 
temperatures for GST as a function of heating rate, which were in close agreement to the 
values published in literature.  The outcomes of the simulations and fittings indicate the 
importance of using accurate crystallization models for analysis of experimental 
measurements, and the validity of the Master rate equation approach for practical and realistic 
modelling of crystallization and analysis of kinetic measurements.   
 
Due to the ability of the Master rate equation of modelling transient cluster formation of 
different sizes, chapter 6 focused on the theoretical investigation of cluster size distributions 
following pre-annealing and melt-quenching of the as-deposited amorphous GST.  This is to 
understand the resulting cluster size distribution from the different thermal treatments of 
phase-change material in practical devices, and how this affects the crystallization dynamics 
of the amorphous starting phase following heating at very high heating rates.  The 
simulations revealed that melt-quenching produces a very narrow distribution of cluster size 
distribution with few nano-clusters.  Pre-annealing using ramped heating at low heating rates 
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to temperatures lower than the crystallization temperature on the other hand produced a 
narrow distribution of nano-clusters up to 20 monomers in sizes, a low density of larger 
clusters, and a sharp distribution of very large clusters.  The simulated cluster size 
distributions were in good agreement with recent observations of formation of nano-clusters 
in sputtered and flash-evaporated GST using high resolution TEM.  These distributions were 
then used as initial states embedded in the amorphous material, and followed by 
crystallization simulations using the Master rate equation at low (50 K/s) and high (40,000 
K/s) heating rates, revealing crystallization curves with a reduction in crystallization time and 
temperature, and an increase in the initial crystalline volume fraction compared to the as-
deposited initial state.  This study was extended to include a hypothetical Gaussian model for 
the cluster size distribution in the initial amorphous state, with controlled mean and standard 
deviation for the initial monomer sizes (keeping the overall crystalline volume fraction 
constant at 5% in all cases).  The subsequent crystallization simulations revealed a marked 
reduction in crystallization time and temperature (and hence increased crystallization rate) 
when there is an abundance of only small nano-cluster embedded in the amorphous phase.  
The simulated transient cluster size distributions for different cluster sizes showed that small 
clusters promote nucleation and growth of larger clusters and hence increase the 
crystallization rate, while large clusters tend to dissociate to help the formation of small 
clusters leading to crystallization curves that approach those produced from the as-deposited 
amorphous phase (which require longer times to nucleate and grow the small clusters).  Thus 
the simulations show that fast crystallization favours the priming of the amorphous phase to 
produce a large concentration of small clusters (less than 20 monomers). 
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7.2 Future work 
The developed Master rate equation approach is a valuable tool for studying the details of 
phase transitions in phase-change materials, as it models the transient attachment and 
detachment of monomers in the material at the nano-scale level thus simulating the dynamics 
of cluster size distributions and crystallization curves at practical computational times.  At the 
same time it is flexible and robust to implement different heat sources, different 
thermodynamic and kinetic parameters of materials, and can take into account geometrical 
and surface effects to model heterogeneous (in addition to homogenous) nucleation.   
 
Thus the numerical models developed in this work can be extended to study the 
crystallization dynamics in other technologically important phase-change material such as 
AIST, with growth dominated crystallization.  The newly developed iterative algorithm may 
also be used with recently published calorimetry measurements on AIST at ultrafast heating 
rates [30] to study and extract the viscosity dependence on temperature for this material 
(which exhibits a cross-over from the strong to highly fragile behaviour with increasing 
temperature)  and other important kinetic parameters which can be used for the design of fast 
and efficient phase-change devices and memories. 
 
The modelling and simulation work carried out in this thesis focused on using ramped 
annealing at constant heating rate as the heat source, mainly to ensure that both nucleation 
and growth happen and can be traced with sufficient numerical resolutions, and for 
comparison with published work and kinetic calorimetry measurements.  Practical phase-
change devices, particularly optical and electronic memories, are normally excited using laser 
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and voltage pulses respectively with rise/fall times and pulse widths in the tens and hundreds 
of nanoseconds.  Thermal modelling of the excited structures can be carried out through 
solution of the heat diffusion equation (which can include both electron and phonon 
contributions when using sub-nanosecond pulses [102] [103]).  The more realistic computed 
transient temperatures can then be easily implemented in the Master rate equation model to 
enable study of the resulting transient cluster size distributions in practical devices and 
corresponding crystallization curves.  This will also provide details about the stability of the 
amorphous phase particularly following the application of multiple, periodic pulses and used 
for investigations of the drift phenomenon (in electrical and optical properties) in phase-
change material.  
 
One of the useful extensions to the current research is the extension of the Master rate 
equation to model spatial variations in crystalline fraction.  Simulating the spatial variation in 
crystallisation dynamics following a prescribed temperature distribution in finite structures is 
complex. One method of approaching this problem is to divide the simulation space into cells 
of specific shape and sufficient resolution to represent a practical number of monomers in the 
cell, and where the temperature can be considered uniform.  Then the Master rate equation 
can be solved sequentially for each cell and according to the temperature in that cell, to 
provide a spatial distribution of the crystalline fraction in the simulated space.  Additionally 
this would require the development of specific rules to govern the interaction between the 
cells where necessary. 
 
The complete simulations of Kissinger curves and fitting to experimental measurements 
carried out in this work highlighted the strong correlation between the fragility index and 
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glass transition temperature, and the importance of considering the (often overlooked) 
dependence of the glass transition temperature on heating rate for analysis and interpretation 
of experimental measurements.  The developed Master rate equation model and iterative 
algorithm in this work can be used to elucidate this coupling and the effect of including the 
temperature dependence of the glass transition temperature on crystallization dynamics and 
comparison to published experimental calorimetry and crystal growth measurements. 
 
This thesis reviewed both mathematical forms of the Master rate equation, and derived the 
approximate continuous form from truncation of Taylor expansions of some of the terms in 
the original discrete rate equation.  The error terms were identified and numerical simulations 
were carried out that highlighted the sensitivity of the continuous approximate form to 
simulations parameters and the resulting errors by comparison to the discrete form 
simulations.   More detailed analyses of the continuous rate equation form can be carried out 
to estimate the order of their validity, quantify the error in the approximation, and therefore 
estimate the limits of its applicability.  
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