Integrated phase-change photonic memory devices offer a novel route to nonvolatile storage and computing that can be carried out entirely in the optical domain, obviating the necessity for time and energy consuming opto-electrical conversions. Such memory devices generally consist of integrated waveguide structures onto which are fabricated small phase-change memory cells. Switching these cells between their amorphous and crystalline states modifies significantly the optical transmission through the waveguide, so providing memory, and computing, functionality. To carry out such switching, optical pulses are sent down the waveguide, coupling to the phase-change cell, heating it up, and so switching it between states. While great strides have been made in the development of integrated phase-change photonic devices in recent years, there is always a pressing need for faster switching times, lower energy consumption and a smaller device footprint. In this work, therefore, we propose the use of plasmonic enhancement of the light-matter interaction between the propagating waveguide mode and the phase-change cell as a means to faster, smaller and more energy-efficient devices. In particular, we propose a form of plasmonic dimer nanoantenna of significantly sub-micron size that, in simulations, offers significant improvements in switching speeds and energies. Write/erase speeds in the range 2 to 20 ns and write/erase energies in the range 2 to 15 pJ were predicted, representing improvements of one to two orders of magnitude when compared to conventional device architectures.
Introduction
Optical signaling has dominated long-distance communications for decades. More recently, chip-to-chip and even on-chip optical signaling have gained traction, in particular due to the rising influence of silicon photonics [1] [2] [3] . Indeed, moving to all-optical implementations for key on-chip data operations can potentially save energy and increase speeds, by making electrical-optical conversions redundant and accessing the high-bandwidths and low transmission losses inherent to the optical domain. One such key data operation is the provision of binary and/or multilevel memory. While promising approaches to the realization of integrated photonic memories have been developed over the years (see e.g [4] [5] [6] .), these led to devices that were essentially inherently volatile, often requiring a steady energy-Indeed, by incorporating PCM cells into chip-scale photonic devices, all-optical arithmetic processing, neuromorphic and in-memory computing are also possible [12] [13] [14] .
In such memory and processing applications using integrated phase-change photonic devices, the basic mode of operation involves switching, using light guided down an integrated waveguide, the PCM cell between its crystalline and amorphous states (or to intermediate states between the two). Such switching results in a non-volatile and reversible modification of the waveguide's optical transmission, thus forming the basis of the readout process -see Fig. 1(a) . Accomplishing such switching in the shortest possible timescales and with the smallest amount of energy is a major design goal. In very recent work, it has been shown that switching times and energies can be lowered considerably by a number of approaches, such as by judicious tailoring of the shape of the optical write/erase pulses [10] or the use of photonic crystal cavity waveguides [15] . Here we explore, via simulation, another attractive alternative, namely the use of plasmonic enhancement of the optical field that interacts with the PCM cell.
The combination of plasmonics with photonic integrated circuits (PICs) is a growing field, with applications aimed at reducing the size (and improving the performance) of PICs [16] [17] [18] [19] , developing novel types of sensors [20] [21] [22] and realizing quantum computing [23, 24] . Some encouraging preliminary studies of the interaction of PCMs with both localized and surface plasmonic resonances have also been reported [25, 26] .
Here, we introduce plasmonics into the integrated phase-change photonic memory by placing a plasmonic dimer nanoantenna on top of the integrated waveguide and depositing phase-change materials in the space between the two halves of the nanoantenna, as shown in Fig. 1(b) . As we show in §3, the plasmonic nanoantenna greatly enhances the interaction between the electromagnetic field of the waveguide propagating mode and the phase-change cell. This, coupled with a substantial reduction in the volume of phase-change material that undergoes switching (as compared to the conventional approach of Fig. 1(a) ), leads to quite dramatic improvements in both switching speed and energy consumption. 
Methods
As shown in Fig. 1(b) , our proposed plasmonic device consists of a dimer nanoantenna, comprising two metallic nanodiscs on top of a rib waveguide (here a silicon nitride waveguide, but the concept is also transferable to silicon waveguides), with a phase-change material (here the well-known composition Ge 2 Sb 2 Te 5 , or GST for short) deposited into the antenna gap. A range of suitable plasmonic metals could be used for antenna fabrication: here, by way of proof-of-concept, we choose silver, since it is known to have excellent plasmonic properties at near-infrared wavelengths [27] . However, we do note that the archetypal plasmonic metals of Au and Ag tend to diffuse into chalcogenides, resulting in adverse changes in the latter's optical and electrical properties [28] . Such diffusion can be eliminated by the insertion of appropriate barrier layers [28, 29] (with such layers not adversely affecting overall optical performance).
The most significant factors influencing the plasmonic behavior of the device of the type shown in Fig. 1(b) will be the radius, r, and thickness, t, of the nanodiscs, the size, g, of the gap between them and of course the constituent properties of the materials used. To understand the importance of these factors we simulated their effect on the plasmonicallyinduced local field enhancement and the waveguide transmitted optical power (the latter corresponding to the readout signal when the device is used as a memory, see Fig. 1(a) ), as well as on the device's reflection, absorption and scattering properties. Simulations were carried out using finite element modeling (FEM) in the software package COMSOL.
In detail, the device (as used in previous published works, see e.g [9] .) consists of a Si 3 N 4 rib waveguide (1300 nm x 170 nm) fabricated on top of a SiO 2 substrate. A silver plasmonic dimer nanoantenna (with varying nanodisc radius, thickness and gap spacing) is deposited in the center of the waveguide, with the gap between the antenna's nanodiscs filled with a thin layer of GST. The propagating optical mode in the waveguide is specified as TE and of wavelength 1550 nm. The optical model is solved in COMSOL, using the RF (radio frequency) module. We apply a 2nd order boundary scattering condition [30] at the outer surfaces to avoid any unphysical reflections, and we use a perfect electric conductor boundary condition along the model cut plane to mirror the calculated solution (so reducing computation time by exploiting the natural symmetry of the device structure). Source and listener ports are placed at the extremal surfaces, normal to the waveguide.
Heat diffusion calculations are carried out using the COMSOL HT (heat transfer) module. The bottom surface of the substrate and both waveguide section surfaces normal to the waveguide axis (and at the extremities of the simulated volume) were fixed at room temperature, while all other surfaces were considered as thermally insulating. Since, it is well known that thermal boundary resistance (TBR) effects are significant in chalcogenide phasechange devices, we include a thermal boundary resistance condition for the GST domain (TBR GST = 3 × 10 −8 m 2 K/W [31, 32] ), the Si 3 N 4 -Ag interface (TBR = 5 × 10 −9 m 2 K/W [33] ), in addition to between the Si 3 N 4 and SiO 2 substrate layer (TBR = 1 × 10 −9 m 2 K/W [34] ). The volumetric source of heat, Q V , arises from the optical losses caused by the GST cell and the nanodiscs of the nanoantenna itself.
For simulation of the phase-change process, i.e., writing and erasing (amorphizing and recrystallizing) the GST cell, we use a method based on the well-known nucleation and growth crystallization model [35] . The phase-change model runs in MATLAB using purpose-written code, and is linked, at each relevant time step, to the optical and thermal COMSOL simulations described above. The various material parameters used in the simulations are given in Table 1 . Si 3.48 [45] 700 [44] 157 [44] 2330 [44] Ag 0.145 + 11.445i [46] 235 [47] 145 [48] 10820 [49] * Temperature dependent parameters; the stated value refers to room temperature.
Device operation and optimization
The basic operating concept of the device shown in Fig. 1(b) relies on the nanoantenna's capability to sustain a localized plasmonic resonance via coupling with the optical mode propagating in the waveguide. This plasmonic resonance results in a very substantial enhancement of the electric field in the gap region, as compared to the case of the conventional integrated phase-change photonic cell of the type shown in Fig. 1(a) . Such enhancement leads, in turn, to magnification of the interaction between the phase-change cell and propagating light, ultimately improving energy consumption and switching speed in memory applications. An example of the form of the plasmonic local field enhancement is shown in Fig. 2 . Here we show various cross-sections of the nanoantenna and plot the log of the norm of the E-field in its vicinity, for the case of a nanodisc radius of 75 nm, a thickness of 30 nm and a gap spacing of 40 nm, with the gap filled with a 30 nm thick layer of GST. It is clear from Fig. 2 that the E-field is strongly localized in the antenna gap, for GST in both crystalline and amorphous phases (it is also considerably enhanced in strength cf. conventional case). To explore the field enhancement induced by the plasmonic antenna in more detail, we now examine its behavior in the absence of any phase-change cell. For this we calculate a quantitative enhancement factor, EF [20] , as EF = E LOC  2 ÷ E 0  2 , with E LOC being the electric field norm evaluated within the nanogap, and E 0 the input electric field norm. Results are shown in Fig. 3(a) , where, for this analysis, we fix the nanoantenna thickness and gap spacing to 10 nm but allow the nanodisc radius to vary in size up to 300 nm maximum. We observe how the EF displays distinct peaks, here for radii of 100 nm and 210 nm and corresponding to dipolar and quadrupolar plasmonic resonances (as can be seen in Figs. 3(b) and 3(c)). Also in Fig. 3(a) , we show how the transmission, absorption and reflection in the waveguide vary as a function of the nanoantenna radius. The transmission, T, through the waveguide essentially follows the EF radius dependency, with dips in transmission approximately coincident with the peaks in EF, though shifted to larger radii. The mismatch between EF and T peak positions arises from interference between the plasmonic resonant mode and propagating wave: at the position of peak EF the resonant mode and propagating mode are in phase, whereas at the minima in T these two modes are dephased by π/2. The scattering, reflection and absorption behavior, as might be expected, show peaks at approximately the same radii values as the transmission minima, with scattering here being the dominant optical loss contribution. Fig. 3 . Integrated nanoantenna optical properties (note no GST is present here, the gap between the antennas is 'filled' with air). (a) Enhancement factor EF (left axis), transmission T, reflection R, absorption A and scattering S (right axis) for a nanoantenna-only configuration, with disc thickness and gap size of 10 nm. A peak EF value of 1182 is observed for a disc radius value of 100 nm, while the transmission sees a local minimum (T = 0.71) at 110 nm. (bc) Electric field magnitude, taken at the resonator cut plane passing through its center, and showing dipolar (b) and quadrupolar (c) plasmonic resonances at positions of the first and second peaks in EF. Color scale represents the strength of the field in the out-of-plane direction (red and blue have opposite signs), whereas the arrows depict the magnitude and direction of the field in-the-plane. Having explored the role of the nanoantenna radius on the properties of the plasmonicallyenhanced waveguide, we now turn our attention to understanding the effects of other aspects of nanoantenna geometry, specifically the dependence of EF on the antenna's thickness and gap width. Exemplar results are shown in Fig. 4(a) , where it is clear that increasing both the thickness and gap width of the antenna causes a decrease in EF (and a shift of peaks to slightly larger antenna radius), with the effect of the latter being more pronounced. Indeed, analyzing the reciprocal of EF versus the thickness/gap width reveals an approximate linear dependency with thickness but a quadratic dependency with the gap width; see Fig. 4(b) . Since, from these results, it is clear that the plasmonic resonance is strongest for small antenna gap widths and thicknesses, we now examine the case for a nanoantenna with both thickness and gap width equal to 10 nm, but with the gap region now filled with the phasechange material GST (rather than just air). We also examine the case for more readily fabricated device sizes, specifically a gap width of 40 nm and film thicknesses of 30 nm.
The insertion of GST into the nanoantenna gap region will result in a dramatic change in the local refractive index, which in turn is expected to lead to a dramatic change in the nanoantenna resonance properties. Moreover, since the refractive index of GST (and other phase-change chalcogenides) differs very considerably between its crystalline and amorphous phase, the resonant properties of the nanoantenna should also be very different when the GST is its different phases. This is indeed the case, as we show in Fig. 5 . For example, for g and t both equal to 10 nm, when the GST in its crystalline phase the dipolar plasmonic resonance occurs for an antenna radius of 55 nm (with two quadrupolar resonances at 170 nm and 240 nm). With the GST in its amorphous phase, the dipolar resonance occurs for r = 65 nm ) is shown in Fig. 5(b) . It is clear that a very strong signal contrast exists, even though here the active GST volume is several orders of magnitude smaller than in the case of a 'conventional' integrated phasechange photonic cell of Fig. 1(a) . This is a direct result of the very substantial electric field enhancement in the active region resulting from the plasmonic resonance.
Memory performance
We have highlighted above how the proposed plasmonic device architecture provides an additional degree of freedom to magnify the interaction between the guided waveguide mode and a phase-change cell deposited on top of the waveguide. This in turn should lead to improvements in device performance when used as a non-volatile memory, specifically improvements in memory switching speed and energy consumption. We therefore now examine the memory performance of the plasmonic device during the write (i.e. amorphization) and erase (crystallization) processes. To write to the memory, a single relatively high-power optical pulse is sent down the waveguide that heats the phase-change cell to sufficiently high temperatures that it melts and, on cooling, freezes into the amorphous state. To erase the cell, the use of a single pulse is, as previously discussed [9] , challenging in practice due to the substantial increase in absorption of the crystalline phase: if the phase transition occurs prior to the end of the single pulse, the continued high optical energy supply can melt the phase-change cell and lead to immediate re-amorphization. Thus, recrystallization has generally been carried out in the literature with a train of optical pulses of decreasing amplitude [8, 9, 12] though alternative approaches using suitably tailored 'doublestep' pulses, where a first short and relatively high power pulse is followed immediately by a longer, low power, second pulse, are also possible (see [50] ). Here we also use a double-step pulse approach, but with the second pulse having a gradually (linearly) decreasing power level, since this yields good control of the temperature in the phase-change cell itself. In terms of the detailed structure of a device examined for memory performance, although above we have shown that small antenna gaps and small layer thicknesses lead to the largest field enhancement factors, the fabrication of actual devices with ultra-small gaps etc. is likely to be very challenging. We here therefore choose device sizes that are more practicable in terms of fabrication, namely a gap size, g, of 40 nm and layer thicknesses, t, of 30 nm. Should such relatively large device feature sizes lead to improved memory performance, then we can be quite confident that further shrinking of feature sizes (aided by advanced nanofabrication techniques), would result in even better performance. We also choose an antenna radius of 75 nm, corresponding to the appearance of the first (dipolar) plasmonic resonance (when the GST is in the crystalline phase), as shown in the inset of Fig. 5(a) . The GST cell in our device simulations is assumed to fill the space between the antenna's two nanodiscs; more specifically here it comprises a would-be circle of radius r GST = 30 nm, but omitting the regions that intersect with the nanodiscs. The whole structure is capped with 5 nm of SiO 2 for environmental protection. The waveguide itself, for consistency with previous work [9, 10, [12] [13] [14] , is a Si 3 N 4 rib waveguide of size 1300 nm × 170 nm on top of a SiO 2 substrate.
We begin by simulating the room-temperature transmission (T), reflection (R), scattering (S) and absorption (A) properties of the plasmonic memory device with the GST cell in its fully crystalline and fully amorphous states. These results mimic the read operation, performed by sending a low power optical pulse (which does not induce any significant heating) down the waveguide. The results are shown in Table 2 , from which it is clear that the plasmonic cell yields a read signal contrast similar to, or even higher than, that seen in the conventional device configurations that incorporate much larger phase-change cells (see e.g [9] .). Next, since plasmonic resonances can often be quite narrow (in wavelength/frequency terms), we check for the range of wavelengths over which the plasmonic device designed here might reliably operate. Specifically, we simulated the waveguide transmission and the signal contrast (for both crystalline and amorphous states of the GST cell) for a range of wavelengths spanning from the telecommunications O to L bands (specifically from 1300 nm to 1700 nm). Results are reported in Fig. 6 , which confirms a resonant behavior centered, as designed, in the C band for crystalline GST, but also shows that the window of operating wavelengths is relatively large, with an eminently useable contrast of more than 10% obtained from around 1375 nm right out to 1650 nm. We now turn our attention to the write process, i.e. the writing of an amorphous mark into a fully crystalline starting state. For this, we deliver a single 1.0 mW, 2 ns rectangular pulse along the waveguide. The pulse power has been optimized to induce a temperature peak lower than a notional damage threshold of 1500 K, and the resulting calculated peak intensity reaches values up to 6 MW/cm 2 , very significantly lower than that reported to be necessary to induce GST ablation [52] . Results are plotted in Fig. 7 . As shown in Fig. 7(a) , on application of the write pulse the temperature in the GST increases rapidly, reaching, at the end of the pulse, an average temperature in excess of the melting temperature of GST (T m = 893 K). Moreover, once the excitation pulse is removed (at 2 ns), the GST cell cools sufficiently rapidly for quenching into the amorphous phase (required cooling rates for successful amorphization of GST are in the region of tens of degrees per nanosecond, see e.g [53] .). Indeed, successful amorphization is confirmed in Fig. 7(b) where we track the fraction, X, of crystallized material in the GST cell as a function of time. Initially the cell is fully crystalline (X = 1), but the amount of crystalline material in the cell (i.e. material that is neither in the amorphous phase nor melted) begins to reduce at 0.4 ns and settles at a low value of X ≈0.18 directly after the end of the write pulse. The change of the fraction of crystallized material in the cell leads to a corresponding change in optical transmission through the waveguide, leading to an increase in signal contrast, as also shown in Fig. 7(b) . The total energy delivered during the write process is here 2 pJ, and the total energy absorbed and scattered by the optical cell amounts to 340 fJ. These values are considerably smaller than those of the conventional (non-plasmonic) device, a point to which we return later. (Note that there is no physical impediment to achieving full amorphization (i.e. X = 0) during writing, but reaching such a state could be counterproductive from a memory perspective since it makes erasing significantly more difficult due to the low absorption of the amorphous phase).
Next, we consider the erase (i.e. re-crystallization) process. Here we deliver a 1.5 ns pulse of 1.5 mW, followed immediately by pulse with linearly decreasing power (of 1.2 mW to 0.5 mW) and a duration of 15 ns. The first part of this double-step pulse is designed to melt the cell, so as to provide a definitive starting state for re-crystallization. The second part of the pulse is designed to heat the majority of the cell up to a temperature conducive to fast crystallization, (typically between 600 and 700 K for GST, where the crystal growth rate is a maximum [54] ). Thermal simulation results during erasure are shown in Fig. 7(c) , where indeed it can be seen that the temperature in the in the GST cell is maintained above 600 K for the majority of the erase process. The total erase energy delivered is here 15 pJ, and the energy consumed by the optical cell is just 2.3 pJ. Note that after the application of the erase pulse (here ending at 16.5 ns), the cell returns quickly to room temperature (here after only 2.1 ns), indicating the rapid thermalization that is obtained in the plasmonic cell architecture (helped by the very small volumes of GST involved in the switching process in this case). Figure 7(d) shows the changes in crystal fraction and readout signal (optical contrast) during the above erase process, with a monotonic change in readout signal as the GST cell is recrystallized, returning to the value of the initial starting (i.e., fully crystalline) state. It is clear from the above results that the plasmonic device has the potential for fast switching times and low switching energies. Indeed, comparing its predicted speed and energy performance to published experimental data for conventional integrated phase-change photonic memories (Table 3) , quite significant improvements are evident. A potential drawback of the plasmonic approach is however a more difficult fabrication process, though with modern nanofabrication techniques such difficulties should not be insurmountable. In our discussions so far we have considered the operation of integrated phase-change photonic devices as binary memories. However, it has already been shown in the literature that the conventional rib waveguide architecture can readily yield multilevel memories; indeed, in [10] a 34-level memory was successfully demonstrated (i.e. > 5 bits per single phase-change cell). The ability to support multiple levels significantly improves the storage density capabilities of any memory, and so an obvious question is whether or not the plasmonic photonic memory described here can also support multilevel states.
To address the issue of multilevel storage in the plasmonic cell we consider a 4-level (i.e. 2 bit per cell) system in which information is stored in the fractional crystallization of the cell. More specifically we assume memory levels 0, 1, 2 and 3 are stored by fractionally crystallized volumes (X), of 1.0, 0.72, 0.44 and 0.18 (i.e. the range of X from 0.18 to 1 is divided into four equally spaced levels). Next, we perform a type of reset operation, using a single 1 mW, 2 ns optical pulse. This has the effect of resetting the crystal fraction in the cell to the lowest value (i.e. X = 0.18), whichever of the other three states the cell was previously in (i.e. it is reset to X = 0.18 from X = 0.44, 0.72 or 1.0 using the same reset pulse), as shown in Fig. 8(a) . After the application of such a reset pulse, we apply a double-step pulse of the type described in the previous section, i.e., a 1.5 ns pulse of 1.5 mW, followed immediately by a pulse with linearly decreasing power from 1.2 mW to 0.5 mW. By terminating the linearly decaying pulse at different times (here after 10.2, 12.4, 13.8 and 16.5 ns) we can store in the cell the chosen fractionally crystallized values of X = 0.18, 0.44, 0.72 or 1.0, as shown in Fig. 8(b) . The resulting distribution of crystallized material within the GST cell for these 4levels is depicted in Fig. 8 (c) -8(g). Indeed, using the above approach we can control quite precisely the crystal fraction in phase-change cell and so could expect to store significantly more than the 4-levels examined here. However, we note that obtaining the necessary starting, or reset, condition of Fig. 8 (a) using a single reset pulse (i.e., having an identical reset pulse whatever the previous state of the phase-change cell) becomes more difficult for a higher number of levels.
Finally, we note that the energies required to record the 4 levels above correspond to 10.8, 12.4, 13.4 and 15 pJ respectively, again significantly lower than in conventional device architectures (see Table 3 ). Moreover, the readout contrast is good, with a contrast separation between levels of approximatively 4.2% and an almost linear relationship between contrast and the fraction of crystallization in the cell (see inset in Fig. 8(b) ), the latter indicating that significantly more than four levels could also be adequately distinguished from each other in the readout process. Fig. 8 . 4-level storage demonstration, using the same plasmonically-enhanced cell configuration as in Fig. 6. (a) Variation of the crystal fraction X during the reset operation in which a 1 mW, 2 ns rectangular optical pulse initializes the cell crystal fraction to X = 0.185 ± 0.01 when starting from any of the assumed X levels of 0.18, 0.44, 0.72 and 1. (b) Crystal fraction, X, during the application of a double step pulse (a pulse of 1.5 mW for 1.5 ns, followed by 15 ns of linearly decreasing power from 1.2 mW to 0.5 mW), showing that the desired four multilevel states of X = 0.18, 0.44, 0.72 and 1 are achieved by termination of the excitation pulse after 10.2 ns, 12.4 ns, 13.8 ns and 16.5 ns respectively. The inset reports the dependency of X and the (room-temperature) optical readout contrast. (c-g) The spatial distribution of crystallized material within the GST cell for (d) X = 0.18, (e) X = 0.44, (f) X = 0.72 and (g) X = 0.98 and resulting from the erase operation reported in Fig. 8(b) . Note that only (left) half of the GST cell is shown here, as shown in (c), with the crystallization distribution being mirrored in the center-plane of the cell (note that all colors in (d) to (g) represent crystalline regions, the different colors used only to aid visualization of the timeevolution of the crystallized region).
Conclusions
In conclusion, we have shown that by using plasmonic enhancement we can greatly increase the strength of the light-matter interaction occurring in integrated phase-change photonic memory cells. Via simulation, we showed the existence of strong dipolar and quadrupolar plasmonic resonances for a structure consisting of a circular dimer nanoantenna deposited on top of a silicon nitride ridge waveguide, with electric field enhancement factors as high as 1000 and more. With the gap region between the nanoantenna discs filled with phase-change material, specifically Ge 2 Sb 2 Te 5 , we could provide both binary and multilevel memory capabilities, with a much improved switching performance (increased switching speed and reduced switching energies) as compared to more conventional (non-plasmonic) device architectures. More specifically, write/erase speeds in the range 2 to 20 ns and write/erase energies in the range 2 to 17 pJ were predicted, representing improvements of one to two orders of magnitude when compared to conventional device architectures. This comes though at the cost of increased fabrication complexity.
