The quantum search algorithm is a way for finding an item with desired properties in an unsorted database of size N in only √ N steps by means of a sequence of selective inversion and quantum diffusion operations. However, like most quantum algorithms, this requires the algorithm to execute the precise sequence of operations, any further probing into the database only worsens the result. Grover recently showed that by replacing the selective inversion by selective phase shifts of π/3, the algorithm converges to the desired item monotonically. This paper builds on that result and considers the problem of retrieving a marked item from a database containing an unknown fraction of marked items, say ǫ. We derive optimal algorithms for different ranges of ǫ. These are similar to Grover's recent algorithm but the phase shift turns out to vary with ǫ -this is generally quite different from π/3.
Introduction Grover's quantum search algorithm can be considered as a rotation of the state vectors in two-dimensional Hilbert space generated by the initial (s) and target (t) vectors [1] . The amplitude of the desired state increases monotonically towards its maximum and decreases monotonically after reaching the maximum [3] . As mentioned in [2] [4], unless we stop when it is right at the target state, it will drift away. A new search algorithm was presented in [2] to avoid drifting away from the target state. Grover got the new algorithm by replacing the selective inversion by selective phase shifts of π/3, the algorithm converges to the target state irrespective of the number of iterations. In his paper, Grover demonstrated the power of his algorithm by calculating its success probability when only a single query into the database was allowed. It turned out that if the success probability for a random item in the database was 1−ǫ, where ǫ is known to randomly lie somewhere in the range (0, ǫ 0 ), after a single quantum query into the database, Grover's new phase shift algorithm was able to increase the success probability to 1−ǫ 3 0 . This was shown to be superior to existing algorithms and later shown to be optimal. In [5] , an algorithm for obtaining fixed points in iterative quantum transformations was presented. In [6] , Boyer et al. described an algorithm that succeeds with probability approaching to 1. This paper shows that the optimality result was only true for small ǫ 0 . We are able to considerably improve the algorithm by varying the phase-shift away from π/3 when ǫ 0 is large. It is well known that the smaller deviation makes the algorithm converge to the target state more rapidly. In this paper, when ǫ 0 is large we give some phase shifts which make the corresponding deviations smaller on the average.
1 Reduction of the expression of Grover's deviation
Simplifying Grover's deviation
In [2] the transformation U R s U + R t U was applied to the initial state |s , where
]|t t|, s stands for the start state and t for the target state. Grover let θ denote π 3 and derived the following,
. It is easy to verify that the above holds for any θ. Let D θ be the deviation from the t state for any phase shifts of θ.
. Grover chose π 3 as phase shifts and let ||U ts || 2 = 1 − ǫ, where 0 < ǫ < 1. Substituting ||U ts || 2 = 1 − ǫ, the deviation from the t state becomes D π/3 = ǫ 3 [2] .
As indicated in [1] , ||U ts || is very small and almost 1/ √ N , where N is the size of the database. Thus, ǫ = 1 − 1/N > The deviation D θ can be reduced as follows. For any θ, e iθ + ||U ts || 2 (e iθ − 1)
1. to make 1 −
, as phase shifts . The θ will obviously make the deviation vanish and is called as a zero deviation point. It means that one iteration will reach t state with certainty if the θ is chosen as phase shifts . Note that lim ǫ→0 arccos(1 −
. This says that π 3 is the limit of the zero deviation points θ though it is not a zero deviation point.
Average zero deviation points
Since ǫ is not given, what is the corresponding zero deviation point is unknown. However, if we know a range of ǫ, then in terms of mean-value theorem for integrals, we can find the average valueθ of the zero deviation points θ and the average deviation for the average zero deviation pointθ.
Let ǫ be in the range (β, α), where (β, α) ⊆ (0, 3/4]. Then we evaluate It is clear that π/3 <θ ≤ π.θ can be considered as the average value of zero deviation points θ and is called as the average zero deviation point.
Examples for the average zero deviation points
We will find the average zero deviation pointθ and the average deviation for phase shifts ofθ for the ranges ( 0, 1/2), (1/2, 3/4) and (0, 3/4) of ǫ, respectively, as follows. Example 1. Let ǫ lie in the range (0, 1/2]. The average zero deviation point θ 1 = arccos(1 − ln 2) = 72
• 30 ′ . Takingθ 1 as phase shifts, the deviation becomes Dθ
2 and the average deviationDθ
The deviation for phase shifts ofθ 1 is less than the deviation ǫ 3 for phase shifts of π/3, i.e., Dθ • . See table 1 for the deviation and the average deviation for phase shifts of arccos(1 − 2 ln 2). Clearly the deviation for the average zero deviation point is less than the deviation ǫ 3 for phase shifts of π/3. 
The smallest average deviation
As discussed before, a deviation is a function of ǫ and a phase shift θ. Usually ǫ is unknown, however it is possible to know a range of ǫ. Therefore it is essential to evaluate the average value of a deviation as a function of ǫ. In terms of meanvalue theorem for integrals, we can define the average value of a deviation over the range of ǫ. Thus, the average deviation becomes a function of only a phase shift θ. We want to know what phase shift θ, which is called as the smallest average deviation point, makes the average deviation the smallest. LetD θ be the average deviation of deviation D θ as a function of ǫ over the range of ǫ and θ * the smallest average deviation point. See table 2 for the smallest average deviation point θ * , the smallest average deviationD θ * , the deviation D θ * for the smallest average deviation point, the average deviationD π/3 for phase shifts of π/3 and the rateD θ * /D π/3 of the smallest average deviationD θ * and the average deviationD π/3 for phase shifts of π/3, for the ranges (0, 1), (0, 1/2), (1/2, 3/4) and (0, 3/4) of ǫ, respectively.
The smallest average deviation for phase shifts of π/2
If there is no information for ǫ, that is, ǫ lies in the range (0, 1), then the average
To makeD θ the minimal, θ needs to be chosen as π/2, which is called as the smallest average deviation point. Thus, the smallest average deviation is Table 2 . The smallest average deviation points ǫ
1/32 = 0.031 65/256 = 0.254 27/256 = 0.11 1/4 θ *
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• 49 ǫ) ) is chosen as phase shifts, the deviation vanishes. When ǫ is in the range (3/4, 1), since 1 − 1 2(1−ǫ) > 1, deviation can not vanishes for any phase shifts. It means that we can not apply the idea for the average zero deviation point to this situation. In this case, −1 < 2(cos θ − 1)(1 − ǫ) < 0 and 0 < d < 1. When U ts is given, that is, ǫ is fixed, clearly the deviation D θ monotonically decreases from 1 to ǫ(4ǫ − 3)
2 as θ increases from 0 to π. When θ = π, the deviation gets its minimum ǫ(4ǫ − 3)
2 . Again, this confirms that no θ can make the deviation vanish.
Property 1. ǫ(4ǫ − 3) 2 ≤ D θ This is because (4ǫ − 3) ≤ d for any phase shift θ. Remark. It means that the deviation from the t state for any phase shifts is greater than ǫ(4ǫ − 3)
2 and the probability for that the source state s is driven to the same target state t is at most 1− ǫ(4ǫ − 3) 2 . By means of the inequality we can discuss the lower bound of the number of iterations to find the t state.
Property 2. The deviation D θ is less than the deviation ǫ 3 for any phase shifts of θ in (π /3, π] This is because d < ǫ when π/3 < θ ≤ π. See table 3 for the deviation D θ for θ = π/2, 2π/3, 3π/4, 5π/6,π, respectively. Remark: Property 3 shows that the average deviation is almost a half of the average deviation for phase shifts of π/3. From the property, we can also conclude: the closer to π the phase shifts are, the less the average deviation is. For example, it is better to choose 2π/3 as phase shifts . Table 3 . The average deviation monotone decreasing Grover defined the transformation
. It is easy to show that on the average, the transformation U m derives the state vector from an initial state |s to a target state |t with a probability of U m,ts 2 = 1 − (D θ ) m and the failure probability is (D θ ) m . We can also give the average number of queries if the success or failure probability is given. For example, when ǫ is distributed in (0, 1) with equal probability, if π/3 is chosen as phase shifts then on the average, U m,ts
m and the failure probability is ( , 1) of ǫ, the closer to π the phase shifts are, the less the deviation is, and on the average, the deviation is almost a half of the deviation for the phase shifts of π/3. For example, it is better to choose 2π/3 as phase shifts . Using the average deviations, we can give the average number of iterations to converge to the target state.
