Martingale decomposition of a $L^2$ space with nonlinear stochastic
  integrals by Simard, Clarence
ar
X
iv
:1
80
3.
00
10
8v
4 
 [m
ath
.PR
]  
1 O
ct 
20
19
Martingale decomposition of a L2 space with
nonlinear stochastic integrals
Clarence Simard
simard.clarence@uqam.ca
De´partement de mathe´matiques, Universite´ du Que´bec a` Montre´al.
October 3, 2019
Abstract
This paper generalizes the Kunita-Watanabe decomposition of a
L2 space. The generalization comes from using nonlinear stochastic
integrals where the integrator is a family of continuous martingales
bounded in L2. This result is also the solution of an optimization
problem in L2. First, martingales are assumed to be stochastic inte-
grals. Then, to get the general result, it is shown that the regularity of
the family of martingales respect to its spatial parameter is inherited
by the integrands in the integral representation of the martingales.
Finally, an example showing how the results of this paper, with the
Clark-Ocone formula, can be applied to polynomial functions of Brow-
nian integrals.
1 Introduction
Nonlinear stochastic integrals, sometimes called stochastic line integrals,
are stochastic integrals where the integrator is a family of semimartin-
gales. Let {M(x);x ∈ E ⊂ R} be a family of semimartingales indexed
by x (x is often called spatial parameter). Let ξ be a predictable pro-
cess with values in E,
∫
M(dt, ξt) denotes the nonlinear stochastic integral
of ξ respect to M . To get an intuitive understanding, let ξ be a simple
predictable process defined by ξt = ξtk ∈ Ftk−1 for tk−1 < t ≤ tk where
t0 = 0 < t1 < t2 < · · · and {Ft}t≥0 is a filtration, then,
∫ T
0 M(ds, ξs) =∑
k≥1 {M(tk ∧ T, ξtk)−M(tk−1 ∧ T, ξtk)}. For continuous predictable pro-
cesses, the integral is defined alike the standard stochastic integral, see [8].
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This stochastic integral has been defined for different families of semi-
martingales in [4]. Those results can also be found in [5] and [6]. More
recently, [7] extended the integral to a family of semimartingales which is
not necessarily continuous respect to the spatial parameter. Detailed con-
struction of nonlinear stochastic integrals can also be found under different
assumptions in [8] and
[2].
Applications of nonlinear stochastic integrals can be found in mathemati-
cal finance, more specifically for modeling illiquid markets. In those models,
a nonlinear stochastic integral is used to defined the value of the trading
portfolio in which the cash flow of a transaction is a nonlinear function of
the number of shares traded. One can look at [3] and [1] for examples of
financial applications. The generalization of the Kunita-Watanabe decom-
position found in this paper could lead to an extension of the theory of
quadratic hedging developed in [11].
In this paper, we look at the problem of approximating a random variable
with nonlinear stochastic integrals. This problem is written as
inf
θ∈IM
E
[(
H −
∫
M(dt, θt)
)2]
where H is a square-integrable random variable, {M(x);x ∈ R} is a family
a martingales and IM is a set of integrands. Without additional assumption
on {M(x)}, this is usually an optimization problem over a non-convex set.
Therefore, the uniqueness of the solution or even the existence is not guar-
anteed. The main result of this paper is to characterize, when it exists, the
solution of this problem and discuss sufficient conditions for the existence
and uniqueness of the solution. It will be shown that this characterization
is a generalization of the Kunita-Watanabe decomposition, [9].
The remainder of this paper is organized in the following way. The next
two sections establish the conditions of the probability space, introduce some
notations and state the optimizing problem to be solved. Section 4 presents
the solution of the optimization problem under the simplifying assumption
that the martingale family is defined by a known family of stochastic in-
tegrals. The generalization of the Kunita-Watanabe decomposition is also
discussed in this section. Section 5 provides the preliminary results required
for the general version of the main theorem which is found in Section 5.2.
Finally, Section 6 contains an example.
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2 Probability space and notations
Let (Ω,F ,F,P) be a filtered probability space where F := {Ft; t ≥ 0} is a
right-continuous filtration, complete respect to P and where F = limt→∞Ft
is the smallest σ−algebra containing all Ft. The results of this paper require
that all adapted processes are continuous, therefore, it is assumed that for
any stopping times T and {Tn} such that Tn ↑ T then ∨nFTn = FT .
First, define
M = {X : [0,∞)× Ω→ R;X is a continuous martingale adapted to F},
that is, for X ∈ M, t→ Xt is continuous a.s., E[|Xt|] <∞ for all t ≥ 0 and
E[Xt|Fs] = Xs for all 0 ≤ s ≤ t. Then, let
L2(P) = {Y : Ω→ R;Y ∈ F and ||Y ||L2 <∞}
be the space of square-integrable random variables where ||Y ||2
L2
= E[Y 2].
In this paper, it is assumed that martingales are continuous and bounded
in L2(P), that is, they belong to the set
M2 = {X ∈M;E[sup
t≥0
(Xt)
2] <∞}.
However, without loss of generality, the results will be stated for
M20 = {X ∈ M
2;X0 ≡ 0}
and the space L20(P) = {X ∈ L
2(P);E[X] = 0}. The general case is recovered
by translating processes and random variables. The following convention is
also established; since there is an isometry between random variables in
L2(P) (resp. L20(P)) and martingales in M
2 (resp. M20), the same notation
will be used to define an element of L2(P) (resp. L20(P)) and an element
of M2 (resp. M20). For instance, for X ∈ L
2(P), X defines the random
variable as well as the almost sure limit, X = limt→∞Xt, of the martingale
X := {Xt; t ≥ 0} ∈ M
2. Finally, it is assumed that (Ω,F) is separable,
therefore, there exists a countable basis for L2(P).
3 Optimization problem
In this section, the family of martingales, {M(x);x ∈ R}, used as an inte-
grator is defined and the optimizing problem is stated.
Following the assumptions on the probability space (Ω,F ,F,P), every
martingale in M2 can be written as a stochastic integral. For this part of
the paper, it is assumed that the integral representation of the family of
martingales is known. Consequently, conditions can be directly imposed on
the integrands, which simplifies the presentation of the main result.
The family of martingales is defined as
M : [0,∞) × R× Ω→ R
(t, x, ω) 7→M(t, x, ω)
such that M(x) is inM20 for each x ∈ R. Following the previous convention,
M(x) ∈ L20(P) where M(x) = limt→∞M(t, x) a.s.
In the following, the problem that is solved is the approximation of a
square-integrable random variable H ∈ L20(P) with the stochastic integral∫
M(ds, θs). In other words, the problem to solve is:
inf
θ∈IM
∣∣∣∣
∣∣∣∣H −
∫
M(ds, θs)
∣∣∣∣
∣∣∣∣
L2
(1)
where IM is a set of suitable integrands which is yet to be defined. Intu-
itively, this problem can be seen as minimizing the distance from a point H
to a curve
∫
M(ds, θs) in a linear space.
From the conditions imposed on (Ω,F ,F,P), there exists a martingale
B ∈ M20 and a family of continuous predictable processes {µ(x);x ∈ R},
µ : [0,∞)× R× Ω→ R
(t, x, ω) 7→ µ(t, x, ω),
such that
M(x) =
∫
µ(t, x)dBt. (2)
The representation in Equation (2) is a direct application of the Kunita-
Watanabe decomposition and the existence of a countable basis for M2.
The later is a consequence of the assumption of separability of the space
(Ω,F). Following the integral representation of M := {M(x);x ∈ R}, one
finds a more tractable expression for the nonlinear stochastic integral respect
to M , that is, ∫
M(dt, θt) =
∫
µ(t, θt)dBt.
4 Main results
The main result requires the function x 7→ µ(t, x) in the representation (2)
to be smooth enough. While it is a simple condition to impose, it is less
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so to deduce the properties of µ(x) from M(x). In this section, in order
to provide a clearer presentation, the main result are established under the
assumption that the integrand µ(x) in the integral representation (2) is
known. However, this assumption is not satisfactory in the general case
since the Kunita-Watanabe decomposition only gives the existence of the
integrand in the integral representation. The general case requires results
that are provided in Section 5.1.
Let IM be defined as
IM =
{
θ; θ is predictable and
∫
M(ds, θs),
∫
∂
∂x
M(ds, θs) ∈ L
2(P)
}
and let
HM =
{∫
M(ds, θs); θ ∈ I
M
}
.
The next theorem characterizes the solution to (1).
A simple condition for the existence of a solution is that HM is closed
and, since it is assumed that the integral representation (2) is known, one
can simply assume that µ(t,R) is closed a.s. for all t ≥ 0. Note that in the
following, Cm is the set of m times continuously differentiable functions.
Theorem 1 (Main theorem). Let µ := {µ(t, x); t ≥ 0, x ∈ R} be a family
of continuous predictable process such that x 7→ µ(t, x) is a.s. in C1 for all
t ≥ 0 and let H ∈ L20(P). Assume that for all x ∈ R, M(x) :=
∫
µ(t, x)dBt ∈
L20(P),
∂
∂x
M(x) :=
∫
∂
∂x
µ(t, x)dBt ∈ L
2(P) and that µ(t,R) is closed a.s. for
all t ≥ 0. Then, there exists θH ∈ IM such that
H =
∫
M(dt, θHt ) + L
H
where LH = H −
∫
M(dt, θHt ) is orthogonal to
∫
∂
∂x
M(dt, θHt ), i.e.
E
[(
H −
∫
M(dt, θHt )
)∫
∂
∂x
M(dt, θHt )
]
= 0. (3)
Moreover,∣∣∣∣
∣∣∣∣H −
∫
M(dt, θHt )
∣∣∣∣
∣∣∣∣
L2
= inf
θ∈IM
∣∣∣∣
∣∣∣∣H −
∫
M(dt, θt)
∣∣∣∣
∣∣∣∣
L2
Proof. First, take a sequence {Xn} ⊂ HM such that
||H −Xn||L2 → inf
X∈HM
||H −X||L2 .
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Thanks to the parallelogram law, [12] Chap. 6, there exists XH such that
Xn → XH in L2(P). From the assumption that µ(t,R) is closed, hence that
HM is closed, there exists θn, θH ∈ IM such that
∫
M(dt, θnt ) = X
n and∫
M(dt, θHt ) = X
H .
Let F (ǫ) =
∣∣∣∣H − ∫ M(dt, θHt + ǫ)∣∣∣∣2L2 , then we know that
d
dǫ
F (ǫ)|ǫ=0 = 0. We now need to show that one gets the same result by
differentiating inside the norm.
Define the sequence of stopping times
τn = inf
{
t > 0; sup
{φ},|φs|<1
∣∣∣∣
∫ t
0
∂
∂x
M(ds, θHs + φs)−
∫ t
0
∂
∂x
M(ds, θHs )
∣∣∣∣ ≥ n
}
,
where the supremum is taken over predictable processes {φ} with |φs| < 1
for all s ≥ 0. For each n,
lim
ǫ→0
E
[∫ t∧τn
0
(
µ(s, θHs + ǫ)− µ(s, θ
H
s )
ǫ
−
∂
∂x
µ(s, θHs )
)2
d[B]s
]
= lim
ǫ→0
E
[∫ t∧τn
0
(
∂
∂x
µ(s, θHs + φs(ǫ)) −
∂
∂x
µ(s, θHs )
)2
d[B]s
]
= E
[
lim
ǫ→0
(∫ t∧τn
0
∂
∂x
M(ds, θHs + φs(ǫ))−
∫ t∧τn
0
∂
∂x
M(ds, θHs )
)2]
= 0,
(4)
where the process φ(ǫ) is predictable and φs(ǫ) ∈ (θ
H
s − ǫ, θ
H
s + ǫ). We see
that for each n,
∫ t∧τn
0 M(ds, θ
H
s ) is a.s. differentiable.
Now, from the Kunita-Watanabe decomposition, there exists a predictable
process h and a L2(P)-martingale λH such that H =
∫
hsdBs + λ
H . Since
λH is strongly orthogonal to B, it is also strongly orthogonal to
∫
M(ds, θs)
and
∫
∂
∂x
M(ds, θs) for any θ ∈ I
M . Therefore, we can set λM ≡ 0 without
loss of generality.
Let Fn(t, ǫ) =
∣∣∣∣∣∣∫ t∧τn0 (hs − µ(ds, θHs + ǫ)) dBs∣∣∣∣∣∣2
L2
. Then, using Equa-
tion (4), one finds that
∂
∂ǫ
Fn(t, ǫ)|ǫ=0 = (−2)E
[∫ t∧τn
0
(
hs − µ(s, θ
H
s )
) ∂
∂x
µ(s, θHs )d[B]s
]
= 0. (5)
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Finally, from the Cauchy-Schwartz inequality and the fact that θH ∈ IM ,
E
[(
H −
∫
M(ds, θHs )
)∫
∂
∂x
M(ds, θHs )
]
≤
∣∣∣∣
∣∣∣∣H −
∫
M(ds, θHs )
∣∣∣∣
∣∣∣∣
2 ∣∣∣∣
∣∣∣∣
∫
∂
∂x
M(ds, θHs )
∣∣∣∣
∣∣∣∣
2
<∞.
This inequality allows us to take the limit respect to n and t in (5) to show
that
E
[(
H −
∫
M(ds, θHs )
)∫
∂
∂x
M(ds, θHs )
]
= 0,
which concludes the proof.
Remark 1. In Theorem 1, the condition that µ(t,R) is closed is only re-
quired to asses the existence of the solution in the general setting. For an
explicit problem, if the characterization in Theorem 1 gives rise to a mini-
mizing integrand in IM , then the closedness is irrelevant.
As opposed to the Kunita-Watanabe decomposition, the characterization
of θH in Theorem 1 does not guarantee that a process satisfying Equation
(3) is the minimizing integrand. Since the convexity of HM is not assumed,
a process satisfying Equation (3) could give a local minimum. A simple
condition for the set HM to be convex is that the function x 7→ µ(t, x) is
a.s. convex for all t ≥ 0.
In the case where the Kunita-Watanabe decomposition of H is known,
the next corollary shows that the characterization of θH becomes an almost
sure characterization.
Corollary 1. Assume the conditions of Theorem 1 are satisfied and that
IB ⊂ IM where IB = {θ : θ is predictable and uniformly bounded}. Let H
has the following Kunita-Watanabe decomposition, H =
∫
hsdBs+λ
H , then
(
hs − µ(s, θ
H
s )
) ∂
∂x
µ(s, θHs ) ≡ 0
for all s /∈ Γ where
∫
1Γ(t)d[B]t = 0.
Proof. It is clear that
H′ =
{∫
θs
∂
∂x
M(ds, θHs ); θ ∈ I
B
}
⊂ L2(P),
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since θ is bounded and that
∫
∂
∂x
M(ds, θHs ) is in L
2(P) from assumption.
By using the definition of the orthogonal projection on linear space, one has
that ∣∣∣∣∫ hsdBs − (∫ M(ds, θHs ) + ∫ αs ∂∂xM(ds, θHs ))∣∣∣∣2L2
=
∣∣∣∣∫ hsdBs − (∫ M(ds, θHs )− ∫ αs ∂∂xM(ds, θHs ))∣∣∣∣2L2
for all α ∈ IB. This equality is equivalent to
E
[∫
(hs − µ(s, θs))αs
∂
∂x
µ(s, θHs )d[B]s
]
= E
[∫ (
hs − µ(s, θ
H
s )
)
∂
∂x
µ(s, θHs )dBs
∫
αsdBs
]
= 0
for all α ∈ IB. Since the set
{∫
αsdBs;α ∈ I
B
}
is dense in{
X ∈ L2(P);X =
∫
θsdBs
}
respect to the L2(P) norm, hence
∫ (
hs − µ(s, θ
H
s )
)
∂
∂x
µ(s, θHs )dBs ≡ 0. The
proof is completed by taking the norm,∣∣∣∣∫ {hs − µ(s, θHs )} ∂∂xµ(s, θHs )dBs∣∣∣∣2L2
= E
[∫ {
(hs − µ(s, θ
H
s ))
∂
∂x
µ(s, θHs )
}2
d[B]s
]
= 0.
Theorem 1 and Corollary 1 give a generalization of the Kunita-Watanabe
decomposition. Indeed, the result of Theorem 1, can be written as
H =
∫
M(dt, θHt ) + L
H
where LH = H −
∫
θHt dBt and satisfies
E
[
LH
∫
αt
∂
∂x
M(dt, θHt )
]
= 0
for all bounded predictable processes α. This last affirmation, which is
part of the proof of Corollary 1 shows that LH is strongly orthogonal to∫
∂
∂x
M(dt, θHt ). Finally, if one puts µ(t, x) = xBt, then, applying the above
results leads to
H =
∫
θHt dBt + L
H
where LH is strongly orthogonal to B, which is the Kunita-Watanabe de-
composition of H.
The following example is an application of Theorem 1 and Corollary 1
in a case where the minimizing integrand is known explicitly.
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Example 1. Let Ft = σ{W
(1)
s ,W
(2)
s ; 0 ≤ s ≤ t} where W (i), i = 1, 2
are two independent Brownian motions, F = FT for some T > 0 and define
Wt = ρW
(1)
t +
√
1− ρ2W
(2)
t , ∀t ≥ 0 with ρ ∈ (0, 1). Then, define the family
of martingales {M(x)} ⊂ M20 by M(t, x) = e
xWt−t
x2
2 − 1 for 0 ≤ t ≤ T .
Finally, let HT =
(
W
(1)
T
)2
−T = 2
∫ T
0 W
(1)
s dW
(1)
s . In the following, we find
the predictable process θH which solves
inf
θ∈IM
E
[(
HT −
∫ T
0
M(ds, θs)
)2]
. (6)
Using Itoˆ’s formula one finds that M(t, x) =
∫ t
0 {M(s, x) + 1}xdWs.
Therefore, µ(t, x) = (M(t, x) + 1)x in the integral representation and one
can check that µ(t, x) satisfies the conditions in Theorem 1.
Differentiating respect to x one finds that
∂
∂x
M(t, x) =
∫ t
0
M(s, x)(xWs − x
2s+ 1)dWs,
which leads to
∫ T
0
M(ds, θs) =
∫ T
0
{M(s, θs) + 1} θsdWs
and ∫ T
0
∂
∂x
M(ds, θs) =
∫ T
0
M(s, θs)(θsWs − (θs)
2s+ 1)dWs.
At this point, we find the Kunita-Watanabe decomposition for HT respect to
W . This is done by performing an orthogonal projection on the linear space{∫ T
0 θdWs
}
⊂ L2(P). One finds that HT =
∫ T
0 2ρW
(1)
s dWs + λ
H
T . With the
Kunita-Watanabe decomposition of HT known, we can use Corollary 1 to
find that
(
2ρW (1)s − θ
H
s M(s, θ
H
s )
) (
θHs Ws − (θ
H
s )
2s+ 1
)
M(s, θHs ) ≡ 0. (7)
Defining θH by θHs M(s, θ
H
s ) = 2ρW
(1)
s for all s then
E
[(
HT −
∫ T
0
M(ds, θHs )
)2]
= E[(λHT )
2]
which shows that θH is the minimizer. As mention before, since one can
verify that the solution to Equation (7) is the solution to the optimizing
problem, it is irrelevant to verify if HM is closed.
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5 General case
In the first part of the paper, it was assumed that the family of processes µ
in the integral representation of the martingales {M(x);x ∈ R} was known.
However, in general, one only has the existence of the integrand. Therefore,
the fact that the assumptions required in Theorem 1 are in terms of µ lessen
the practicality of the result.
In this part of the paper, conditions are stated in terms ofM := {M(x);x ∈
R}. Indeed, using the Kunita-Watanabe decomposition, one still has the
existence of µ in the integral representation, but some properties are re-
quired to get the result. In order to generalize Theorem 1, the next sec-
tion is devoted to establish different relationships between the properties of
{M(x);x ∈ R} and the properties of the integrand in the integral represen-
tation. With those properties, the main results of Section 4 are recovered.
5.1 Regularity conditions
Recall that the family of martingales is defined by
M : [0,∞) × R× Ω→ R
(t, x, ω) 7→M(t, x, ω)
such that M(x) is in M20 for each x ∈ R. Using the separability assump-
tion of (Ω,F), there exists B ∈ M20 and a family of predictable processes
{µ(x);x ∈ R} such that
M(x) =
∫
µ(s, x)dBs.
The existence of µ(x) is a simple application of the Kunita-Watanabe de-
composition for each x.
To establish the results of Theorem 1, the function x 7→ µ(t, x) needs
to be continuously differentiable. Here, we only have the existence of µ.
Fortunately, our next results link the differentiability of x 7→ µ(t, x) with
the differentiability of x 7→M(x).
Theorem 2. Let {M(x)} be a family of random variables in L20(P) such
that x 7→ M(x) is a.s. in C0. Then, for each t ≥ 0, x 7→ M(t, x) is a.s. in
C0 and one can take x 7→ µ(t, x) to be a.s. continuous for all t ≥ 0 in the
representation M(x) =
∫
µ(t, x)dBt.
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Proof. Given a compact subset K ⊂ R, let
An =
{
sup
x,y∈K
|M(x)−M(y)| ≤ n
}
and define Mn(x) = M(x)1An for all x ∈ R. One has that M
n(x)→M(x)
a.s. and that |Mn(x)| ≤ |M(x)| for all n and each x ∈ R. By the dominated
convergence theorem, one has that
E[(Mn(x)−M(x))2]→ 0.
Now, let {µ(x)} be such that M(x) =
∫
µ(t, x)dBt. For x, y ∈ K, one
finds that
E
[∫
(µ(s, x)− µ(s, y))2d[B]s
]
= E
[
(M(x) −M(y))2
]
≤ E[(M(x)−Mn(x))2] + E[(Mn(x)−Mn(y))2]
+ E[(Mn(y)−M(y))2].
Using the dominated convergence theorem and the fact that M(x) is a.s. in
C0 one has that limx→y E[(M
n(x)−Mn(y))2] = 0 for all n. Finally, from the
convergence of Mn(x) to M(x) in L2(P), for all ǫ > 0 one can find Nǫ such
that E[(M(x)−Mn(x))2] < ǫ and E[(M(y)−Mn(y))2] < ǫ for all n > Nǫ.
We see that for a fixed ω ∈ Ω, one must have that µ(x+ h, s)→ µ(x, s)
except if s ∈ Γ(ω) ∈ B(R) where
∫
Γ(ω) d[B]s(ω) = 0. But since Γ is the
set where the martingale B is constant, one can choose x 7→ µ(x, s) to be
continuous for s ∈ Γ. Finally, for s /∈ Γ we have that µ(s, x + h) → µ(s, x)
a.s.
In the representation M(x) =
∫
µ(s, x)dBs, one has that the process
{µ(t, x)}t≥0 is unique for each x. However, it is not clear if the family of
processes {µ(x);x ∈ R} is unique, which could lead to M being ill-defined.
The next result shows that if x 7→ M(x) is almost surely continuous, then
the representation is unique, up to an equivalence class of processes. This
class of processes is defined by processes equal up to a null set respect to the
measure β : B([0,∞))×F→ [0,∞) given by β(A) =
∫ ∫
1A(s, ω)d[B]sP(dω),
where B([0,∞)) is the Borel sigma-algebra on [0,∞) and 1A is the indicator
function of the set A.
Theorem 3. If x 7→ M(x) is a.s. in C0, then the representation M(x) =∫
µ(s, x)dBs is unique except on a set A ⊂ B([0,∞))×F where E[
∫
A
1d[B]s] =
0.
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Proof. Suppose that M(x) =
∫
µ(s, x)dBs =
∫
ν(s, x)dBs.
E
[∫
(µ(s, x)− ν(s, x))2d[B]s
]
= E[(M(x)−M(x))2] = 0.
Therefore, µ(s, x) = ν(s, x) except maybe on a set Γx ∈ B([0,∞)) × F such
that β(Γx) = 0.
Let {xi}i∈I be a dense subset of R where I is a countable index set.
For each i ∈ I, there exists Ai ∈ B([0,∞)) × F such that β(Ai) = 0 and
where µ(s, xi) = ν(s, xi) on (Ai)
c. Since x 7→ µ(s, x) is a.s. continuous,
µ(s, x) = ν(s, x) except maybe on ∪i∈IAi where β(∪i∈IAi) = 0.
From the previous theorem, one can say that the integrand in the rep-
resentation of M is almost surely unique respect to the sigma finite mea-
sure β. One gets nonetheless that M(x) =
∫
µ(s, x)dBs is well defined.
For a fixed x ∈ R, let µˆ(x) be such that µ(t, x, ω) 6= µˆ(t, x, ω) on A ⊂
B([0,∞)) × F where β(A) = 0 and µ(t, x, ω) = µˆ(t, x, ω) on Ac. Assume
that P(
⋃
t≥0A(t, ·)) > 0 where A(t, ·) = {ω ∈ Ω; (t, ω) ∈ A} is a cross section
of A. For each ω, one must have that
∫
A(·,ω) d[B]s(ω) = 0, which means that
A(·, ω) is a set of times where the martingale B is constant, hence the value
of µ(t, x, ω) for t ∈ A(·, ω) has no impact on the value M(x). On the other
hand, if
∫
A(·,ω) d[B]s(ω) > 0, then one must have that P(
⋃
t≥0A(·, t)) = 0
and µˆ(x) is actually a modification of µ(x).
To establish conditions for the differentiability of µ(x) we first define
Cm,δ(K) =
{
f : R→ R :
∣∣∣∣ ∂m∂xm f(x)− ∂
m
∂xm
f(y)
∣∣∣∣ ≤ K|x− y|δ
}
which is the set of m times continuously differentiable functions with δ-
Ho¨lder m-th derivative. In the following theorem, we need M(x) to be in
C1,δ(K), but we can allow δ and K to depend on ω which gives a more
general result than requiring M(x) to be uniformly in C1,δ(K).
Theorem 4. Let {M(x);x ∈ R} be a family of L20(P) random variables such
that M(x) is a.s. in C1,δ(K), where K and δ are positive F−measurable
and K is in L2(P). Then,
{
d
dx
M(x);x ∈ R
}
is a family of L2(P) random
variables and there exists a family of predictable processes {µ(x);x ∈ R}
such that x 7→ µ(x) is a.s. in C1,
M(x) =
∫
µ(s, x)dBs and
∂
∂x
M(x) =
∫
∂
∂x
µ(s, x)dBs.
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Proof. First, for h ∈ R we find that∣∣∣∣M(x+ h)−M(x)h − ddxM(x)
∣∣∣∣ =
∣∣∣∣ ddxM(α(x, h)) − ddxM(x)
∣∣∣∣ < K|h|δ,
where α(x, h) is a random variable in (x−h, x+h). Moreover, if |h| < 1 we
have that E[K2|h|2δ ] <∞. Then,
lim
h→0
E
[(
M(x+ h)−M(x)
h
−
d
dx
M(x)
)2]
= lim
h→0
E
[(
d
dx
M(α(x, h)) −
d
dx
M(x)
)2]
≤ lim
h→0
E[K2|h|2δ ] = 0. (8)
We then conclude that d
dx
M(x) is in L2(P) since it is a closed space.
Now, from Theorem 2, there exists a family of predictable processes ν
such that d
dx
M(x) =
∫
ν(s, x)dBs. Using the same argument as above, we
have that
lim
h→0
E
[(
M(x+ h)−M(x)
h
−
d
dx
M(x)
)2]
= lim
h→0
E
[∫ (
µ(s, x+ h)− µ(s, x)
h
− ν(s, x)
)2
d[B]s
]
= 0.
We conclude that x 7→ µ(s, x) is almost surely continuously differentiable
almost everywhere respect to d[B]s. As in Theorem 2, one can take µ(s, x)
to be a.s. continuously differentiable for all s ≥ 0.
5.2 General version of the main result
The last theorem provides conditions on M(x) so that the integrand µ(x)
in the integral representation has the regularity required in Theorem 1.
Therefore, it is possible to recover the main result without assuming that
the integral representation is known.
Theorem 5 (Main theorem, general version). Let {M(x);x ∈ R} be a family
of martingales in M20 where x 7→ M(x) is a.s. in C
1,δ(K) where δ and K
are positive and F-measurable and where K is in L2(P). Let H ∈ L20(P) and
assume that HM is closed in L2(P). Then, there exists θH ∈ IM such that
H =
∫
M(ds, θHs ) + L
H ,
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where LH = H −
∫
M(ds, θHs ) is orthogonal to
∫
∂
∂x
M(ds, θHs ), i.e.
E
[(
H −
∫
M(ds, θHs )
)∫
∂
∂x
M(ds, θHs )
]
= 0. (9)
Moreover, ∣∣∣∣
∣∣∣∣H −
∫
M(ds, θHs )
∣∣∣∣
∣∣∣∣
L2
= inf
X∈HM
||H −X||L2 .
Proof. From Theorem 4, M(x) =
∫
µ(t, x)dBt where x 7→ µ(t, x) is a.s. in
C1. Finally, since HM is assumed to be closed, one can apply the results of
Theorem 1.
In conclusion, the next section shows how the above results, in con-
junction with the Clark-Ocone formula, [10], can be applied to martingales
derived from polynomial functions of Brownian martingales.
6 Polynomial functions of Brownian martingales
Theorem 5 extends the result of Theorem 1 to the more general case where
the integral version of the martingales is not known. However, for modeling
and application purposes, the canonical probability space of the Brownian
motion is often rich enough. On this space, all continuous martingales are
Brownian integrals and, in many cases, the integrand is either determined
by the model or can be identified.
In the following, we show how one can build a family of martingales from
a polynomial function of Brownian integrals and get an explicit expression
for the integrand in the integral representation using the Clark-Ocone for-
mula. Then, the solution to the minimization problem (1) is expressed as
the zero of a polynomial function in one variable.
Let Pn,k be the set of real polynomials of degree k with n variables.
To denote such a polynomial, let {δ(i)}
Nn,k
i=1 be a sequence where δ
(i) ∈
{0, 1, . . . , k}n, Nn,k =
(
k+n−1
n−1
)
, and
∑n
j=1 δ
(i)
j = k for all i. Then, for y =
(y1, . . . , yn), let y
δ(i) = Πnj=1y
δ
(i)
j
j and define p{δ}(y) =
∑Nn,k
i=1 diy
δ(i) ∈ Pn,k,
where {di}
Nn,k
i=1 are real coefficients.
Now, assume that (Ω,F ,F,P) is the canonical probability space of the
Brownian motion B. Let Θ = (Θ1, . . . ,Θn) be a vector of Brownian inte-
grals, that is, Θi =
∫
θi(t)dBt for some predictable processes θi and assume
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that for each i, E[|Θi|
m] < ∞ for m = 2, . . . , k. The family of martingales
{M(x);x ∈ R} is constructed from the polynomial function
M(x) =
k∑
i=0
aix
ip
(i)
{δ}(Θ).
where p
(i)
{δ}(y) ∈ Pn,k−i and {ai}
k
i=0 are real coefficients. Without loss of
generality, it is assumed that E[M(x)] = 0 for all x. Otherwise, by defining
M˜(x) = M(x) − E[M(x)], one gets that M˜(x) is centered and is still a
polynomial function of the variable x. From the Clark-Ocone formula, one
finds that
M(x) =
∫
µ(t, x)dBt
where µ(t, x) =
∑k
i=0 aix
i
E[Dtp
(i)
{δ}(Θ)|Ft] and whereDtp
(i)
{δ}(Θ) =
∑n
j=1
∂
∂yj
p
(i)
{δ}(Θ)θj(t)
is the Malliavin derivative of p
(i)
{δ}(Θ) at time t ≥ 0.
Now, restrict H to a polynomial function of Θ, i.e. H = qγ(Θ) where
qγ(y) ∈ Pn,l. Assuming again that E[H] = 0, on has that
H =
∫
htdBt
where ht = E[Dtqγ(Θ)|Ft] =
∑n
j=1 θj(t)E[
∂
∂yj
qγ(Θ)|Ft]. Finally, using The-
orem 1 and Corollary 1, there exists θH such that
H =
∫
M(dt, θHt ) + L
H
where θH satisfies(
h(t) − µ(t, θHt )
)
∂
∂x
µ(t, θHt ) ≡ 0
⇔
(∑n
j=1 θj(t)E[
∂
∂yj
qγ(Θ)|Ft]−
∑k
i=0 a˜i(θ
H
t )
i
)∑k
i=1 ia˜i(θ
H
t )
i−1 ≡ 0
where a˜i = ai
∑n
j=1 θj(t)E[
∂
∂yj
p
(i)
{δ}
(Θ)|Ft].
In the simpler case where p
(i)
{δ}(y) = p{δ}(y) for all i = 1, . . . , Nn,k then,
θH satisfies
k∑
i=0
ai(θ
H
t )
i =
∑n
j=1 θj(t)E[
∂
∂yj
qγ(Θ)|Ft]∑n
j=1 θj(t)E[
∂
∂yj
pδ(Θ)|Ft]
or
k∑
i=1
iai(θ
H
t )
i−1 = 0.
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In the above, the conditional distribution of the n-dimensional Gaussian
vector Θ|Ft is Nn(Θt,Σt) where Θt =
(∫
[t,∞) θ1(t)dBt, . . . ,
∫
[t,∞) θn(t)dBt
)
and [Σt]ij =
∫
[t,∞) E[θi(t)θj(t)]dt. Hence, the integrands ht and µ(t, x) are
defined by the first k moments of the n-dimensional normal distribution
Nn(Θt,Σt).
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