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I. INTRODUCTION
T HE anterior surface of the cornea is responsible for most of the refractive power of the eye [1] . A precise understanding of the shape of the cornea is necessary for diagnosis of corneal disease such as keratoconus, design of customized lenses with aspherical back surfaces for those with corneal ectasia, and for refractive surgical procedures such as LASIK and photorefractive keratectomy. For patients with moderate or advanced keratoconus, precise knowledge of the corneal topography including the scleral region greatly facilitates the design of the back surface of the contact lens such that corneal scarring is eliminated or minimized [2] , [3] . Thus, the problem is to reconstruct the surface of the cornea in 3 dimensions using noisy elevation measurement data. The problem of shape reconstruction from data also arises in magnetic resonance imaging [4] , [5] and the method presented in this article also applies to this application. The study of corneal shape reconstruction is very active with several recent patents (see [6] and references therein), articles [7] - [15] , and expert reviews [16] - [18] . In addition, evaluation of the benefits of the mathematical methods for contact lens design and refractive surgery is also vigorously ongoing [19] - [23] . In Section I-A we summarize the current understanding of the subject. One should note that none of the current methods for surface reconstruction discussed in Section I-A can be proven to be the solution of an optimization problem, and all of them involve choice of parameters either directly by the user, or indirectly through the use of black-box routines provided by a manufacturer.
The novelty of this article is a new algorithm for smooth shape reconstruction with noisy data that is optimal in the sense of least generalized leave-one-out prediction error. The obtained solution is the natural generalization of the cubic spline, but for unit ball domains. This construction is novel and introduces new and powerful tools for the construction of smoothing splines on domains that have not been considered in literature yet. We present an application by constructing the 3D anterior corneal surface of a keratoconic patient using data from a anterior segment optical coherence tomographer. However, it must be mentioned that the method does not depend on the data collection instrument, and can be used with any instrument that measures corneal topographical elevation such as the Orbscan II (slit scan tomography), or the Pentacam or Galilei (Scheimpflug imaging).
A. Current State of the Art in Corneal Shape Measurement and Reconstruction
A placido-disc based videokeratographer uses measurements of slopes over a 7 to 9 mm diameter to calculate axial and tangential maps. Axial maps present the averaged curvature values over a region of the cornea and are useful to determine the overall power of the cornea, while tangential maps provide local curvature changes and are useful in determining pathologies such as keratoconus. It is important to note that in the calculations of the axial and tangential power, measurement noise is not included in the model [24] - [26] . B-spline surfaces were first introduced in the context of corneal topography in [27] . The domain of these splines were rectangular; the knots were to be chosen by the user (the important regularization step); the spline was forced to interpolate one data point in order to remove a null set of solutions; and finally a surface was found using least squares method. Importantly, the knots of the B-splines are on a uniform rectangular grid which does not match the data collected from an OCT which are along radial lines on fixed azimuthal angles on a circle [16] . The significant limitations of using curvature maps to infer elevation is discussed in [28] .
The idea of specifying mean curvatures instead of axial and tangential ones is pursued in [29] . Here, the use of the axial curvature from a placido-disc topographer, followed by filtering (by an arbitrarily chosen filter), and the final approximation by a low-order Zernike polynomial all imply that the resulting surface cannot be characterized as optimal in any sense. Furthermore, it is well known that Zernike polynomials do not satisfactorily characterize the surface features of keratoconic or postsurgical eyes [14] because of the higher order of polynomials that are needed, which causes the parameter identification problem to be ill-posed. Other polynomial expansions such as the generalized Zernike polynomials and Bhatia-Wolf polynomials [30] have also been considered. Our method generalizes these ad-hoc approaches as explained below.
Other instruments developed more recently such as the slit-scanning elevation topographer (Orbscan II), Scheimpflug imager (Pentacam, Sirius), and optical coherence tomographers (Visante) provide elevation information for the cornea as a cloud of points in three dimensional space. The slitscanning topographer uses direct triangulation to estimate the elevation of the anterior surface of the cornea [15] , [31] , and it is important to note that measurement noise is not included in the calculations. The Scheimpflug imager and the optical coherence tomographers can be used to image both anterior and posterior surfaces of the cornea. Both provide elevation information of the corneal surface that can be used directly in the our method.
To better represent the local ectasia in keratoconic eyes, rational basis functions [8] , [9] , and nonuniform rational B-splines [7] were proposed. The key idea in [9] is to combine a global best-fit sphere with Gaussian radial basis functions that provide local fit. It turns out that our optimization problem also results in a solution that can be split similarly. However, there are several limitations with the ad-hoc method in [9] : (i) the nonlinear problem of choice of centers of the radial basis functions, (ii) arbitrariness in the choice of the filter employed to remove noise. For the B-spline approach [7] , the B-splines employed are defined on a rectangular grid (just as in [27] ), the knot-selection is arbitrary, and furthermore the B-splines employed are interpolation splines and not smoothing splines, that is, measurement noise is ignored.
In contrast to all of the above mentioned methods, we develop a smoothing spline that is (1) perfectly suited to the elevation data from an optical coherence tomographer that is along radial lines on a disc domain, (2) non-parametric -that is, it does not require a choice of the number of parameters, (3) includes measurement noise, and (4) optimal in the sense of generalized leave-one-out prediction (generalized cross validation) [32] . In addition, we present a method to calculate confidence and prediction bands for the constructed surface. We note these have not been derived for any of the methods mentioned earlier.
Our method results in a corneal surface that is the sum of two functions that exist in two orthogonal subspaces within the set of twice differentiable, integrable functions-(i) the first subspace H 0 has the set of Zernike polynomials as basis functions, and (ii) the second subspace H 1 has a set of asymmetric radial basis functions as basis. This basis naturally arises as the result of the optimization problem. This point of view unifies all the approaches found in the literature so far for the reconstruction of the corneal surface, such as the use of Zernike polynomials [12] , [33] , generalized Zernike and Bhatia-Wolf polynomials [30] ; radial basis functions [8] ; the combination of a best-fit sphere and radial basis functions [9] ; or the use of non-uniform rational B-splines [7] . The space H 0 may be thought of as providing the global best fit for the shape of the cornea, while H 1 provides the model for the local deformation of the ectasia-the smoothing parameter λ balances the exactness of the fit versus the smoothness of the surface. In the absence of noise, the algorithm naturally leads to λ = 0 as would be expected.
B. Optical Coherence Tomography (OCT)
Optical coherence tomography is a non-invasive imaging technique that is analogous to ultrasound. However, instead of using reflected sound to create an image, OCT uses reflected infrared (800-1310 nm) light. The output image is constructed by measuring with low-coherence interferometry, the echo time delay and wavelength of light that is backscattered or back-reflected from the microstructural features within the biological tissue being probed. For example, the images of the anterior chamber of the eye is shown in Fig. 1 .
Images from an OCT of the anterior chamber of the eye can be used to determine corneal health [34] , and also for corneal topography measurement [35] . Several studies have been conducted to compare pachymetry measurements by OCTs with Scheimpflug imagers, and ultrasound pachymeters [36] - [39] . Compared to other imaging methods, an OCT offers a much higher image resolution and is able to image the cornea as well as the sclera [16] (see Fig. 1 ), which is very important in designing large diameter scleral contact lenses for keratoconic patients. The disadvantage is the reduced azimuthal resolution (see Fig. 1(a) ), which requires a much more involved mathematical approach as outlined in this article to construct the three dimensional anterior corneal surface.
C. Relation to Prior Work
Our work is an extension of the result of Wahba [40] , who considered splines on a unit sphere-the unit sphere is the boundary of the unit ball considered in this article. Wahba's work was used by Kaden and Kruggel [41] , who applied it to the problem of Q-ball imaging. As we shall see, the domain makes a crucial difference in the complexity of the algorithm for the solution.
We cast the problem as a penalized weighted least squares regression (PWLSR) with a penalty on the magnitude of the second derivative (Laplacian) of the surface. To be specific, given data points (
find a smooth surface y = f (x) that interpolates the data points. Here, D is a domain in Euclidean space whose definition depends on the problem, and the solution of the PWLSR problem depends in a crucial manner on D.
It is assumed that the data is noisy with {ε i } independent and identically distributed Gaussian random variables with mean 0 and standard deviation σ . Let denote the Laplace-Beltrami operator. Thus, the requirement is to find a surface y = f (x) that minimizes the penalized least square(PLS) value function:
where B 1 (0) is a unit ball in Euclidean space, w = (w 1 , · · · , w n ) is a set of weights which adjusts the closeness of fit to the observed data and λ > 0 is a parameter that balances the weighted squared residual error as described by the first term in (1) and the smoothness of the estimated function. Of course, penalty functions for smoothness other
is that in one dimension, the solution is the well known smoothing cubic spline [42] . For this reason, we will call the solution of (1) as a smoothing spline. For rectangular domains in two and three dimensions, the smoothing spline is a tensor product of 1D cubic splines [42] , [43] with the main interest in optimizing the numerical computations [5] . The smoothing parameter λ may be chosen using a variety of methods with two popular choices being mean square error of prediction (also known as ordinary cross validation (OCV)) [44] and generalized cross validation (GCV) [32] . A third method, called the oracle process, was employed in [41] . The GCV method has several interesting properties: (a) it is asymptotically a predictive expected (mean) square error criterion. This means that for large n, the optimal λ arising from GCV will give a spline estimate that minimizes the expected square error between the estimate and the true, unknown function [32] ; (b) whereas the computation of the optimal smoothing parameter λ via the oracle process is very tedious and require solution of the penalized regression problem for various values of λ, the GCV method allows computation of the optimal λ without solving the penalized regression problem even once (in fact, the same can be said of the OCV method); (c) the optimal λ is invariant to rotations of the coordinate system. The GCV method for the smoothing spline on unit balls is developed in Section V.
We turn our attention to the domain D and its effect on the smoothing spline and its computation. The representer theorem [40] , [45] states that the smoothing spline is a finite linear combination of basis functions of a certain reproducing kernel Hilbert spaces (RKHS) [46] that depend on the input data. The basis functions for the RKHS depend strongly on the description of the domain D. Non-rectangular domains make the computation of the reproducing kernel much more challenging and therefore not too many concrete solutions are known. For example, an application to diffusion magnetic resonance imaging (MRI) has the unit sphere as the domain D [41] . The penalized least squares problem with a unit circle as the domain may be found in [42] . In both these cases, the symmetry of D leads to fairly straight-forward mathematical solutions. The special difficulty posed by unit ball domains for computing the smoothing spline has not been studied to our knowledge, although such domains appear naturally for corneal topography (a unit disk in two dimensions) and MRI (a unit ball in three dimensions). Although the application presented in this article is for a unit disk to obtain a 2D surface, it is not too difficult to apply the same procedure to the unit ball to obtain a 3D shape for MRI applications.
II. CONSTRUCTION OF THE REPRODUCING KERNEL HILBERT SPACE ON A UNIT BALL
Let B 1 (0) be a unit ball centered at the origin 0 in either R 2 or R 3 , that is B 1 (0) = {x | x T x ≤ 1}. Let H 1 be a semi-Hilbert space, which is a subset of the Sobolev space W 2,2 (B 1 (0)) consisting of functions that vanish on the boundary along with their normal derivative, and satisfy the reproducing condition described below. The inner product on H 1 is:
where the integral is over the volume of B 1 (0), and denotes the Laplace-Beltrami operator. To make H 1 a reproducing kernel Hilbert space, we need to define a reproducing kernel R(·, ·) for H 1 , that satisfies for every f ∈ H 1 and x ∈ B 1 (0),
Here R x (z) denotes the function R(x, z). The construction of R will be presented shortly. By (3), the functions f ∈ H 1 that satisfy f = 0 must satisfy f = 0. Thus, amongst the harmonic functions, only the zero function is in H 1 . Thus H 1 consist of functions in W 2,2 (B 1 (0)) satisfying (i) f (z) = 0 and normal derivative ∂ f ∂n (z) = 0 for points on the boundary z ∈ ∂ B 1 (0), and (ii) the reproducing condition (3). In sub section II-A, we present a method to compute the reproducing kernel for H 1 .
Let H 0 denote the nullspace for the Laplace-Beltrami operator on the unit ball, that is, H 0 = {u | u(x) = 0, x ∈ B 1 (0)}. Reproducing kernel Hilbert spaces of such functions were first explored by J.-L. Lions [47] - [49] . The choice of the inner-product yields different reproducing kernels and therefore different RKHS. The simplest of them all corresponds to the inner-product given by:
where ∂ f ∂n is the normal component of the gradient of f on the boundary ∂ B 1 (0) of the unit ball B 1 (0). For the unit disk in R 2 , ∂ B 1 (0) is the unit circle, and for the unit ball in R 3 , ∂ B 1 (0) is the unit sphere. The total Hilbert space is then H = H 0 ⊕ H 1 . It must be noted that the total Hilbert space for the sphere in [41] consists only of H 0 because a sphere is symmetric with respect to every point on it, but the same cannot be said for a unit ball. The description of the reproducing kernel and the space H 0 will be described in sub section II-B.
Using the splitting of H into H 0 and H 1 , the smoothing spline solution is due the Kimeldorf-Wahba theorem presented below.
Theorem 1: [40] , [42] Given n data points (x i , y i ), where y i ∈ R and x i ∈ B 1 (0), the minimizer f λ of (1) has the form
where
is a basis of H 0 , R(·, ·) is the reproducing kernel for H 1 , and a i , b j are scalars.
The smoothing spline f λ depends on the smoothing parameter λ and the choice of weights w in (1). For a fixed weighting vector w, we will select λ so as to minimize the generalized mean predictive error, also known as the generalized cross validation function [32] .
Below, we construct the reproducing kernel R for H 1 , which yields basis functions {R(x i , ·); i = 1, · · · , n} for H 1 .
A. Basis for H 1
Applying the integration by parts formula to (3), we obtain:
The problem is to select R in order for this equation to hold.
where δ is the Dirac delta function, then the right hand side of (6) satisfies
Therefore, we solve (7) to find the kernel function R. As R x is an element in H 1 , it must satisfy the Dirichlet boundary conditions along with (7):
To find the solution to (7)-(9), the idea is to construct R as the sum of two functions R = K + N, where K solves the (7) over the infinite domain R p with p = 2 or p = 3 (solutions to this problem are well known), and N x solves a much simpler problem than (7)- (9), which has an analytic solution.
In other words, K is the Green's function for the biLaplaceBeltrami operator on R p . This function is easy to solve as shown in Sections III and IV.
Algorithm to compute R x (y)
. In the equations below, the point x is fixed and the differentiation is with respect to z in the above equation. 1) (Find K x ) For all x ∈ B 1 (0) and z ∈ R p solve:
2) (Find N x ) For all x ∈ B 1 (0) and z ∈ B 1 (0) solve:
with boundary conditions: for all x ∈ B 1 (0) and z ∈ ∂ B 1 (0),
3) Stop. From (10), it is easy to see that K satisfies
where G is the Green's function for the LaplaceBeltrami operator on R p .
B. Basis for H 0
The space H 0 is a reproducing kernel Hilbert space as shown in the work of J.-L. Lions [47] - [50] . Lions showed that the reproducing kernel function exists and is unique for a variety of inner products on the space of harmonic functions as it is the minimizer of a constrained variational problem. For the inner-product (4), the reproducing function R 0 (x, z) where x, z ∈ B 1 (0) satisfies [47] :
However, if there exists a countable orthonormal basis {e i ; i ∈ N} for this space, then the reproducing function has a simple formula [48] , [49] :
This fact was used by Wahba [51] to construct a reproducing kernel on the unit sphere S 2 . We will use the same approach to construct a reproducing kernel for the unit ball in Sections III and IV.
III. THE TWO DIMENSIONAL CASE

A. Basis for H 1
In this subsection, we discuss the solution of equations (10)- (12) on R 2 using the algorithm presented in the last section. 1) (Find K x ) On R 2 , it is well-known that G in (13) is given by:
To solve for K x , let us use polar coordinates, and assume for simplicity that x is the origin. DenoteK = K 0 in polar coordinates. Then,
which impliesK
Therefore, for x, z ∈ B 1 (0),
and for x ∈ B 1 (0) and z ∈ ∂ B 1 (0),
Note that (17) is computed on the circle with radius x − z centered at x. Functions (16) and (17) form the boundary conditions to the biharmonic equation (11) .
Let N(r, φ) be a biharmonic function on B 1 (0) in polar coordinates. Therefore, we can express N(r, φ) as a Fourier series:
The problem is to find u k (r ) and v k (r ) using the boundary conditions. By using a Theorem from [52] we find that u k (r ) and v k (r ) satisfy the equations
for 0 < r < 1 and 0 ≤ φ ≤ 2π. For equations (19) and (20) where k ≥ 0, we have the following solution subspaces [53] : for all k ≥ 0, H k = span{r k , r k+2 }. Hence, the functions u k and v k have the following forms: u 0 (r ) = c 0,1 r + c 0,2 r 2 , and for k ≥ 1,
To find the coefficients c k,1 , c k,2 etc., we expand the known boundary conditions using a Fourier series and compare terms as shown below. Let z = (ρ, φ) in polar coordinates. Then for z ∈ ∂ B 1 (0), (1, φ) . As K x (1, φ) and (1, φ) are continuous functions, then we can represent them using a Fourier Series. By setting: ( 1, φ), we solve for the coefficients c k,1 and c k,2 etc.
B. Basis for H 0
H 0 consists of harmonic functions. Therefore, one may choose the representation [49] , [53] :
[a n r n cos(nθ) +ã n r n sin(nθ)].
Instead of the representation (21), a Zernike or Bhatia-Wolf polynomial expansion may also be used. The Zernike polynomials are obtained after a Gram-Schmidt orthonormalization process is applied to the polynomials in (21) . Let x = (r, θ) and z = (ρ, φ). Then, the formula for the reproducing kernel for H 0 is [49] :
We will show how to compute the coefficients a n andã n in Section V.
IV. THE THREE DIMENSIONAL CASE
A. Basis for H 1
On R 3 , it is well-known that G in (13) is given by:
Therefore,
Functions (23) and (24) form the boundary conditions to the biharmonic equation (11) as shown in (12) . The solution to these equations can be found using the exact same method as in the two dimensional case by expanding a function using scaled spherical harmonic functions instead of the Fourier series. We do not dwell on the details here for lack of space.
B. Basis for H 0
The basis for H 0 are simply spherical harmonic functions scaled by a function of the radius. Using spherical coordinates, x = (r, θ, φ), they are described by:
where Y m l are the spherical harmonic functions on a unit sphere. This space is used in [41] to compute cubic splines on a sphere for a Q-ball imaging application.
V. CONSTRUCTION OF THE SMOOTHING SPLINE
In this section, we present an efficient method for selecting the smoothing parameter λ, which does not involve an oracle estimation process and show that the parameter can be computed before the construction of the smoothing spline. We illustrate the method for the unit disk domain.
By the representation theorem 1, the smoothing spline surface is given by: (where x = (r, θ))
[a n r n cos(nθ) +ã n r n sin(nθ)]
where we use 2N + 1 basis functions for H 0 . This equation is the prediction equation using which we can predict the value y at any given point x ∈ B 1 (0). S is a 1 × (2N + 1) vector, which is defined so that Equation (26) makes sense. The prediction equation (26) applied to the data points (x i , y i ) results in the predicted vector:
where S is n × (2N + 1) real matrix and R is the matrix
Let α α α and β β β be vectors of true values so that the regression model is:
where the elements of are independent an identically distributed with mean zero and variance σ 2 . That the matrix R is symmetric follows from the symmetry of the reproducing kernel in a reproducing kernel Hilbert space [46] . Let W = diag(w i ) be a diagonal matrix representing weights at the data points. The cost function (1) may be written as:
By setting the first derivative of J with respect to a and b equal to zero, we obtain the following equations:
In order to solve the equations, we need to choose a value for λ. As λ = 0 leads to the interpolating spline without penalty estimation whereas λ = ∞ leads to the least square linear regression estimate, the best value for λ will be between the two extremes of 0 and ∞. We now derive the expression for generalized cross validation function that depends only on the data and λ. Our derivation below using the QR decomposition exploits the special structure of Equations (29) - (30) .
Denote m = 2N + 1. Suppose S is of full column rank so that n > m, in other words, we have more data than parameters. If this is not true, then the choice of N is too large. Apriori one may choose m = n if n is odd, or m = n − 1 if n is even. Let
be the pivoted QR-decomposition of S with Q orthogonal, P is a permutation matrix, and T 1 upper triangular and invertible.The dimensions of Q 1 and Q 2 are n × m and n × (n − m) respectively. The columns of Q 2 are orthogonal unit vectors. By (30) , b is of the form:b = Q 2 w. Let a = P v. By pre-multiplying (29) by Q T 2 , we get:
The matrix on the left hand side is invertible as it is a product of full rank matrices. The equation can be solved for w and consequently b if λ were known in (32) . Below we show how to obtain λ without solving for w. First we write w and v as functions of λ:
The variables a and b depend on λ and the data according to:
Note that the above equations cannot be simplified easily as Q 2 Q T 2 = I n . Substitute a and b in (27) to obtain:
where A(λ) is the hat matrix (sometimes referred to as influence or smoothing matrix):
which is a n × (n − m) matrix. Let X −1 X T = V V T be a singular value decomposition, with = diag{ϑ 1 , · · · , ϑ n−m }. Let us define ϑ i = 0 for i > (n−m) to simplify matters. With the above definitions, we obtain a formula for the GCV function as:
This function may be compared with the one for ridge regression presented in [32] . The above function needs to be minimized with respect to λ. The minimum may be found using either bisection method or Newton's method. Once λ is found, we find a and b through (35) and (36) .
VI. APPLICATION TO CORNEAL TOPOGRAPHY
In this section, we apply the theory developed in the previous sections to the data shown in Fig. 1 .
The computations were performed on Matlab © vR2015b on a laptop computer with Intel(R) Core(TM) i5-3230M CPU, with 8.0 GB RAM, and running Windows 10, 64-bit operating system. 
A. Data Collection
Unfortunately, due to proprietary reasons, the raw data from the images were not available to us for this study. Hence, elevation of the anterior surface for the 0-180, 45-225, 90-270, and 135-315 degree planes were manually collected from the images at 64 points. The scleral spurs in each of these images were identified and connected with a segment. The four planes in Fig. 1(a) pass through a single point. This point was identified on the segment in each of Fig. 1(b) , (c) and (d) using Fig. 1(a) . The anterior surface at the scleral spur has a non-zero elevation. The data was extrapolated using the slope at the boundary to obtain the disc domain on which the surface is constructed so that the surface elevation is zero at the boundary of the disc. We added 32 equally spaced points to the boundary with elevation zero. Due to the manual data collection process, the standard deviation of the noise is expected to be much higher than what would be expected if the raw data were available. The resolution is 18 micrometers according to the manufacturer, but the estimated standard deviation for our manual process (explained in Section VI-C) is slightly higher (see Table I ).
B. Smoothing Parameter Calculation
The smoothing parameter λ may be computed by several methods. For all the methods, the weights w i were set to be 1. 1) Oracle estimation process: This method was used by Kaden and Kruggel [41] for the smoothing spline over a sphere. In this method a set of data point forms the testing set. For various values of λ, a solution is found to (29)-(30) using the training set, which is the complementary set to the testing set. The prediction errors at the testing set is computed for each λ value. The testing set is varied, and the mean squared prediction errors is calculated for each value of λ. The λ value that yields the minimum for the mean squared prediction error is chosen as the smoothing parameter. 2) Ordinary cross validation: The ordinary cross validation function is [32] , [40] :
where a ii is the (i, i )th element of the hat matrix A(λ). This quantity may be minimized directly as a function of λ. Fig. 2 . Plot of the generalized cross validation function V λ versus λ (see (38) ). V λ has a minimum at λ = 8.9 × 10 −6 . Fig. 3 . The reconstructed corneal surface using the generalized cross validation method for data from a keratoconic patient shown in Fig. 1 . The ectasia can be clearly seen. The measured data is shown using asterisks. The axes are in millimeters (mm). The RMS residual error at the data points is 23.5 micrometers.
3) Generalized Cross Validation: This is the process described in Section V. The plot of V (λ) given in (38) versus λ is shown in Figure 2 .
C. Computation of Confidence and Prediction Bands
Once λ is computed, the parameters a and b in (29)-(30) were solved for, and the smoothing surface constructed using (27) . The result is shown in Fig. 3 . A boot-strapping process is employed to compute confidence and prediction bands for the surface. In this process, we resample the data set with replacement and form new data sets Y (k) , k = 1, · · · B. 
These formulae are used to calculate E(E) and E( E 2 ). We set B = 400 in our computations. One can easily derive the following equation for the expected squared residual error (page 83 in [54] ):
(1+nλ ϑ i ) 2 , where we have used the same notation as in (38) . Hence, σ can be estimated using (40) . For our manual data collection method, the estimated σ is shown in Table I . Fig. 4 . Simultaneous 95% confidence and prediction bands along the 0-180 axis for the anterior surface in the OCT image shown in Fig. 1(b) . The axes are in millimeters. The zoomed-in box shows an inner dark grey, confidence band, and an outer light grey prediction band. The manually collected data are plotted as dark points. The method used is generalized cross validation.
We can write the prediction equation (26) 
Hence the confidence interval at x for large n is,
where α is chosen to be 0.05 for 95% confidence bands. Similarly, the prediction interval at x for large n is,
Discussion: The result of the computations is shown in Table I . One can clearly see the bias-variance trade-off in the RMSRE versus σ columns. Smaller values of λ yield closer fit to the data as measured by the RMSRE (which is as expected from (1)) but the estimated variance of the noise is larger. Fig. 4 shows the simultaneous 95% confidence band (dark grey) and prediction band (light grey) along the 0-180 degree axis for the surface shown in Fig. 3 , with the data plotted as dark points. The average width of the confidence and prediction bands are 78 and 164 micrometers respectively. The bands for the other axes are very similar and not shown here for lack of space.
