The GP(I) zone formation during quench is simulated in an industrial Aluminum alloy AA7449 75 mm thick plate by using a multi-class precipitation model. For this purpose, results of in situ SAXS experiments are reported. A methodology is presented that takes advantage of the collected data to derive i -a thermodynamic description for GP(I) zones from reversion heat treatments by using a solubility product and ii -the influence of excess vacancies on diffusion coefficients. This approach allows reproducing reasonably well the GP(I) zone formation measured during rapid cooling. Further, the simulated as-quenched surface yield strength compares well with experimental results reported in the literature.
Introduction
Heat treatable Al-Zn-Mg(-Cu) Aluminum alloys (AA7xxx) are widely used as structural components owing to their high specific strength, low corrosion susceptibility and high damage tolerance. The fabrication of AA7xxx Aluminum alloys requires a number of thermo-mechanical steps, ending with the age-hardening treatment, which is tailored to adjust the mechanical properties to the end product.
The age-hardening treatment consists of solutionizing, quenching, stretching and multi-step aging along the typical precipitation sequence leading to the equilibrium η phase (Mg(Zn,Cu,Al) 2 ) in the Al-Zn-Mg(-Cu) Materials and Design 112 (2016) [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] system: GP(I) zones → η′ → η [1] . This precipitation sequence has received a number of refinements, which have shown that depending on the alloy composition and thermal treatment (isothermal vs. nonisothermal, temperature range) several types of GP zones of different morphology could be formed, leading to different sub-types of η′ precipitates [2] [3] [4] . The quenching step from the solution treatment temperature is particularly critical, as it must be adjusted to balance between two contradictory effects, namely quench-induced coarse precipitation with sizes around 100 nm, and the generation of internal stresses that result from thermal gradients which induce thermal strains and inhomogeneous plastic strain near the surface of the quenched parts. Residual stresses increase in magnitude with the size of the parts because of higher thermal gradients between the surface and the center [5] . Different processes can be applied to reduce the residual stresses, such as stretching that is commonly used for plates. For complex geometries as in the case of forgings stress relief is not always possible. Yet, residual stresses cannot be removed completely and part distortions can still occur [6, 7] , which make final shape corrections necessary, thereby increasing the manufacturing time cycle and costs [8] .
In addition to the formation of residual stresses it has been evidenced that lower cooling rates in larger products can lead to material property variations due to quench-induced precipitation [9] . The heterogeneous formation of the coarse equilibrium η phase has been evidenced at high temperatures during quench, predominantly on grain boundaries and dispersoids [1, 10] . The formation of these coarse η precipitates has a detrimental effect on the final mechanical properties [1, 11, 12] and decreases the yield strength during quench [13] . A limited number of studies have simulated this heterogeneous precipitation during quench [9, 14] .
In contrast, homogeneous precipitation during quench has received little attention since the temperature changes during quench are usually rapid and this homogeneous precipitation is difficult to deconvolute from the subsequent natural aging that occurs rapidly after the end of the quench. Zhang et al. evidenced low temperature precipitation during fast cooling by using DSC from 250 to 150°C in a commercial AA7150 alloy, which they first ascribed to the homogeneous nucleation of the η′ phase [15] . In a more recent study, it was shown that this low temperature reaction originated from the precipitation of the platelet shaped Y-phase. The Y-phase features a high aspect ratio and a similar structure as the T 1 (Al 2 CuLi) phase, which is observed in Al-Cu-Li alloys [16] . Schloth et al. evidenced by in-situ SAXS measurements the formation of nanosized precipitates in the AA7449 alloy during cooling close to industrial practice, which harden the material during quench [17] . The size of these precipitates was observed to be consistent with the formation of GP zones.
An attempt to simulate quench-induced homogeneous precipitation was first proposed by Godard but he could not verify his results against experimental findings [9] . Recently, Starink et al. proposed a model for linear cooling and strengthening in Al-Zn-Mg-Cu alloys taking into account the formation of three phases during cooling. Their modeling approach considers the formation of the S (Al2CuMg) phase at high temperature, the η phase at medium temperature and a Zn\ \Cu rich platelet phase at lower temperature between 250°C and 150°C [18] .
Precipitation simulations during cooling can be linked with a thermo-mechanical model in order to investigate the influence of precipitation on residual stress predictions as shown by Godard [9] . In the case of a 400 mm AA7010 thick plate the influence was small. However, Chobaut et al. recently stated that the residual stress formation during quench in thick AA7449 plates requires considering the influence of this homogeneous low-temperature precipitation on the mechanical properties [19] . As will be shown in Section 3.1, these low-temperature precipitates formed during rapid cooling give rise to isotropic smallangle scattering and therefore must be of near-spherical shape. Therefore, in the following we will consider that they consist mainly of GP(I) zones and that other phases of high aspect ratio, such as the GPII zones or the Y phase, can be neglected.
The formation kinetics of GP(I) zones at room temperature has been the subject of several studies [20, 21, 22] . The GP(I) zone formation was attributed to the migration of Mg-vacancy complexes, which was supported by apparent activation energy of 0.69 eV [20] . Kenesei et al. evidenced that the GP(I) zones nucleate at room temperature after quenching and grow in size and volume fraction with time. This study was based on in-situ small-angle X-ray scattering [21] . Further, they showed that the growth of GP(I) zones was controlled by the migration of Zn and that Cu slowed down the precipitation kinetics at room temperature.
The aim of the present paper is to develop a simulation of the formation of GP(I) zones during quenching which is capable of accounting for the major precipitation effect on the residual stress formation. The methodology is based on an experimental study which consists in quantifying the kinetics of GP(I) zone formation during quenching and subsequent reversion heat treatments. This experimental study allows developing a model for the formation of GP(I) zones using a dedicated thermodynamic description and taking into account the influence of excess vacancies on diffusion.
Experimental and numerical methods

Materials
In this work, the commercial AA7449 Aluminum alloy was used. It was provided as as-quenched (and natural aged) plate with a thickness of 75 mm by Constellium C-TEC (Voreppe, France). The range of chemical composition of the alloy is Al - [7.5, 8.7 
Cu (in wt.%). The specimen size was 3 mm × 25 mm × 0.5 mm. They were taken from the quarter thickness of a 75 mm plate to ensure a similar composition for the investigated samples since macrosegregation is common in thick plates. The samples were then solutionized for 1 h at 474°C and quenched in water to dissolve all residual precipitation. The remaining minor quantities of intermetallic such as Al7Cu2Fe and dispersoids such as Al3Zr did not change during the experimental study.
Small-angle scattering
Fast time-resolved SAXS experiments were performed at the cSAXS beamline of the Swiss Light Source (SLS) at the Paul Scherrer Institut (PSI) (Villigen, Switzerland), at a wavelength of 0.774 Å (16 keV) with a beam size of 200 μm × 200 μm. The range of accessible momentum transfers was 0.007 Å − 1 ≤ q ≤ 1 Å −1 . A laser-based heating system was used to apply the different heat treatments. The experimental setup is explained in more detail in reference [17] . SAXS images were recorded every 0.5 s to follow the dynamic processes during the various heat treatments. The samples 3 mm × 25 mm × 0.5 mm in size were solution treated with subsequent quench into water and stored in a freezer prior to the SAXS experiments. Before each in situ quench, the samples were solution treated for 7 min at 474°C to homogenize the microstructure. The quench intensity was designed to reproduce the cooling of the alloy at different distances from the plate surface. Different cooling rates were achieved by controlling the thermal gradient between the sample holder and the heating spot on the sample. The fastest cooling (20-100 K s −1 at high temperature) was achieved by shutting of the laser; medium and slow cooling rates (20-0.5 K s − 1 ) were reached using a PID control. At lower temperature, Newtonian cooling took place. These three quenches are compared with cooling curves measured in the 75 mm thick plate during water quenching at Constellium laboratory in Fig. 1 . The medium quench (MQ) is close to what happens at the plate center (mid thickness) whereas the fast quench (FQ) reproduces the cooling of the plate not at the surface but at some distance beneath the surface. The slow quench (MQ) reproduces the cooling at center of thicker plates, e.g. 140 mm in thickness.
The SAXS experiments of long duration were performed on a laboratory rotating anode at the SIMAP laboratory in Grenoble. A Cu K α source was used giving a wavelength of 1.54 Å (8 keV). The samples featured typically a thickness of 80-120 μm. The size of the X-ray beam was 1 mm × 1 mm giving an illuminated volume of roughly 1 mm × 1 mm × 0.1 mm. Reversion heat treatments were carried out using a dedicated furnace [23] . The signal was recorded with a CCD camera. The accessible range of scattering vectors was limited to 0.04
. The samples were in the T4 state, i.e. containing only GP(I) zones, before they were heated to 300°C ± 2°C with heating rates 1 and 5 K min , respectively. The intensity was azimuthally averaged for each scattering vector since the 2D SAXS images revealed isotropic scattering for all scattering angles. The scattering spectra were corrected for electronic noise, flat field of detector, and background. The absolute intensity was normalized using glassy carbon as a secondary standard [24] .
The structural parameters such as precipitate radius and volume fraction were estimated by assuming spherical precipitates and using a model independent analysis as described by Deschamps and de Geuser [25] . More details about the applied procedure can be also found in Reference [17] . In addition, it has to be mentioned that the relative uncertainties of the volume fraction calculations cannot be expected to be better than ±10%. This is due to the uncertainties related to the absolute intensity calibration, the extrapolations of the data to 0 and infinity, and the assumptions of the chemical composition of the precipitates [26] .
The SAXS spectra at the end of the cooling were additionally subjected to model dependent analysis by using the SASfit software [27] . The form factor of a sphere was used and the lognormal size distribution was assumed to simulate the scattering signal of GP(I) zones and in order to derive the precipitate size distribution at the end of rapid cooling.
Precipitation and yield strength model
A classical thermodynamic based nucleation and growth model of Eulerian type was used in this study. A detailed description of the model is found in Reference [28] . A solubility product approach was developed to establish a thermodynamic description for the GP(I) zones. The regular solution model is only valid when the alloy is sufficiently dilute, which is a reasonable assumption for most commercial AA7xxx alloys. The chemical composition of the GP(I) zones was assumed to be AlZnMg, in agreement with literature [29, 30] . Yet, this is a crude assumption as the chemical composition can change as a function of temperature and aging time [29, 31] . The relationship between the solubility limits of Zn and Mg in the Al matrix can then be written as [32] : ] of formation of the phase, respectively. The solvus boundary of the GP(I) zones was estimated from the change in volume fraction during several dissolution heat treatments. The volume fraction was normalized to its initial value because this normalization allows compensating the uncertainties on the volume fraction measurements and providing a consistent measurement of the dissolution kinetics. The absolute volume fraction f v of the thermodynamic description is calculated by using a simplified solute balance:
where X 0 Mg is the gross Mg content of the alloy and X P Mg is the Mg content in the precipitate. Such thermodynamic description is relevant enough for studying the effect of quench rate. The influence of vacancies on the diffusion rate was considered by using adapted diffusion coefficients for Zn and Mg. To this aim, the supersaturation of vacancies, S, was calculated as 
In ] depends on the vacancy supersaturation and also on the density of sinks. A simplified equation based on Fick's law was proposed by Godard [9] , which takes only one type of vacancy sinks into account:
where τ is the characteristic time [s], which can be calculated as:
where l is the distance between the vacancy sinks [m]. The initial value of the vacancy concentration, X v , is the equilibrium vacancy concentration at the solutionizing temperature, X v,eq . Subsequently, the annihilation rate ∂ X v /∂t was calculated for each time step during the heat treatments that followed the solutionizing treatment. The enthalpy of vacancy formation H 0 , vacancy migration energy H m and characteristic diffusion length l were adjusted with experimental data presented in reference [17] . The values of H 0 = 68,000 J mol −1 , H m = 68,007 J mol −1 and l = 0.25•10 −6 m allowed us to simulate the measured evolution of the precipitate radius and volume fraction during a fast quench (FQ), a medium quench (MQ) and slow quench (SQ). The binding energies between vacancies and Zn and Mg atoms were assumed to be 12,520 and 24,080 J mol − 1 as in [9] although first-principles analysis by Wolverton [34] yielded much lower values.
The supersaturation of vacancies increases the diffusion so that the effective diffusion of an element, D eff , is calculated as: ]. The adapted diffusion coefficients were fitted using the Arrhenius law to determine the effective diffusion parameter D 0,eff and Q eff used as input for the precipitation modeling in the lower temperature regime between 40°C and 220°C.
Yield strength model
The yield strength at room temperature, σ YS [MPa], was calculated by using an additive strength law as proposed by Fribourg et al. [35] :
where Δσ 0 is a constant, 10 MPa for the present aluminum alloy, originating from the lattice friction, the dislocations and the grain bound- [36, 37, 38] . The global parameter K SS was calibrated from the as-quenched yield strength of the AA7449 alloy. Tensile tests were performed directly after rapid cooling in the range − 50 to − 80 K s − 1 from the solutionizing temperature to room temperature in a Gleeble machine. The parameter p of the precipitate shearing law was calibrated by performing the same cooling conditions with the Gleeble machine as done for the in situ SAXS experiments. The microstructural information, such as precipitate size and volume fraction, estimated from SAXS measurements were linked with the mechanical properties obtained by the Gleeble tests.
Results and discussion
Thermodynamic description of GP(I) zones
3.1.1. Nature of the quench-induced nano-sized precipitates It has been recently shown that nano-sized clusters, i.e. regions of higher solute concentration, form in the AA7449 alloy during quenching close to industrial practice [17] . SAXS measurements revealed the formation or dissolution of these nano-sized clusters but their nature remained unclear. In order to characterize their nature, the dissolution behavior of these quench-induced clusters was compared to the dissolution behavior of GP(I) zones during heating. Fig. 2 shows a typical 2D-SAXS image, which is representative for the precipitation state at the end of a rapid cooling. This image presents the un-normalized data, i.e. the number of ADUs (CCD counting units) per pixel. Low q values are reached close to the center (direct beam) of the 2D image behind the beam stop. High q values are met further away from the center/direct beam. Scattering effects are visible in the low q-region close to the beam stop. This scattering effect at low q indicates large scattering objects, which are most likely due to the formation of the η precipitates at high temperatures during rapid cooling. Scattering is also visible in the high q-region, with a ring of scattering intensity. This scattering effect is isotropic, which indicates that the main precipitation phase in the high q-region has a spheroidal shape. The fact that a scattering ring is observed (i.e. a maximum of scattering intensity vs. q is present) means that the distance between clusters is of the same order as their size. Clusters with a blocky structure [29] , GP(I) zones and the Y-phase [16] have been evidenced in Al-Zn-Mg-Cu alloys after fast cooling. Yet, phases with a high aspect-ratio such as GP(II) zones [17] , the Y-phase or T 1 (Al 2 CuLi) phase lead to a highly non-isotropic scattering pattern [39] . The Y-phase was evidenced after linear cooling with − 10 to − 30 K s − 1 in a AA7150 alloy, which feature a much lower Zn content and a slightly elevated Cu content compared to the AA7449 alloy. Therefore, in the following we will consider that precipitates with a spherical shape dominate in the AA7449 alloy for cooling conditions close to industrial practice and that the Y-phase plays only a minor role if present. Fig. 3 illustrates the heat treatment performed on a AA7449 sample that was initially in the T4 state. The sample was heated up with an average rate of 7 K s −1 to the solutionizing temperature and held for 7 min before it was cooled down at a rate between 20 and 30 K s −1 to form quench-induced clusters, corresponding to industrial practice [38] . After quenching the sample was heated up again with an average rate of 5 K s −1 to the solutionizing temperature.
The corresponding SAXS data for the dissolution of the GP(I) zones initially present in the T4 state and for the dissolution of the quench-induced precipitates are shown in Fig. 3b and c, respectively. The scattering curves are shown in Kratky representation (I.q 2 vs. q where I is the scattered intensity and q the scattering vector) as a function of temperature. The intensity is illustrated by the colour of the 2D image, where low scattering is in blue and high scattering in red or white when the intensity is higher than 0.25 Å −5
. The maximum of 0.25 Å −5 was chosen to better observe the scattering peak resulting from the quench-induced clusters in Fig. 3c . A broad scattering peak due to GP(I) zones is visible at a q-value of 0.3 Å −1 before heating in Fig. 3b . The absence of scattering at low q values shows that no heterogeneous η precipitates were formed during the quench preceding the T4 initial temper of the sample. Upon heating the GP(I) zones scattering peak is stable until 100°C. With further heating the intensity of the GP(I) zones peak at high-q values starts to decrease. This is due to the dissolution of smaller particles, which become unstable (Gibbs Thomson capillarity effect). Fig. 3b shows that around 150°C the GP(I) zones scattering peak has decreased drastically. With further increasing temperature around 170°C the scattering peak splits into two parts, which indicates two different phenomena. The smaller GP(I) zones dissolve completely between 200 and 250°C. The larger GP(I) zones seem to remain stable and transform into η′ precipitates as indicated by the connected scattering peaks. Alternatively, they also have dissolved and η′ forms from the solid solution. Yet, this point cannot be clarified only from the scattering data. The η′ precipitates grow with further heating and transform into η, which is evidenced by a shift of the scattering peak to lower q values. Around 300°C, η starts to dissolve but continues to grow until 440°C when the scattering signal shifts to lower q and finally disappears from the measured q-range. These dissolution temperatures are in the range of those measured by Puydt et al. on an AA7020 alloy [40] . Fig. 3c shows the dissolution of the quench-induced clusters which looks very similar to the dissolution of the GP(I) zones presented in Fig. 3b . At the end of the cooling from the solutionizing temperature, a scattering peak due to the quench-induced clusters is seen, yet with a smaller intensity compared to the GP(I) zones of the T4 material, revealing a smaller volume fraction of scattering objects. In addition, at lower q values scattering is observed that originates from the quench induced heterogeneous η precipitates. Increasing the temperature leads to the dissolution of the quench-induced precipitates in a similar manner compared to the GP(I) zones of the T4 material. A small difference is that the shift of scattered intensity to lower q-values starts slightly earlier compared to the T4 material. This small difference can be related to either the smaller heating rate (5 K s − 1 vs 7 K s − 1 ) and/or a higher amount of excess vacancies directly after quench compared to natural aging of 4 days, which enhances the solute transport. The trends observed in the scattering plots are supported by the quantitative analysis. Fig. 4 shows quantitatively the evolution of the GP(I) zones and quench-induced clusters in terms of Guinier radius and volume fraction upon heating. In the naturally aged material, the volume fraction and radius of the GP(I) zones (10% and 0.6 nm) is higher compared to that of the quench-induced clusters (5% and 0.5 nm). Between 80 and 150°C the volume fraction decreases and the average radius increases in both cases. The average radius increases due to the dissolution of smaller particles. The splitting of the precipitate size distribution takes place earlier for the quench-induced clusters (100°C) compared to the GP(I) zones (150°C), which can be linked to the smaller size and volume fraction. The increasing radius between 150 and 200°C could be related to the appearance of η′, which also stabilizes the volume fraction. η′ is seen to form earlier in the case of the quench-induced clusters. As mentioned before, this can be due to the slower heating rate and/or a higher concentration of non-equilibrium vacancies. Further heating shows an increasing radius of η′ and η and decreasing volume fraction from around 300°C until 470°C.
The dissolution behavior of the quench-induced precipitates is very similar to the dissolution of the GP(I) zones that formed during natural , long enough after quenching so that the sample has cooled down at room temperature. The Kratky plots are shown as function of temperature, where the intensity scales in the colored scale bar. The intensity was scaled to a value of 0.25, which presents the intensity maximum of the high-q peak in (c). aging for 4 days. Therefore, it can be assumed that the precipitates formed during the investigated quench are actually GP(I) zones.
Thermodynamic description of GP(I) zones using the solubility product
In order to model the formation of GP(I) zones during quenching a thermodynamic description is required. Since the quench-induced precipitates were characterized as GP(I) zones, a thermodynamic description can be established from GP(I) zones dissolution (reversion) experiments by using the solubility product. Fig. 5 shows the normalized volume fraction evolution of the different reversion heat treatments that have been performed. The volume fraction was normalized to the initial value near room temperature reported in Fig. 4 . The dissolution of the GP(I) zones starts for all average heating rates at around 80°C and show a similar decrease in volume fraction with further heating, except for the case of 1 K min
, which drops slightly faster. The decrease of the volume fraction stabilizes at temperatures between 140°C and 180°C, which is related to the formation of η′ precipitates. The end temperature of the partial reversions shifts to higher values as the heating rate increases. In addition, the volume fraction of GP(I) zones that is present in the sample when η′ appears decreases with increasing heating rates.
Based on the reversion heat treatments and the dissolution behavior of the GP(I) zones a thermodynamic description is established using the solubility product given by Eq. (1). Copper is excluded from the description since it is the slowest diffusing element. Indeed, it was shown in literature that the activation energy of GP(I) zone nucleation and growth is close to the Mg activation energy (0.6 eV ≈ 58,000 J mol
) in Aluminum [20, 41] . Therefore, the GP(I) zone formation is controlled by the motion of Mg atoms [42] and not Cu. In addition, the Cu content in GP(I) zones is typically small [29] and increases only after long aging time in the precipitates [31] .
The thermodynamic description is obtained by adjusting the parameters ΔH 0 and ΔS 0 so that the normalized volume fraction of the thermodynamic description fits the experimental results in the temperature range [20°C, 190°C] . The curvature effect is taken into account by using the measured radius at the end of the reversion heat treatment (0.45 nm) and a typical value for the interfacial energy (0.01 J m −2 ) of coherent precipitates such as GP(I) zones. The calculated equilibrium volume fraction of 8% at room temperature assuming the chemical composition of the GP(I) zones to be AlMgZn is in the range of the experimental values [17, 32, 35] .
The thermodynamic description of the GP(I) zones is found to compare well with the dissolution behavior observed for the GP(I) zones in the experiments until the η′ precipitates appear. Good , ΔS 0 = 10 J mol −1 K −1 [33] ). The solvus temperature of the GP(I) zones in the AA7449 is then 184°C, which agrees well with results reported in literature [41] . With the present thermodynamic description, the modeling approach is limited to the solvus boundary of the GP(I) zones. A second description for the η′ phase and a conversion criterion to pass from one phase to the other would be needed to describe for example the complete reversion heat treatments. However, during rapid cooling GP(I) zones were predominantly found to form and control the yield strength evolution during the quench step [17, 36] , so that the description of this phase only should be sufficient in the present context.
Model calibration
The model was calibrated against the experimental in situ SAXS measurements reported in reference [17] . The model parameters used to simulate the GP(I) zone formation during cooling are presented in Table 1 .
The nucleation parameters of the model were adjusted in order to have an average size of GP(I) zones that is close to the experimentally measured size reported in reference [17] . An interfacial energy of 0.01 J m The parameters used to estimate the excess vacancies, e.g. H 0 , H m and l, were adjusted in an iterative way so that the modeling results of the three cooling rates (fast quench -FQ, medium quench -MQ and slow quench SQ) match the experimental results. The modeling results depend sensitively on these three parameters and therefore, on the effective diffusion parameter. The 68,000 J mol −1 found for H 0 is in between the values proposed in literature (67,000 and 72,240 J mol −1 ) Fig. 5 . Normalized volume fraction evolution for several reversion heat treatments for the AA7449 alloy in the T4 state. The normalized equilibrium volume fraction is also shown (black line) and the influence of the curvature effect on the solvus boundary is emphasized (red line). The labels indicate an average heating rate for each experiment.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Number of classes for the particle size distribution Nb clas 1000 Maximum radius for the particle size distribution R max 2 · 10 
Effective diffusion coefficients
It was shown in the previous Section that excess vacancies have a marked influence on the activation energy of GP zone formation. Therefore, the influence of excess vacancies on kinetics is taken into account in the modeling of precipitation during cooling by using adapted diffusion coefficients. The excess vacancy concentration was calculated by solving Eqs. (4)- (7) for cooling FQ, MQ and SQ and the supersaturation of vacancies was estimated using Eq. (3). Fig. 6a shows the calculated supersaturation (enhancement factor S) of vacancies together with the cooling rates of FQ, MQ and SQ. In all three cases, the vacancy concentration is in equilibrium until 250°C but increases with further cooling to room temperature. At the conclusion of the cooling, the highest supersaturation of vacancies is observed for the fastest cooling FQ, which is ten times higher than the supersaturation associated with the slowest cooling SQ.
Using these values for vacancy supersaturation, the effective diffusion coefficient was calculated using Eq. (3) and fitted with modified values for activation energy and pre-exponential factor in the temperature range 40-220°C. This is exemplarily shown for Mg and the three cooling conditions in Fig. 6b . Similarly to the supersaturation of vacancies, the calculated effective diffusion is highest for FQ, intermediate for MQ and slowest for SQ. The effective diffusion rate of the three cooling schedules deviates at 250°C from the equilibrium diffusion of Mg and is three to four orders of magnitude higher at room temperature. The fitted effective diffusion coefficients are also presented (dashed lines) for the three cooling's. They represent relatively well the effective diffusion at lower temperatures (20-200°C ). Yet, the quality of the fits decreases from FQ to SQ. In the case of SQ, the diffusion is overestimated between 100 and 150°C and underestimated below 50°C. At temperatures higher than 200°C, the fitted diffusion deviates for the three cases markedly from the effective diffusion. However this has no practical consequence on the modeling result, since the formation of the heterogeneous η phase is not considered here because it is negligible in the 75 mm thick plate as evidenced by SANS measurements in a 75 mm AA7449 thick plate, so that there is no precipitation above 200°C [36] .
The fitted D 0,eff and Q eff for the three cooling's are given in Table 2 . For FQ, the effective activation energy for Mg (57,700 J mol ) [41] . Cu was not considered in the simulations since it is not present in our thermodynamic description of GP(I) zones. In addition, only Mg diffusion values were used because Zn is diffusing much faster and Mg is therefore the limiting factor. Using the adapted diffusion coefficients for Zn does not change the simulated results.
Modeling the GP(I) zone formation during rapid cooling
The volume fraction evolution of GP(I) zones during cooling FQ, MQ and SQ obtained from in situ SAXS results is shown in Fig. 7a together with the modeling results. In addition, the equilibrium volume fraction of GP(I) zones is presented, which is calculated with the established thermodynamic description and the solute balance. In contrast to the experimental results, no GP(I) zone formation can be seen for the modeling above 184°C since this is their solvus boundary considered in the model. The precipitation observed experimentally at higher temperatures might be due to the formation of more stable phases, likely the η′ phase.
The GP(I) zones form rapidly below their solvus temperature and feature a volume fraction close to the experimental values around 150°C. The volume fraction evolution modeled for FQ compares very well against the experimental results during further cooling from 150°C to room temperature. The experimental outcome shows that the volume fraction of GP zones forming during cooling is almost insensitive to the cooling rate. This feature, which is at first sight counterintuitive, is well reproduced by the model. From the model it is possible to state that this experimental finding is due to the compensation of a lower time allowed for precipitation (when the quench rate is faster) by a higher vacancy supersaturation. It is quite a different situation from what happens at higher temperature, where the precipitated volume fraction during quenching has been observed to depend strongly on quench rate [47] , because at higher temperature (typically above 200°C) the vacancy concentration is predicted to remain close to equilibrium.
For the cooling schedules MQ and SQ, the predicted evolution of volume fraction is very similar to the experimental one between 150 and 80°C. But further cooling leads to deviations and lower volume fraction 64,400 for the modeling results. The observed differences for the simulated and experimental volume fractions may be related to the fitting of the adapted diffusion coefficients as explained in the previous section and shown in Fig. 6b . The evolution of the simulated average radius is presented in Fig. 7b together with the measured Guinier radius, which is close to the average radius of the precipitates when their size distribution features a dispersion around 0.2. For all three cooling schedules, the simulated initial radius of the GP(I) zones is high due to the small undercooling but decreases rapidly with decreasing temperature due to a decreasing critical radius. At 150°C the average radius is higher for FQ than for MQ and SQ, both of them showing the same evolution. During further cooling to room temperature the average radius decreases slightly for FQ to 0.5 nm. In contrast, the average radius increases slightly for MQ and SQ and reaches 0.47 nm at the end of the cooling.
In general, the modeled average radius is lower compared to the experimental results. On the one hand, the experiments showed that slower cooling results in a larger radius. This is not supported by the simulations, which give the highest radius for the highest cooling rate. Further, the measured increase in average radius between 200 and 150°C cannot be reproduced. One reason may be the discrepancy between the experimental and modeled volume fraction in this temperature range. Just below 200°C, the signal giving rise to the measured volume fraction is not captured by the model, so that it is not surprising that the experimental and modeled radiuses do not match.
Comparison of the measured and simulated particle size distribution (PSD) at the end of the cooling
To allow for a more accurate comparison of the modeled and measured radii, the simulated PSD is compared with the PSD obtained from the scattering signal. The scattering signal at the end of the cooling was fitted in the q -range from 0.12 to 0.7 Å −1 using a lognormal size distribution and the form factor of a sphere as shown in reference [47] . The fitted and measured scattering signals at the end of cooling are presented together in Fig. 7a . The fitted scattering curves allow reproducing relatively well the scattering contribution due to the GP(I) zones. The increasing intensity around q = 0.07 Å −1 of the MQ and SQ indicates also the presence of larger (presumably η) precipitates. Fig. 8b-d show the simulated and fitted PSD for FQ, MQ and SQ at the conclusion of the cooling. Overall, the agreement between the simulations and the experiments is good at small radii for the three cases. For FQ the simulated PSD is shifted slightly to lower radii compared to the experiment results. For larger precipitate radii, differences can be observed. The PSD's obtained from SAXS extend to larger radii compared to the simulated PSD's. This could be due to homogeneous precipitates that form between 300 and 180°C (previous section). In this temperature range the formation of precipitates cannot be modeled due to the limitations of the thermodynamic description to the GP(I) zones. However one of the limitations of the SAXS fitting arises from the fact that a pre-defined shape (lognormal size distribution) of the PSD was assumed. Overall the agreement between the simulated and measured PSD is much better compared to the measured Guinier radius and the simulated average radius. The Guinier radius is sensitive to larger radii of the PSD (I~R 2 g ) and therefore overestimates the average radius of a PSD with a large dispersion. In the case of quench induced GP(I) zones it is more favorable to compare directly the PSD's.
The dispersion of the lognormal size distribution as presented in reference [25] is around 0.42 for MQ and SQ and thereby larger compared to FQ, which shows a dispersion of 0.3. This can be associated with longer time at higher temperatures, which results in larger precipitates compared to precipitates that form at lower temperatures. In general, the dispersion of the PSD is much larger than 0.2. This indicates that the Guinier radius estimated from the SAXS signal is larger than the average radius of the PSD [25] .
Modeling of the dissolution of GP(I) zones after cooling FQ
The dissolution of GP(I) was modeled during continuous heating after the cooling FQ. The temperature vs. time is shown in Fig. 9a together with the calculated normalized supersaturation S of vacancies (normalized to 1 at the end of cooling). During cooling, the supersaturation of vacancies increases until room temperature. The following heating increases the vacancy mobility and leads to a rapid decrease of the supersaturation due to annihilation on defects. At 80°C the vacancy concentration is almost at equilibrium. Fig. 9b shows the volume fraction evolution during the entire heat treatment. The simulation matches well the experimental results during cooling, although the volume fraction evolution at near room temperature is slightly higher compared to the measured values. This was associated with a slightly overestimated diffusion at near room temperature. During the subsequent heating, the simulation shows an accelerated formation of GP(I) zones up to 116°C. This is in contrast to the experimental results, which evidence the dissolution of the GP(I) zones between 80 and 150°C before η′ precipitates form.
As discussed in the previous section, the broad PSD leads to an overestimated measured radius compared to the simulated average radius (Fig. 9c) . During heating, the simulated radius stays constant until 116°C. When the GP(I) zones start to dissolve, the average radius increases with increasing temperatures. The simulated increase of the average radius is similar to the measured one, except that the increase of the simulated average radius starts at higher temperatures in the simulations compared to the experiments. Fig. 9d shows the number density of precipitates during the heat treatment. The simulated and measured (calculated) number density is seen to increase during the cooling. During heating the simulated density continues to increase up to 116°C and then decreases because of the dissolution of the GP(I) zones. The measured density stays roughly constant up to 80°C and then decreases until the precipitates dissolve. The differences of the absolute values of the simulated and measured density can be explained by the overestimated radius from SAXS, which leads to an underestimated density.
The differences between the simulations and the experiments during heating are explained by an overestimated effective diffusion. The high supersaturation of vacancies present after the rapid cooling decreases fast when the sample is heated up as shown in Fig. 9a . This decrease of the effective diffusion cannot be taken into account for the modeling since the effective diffusion is accounted for by adapted diffusion parameters, which are set for the cooling FQ. This is a limitation of the present modeling approach, which could be avoided when the phenomenological approach to calculate the vacancy concentration would be included in the model to account for the changes of the effective diffusion during different heat treatments. This would also avoid an underor overestimated diffusion due to imperfect fitting as shown in Fig. 6b. 
Quenching of an industrial 75 mm AA7449 thick plate
The calibrated precipitation model has been applied to the quench of an industrial 75 mm AA7449 thick plate. The formation of GP(I) zones is simulated for selected positions in the plate and it will be used for estimating their effect on the yield stress. The formation of heterogeneously nucleated η precipitates is not considered because (i) their amount in the plate is negligible and (ii) the solute depletion associated to these precipitates is only localized and does not affect the thermodynamic driving force away from the coarse precipitates as shown in Reference [36] . Adapted diffusion coefficients were used and obtained as explained in Section 3.3. At the surface, quarter and center positions of the plate the effective activation energies are similar with values around 60,000 J mol −1 as presented in Table 3 . Yet, the effective diffusion coefficient at the surface position is roughly 4 times higher due to the fast cooling at high temperature, resulting in a higher vacancy supersaturation. Fig. 10a and b show the simulated evolution of the volume fraction and the average radius during cooling at the three positions. For the different positions in the plate, different chemical compositions have been used owing to the presence of macrosegregation in thick plates [9] . For the 75 mm AA7449 thick plate, the chemical composition throughthickness profile was provided by Constellium CRV, from electron probe micro analysis (EPMA) measurements. Fig. 11 shows the normalized Zn concentration profile as function of the distance from the surface. The profile was normalized with the average Zn composition close to the surface of the plate. The Zn concentration is seen to increase slightly towards the quarter thickness of the plate. Around 25 mm from the surface, the Zn concentration decreases towards the plate center. Mg and Cu exhibit a similar segregation profile as Zn.
At the surface the GP zone formation kinetics is fast due to the supersaturation of vacancies, which leads to a 6.7% volume fraction at room temperature. The quarter position shows 6.4% volume fraction at the conclusion of the quench. This is in a similar range compared to MQ and SQ, which feature comparable cooling rates. In the center the volume fraction show the smallest value of only 3.6% at the end of the cooling.
The influence of macrosegregation is clearly evidenced by different solvus boundaries for the GP(I) zones at the different positions in the plate. The chemical composition in the surface and center position is smaller compared to the quarter position, which explains the lower solvus boundary of GP(I) zones.
The calculated evolution of the average radius is shown in Fig. 9b . The radius is highest in the surface region with 0.76 nm compared to 0.54 nm for the quarter and 0.44 nm in the center position. The fact that the highest radius and volume fraction are found at the surface where the cooling rate is highest seems counter-intuitive but is related to the high kinetics due to the high amount of excess vacancies. Fig. 12 shows the simulated precipitation characteristics and yield strength (calculated from Eq. (5) from the modeled microstructural characteristics) at the end of the quench as function of the distance to the plate surface in the 75 mm AA7449 thick plate. Fig. 12a presents the GP(I) zones volume fraction through the halfthickness of the plate. The highest volume fraction (7.8%) is found at 1.5 mm below the surface and the lowest at the center (4%). In general, the volume fraction is decreasing from the surface to the center, except for the surface position and at 20 mm below the surface. At the surface, a reduced solute content leads to a lower volume fraction. In contrast, at 20 mm below surface the increased solute content results in an increased volume fraction.
The average radius at the end of the quench is shown in Fig. 12b as function of the distance to the surface. The average radius shows 0.75 nm at the surface and decreases towards the center, where the average radius yields 0.44 nm. Similarly to the volume fraction, a slightly increased average radius is found at 20 mm below the plate surface.
The density of GP(I) zones is shown in Fig. 12c , which shows the opposite trend compared to the average radius. The density of GP(I) zones is lowest at the surface and increases towards the plate center. Deviations are again seen for the position at 20 mm below the surface.
The yield strength is calculated using Eq. (4) from the simulation results as presented in Fig. 12d . The highest yield strength of 288 MPa is found at 1.5 mm below the surface and the center yields the lowest yield strength of 218 MPa. The calculated yield strength in the plate at the end of the quench seems to be reasonable. Chobaut et al. reported compressive residual stresses of −300 MPa in the surface and balancing tensile residual stresses of 200 MPa in the center [19] . Therefore, the simulated yield strength in the surface of 277 MPa seems to be a good estimate when keeping in mind that plastic deformation and strain hardening occurs in the surface region. Further, the calculated yield strength of 277 MPa at the surface also compares well with the value of 275 MPa measured in the Gleeble machine [37, 38] . In the center, the residual stress level yields 200 MPa and plastic deformation is not reported. Therefore, the calculated yield strength of 218 MPa seems reasonable. Unfortunately, there are no direct measurements of the precipitation characteristics in the plate right after quench, because it would be very difficult to prepare a thin foil out of a 75 mm thick plate in a sufficiently short time. However, SAXS measurements were made after several months of natural aging following the quench. They showed a volume fraction of around 10%, more homogeneous across the thickness because natural aging time homogenizes the GP(I) zone microstructure. These results are compatible with the present estimates.
Conclusion
The present work presents an approach to simulate the formation of GP(I) zones during the quenching of large industrial components. This Fig. 10 . Evolution upon cooling of (a) the volume fraction and (b) the average radius of GP(I) zones as function of temperature for the surface, quarter and center position of a 75 mm thick plate of AA7449. approach consists on a continuous acquisition of GP zone precipitate characteristics during quenching and subsequent reversion, from which a precipitation class model is adjusted, including the effect of vacancy supersaturation on the diffusion coefficients. The simulation of the GP(I) zone formation is well reproduced for intermediate quench rates and in the temperature range where the residual stresses form.
In particular, the effect of vacancy supersaturation is able to explain the apparently surprising lack of dependency (or even inverse effect) of quench rate on precipitated volume fraction as a function of quench rate. From the experimental data, the simulated as-quenched yield strength distribution through the thickness of AA7449 thick plates compares well against experimental results. Still, there are several limitations of the modeling approach that need to be addressed in the future. First, applying this simple thermodynamic approach and a precipitation class model to such small objects as GP zones is questionable, and can be viewed as a way to rationalize the experimental data, more than a true physical description of the complex mechanisms of solute clustering. The present modeling approach yet provides with a practical methodology that permits fast and systematic simulations for application at processing scale when cooling rate and composition vary along the product as demonstrated in Fig. 12 . Furthermore, the simplified approach is not suitable for cooling conditions that lead to substantial formation of η at high temperatures and mechanisms for the transformation of GP zones and intermediate phases into stable phases are still not well understood. An explicit formalism of the generation and annihilation of excess vacancies should also be included in the model in order i -to avoid fitting problems and ii -to simulate more complex heat treatments where excess vacancies annihilate.
The coupling of the precipitation model with finite element residual stress calculations is required to predict as-quenched residual stresses in industrial Al-Zn-Mg-Cu thick plates. 
