Abstract. We say that a function f ∈ C[a, b] is q-monotone, q ≥ 3, if f ∈ C q−2 (a, b) and f (q−2) is convex in (a, b). Let f be continuous and 2π-periodic, and change its q-monotonicity finitely many times in [−π, π]. We are interested in estimating the degree of approximation of f by trigonometric polynomials which are co-q-monotone with it, namely, trigonometric polynomials that change their q-monotonicity exactly at the points where f does. Such Jackson type estimates are valid for piecewise monotone (q = 1) and piecewise convex (q=2) approximations. However, we prove, that no such estimates are valid, in general, for coq-monotone approximation, when q ≥ 3.
Introduction and the main results
A function f ∈ C[a, b] is called q-monotone, q ≥ 2, q ∈ N, if f ∈ C q−2 (a, b) and f (q−2) is a convex function on (a, b). For the sake of uniformity, for q = 1, we say that f ∈ C[a, b] is 1-monotone, if it is nondecreasing in [a, b] .
Let s ∈ N and Y s := {Y s } where Y s = {y i } 2s i=1 such that y 2s < · · · < y 1 < y 2s + 2π =: y 0 . We say that a 2π-periodic function f ∈ C(R), is piecewise q-monotone with respect to Y s , if it changes its q-monotonicity at the points Y s , that is, if (−1) i−1 f is q-monotone on [y i , y i−1 ], 1 ≤ i ≤ 2s. We denote by ∆ (q) (Y s ) the collection of all such piecewise q-monotone functions. Note that if, in addition, f ∈ C q (R), then f ∈ ∆ (q) (Y s ), if and only if,
(t − y i ) ≥ 0, t ∈ [y 2s , y 0 ]. Remark 1.1. We do not consider the case of odd number of points y i ∈ [−π, π), since, in that case, the collection ∆ (q) (Y s ) consists only of constant functions. Note that we also have excluded the case s = 0, namely, the collection of q-monotone functions, as, again, it consists only of constant functions.
We also need the notation W r , r ∈ N, for the Sobolev class of 2π-periodic functions f ∈ AC (r−1) (R), such that
For a 2π-periodic function g, denote g := esssup x∈R |g(x)|.
If, in addition, g is continuous, then, of course,
Similarly, for a function g, defined on the interval [a, b], we denote g [a,b] 
Let T n be the space of trigonometric polynomials
of degree ≤ n (of order 2n + 1) and, for 2π-periodic function g ∈ C(R), let
denote the error of the best approximation of the function g. If g ∈ ∆ (q) (Y s ), then we would like to approximate it by trigonometric polynomials that change their q-monotonicity together with g, namely, are in ∆ (q) (Y s ). We call it co-q-monotone approximation. Denote by
the error of the best co-q-monotone approximation of the function g.
It is well known that if
(see, e.g., [1, 3, 4] for details and references). It is also known [7] that (1.1), with q = 2, is valid for f ∈ ∆ (2) (Y s ) ∩ W r , when r ≤ 3. We believe it is true for all r ≥ 1.
It turns out, and proving this is the main purpose of this article, that for q ≥ 3, (1.1) is, in general, invalid for any r, s ∈ N and every Y s ∈ Y s .
Our main result is
We will also prove the following less general but more precise statements.
Our final result is
We prove Theorem 1.3 in Section 2, Theorem 1.5 in Section 4 and Theorem 1.6 in Section 6. In the proofs we apply ideas from [2] , and we have to overcome the constraints and challenges of periodicity.
In the sequel, positive constants c and c i either are absolute or may depend only on r, q, p and m. 
Remark 2.2. By its definition, ε r,b is a spline of minimal defect of degree r, in particular ε r,π is called an Eulerian ideal spline.
The following properties of ε r,b readily follow from its definition.
where p r,b is an algebraic polynomial of degree ≤ r;
and, for each collection Y s , such that {−b, 0} ∈ Y s , and every q > r, we have
We need the following lemma (see [2, Lemma 2.4]).
and by shifting the periodic function f , we may assume, without loss of generality, that y 2s = −b and y 2s−1 = 0. Obviously, it follows that y 2s−2 ≥ b.
We will show that f := ε q−2,b is the desired function. Indeed, by (2.3) and (2.4), ε q−2,b ∈ ∆ (q) (Y s ) ∩ W q−2 . So we have to prove (1.3).
To this end we take an arbitrary polynomial
which yields (1.3).
Approximation of |x|
Recall that F 1 (x) ≡ |x|. In this Section we prove, for trigonometric polynomials, an analog of Bernstein's estimate
which is valid for every algebraic polynomial P n of degree ≤ n (for the exact constant c, see [6] ).
To this end, we first extend to an arbitrary interval [−b, b] the Bernstein -de la Vallée-Poussin inequality
Following Privalov (see [5, p. 96 -97]), we prove Lemma 3.1. For each b ∈ (0, π) and every odd trigonometric polynomial T n ∈ T n there holds the inequality
where c 0 < 10.
Then by virtue of (3.1), for every algebraic polynomial, P n−1 , of degree < n, we have
Indeed, given P n−1 , set x := cos t, and denote by τ n (t) := P n−1 (cos t) sin t,
Thus, (3.1) readily implies
For each −1 < h < 1, let
Then the linear mapping of
Let h := cos b. Since, for x ∈ [h, 1),
and
so that (3.4) implies, for all x ∈ (h, 1),
We are ready to complete the proof. Given odd trigonometric polynomial T n ∈ T n , denote by P n−1 the algebraic polynomial of degree < n, such that T n (t) ≡ P n−1 (cos t) sin t.
This completes the proof.
Remark 3.2. Similarly (more easily) one may prove (3.2) for even polynomials T n ∈ T n (in fact, with 10 replaced by 4) and, in turn, for any T n ∈ T n (see, e.g., Lemma 3.4 below).
We are ready to prove Lemma 3.3. We follow the arguments in [DzSh, pages 434,435]. Lemma 3.3. For each b ∈ (0, π] and polynomial T n ∈ T n we have
Proof. We may assume that c 0 > 1. Let
Assume to the contrary, that there is a polynomialT n ∈ T n , such that (3.10)
Then there is an even polynomialT n ∈ T n , such that (3.11)
HenceT n may be represented in the form
Thus, for T n (t) :=T n (2t) we have
). Then τ n is an odd trigonometric polynomial of degree < 2n.
First, we prove that (3.14)
Indeed, by virtue of (3.13), one has
Thus, assuming the contrary, that there is a point
we get for
Hence, for t ∈ I n ,
which, in turn, implies
contradicting (3.13). Therefore, (3.14) is proved. By virtue of Lemma 3.1 and (3.14),
Hence, for
contradicting (3.13) and, in turn, (3.10). This completes the proof.
We need the following simple lemma. 
Proof.
,a] and assume to the contrary, that there is a point
The proof for g is similar.
Corollary 3.5. For each b ∈ (0, π], any linear function l and every trigonometric polynomial T n ∈ T n we have (3.15)
Proof. We represent T n in the form T n = T e + T o , where T e is an even polynomial, and T o is an odd polynomial. Let l(x) = ax + k =: l o (x) + l e . DenoteT e := T e −l e ∈ T n , the even polynomial. By (3.9), F 1 −T e ≥ c 1 b/n. Since l o − T o is an odd function, it follows by Lemma 3.4 that (3.15) is valid.
Proof of Theorem 1.5
The following result readily follows from [2, Lemma 3.1].
Otherwise (4.1) follows from [2, (3.2) ].
Recall that F r (x) = |x|x r−1 /r!. We have, Lemma 4.2. For every b ∈ (0, π], every trigonometric polynomial T n ∈ T n , satisfying tT (r+1) n (t) ≥ 0 for |t| ≤ b, and any algebraic polynomial P r of degree ≤ r, we have
Proof. Since F (r−1) r = F 1 and P (r−1) r is linear, it follows by Corollary 3.5 that To this end, take an arbitrary polynomial T n ∈ T n ∩ ∆ (q) (Y s ). By (2.2),
where p q−1,b is an algebraic polynomial of degree ≤ q −1. Therefore, Lemma 4.2 implies (1.3) with C(q, Y s ) ≥ c 3 b q−1 .
Auxiliary results
Let S ∈ C ∞ (R), be a monotone odd function, such that S(x) = sgn x, |x| ≥ 1.
Put
Finally, denote
where γ d was defined in (2.1). Note that 
], and that (5.1) implies Proof. Put ε j := ε j,d − ε j,d,λ , j = 1, . . . , r. Since π −π ε j (x)dx = 0, it follows that for any 1 ≤ j ≤ r there is an x j ∈ [−π, π] such that ε j (x j ) = 0. Hence, we first conclude that
Assume by induction that ε j ≤ cλ for some j < r, and note that
and the proof is complete.
Lemma 5.3. Let 0 < b ≤ d and r ∈ N be given. Let n ∈ N, and let T n ∈ T n , be such that tT (r+1) n (t) ≥ 0 for |t| ≤ b. Then for any algebraic polynomial P r of degree ≤ r, if
Proof. Inequalities (4.2) and (5.5) imply
This completes the proof. Finally, we take an arbitrary polynomial T n k+1 ∈ T n k+1 ∩ ∆ (q) (Y s ) and note, that tT (q) n k+1 ≥ 0 for |t| ≤ b k ≤ d. Therefore (6.9), (6.10) and (5.11), imply .
Combining with (6.2), we obtain (6.8), and the proof is complete.
