Abstract The main goal of this research is to analyze the web structure and performance of units and services belonging to U.S. academic libraries in order to check their suitability for webometric studies. Our objectives include studying their possible correlation with economic data and assessing their use for complementary evaluation purposes. We conducted a survey of library homepages, institutional repositories, digital collections, and online catalogs (a total of 374 URLs) belonging to the 100 U.S. universities with the highest total expenditures in academic libraries according to data provided by the National Center for Education Statistics. Several data points were taken and analyzed, including web variables (page count, external links, and visits) and economic variables (total expenditures, expenditures on printed and electronic books, and physical visits). The results indicate that the variety of URL syntaxes is wide, diverse and complex, which produces a misrepresentation of academic libraries' web resources and reduces the accuracy of web analysis. On the other hand, institutional and web data indicators are not highly correlated. Better results are obtained by correlating total library expenditures with URL mentions measured by Google (r = 0.546) and visits measured by Compete (r = 0.573), respectively. Because correlation values obtained are not highly significant, we estimate such correlations will increase if users can avoid linkage problems (due to the complexity of URLs) and gain direct access to log files (for more accurate data about visits).
Introduction
A new university ranking, the ''Webometrics Ranking of World Universities'', was published by the Cybermetrics Lab in 2004, and described by Aguillo et al. (2008) . This ranking, based on webometric methods, considers documentation published and accessible via the web, and specifically the size (page count) and impact (external inlinks) of such resources. All institutions belonging to a university-such as faculties, schools, and research groups-contribute with content and impact to the general web presence of the university. In this context, the university can be understood as a complex online system that may be measured through its official website.
The contribution of academic libraries to the web performance of the corresponding university is estimated a priori to be very high, due to the large amount of content stored on the library website. The digitalization of printed content and the creation of digital collections conform to a wide set of digital issues. Indeed, within the ''Code of best practices in fair use for academic and research libraries,'' published by the ARL, 1 one of the practices described clearly calls for ''collecting material posted on the World Wide Web and making it available.'' Moreover, Regazzi (2012a, b) has recently pointed out the increase in electronic expenditures in academic libraries, which may result in more online content being detected and measured by webometric techniques.
In this sense, the webometric analysis of academic libraries, along with other purposes, can be used for the following activities:
-To describe and measure the library's website performance. Moreover, if web data correlated with economic and institutional data (such as expenditures, holdings, etc.), a relationship between economic investment and web performance could be established. -To analyze online information to detect areas of the institution that may be measured through webometric techniques, such as financial information (Gallego et al. 2009 ). -To determine the degree to which the academic library is contributing to the general web performance of the university (and therefore, their position in web rankings).
This paper focuses on the first point, library website performance, leaving the remaining topics for future research.
Review of the Literature
Webometric methodologies, despite having been widely applied to international academic environments, are seldom used within the U.S. university system. Webometric methods are widely applied in Europe (Ortega and Aguillo 2009a; Thelwall and Zuccala 2008) , and to a lesser extent in other continents such as Africa (Adecannby 2011) , Asia (Qiu et al. 2004) , and Australia (Smith and Thelwall 2002) . In the United States and Canada, Ortega and Aguillo (2009b) have carried out notable work in analyzing US universities. Particular university units such as departments of librarianship and information science have been explored by Arakaki and Willet (2009), and Chu et al. (2002) .
If we focus on academic libraries, we can observe that several researchers have studied the information architecture, the Web 2.0 phenomenon, and web usability within academic library websites (Harinarayana and Raju 2010; Alton and co-workers 2010; Mahmood and Richardson 2012) . All these issues are of interest to webometrics because an increase in the number of social services indirectly affects the number of user interactions (reflected by an increased number of total visits to the website, mentions, and links). These topics have also been studied in other types of libraries, such as national libraries (Buigues-Garcia and Gimenez-Chornet 2012) .
Nonetheless, research on U.S. academic libraries from a webometric perspective has received limited attention. Tang and Thelwall (2008) conducted pioneer research analyzing the patterns of links from and to the websites of 100 U.S. academic and public libraries finding on one hand a significant relation between visibility and page count indicators for academic libraries, and on the other hand little interaction between U.S. universities and public libraries.
Moreover, other units emerge within academic library websites, suitable for storing and making available large amounts of digital contents, mainly online catalogs, digital collections and repositories. Due to the increasing implantation of institutional repositories to make the research output of universities available, a special interest in this unit is detected in the literature in comparison to the other units (in webometric terms), especially for web usage measurements. In this regard, Scholze (2007) pointed out some methods in which usage data for repositories could be collected, and Zuccala et al. (2007) used web link analysis and log files to study the impact and usage of an institutional repository (the National electronic Library for Health).
The project of the Ranking Web of Repositories, 2 launched by the Cybermetrics Lab in Spain, should also be mentioned (Aguillo et al. 2010 ). This project ranks institutional and thematic repositories according to the quantity of files stored (especially PDF files), presence on Google Scholar and number of external links received. One of the main findings of these authors is the inability of search engine crawlers to collect data due to barriers in the design of the web databases. This problem is also studied by Arlitsch and O'Brian (2012) , who indicate that the usage of non-recommended metadata schemes is the cause of the invisibility of repositories in Google Scholar.
Other studies have focused on the analysis of the origin of links to institutional repositories (Smith 2012) . Sato and Itsumura (2011) analyze links to the Kyoto University institutional repository, finding that links were fundamentally made from non-academic sources such as Wikipedia and personal web pages. Smith (2011) also found that a significant number of links to institutional repositories were made from non-research sites such as Wikipedia. This influence of Wikipedia is aligned with the findings of Orduña-Malea and Ontalba-Ruipérez (2012) , which show that links from Wikipedia to Spanish universities could be used as substitutes of total external links.
If we focus on the web performance analysis of U.S. academic libraries (and their internal units), the following research gaps-not previously treated-are detected: (a) the suitability of academic library websites for webometric analysis (by means of their URL structures), and (b) the correlation between web data and economic variables. If such a correlation is identified, another study might detect and predict online performance.
Objectives
The main goal of this research is to analyze the web structure and performance of units and services belonging to U.S. academic libraries (by means of their URLs) in order to estimate their suitability for webometric studies, and their possible correlation with economic and institutional data.
The specific objectives are set out below:
-To identify and describe the variety of URL syntaxes of different academic library web units studied. -To analyze the presence and distribution of different typologies of academic library web units (library homepages, repositories, OPACs, and digital collections), and their web performance (by page count, mention, impact, and usage indicators, described in the method section), measured through the URLs collected previously. -To study the correlation among web indicators to detect their coherence and/or differences in describing the web performance of the library web units analyzed. -To study the correlation among economic indicators (by spending, holdings, and physical visits indicators) to detect their coherence and/or differences in describing the performance of the library web units analyzed, paying special attention to the expenditures on electronic material and their possible influence on the web performance of these institutions. -To detect the relationship-if any-between web data of U.S. academic libraries and economic data.
Methodology
The paper analyzes the resources of U.S. academic libraries, taking into account two types of data: institutional and economic data, and web-based data. The methodology is divided into three main sections. First, we describe the procedure followed to obtain the sample of academic libraries (and their corresponding URLs). Second, we show the indicators used to measure and the procedure used to apply them to each URL. Finally we demonstrate the statistical analysis carried out with the data obtained in the previous step.
Obtaining the sample A sample of 100 universities was selected, considering the total expenditures in academic libraries in 2008 (last available data). This data was extracted from the survey ''Documentation for the academic libraries survey: Public use data file/Fiscal year 2008'' (Phan et al. 2009 ). All universities considered in that report were sorted by ''total expenditure variable (TE),'' and only the first 100 were selected.
Once the 100 universities had been selected, their corresponding URLs were listed and a second step was taken, which consisted of searching the academic library websites within each of the listed universities.
Other services and subunits (suited to storing large amounts of online documents) are commonly created under different domains within the academic library website. For that reason, we established that the term ''academic libraries'' also considers the following services/products/institutions: -Library (general, branches, or for specific schools or faculties).
-OPAC or online catalog and searcher. -Institutional repositories.
-Digital collections.
The identification of each of these institutions (and their corresponding URLs) was achieved by browsing and searching the websites of each of the previously listed 100 universities. This process was carried out in December 2011.
Only units with a sub-domain within the academic website (\xxx.academicdomain.edu[) were considered; this limitation was necessary in order to proceed with an accurate link analysis.
Each university and library unit presented specific considerations in the creation of the websites, providing a wide variety of URL syntaxes which have a direct implication on the content structure and hierarchy of units and institutions.
Next, all types of URL syntaxes detected per unit are identified, classified, and exemplified, explaining and justifying the procedure followed in each case (URL included or eliminated), always taking into account the selection criterion previously commented on (independent sub-domain within the university website). This procedure aims to fulfill the first specific objective.
Libraries
Only sub-domains of general academic websites were considered; for this reason, all units outside it were eliminated. For example:
University of Louisiana \louisianadigitallibrary.org[ (URL outside the university website).
Subdirectories were also eliminated. In these cases, only the academic library URL was considered (third level), because other units were contained within it.
Some libraries (and library services) were located within the School to which they belong, such as Business and Law Schools, which typically had their own sub-domain. Some cases of sub-folds were detected, which were eliminated. 
Measuring the sample
This section describes the indicators and sources used to measure the library units collected previously. First the institutional and economic data is introduced, and then the web-based indicators.
Institutional and economic data
From the survey ''Documentation for the academic libraries survey (ALS): Public use data file. Fiscal Year 2008'' (Phan et al. 2009 ), conducted by the Institute of Education Science (IES), we extracted the sample of 100 universities and sorted them by total expenditure variables (TE).
Additionally, we recovered, for each university's academic libraries, the following parameters (Phan et al. 2009 ):
-Expenditures on books. Scientometrics (2014) 98:315-336 323 -Expenditures on electronic books and other electronic materials (one-time purchases).
-Expenditures on current serial subscriptions (ongoing commitments).
-Expenditures on electronic serials.
-Physical visits in a typical week: report the number of persons who physically enter library facilities in a typical week. It is understood that a single person may be counted more than once.
Web data Table 1 shows the different web indicators used (grouped into categories), the sources to obtain them, and the commands employed to query each source. The webometric analysis of each URL was carried out manually in December 2011. The explanation of each measurement is shown below:
Size Size refers to the number of files in the web domain studied. In this case, we considered two specific indicators:
-Total: total number of files within a web domain.
Google, despite currently being the search engine with the highest coverage in the world, has flaws in retrieving total page count, due to the elimination of pseudo-duplicates (files that seem the same, but are different), and it has a deficiency in working with nonfriendly dynamic URLs (Thelwall 2009 ). For this reason, only Yahoo! was used.
-PDF: total number of PDF files.
Employed because this format is the main vehicle for publishing final intellectual works, such as books, papers, and so on (Aguillo 2009 ). In this case, both Google and Yahoo! were used. Google provides more results and it is more reliable. Yahoo! was taken into account in order to have comparative data.
Mention This category refers to the number of times that the object of analysis (in this case, each web unit) is mentioned in any other online file.
In this case, we considered the two main mention indicators: external inlinks and URL mentions.
-External inlinks: the number of links that come from external websites. -URL mentions: the number of times that the URL is mentioned in any online content.
At present, some research is being pursued on the validity of this indicator as a predictor of external links (Thelwall and Sud 2011) . Although there are some problems, Google and Yahoo! provide the best and most reliable results.
Impact This category refers to the power of each website through a metric which takes into account not only the quantity but also the quality of the external inlinks received. For example, PageRank (PR) is such an impact indicator.
In this case, only Domain MozRank (DmR) was used, because it is free, the tool has coverage for all institutions analyzed, and the power of discrimination is better than PR (only from 0 to 10).
Offered by Open Site Explorer tool, it reflects the importance (from 1 to 100 points) of any given web page on the Internet.
Usage This category (named also traffic, audience, or popularity) counts the number of visits to a website.
-Unique visitors: total number of different users who visited the webpage in a period of time.
In this case, data was extracted from Compete, 6 due to its good coverage of U.S. institutions, and because it is free. Neither Alexa 7 nor other services provided more accurate data.
Analyzing the sample All data gathered were exported into an Excel spreadsheet for analysis. Additionally, an XLStat application was used to carry out the correlation analysis among institutional and web data. A Spearman coefficient was used instead of Pearson since the web data is typically skewed and non-normal.
Results
The results obtained were divided into three main sections in order to clarify the information provided: institutional data, web data, and finally, the correlation between them. Institutional data
Harvard University (117,884,296) is the institution with highest total expenditures in academic libraries, followed by Yale (92, 247, 666), and Stanford (78, 376, 769) . The complete results for all previously selected institutional indicators (total expenditure, expenditure on books and electronic books, expenditure on serials and electronic serials and physical visits) are provided in Annex 1 (available online).
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Five universities displayed a lack of data about electronic book expenditures (Stanford University, University of California-Berkeley, University of Georgia, University of Missouri-Columbia, and Fordham University), and two displayed a lack of data about electronic serial expenditures (Harvard and Stanford). We eliminated these institutions from the list, and performed the following correlation analysis ( Table 2) .
The results display a generally good correlation between total expenditures and book expenditures (r = 0.710) and serial expenditures (r = 0.775). A good correlation between serial and electronic serial expenditures (r = 0.720) is of particular interest, as is a worse correlation between book and electronic book expenditures (r = 0.475).
A low correlation (the only non significant at alpha = 0.050) was also observed between physical visits and expenditures on electronic books (r = 0.045). This result may indicate a reduction of physical visits to those libraries with greater investment in eBooks (and consequently, a greater collection of available eBooks). In any case, further research is needed in order to verify this hypothesis.
Web data

Distribution of web unit categories
A total of 374 URLs were retrieved from the 100 selected universities, using the gathering process described in the method section. All web data for all these URLs are available in Annex 2 (available online). Table 4 shows the number of URLs without data according to each web indicator. It should be noted that the total missing data value includes cases of both zero matches (the URL is covered, but without results) and no data available (the URL is not covered in the web source). By means of illustration, the latter is shown in parentheses. We also display the percentage according to the global number of URLs analyzed.
Missing data
Three parameters (PDFs, measured by both Google and Yahoo!, and total visits) become the worst indicators. A total of 166 URLs (44.4 %) have no data for visits measured by Compete whereas 157 URLs (42 %) have no results if measured by number of PDF files in Yahoo, and 142 (38 %) in Google.
These results could be explained by the nature of each type of URL considered. For example, OPAC URLs are very often invisible to users; they only appear when a query is performed in the online catalog. For that reason, it is unlikely to be linked or mentioned. Likewise, URLs that belong to digital collections probably do not contain PDF files due to the multimedia or graphic nature of the collections.
Furthermore, the coverage of the source also influences the measurements: Open Site Explorer has missing data from 36 URLs while Compete (6) and MajesticSEO (3) show missing URLs as well.
In order to clarify the influence of the type of URL in the missing data percentage (shown in Table 4 ), in Table 5 we provide the number of URLs without data for each of the three problematic indicators previously considered. Table 5 demonstrates the poor performance of online catalog webpages: 60 % of catalog URLs gathered contain no available data for PDFs on Google, and 64.7 % on Yahoo. When total visits are considered, digital collections and repositories should be noted for their low results.
Units' performance Table 6 shows the ranking of URLs according to page count (Yahoo!), links (Majestic), and URL mentions (Google).
These results confirm the predominance of CiteseerX, the repository hosted at Pennsylvania State University, which stands at the top of the three indicators displayed. Despite this result, unexpectedly, the remaining repositories appear in low positions, in fact, only three repositories appear in the top 25 if their ranking is considered according to their count (Yahoo) indicator. Apart from CiteseerX, the other repositories are Knowledge Bank (the repository of the Ohio State University, at 16th position), and Dspace@MIT (the repository of the Massachusetts Institute of Technology, at 17th position).
In order to complement this data, the distribution of URLs per type -using Page count (Yahoo!) as ranking criteria-is provided in Table 7 . By means of a simple description of the distribution per type, the number of URLs in the top 25, 50, 100, 200 and total URLs is shown.
If the top 100 are considered, the number of catalogs' URLs is still the same as the top 25 (four URLs): \novacat.nova.edu [, \vufind.carli.illinois.edu[, \ageconsearch.umn.edu[, and \searchworks.stanford.edu[, proving the low performance of the remaining OPACs, most of which are distributed below position 200. In the case of digital collections, the results are similar: a few URLs present a high count data (four within the top 25), but most of them are in the low positions. Table 8 shows the same ranking but takes the Link (Majestic) indicator into consideration. The data obtained clearly show an improvement in both catalog and digital collection URLs in the top 50 and 100. Repositories perform practically the same as in Table 7 but have improved their performance in the top 50.
Correlation between web indicators
On the other hand, Table 9 illustrates the correlation between web indicators, considering only URLs with data in all indicators (up to 325). We have highlighted the low correlation of Count (Y) and URL (Google & Yahoo) with link-based indicators. Moreover, URL mention values correlate highly (r = 0.850) between the different sources used to obtain them (Google and Yahoo), and Count (Y) also shows a high correlation with URL mentions, both for Google (r = 0.836) and Yahoo (r = 0.742).
Correlation among institutional and web data
Finally, this section provides the correlation among institutional and web data for academic libraries. Table 10 shows the correlation, with the ''x'' axis representing the web indicators, and the ''y'' axis, the institutional indicators.
For this analysis, the URLs without data in any of the indicators considered have been omitted (91 URLs conform to this analysis), and the performance of different URLs from the same university have been added to obtain a unique value for each university considered.
The results confirm a generally poor correlation. Total expenditures and book and serial expenditures are the economic indicators which achieve significance at a = 0.005 with all web indicators (although the correlations achieved are not very high). On the other hand, URL (G) and Web visits are the web indicators that fit best with economic data. The correlations between total expenditures and both URL (G) (r = 0.572) and web visits (r = 0.570) should be noted. Moreover, both electronic book and electronic serial expenditures unexpectedly correlate very low with web data. Indeed, web visits correlate better with book expenditures (r = 0.444) than with electronic book expenditures (r = 0.169).
If the analysis is repeated, taking only library websites into consideration (avoiding repositories, digital collections, and catalogs, 85 universities), the results are quite similar (Table 11) , highlighting the good correlation of total expenditures with web data, and URL (G) and web visits with economic data.
Discussion and conclusions
The results obtained are discussed below. The main considerations covered are the following: the complexity of URL syntaxes of academic libraries, the problems of missing data for some indicators, the correlations obtained between web and economic data, and 
Complexity of URL syntaxes
A global analysis of the top 100 U.S. academic libraries according to their total expenditures has been performed around their web practices and performance. This analysis has been carried out at two different levels: institutional and web data. The variety of University Library URL syntaxes (identified and classified in the method section) is wide, diverse and complex. Such practices produce a misrepresentation of academic libraries on the Web, and this diversity, coupled with other factors, may reduce the accuracy of web analysis.
Despite this deficiency, and taking into consideration the limitations exposed below, the library homepage is the most representative unit (43 % of all considered units), followed by online catalogs (23 %). However this result should be considered with some caution, because repositories, digital collections, and catalogs have been shown to be embedded into the library web-domain (without an independent sub-domain).
Missing data
Though the high performance of library homepages in the rankings by page count and visibility is clear, some differences are detected in page count (better performance of academic libraries) and visibility (better performance of digital collections and online catalogs). This higher performance is expected both for libraries (suited to keep large amounts of data), and for digital collections (prone to be linked as quality reference sources), but is unexpected for online catalogs with complex URLs.
Apart from the limitation caused by complex URLs, as seen previously, another misrepresentation is detected due to the high percentage of URLs with missing data in some indicators, especially PDF page count (42 and 38 % for Yahoo and Google respectively), and visits (44.4 % for Compete). This is discussed in more detail below.
Page count
This effect could be explained by the fact that a great number of URLs tend not to contain PDF files:
-Most digital collections are composed of graphic and multimedia files.
-Most OPACs only show reference lists and do not link them to full texts (most of them in PDF format), due to legal and copyright issues of the library. -Most academic library websites only publish online administrative content in html format. -With respect to repositories, although these platforms are suited to store great amounts of PDF files, their performance in page count indicators is not as expected (except for some specific repositories, such as CiteseerX). One reason could be that only institutional repositories under sub-domains apart from the library are considered under this category. Other possible problems are the inability of search engine crawlers to collect data due to barriers in the design of the web databases and the use of other preferred formats beyond PDFs (Aguillo et al. 2010) , and the use of non recommended metadata schemas (Arlitsch and O'Brian 2012) .
Visits
As regards total web visits, the following considerations could be set out:
-The OPAC URL in most cases is invisible for the user, and only appears after the query is submitted on the online platform or when results are displayed. -The visits rate is low and the sources utilized do not have enough data to show.
Web and institutional indicators
With regard to institutional indicators, these show a logical correlation between total expenditures and the expenditures in printed material, both for books (r = 0.710) and serials (r = 0.775). Electronic material correlates worse with total expenditures, especially e-Books (r = 0.350).
Unexpectedly, the correlation among library expenditures and physical visits -although statistically significant-is low (r = 0.389): the libraries making a greater economical effort are not those which obtain more physical visits. Indeed, physical visits correlate very poorly among all other institutional indicators, especially with e-Books (r = 0.045).
The compactness among all web data indicators is also unexpectedly low. On one hand, page count correlates highly with links both for Google (r = 0.836) and Yahoo (r = 0.742). This result is consistent with those obtained by Tang and Thelwall (2008) who found that-for U.S. academic websites, size (page count) was proportional to the number of inlinks. But on the other hand, link data (Majestic and Open Site Explorer) do not correlate with URL mention data (Google and Yahoo). This result is not consistent with previous works, which identify a good correlation among links and URL mentions (see Thelwall and Sud 2011) . Although in these studies the link source was Yahoo, the conclusions were supposed to find a good correlation between indicators regardless of the source employed. For that reason, the poor visibility obtained is attributed to the complex structure and URL syntaxes identified previously, so that links are underrepresented due to the inability of web sources to retrieve all existing links at internal library web units. The good correlation between Link (M) and Link (O) (r = 0.823) reinforces this assumption.
Finally, if institutional and web data are compared, the correlations found are moderate. The best results are those that correlate total expenditures of the library with page count (r = 0.478), URL mentions measured by Google (r = 0.572), and visits (r = 0.570). These correlations are expected to be higher if URL structures and syntaxes are improved. Moreover, printed material correlates better with web data than electronic material (both for books and serials). The access to electronic documents via private platforms and the use of mobile devices may explain this result.
Notwithstanding, the correlations obtained are limited to the following considerations:
-The lack of an appropriate web policy within academic libraries, particularly related to the creation and design of sub-domains, limits the webometric analysis in several sources. -Some of the web sources used are limited (such as the Open site explorer at the library level). -Temporary differences exist between institutional and web data. In any case, expenditures and investments need some time to be reflected on the Web. In this sense, a periodic analysis-as performed in this research-will avoid this limitation by creating an appropriate statistical trend. -The 100 U.S. universities with the highest total expenditures in academic libraries have been analyzed. It is possible that universities with lower expenditures in academic libraries may present different web performance so that a further analysis covering more universities should be carried out to check the results obtained. -Web indicators used had technical limitations that should be considered. These are commented on below.
Technical limitations
Both sources (search engines) and web indicators (mainly URL mentions and links) present technical limitations that should be pointed out to contextualize results. On one hand, search engines have been analyzed in-depth as webometric tools, and the following limitations have been found: -Unpredictable fluctuation of hit counts, according to Rousseau (1999) , Bar-Ilan (1999 , 2001 , and Lewandowski et al. (2006) . -Lack of stability according to different types of queries (Uyar 2009a, b) . -Differences in the hit count estimates obtained in the different search engine result pages (SERPs), partially attributed to the existence of duplicated or pseudo-duplicated content which is automatically eliminated (Gomes and Smith 2003; Thelwall 2008 ).
On the other hand, the web indicators used show limitations previously studied in the literature. The URL mentions are prone to show atypical points due to the fact that some short domain names may be included in other longer URLs (especially in e-mail addresses) when these data are extracted (Thelwall and Sud 2011; Thelwall et al. 2012) . The page count and PDF count are sensitive to search engine fluctuations (and coverage), and web visits show limitations in the correct identification of different users and sessions (Bermejo 2007 ). All these limitations should be taken into account to properly interpret and contextualize the raw data obtained by the search engines.
Final remarks
Taking into account the aforementioned limitations, and despite the fact that the correlation values obtained are not highly significant (except for some specific indicators), the results are promising. Total expenditures seem to be a key indicator, but the correlations found are still weak. With regard to web data, great difficulties have been encountered in the gathering and measuring of data. If one is able to avoid linkage problems (due to the complexity of URLs), and to gain access to log files (for more accurate data about visits), these correlations could improve, which would be a first step in verifying the existence of a relationship between economic and web variables.
These web measurement difficulties must be understood at external access level (by means of the commercial search engines used). At internal level, webmasters may have tools to monitor both links and visits in a more accurate way.
Even so, if URLs are not built using logical structures (reflecting institutional hierarchies and using sub-domains for independent services and institutions) and syntaxes (avoiding non-friendly dynamic URLs), internal analyses are also jeopardized. If services and institutions under the umbrella of the academic library website are not assigned to independent URLs (sub-domains under the academic library), it is not possible to measure the web performance of each one independently.
For that reason, a hierarchical structure of URLs will allow an optimal external measurement of services, institutions, library branches and any other academic library units, necessary to check the impact of library services to web users and to carry out comparisons with other academic libraries.
Finally, the following good practices (partially aligned with those published by the Cybermetrics Lab) 2 are proposed in order to improve the web performance of academic libraries and their internal units and services: -The Library should have a sub-domain within the university:
\library.university.edu[ -Each unit, service, branch (including digital collections, and so on) should be included in a sub-domain under the library home page: \collection.library.university.edu[ -If the library unit considered becomes of general interest for the whole university, it should be created under a sub-domain independent of the Library (this is the case for institutional repositories: \repository.university.edu[
