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RESUMEN 
Este trabajo trata el problema de la detección de observaciones 
anómalas en modelos de elección binaria. Partiendo del estadístico propuesto 
en Gracia-Díez y Serrano (1994) que mide la influencia individual de cada 
observación sobre el vector de parámetros estimado, se derivan otros 
estadísticos que evalúan la influencia individual y de grupos de observaciones 
sobre i) el vector de probabilidades estimadas e ii) sobre subconjuntos de 
parámetros y combinaciones lineales de los mismos. También, se generaliza 
el método de Peña y Yohai (1991) para la detección de observaciones 
enmascaradas en modelos lineales al caso de los modelos de elección binaria. 
Finalmente, se propone una estrategia de diagnosis para la detección de 
anomalfas en este tipo de modelos. Esta estrategia se ilustra mediante su 
aplicación al modelo probit estimado por Dhillon el. al (1987). 
ABSTRACT 
This paper considers the problem of outliers in binary response models. 
Based on the statistic proposed by Gracia-Díez y Serrano (1994) which 
measures the influence of each observation on the estimated parameler vector, 
we derive other statistics in arder to measure the influence of each observation 
as well as the influence of a group of observations on i) the vector of estimated 
probabilities aud ii) subsets and linear combinations of tbe parameters in the 
model. AIso, tbe method proposed by Peña y Yohai (1991) to deal with the 
masking problem in linear models has becn generalised lo fue case of binary 
choice models. Lastly, we propase a diagnostic strategy lo detect outliers in 
this type of models. The application of this strategy is illustrated by estimating 
the probit roadel used by DhiUon el. al (1987). 
1. Introducción 
En Gracia-Diez y Serrano (1994) se trata el problema de la detección de 
observaciones anómalas en modelos de elección binaria (MEB) y se muestra que, 
contrariamente a lo que se ha propuesto en la literatura anterior [ver Pregibon (1981), 
lennings (1986), Williams (1987), Copas (1988) y Bedrick y HiIl (1990) entre otros], el 
análisis de residuos no es una herramienta adecuada. En el mismo trabajo se propone un 
estadístico, computacionalmeme eficiente, que mide la influencia de cada observación 
sobre la estimación del vector de parámetros de un MED. 
El presente trabajo se encuentra en la misma Hnea de investigación, por lo que su 
objetivo es contribuir al estudio del problema de las anomalías en los MEO. En concreto, 
este trabajo contiene las siguientes extensiones con respecto al de Gracia-Dfez y Serrano 
(1994): 
1) Se deriva un nuevo esladfstico que complementa al anterior y que se basa en 
medir la influencia de cada observación en el vector de probabilidades 
estimadas. Este estadístico es relevante en esta clase de modelos donde. debido 
a la no linealidad, el efecto de cada observación sobre las probabilidades 
estimadas no sólo depende del cambio en el vector de parámetros, sino 
también del valor que toman las probabilidades estimadas para cada observa-
ción individual. 
2) Se generalizan los dos estadfsticos de influencia individual (sobre el vector de 
parámetros y sobre el vector de probabilidades estimadas) para evaluar la 
influencia de grupos de observaciones. También. se derivan expresiones 
particulares para medir el peso de un grupo de observaciones sobre subconjun~ 
tos de parámetros y combinaciones lineales de los mismos. 
3) Se trata el problema del enmascaramiento. Este problema se produce cuando 
grupos de observaciones anómalas disimulan el efecto individual de cada una 
de ellas, no pudiendo detectarse su presencia mediante estadfsticos de 
influencia individual. Para ello, se adapta al caso de los MEB el método 
propuesto por Peña y Yohai (1991) para modelos lineales. Este método 
también resulta computacionalmente eficiente en este caso. 
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Seguidamente y dado que, al igual que ocurre en los modelos lineales de regresión, 
los estadísticos propuestos no siguen una distribución conocida. se sugiere una estrategia 
de detección de anomalfas en los MED. Esta estrategia se basa fundamentalmente en la 
utilización de los estadfsticos anteriores con un orden preestablecido y en la comparación 
en términos relativos de los valores que toman dichos estadrsticos. Por último, la estrategia 
de detección propuesta se ilustra mediante su aplicación a la muestra de datos utilizada por 
Dhillon el. al. (1987), donde se estima un modelo probit para determinar la elección por 
parte de los individuos entre tipos de interés fijos o variables a la hora de contratar 
préstamos hipotecarios. La detección de anomalías en esta muestra y su posterior 
eliminación da lugar a resultados distintos a los obtenidos en el artfculo original, donde 
se ignora la existencia de anomalías. Este ejemplo pone de relieve los sesgos que puede 
ocasionar la presencia de estas observaciones en la muestra. 
El trabajo está organizado como sigue. En la sección 2 se derivan los estadísticos 
de influencia individual para evaluar el efecto de cada observación sobre el vector de 
parámetros estimados y sobre el vector de probabilidades estimadas. En la sección 3 se 
extienden los resultados anteriores a estadísticos para grupos de observaciones ya medidas 
de influencia sobre distintos subconjuntos y combinaciones lineales del vector de 
parámetros. En la sección 4 se generaliza el método de Peña y Yoba! (1991) para la 
detección de observaciones enmascaradas en los MEB. En la sección 5 se presenta una 
estrategia general de diagnosis para la detección de observaciones anómalas en este tipo 
de modelos. En la sección 6 se ilustra la aplicación de estas técnicas a la diagnosis del 
modelo propuesto por Dhillon et. al. (1987). Por t1ltimo, la sección 7 contiene las 
principales conclusiones y posibles extensiones del trabajo. 
" 
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2. Estadisticos de Influencia: observaciones Individuales 
En un MEO, la probabilidad de que un individuo elija una de las dos alternativas 
viene determinada por la expresión [Amemiya (1981)]: 
P, = P(y, = 1) = F(x[P) 1=1.2 ..... _ [1) 
donde YI es una variable binaria que toma valores cero o uno según la alternativa elegida 
por el individuo i--ésimo, x, es el vector de k caracterfsticas relativas al individuo i, (I es 
el correspondiente vector de parámetros y F(') es una función de distribución, que 
usualmente es la normal estándar o la loglstica estándar. Como es conocido, la estimación 
de esta clase de modelos puede llevarse a cabo por máxima verosimilitud, mediante el 
algoritmo de scoring. En Amemiya (1981, 1985) se demuestra que a partir de una 
estimación inicial ay, una iteración por dicho algoritmo es idéntica a estimar por m(nimos 




i. = 1, x 
• [p,(1-p,»'" ' 
[4) 
J, =fv{~') [5) 
Partiendo de esta formulación, en Gracia-D{ez y Serrano (1994) se deriva el 
siguiente estadístico con objeto de evaluar el efecto de cada observación sobre la 
estimación MV de fj en el modelo [1]: 
1 ~l •...• n [6) 
donde P(o) denota la estimación MV de {I eliminando la observación i-ésima e I es la 
matriz de información del modelo. 
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Para evaluar eficientemente el estadlstico [6], es necesario emplear las expresiones 
para el estimador por mfnimos cuadrados ordinarios del modelo (2) cuando se elimina una 
observación de la muestra. AsI, dada una estimación MV de (j en la iteración 7 y una vez 
transformadas las variables, resulla: 
(7) 
siendo X una matriz cuyas filas vienen dadas por la expresión [4J. 
Sustituyendo [71 en (6] y teniendo en cuenta que: 
(8) 
e". e; .j_iT~ 
, [JI, (1 - JI;»)'" ' , 
donde el = YI - PI es el residuo asociado a la observación i-ésima de un MEO y ej - es el 
correspondiente residuo estandarizado. el estadístico [6] puede escribirse como: 
[9) 
A pesar de la similitud con los estadfsticos de influencia para modelos de regresión 
lineales [Belsley el al. (1981), Atkinson (1985)], el estadfstico el presenta un conjunto de 
particularidades que pueden resumirse en tres puntos: 
• En primer lugar, mediante la expresión (7] es inmediato comprobar que, a 
diferencia de lo que ocurre en modelos lineales, el efecto de la i-ésima observa-
ción no se ha eliminado completamente, puesto que las variables se han 
tmnsformado con información que depende de dicha observación. Sin embargo, 
dadq. que la expresión (7] puede interpretarse como un paso por el algoriuno de 
sCcWng en el que no se utiliza información de la observación ¡-ésima, es posible 
eliminar completamente el efecto de la observación en cuestión iterando hasta 
la convergencia. El único problema es que el coste de cálculo del estadfstico 
podrfa ser demasiado elevado en este caso. 
• Para modelos lineales, en la literatura se ha discutido sobre e'"tipo\de residuos 
que es más conveniente utilizar en los distintos estadfsticos [Atkinson (1985), 
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Belsley et al. (1981)] y numerosos autores han sugerido el uso del residuo 
estudentizado. Aunque en el caso de los MEO también es posible definir los 
residuos previstos y estandarizarlos, la naturaleza e interpretación de estos 
residuos hace que en este caso la discusión carezca de interés. 
• Para el modelo lineal también se argumenta que, en algunos casos, es preferible 
emplear estimadores de la desviación tfpica residual que no incluyan el residuo 
i-ésimo. En los MEO esta discusión es improcedente, puesto que la varianza de 
las perturbaciones es conocida, debido a las restricciones de identificación 
[Amemiya (1981)]. 
Por otra parte, es importante señalar que el estadfstico [9] es un caso particular del 
estadístico general de influencia propuesto por McCullagh y Nelder (1989). Sin embargo, 
este estadístico tiene la ventaja de que explota las características propias de los MEO, y 
es computacionalmente eficiente. 
Seguidamente se deriva un estadistico alternativo al anterior, que se basa en medir 
la influencia de cada observación sobre el vector de probabilidades estimadas. En los 
modelos de regresión lineales resulta idéntico medir la influencia de una observación en 
el vector de parámetros estimados que en el vector j de valores ajustados [Peña (1987)]. 
Sin embargo, en los MEO este resultado no se mantiene, por lo que es necesario derivar 
un estadístico específico que mida la influencia de la observación i-ésima sobre el vector 
de probabilidades estimadas (P). Utilizando una expansión de Taylor de primer orden, 
para el caso en que se elimina la i-ésima observación, la probabilidad estimada se puede 
aproximar de la siguiente forma: 
[lO) 
A partir de [10], la diferencia en la probabilidad estimada para la observación 
j-ésima al eliminar la observación i-ésima puede calcularse como: 
(11) 
y la diferencia entre las probabilidades estimadas para toda la muestra resulta: 
(12) 
donde q, y + son matrices diagonales de dimensión n con elemento genérico Ji y 
FIO - FI) respectivamente. 
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Por lo tanto, una medida de influencia sobre las probabilidades estimadas es: 
donde, en general: 
e/O h/ 




La diferencia entre los estadlsticos [9] y [13] se encuentra en la matriz + de la 
expresión [14]. La presencia de esta matriz se debe a que en un modelo no lineal, el 
cambio en los argumentos de la función no tiene por qué ser igual a la variación en la 
(unción. Más concretamente, lo que indica la expresión [12] es que el cambio en las 
probabilidades estimadas no sólo depende del cambio en los parámetros, sino de la 
situación inicial de dicha probabilidad, siendo mayor el cambio cuanto más próxima se 
encuentre a 0.5. Es importante seHatar que el empleo del estadistico (13] es especialmente 
imponante en situaciones en las que el objetivo sea realizar previsiones agregadas para 
poblaciones grandes. 
3. Estadrsticos de influencia: grupos de observaciones y otros casos 
particulares 
Como se ha expuesto en el apartado anterior, a partir de la liRealización del modelo 
binario en [2], se pueden derivar estadísticos de influencia individual semejantes a los 
desarrollados para el modelo lineal general [Atklnson (1985)]. Siguiendo en esta Hnea, es 
posible particularizar los resultados anteriores a situaciones en las que se eliminan 
conjuntos de observaciones, así como evaluar el efecto de dichas observaciones para un 
suboonjunto de:¡parámelros del modelo. 
§ 
'i} 
Una i~ración por el algoritmo de scoring eliminando la información de las 





donde X e j están formadas por las observaciones transformadas como en [3]-[4] y la 
inversa de la matriz de información es: 
[16] 
A partir de [15], la influencia de un conjunto de observaciones puede evaluarse 
utilizando un estadlslico similar a [9], que resulta: 
[17] 
donde ti, = Xj..X Tk)-IXr. 
Al igual que en el caso anterior, en las expresiones [1S] y [16] no se ha eliminado 
completamente el efecto del conjunto de observaciones en /, pudiendo iterar hasta la 
convergencia para su total eliminación. No obstante, si las observaciones eliminadas no 
son influyentes. dicho proceso iterativo no introduciría variaciones importantes. Por el 
contrario, si el efecto del conjunto / es relevante, la iteración posterior reforzada el efecto 
anómalo de dicho conjunto. Dado que para muestras de gran tamaño, las consideraciones 
de tiempo de cálculo son importantes, no resulta necesario continuar el proceso iterativo 
excepto, tal vez, en situaciones dudosas. De hecho, no iterar hace más robusto el 
estadfstico ante la posibilidad de rechazar observaciones no anómalas aunque, en cambio, 
reduce la probabilidad de detectar una observación anómala. 
De manera análoga al caso de la influencia de observaciones individuales, es 
posible obtener un estadfstico alternativo al de la expresión [17], que se base en medir el 
cambio en el vector de probabilidades estimadas, en lugar de evaluar la diferencia entre 
los vectores de parámetros. Esta medida es: 
<,(P) = @ .. - ~)(1lTHJ@(. -~) 
[18] 
- OT(1 íI)-'H- (1 H- )-. o 
- e, f' -, , f' - I e, 
donde ¡j, = X,<XTi)-1 (X TitX}(XTi)-IX,T. 
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Por último, se derivan expresiones particulares para evaluar la influencia de grupos 
de observaciones sobre un subconjunto de parámetros del modelo. El interés se centra en 
m elementos que se corresponden con las filas del vector 8 = RT{J, donde RT es una matriz 
mxk de constantes conocidas con rango(R) = m ~ k, Y la matriz de varianzas de la 
estimación máximo~verosfmil de 8 es RT[I@>r'R. Una medida de influencia análoga al 
estadístíco (17) aplicada a una combinación lineal de los parámetros originales es: 
donde: 
e,(9) " (~" - iV[R T(.'i'T.'i'r'Rr'(~" -~) 
",.T(I -f¡\-'.'i' Ñ.'i'T(1 -m-" Ipllllpll 
En particular, el efecto de eliminar una sola observación sobre (J puede escribirse: 




El estadístico en [19] es especialmente Interesante. debido a que en los MEB es 
frecuente la presencia de un cierto número de variables cualitativas entre las variables 
explicativas. Por lo tanto, en muchas ocasiones, es importante medir el efecto de un grupo 
de observaciones sobre un subconjunto de parámetros. Sin pérdida de generalidad, se 
puede suponer que los parámetros de interés son los últimos m componentes del vector (J. 
En ese caso: 
(22) 
El estadístico [19] puede escribirse: 
[23) 
donde 0, = XlXr~)-I~ y X2 es lasubmatriz formada por las últimas m columnas de il. 




e,'l(íi¡ - 81) 
(1 - r.,)' 
donde 8, es el elemento i-ésimo de la diagonal principal de °1, 
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[24) 
El estadistico [24] puede particularizarse para el caso en que se desee medir el 
efecto de una observación en la estimación de un parámetro {Ji del vector {J. Denotando por 
v, el elemento j.ésimo de la diagonal principal de la matriz ¡(/JY1 • es inmediato que el 
estadístico: 
[25) 
proporciona una medida del desplazamiento que experimenta la estimación del coeficiente 
{Ji cuando se elimina de la muestra la observación i.é$ima. 
4. El problema de enmascaramiento 
El problema de enmascaramiento se produce cuando la muestra incluye un grupo 
de observaciones tales que su influencia conjunta disimula el efecto individual de cada una 
de ellas. provocando que éste no sea detectado mediante el uso de los estadísticos que 
analizan una observación cada vez. Esta clase de grupos de observaciones pueden presentar 
patrones muy diferentes, aunque el efecto de su presencia es que los estadísticos de 
influencia individual no son capaces de detectarlas. 
Los estadisticos para grupos de observaciones. derivados en la sección 3, pueden 
utilizarse para analizar la innuencia de cualquier conjunto de observaciones. Sin embargo, 
la dificultad estriba en determinar eficientemente los grupos cuya influencia se pretende 
medir. entendiendo por eficiente cualquier método que, proporcionando los resultados 
perseguidos. no requiera la exploración exhaustiva de todos los grupos de distintos tamaños 
posibles de observaciones. A continuación, se extiende al caso de los MEB la estrategia 
desarrollada por Peña y Yohai (1991) para tratar este problema en los modelos lineales. 
El método de Peña y Yohai (1991) se basa en un modo alternativo de calcular el 
estadístico de. influencia conjunta en modelos lineales e, que, de forma aproximada, puede 
derivarse a partir de una matriz de influencia M. que se obtiene evaluando el efecto 
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conjunto de la eliminación simultánea de las observaciones i-ésima y j-ésima de la muestra 
y cuyo elemento genérico es: 
[26] 
donde Y(i) e 111) son los vectores de valores ajustados eliminado las observaciones i y j 
respectivamente y hlj son los elementos de la matriz de proyección H = x(XTXr'}(l'. Nótese 
que la diagonal principal de M está formada por el estadfstico de Cook (1977) para cada 
observación. Entonces. basándose en el comportamiento de la función de influencia 
teórica, Peña y Yohai (1991) sugieren que una forma aproximada de evaluar e, es: 
e, = E Y' mij 
IE/k1 
[27] 
El metodo propuesto por Peña y Yohai (1991) se basa en la matriz M definida en 
[26] y se justifica mediante un argumento heurístico. La forma de llevarlo a cabo en la 
práctica es la siguiente: 
Paso 1: Calcular los autovectores correspondientes a los k autovalores no nulos de la 
matriz de influencia M. 
Paso 2: Utilizando los autovectores asociados a los m autovalores mayores, seleccionar 
los pares de conjuntos de observaciones I¡' y I/,j "'" l, ... ,m ~ k, incluyendo en 
cada uno de ellos las observaciones cuyo componente del autovectOr sea grande 
y positivo o negativo respectivamente. 
Paso 3: Empleando los estadísticos para evaluar la influencia de grupos de observaciones, 
determinar los grupos de observaciones influyentes. 
, 
En peñM y Yohai (1991) se aplica el método que se acaba de resumir a diversos 
conjuntos de d~tos ya utilizados en la literatura y se pone en evidencia que este método 
permite seleccionar eficientemente grupos de observaciones influyentes que pasan 
desapercibidos al emplear estadísticos de influencia individual y con un coste computacio~ 
nal muy inferior al de otros métodos propuestos en la literatura'. ConvieQ,e poner de 
relieve que el coste de cálculo no es excesivamente alto puesto que: i) existen ~í\lgoritmos 




lo que no es necesario evaluarlos todos1 , e ii) no es necesario almacenar en la memoria del 
ordenador las matrices M y H, puesto que los elementos 111q pueden ser evaluados a medida 
que se necesiten, si las limitaciones de espacio así lo exigen. 
En los MES se puede definir una matriz de influencia semejante a la matriz M en 
[261. que puede emplearse para evaluar de forma aproximada el estadlstico en [27], as! 
como para detectar observaciones que presentan problemas de enmascaramiento. En este 
caso, el elemento genérico resulta: 
[28] 
(1 - fi,)(1 - h,) 
que debe interpretarse en ténninos de los valores ajustados de la variable endógena JI en 
el modelo (2]. Nótese que la diagonal principal de lit está formada por el estadístico [9] 
para cada observación. 
De manera análoga a como se ha llevado a cabo para el estadfstico [9), es posible 
obtener expresiones alternativas a la ecuación [131, que se basen en medir el cambio en 
el vector de probabilidades estimadas con objeto de detectar observaciones con problemas 
de enmascaramiento. En particular, la matriz de influencia alternativa tiene como elemento 
genérico en este caso: 
[291 
donde hij está definido en [14]. 
5. Detección de observaciones influyente. en los MEB 
A partir de los estad!sticos expuestos, se puede desarrollar una estrategia de 
diagnosis de observaciones anómalas para los modelos de elección binaria, que se resume 
de la siguiente forma. 
En una primera etapa, es necesario utilizar instrumentos a priori como los 
desarrollados para los modelos lineales, y que se basan en medir la distancia de cada 
observación al centro del espacio de las variables explicativas [Peña (1987), Belsley et al. 
(1981)1, así como el estadístico h,-, para evaluar la dispersión de las observaciones 
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muestrales, lo que proporciona información sobre potenciales observaciones extremas. 
Aunque valores moderadamente altos de estos estadísticos no son concluyentes, permiten 
fijar la atención sobre algunas observaciones en fases posteriores. Hay que tener en cuenta 
que estos estadisticos sólo son válidos para variables continuas. Esto supone una limitación 
importante ya que, trabajando con modelos de elección discreta. res1:l1ta (recuente la 
presencia de variables exógenas cualitativas. 
Una vez estimado el modelo, también es conveniente utilizar el estadfstico 
¡j¡ :: i,'rxTX)-lx¡ que utiliza las variables transformadas en lugar de las originales. Aunque 
éste tiene la misma interpretación que h¡. puede contener información diferente debido a 
la no linealidad del modelo. El empleo de h/ sigue los mismos criterios; esto es, localizar 
observaciones extremas y potencialmente influyentes. 
El siguiente paso es, lógicamente, calcular el estadfstlco cl definido en [9]. Valores 
elevados de ci indicarán la presencia de posibles observaciones anómaJas. En este sentido, 
la principal dificultad estriba en que al igual que ocurre en los modelos lineales, no existen 
formas concluyentes de evaluar valores críticos para dicho estadístico [Gracia.Díez y 
Serrano (1994)1. No obstante, sí se pueden obtener valores indicativos utilizando las tablas 
de la distribución X2~. Además, lo más importante es la comparación de efectos relativos, 
por lo que resulta recomendable realizar comparaciones de las estimaciones obtenidas con 
toda la muestra y las que resultan de eliminar un conjunto, usualmente pequeño, formado 
por aquellas observaciones con un valor elevado del estadístico respecto a la media del 
mismo para toda la muestra. 
Una vez determinado un conjunto de observaciones individualmente influyentes, 
conviene analizar la posibilidad de que existan observaciones enmascaradas utilizando la 
adaptación a los MEB del procedimiento propuesto por Peña y Yohai (1991) que se ha 
descrito en la secci6n 4, cuya influencia se mide a través del estadístico el en [27]. Una 
vez más y lo mismo que para el caso de los modelos lineales, no se pueden ofrecer valores 
críticos concluyentes para dichos estadísticos, por lo que, en parte, las decisiones finales 
sobre los grupi de observaciones problemáticas dependen fundamentalmente del criterio 
del analista, as't como de las posibles causas de la presencia de observaciones anómalas. 
Por último, es importante señalar que el conjunto de instrumentos de detección que 
se acaba de proponer revela la presencia de observaciones influyentes en la muestra, 
aunque ninguno de ellos indica el posible origen de las mismas. Bajo dé.terminados 
supuestos sobre la fuente de procedencia de las observaciones an6maJas, en Serr~ho (1993) 
se derivan estadísticos que permiten contrastar el origen de las mism:jlS' Estos contrastes 
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pueden utilizarse para, una vez detectadas las observaciones influyentes, determinar la 
fuente que causa la anomalía, suponiendo que ésta sea única. No obstante, las primeras 
pruebas realizadas parecen indicar una baja potencia de estos estadfsticos. En los 
experimentos de Montecarlo realizados, no resultaron concluyentes sobre el tipo de 
anomalía en ningún caso, aunque sf resultaban suficientemente potentes como para contras· 
lar la hipótesis nula de que las observaciones seleccionadas como potencialmente anómalas 
no habian sido generadas por el mismo proceso que las restantes. 
6. Aplicación: un modelo de elección de tipo de Interés fijo frente a tipo de 
interés variable 
En una nota en el Journal 01 Money, Credit and Banking, Dhillon et al. (1987) 
estudian el conjunto de características personales y financieras que determinan la elecci6n 
por parte de los individuos de un tipo de interés fijo frente a uno variable a la hora de 
contratar sus préstamos hipotecarios. El artfculo utiliza un modelo probit para determinar 
los principales factores que influyen en la decisi6n. El interés principal del estudio se 
centra en contrastar las dos posturas que dominan los planteamientos teóricos sobre el 
tema. La primera. pone de relieve la independencia de las características personales del 
prestatario en la elecci6n del tipo, dados los precios y los términos del contrato). La 
segunda, supone información asimétrica; esto es, dadas las condiciones del mercado, los 
prestatarios pueden favorecerse no revelando sus características personales a la hora de 
firmar el contrato4 • 
6.1. Descripción del modelo 
El modelo básico utilizado por Dhillon et al. (1987) relaciona la probabilidad de 
que un individuo elija, dadas sus características personales y las condiciones del mercado, 
un tipo de interés variable para un préstamo hipotecario. 
La muestra está compuesta por 78 clientes de un banco hipotecario de Louisiana 
{EE. UU .)5. Los préstamos fueron concedidos durante el período comprendido entre enero 
de 1983 y febrero de 1984. Del total de observaciones, 46 eligieron un tipo de interés fijo 
y 32 un tipo de interés variable no acotado. Todos los préstamos a interés fijo telÚan un 
plazo de vencimiento de 30 años. Las variables disponibles aparecen definidas en la Tabla 
6.1 y un listado completo de los datos utilizados se incluye en el Apéndice A. 
(Insertar tabla 6.1) 
1 
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Los autores especifican un modelo probit no restringido utilizando todas las 
variables disponibles (Modelo 3) y dos versiones restringidas del mismo. El Modelo 1 
excluye las variables LA y STL, con el fin de contrastar la significación de dichas 
variables económicas personales, mientras que el Modelo 2 excluye las variables de 
caracter(sticas personales, con el propósito de contrastar la hipótesis de información 
asimétrica. Una variable fundamental en el trabajo es la prima de riesgo, medida por la 
diferencia de los tipos del Tesoro a diez y un año (YLD). 
6.2. Resultados emprrlcos con los modelos originales 
En l!l Tabla 6.2 aparecen los resultados de la estimación de los tres modelos 
considerados por los autores del trabajo. Para ello se ha utilizado el método de máxima 
verosimilitud por procedimientos lineales expuesto la sección 2. Debajo del coeficiente 
asociado a cada variable figura la desviación típica estimada. En las tres I1ltimas filas de 
la tabla se ofrecen, para cada modelo, el logaritmo de la función de verosimilitud, el valor 
del estadfstico de contraste de razón de verosimilitudes (bajo el modelo restringido) y el 
número condición de la matriz de varianzas-covarianzas estimada'. 
(Insertar tabla 6.2) 
Siguiendo a Dhillon el al. (1987), y a la vista de los resultados de la Tabla 6.2, se 
pueden hacer las siguientes consideraciones: 
• Las variables de precio resultan claramente significativas y tienen los signos que 
cabría esperar, con la excepción de la prima por riesgo (YLD) y el ratio de 
vencimientos (MA 1), que no son individualmente significativas en el modelo no 
restringido. 
• Las variables personales no son significativas individualmente en ninguno de los 
modelos que las incluyen, aunque llevando a cabo un contraste de razón de 
verosimilitudes entre los Modelos 2 y 3, si resultan conjuntamente significati-
vas1, 19 que presenta cierta evidencia, aunque en ningún caso concluyente, a 
favor ~e la hipótesis de información asimétrica. 
• Las variables de caracterfsticas económicas (LA y STL) no resultan significativas 
en ningún caso, ni individual, ni conjuntamente. 
" 
• El número condición de las matrices de varianzas-covarianzas es muy elevado 
en todos los casos. Esto es un indicativo claro de que la IfStimación está mal 
;¡ 
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condicionada y, por tanto, pequefios cambios en la muestra pueden inducir 
variaciones importantes en los coeficientes estimados. 
En la Tabla 6.3 se muestran las elasticidades de la probabilidad de elegir un tipo 
de interés variable respecto de las variables continuas del Modelo 3. Como puede 
observarse, la variable que puede producir mayores cambios en la decisión es el tipo de 
interés fijo. Un incremento del 1 % puede llegar a producir un importante aumento en la 
probabilidad de elegir el tipo de interés variable (de hasta un 48%). No obstante, hay que 
tener en cuenta que el cambio en la decisión del individuo sólo se produce cuando la 
probabilidad de elección de éste se encuentra próxima a 0.5, por lo que sería necesario un 
cambio sustancial del tipo de interés fijo para inducir cambios en la decisión. 
(Insertar tabla 6.3) 
Con estos resultados. los autores concluyen que" ... en general, las caracterfsticas 
individuales del prestatario tienen una influencia débil en el tipo de préstamo elegido. Hay 
una tendencia a que algunas clases de prestatarios. [ ... 1 tengan preferencia por los tipos 
de interés variable. Esto es consistente con la hipótesis de información asimétrica" Dhillon 
et al, (1987. pág, 265), 
6.3. Detección de observaciones anómalas 
En este apartado se aplica la metodologfa propuesta en la sección 5 para detectar 
observaciones anómalas e influyentes. La Tabla 6.4 contiene los valores de los estadfsticos 
correspondientes al conjunto de instrumentos de diagnosis propuesto en las secciones 2, 
3 Y 4 para el conjunto de observaciones que presentan valores apreciables en alguno de 
ellos. Por columnas, la Tabla 6.4 contiene: el número de la observación, el estadístico de 
distancia h¡, el estadfstico hl de distancia para las variables transformadas con las 
expresiones [3]-(4), el residuo, el estadístico de influencia individual [9] y. por último,los 
componentes de Jos autovectores asociados a los dos mayores autovalores de la matriz de 
influencia M definida en [28]. 
(Insertar tabla 6.4) 
A la vista de la Tabla 6.4 se pueden hacer los siguientes comentarios: 
• El estadfstico h, calculado para las variables continuas del modelo sugiere que 
las observaciones 14 y 37 son extremas, muy especialmente esta última. Una vez 
estimado el modelo por el procedimiento MV lineal y transformadas las 
variables, el estadístico Ii¡ confirma que esas observaciones son extremas en el 
espacio de las X. 
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• Atendiendo al estadístico de influencia para cada observación éi , puede compro· 
barse que la observación número 37 toma un valor extremadamente elevado. 
También la observación 14 tiene una influencia alla, aunque considerablemente 
menor que la 37. Nótese, que el valor de la distribución X2 u para una probabili~ 
dad del 10% es de 8.6. Por otra parte, teniendo en cuenta que la media del 
estadístico éi para la muestra completa se encuentra por encima de cuatro. y la 
misma media. eliminando la observación 31, es aproximadamente 1.5, parece 
claro que las observaciones 14 y 37 con altamente influyentes. 
• Como se pone de relieve en Gracia·Oíez y Serrano (1994), los residuos en los 
modelos de variable dependiente binaria no son una indicación de la posible 
anorma1idad de una observación. Como muestra la Tabla 6.4, las observaciones 
cuyos residuos son más elevados no presentan ninguna evidencia de anormalidad 
cuando se presta atención a los estadísticos de influencias. 
• Según estos resultados, las observaciones 14 y 37 pueden calificarse como 
influyentes. El valor del estadfstico de influencia para el conjunto de ambas ob~ 
servaciones resulta ser 176.7. Además, dado el carácter extremo de ambas, y 
que la muestra es de tamafto reducido, la decisión adecuada es eliminarlas en el 
proceso de estimación. 
• Para analizar el posible efecto de enmascaramiento provocado por estas observa~ 
ciones, se ha utilizado el procedimiento de Peña y Yohai (1991) aplicado a la 
matriz Al definida en [28]. En las dos últimas columnas de la Tabla 6.4 
aparecen los correspondientes componentes de los aUlovectores asociados a los 
dos mayores autovalores de M. Como puede apreciarse, ambos autovectores 
están claramente dominados por las observaciones 14 y 37, respectivamente. 
También se puede comprobar que la observación 61, que no aparecía como 
potencialmente influyente considerando los estadísticos anteriores, tiene un 
componente asociado relativamente elevado en el primer autovector (aproximada-
men~iel doble que el valor que toma el siguiente componente), por lo que 
cambian se incluye en el grupo de observaciones influyentes. El valor del 
estadístico de influencia para las tres observaciones resulta ser de 170.4. 
• Dado el reducido tamafío muestral, parece aconsejable no eliminar más 
observaciones sin contar con información adicional sobre el diseño '~e la mues~ 
tra. Aunque, se han considerado algunas otras observaciones9 como''potencial~ 
mente influyentes, los resultados del estadístico de influenc\~ conjunta, así como , 
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el análisis de la muestra, no permitían concluir que realmente lo fueran, por lo 
que es preferible mantenerlas en la muestra. 
En la Tabla 6.5 se presenta la estimación de los tres modelos de la Tabla 6.2, 
eliminando el efecto de las observaciones 14, 37 Y 61. A efectos de comparación, en la 
última columna de la tabla se incluye el Modelo 3 estimado hasta la convergencia sin 
dichas observaciones (Modelo 3·). 
(Insertar tabla 6.5) 
Las principales diferencias con respecto a las estimaciones resumidas en la 
Tabla 6.2 son: 
• Al contrario que con los modelos de la Tabla 6.2, realizando un contraste de 
razón de verosimilitudes, se puede rechazar la hipótesis de que las variables 
financieras personales (LA y STL) son no significativas. Adicionalmente, se 
coRnrrna menor aversión al riesgo de los individuos más ricos (coeficientes 
positivos y significativos de LA y NW). 
• La importancia de las variables personales, utilizando el mismo contraste que 
con los datos originales, puede considerarse superior. Algunas variables pasan 
a ser individualmente significativas, en concreto. BA, BS y CB. 
• Los cambios en los coeficientes estimados para el Modelo 2 son muy pequeños, 
lo que hace suponer que la fuente de las anomalías procede de variables de 
caracterfsticas personales. Este hecho es lógico ya que, dado el lapso de tiempo 
con que se tomaron los datos, no cabe esperar que el mercado sufriera variacio~ 
Des sustanciales. 
• Debido a los cambios en los coeficientes, las elasticidades estimadas también han 
cambiado. Como puede apreciarse en la Tabla 6.6, las elasticidades de las 
variables que ahora son significativas son claramente superiores a las que 
aparecían en la Tabla 6.2. 
(Insertar tabla 6.6) 
A la vista de estos resultados, se puede concluir que, a diferencia del artículo 
original, las variables personales sí resullan ser relevantes a la hora de explicar la elecci6n 
de tipo de interés y. por tanto, estos resultados apoyan claramente la hipótesis de 
información asimétrica. La menor aversión al riesgo de los individuos más ricos, sugerida 
por Dhillon et al. (1987) también queda contrastada. asi como la mayor aversión de los 
individuos de más edad. Tal y como los autores del trabajo original concluyen, hay 
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algunos tipos de individuos que prefieren más claramente los tipos de interés variables: 
aquellas familias con ca-prestatarios, las parejas casadas y los individuos con elevada 
movilidad. 
7. Conclusiones y posibles extensiones 
En este trabajo se presenta un conjunto de extensiones de los resultados propuestos 
en Gracia-Diez y Serrano (1994). En concreto: i} se deriva un estadistico que evalúa la 
influencia de cada observación sobre las probabilidades estimadas de los MES, Ii) se 
generalizan los estadisticos de influencia individual para evaluar el efecto de grupos de 
observaciones sobre las probabilidades estimadas, el vector de parámetros del modelo y 
subconjuntos del mismo vector, e iii) se trata el problema de enmascaramiento extendiendo 
a los MBS un procedimiento debido a Peña y Yohai (1991) para modelos lineales. 
Además, se propone una estrategia de diagnosis para abordar el problema de observaciones 
anómalas que se aplica a una muestra de datos reales analizada en Dhillon el al. (1987). 
En la aplicación empfrica de la sección 6 se pone de relieve que, de la misma 
forma que ocurre en otros modelos, en los MES es necesario aplicar un proceso de 
diagnosis para determinar la posible falta de robustez de los resultados obtenidos debido 
a la presencia de observaciones anómalas. Los procedimientos presentados se han aplicado 
con éxito a los datos del ejemplo y han permitido detectar observaciones que alteraban los 
resultados de la estimación, hasta el punto que algunas conclusiones del trabajo original 
pueden ser rebatidas y otras reforzadas. 
Bn este trabajo no se presentan resultados exahustivos sobre el rendimiento de los 
estadísticos propuestos. ni sobre el procedimiento para la detección de observaciones 
enmascaradas. Sin embargo, en Gracia~Díez y Serrano (1994) y, en mayor medida. en 
Serrano (1993), se presentan experimentos de simulación para vaJidar buena parte de los 
instrumentos de diagnosis propuestos en este trabajo. 
,,¡ 
Una pr,{mera extensión relevante de este planteamiento. es el análisis de valores 
" críticos. de los estadísticos de influencia propuestos. Si bien parece dificil determinar sus 
distribuciones teóricas, una labor de gran utilidad puede ser el desarrollo de distribuciones 
empfricas que permitan clasificar las observaciones de forma objetiva, sin requerir el 
análisis pormenorizado del investigador. Esta idea también es aplicable al procedimiento 
de Peña y Yohai (1991) para determinar grupos de observaciones influyentes:" 
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Una segunda extensión, que también puede ser imponante, consistirfa en un análisis 
exhaustivo de los estadisticos LM propuestos en Serrano (1993) para contrastar hipótesis 
sobre el origen de las anomalías. A la vista de los resultados obtenidos, el principal 
problema es su falta de potencia para discriminar entre las posibles fuentes de anomalfas 
aunque, no obstante, su funcionamiento es aceptable para contrastar si determinados 
conjuntos de observaciones son efectivamente anómalas. 
Tabla 6.1. Variables en el modelo de elección de tipos de interés. 
Variable dependIente 
ADl I Ficticia, el individuo elige tipo de interés variable, I = SI. 
Variables exógenas de condiciones de mercado y características del contrato 
FI Tipo de interés fijo. 
MAR Margen sobre el tipo de interés variable. 
YLD Diferencia entre el tipo de interés del Tesoro a 10 años menos el de 1 
año. 
PTS Ratio entre ~I tipo de interés fijo y variable. 
MAT Ratio entre los vencimientos de los préstamos hipotecarios con tipo 
variable y fijo. 
Variables exógenas de caracterfsticas personales 
HA Edad del prestatario. 
OS Años de escolarización del prestatario, 
FfB Ficticia. el prestatario compra vivienda por primera vez, 1 = Si, 
CH Ficticia, existe un ca-prestatario, 1 = Sí. 
Me Ficticia, el prestatario está casado, I "" Casado. 
SE Ficticia, el prestatario trabaja por cuenta propia, 1 = Si, 
MOB Movilidad: años en la dirección actual. 
Variables exógenas de caracterfsticas económicas 
NW Riqueza neta del prestatario, 
LA Activos IIquidos. 




Tabla 6.2, Estimación de los modelos originales de Dhitlon et al (1987). 
Variable Modelo 1 Modelo 2 Modelo 3 
Constante .3.4855 ·1.8774 ·3.1077 
(5.2870) (4.2249) (5.8715) 
FI (Tipo fijo) 0,9786 0.4987 1.0081 
(0.3911) (0.2772) (0.4107) 
MAR (Margen) -0.6268 -0.4310 -0.7052 
(0.2588) (0.1736) (0.2723) 
YLD ('10·'1) .2.2381 .2.3840 ·2.5251 
(1.4310) (1.0880) (1.5881) 
PTS (Puntos) -0.7226 -0.2999 -0.8303 
(0.3153) (0.2415) (0.3977) 
MAT (Ratio de venci· ·1.1366 -0.0592 ·1.1644 
mientos) (0.8927) (0.6147) (0.8946) 
BA (&Iad) -0.0031 - -0.0040 
(0.0390) (0.0429) 
BS (Estudios) -0.1094 .. -0,1083 
(0.0967) (0.0998) 
FTB (Primera compra de 0.2398 - 0.1434 
vivienda) (0.5208) (0.5583) 
eB (Co.prestatario) -0,8061 - -1.0666 
(0.6044) (0.6922) 
MC (Casado) -1.0358 - -1.0586 
(0.6557) (0.6728) 
SE (Cuenta propia) -0.5906 .. ·1.1215 
(1.2238) (1.5598) 
MOB (Movilidad) -0,0882 - -0.0930 
(0.0521) (0.0550) 
NW (Riqueza neta) 0.1349 0.0838 0.1288 
(0.0901) (0.0422) (0.1053) 









In I ·31.53 ·39.21 -30.73 
LRT 1.60 16.96 
N° condición 1.1e+6 1.4e+05 2.4e+06 
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Tabla 6.3. Elasticidades, para el Modelo 3, de la probabilidad de elegir un tipo de interés 
variable respecto de las variables continuas. 
Variable Media D.t. Min Max 
PI 11.23 13.29 0.00 47.86 
MAR -2.49 2.62 -9.95 0.07 
YLD -5.41 4.26 -15.56 "'.00 
PTS -1.69 1.67 -8.21 0.00 
MAT -1.55 1.23 -5.07 "".00 
NW 0.30 0.38 "'.00 2.30 
BA "'.19 0.16 "'.89 "'.00 
BS -2.21 1.81 -7.92 "'.00 
MOB -0.65 1.38 -7.95 "".00 
STL 0.23 0.31 0.00 1.83 
LA 0.09 0.24 0.00 1.80 
Tabla 6.4. Estadísticos de diagnóstico para las observaciones más significativas. 
j h, h, 
" 
e, >.¡ ". 
5 0.2006 
•...•.. 0.391.2 0.5854 0.9040 0.0460 "'.1)010 14 0.3737 0.6298 o.~m ·¡l).6700 :0.9162 . ,- ti,olla 
lS 0,1491 0.5046 0.6010 3.1150 "".0025 -OJlO75 
22 0.1905 0.2090 -0.8115 1.4380 0.0339 0.0001 
23 0.1531 0.2305 -0.5014 0.4009 0.0094 0.0007 
24 0.1531 0.2305 -0.5074 0.4009 0.0094 0.0007 
25 0.1531 0.2305 -0.5014 0.4009 0.0094 0.0007 
26 0.1905 0.2090 .. ().8115 1.4380 0.0339 0.0001 
35 0.0981 
.. 
0.3097 "(},519B 0.7037 -Q.0264 "".0004 
37 0.8889 0.9615 -0:;23.22 211.2000 :.o;Oi03 '-..0.9998 
45 0.3313 0.0315 -0.0008 0.0000 0.0001 0.0000 
46 0.3519 0.0570 "".0020 0.0001 0.0015 0.0000 
53 0.1101 0.3102 -0.3445 0.3426 -0.0076 0.0001 
" 
0.0604 0.1820 -0.8855 2.1030 0.0194 0.0053 
58 ' 0.1353 0.4689 -0.6062 2.5580 0.0160 0'<1070 
59 0.4819 0.5944 -0.1261 0.5211 0.0338 0.0013 
61 0.1650 0.34.11 -a:39P ··0.5066 O;l~17 : - 0.0021 
62 0.1456 0.4145 -0.4997 1.2010 -0.0319 0.0000 
63 toS4l 0.0832 -0.0042 0.0004 0.0028 0.0000 64 0631 0.2432 -0.4694 0.3157 0.0250 0.0021 67 omS9 0.4599 -0.5995 2.3600 0.0022 0.0021 
68 0.0976 0.1798 0.8874 2.1060 0.0815 0.0047 
69 0.0996 0.3206 0.6719 1.4220 0.0102 "".0023 
11 0.1208 0.1890 0.7418 0.8257 0.0478 0.0037 
16 0.1211 0.2318 0.8253 1.8560 -0.0180 0.0036 
77 0.1890 0.4327 0.4205 0.9751 -0.0012 0,0010 
18 0.1482 0.3224 0.3190 0.4286 0.0343 0.0010 
r 
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Tabla 6.5. Estimación de los tres modelos considerados eliminando el efecto de las 
observaciones 14, 37 Y 61. 
Variable Modelo 1 Modelo 2 Modelo 3 Modelo 3' 
Conslallte -4.5046 -1.1074 -4.7255 -5.5329 
(5.4612) (4.2720) (6.0367) (6.2820) 
FI (Tipo fijo) 0.8075 0.5402 0.7135 1.1339 
(0.3966) (0.2826) (0.4197) (0.4488) 
MAR (Margeo) ..{I.3098 ..,.- ..{I.2779 "".2064 
(0.3021) (0.1864) (0.3163) (0.3082) 
YLD (rIO·rL) -1.4383 -2.9296 -0.6247 -0.5817 
(1.6201) (1.2011) (1.8326) (1.9498) 
PTS (PunIOS) ..{I.7358 ..{I.3719 -0.6362 -1.1011 
(0.3867) (0.2704) (0.4105) (0.4851) 
MAT (Ratio de veocimien- 0.1122 ..(l. 1849 0.3134 -0.2943 
1m) (1.0311) (0.6404) (1.0958) (1.1719) 
DA (Edad) ..{I.2141 - -0.1958 "".06Ir.! 
(0.0137) (0.0849) (0.0664) 
DS (Estudios) ..{I.0123 - -0.0514 -0.2311 
(0.0398) (0.0468) (0.1156) 
Fl'B (Primera compra de -0.0866 - -0.1120 -1.4168 
vivienda) (0.0971) (0.1011) (O.904S) 
eD (Co-preslatario) 0.0021 .- -0.3887 -1.8438 
(0.5338) (0.5908) (0.9051) 
Me (Casado) -0.8557 
-
-1.3870 -0.4495 
(0.6268) (0.7348) (0.7130) 
SE (Cuenta propia) .o.6201 
-
-0.3346 -4.2153 
(0.6802) (0.7104) (2.4431) 
MOD (Movilidad) -0.4544 .- ·3.6311 .o.1308 
(1.2332) (1.9868) (0.2861) 
NW (Riqueza neta) 0,1867 0.0816 0.1974 0.6143 
(0.0951) (0.0430) (0.1l54) (0.2305) 
LA (Activos IIquidos) .. .- 0.1506 0.0699 
(0.0879) (0.0762) 
STL (Compromisos a c. p.) - .- 0.0462 0.0614 
(0.0306) (0.0372) 
In I -42.80 -39.41 ·55.46 ·22.39 
LRT 25.32 32.10 
N° condicióo 1.7e+6 l.4e+S 2.2e+6 1.ge+6 
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Tabla 6.6. Elasticidades, para el Modelo 3. de la probabilidad de elegir un tipo de interés 
variable respecto de las variables continuas una vez eliminado el efecto de las observacio-
nes 14, 37 Y 61. 
Variable Media D.t. Mio Mal< 
Fl 14.28 13.59 0.00 56.80 
MAR -1.01 1.22 -5.75 0.04 
YLD _1.43 1.33 -5.84 .j).oo 
PTS -1.30 1.35 -5.63 0.00 
MAT 0.44 0.42 0.00 2.01 
NW 0.47 0.12 .j).oo 4.00 
BA -2.72 3.11 -16.30 .j).oo 
BS -2.41 2.30 -11.84 .j).oo 
MOB -2.16 5.48 -31.05 .j).oo 
STL 0.62 0.81 0.00 3.75 












Rousseeuw y van Zomeren (1990) proponen una estrategia completamente distinta, basada en la b~ueda de elipsoides de carifiama (fe volumen mfnimo. la idea básica es caracteñzar un elipsoide 
tal que, minlnliiando el volumen, deje Cucra a un nÚDlero reducido de observaciones. Aunque es un 
planteamiento atractivo, el mayor lnconvenientc se debe a que resu1ta muy costoso en términos de 
Cálculo, ya gue paq; tener la seguridad de que se ha encontrado el elipsoide óptimo es oe<:esano Uevar 
a cabo una ti~ueda exhaustiva en el espacio de variables explicativas [VtaSc la discusión que sigue 
al trabajo citado). 
Una revisión de algOrilDlos wra el cálcuJo de aulOvalores r auloveclores para distintas matrices puede 
verse en Ra1ston y Rabinowitz (1978, cap. 10) y un código FORTRAN eficiente para realiziu los 
cálculos puede encontrarse en Smilh el ar. (1914) . 
La información es simétrica. y el efeclO de las caracterfsticas personales ya se encuentra Incluido en 
los lénnlnos del contrato . 
La infonnación asimétrica supone que existen caracterfst1cas personales que. de conocerse, podrfan 
perjudicar al prestatario. 
Los datos empleados son los que acoruoañan, en soporte magnético. al libro dé Lon y Ray (1992). 
Aunque estos autores afinnañ que se trata de los (latos utilizados por DhiUon et al. (1987), los 
resu1tados son semejantes a los obtenidos en el articulo original, aunque no idénticos, lo que puede 
atribuirse a los mslintos algoritmos de estimación utilizados. 
Ratio entre el mayor y el menor aUlovalor de la matriz de varlanxas..covariamas. 
El valor tabular de la distribución rl es de 12.0 al 90% Y de 14.1 al 95% de confiavza. 
Aunque no se incluyen en la tabla, los residuos estandarizados tampoco presentaban valores 
especlalmente elevados. Tan sólo un mueilo porcentaje de las observaciones terna un valor superior 
a (los en valor absoluto y ningún residuo sobrepasaba tres en valor absoluto. 
En ~cular, se llevaron acabo pruebas incluyendo como influyentes, ademAs de las mencionadas 14, 
31 Y 61, las observaciones 68 y 69. 
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Apéndice A 
Datos de Dhillon et al. (1987), tomados del soporte magnético que acompaña el libro de 
Lott y Ray (1992). Las definiciones se encuentran en la Tabla 6.1. 
ADl Fl MAR YLO PIS MAr DA BS F'I'B eB Me SE MOB NW LA SU 
o 13.62 1.50 1.38 2.33 l." 38 22 1 o o o 1 1.56 8.91 3.69 o 13.62 1.50 1.38 2.33 l.,. 38 22 1 o o o 1 1.56 8.91 3.69 
o 13.62 1.50 1.38 2.33 l.,. 
" 
22 1 • o o 1 7.56 8.91 3.69 o 13.62 1.50 1.38 2.33 l." 38 22 1 o o o 1 1.56 8.91 3.89 o 14.00 5.50 1.38 1.75 1.00 41 16 1 o o 1 4 7.82 12.50 50.93 
o 14.00 4.15 1.38 1.15 1.00 41 16 1 o o 1 4 8.01 17.14 50.44 
o 14.00 4.75 1.38 1.15 1.00 41 16 1 o o 1 4 8.01 11.74 50.44 
o 13.62 1.50 1.38 2.33 l." 38 22 1 o o o 1 1.56 8.91 3.69 o 13.50 2.40 1.59 1.00 1.00 44 16 1 o 1 1 11 17.86 11.12 31.46 
o 13.15 2.44 1.45 2.00 0.67 '4 lO I o o 1 2 9.10 6.18 40.48 
o 14.00 2.45 1.64 1.00 1.00 44 16 1 o 1 o 2 2.42 5.01 28.81 
o 14.00 2.45 1.64- 1.00 1.00 44 16 1 o 1 o 2 2.42 5.01 28.81 
o n.so 2.40 1.59 1.00 1.00 44 16 1 o 1 1 II 17.86 11.12 31.46 
o 14.00 0.35 1.64 1.25 0.67 S7 17 1 1 1 o 28 5.62 16.84 22.53 
o 13.90 3.04 I.SO 2.03 1.00 42 20 1 o 1 o 8 12.40 0.00 0.00 
o 13.75 2.33 lAS 2.50 1.00 
" 
22 1 o o o 1 1.56 8.91 3.69 
o 13.15 2.33 1,45 2.50 1.00 
" 
22 1 o o o 1 7.56 8.91 3.69 
o 13.75 2.33 1.45 2.50 1.00 
" 
22 I o o o I 1.56 8.91 3.69 
o 13.15 2.33 1.45 2.50 1.00 
" 
22 1 o o o 1 7.56 8.91 3.69 
o 13.15 2.33 1.45 2." 1.00 
" 
22 1 o o o 1 1.56 8.91 3.69 
o 13.15 2.33 1.45 2." 1.00 
" 
22 1 o • o 1 1.56 8.91 3.69 1 13.50 2.40 1.59 1.00 1.00 44 16 1 o 1 1 11 11.86 17.12 31.46 
1 13.88 0.35 2.04 0.83 1.00 '9 21 I 1 1 o 2 4.26 1.20 25.80 
1 13.88 0.35 2.04 0.83 1.00 '9 21 1 1 1 o 2 4.26 1.20 25.80 
1 13.88 0.35 2.04 0.83 1.00 '9 21 1 1 1 o 2 4.26 1.20 25.80 
1 13.50 2.40 1.59 1.00 1.00 44 16 1 o 1 1 11 17.86 17.12 31.46 
1 13.50 3.86 1.60 0,74 0,42 
" 
16 1 1 1 o 17 1.98 7.05 0.30 
1 12.38 2.73 1.40 1.66 0.85 32 18 1 o 1 o 4 1.11 '.60 0.59 
1 12.13 3.36 1.60 1.66 0.85 24 17 o o o o 1 0.12 0.28 1.07 
1 12.25 3.36 1.60 1.66 0.85 43 16 1 o 1 o 6 0.88 3.44 9.35 
1 12.38 3.36 1.60 1.66 0.85 ,O 13 • 1 1 o 1 0.36 2.34 11.56 1 12.38 3.36 1.60 1.66 0.85 25 16 o • o o 3 0.46 1.31 0.00 
1 12.25 3.36 1.60 1.66 0.85 26 14 1 1 1 o S 0.57 0,75 15.32 
I 12.40 3.36 1.60 1.66 0.85 32 12 o 1 o o , 0.35 0.69 27.91 
1 12.50 2.10 1.17 0.00 1.00 27 13 1 o 1 o 1 0.61 0.11 1.03 
I 13.00 3.61 1.69 1.81 1.00 27 17 1 o o o 4 0.73 0.25 12.56 
1 13.25 '.61 1.69 4.34 1.00 25 16 1 1 1 o 1 13.51 93.49 86.35 
1 12.25 2.60 1.S9 2.55 0.93 24 16 o 1 1 o 1 0.48 2.01 8.08 
1 13.00 2.40 1.S9 2.00 1.00 3' 9 o 1 1 o 2 0.11 0.44 0.34 
1 12.50 2.60 1.59 1.27 0.93 44 12 o • 1 o O 0,46 2.10 '.04 
1 12.SO 2.60 1.59 2.55 0.93 ,O 18 o o • • 2 0042 1.55 18.12 1 12.50 2.60 1.59 1.21 0.93 35 2' o 1 1 o 1 3.20 21.58 0.00 
1 13.00 3.86 1.60 1.48 1.69 34 17 1 o 1 o 2 3.43 1.22 26.82 
1 12.50 2.60 LS9 2.SS 0.93 SS l. I o 1 o 6 1.68 5.71 0.13 
1 13.25 3.86 1.60 1.48 1.21 6S 6 o 1 1 o 10 0.07 0.21 1.23 
1 12,50 2.60 1.59 1.09 0.93 27 18 • o o o 27 0.J9 0,48 0.52 1 12.75 3.86 1.60 1,48 0.85 31 2. 1 1 1 o 2 0.12 1.01 IU2 
1 12.13 3.36 1.60 1.66 0.85 36 16 o o o o 1 0.31 1.08 8.62 
ADI fl MAR YLO PTS MAT HA HS FfB CB Me 
I 12,75 3.86 1.60 1.'18 0.85 27 16 o o o 
I 12.25 2.73 1.40 1.24 0.85 31 12 o I I 
I 12.15 2.60 1.59 0.76 0.93 31 15 I I I 
I 13.25 2.08 1.50 0.97 1.42 45 14 I o I 
I 13.90 3.04 1.50 2.03 1.00 37 12 o o I 
I 12.25 2.60 1.59 0.69 0.93 37 14 I o I 
I 12.75 2.08 UO 0.49 0.95 32 16 o o o 
I 13.90 3.04 1.50 2.03 1.00 41 lB I I I 
I 12.60 3.36 1.60 1.66 0.85 31 l. o I I 
I 14.00 2.4S 1.64 1.00 1.00 36 25 o o o 
I 13.10 2.08 1.50 0.97 2.38 43 16 I o o 
I 13.80 3.04 1.50 2.03 1.00 38 I6 o o o 
I 13.15 1.04 1.4S 0.67 1.00 48 17 I I I 
I 13.62 1.50 1.38 2.33 1.50 27 14 I o I 
I 14.00 2.40 1.59 1.50 1.00 26 II o I I 
I 13.00 2.40 1.59 2.00 1.00 3' 12 o o o 
I 13.31 0.35 2.04 l.67 1.00 31 12 I I I 
I 13.50 0.35 2.04 1.67 1.50 34 12 o I I 
I 14.00 0.35 2.04 1.61 1.50 36 16 I I o 
o 11.77 1.90 1.88 0.46 1.13 31 12 I o I 
o 11.16 1.15 1.74 0045 1.11 3. I6 o o o 
o 14.00 1.66 1.14 0.50 I.SO 33 12 I o I 
o 12.84 0.85 2.03 0.00 1.20 30 I2 o I I 
o 13.15 -0.90 1.45 1.00 1.00 24 17 o o o 
o 12.50 0.95 1.77 0.61 1.00 30 12 o o I 
o 12.50 -0.25 1.71 1.00 1.00 35 12 o o I 
o 13.75 1.04 1045 0.67 1.00 2S 15 I I I 
o 13.75 0.35 2.04 1.67 1.00 31 I6 o 1 I 
o 14.50 2.10 1.71 0.00 1.00 24 17 o I I 
o 14.00 1.10 1.14 0.00 I.SO 25 lS o I I 
" 
SE MOB NW 
o 2 0.21 
o I 0.42 
o I 1.00 
o 5 0.79 
o I 0.26 
o I 0.15 
o I O.U 
o 2 0.88 
o I 0.60 
o I 0.44 
o 18 0.80 
o 3 0.24 
o 17 2.66 
o I 1.24 
o 26 0.32 
o 2 0.12 
o 3 0.41 
o 2 0.27 
o I 3.53 
o I 0.44 
o 2 0.31 
o I 0.44 
o I 0.36 
o I -0.06 
o I 0.18 
o I 0.25 
o I 0.71 
o 1 0.12 
o 3 0.34 
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