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В данной статье рассматриваются условия относительной компактно-
сти для семейства мер гильбертовозначных непрерывных семимартин-
галов. Условия формулируются для триплета локальных характери-
стик семимартингала, который определяется по семимартингалу един-
ственным образом.
Ключевые слова: семимартингал, гильбертово пространство, ком-
пактность мер, стохастически непрерывные процессы.
Вестник ТвГУ. Серия: Прикладная математика. 2019. № 4. С. 39–51.
https://doi.org/10.26456/vtpmk545
Введение
Липцер Р.Ш. и Ширяев А.Н. в [1, 2] исследовали достаточные условия слабой
сходимости последовательности семимартингалов к произвольному стохастически
непрерывному процессу с независимыми приращениями. Техника интегрирования
по семимартингалам и стохастическим мерам позволила единым образом рассмат-
ривать как случай непрерывного, так и дискретного времени. В частности, эта «се-
мимартингальная схема» включает в себя традиционную схему серий, изученную
во многих работах (см. библиографию в [1,2]).
При обобщении этих результатов на бесконечномерный случай возникают не
только технические, но и совершенно новые принципиальные трудности, которые,
в основном, связаны с тем фактом, что ограниченные множества в бесконечно-
мерных пространствах не являются, вообще говоря, компактными множествами.
Важный шаг в преодолении этих трудностей при исследовании в гильбертовом
пространстве связан с фундаментальной теоремой Ю.В.Прохорова [3], в которой
были получены условия относительной компактности семейства распределений
в терминах вторых моментов. Эти результаты послужили основой для вывода
условий слабой сходимости распределений сумм независимых гильбертовозначных
случайных величин к безгранично делимым распределениям, которые изучались
рядом авторов.
Напомним (см. [2, 3]), что семейство вероятностных мер называется относи-
тельно компактным, если любая последовательность мер из этого семейства
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содержит подпоследовательность, слабо сходящуюся к некоторой вероятностной
мере (хотя может и не принадлежащей исходному семейству).
Проверка относительной компактности не совсем простое дело, поэтому на-
помним ещё одно определение. Семейство мер 𝒫 = {𝑃𝛼;𝛼 ∈ U} на измеримом про-
странстве E называется плотным, если для каждого 𝜀 > 0 существует компакт
𝐾 ⊆ E такой, что
sup
𝛼∈U
𝑃𝛼(E r𝐾) ≤ 𝜀.
Согласно теореме Прохорова, семейство мер на полном сепарабельном мет-
рическом пространстве относительно компактно тогда и только тогда, когда оно
является плотным [3].
Для гильбертового пространства известны условия относительной компактно-
сти семейства мер локально квадратично интегрируемых мартингалов [4]. Данная
работа распространяет эти результаты на случай гильбертовозначных семимар-
тингалов и доказательство утверждений во многом основано на статье [4].
Рассмотренные в данной работе условия относительной компактности семей-
ства мер гильбертовозначных семимартингалов позволяют в дальнейшем иссле-
довать условия слабой сходимости семимартингалов из работы [1] для семимар-
тингалов со значениями в гильбертовом пространстве.
1. Основные определения и вспомогательные результаты
Пусть на полном вероятностном пространстве (Ω,ℱ ,P) выделено неубывающеe
непрерывноe справа семейство 𝜎-алгебр 𝐹 = (ℱ𝑡)𝑡≥0 и 𝑋 = (𝑋𝑡,F𝑡;H) – семимар-
тингал, принимающий значения в гильбертовом пространстве H.
Обозначим через 𝜇 = 𝜇 (𝑑𝑡, 𝑑𝑥) целочисленную случайную меру скачков семи-
мартингала 𝑋 и 𝜈 = 𝜈(𝑑𝑠, 𝑑𝑥) – ее компенсатор [5]:
𝜇 ((0, 𝑡],Γ) =
∑︁
0<𝑠≤𝑡
𝐼 (∆𝑋𝑠 ∈ Γ) , Γ ∈ ℬ (H∖ {0}) ,
где ℬ – 𝜎-алгебра борелевских множеств.
Напомним, что для гильбертовозначного семимартингала 𝑋 справедливо сле-
дующее каноническое разложение [6]:










𝑥𝜇 (𝑑𝑠, 𝑑𝑥) , (1)
где 𝐵 = (𝐵𝑡,ℱ𝑡;H) – предсказуемый процесс с локально интегрируемой вариаци-
ей, 𝑀 = (𝑀𝑡,ℱ𝑡;H) – непрерывный локальный мартингал, 𝜇 = 𝜇(𝑑𝑠, 𝑑𝑥) – мера
скачков семимартингала 𝑋 и 𝜈 = 𝜈(𝑑𝑠, 𝑑𝑥) – ее компенсатор.
Для гильбертовозначного процесса 𝑋 при 𝑖 ≥ 1 через 𝑥𝑖 будем обозначать дей-
ствительные процессы, определяемые равенствами (𝑥𝑖)𝑡 = (𝑒𝑖, 𝑋𝑡), где {𝑒𝑖} – орто-
нормированный базис в гильбертовом пространстве H, т.е. 𝑋𝑡 = ((𝑥1)𝑡, (𝑥2)𝑡, · · · ).
Тогда локально квадратично интегрируемому гильбертовозначному мартин-
галу 𝑀 соответствует набор предсказуемых действительных процессов локально
УСЛОВИЯ КОМПАКТНОСТИ СЕМЕЙСТВА МЕР... 41
интегрируемой вариации (< 𝑚𝑖,𝑚𝑗 >)𝑖,𝑗≥1 таких, что 𝑚𝑖𝑚𝑗− < 𝑚𝑖,𝑚𝑗 > – ло-




< 𝑚𝑖 >𝑡 .
По аналогии с конечномерным случаем набор (𝐵, (< 𝑚𝑖,𝑚𝑗 >)𝑖,𝑗≥1, 𝜈) будет на-
зываться триплетом локальных характеристик семимартингала 𝑋. Следует отме-
тить, что этот триплет определяется по процессу 𝑋 единственным образом.
2. Основные результаты
Теорема 1. Пусть 𝑋 = (𝑋𝑡,F𝑡;H), 𝑋𝑛 = (𝑋𝑛𝑡 ,F𝑛𝑡 ;H), 𝑛 ≥ 1 – семимартингалы с
траекториями в измеримом пространстве (D(H),𝒟) с топологией Скорохода.
Пусть семимартингал 𝑋, принимающий значения в гильбертовом простран-
стве H, является стохастически непрерывным процессом и выполнено условие
𝑋𝑛0
𝑑−→ 𝑋0. (2)












P(|< 𝑀𝑛𝜀 >𝑡 − < 𝑀 >𝑡|> 𝑎) = 0, 𝑎 > 0; (5)













то семейство распределений случайных элементов 𝑋𝑛𝑇 , 𝑛 ≥ 1, относительно
компактно.
B) Если для любых 𝑡 ∈ R+ выполнено условие
sup
𝑜<𝑠≤𝑡
‖𝐵𝑛𝑠 −𝐵𝑠‖ 𝑃−→ 0, (7)
и условия (4),(5),(6), то семейство мер процессов 𝑋𝑛, 𝑛 ≥ 1, относительно
компактно.
Доказательство. A) Для доказательства первой части теоремы достаточно про-
верить выполнение условий a) и b) теоремы 1 в [4].
Для гильбертовозначных семимартингалов 𝑋𝑛 справедливо следующее разло-
жение [6]:


















где𝑀𝜀 = (𝑀𝜀𝑡 ,ℱ𝑡;H) – локально квадратично интегрируемый мартингал (как про-
цесс со скачками ограниченнными 𝜀).
Рассмотрим непрерывные функции 𝑔𝑐(𝑥) и 𝑓(𝑥) такие, что при 𝑐 > 1
0 ≤ 𝑔𝑐(𝑥) ≤ 𝑐, 𝐼(‖𝑥‖ > 𝜀
2
)𝑔𝑐(𝑥) = 𝑔𝑐(𝑥) ≥ (‖𝑥‖∧𝑐)𝐼(‖𝑥‖ > 𝜀), (9)
0 ≤ 𝑓(𝑥) ≤ 1, 𝐼(‖𝑥‖ > 𝜀
2
)𝑓(𝑥) = 𝑓(𝑥) ≥ 𝐼(𝜀 < ‖𝑥‖ ≤ 1). (10)
Тогда для проверки условия a) (теоремы 1 в [4]) можно воспользоваться схемой,
предложенной в работе [1] для одномерного H, и использовать следующую оценку,
вытекающую из (8) -(10):


















Обозначим через 𝛼𝑛 любое слагаемое в правой части неравенства (11), тогда
для проверки условия a) теоремы 1 в [4] достаточно показать, что для любого
𝜂 > 0 существует такое 𝑎 > 0, что
sup
𝑛
P(𝛼𝑛 > 𝑎) < 𝜂. (12)
Так как из условия (2) вытекает, что ‖𝑋𝑛0 ‖ 𝑑−→ ‖𝑋0‖, то для случая 𝛼𝑛 = ‖𝑋𝑛0 ‖
соотношение (12) доказано в работе [1] (с. 345). Случай 𝛼𝑛 = ‖𝐵𝑇 ‖ очевиден, а
при 𝛼𝑛 = ‖𝐵𝑛𝑇 −𝐵𝑇 ‖ соотношение (12) вытекает из условия (3). Для 𝛼𝑛 = ‖𝑀𝑛𝜀𝑇 ‖
заметим, что процесс ‖𝑀𝑛𝜀‖2 мажорируется процессом < 𝑀𝑛𝜀 >, поэтому можно
воспользоваться неравенством Ленгляра и тогда из условия (5), как показано в [1]











ношения (12) полностью (если заменить |.|) на ‖.‖) совпадает с доказательством






𝑛. Применяя неравенство Ленгляра [8], получа-
ем, что












































УСЛОВИЯ КОМПАКТНОСТИ СЕМЕЙСТВА МЕР... 43




















Таким образом, sup𝑛≥𝑛0 P(𝛼



















Для доказательства условия b) теоремы 1 в [4] введём некоторые обозначе-
ния. Через G𝑟 (для 𝑟 ∈ N = {1, 2, ...} ) будем обозначать подпространство в H,






где {𝑒𝑖} – ортонормированный базис в H.






















Так как inf(‖𝑋𝑛𝑇 − 𝑔‖ : 𝑔 ∈ G𝑟) = ‖∆𝑟𝑋𝑛𝑇 ‖, то для проверки условия b) теоремы 1
в [4] достаточно показать, что для любых 𝜂 > 0, 𝛿 > 0 существует такое 𝑟0, что
sup
𝑛
P{‖∆𝑟0𝑋𝑛𝑇 ‖ > 𝛿} < 𝜂. (15)
Для этого будет использоваться следующая оценка, вытекающая из (14) (𝑐 > 1):

















Пусть 𝛽𝑛𝑟 обозначает любой из членов в правой части неравенства (16), то-
гда для справедливости (15) достаточно показать, что для любых 𝜂 > 0, 𝛿 > 0
существует такое 𝑟0 ≥ 1, что
sup
𝑛
P{𝛽𝑛𝑟0 > 𝛿} < 𝜂. (17)
1) 𝛽𝑛𝑟 = ‖∆𝑟𝑋𝑛0 ‖. В силу условия (2) и обратной теоремы Прохорова [3] существует
компакт 𝐾 такой, что sup𝑛P{𝑋𝑛0 /∈ 𝐾} < 𝜂.




𝑟 = H ⊃ 𝐾 и






𝑟 ⊃ 𝐾. Таким образом
sup
𝑛
P(‖∆𝑟0𝑋𝑛0 ‖ > 𝛿) ≤ sup
𝑛
P(𝑋𝑛0 /∈ 𝐺𝛿𝑟0) ≤ sup
𝑛
P(𝑋𝑛0 /∈ 𝐾) < 𝜂.





𝑟 ⊃ 𝐾. Тогда для 𝑟 ≥ 𝑟0
P(‖∆𝑟𝐵𝑇 ‖ > 𝛿) ≤ P(𝐵𝑇 /∈ 𝐾) < 𝜂. (18)
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𝛽𝑛𝑟 = ‖∆𝑟𝑀𝑛𝜀𝑇 ‖. Неравенство (17) достаточно проверить для некоторого 𝜀0 = 𝜀𝑜(𝜂).





Заметим, что для любого 𝑟 ≥ 𝑟1 > 0
P(< ∆𝑟𝑀
𝑛𝜀 >𝑇≥ 𝑏) ≤ P(< ∆𝑟1𝑀𝑛𝜀 >𝑇≥ 𝑏) ≤
≤ P(< ∆𝑟1𝑀 >𝑇≥
𝑏
2










. При фиксированном 𝑏 > 0 выберем 𝑟1 = 𝑟1(𝜂) из






. Далее, в силу условий (4) и (5) можно выбрать
такие 𝑛0 = 𝑛0(𝜂) и 𝜀0 = 𝜀0(𝜂), что
sup
𝑛≥𝑛0







Таким образом, достаточно выбрать 𝑟0 ≥ 𝑟1 из условия
𝑛0−1∑︁
𝑘=1








‖𝑥‖>𝑐‖∆𝑟𝑥‖ 𝑑𝜇𝑛. Соотношение (17) достаточно проверить для некото-
рого 𝑐 = 𝑐(𝜂). Рассмотрим непрерывную функцию 𝑓𝑐(𝑥) такую, что 0 ≤ 𝑓𝑐(𝑥) ≤ 1
и 𝐼(‖𝑥‖ > 𝑐) ≤ 𝑓𝑐(𝑥) = 𝑓𝑐(𝑥)𝐼(‖𝑥‖ > 𝑐
2
). Так как












то, используя неравенство Ленгляра [8], получаем, что
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Таким образом, для любого 𝑟 ≥ 1 sup𝑛≥𝑛0 P(𝛽𝑛𝑟 > 𝛿) <
3𝜂
4













𝜀≤‖𝑥‖≤𝑐‖∆𝑟𝑥‖ 𝑑𝜇𝑛. Рассмотрим последовательность непрерывных
функций 𝑔𝑐𝑟(𝑥) таких, что
0 ≤ 𝑔𝑐𝑟(𝑥) ≤ ‖∆𝑟𝑥‖ ∧ 𝑐, (‖∆𝑟𝑥‖ ∧ 𝑐)𝐼(‖𝑥‖ > 𝜀) ≤ 𝑔𝑐𝑟(𝑥) = 𝑔𝑐𝑟(𝑥)𝐼(‖𝑥‖ > 𝜀). (19)
Применяя неравенство Ленгляра, заметим, что для любых 𝑟 ≥ 𝑟1












































Выберем 𝑏 > 0 таким, что 𝑏 <
𝛿𝜂
4
































Таким образом, для любого 𝑟 ≥ 𝑟1 sup𝑛≥𝑛0 P(𝛽𝑛𝑟 > 𝛿) <
3𝜂
4













𝜀<‖𝑥‖≤1‖∆𝑟𝑥‖ 𝑑𝜈𝑛. Пусть 𝑔𝑟(𝑥) – множество непрерывных функций,
определённых соотношениями (19) при 𝑐 = 1. Тогда при 𝑟 ≥ 𝑟1 ≥ 1
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Таким образом, sup𝑛≥𝑛0 P(𝛽
𝑛
𝑟1 > 𝛿) <
2𝜂
3









B) В первой части доказательства было показано, что при выполнении ука-
занных условий конечномерные распределения процессов 𝑋𝑛, 𝑛 ≥ 1 относительно
компактны, поэтому в силу теоремы 3 в [9] и теоремы 1 в [10] (см. доказательство
теоремы 2 в [4]) для доказательства второго утверждения теоремы достаточно по-
казать, что для любых 𝑇 <∞, 𝜂 > 0, 𝛿 > 0 существуют такие 𝑢 > 0 и 𝑛0, что для










> 𝛿} < 𝜂. (21)
При проверке условия (21) будет использоваться следующая оценка, вытекающая






































Пусть 𝛾𝑛𝑢 обозначает любое из слагаемых в правой части неравенства (22).
Тогда для справедливости теоремы достаточно показать , что для любых
𝑇 <∞, 𝜂 > 0, 𝛿 > 0 существуют такие 𝑢 > 0 и 𝑛0, что
sup
𝑛≥𝑛0
P(𝛾𝑛𝑢 > 𝛿) < 𝜂. (23)
1) 𝛾𝑛𝑢 = sup0≤𝑡≤𝑇+𝑢 ‖𝐵𝑛𝑡 −𝐵𝑡‖ . Неравенство (23) следует из условия (7).
2) 𝛾𝑛𝑢 = sup0≤𝑡≤𝑇 sup0≤𝑠≤𝑢 ‖𝐵𝑡+𝑠 −𝐵𝑡‖ . Неравенство (23) имеет место в силу
непрерывности функции (𝐵𝑡)𝑡≥0.




. Следуя схеме, предложенной в [1] для одномер-
ного H, рассмотрим процесс 𝑁𝑛𝜀 = (𝑁𝑛𝜀𝑠 ,ℱ𝑛𝑠 ;H)𝑠≤𝑢, определяемый равенством
𝑁𝑛𝜀𝑠 = 𝑀
𝑛𝜀
𝜏𝑛+𝑠 − 𝑀𝑛𝜀𝜏𝑛 . Это локально квадратично интегрируемый мартингал и
(см. [11]) < 𝑁𝑛𝜀 >𝑠=< 𝑀
𝑛𝜀 >𝜏𝑛+𝑠 − < 𝑀𝑛𝜀 >𝜏𝑛 .
Так как процесс ‖𝑁𝑛𝜀‖2 доминируется процессом < 𝑁𝑛𝜀 > то, применяя нера-
венство Ленгляра [8], получаем
P{ sup
0≤𝑠≤𝑢
‖𝑁𝑛𝜀𝑠 ‖ > 𝛿} <
𝑏
𝛿2





| < 𝑀𝑛𝜀 >𝑡+𝑢 − < 𝑀𝑛𝜀 >𝑡 |≥ 𝑏} (24)
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Заметим, что функции (по 𝑡) < 𝑀𝑛𝜀 >,< 𝑀 > неубывающие, а < 𝑀 > – непре-







| < 𝑀𝑛𝜀 >𝑡 − < 𝑀 >𝑡 |> 𝑎} = 0, 𝑎 > 0.



















| < 𝑀 >𝑡+𝑢 − < 𝑀 >𝑡 |≥ 𝑏
2
} < 𝜂
















‖𝑥‖> 𝜀2 𝑔𝑐(𝑥) 𝑑𝜇
𝑛. Проверка соотношения (23) для этого случая, а




‖𝑥‖> 𝜀2 𝑔𝑐(𝑥) 𝑑𝜈
𝑛 полностью (с заменой |.| на ‖.‖) повторяет
п.12 и п.13 доказательство теоремы 2 в [1].
Следствие 1. Если 𝑋𝑛 – локально квадратично интегрируемые мартингалы, а 𝑋
– непрерывный гауссовский мартингал, то из теоремы 1 автоматически вытекает
справедливость теоремы 2 в [4].
Замечание 1. Для конечномерного пространства H условие (5) следует из условия
(4). В частности, для H = R условия теоремы 1 будут совпадать с аналогичными
результатами работы [1].
Заключение
Доказанные в данной работе условия относительной компактности семейства
мер семимартингалов со значениями в гильбертовом пространстве дают воз-
можность для вывода условий слабой сходимости последовательности гильберто-
возначных семимартингалов к произвольному стохастически непрерывному про-
цессу с независимыми приращениями. Это будет являться целью следующей на-
шей работы.
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