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Abstract
A robust model for time series forecasting is highly important
in many domains, including but not limited to financial fore-
cast, air temperature and electricity consumption. To improve
forecasting performance, traditional approaches usually re-
quire additional feature sets. However, adding more feature
sets from different sources of data is not always feasible due
to its accessibility limitation. In this paper, we propose a
novel self-boosted mechanism in which the original time se-
ries is decomposed into multiple time series. These time se-
ries played the role of additional features in which the closely
related time series group is used to feed into multi-task learn-
ing model, and the loosely related group is fed into multi-
view learning part to utilize its complementary information.
We use three real-world datasets to validate our model and
show the superiority of our proposed method over existing
state-of-the-art baseline methods.
Introduction
Almost any successful business needs to predict the future
in order to make better decisions and allocate resources
more effectively. Times series forecasting gives the power
of future prediction based on past observations. It is ubiq-
uitous, which is used extensively in finance, supply chain
management and inventory planning. Examples of time se-
ries forecasting use cases are: stock market forecasting (Ma
and Ke 2018), cotton yield forecasting (Nguyen et al. 2019),
gas price forecasting (Jin and Kim 2015), weather fore-
casting (Wang et al. 2019), energy demand forecasting for
households (Chou and Tran 2018) and many more. Time se-
ries data is collected at successive and equally-spaced time
intervals. Because of the temporal dimension, time series
data therefore contains the information from the past to cur-
rent and possibly conveys the information for future. Accu-
rate time series forecasting algorithms can best capture the
observed time series, help interpret the underlying causes,
and forecast the future values based on the history of that
series.
The undoubted importance of time series forecasting has
driven significant interest in this area. (Box and Pierce 1970)
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proposed a statistical method called autoregressive inte-
grated moving average (ARIMA) to forecast univariate time
series data. (Gers, Schmidhuber, and Cummins 1999) pro-
posed Long-Short Term Memory (LSTM) network to learn
both long and short term dependency of the data while ad-
dressing the gradient vanishing and exploding problem of
recurrent neural network (RNN) (Hochreiter 1998). Convo-
lutional neural network in image processing and sequence
to sequence in language modeling are also utilized in the
task of time series forecast (Borovykh, Bohte, and Oosterlee
2017), (Zaytar and El Amrani 2016). Researchers also en-
deavor to build more complex models to enhance the fore-
casting performance (Lai et al. 2018). These works have
laid the foundations for the time series forecasting, either by
utilizing the state-of-the-art deep learning models or heav-
ily relying on domain related knowledge to improve the
performance of the forecasting models. However, optimiz-
ing a complex deep learning network is not an easy task.
Besides, domain related knowledge is not always accessi-
ble and required a lot of demanding work. Therefore, fore-
casting time series without domain knowledge and “auto-
optimized” mechanism is still a challenge for researchers.
On the other hand, multi-task learning (Caruana 1997)
and multi-view learning (Sun 2013) have been introduced
with the capability to boost the deep learning model per-
formance. Multi-task learning improves generalization and
achieves better efficiency and prediction accuracy by using
signals of related tasks as inductive bias. Multi-view learn-
ing is able to a set of complement distinct features. There-
fore, the views can be employed to comprehensively and ac-
curately describe the data, thus to help improve the learning
performance (Xu, Tao, and Xu 2013).
In this paper, we propose a self-boosted model which
combines the learning capability of multi-task and the multi-
view learning with co-training objective function to enhance
the forecasting performance. More importantly, the model
does not require external knowledge. The key idea is the
original time series were decomposed into multiple compo-
nents: the intrinsic mode functions and the residue. The de-
composition is done via Empirical Ensemble Decomposition
(EEMD) algorithm, introduced in signal processing (Huang
et al. 1998), where the generated signals can have variable
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amplitude and frequency along the time axis. Then, these
self-generated time series are clustered into closely related
groups and loosely related groups compared with the origi-
nal time series. The decomposed closely related time series
are fed to build a multi-task learning model while the decom-
posed loosely related time series group is utilized for multi-
view learning. This combination helps improve the general-
ization of the model, and can enhance the performance sig-
nificantly. Specifically, our contributions in this paper are:
• We propose a novel self-boosted mechanism for time se-
ries forecasting. It firstly decomposes time series to in-
trinsic mode functions, then utilizes multi-task and multi-
view learning paradigms to build the forecasting model
from those generated time series.
• To the best of our knowledge, this is one of the
first attempts in incorporating EEMD method from sig-
nal processing into multi-task and multi-view learning
paradigms in addressing time series forecasting problem.
• We demonstrate the superiority of our proposed self-
boosted model via extensive experiments on different
datasets and compare with the state-of-the-art forecast-
ing techniques. This self-boosted forecasting method is
widely applicable to multivariate time series data.
Related Work
We review two approaches in addressing time series fore-
casting problem: the general statistical and machine learning
based approaches, and the signal processing based approach.
Statistical and Machine Learning Based Methods Au-
toregressive Integrated Moving Average (ARIMA) intro-
duced by (Box and Pierce 1970) is perhaps a base for many
time series forecasting solution. This model is a bundle of
two variants: the autoregression(AR) and the moving aver-
age (MA) models. One limitation is it only looks back of the
dependent variable but fails to capture an unusual change of
a pattern.
In another approach Dasgupta et al. used non-linear dy-
namic boltzmann machines for time series prediction (Das-
gupta and Osogami 2017). The technique is used to learn
a generative model of temporal pattern sequences, using an
exact learning rule that maximizes the log likelihood of a
given time series. Hsiang-Fu et al. presented temporal graph
regularization method in high-dimensional time series fore-
cast (Yu, Rao, and Dhillon 2016). They formed connections
to graph regularization methods in the context of learning
the dependencies in an autoregressive framework. Support
vector machines used in (Kim 2003),(Chidlovskii 2017) for
financial time series forecasting and learning of mutually de-
pendent time series in a multi-task setting. Some other works
utilized both ARIMA and Multilayer Perceptron (MLP) as
in (Zhang 2003), or (Jain and Kumar 2007) for hydro-
logic time series forecasting. (Emamgholizadeh, Moslemi,
and Karami 2014) used artificial neural network (ANN)
with adaptive neuro-fuzzy inference system for ground wa-
ter level prediction. (Liang, Nguyen, and Jin 2018) used
multi-variable stacked Long-short Term Memory (LSTM)
network to learn different time scales and enhance wind
speed prediction. However, most of these works focus on
high-dimensional time series where domain specific features
play an important role in the forecasting models. Instead, we
propose a solution based on the novelty of not requiring ex-
ternal information in the forecasting model.
Signal Processing Based Methods The success in sig-
nal processing using deep learning captures attention of re-
searchers to apply it for addressing the problem of time
series forecasting. Ena et al. utilized a hybrid model of
ARIMA and ANN with Discrete Wavelet Transform (DWT)
(Khandelwal, Adhikari, and Verma 2015). In his work DWT
is used to decompose a time series dataset into linear and
nonlinear components; in the later phase the ARIMA and
ANN were used to perform better prediction on those lin-
ear and non-linear components, respectively. (Awajan, Is-
mail, and Wadi 2018) uses EMD-HW (Ensemble Mode De-
composition - Holt-Winter) bagging technique to do finan-
cial forecasting. (Wu, Wu, and Zhu 2019) combined ensem-
ble empirical mode decomposition (EEMD) with the LSTM
model to forecast crude oil price. These models have shown
signal processing success in time series forecasting. How-
ever, there are still limited works in integrating the success
of latest signal processing technologies and the multi-task
multi-view learning paradigms. Our paper also proposes the
use of EEMD from signal processing in multi-task multi-
view deep neural network setting to bridge the gap.
Problem Formulation
Here, we describe our self-boosted time series forecasting
problem as below:
Intrinsic mode functions (IMF): “IMF is any time-
varying function with the same number of extrema and zero
crossings, whose envelopes are symmetric with respect to
zero” (Huang et al. 1998).
The input: The input is a univariate time series denoted
by Y = {y1, y2, ..., yt} where t is the current time. This
time series is decomposed into intrinsic mode functions de-
noted IMF = {IMF1, IMF2, ..., IMFn} where n is the
number of intrinsic mode functions. Each function IMFi is
described as a time series IMFi = {imf1, imf2, ..., imft}.
We call these functions as supporting time series.
Problem definition: With the given time series and its
intrinsic mode functions, our goal is to learn a function f
that takes the history of those functions and the time series
until current time t then returns the predicted values in future
time steps Yt+1..t+H = {yt+1, yt+2, ..., yt+H} where H is
called the forecasting horizon.
yt+1, yt+2, ..., yt+H = f(IMF1..n, Y1..t) (1)
Method
Here we describe the details of our proposed method. The
overall the framework involves three steps:
• Time series Decomposition: In this step, the original
time series is decomposed into multiple intrinsic mode
functions {IMF1, IMF2, ..., IMFn} in which they are
orthogonal and its sum is the original time series.
imfnimfiTSimf2imf1 ... Input
Dense
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Joining	Multiple	Views
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Figure 1: An overview of the multi-task and multi-view
learning architecture in self-boosted time series forecasting
framework.
• Feature Selection: We treat each intrinsic mode function
as an additional feature to train our model later. We group
all intrinsic mode functions that are similar most with the
original time series and build multi-task model based on
these features. The similarity measure is calculated via the
correlation coefficient between two time series.
• Forecasting Model: Finally, we build multi-task model
where each task is the forecasting of the selected intrin-
sic mode functions. The rest of intrinsic mode functions
play as additional views for the target task specific branch.
The utilization of the co-training algorithm in multi-task
learning and the multi-view learning help boost the per-
formance of the forecasting model.
From Time series to Intrinsic Mode Functions
We employ Ensemble Empirical Mode Decomposition
(EEMD) method from signal processing domain to decom-
pose the input sequence y(t) into serial components (so
called intrinsic mode functions (IMF) and residual compo-
nent) as shown in equation (2).
y(t) =
N−1∑
i=1
imfi + rn (2)
where imfi is an IMF and rn is the residual component.
All the IMFs are orthogonal and their sum is equal to the
original time series. Each IMF represents a unique range of
energy and frequency.
Algorithm 1: EEMD decomposition algorithm. Step 1
to 6 is the algorithm of Empirical Mode Decomposi-
tion (EMD). Step 0 is added to resolve the mode mixing
problem.
function eemd decomposition (y)
Input : time series y
Output: serial components imfs
- 0. add uniform distribution of white noise signal.
- 1. identify all extrema of Y
- 2. interpolate between minima (resp. maxima) with
”envelops”
- 3. compute the mean envelops
- 4. extract the detail imfj = y(t)−mk(t)
- 5. repeat (1) to (4) until IMFs meet the definition and
converge.
- 6. repeat (1) to (5) to generate residual
rn(t) = x(t)− imfn(t)
return imf1..n
EEMD algorithm. Let N be the number of ensembles.
The final IMFs and residual in Algorithm 1 are defined by
the average values after N ensembles as the following equa-
tions:
imfj(t) =
1
N
N∑
i=1
imfji j = 1..N − 1
r(t) =
1
N
N∑
i=1
rni
(3)
The stopping condition for Algorithm 1 is the size of the
standard deviation (SD) by twice sifting the results (Huang
et al. 1998). The SD is computed as:
SD =
T∑
t=0
|imfj−1(t)− imfj(t)|2
imf2j−1(t)
(4)
According to (Huang et al. 1998), a typical value of SD is
between 0.2 and 0.3. The sifting process will be terminated
once the SD value falls into the specified range.
Selection of Intrinsic Mode Functions
To integrate intrinsic mode functions into our multi-task
learning model, we perform clustering of those functions
into two categories. The first category comprises of func-
tions that are not highly dependent with the original time se-
ries, the second category includes functions which are highly
dependent with the original one. We employ k-mean algo-
rithm to cluster the time series where k = M (M is the
number of clusters) and the distance is measured by the in-
version of the similarity (correlation coefficient) between a
series and the original one. The general equation for mea-
suring the correlation coefficient between time series X and
Y is:
corr(X,Y ) =
∑T
i=1 (xi − x) ∗ (yi − y)√∑T
i=1 (xi − x) ∗
√∑T
i=1 (yi − y)
(5)
where x and y is the mean value of the time series X and
Y respectively. Each cluster represents how close it is with
the original time series. The least similarity group(s) can be
dropped to reduce the data dimension and the computation
of the model.
Utilizing Intrinsic Mode Functions to Learn with
Multi-task and Multi-view based Model
Figure 1 presents an overview of our proposed architecture.
The main task in our model is to forecast the original time
series at a horizon H . The auxiliary tasks are to forecast re-
lated time series (intrinsic mode functions) decomposed in
the previous step. The main task sub-network takes less re-
lated time series group as different views to enhance its fore-
casting performance. These tasks are co-trained in order to
boost the performance of the main task leveraging the auxil-
iary tasks.
In particular, the related time series group is fed from the
input to three one-dimension convolutional layers to extract
short-term patterns of the series. Let k be the number of fil-
ters with width w swept through the input matrix X , the
output hk of each layer after the filter kth is computed as:
hk = max(0,Wk ∗X + bk) (6)
where bk is the bias in the filter kth operation; max(0, x)
is the popular RELU(x) activation function. Stacking the
convolutional layers allows a hierarchical decomposition of
the inputs.
A max pooling layer is stacked on top of the convolu-
tional layers to reduce the latent representation dimension
and computation in the network. Subsequently, the architec-
ture continues with two gated recurrent units (GRU) (Chung
et al. 2014) and a dense layer before leading into task spe-
cific branches. The choice of GRU is for faster training
while still maintaining the capabilities of learning long-short
term pattern as in the traditional Long-short Term Memory
(LSTM) unit. Stacking the GRUs helps efficiently discover
more high-level features at different time scales and result
in improvement of the forecasting performance. The hid-
den state of recurrent units is computed at time t as below
(Chung et al. 2014):
ht = (1− zt)ht−1 + zthˆt
zt = σ(Wzxt + Uzht−1)
hˆt = tanh(Wxt + U(rt  ht−1))
rt = σ(Wrxt + Urht−1)
(7)
where r, z, h and hˆ are the values of the reset gate, update
gate, activation gate and candidate activation, respectively.
 is the element-wise product, σ is the sigmoid function and
xt is the input at time t. W and U are weight matrices.
On the main task specific branch, the less related time se-
ries group is treated as different views and they are concate-
nated together before feeding to the subsequent layers. The
concatenated view is defined by:
hc = hm ⊕ v1 ⊕ · · · ⊕ vq (8)
where ⊕ is the concatenation operator, hc is the final con-
catenated view, hm is the latent view of the main task in
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Figure 2: Exchange rate decomposed into intrinsic mode
functions.
multi-task learning, v1 . . . vq are additional views fed by less
related time series group.
All the branches end with a fully connected dense layer
where it produces the final forecasting results ot computed
as:
ot =Wht + b (9)
where W and b are learnable parameters, ht is the hidden
state at time t.
Optimization Algorithm
We use traditional strategy in building features and solv-
ing time series model. From the given time series Yt =
{y1, y2, . . . , yt} and a lag time q, we form the input with
features are the values X = {yt−q+1, yt−q+2, . . . , yt}. If H
is the forecasting horizon, the regression problem of feature-
value pair {Xt, Yt+H} can be solved using Adam optimizer
(Kingma and Ba 2014).
Regarding the objective function, it is to minimize the
joint loss of all tasks. With this joint loss function, all the
tasks are co-trained to improve its generalization. In par-
ticular, the joint loss function L is defined by the average
weighted loss of all task-specific losses.
L =
1
N
N∑
i=1
αi ∗MSE(Yi, Yˆi) (10)
where N is the number of tasks, αi is the loss weight of the
task i; Yi and Yˆi is the ground truth and forecasting values
of all samples in the training set for the task i. In our ex-
periment, we penalize more with the error on the main task,
hence we set its weight twice compared with the auxiliary
tasks.
Evaluation
We conduct experiments on three public datasets with four
state-of-the-art methods. The competing approaches and
evaluation metrics are described as below:
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Figure 3: Performance comparison of multi-task learning (MTL), multi-view Learning (MTV) and the proposed method across
all datasets (left: electricity consumption; middle: air temperature; right: exchange rate). X-axis is the lag time and Y-axis is the
normalized RMSE value.
Competing Approaches
• ARIMA: The autoregressive integrated moving average
(ARIMA) is a popular time series analysis method, apply-
ing in many application domains, including but not lim-
ited to primary energy demand (Ediger and Akar 2007).
This forecasting technique projects the future values of a
series based entirely on its own inertia.
• RNN-GRU: This is the Recurrent Neural Network (RNN)
using Gate Recurrent Unit (GRU) (Chung et al. 2014) as
the cell. The GRU has less number of parameters com-
pared to LSTM while still maintaining competitive per-
formance.
• Dilated CNN: This is a Convolution Neural Network
(CNN) based on WaveNet architecture (Oord et al. 2016).
It comprises three dilated convolutional layers. The di-
lation values for the layers are 1, 2, and 4 respectively
(Borovykh, Bohte, and Oosterlee 2017).
• Seq2seq: This is the sequence to sequence method which
is widely used in neural machine translation (Sutskever,
Vinyals, and Le 2014). We utilize this approach in time
series forecasting in which two Long-Short Term Memory
networks (LSTM) are used. One plays the role of encoder
while the other one is the decoder.
Evaluation Metrics
We use conventional evaluation metrics such as Root Mean
Square Error (RMSE), Mean Absolute Error (MAE), Mean
Absolute Percentage Error (MAPE) and R-squared (R2).
These metrics are computed as:
RMSE =
√√√√ 1
N
N∑
i=1
(Yi − Yˆi)2
MAE =
1
N
N∑
i=1
|Yi − Yˆi|
MAPE =
100%
N
N∑
i=1
|Yi − Yˆi|
Yi
(11)
where i = 1, . . . , N ; Y and Yˆ are ground true series and
system forecast series. N is the number of elements in the
test set.
Experiment Results
Dataset Description
We use publicly available datasets which can be summarize
as below:
• Electricity1: This is the electricity consumption in kW
was recorded every 15 minutes from 2011 to 2014, for
321 clients. We resampled for hourly consumption and
average them to have per client consumption. This data is
used for training model that forecasts average electricity
per client consumption.
• Exchange rate: The dataset contains daily exchange rates
from 1990 to 2016 of eight countries: Australia, British,
Canada, Switzerland, China, Japan, New Zealand and
Singapore.
• Air Temperature2: This is the hourly temperature recorded
from March 2004 to February 2005 on the field within an
Italian city. The missing values are replaced with linear
interpolation.
All the datasets are split into 60%, 20%, and 20% within
chronological order for training, validation and testing, re-
spectively. All the models forecast one-time step forward.
Ensemble Empirical Mode Decomposition Result
Figure 2 presents the IMFs after decomposing the original
exchange rate time series using EEMD method. There are 10
IMF components and one residue. The IMF1 has the high-
est frequency, shortest wavelength and maximum amplitude.
The subsequent components have the decreasing frequency,
amplitude and increasing wavelength. The residual compo-
nent has a slowly varying around long term representing the
trend of annual exchange rate pattern. The EEMD decom-
position transforms non-linear, non-stationary time series to
stationary time series and can be useful for forecasting per-
formance.
Overall Forecasting Performance
Table 1 summarizes the forecasting performance of our pro-
posed method comparing with all the baselines across three
datasets and all the metrics. We also vary the lag time with
1https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
2https://archive.ics.uci.edu/ml/datasets/Air+Quality
Table 1: Summary of all models’ performance. Each row is the metric values of a specific method for all datasets. Each column
is the comparison between methods on a particular dataset using metrics RMSE, MAE, MAPE and R-squared (R2). Report for
lag time 1 is not included due to limited space.
Dataset Electricity Consumption Air Temperature Exchange Rates
Lag Time Lag Time Lag Time
Method Metrics 3 6 12 3 6 12 3 6 12
ARIMA
RMSE 268.2087 263.7740 256.1630 7.0773 7.0090 6.8422 0.0130 0.0130 0.0130
MAE 196.6700 193.1916 186.7810 4.7797 4.7365 4.6165 0.0094 0.0094 0.0094
MAPE 0.3820 0.3763 0.3646 0.0922 0.0914 0.0892 0.0104 0.0104 0.0104
R2 -0.4037 -0.3577 -0.2804 0.4079 0.4193 0.4466 0.9871 0.9871 0.9871
RNN-GRU
RMSE 164.1796 272.0544 188.6766 1.8021 1.7469 1.8587 0.0072 0.0106 0.0114
MAE 115.5435 189.5071 159.8048 1.2333 1.2486 1.3186 0.0041 0.0071 0.0068
MAPE 0.0657 0.0980 0.0875 0.0248 0.0254 0.0265 0.0048 0.0079 0.0073
R2 0.9684 0.9131 0.9582 0.9713 0.9731 0.9696 0.9957 0.9906 0.9890
Dilated CNN
RMSE 152.0230 123.9416 111.9258 3.2532 6.5757 4.3498 0.0064 0.0134 0.0121
MAE 87.2483 30.0819 79.2819 2.5077 4.3453 3.1238 0.0038 0.0075 0.0086
MAPE 0.0505 0.0629 0.0490 0.0583 0.1068 0.0734 0.0044 0.0081 0.0097
R2 0.9820 0.9660 0.9853 0.9066 0.6189 0.8336 0.9966 0.9850 0.9878
Seq2seq
RMSE 151.6445 142.9175 129.0600 1.7772 2.0277 2.1882 0.0144 0.0168 0.0146
MAE 104.5271 99.3870 97.1598 1.2675 1.6001 1.7653 0.0100 0.0133 0.0094
MAPE 0.0571 0.0551 0.0522 0.0258 0.0336 0.0373 0.0108 0.0148 0.0101
R2 0.9730 0.9760 0.9804 0.9721 0.9638 0.9579 0.9827 0.9763 0.9820
Self-boosted
RMSE 98.4757 85.9606 88.9537 1.4645 1.3909 1.9176 0.0070 0.0096 0.0082
MAE 73.4041 62.3544 65.4086 1.1418 1.0817 1.5684 0.0046 0.0071 0.0058
MAPE 0.0405 0.0363 0.0398 0.0234 0.0221 0.0324 0.0054 0.0088 0.0067
R2 0.9886 0.9913 0.9907 0.9811 0.9830 0.9677 0.9960 0.9924 0.9944
100
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Figure 4: Average RMSE comparison on each dataset.
values {1, 3, 6, 12} to evaluate the learning capabilities of
the models better. Due to limited space, the table does not
show the result of the lag time 1. The best results are high-
lighted in bold face.
From Table 1, we see that deep learning models out-
performs the traditional ARIMA model in all perspectives.
This explains the skill of deep learning models in learning
both linear and non-linear time series data. For electricity
consumption dataset, our self-boosted method has rounded
RMSE values for the lag times 3, 6, 12 are 98, 86, and 89, re-
spectively. In this metric setting, the proposed method out-
performs the strongest baseline methods which is Seq2seq
whose rounded RMSE value for lag time 3 is 152, equivalent
to 36% improvement; Dilated CNN whose rounded RMSE
values for lag time 6 is 124, lag time 12 is 112, equivalent to
31% and 21% improvements, respectively. For the air tem-
perature dataset, our self-boosted method also beats other
deep learning models at time lag 3 and 6. The exchange rates
dataset also shares the same result pattern where our method
outperforms other methods on lag time 6 and 12. It is slightly
behind the Dilated-CNN model at lag time 3 while the two
models still have R-squared values above 99%. In addition,
we average RMSE across all lag times to generalize the per-
formance comparison of all methods. Figure 4 shows that
our self-boosted model outperforms all the baselines.
Table 2: Comparison of the average RMSE performance of
the proposed model and the average performance of the best
models in each lag time. ABBM means Average Best Base-
line Methods.
Electricity Temperature Exchange Rates
ABBM 129.1706 1.7943 0.0095
Self-boosted 91.1300 1.5910 0.0082
Furthermore, we select the best baseline method on each
lag time performance, then average them for each dataset
(so called ABBM method in the resulting table). The result
is then compared with our proposed model average perfor-
mance across all lag times for those datasets. Table 2 dis-
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Figure 5: Impact of intrinsic mode functions on model performance across three datasets (left: electricity consumption, middle:
air temperature, right: exchange rates). X-axis indicates the number of intrinsic mode functions. Y-axis is the RMSE coefficient.
The red point indicates starting of adding intrinsic mode functions to the multi-view learning component.
plays the average results. The RMSEs of our self-boosted
model are 91.1300, 1.5910, and 0.0082 while the RMSEs of
the average best models are 129.1708, 1.7943, and 0.0095
on the datasets electricity consumption, air temperature, and
exchange rates, respectively. This result confirms that our
self-boosted model consistently outperforms those state-of-
the-art models.
The Role of Multi-task and Multi-view Learning
To evaluate the combination of multi-task and multi-view
learning approach, we created a multi-task learning model
(named MTL) that has a similar architecture of the self-
boosted model in which the multi-view component is ig-
nored. In addition, we also created a multi-view learning
model (named MTV) by dropping the auxiliary tasks from
the proposed model. Then we measure the performance of
these variants and present the results in Figure 3.
Figure 3 shows normalized RMSE values of the MTL.
model, MTV. model and the self-boosted model across all
datasets with respect to the selected time lags {1, 3, 6, 12}.
From the figure, the self-boosed model outperforms the
two variants on electricity consumption dataset. The MTV
model has comparable RMSE at time lag 1, but the results
of other time lags still show the superiority for the proposed
model. In addition, on the air temperature and exchange rate
datasets, our model performs three to four times better than
the MTL variant. Overall, our self-boosted model outper-
forms its variants and has the lowest normalized RMSE val-
ues in each time lag across the three datasets.
Understanding the Importance of Intrinsic Mode
Functions
To better understanding the importance of the Intrinsic Mode
Functions in self-boosted mechanism, we conduct an evalu-
ation of the forecasting performance by sorting its similarity
with the original time series in descending order. Then, these
IMFs are fed into the self-boosted model one at a time from
the most similar IMF to the least one. To reflect the influ-
ence of the IMF, we calculate RMSE coefficients from the
RMSEs measured from the model performance. RMSE co-
efficient coeffi for the IMF ith is computed as:
coeffi =
RMSEi∑N
j=1RMSEj
(12)
whereN is the number of IMFs,RMSEi is the RMSE after
including IMF ith into the model. The lower the value of the
RMSE coefficient, the higher the importance of the intrinsic
mode function in the model performance.
Figure 5 presents the RMSE coefficient after adding each
IMF one at a time tested on the three datasets. With electric-
ity consumption and air temperature datasets, we see that
adding more IMFs until the red point (the point in which
an IMF is added for multi-view learning) helps reducing
RMSE coefficient. It indicates that the model performance is
improved via multi-task learning. Meanwhile, the exchange
rates dataset show a slight negative performance on the per-
formance after adding IMF 3th. From the red point on-
ward, we noticed a decreasing trend of the RMSE coeffi-
cient on the electricity consumption dataset, but an increas-
ing trend with the air temperature dataset, and a fluctua-
tion on exchange rate dataset. These behaviors indicate that
some IMFs have a negative effect while some other IMFs
have a positive effect to the model performance. It entails
that a better feature selection can be done to select more
proper intrinsic mode functions for both multi-task learn-
ing and multi-view learning. We can drop the IMFs which
cause an increment of the RMSE coefficient and keep the
ones that lead to decrements of RMSE coefficient values.
In other words, the overall performance of the model does
improve for simple feature selection with k-mean clustering
algorithm. However, we can still enhance the model perfor-
mance with a better feature selection strategy.
Conclusion
In this paper, we presented a novel self-boosted deep learn-
ing model for time series forecasting. The proposed model
co-trains multi-task learning and multi-view learning to en-
hance the forecasting performance. The learning features
come from intrinsic mode functions which are generated
by the ensemble empirical mode decomposition (EEMD)
method in the signal processing domain. The multi-task
learning part learns from related intrinsic mode functions
while the multi-view learning component learns from less
related ones. Three public datasets: electricity consumption,
air temperature and exchange rates are used to evaluate the
forecasting results. The experimental results demonstrate
that our proposed self-boosted model outperforms several
state-of-the-art baseline methods on all the datasets. Future
work will continue to explore the intrinsic mode functions
selection strategy, so that the negative impact on the model
performance will be removed, and the network computation
can be more efficient.
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