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RESUMEN
Colombia y Brasil como economías emergentes son susceptibles a los choques
internacionales que se puedan presentar, generando volatilidad en el comportamiento de sus
variables económicas, este estudio busca analizar cuál es el comportamiento de las tasas de
interés de captación de ambos países frente a choques externos, tomando como referencia
la tasa DTF para Colombia y CDB para Brasil a través de la estimación de modelos
econométricos, en el periodo comprendido entre 1993 y 2013. Los resultados muestran que
es necesario dividir la serie en dos partes cuando existe un cambio de régimen cambiario (año
2000 para Colombia y 1999 para Brasil). Adicionalmente, los choques internacionales
presentan una transmisión o contagio financiero en diferentes ventanas temporales en cada
país, por lo que se necesitó una modelación GARCH diferente para cada contexto (de orden
(1,1) y (1,1) para el caso de la DTF, y, (2,1) y (1,1) para la CDB), principalmente durante la
década de 1990 y la inversión extranjera (como punto de referencia macroeconómico)
exhibió una tendencia similar para el par de países, presentando los mismos niveles de
volatilidad en la presencia de crisis financieras.
Palabras Claves: Modelos econométricos, Modelos ARCH, GARCH, Volatilidad, Crisis
Financieras, Contagio Financiero.
Clasificación JEL: C58, E44, E47, F37, G01, G17, G15.

ABSTRACT
Colombia and Brazil as emerging economies are susceptible to international shocks that may
occur, causing volatility in the performance of economic variables, this study seeks to analyze
what is behavior of interest rates of uptake of both countries in response external shocks,
taking for reference the DTF rate for Colombia and the CBD for Brazil through econometric
estimation models, in the period between 1993 and 2013. The results show that it is necessary
to divide the series in two parts right when there is a change in exchange rate regime (2000
for Colombia and 1999 for Brazil). Additionally, international shocks present a transmission
or financial contagion at different time windows in each country, so a different GARCH
modeling is needed for each context (of order (1.1) and (1.1) for the case of DTF, and (2,1)
and (1,1) to the CBD), mainly during the 1990s and that foreign investment (taken as a
macroeconomic point of reference) showed a similar trend for the two countries, presenting
the same Volatility levels in the presence of financial crisis.
Key Words: Econometric Models, ARCH Models, GARCH, Volatility, Financial
Crisis, Financial Contagion.
JEL Clasification: C58, E44, E47, F37, G01, G17, G15.
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INTRODUCCIÓN

La historia ha demostrado que la economía mundial no siempre funciona de manera
apropiada. En muchas ocasiones, los intereses particulares priman sobre el bienestar común,
evento el cual acentúa algunos vacíos en el mercado internacional. Durante las últimas
décadas, se ha visto que las economías emergentes (mercados con alto potencial de
crecimiento) han empezado a tomar un papel protagónico en las dinámicas del mercado
internacional presentándose como oportunidades de inversión por parte de grandes
empresarios provenientes de economías desarrolladas. Dicho interés es más visible en
periodos recesivos debido a que las crisis económicas en la mayoría de los casos son
originadas en los grandes centros financieros mundiales (mercados financieros altamente
desarrollados), por lo cual los inversionistas al ver su capital expuesto a los efectos directos
de las crisis toman como alternativa dirigir sus activos a las Economías de Mercados
Emergentes (para futuras referencias EME’s).
En primera instancia este fenómeno parecería un ambiente totalmente favorable para las
EME’s, pero en realidad este tipo de mercados no están totalmente preparados para asimilar
los cambios en las variables macroeconómicas generados por la entrada masiva de capitales
por factores referentes a inestabilidad institucional o falta de desarrollo en los mercados
financieros. Esta dinámica es explicada por Pettis (2001; p. 20) en donde evidencia el proceso
que comparten la mayoría de las crisis financieras; los shocks provienen tanto de factores
externos (cambios en liquidez global) como internos (reformas económicas y políticas), la
magnitud de la crisis está determinada por la solidez de la estructura del sector real
(determinada por la volatilidad en sus principales variables, entre ellas, la tasa de interés) y
la habilidad para recuperarse de la crisis depende principalmente la fortaleza del sistema
bancario, la estabilidad política y de la integridad de las instituciones.
Es por esto, que en esta investigación los autores tomaron y estudiaron los principales
aspectos en torno a las crisis financieras (tasa de interés, volatilidad e inversión) con el fin
de, realizar a través de un modelo econométrico de heterocedasticidad condicionada
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GARCH, la explicación de cómo se comportan dichos parámetros durante los periodos de
crisis en economías emergentes (específicamente Brasil y Colombia desde 1993 hasta el
2013) por medio de los hechos estilizados establecer similitudes y diferencias entre estos
dos mercados. El siguiente documento se distribuye de la siguiente manera; en la primer parte
se realizará una revisión documental de antecedentes en torno al tema de investigación y se
delimitara el marco teórico bajo el cual se enmarca el pensamiento de los autores, después se
hace una revisión de hechos estilizados acerca de las diferentes crisis presentes durante el
periodo 1993-2013 y una descripción de las variables involucradas en el análisis, siguiente a
esto se hace una descripción del proceso metodológico de la implementación de modelos
ARCH y GARCH presentando los hallazgos obtenidos por los investigadores con sus
respectivas interpretaciones y análisis y, por último se presentan las conclusiones y
recomendaciones finales.
1. ESTADO DEL ARTE

1.1 ANTECEDENTES
En la revisión de antecedentes se encontró:
Colombia como economía emergente es susceptible a los choques internacionales que se
puedan presentar, generando un efecto de volatilidad en sus variables macroeconómicas. Si
bien esta política siempre ha sido una de las más sobresalientes en América Latina, no
excluye que sea sensible a las crisis internacionales, lo cual abre la posibilidad de que se
presenten escenarios de volatilidad en las variables, que puedan tener repercusión en el
horizonte temporal sobre la inversión extranjera directa y el flujo de capitales.
Dentro de las variables que se pueden ver afectadas por los choques internacionales se
encuentran las tasas de interés, ya que esta se encuentra determinada por el comportamiento
de la economía mundial y el flujo de capital hacia los países. Desde un punto de vista
Neoclásico, la disminución en la entrada de capitales o inversiones produce una contracción
en las economías, dado que una caída en la inversión disminuye la demanda agregada, que
repercutirá directamente en los niveles de producción.
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La literatura financiera aborda la modelización de la volatilidad en las tasas de interés a corto
plazo a través de distintas metodologías. La primera hace referencia a las estimaciones de
nivel, las cuales muestran la volatilidad a corto plazo, únicamente en función de su nivel. El
modelo de Chan (1992) (CKLS) anida en una sola expresión esta clase modelos, con casos
particulares de volatilidad estocástica constante propuestos por Vasicek (1977) y Merton
(1972). En una segunda instancia aparecen los modelos los modelos generalizados de
heterocedasticidad condicional autoregresiva GARCH, en los cuales la volatilidad se define
en función de su pasado y de la innovación de los tipos de interés a corto plazo. Por ultimo
surgen los modelos mixtos que buscan resolver los posibles inconvenientes de los modelos
nivel y GARCH que mezclan sus propiedades, en donde la volatilidad depende del nivel de
los tipos de interés a corto plazo, los datos de su pasado y el impacto de las innovaciones. A
continuación se muestra una serie de investigaciones que en su mayoría enfatizan la
modelización de la volatilidad a través de modelos GARCH.
Revisando los principales estudios internacionales se encuentra que Edwards (1998) realiza
un análisis del comportamiento de la tasa de interés nominal, en moneda local y extranjera
frente a las crisis monetarias internacionales, a través de una investigación empírica de
modelos generalizados autoregresivos condicionales heterocedásticos (GARCH)

para

Argentina, México y Chile, utilizan datos con periodicidad semanal y mensual para la década
de 1990, de las tasas de interés que pagan los bancos a depósitos de 30 días. Dentro de los
hallazgos generales encontró que los tres países comprendidos en el estudio muestran un gran
incremento en las tasas de interés para las fechas posteriores a diciembre de 1994 que
coinciden con la crisis mexicana “efecto tequila” y las estrategias de los gobiernos para evitar
la devaluación de sus monedas. Por otro lado los tres países mostraron un aumento de las
tasas de interés, para octubre de 1997, momento en el cual sucedió la crisis del sudoeste
Asiático y la caída de la bolsa de Hong Kong. Teniendo en cuenta este par de sucesos logra
encontrar que existe un contagio en la volatilidad, entre las economías emergentes. Para el
caso de la crisis mexicana se evidencio un contagio de esta economía frente a la Argentina,
pero no en la Chilena que pudo haber estado al margen de los choques externos debido al
control de capitales en su economía, mostrando que la autoridad monetaria gana un mayor
control sobre las tasas de interés domésticas en dos sentidos; el primero en donde puede
10

mantener un diferencial de tasas de interés más alto y el segundo en donde el diferencial de
equilibrio a largo plazo puede desviarse hacia periodos de tiempo más largos.
Edwards y Susmel (2001) utilizan una base de datos semanal para analizar la volatilidad a
través del tiempo para un grupo de países latinoamericanos y Asiáticos, determinando si
existen periodos de alta volatilidad correlacionados entre los países para el retorno del
mercado de capitales, mediante el uso de una base de datos que comprendía los índices
semanales para Argentina, Chile, México, Brasil y Hong Kong desde 1989 hasta 1999,
usando modelos ARCH de volatilidad univariados y bivariados. Con los primeros
identificaron que los periodos de alta volatilidad tiene una corta duración de 2 a 12 semanas
y que existen movimientos entre los países, especialmente para aquellos de Mercosur.
Posteriormente al estudio de la volatilidad en los retornos de los mercados de capitales
Edwards y Susmel (2003) Amplían la investigación incorporando el comportamiento de las
tasas de interés domésticas para países en América latina y Asia a través del tiempo,
utilizando datos de alta frecuencia para 5 países: Argentina, Brasil, Chile, Hong Kong y
México estos países presentan condiciones Macroeconómicas, institucionales y empíricas
distintas. Los objetivos principales de ésta investigación se centran en determinar si ¿es
posible estadísticamente detectar cambios en la volatilidad de la tasa de interés para los cinco
países?, y si es así ¿cuantos estados de volatilidad se pueden identificar?, ¿qué tan comunes
son los estados de alta volatilidad? y ¿por cuánto tiempo han durado?, ¿Las fechas de estados
de alta volatilidad coinciden aproximadamente entre los países? ¿Pueden identificarse
estadísticamente los grupos de países en su conjunto que experimentaron altos estados de
volatilidad?
Para resolver las cinco preguntas se recurre a un análisis tanto uni-variado como
multivariado, el primer paso es implementar una variante de la metodología SWARCH
propuesta por Hamilton y Susmel (1994), en donde se encuentra que los estados de alta
volatilidad son en la mayoría de los casos (no todos) de periodos cortos y estos periodos
coinciden en algunos países de la muestra. En el análisis que se desarrolla en primeras
diferencias se encuentra que en todos los países presentan cambios durante el periodo
estudiado en la volatilidad de las tasas de interés, con resultados peculiares para cada caso.
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El análisis parte de la tasa de interés nominal domestica vista semanalmente para los cinco
países durante la década de 1990 y los datos fueron tomados de la base de datos de
Datastream. Dado que la mayoría de estudios están basados en modelos GARCH Campbell,
Lo, & MacKinlay (2007), argumentan que este tipo de modelo no logra captar los efectos en
cambios estructurales causados por eventos con baja probabilidad. Para el estudio se utiliza
el modelo de Hamilton y Susmel (1994), modelando explícitamente la dinámica de las tasas
de interés, expandiendo el modelo ARCH para tener en cuenta los cambios estructurales
(SWARCH), en donde se puede identificar periodos de volatilidad inusual, clasificándolos
en 3 tres estados de volatilidad; alto, medio y bajo.
Luego se desarrollaron dos modelos de Hamilton para analizar si los regímenes de tres
estados están influenciados por la media, en donde encontraron que no es obligatorio que
los choques en otras economías se den inmediatamente, estos pueden tardar un par de años.
Por último se desarrolla un modelo conmutado multivariado para determinar si las tasa de
interés intersectan entre los países, dado que el modelo SWARCH es exhaustivo en tiempo
se opta por agrupar en pares de países, en estados de alta y baja volatilidad enfocándose entre
México y otro país,

Hong Kong

y otro país, con el fin analizar la relación entre

Latinoamérica y Asia, o entre el efecto tequila y la gripa asiática. Los resultados de este
estudio muestran que las dos economías tienen un estado de volatilidad bajo. La hipótesis
nula es rechazada para los pares de países siguientes: México – Argentina, Hong Kong –
Brasil, Hong Kong – Chile donde se encontró una dependencia entre los estados de
volatilidad de la tasa de interés de estos países, lo cual no indica que siempre el país numero
dos va a estar en Estados de alta volatilidad cuando el país iniciador se encuentre en esta
situación.
Revisando estudios Latinoamericanos, se encontró que Benavides & Capistrán (2009),
analizan la volatilidad de la tasa de interés de corto plazo y el tipo de cambio Mexicano pesoDólar, usando dos instrumentos el objetivo de saldos acumulados “corto” y objetivo de tasa
de interés, de igual manera analiza el efecto de las tasa de interés sobre el tipo de cambio
mediante un modelo GARCH bivariado y pruebas de casualidad en varianza. Dentro de los
antecedentes trabajados Schwartz (2002), encuentra que un cambio en el régimen de saldos
12

acumulados a un objetivo de tasa de interés, genera un incremento en la volatilidad de las
tasas, teoría que va en contra de la evidencia empírica mexicana en donde dicha volatilidad
se vio reducida. Los datos utilizados fueron la tasa de interés libre de riesgo del mercado
secundario, calculado por los bonos del gobierno Mexicano (CETES) de noviembre de 1994
hasta agosto de 2008, evitando así captar los efectos de las crisis financieras. Por otra parte
la tasa de cambio comprendió el mismo periodo de tiempo y fue calculada según su valor
spot (2556 observaciones). Los autores documentan que la volatilidad ha disminuido con la
transición del mecanismo de “corto” a objetivos de tasa de interés, adicionalmente se muestra
que existe una bicausalidad en el periodo del corto entre las dos tasas, mientras que en la
etapa de transición no encontraron relación alguna, puesto que este mecanismo señaló que
la volatilidad se vio incrementada para las tasa de interés y reducida para la tasa de cambio.
Para el caso Colombiano el estudio de Botero y Ramírez (2008), lleva a cabo una revisión de
la volatilidad de la tasa de interés a corto plazo para Colombia en el periodo previo a la crisis
financiera del 2007 (de 2001 a 2006) con el fin de evidenciar los impactos de los cambios en
las políticas financieras por las cuales se optaron durante el periodo de estudio y si estas
ayudaron a estabilizar el comportamiento de la tasa de interés. En este artículo, se plantea
como objetivo general la verificación empírica de las tres metodologías abordadas por los
autores (a saber, la modelación de tipo CKLS o de nivel, el modelo de heterocedasticidad
condicionada y los modelos mixtos GARCH-EGARCH) para determinar qué modelo ajusta
mejor al comportamiento de la economía colombiana.
Se evalúan los tres modelos considerados y se escoge el modelo mixto EGARCH sobre el
CKLS y los modelos de heterocedasticidad condicionada puesto que en éste se puede
evidenciar con mayor claridad el efecto nivel (mayor volatilidad en la tasa de interés
interbancaria cuando existe una tasa de interés elevada) y si esté es estadísticamente
significativo dentro del análisis. Además, esté modelo permite evidenciar si existe un efecto
de agrupamiento y un efecto de apalancamiento entre la tasa de interés general y la
interbancaria. Se descubrió que existe un efecto de agrupamiento (que existen períodos
prolongados con volatilidad baja y periodos extendidos volatilidad alta) y además existe un
efecto de apalancamiento con respecto a la tasa de interés donde existe una respuesta de la
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volatilidad de un 22,3% superior ante cambios positivos con respecto a cambios negativos
de la misma proporción en la tasa de interés.
Por esto, los autores realizan un ejercicio de aplicación en el cual se comparan los precios
del mercado al 28 de junio de 2006 de CDT´s a 30, 90, 60 y 180 días contrastados con los
precios que se obtienen con la tasa observada a dichos plazos (tasa real) y la tasa pronosticada
en el modelo. Encuentran que los precios determinados por el mercado son inferiores a los
que se obtienen usando la tasa del pronóstico lo cual se explica por el alto nivel de
dependencia del mercado de éstos papeles de la DTF y la consideración no solo de las
operaciones entre bancos sino también las operaciones de los hogares (los cuales poseen un
mayor riesgo) que eleva la tasa de interés.
El modelo arrojó que el efecto nivel no es estadísticamente significativo, lo cual es coherente
con la realidad puesto que durante el periodo de estudio no se presentaron cambios drásticos
en esta variable. Asimismo, el modelo mostró una media no condicionada de la tasa de interés
de un 7,11% con una velocidad de ajuste del 1,2%. Finalmente, Botero y Ramírez (2008)
concluyen que los pronósticos obtenidos a través de esta metodología superan los promedios
históricos aunque el pronóstico es cada vez menos acertado a medida que se aumenta el
periodo al cual se evalúa la variable, lo cual implica que durante un periodo de corto plazo
no superior a 3 (tres) meses los pronósticos del mercado convergen con el comportamiento
real de la variable.
De igual forma, Melo y Becerra (2006), estudian un mecanismo de transmisión de política
monetaria asociado al crédito Bancario, a través de un modelo VARX-GARCH multivariado,
para establecer la relación entre la tasa de interés de certificados de depósito a 90 días CDT,
TIB (corto plazo) y una tasa de interés del Banco de la república, la tasa de subasta de
expansión SEXP, para el periodo enero 2001 a septiembre de 2005. Dentro de sus hallazgos
se encuentra que en la estimación por niveles, la variable que más responde a choques sobre
variables endógenas y exógenas del modelo, es la TIB. Por otro lado los efectos cruzados
muestran que la respuesta de la TIB frente a variaciones de la CDT es casi nula, mientras que
la CDT responde de manera significativa a choques en la TIB. Por último encuentran que si
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bien la volatilidad de la CDT es menor que la de la TIB esta perdura por un periodo de tiempo
mayor.
Respecto a lo anterior para el caso Colombiano los últimos estudios se han enfocado en
determinar cuál es su relación con el resto de los países emergentes y el grado de correlación
que pueden tener sus variables Macroeconómicas, pero resulta necesario el efectuar un
análisis pertinente respecto a los países vecinos, en donde Brasil representa un fuerte aliado
comercial y sobre el cual se debe realizar una investigación detallada para prever futuras
volatilidades e intentar comprender si esta economía pueda actuar de una manera similar con
la Colombiana.
Adicionalmente se puede analizar cuál ha sido el comportamiento conjunto de las tasas de
interés de ambos países frente a crisis económicas mundiales. Por otra parte resulta
interesante el investigar cuales podrían ser las principales similitudes entre los mercados y
que oportunidades se podrían presentar tanto a nivel comercial como financiero.
1.2 MARCO REFERENCIAL
1.2.1.1 MARCO TEÓRICO

Con el paso del tiempo, han sido diferentes las perspectivas que se han manifestado en el
campo de las finanzas y la economía alrededor del comportamiento de las principales
variables que impulsan la dinámica de este entorno. Para el interés de esta investigación es
preciso hacer énfasis en las diferentes teorías desarrolladas en torno al control y medición de
la volatilidad en las tasas de interés en el corto y mediano plazo.
Para empezar, es preciso delimitar el enfoque teórico al cual estará sometida esta
investigación. Los autores dirigen su análisis y hallazgos hacia la escuela de pensamiento
Neoclásica, debido a que es de las pocas ramas del pensamiento económico que considera
los impactos de hechos inesperados en la economía y que ésta no es indiferente a la existencia
de cambios inesperados dentro del equilibrio general. La discusión principal planteada en
esta escuela de pensamiento es que ni los nuevos monetaristas ni los llamados postkeynesianos tenían en cuenta que no siempre se podían basar todas las variaciones en las
15

variables macroeconómicas bajo en concepto ceteris paribus y obviar la existencia de las
crisis económicas reincidentes en el tiempo (Mankiw, 1990).
Este núcleo teórico surgió después de las décadas de los 60´s en donde varias economías
alrededor del mundo se vieron envueltas en condiciones adversas en donde los principales
indicadores económicos tales como la inflación y la tasa de desempleo alcanzaban niveles
críticos (recordando lo ocurrido en la década de los años 30´s), lo cual puso en alerta a los
principales expositores de las teorías económicas puesto que eran condiciones bajo las cuales
las herramientas existentes no eran suficientes para contrarrestar los efectos negativos de
estas variables sobre el cuerpo económico. De esta necesidad surgieron varios pensadores
que coincidían en que Keynes tenía razón al decir que la tasa de interés no era determinada
por el mercado de bienes y servicios, si no que por el contrario era concebida por el mercado
monetario y las decisiones de la política monetaria de los países. Pero adicionaron el hecho
de que la intervención de la autoridad monetaria y el gobierno solo debían hacerlo en el
mercado real cuando ocurre la llamada sorpresa monetaria y no constantemente como lo
afirmaba Keynes (Mankiw, 1990).
Adicionalmente, es importante resaltar los supuestos generales de los Neoclásicos con el fin
de encontrar y esclarecer el análisis bajo el cual se evaluaron los hallazgos de esta
investigación:


La economía siempre se encuentra en equilibrio.



Los precios son flexibles.



Hay pleno empleo.



La oferta monetaria es exógena.



La tasa de interés es un fenómeno real, que afecta al mercado real.

A pesar de que estos pensadores consideran la existencia de competencia perfecta, adicionan
a su hipótesis general de que los desequilibrios que se presenten en el corto plazo en las
variables macroeconómicas como el desempleo, la inflación, la producción, entre otras son
ajustados por la intervención directa de los reguladores del mercado a través de políticas
gubernamentales y gasto público (Gobierno) por una parte y, por otra, la regulación de los
tipos de interés (Banco Central).
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Por otra parte, una sub rama de los Neoclásicos, los llamados marginalistas representados
por pensadores como Wallras, Edgeworth, Cournot y Marshall agregan que el equilibrio se
alcanza en el mercado financiero de la siguiente forma; los tipos de interés equilibrarían la
cantidad de dinero que desean prestar los ahorradores y la cantidad de dinero que desean
pedir prestado los inversores. Los prestatarios quieren utilizar los préstamos que reciben para
invertir en actividades que les permitan obtener beneficios superiores a los tipos de interés
que tienen que pagar por los préstamos. Por su parte, los ahorradores cobran un precio a
cambio de ceder su dinero y posponer la percepción de la utilidad que obtendrán al gastarlo,
como lo documenta Schumpeter (1954).
Es aquí donde la presente investigación busca enfocarse, en encontrar los diferentes
mecanismos y estrategias que se implementan en las economías para lograr volver al
equilibrio, donde las variables macroeconómicas vuelven a su estado natural. Es por esto que
al observar la volatilidad en el instrumento más utilizado por el Banco Central para regular
el mercado monetario, la tasa de interés, se puede analizar su eficacia como medio de ajuste
de la economía y de allí hacer un caso comparativo entre Brasil y Colombia.
Desde la teoría económica moderna, se ha planteado que existen diferentes mecanismos a
través de los cuales los bancos centrales en los países pueden manejar la política monetaria
para alcanzar sus metas con respecto a las variables objetivo. Uno de los instrumentos más
usados y el más versátil es el control de las tasas de interés, el cual es explicado con amplitud
por el famoso modelo IS-LM, en donde el Banco Central utiliza la tasa de interés de corto
plazo para ajustar los impactos (positivos y negativos) tanto en la política fiscal como en la
política monetaria y evalúa su influencia en la demanda agregada (Mishkin, 1996). Una
manera simple de entender como este instrumento llega a afectar la demanda agregada es
aclarando que esta dinámica se basa en el supuesto de la existencia de precios rígidos, el
cambio en las tasas de interés nominales de corto plazo terminaran por influir en las tasas
reales del corto y largo plazo, esto influirá en el cambio de la toma de decisiones de los
agentes de la economía lo cual desembocara en cambios en la demanda agregada. Otro
supuesto fundamental para el análisis de la influencia de las tasas de interés es la aclaración
de que para los agentes de la economía no existen sustitutos perfectos para el dinero, para el

17

crédito (no hay fuentes alternativas de financiamiento) y tampoco (para los prestamistas) para
los activos sujetos a reservas (Mishkin, 1996).
Bajo esta teoría, se ha visto que en Colombia el Banco de la Republica maneja la tasa de
interés de corto plazo a través de subastas de expansión y contracción de diferentes activos
con el objetivo de administrar la liquidez de la economía, manteniendo una brecha reducida
entre las tasas de interés y las tasas de interés de corto plazo, constituyendo así la llamada
tasa interbancaria TIB, como lo expresa Huertas et al. (2005). También se aclara que, lo ideal
para que esta transmisión de variables sea visible con mayor facilidad es necesario que el BR
procure mantener una estabilidad en las tasas de interés de corto plazo (evitar cambios
drásticos) con el objetivo de que las entidades financieras tengan claros sus pasivos y sus
tasas de colocación para así propiciar un ambiente favorable dirigido al desarrollo de los
objetivos de las medidas implementadas por este agente. Este análisis también tiene que tener
en cuenta la tasa de interés de los depósitos a término fijo DTF a 90 días, puesto que ésta
evidencia como los bancos comerciales están manejando los lineamientos planteados por el
BC y demuestran su desempeño en términos operativos. Adicionalmente, la inclusión de la
DTF permite observar la interacción dinámica de esta tasa con la TIB, lo cual es aún más
informativo si se tiene en cuenta que la DTF es una tasa que se utiliza como referencia para
otras tasas en la economía, como lo expresa Huertas et al. (2005).
Los investigadores están de acuerdo con esta postura, por lo cual el análisis de los hallazgos
y las conclusiones derivados de este proceso investigativo estará enfocado en esta
perspectiva, también se harán recomendaciones en los casos en los que se observen
comportamientos atípicos dentro del marco de la teoría económica.
Este análisis es relevante puesto que tanto Brasil como Colombia son consideradas como
economías emergentes, entre otras cosas porque en tiempos de crisis (también regularmente)
los inversionistas originarios de las economías desarrolladas, al ver que las tasas de interés
de dichos países son altas (en comparación con las de su país originario) deciden dirigir su
capital a los países emergentes, lo cual genera beneficios y riesgos para ambas partes.
Además, se ha visto que en periodos de crisis este fenómeno es aún más recurrente bajo la
premisa de que economías como la colombiana o la brasileña al no ser grandes participes del
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mercado internacional, se encuentran parcial o totalmente protegidos frente a los efectos
negativos directos derivados de la crisis. Esto obliga a las economías en desarrollo a llevar a
cabo cambios en sus políticas fiscales y monetarias con el fin de proteger tanto sus intereses
como los de sus nuevos inversionistas, donde la tasa de interés es una de las variables que da
cuenta de que tan acertada es la lectura por parte de los agentes de la economía en escenarios
adversos y que tan eficientes son sus decisiones.
El concepto de Volatilidad surge como una medida de frecuencia e intensidad que permite
identificar los cambios de un activo financiero o tasa en un periodo de tiempo, según el
departamento de mercados del banco Parisbas encontramos que la volatilidad trata de
cuantificar la variabilidad o dispersión de un activo respecto a su tendencia central, lo cual
permite determinar si dicha variable es estable o presenta un comportamiento irregular.
Repasando la literatura financiera podemos ver que la volatilidad se caracteriza por:
1. Exceso de curtosis en la mayoría de series financieras (Mandebrolt 1963 y Fama 1963
y 1965 son los primeros en mencionar esta característica).
2. Existencia de periodos de alta y baja volatilidad denominados conglomerados de
volatilidad,”volatility clusters”. Si la volatilidad es elevada en un periodo, tiende a
seguir siéndolo; si es baja en un periodo tiende a seguir siendo baja en el periodo
siguiente (Mandelbrot 1963, Engle 1982).
3. De manera ocasional se pueden producir valores altos de volatilidad en momentos
concretos, este comportamiento se conoce como ”discontinous price jump” y
podemos traducirlo como discontinuidades de salto en los precios (Figlewski 1997).
4. Los periodos de alta o baja volatilidad acostumbran a venir seguidos de periodos en
los que la volatilidad es más moderada a largo plazo (Hsieh 1995, Figlewski 1997).
5. El comportamiento de las series de volatilidades es diferente según lleguen al
mercado buenas o malas noticias, ésta es una evidencia del comportamiento
asimétrico de la serie (Campbell y Hentschel, 1992).
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6. Movimientos conjuntos de la volatilidad: Cuando se estudian en diferentes mercados
series distintas, pero del mismo concepto (tipos de interés, cotizaciones, etc.), se
observa como los movimientos importantes en un mercado están relacionados con
movimientos importantes en otro mercado. Esto pone en evidencia la utilidad de los
modelos multivariantes para series temporales, pues permiten analizar estas
relaciones cruzadas (Aydemir, 1998).
En un principio, cabe resaltar las distintas metodologías hacen referencia a la solución del
problema de la medición de la volatilidad en las series de tiempo financieras. Para un obtener
resultados más acertados o cercanos a la realidad, los ecónometristas recomiendan empezar
este tipo de estudios con la implementación de la metodología Box-Jenkins1 que como lo
describe Quesada (2014) consiste de cuatro etapas principales:
 Identificación: consiste en elegir uno o más modelos ARIMA como candidatos que
puedan describir adecuadamente el comportamiento de la serie de tiempo. Es
importante que en esta etapa se determinen las transformaciones necesarias para
conseguir estacionariedad, contraste de la inclusión de una tendencia determinística
(θ0) y elegir el orden p y q de cada modelo implementado.
 Estimación la estimación de cada uno de los parámetros de los modelos obtenidos en
la fase anterior.
 Diagnosis: trata de ver si los modelos identificados y estimados van acorde con la
representación correcta de los datos de la serie. Si se encuentran deficiencias en ésta
etapa, pueden servir como argumento para el replanteamiento de un modelo nuevo
que se ajuste a las necesidades de la serie de tiempo analizada.
 Predicción: con los modelos que obtengan un resultado favorable en la tercera etapa,
se pueden realizar predicciones. También, este ejercicio es utilizado para poner en
evidencia las deficiencias de los modelos puestos a prueba y sirven como un
argumento adicional para el planteamiento de un nuevo modelo.

Desarrollada en el artículo escrito por los autores titulado “Some comments on a paper by Chatfield and
Protheroand on a review by Kendall” publicado en el Journal of the Statistical Society, p.337-352.
1
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En la primera etapa de la metodología Box-Jenkins es necesario definir el modelo general
ARIMA(p,d,q):
𝜙(𝐵)(1 − 𝐵)𝑑 𝑋𝑡 = 𝑐 + 𝜃(𝐵)𝜀𝑡
Donde 𝑋𝑡 es la variable analizada, c es una constante y 𝜀𝑡 es el término de error que sigue
una distribución normal de media cero y varianza constante 𝜎𝜀2 . El termino (1 − 𝐵)𝑑 se aplica
a la serie original con el objetivo de volverla estacionaria y d corresponde al orden de la parte
I del modelo ARIMA. 𝜙(𝐵) y 𝜃(𝐵) son polinomios de orden p y q que dependen del operador
B ( definido por Β𝑑 𝑋𝑡 = 𝑋𝑡−𝑑 ). El polinomio 𝜙(𝐵) se define como:
𝑝

𝜙(𝐵) = 1 − ∑ 𝜙𝑖 𝐵 𝑖
𝑖=1

Este es el proceso AR del modelo discutido anteriormente. Por el otro lado, el polinomio
𝜃(𝐵) representa el proceso MA y se define como:
𝑞

𝜃(𝐵) = 1 − ∑ 𝜃𝑗 𝐵 𝑗
𝑗=1

Existen propiedades básicas para la estructuración de la serie de tiempo que deben cumplirse
para la aplicación de esta metodología, a saber; i) alta frecuencia en los datos, ii) debe existir
un comportamiento no estacionario y iii) debe haber presencia de estacionalidad en los datos.
Para la determinación del orden p y q Quesada (2014) plantea sus principales determinantes
expresados en la tabla 1:
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Tabla 1 Resumen de Propiedades para Determinar Orden P y Q

Fuente: tomado de Quesada (2014).

Por otra parte, es importante definir y exponer las generalidades de los modelos no
estacionarios en media y en varianza comúnmente utilizados para determinar la volatilidad
en activos financieros y tasas de interés con el fin de contextualizar al lector en cuanto a la
metodología implementada en la presente investigación. Anteriormente, en las series de
tiempo para el análisis del comportamiento de variables de alta frecuencia con
comportamientos aleatorios, se estudiaban bajo el supuesto de homogeneidad en la varianza,
con el fin de facilitar su estudio y predecir su comportamiento. Debido a este supuesto,
muchas de las predicciones planteadas por los ecónometristas eran acertadas solo en el corto
plazo, a medida que se trataba de ver más allá en el tiempo los modelos carecían de todo
argumento matemático y teórico para asegurar sus hipótesis.
Desde Engle (1982) que se empezó a evidenciar que dicho supuesto de homogeneidad en la
varianza (homocedasticidad) en la mayoría de los casos no aplicaba. Este autor planteo los
modelos autoregresivos de heterocedascidad condicionada, ARCH el cual implica que la
estimación de la volatilidad es una función de las perturbaciones pasadas o rezagadas. Es
decir, que los errores rezagados condicionan el comportamiento de la varianza de la serie
haciendo que esta no sea constante en el tiempo, lo cual implica un efecto aleatorio adicional
en el comportamiento futuro de la variable estudiada. Robert Engle explico este modelo con
el estudio del comportamiento de la tasa de inflación del Reino Unido, tratando de poner en
tela de juicio la hipótesis de Milton Friedman (SHLEIFE, 2009) donde se afirma que la
incertidumbre con que se comporta la inflación eran una de las fuertes razones por las cuales
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había ciclos económicos. Además, es importante resaltar que el modelo ARCH utiliza medias
ponderadas de los cuadrados de los errores de predicción del pasado, lo cual le resta peso a
los valores del pasado lejano y le suma relevancia a las observaciones más cercanas2.
El proceso ARCH(q) está definido por la siguiente expresión, según Fernández (2012):
𝜀𝑡 = 𝑎𝑡 𝜎𝑡 , 𝑎𝑡 ~𝑁(0,1) ,

𝜀𝑡 |Ω𝑡−1 ~ 𝑁(0,𝜎𝑡2 )

𝑞

𝜎𝑡2

2
= 𝛿0 + ∑ 𝛼𝑗 𝜀𝑡−𝑖
, 𝛿0 > 0 𝑦 𝛼𝑗 ≥ 0
𝑖=1

En dónde; 𝑎𝑡 y 𝜎𝑡 , son estadísticamente independientes. El proceso 𝑎𝑡 conocido como ruido
blanco, esta idénticamente distribuido con media cero y desviación típica igual a uno. Una
de las condiciones para que se cumpla con la estacionalidad en la media, es necesario que
∑𝑞𝑖=1 𝛼𝑗 < 1. Ahora, Ω𝑡−1 es el conjunto de observaciones disponibles hasta el instante t-1.
Además, 𝜀𝑡 es condicionalmente normal con media cero y su varianza es 𝜎𝑡2 .
Algunos años después, en 1986 Tim Bollerslev amplio el marco de análisis de este tipo de
modelos argumentando que la varianza condicionada en cada etapa de la serie de tiempo
también influye en su comportamiento, dando así origen a los modelos generalizados
autoregresivos de heterocedasticidad condicionada, GARCH. Definido según Fernández
(2012) por las siguientes ecuaciones:
𝜀𝑡 = 𝑎𝑡 𝜎𝑡 ,
𝑚𝑎𝑥(𝑝,𝑞)

2
2
𝜎𝑡2 = 𝛿0 + ∑𝑞𝑖=1 𝛼𝑗 𝜀𝑡−𝑖
+ ∑𝑝𝑗=1 𝛽𝑗 𝜎𝑡−𝑗
, 𝛿0 > 0 , 𝛼𝑗 ≥ 0, 𝛽𝑗 ≥ 0 𝑦 ∑𝑖=1

(𝛼𝑗 + 𝛽𝑗 ) < 1

De manera que, cuando se toma 𝛽𝑗 = 0 para todo j, se obtiene el modelo ARCH(q), para
propósitos de esta investigación se trabajó alrededor del modelo básico de la familia de
procesos heterocedásticos, GARCH(1,1)3 definido por:

2

Para una explicación más detallada remitirse a Engle (1982)
Modelo explicado en detalle en la revista de la Universidad de Medellín titulada “Modelos ARIMA-ARCH,
algunas aplicaciones a las series de tiempo financieras” escrita por Freddy O. Pérez Ramírez, p.51-63.
3
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𝜀𝑡 = 𝑎𝑡 𝜎𝑡 ,
2
2
𝜎𝑡2 = 𝛿0 + 𝛼1 𝜀𝑡−1
+ 𝛽1 𝜎𝑡−1
,

𝛿0 > 0, 𝛼1 ≥ 0 𝑦 𝛽1 ≥ 0 𝑦 𝛼1 + 𝛽1 < 1

Donde 𝛿0 es el valor medio de la varianza, a largo plazo es decir la varianza no condicionada
que puede esperarse que se modifique inmediatamente por los demás términos vinculados al
modelo. 𝛼1 es el efecto sobre la varianza en t, referente al periodo inmediatamente anterior
perturbado por un término de error. 𝛽1 es el mismo efecto sobre la varianza del periodo
inmediatamente anterior sin perturbaciones. Por último, 𝛼1 + 𝛽1 mira la persistencia de la
volatilidad, a través de la medición porcentual a la cual los efectos sobre la volatilidad van
decreciendo, por ello cuanto más cercano sea este valor a uno significa que hay una muy alta
persistencia de los shocks volatilidad en la serie de tiempo (FERNANDEZ, 2012).
Por otra parte, debido al tipo de análisis que se realizó en esta investigación en torno a los
comportamientos similares de economías como Brasil y Colombia en periodos de crisis
internacionales, es pertinente incorporar una teoría que explique cómo puede llegar
vincularse dichos aspectos. Una de las teorías más recientes en el ámbito económico que
surgió a raíz de los periodos recesivos en el mercado internacional es la del “contagio
económico y financiero”, el cual es definido por Toribio (2010) como un incremento de la
correlaciones económicas entre países durante periodos de crisis, en relación con las existente
en periodos estables. También, el autor trae a colación la definición implementada por el
Banco Internacional de Reconstrucción y Desarrollo (BIRD) donde se considera el contagio
como cualquier transmisión de perturbaciones económicas de un país hacia otro, más allá de
las atribuibles “vínculos fundamentales” entre ellos. Definiendo a dichos vínculos como:
 Vínculos financieros: conexión del mercado de capitales, relaciones entre
inversionistas y sus decisiones provenientes de ambos contextos.
 Vínculos reales: cuando proceden de relaciones ordinarias asociadas a transacciones
internacionales (tipos de cambio, políticas monetarias, flujos de IED).
 Vínculos políticos: derivados de acuerdos específicos entre los países (cambiarios,
diplomáticos, “Clubs” de países i.e. Unión Europea).
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Adicionalmente, Imen y Abidi (2012) dividen la definición de este concepto en dos tipos; el
contagio mecánico refiriéndose al resultado de la interdependencia del mercado real y
financiero entre países y el contagio psicológico referente al cambio en el comportamiento
de los inversionistas. También, Uribe (2011) hace dos interpretaciones del término tratado;
i) el contagio es entendido como un aumento en la fuerza de la transmisión habitual de los
choques ii) o como el monto de dichos choques que no se propaga a través de los canales
tradicionales de comercio o política. Aquí el autor denota los canales principales a través de
los cuales se propagan los contagios económicos y financieros de una manera más detallada
(tabla 2):
Tabla 2 Canales de Contagio
Devaluaciones competitivas

Vínculos Comerciales

Exportación de bienes similares
Regímenes políticos similares

Políticas Macroeconómicas

Momentos de Aplicación

Choques Exógenos

Movimiento en bienes de alta demanda mundial

Regulación Bancaria

Prestamistas internacionales
Existencia de garantías implícitas, endeudamiento

Riesgo moral

excesivo
Especulación por parte de los inversionistas frente a

Equilibrios Múltiples

equilibrios + o Coordinación de asimetrías de información en los

Comportamiento en Manada

inversionistas en diferentes países
Relaciones entre inversionistas nacionales e

Consideraciones de Liquidez

internacionales, conflictos de liquidez

Fuente: Elaboración propia a partir de Uribe (2011).

Asimismo, Masson (1999) dice que el fenómeno de propagación de una crisis puede
clasificarse en tres tipos distintos; efectos monzónicos que surge de un choque común, como
por ejemplo un aumento de los tipos de interés en EEUU puesto que afecta la cotización de
la divisa más utilizada a nivel mundial, efectos indirectos (spill-over effects) donde la crisis
de un país empeora los fundamentales macroeconómicos en diferentes países, el contagio
que se define como la propagación de una crisis no relacionada con los fundamentales por
ejemplo un cambio en la percepciones de las condiciones de mercado.
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2. HECHOS ESTILIZADOS

Continuando con el desarrollo de la presente investigación, es importante describir el
comportamiento y las principales características de las variables involucradas en el proceso
metodológico.
En primer lugar tenemos la tasa de interés de captación de los depósitos a término fijo, DTF
representada en los Certificados de Depósitos a Termino (CDT) a 90 y 360 días ofrecidos
por los Bancos, corporaciones y compañías de financiamiento comercial. Dicha tasa, es
calculada por la máxima autoridad monetaria en el país, el Banco de la Republica, donde ésta
representa un promedio ponderado semanal por monto de este tipo de activos negociados por
los Bancos comerciales en el mercado financiero (Banco de la República, 2014).
Además, los investigadores descartan la utilización de otro tipo de tasas de interés, como por
ejemplo las tasas de intervención derivadas del Banco Central puesto que éstas están más
vinculadas a la toma de decisiones en cuanto a política monetaria interna de las economías
pertenecientes al grupo de las EME’s y no reflejaría el impacto de un fenómeno recesivo
internacional (crisis financieras). Tampoco se consideraron las tasas de colocación debido a
que, como lo afirma Banrep (2014) este tipo de tasas se aplican a diferentes tipos de créditos
y productos que otorgan las entidades financieras a sus clientes ya sea para préstamos para
vivienda, créditos de consumo, créditos preferenciales, microcréditos, tarjetas de crédito y
otros tipos de préstamos, por tanto se evidencia que en este caso dichas variables están
directamente relacionadas con la demanda interna de los clientes (en su gran mayoría)
pertenecientes a dicho contexto, entonces tampoco llegan a captar de manera significativa
los choques externos del mercado internacional (ceteris paribus).
Por otra parte, Edwards y Susmel (2003) resaltan porque se deben utilizar las tasas de
captación en la medición de la volatilidad asociada a las crisis financieras internacionales:
“Primero, un gran número de autores han afirmado que un aumento en la
volatilidad de la tasa de interés (de referencia) es ampliamente explicada
por una excesiva movilidad de capitales, ver Stiglitz (1999). De acuerdo
con este punto de vista la imposición de controles a las entradas de
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capitales, similares a las usadas en Chile 1991-1998, ayudarán a los países
a reducir inestabilidad financiera inducida por el exterior (Krugman,
1999). Segundo, algunos autores han afirmado que la volatilidad de las
tasas de interés (de referencia) es inherente en el régimen de tasa de
cambio flotante (…) Tercero, el concepto de inestabilidad en los mercados
–y, en particular, de los cambios en la volatilidad- ha jugado un papel
importante en la discusión de si los mercados emergentes han de hecho
sido sujetos al contagio (financiero), ver Rigobon (2001).”4 (p. 328)
Asimismo, después de la revisión de antecedentes se encontró que para la medición o la
vinculación de los hechos o shocks internacionales (dentro de los cuales se encuentran las
crisis financieras) a inestabilidades internas de los países con un marco institucional débil o
inestable (a saber EME’s, para esta investigación), variables como las tasas de interés, la tasa
de inflación, la IED, la balanza comercial, la balanza de pagos y la misma producción son las
que deberían evidenciar cambios o variaciones frente a la presencia de dichos fenómenos
(que podrían ser trabajadas como variables dummy). Pero debido a que se planteó como
metodología un modelo de heterocedasticidad condicionada univariada (solo una variable
dependiente en relación a sus rezagos, modelos ARCH-GARCH), no se incluyeron más
variables dentro del modelo puesto que conllevaría al planteamiento de modelaciones
econométricas complejas (EGARCH, MGARCH, TGARCH, etc) que no se contemplan en
los objetivos planteados en el presente documento.

En el Gráfico 1 se muestra el comportamiento de la DTF durante el periodo de estudio
escogido para el análisis del comportamiento de estas variables en la presencia de crisis
financieras:

Cita traducida por los autores, tomada de “Interest rate volatility in emerging markets” Reviews of
Economics and Statics Vol. 2 pp. 328-348.
4
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Gráfico 1 Comportamiento de la DTF 1993-2013
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Fuente: elaboración propia, información tomada de Banrep.
A partir de esta grafica se pueden evidenciar periodos en los cuales los tipos de interés en
Colombia presentan momentos de alta volatilidad que coinciden con la presencia de crisis
económicas. Por ejemplo, para el año de 1994 se denotan aumentos considerables de la DTF
momentos previos a la consolidación de los impactos derivados del llamado “Efecto Tequila”
en donde se pasó de una tasa del 25.82% en enero de 1994 a un 37.90% para diciembre de
ese mismo año, este fenómeno es justificado por la decisión del gobierno de turno de
Colombia para ese entonces decidió cubrir el impacto de la devaluación excesiva del peso
mexicano y la afluencia de capitales extranjeros por medio de altas restricciones sobre la
entrada de capitales de corto plazo, la decisión de no utilizar el tipo de cambio real como
instrumento para compensar la devaluación de la moneda mexicana y el impacto
inflacionario como lo publicó El Tiempo (1995).
Al igual se puede evidenciar grandes cambios en esta tasa derivados de las intervenciones
estatales ocurridas tanto en la crisis financiera del 99, en donde la estrategia fue diferente
puesto se debieron regular los tipos de interés directamente con el fin de cumplir con las
metas propuestas en los tipos de cambio (lo cual no paso puesto que el régimen cambiario de
las Bandas colapso). Por este motivo, esta tasa de interés pasó de estar en un 33% para enero
del 99 a un histórico 16% para diciembre de ese mismo año.
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Por otra parte, en el caso de Brasil se escogió la tasa homologa a la DTF en Colombia, que
en este contexto se denomina la tasa de los Certificados de Depósitos Bancarios (CDB) la
cual registra el promedio ponderado de las tasas prefijadas y postfijadas en la negociación de
este tipo de activos en el mercado financiero durante el transcurso del día. Los bancos
comerciales deben remitir el registro de estas operaciones al Banco Central do Brasil y esta
autoridad es la constituye la tasa y la publica en sus canales de distribución de la información.
En el Gráfico 2 se denota el comportamiento de la CDB durante el periodo comprendido
entre 1994 y 2013:
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Gráfico 2 Comportamiento de la CDB 1994-2013
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Fuente: elaboración propia, información tomada del portal virtual Banco Central do
Brasil
Como se evidencian en este gráfico, los registros históricos de esta tasa muestran valores
alrededor del 80% al inicio de la década de los noventa, lo cual es una característica común
en las economías suramericanas durante este periodo explicado por un marco legislativo
restrictivo en cuanto al nivel de apertura del mercado y la constante inestabilidad en los
principales indicadores macroeconómicos. También, se observan claros cambios en dicha
tasa una vez arriban los efectos negativos del “Efecto Tequila” en donde el gobierno brasileño
debió intervenir directa y activamente en el mercado cambiario para evitar la salida masiva
de capitales y controlar los niveles de inflación, esto redujo significativamente las reservas
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internacionales del Banco Central y en consecuencia se redujeron las inversiones en los
certificados de depósito bancarios en el mercado financiero local (Editorial El Tiempo,
1995).
Además, se ven cambios significativos en la tasa CDB para finales de la década de los 90’s
en donde debido a la iniciativa del gobierno de reducir las barreras legislativas (casi hasta el
punto de eliminarlas por completo) y la liberalización de económica y en donde el mercado
brasileño ofrecía tasas de interés bastante atractivas para el inversionista extranjero se
produjo una entrada intensiva de capitales, lo cual volvió vulnerable al país frente a
desequilibrios en el mercado internacional (fenómeno al cual esta economía emergente no
estaba preparado) que finalmente produjo la acentuación de las problemáticas de déficit fiscal
y de reservas internacionales que redujeron significativamente las tasas de interés para los
primeros años del siglo XXI (Editorial UN Periodico, 2008).
Por otro lado, otra de las variables a analizar en esta investigación es la Inversión Extranjera
Directa que la OCDE (2008) define como “una categoría de inversión transfronteriza que
realiza un residente de una economía (el inversor directo) con el objetivo de establecer un
interés duradero en una empresa (la empresa de inversión directa) residente en una
economía diferente de la del inversor directo”. A continuación, en el Gráfico 3 se denotan
los flujos anuales de IED para las dos economías emergentes de interés para esta monografía:
Gráfico 3 Flujos Anuales IED Brasil-Colombia (1994-2013)
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Fuente: elaboración propia, información tomada del Banco Mundial.
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A partir de estos gráficos se puede ver que el comportamiento de esta variable
macroeconómica ha presentado comportamientos similares en las dos economías debido a
sus similitudes como mercados emergentes durante la muestra escogida. Se observa que para
el inicio de la década de los 90´s, la entrada de capitales extranjeros al mercado latino era
restringida por la preferencia por una economía que tendía más a un perfil autárquico en el
razonamiento del cono sur, pero al ver que las crisis financieras internacionales representaban
una alternativa y una oportunidad de crecimiento los dirigentes de dichas economías optaron
por dejar el recelo en sus dinámicas financieras y permitieron el flujo de inversiones
extranjeras a su país (mentalidad apropiada por el impacto de la ola de la globalización). No
obstante, como se mencionó anteriormente al permitir el ingreso de capitales externos se
asume el un riesgo frente a las dinámicas internacionales y a el manejo de las políticas del
país de donde preceden dichas inversiones, lo cual se experimentó por primera vez entre 1997
y el 2000 con la crisis de los tigres asiáticos (con un promedio de variación negativa de
45.25% en esta cuenta para Colombia y 22.13% en el caso de Brasil con un efecto que solo
se vio para el 20015).
Con respecto a años posteriores, en las dos economías encontramos un hecho particular entre
el 2008 y el 2010, fechas para las cuales se presentó la crisis financiera de derivada de la
burbuja inmobiliaria en EEUU de las hipotecas subprime, en donde el pánico por las
estrepitosas caídas en el mercado de valores de grandes empresas genero pánico en los
inversionistas extranjeros quienes optaron por retirar sus capitales y resguardarlos para evitar
que la crisis llegara a dejarlos “con los bolsillos vacíos”. Es aquí donde uno de los puntos
clave por los cuales se optó por analizar economías emergentes en la presente investigación
cobra relevancia, ya que su mismo nombre denota su naturaleza, en periodos recesivos en
donde el concepto de ceteris paribus acuñado por los economistas y financieros queda
opacado por el inminente impacto de las variables exógenas, lo cual termina por enviar un
claro mensaje al inversionista; retire su capital e inviértalo en un ambiente más amigable y
aislado de la tormenta financiera.

5

Información obtenida a partir de las estadísticas brindadas por la UNCTAD.
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Entonces, generalmente los inversionistas de economías desarrolladas ven que economías en
desarrollo se encuentran “parcialmente cubiertas” de crisis en el mercado global, además
poseen un ambiente favorable para sus capitales como altas tasas de interés, bajos costos de
producción y mano de obra, bajos precios en materias primas, entre otras, es por esto que
deciden llevar sus activos a estos contextos y, bajo un supuesto de reciprocidad, mientras
ellos cubren su capital de las amenazas derivadas de la crisis mundial, el país anfitrión
reactiva su economía mediante el ingreso de grandes compañías al mercado local. Esto fue
exactamente lo que ocurrió para el 2010 donde se denotan variaciones positivas en el ingreso
de IED de un 98% para el caso de Colombia y un 87% para el caso de Brasil, manteniendo
una tendencia positiva estable para el futuro.
Las crisis económicas juegan un papel determinante en el comportamiento de las tasas de
interés domésticas, el contagio que sufren los países luego de acontecimientos negativos
muestra un grado de correlación entre las economías, que puede ser mayor o menor
dependiendo las características de los países. Para el caso de esta investigación resulta
pertinente abordar de manera breve algunas de las principales crisis con el fin de encontrar
la relación que existe entre Colombia y Brasil para el periodo de estudio.
Adicionalmente es importante recapitular a grandes rasgos los motivos y consecuencias
principales de las crisis financieras presentes durante el periodo de estudio.

Crisis Mexicana (El efecto Tequila)
La crisis generada para Diciembre de 1994 en México denominada el efecto Tequila,
representó un hecho que tomo al mundo por sorpresa, tras el deterioro que sufrieron sus
cuentas externas a lo largo de dicho año y que dieron como resultado el incumplimiento de
las obligaciones adquiridas a nivel internacional por parte de México. Esta crisis representaba
un nuevo reto mundial dado la estrecha relación que tenía con las nuevas políticas que se
habían instaurado en el mundo y el proceso creciente de globalización, esto sumado a la
combinación de factores cambiarios, financieros, productivos y sociales, desato una fuerte y
aguda crisis mundial.
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El carácter especulativo cambiario de la crisis debido al proceso de sobredevaluación que
había sufrido el peso Mexicano en los últimos años y la gran salida de flujos de capital,
provoco una reducción abrupta en el nivel de reservas internacionales y un proceso acelerado
de inflación, que se intentó controlar con medidas de contracción monetaria y fiscal,
generando una crisis general de la economía.
Crisis Sudoeste Asiático (Efecto Dragón)
La crisis que siguió al efecto tequila fue protagonizada por varios países del sudoeste
Asiático, que afectó a economías que gozaban de un alto crecimiento económico y permitió
reconsiderar muchas de las medidas que hasta ese entonces se desarrollaban. El inicio de la
crisis se dio en Tailandia para mediados de 1997, contagiando rápidamente a varios países
de Asía como Corea, Indonesia, Japón, Malasia y Tailandia. El régimen de tipo de cambio
fijo, representaba una garantía cambiaria que promovía el endeudamiento externo a gran
escala e inducia a las instituciones financieras a realizar operaciones de alto riesgo cambiario
y crediticio, los anteriores factores sumados a un leve control por parte de las autoridades
financieras y la inestabilidad política en algunos de estos países provocaron un desbalance
general en toda la región.
Con la adopción de tipos de cambio flexibles se dio una fuerte devaluación de las monedas
y tal como se vio en la crisis del efecto Tequila provoco una inestabilidad en las economías,
que buscaron a través de un aumento en las tasas de interés evitar la fuga de capitales y que
se drenaran las reservas internacionales.
La crisis Rusa (Efecto Vodka)
Como antecedente a la crisis sufrida en Rusia en Agosto de 1998 el gobierno de dicho país
había financiado con bonos de tasa elevada la economía, generando un alto déficit público.
Con la modificación de la deuda pública y la caída del precio de los commodities a nivel
mundial, se presentó un proceso de devaluación de la moneda local, que dejo al país expuesto
a la entrada de flujos de capital expectantes por el momento de transición a economía de
mercado. La fuga de capitales y el miedo de los inversionistas tras las continuas
devaluaciones de la moneda provocaron repercusiones a nivel mundial.
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La Crisis del Internet y el sector TMT
El inicio de la crisis de internet y el sector de tecnología, media y telecomunicaciones se dio
en el primer trimestre del año 2000 y viene precedida por una fase de crecimiento elevado de
las cotizaciones de las empresas de Internet en bolsa que alcanzaron sus precios máximos
para finales de 1999 y comienzos de nuevo siglo, gracias a la especulación de los agentes.
Con el cambio de expectativas sobre las empresas “.com” debido a la sobrevaloración de los
modelos de negocios en red hacia inminente la caída del precio de las acciones en el índice
NASDAQ generando un colapso al interior de la economía Norteamericana que contagio a
otras empresas vinculadas a los negocios de Internet.
La Crisis de las hipotecas Subprime
La crisis de las hipotecas subprime tiene inicio en al año 2007 y está relacionada a un
fenómeno crediticio originado por el deterioro en la calidad de las hipotecas subprime o de
alto riesgo, la existencia de títulos derivados que negociaban dichas hipotecas que eran
transferidos a fondos de inversión plago al mercado de valores con títulos que no tenían un
soporte real. Con el descenso en el precio de las viviendas, el aumento de las tasas de interés
y el aumento de la morosidad, se produjo la caída de fondos y bancos hipotecarios, que
tenían comprometidos sus activos en las hipotecas de alto riesgo, provocando una contracción
abrupta del crédito y un pánico inversionista que desencadeno en la caída de la bolsa de
valores de todo el mundo debido al contagio del resto del sistema financiero, afectando la
liquidez y finalmente al sector real de la economía.

3. RESULTADOS, ANALISIS Y DISCUSION

Con base al análisis del marco teórico y la interpretación de los estudios anteriores, surgen
distintas alternativas para solucionar la pregunta, de cuál es la relación que presentan las tasas
de interés entre Colombia y Brasil ante crisis económicas, la literatura se basa principalmente
en

la

metodología

econométrica

de

series

financieras

con

características

de

heterocedasticidad condicional en la varianza, por lo cual los modelos más apropiados son
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aquellos que logran captar dicha heterocedasticidad, el efecto agrupamiento y la alta
persistencia, propios de las series financieras. Dado este enfoque se evidencia que esta
investigación se enmarca dentro de un análisis cuantitativo, no experimental, ya que utiliza
series de tiempo y más precisamente un modelo de varianza condicional GARCH. El método
a utilizar es el hipotético deductivo. Para el desarrollo de esta monografía, los autores
utilizaron una fuente secundaria de información para la obtención de las series de tiempo
requeridas para el análisis de la volatilidad en las tasas de interés
Como se observó en el marco teórico, la aplicación de modelos econométricos ha sido de
gran ayuda para explicar el comportamiento de las series financieras, con distintos entornos
y métodos de cálculo. En este capítulo se realiza la estimación de un modelo ARIMA,
siguiendo la metodología propuesta por Box y Jenkins (1976), para identificar, estimar y
diagnosticar el modelo más conveniente para las series de las tasas de interés DTF y CDB.
Posteriormente se tiene en cuenta los modelos ARCH y GARCH propuestos por Engle (1982)
y Bollerslev (1986) respectivamente, para modelar la posible variabilidad que a través del
tiempo puede tener el parámetro de la volatilidad.
3.1 DESARROLLO METODOLOGICO
ANÁLISIS EXPLORATORIO DE LOS DATOS
Para determinar si existió contagio financiero en Colombia y Brasil durante las crisis
internacionales durante las décadas de 1990 y 2000, se obtuvo las series financieras de la tasa
de captación DTF, compuesta por 1092 observaciones para Colombia y la tasa CDB
conformada por 1000 observaciones para Brasil, ambas calculadas de manera semanal para
el periodo comprendido entre 1993 y 2013.
Para realizar la estimación del modelo ARIMA y posteriormente el modelo ARCH, se utilizó
el procedimiento propuesto por Tsay (2005), que consiste en:
1. Construir un modelo ARMA, ARIMA o ARFIMA, para la media de los datos, de
forma que se remueva toda la dependencia lineal. Este proceso sugiere utilizar la
metodología de Box- Jenkins, que tiene como base el análisis de la estructura de
autocorrelación de la serie.
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2. Utilizar los residuales del modelo encontrado, para determinar si existe la presencia
de efectos ARCH.
3. Si los efectos ARCH son estadísticamente significativos especificar un modelo de
volatilidad y realizar la estimación conjunta para las ecuaciones de media y varianza.
4. Validar el modelo y determinar si hay necesidad de redefinirlo.
CONSTRUCCIÓN E IDENTIFICACIÓN DEL MODELO ARIMA
Antes de iniciar con el proceso de identificación, es importante precisar qué en el caso de la
tasa DTF se cuenta con una serie de tiempo comprendida entre la primera semana de 1993 y
la última del año 2013, mientras que para el caso de Brasil se cuenta con una serie de la tasa
CDB comprendida desde la semana 41 de 1994 hasta la última semana de 2013, la diferencia
entre las muestras, radica en la fecha en que estas comenzaron a ser calculadas con la
metodología que se maneja actualmente.
Como se puede observar no es sencillo determinar si las series de los Gráficos 4 son
estacionarias, por lo cual es necesario observar la serie con distintas trasformaciones, para
ello se realizaron pruebas con distintas transformaciones (logaritmos, primeras diferencias y
logaritmos en primeras diferencias) con el fin de facilitar y apropiar las series de tiempo para
el procedimiento econométrico adecuado. Se determinó que la serie logarítmica diferenciada
denota con más claridad una posible estacionalidad en la media tanto para la CDB como para
la DTF (Gráfico 4):
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Fuente: Elaboración propia
A continuación, se dividen los procedimientos de acuerdo a la metodología Box-Jenkins en
primera instancia para DTF y en segunda instancia para la CDB.
PROCEDIMIENTO PARA LA TASA DTF
Con el objetivo de determinar la estacionariedad de la serie, se realiza el test de Dickey-Fuller
(1979) o test de raíces unitarias, que consiste en un contraste de “No estacionariedad”, es
decir, en el que la hipótesis nula es precisamente la presencia de una raíz unitaria en el
proceso generador de datos de la serie analizada. Está prueba permite determinar el número
de diferencias que requiere la serie para convertirla en estacionaria. En seguida, se presentan
en la Tabla 3 un resumen de la prueba de raíz unitaria:
Tabla 3 Resultados Test de Raíz Unitaria
Serie Analizada

Test de Dickey-Fuller (p-valor)

Serie DTF en primeras diferencias

0.1844

Serie DTF en Logaritmos

0.000

Serie DTF en Logaritmos Diferenciada

0.000

Fuente: Elaboración propia
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Se evidenció que, la serie en primeras diferencias poseía raíz unitaria, lo cual no es aceptable
para la modelación econométrica planteada por esto se descartó dicha serie y se encontró que
las otras dos modificaciones a la serie permiten eliminar esta restricción, por lo cual
cualquiera sirve para cumplir con los parámetros teóricos.
IDENTIFICACIÓN DEL MODELO ESTACIONARIO (P,Q)
Siguiendo con la metodología de Box y Jenkins, surgen como elementos básicos para
identificar los modelos estacionarios, la función de autocorrelación estimada (ACF) y la
función de autocorrelación parcial estimada (PACF). Siguiendo la caracterización teórica
expuesta por Perez (2007) se demostró en el autocorrelograma para la serie original DTF,
que nos comprueba la existencia de raíz unitaria y no estacionariedad. La presencia de no
estacionariedad se comprueba al ver que el grado de autocorrelación del AC es demasiado
alto para todos los rezagos, adicionalmente el valor de PAC para el primer rezago es
demasiado alto, lo que sugiere que la serie debe ser diferenciada al menos una vez. La tabla
4 nos muestra el autocorrelograma para la serie logarítmica diferenciada:
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Tabla 4 Autocorrelograma Logarítmica DTF Completa en Primeras Diferencias
LAG
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

AC
0.0043
0.1917
0.0959
0.1509
0.0284
0.0980
0.0620
0.1071
0.0567
0.0403
0.0619
0.0057
0.1484
0.0646
0.0030
0.0291
0.1034
0.0097
0.0252
0.0153
0.0471
-0.0010
-0.0258
0.0411
0.0468
0.0503
0.0074
0.0152
-0.0307
-0.0193
0.0287
-0.0129
0.0842
0.0329
0.0771
-0.0399
0.0564
0.0132
0.0124
0.0241

PAC
0.0043
0.1917
0.0983
0.1210
-0.0033
0.0431
0.0368
0.0700
0.0315
-0.0126
0.0218
-0.0314
0.1247
0.0595
-0.0599
-0.0250
0.0676
0.0043
-0.0155
-0.0182
0.0055
-0.0165
-0.0454
0.0294
0.0507
0.0359
-0.0238
-0.0127
-0.0402
-0.0561
0.0378
0.0031
0.0878
0.0258
0.0532
-0.0408
0.0128
0.0009
-0.0293
0.0298

Q

Prob>Q

.01992
40.273
50.348
75.315
76.203
86.751
90.973
103.61
107.15
108.94
113.17
113.21
137.56
142.18
142.19
143.12
155
155.1
155.81
156.07
158.54
158.54
159.29
161.18
163.62
166.45
166.51
166.77
167.83
168.25
169.18
169.37
177.37
178.59
185.3
187.1
190.7
190.9
191.07
191.73

0.8878
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

-1
0
1 -1
0
1
[Autocorrelation] [Partial Autocor]

Fuente: Elaboración propia
Una vez transformada la serie se procede a realizar la prueba de todos los modelos AR, MA
y los modelos mixtos ARIMA, con el fin de identificar el mejor modelo. Vale la pena resaltar
que se puede realizar la estimación de modelos ARMA con la serie un vez diferenciada
(componente d), sin embargo para corroborar el proceso realizado mediante los
autocorrelogramas, se optara por la serie en logaritmos de la DTF. A Continuación la tabla
5 muestra las distintas estimaciones:
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Tabla 5 Estimaciones ARIMA Significativas Serie Logarítmica DTF Diferenciada
Completa
Modelo

Parámetros

Coeficientes

Significancia

AR(1)

-0.8061089

0.000

ARIMA(1,1,1)

MA(1)

0.000

AR(1)

0.7507419
0.8740883

MA(1)

-0.9034718

0.000

MA(2)

0.1432291

0.000

AR(1)

0.2799269

0.000

AR(2)

0.5943565

0.000

MA(1)

-0.3050671

0.000

MA(2)

0.4272479

0.000

ARIMA(1,1,2)

ARIMA(2,1,2)

0.000

Estadísticos
AIC
-5179.434
Schwarz (BIC)
-5159.455
AIC

-5233.725

Schwarz (BIC)
-5208.751
AIC
-5237.262
Schwarz (BIC)
-5207.293

Fuente: elaboración propia
La tabla 6 nos muestra los resultados obtenidos al modelar la serie de la DTF para valores
de (p=1), (p=2), (q=1), (p=1, q=1), (p=1, d=1, q=1), (p=1, d=1, q=2) y (p=2, d=1, q=2). Como
se esperaba aquellos modelos que no se encuentran diferenciados, no presentaron valores
significativos, comprobando que la serie debe ser trabajada en primeras diferencias. El
modelo AR (1) pese a ser significativo arroja un coeficiente muy cercano a 1, basándose en
la metodología de Box y Jenkins esta clase de modelos deben ser descartados. Por otra parte
los 3 modelos ARIMA presentados son significativos, para elegir el mejor modelo se deben
utilizar los criterios de Akaike (1974) y Schwarz (1978), para estimaciones por máxima
verosimilitud, en donde el modelo que menor valor obtenga es el que se debe seleccionar.
Para este caso, el mejor modelo es el ARIMA (1, 1, 1) ya que pese a que su BIC no es el más
bajo, cuenta con menor cantidad de parámetros, lo cual lo convierte en un modelo más
parsimonioso que el ARIMA (2, 1, 2), adicionalmente no se opta por este último modelo ya
que las estimaciones más parsimoniosas son significativas y sus criterios de selección no
varían radicalmente, lo cual da indicios que se puede llegar a sobre estimar el modelo si se
incorpora más parámetros de análisis.
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ESTIMACIÓN DEL MODELO IDENTIFICADO
Dentro del proceso de identificación encontramos que el modelo más conveniente para esta
serie es el ARIMA (1, 1, 1), vale la pena aclarar que este modelo puede ser expresado como
un ARIMA (1, 0,1) si se toma como variable dependiente la serie diferenciada de la DTF en
logaritmos. La tabla 6, nos muestra la regresión del modelo:
Tabla 6 Modelo ARIMA (1, 0, 1) Serie Logarítmica DTF Primeras
Diferencias Completa
ARIMA regression
Sample:

1993w2 - 2013w52

Log likelihood =

2593.717

D.logDTF

Coef.

Number of obs
Wald chi2(2)
Prob > chi2

OPG
Std. Err.

z

P>|z|

=
=
=

1091
158.34
0.0000

[95% Conf. Interval]

logDTF
_cons

-.0017636

.0006605

-2.67

0.008

-.0030582

-.0004689

ar
L1.

-.8061089

.0935515

-8.62

0.000

-.9894664

-.6227513

ma
L1.

.7507419

.1024012

7.33

0.000

.5500392

.9514446

/sigma

.0224532

.0002804

80.08

0.000

.0219036

.0230027

ARMA

Note: The test of the variance against zero is one sided, and the two-sided
confidence interval is truncated at zero.
. estat ic

Model

Obs

ll(null)

ll(model)

df

AIC

BIC

.

1091

.

2593.717

4

-5179.434

-5159.455

Note:

N=Obs used in calculating BIC; see [R] BIC note

Fuente: Elaboración propia
La ecuación (1) del modelo ARIMA (1, 0 ,1) está definida de la siguiente manera:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = −𝟎. 𝟎𝟎𝟏𝟕𝟔𝟑𝟔 − 𝟎. 𝟖𝟎𝟔𝟏𝟎𝟖𝟗𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟎. 𝟕𝟓𝟎𝟕𝟒𝟏𝟗𝜺𝒕−𝟏
+ 𝜺𝒕

(𝟏)

Dónde:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = Variable en primeras diferencias del Logaritmo de la DTF.
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𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 = Variable rezagada un período multiplicada por el coeficiente del
componente AR (1).
𝜺𝒕−𝟏= Error Rezagado un periodo por el coeficiente del Componente MA (1).
𝜺𝒕 = Variable aleatoria de ruido Blanco.
VALIDACIÓN DEL MODELO
Para realizar la validación del modelo, existen distintas formas de realizar el proceso.
Villacorta (2002) destaca que la distribución del modelo

debe tender a normal, ser

estacionario o invertible, que sus coeficientes sean significativos y el grado de bondad de
ajuste o criterios de selección sean mayores a otros modelos, para el caso de pronostico el
principal criterio será el cálculo de los errores que se incurre con dicho pronostico frente a
los valores originales de un periodo determinado. El gráfico 5 muestra el histograma donde
se puede observar que no se logra cumplir con el supuesto de distribución normal.
Gráfico 5 Histograma de los Residuos Modelo ARIMA (1, 0, 1) Serie Logarítmica

30

DTF Primeras Diferencias Completa

ehat

mean
skewness
kurtosis

.0000255
-.1110536
6.831374

0

10

Density

20

stats

-.1

-.05

0
residual, one-step

.05

Fuente: Elaboración propia

42

.1

Tabla 7 Test Jarque Bera
Skewness/Kurtosis tests for Normality
Variable

Obs

ehat

Pr(Skewness)

1.1e+03

Pr(Kurtosis)

0.1328

adj chi2(2)

0.0000

.

joint
Prob>chi2
0.0000

Fuente: Elaboración propia
El histograma del Gráfico 5 nos muestra una distribución leptocurtica ya que cuanta con una
curtosis superior a 3, por lo cual el test de Jarque Bera presentado en la Tabla 8 rechaza la
hipótesis nula de normalidad de los residuos, al ser su p- valor inferior a 0.005 de
significancia. Pese a seleccionar el modelo indicado no se puede comprobar la normalidad
de los residuos, de igual forma se observa que la distribución posee colas anchas. El Gráfico
6 nos muestra la representación de simetría donde se observa la ausencia de normalidad, al
no tener un comportamiento lineal.
Gráfico 6 Simetría Serie Logarítmica DTF Primeras Diferencias Completa

.1
.05
0

Distance above median

.15

diflnDTF

0

.05
Distance below median

.1

Fuente: Elaboración propia
Los anteriores gráficos son prueba de que el modelo no capta completamente el
comportamiento de la serie y es necesario recurrir a otra clase de estimaciones para obtener
una mayor precisión, tomando como referencia los hechos estilizados elaborados por
Villacorta (2002), es necesario identificar la No estacionariedad, Colas anchas, Asimetría,
Conglomerados de Volatilidad, Autocorrelación, ausencia de normalidad, ausencia de
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independencia y ausencia de linealidad. El siguiente cuadro muestra un resumen de los
procedimientos a utilizar (Tabla 8).
Tabla 8 Procedimientos de identificación ARCH
Gráfico
Función de
Histograma
Gráfico
residuos
autocorrelación
de los
de
al
de los residuos
residuos
Simetría
cuadrado
al cuadrado
No Estacionariedad
Colas Anchas
Asimetría
Conglomerados de
Volatilidad
Autocorrelación
No normalidad
No independencia
No linealidad
Heterocedasticidad

LM
TEST

X
X
X
X
X
X
X

X
X
X

Fuente: Elaboración propia.
Para realizar estos procedimientos, se continúa utilizando los residuos del modelo ajustado
ARIMA (1, 0, 1), para la serie logarítmica DTF primeras diferencias completa.
El Gráfico 7 correspondiente a los residuos al cuadrado muestra la existencia de clusters de
volatilidad, cumpliendo con otro de los hechos estilizados que se deben presentar para
incorporar la estimación de modelos ARCH-GARCH. Por otra parte, el test de Bartlett (1996)
correspondiente al Gráfico 8 presenta un p valor de 0.27 el cual al 95 % del nivel de
significancia no permite rechazar la hipótesis nula de presencia de ruido blanco.
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Gráfico 7 Residuos al Cuadrado Serie Logarítmica DTF Primeras Diferencias

0

.005

ehat2

.01

.015

Completa

1995w1

2000w1

2005w1
TIEMPO

2010w1

2015w1

Fuente: Elaboración propia.
Gráfico 8 Test de Ruido Blanco de Bartlett Residuos Serie Logarítmica DTF Primeras

0.80
0.60
0.40
0.20
0.00

Cumulative periodogram for ehat

1.00

Diferencias Completa

0.00

0.10

Bartlett's (B) statistic =

0.20
0.30
Frequency

0.40

0.50

1.00 Prob > B = 0.2702

Fuente: Elaboración propia.
Continuando con el proceso de identificación del modelo ARCH, en la tabla 9 se utiliza el
test de multiplicadores de Lagrange de Engle (1982) o el Test LM- ARCH, donde la hipótesis
nula está relacionada con la inexistencia de efectos ARCH.
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Tabla 9 Prueba de Multiplicadores de Lagrange Para Serie Logarítmica DTF
Primeras Diferencias Completa
LM test for autoregressive conditional heteroskedasticity (ARCH)
lags(p)

chi2

df

Prob > chi2

1

181.703

1

0.0000

H0: no ARCH effects

vs.

H1: ARCH(p) disturbance

Fuente: Elaboración propia.
Como se observa en la Tabla 10, existe evidencia de la presencia de efectos ARCH en la
Serie Logarítmica DTF diferenciada, ya que se obtiene un p valor de 0.000, lo cual a un
99% de nivel de confianza permite rechazar la hipótesis nula de inexistencia de efectos
ARCH.
ESTIMACIÓN MODELOS ARCH- GARCH
Una vez realizada la identificación de existencia de efectos ARCH en la serie a través de las
pruebas de No estacionariedad, Colas anchas, Asimetría, Conglomerados de Volatilidad,
Autocorrelación, ausencia de normalidad, ausencia de independencia, ausencia de linealidad
y el test LM-ARCH, se puede afirmar que es posible realizar la estimación mediante este
modelo, iniciando con la especificación ARCH (1) que tendrá como componente en la
ecuación de la media al modelo identificado ARIMA (1, 0, 1):
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Tabla 10 Modelo ARCH (1) Serie Logarítmica DTF Primeras Diferencias Completa
ARCH family regression -- ARMA disturbances
Sample: 1993w2 - 2013w52
Distribution: Gaussian
Log likelihood = 2734.183

D.logDTF

Coef.

Number of obs
Wald chi2(2)
Prob > chi2

OPG
Std. Err.

z

P>|z|

=
=
=

1091
3162.78
0.0000

[95% Conf. Interval]

logDTF
_cons

-.001173

.0011192

-1.05

0.295

-.0033665

.0010206

ar
L1.

.9171522

.0228018

40.22

0.000

.8724615

.9618429

ma
L1.

-.8126362

.037823

-21.49

0.000

-.886768

-.7385045

arch
L1.

.6076423

.0640007

9.49

0.000

.4822033

.7330814

_cons

.0002339

.0000108

21.71

0.000

.0002128

.0002551

ARMA

ARCH

Fuente: Elaboración propia.
La Tabla 10 muestra la estimación del modelo ARCH (1), donde se especifica dentro de la
ecuación de la media un modelo ARIMA (1, 0, 1). Se observa que todos los coeficientes tanto
para la ecuación (2) de la media, como de la ecuación (3) de Varianza son significativos al
99% del nivel de confianza. Por otra parte el coeficiente ARCH arrojó un valor inferior a 1,
lo cual valida su utilización dentro del modelo.
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = −𝟎. 𝟎𝟎𝟏𝟕𝟑 + 𝟎. 𝟗𝟏𝟕𝟏𝟓𝟐𝟐𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟎. 𝟖𝟏𝟐𝟔𝟑𝟔𝟐𝜺𝒕−𝟏 + 𝜺𝒕
𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟎𝟐𝟑𝟑𝟗 + 𝟎. 𝟔𝟎𝟕𝟔𝟒𝟐𝟑𝜺𝟐𝒕−𝟏 (𝟑)
Dónde:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = Variable en primeras diferencias del Logaritmo de la DTF.
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 = Variable rezagada un período multiplicada por el coeficiente del
componente AR (1)
𝜺𝒕−𝟏= Error Rezagado un periodo por el coeficiente del Componente MA (1).
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(𝟐)

𝜺𝒕 = Variable aleatoria de ruido Blanco.
𝝈𝟐𝒕 = Varianza del modelo ARCH
𝜺𝟐𝒕−𝟏 = Efecto sobre la varianza en t (0.8126362) referente al periodo anterior perturbado
por un término de error (Componente ARCH).
Se elaboró la varianza condicional para el modelo ARCH (1) de la serie logarítmica en
primeras diferencias, donde se observa un aumento de la volatilidad en momentos precisos
de la serie, para finales de 1994, mediados de 1997, inicios del 2000, finales de 2007 y
mediados de 2012. Sin embargo, el cambio de régimen por parte del Banco de la República
para octubre de 1999, es un variable que impacta considerablemente el comportamiento de
la serie, lo cual no permite afirmar que los picos en el gráfico de la varianza condicional
coincidan en efecto con las crisis financieras.
Siguiente a esto se realizó una modelación Generalizada del modelo anterior (GARCH)
donde se observó que todos los coeficientes tanto para la ecuación (4) de la media, como de
la ecuación (5) de Varianza son significativos al 99% del nivel de confianza. Por otra parte
la sumatoria de los coeficientes ARCH y GARCH se encuentran muy cerca de 1, lo cual
valida su utilización dentro del modelo.
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = −𝟎. 𝟎𝟎𝟏𝟔𝟑𝟕𝟒 − 𝟎. 𝟖𝟓𝟏𝟖𝟏𝟎𝟗𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 + 𝟎. 𝟖𝟐𝟏𝟐𝟔𝟐𝟔𝜺𝒕−𝟏 + 𝜺𝒕 (𝟒)
𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟎𝟎𝟎𝟗𝟕𝟔 + 𝟎. 𝟐𝟒𝟔𝟒𝟑𝟖𝟒𝜺𝟐𝒕−𝟏 + 𝟎. 𝟕𝟔𝟗𝟖𝟖𝟏𝟏𝝈𝟐𝒕−𝟏 (𝟓)
Dónde:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = Variable en primeras diferencias del Logaritmo de la DTF.
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 = Variable rezagada un período multiplicada por el coeficiente del
componente AR (1)
𝜺𝒕−𝟏= Error Rezagado un periodo por el coeficiente del Componente MA (1).
𝜺𝒕 = Variable aleatoria de ruido Blanco.
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𝝈𝟐𝒕 = Varianza del modelo GARCH
𝝈𝟐𝒕−𝟏 = Varianza Rezagada por el efecto en la varianza del periodo anterior sin perturbaciones
El Gráfico 9 nos muestra la varianza condicional para el modelo GARCH (1,1) de la serie
logarítmica en primeras diferencias, al igual que el modelo ARCH se puede observar distintos
picos de volatilidad que coinciden con los periodos de crisis financieras internacionales, si
bien es un resultado que va acorde con los objetivos de la investigación, no se puede emitir
una conclusión definitiva sobre el comportamiento de la serie, dado el cambio de régimen
hacia inflación objetivo por parte del Banco de la República a finales de los años 90.
Gráfico 9 Varianza Condicional para el Modelo GARCH (1,1) Serie Logarítmica DTF

.004
.002
0

Conditional variance, one-step

.006

Primeras Diferencias Completa
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2000w1
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TIEMPO
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Fuente: Elaboración propia.
Por lo anterior, los investigadores optaron por dividir las series (DTF y CDB) en dos de
acuerdo a parámetros que se explicarán al inicio de cada análisis correspondiente a cada tasa.
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Modelo DTF Primera Parte 1993(w1)-2000(w40)
Como se determinó en la especificación del modelo ARCH, para la serie de la DTF completa,
es necesario realizar un análisis diferenciado entre dos periodos de tiempo distintos, el
primero está comprendido desde la semana uno de 1993 hasta la semana 40 del año 2000, y
el segundo desde la semana 41 del 2000 hasta la semana 52 del año 2013; estas ventanas
temporales permiten determinar cuál ha sido el comportamiento de la serie antes de la
implementación del modelo de inflación objetivo por parte de Colombia en el mes de octubre
del 2000 y como esta transición modifico los niveles de volatilidad posteriores. Paso seguido,
se presenta la serie fragmentada logarítmica en primeras diferencias6:

-.1

-.05

0

diflnDTF

.05

.1

Gráfico 10 Serie Logarítmica DTF Primeras Diferencias 1993(w1)-2000(w40)

1993w1 1994w1 1995w1 1996w1 1997w1 1998w1 1999w1 2000w1
TIEMPO

Fuente: Elaboración propia.
Continuando, se realizó la prueba de raíz unitaria (Test de Dickey-Fuller) para la serie
escogida, el cual arrojo un p-valor igual a 0.000. Por tanto se comprobó que la serie es
estacional y apta para el procedimiento matemático pertinente en esta investigación.

6

Se escoge dicho tipo de tratamiento, argumentado por la facilidad de identificación de efectos de
estacionalidad.
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IDENTIFICACIÓN DEL MODELO ESTACIONARIO (P, Q)
Se revisó el autocorrelograma para la serie logarítmica diferenciada, donde se puede observar
una disminución significativa en los grados de autocorrelación y autocorrelación parcial.
Continuando con el proceso, se realizó la prueba de todos los modelos mixtos ARIMA, con
el fin de identificar la mejor especificación. Como se aclaró anteriormente se optó por estimar
los modelos con base a la serie DTF logarítmica, para verificar el proceso realizado en los
autocorrelogramas. La Tabla 11 muestra las distintas estimaciones.
Tabla 11 Estimaciones ARIMA Serie Logarítmica DTF Primeras Diferencias
1993(w1)-2000(w40)
Modelo
ARIMA(1,1,1)
ARIMA(1,1,2)

ARIMA(2,1,2)

Parámetros

Coeficientes

Significancia

AR(1)

0.6578929

0.000

AIC

Estadísticos
-2010.156

MA(1)

0.000

Schwarz (BIC)

-1994.16

AR(1)

-0.2380847
0.6425946

0.000

AIC

-2008.189

MA(1)

-0.2248791

0.026

MA(2)

0.0144529

0.831

AR(1)

0.9190723

0.675

AR(2)

-0.1933499

0.892

MA(1)

-0.5024501

0.818

MA(2)

0.0987367

0.846

Schwarz (BIC)
-1988.194
AIC
-2006.262
Schwarz (BIC)
-1982.268

Fuente: Elaboración propia.
La Tabla 11 muestra el resumen de las estimaciones realizadas bajo distintas combinaciones
ARIMA, donde se puede observar que el modelo ARIMA (1, 1,1) es el que mejor ajusta, ya
que sus coeficientes son significativos al 95% del nivel de confianza y tanto el criterio de
Akaike como el de Schwarz arrojaron los valores más pequeños respecto a las otras
estimaciones.
ESTIMACIÓN DEL MODELO IDENTIFICADO
Dentro del proceso de identificación se encontró que el modelo más conveniente para esta
serie es el ARIMA (1, 1, 1). La tabla 12, nos muestra la regresión del modelo re expresado
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como un modelo ARIMA (1, 0,1) o ARMA (1,1) ya que se utilizó como referencia a la serie
logarítmica diferenciada.
Tabla 12 Modelo ARIMA (1, 1, 1) Serie Logarítmica DTF Primeras Diferencias
(1993(w1)-2000(w40)
ARIMA regression
Sample:

1993w2 - 2000w40

Log likelihood =

1009.078

D.logDTF

Coef.

Number of obs
Wald chi2(2)
Prob > chi2

OPG
Std. Err.

z

P>|z|

=
=
=

403
512.62
0.0000

[95% Conf. Interval]

logDTF
_cons

-.0019434

.0022235

-0.87

0.382

-.0063013

.0024145

ar
L1.

.6578929

.0592693

11.10

0.000

.5417273

.7740586

ma
L1.

-.2380847

.0785646

-3.03

0.002

-.3920684

-.0841009

/sigma

.0197775

.0004467

44.27

0.000

.018902

.0206531

ARMA

Model

Obs

ll(null)

ll(model)

df

AIC

BIC

.

403

.

1009.078

4

-2010.156

-1994.16

Fuente: Elaboración propia.
La ecuación (6) del modelo ARIMA (1, 0 ,1) está definida de la siguiente manera:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = 𝟎. 𝟔𝟓𝟕𝟖𝟗𝟐𝟗𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟎. 𝟐𝟑𝟖𝟎𝟖𝟒𝟕𝜺𝒕−𝟏 + 𝜺𝒕 (𝟔)
VALIDACIÓN DEL MODELO
Realizando el proceso de validación propuesto por Villacorta (2002), que se especificó
anteriormente, el Gráfico 11 muestra el histograma de los residuos para la serie logarítmica
de la DTF, el cual cuenta con una distribución leptocurtica y con colas anchas, que sumado
al resultado del test de Jarque Bera de 0.0000, permite rechazar la hipótesis nula de
normalidad en los residuos. Del mismo modo el Gráfico 12 de simetría permite inferir la
ausencia de normalidad al no tener un comportamiento lineal.
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Gráfico 11 Histograma de los Residuos ARIMA (1, 0,1) Serie Logarítmica DTF
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Fuente: Elaboración propia.
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Gráfico 12 Simetría serie logarítmica DTF Primeras Diferencias (1993(w1)-2000(w40)
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Fuente: Elaboración propia.
Para realizar los procedimientos de identificación del modelo ARCH definido en la Tabla 9,
se utilizó los residuos del modelo ajustado ARIMA (1, 0, 1), para la serie logarítmica DTF
en primeras diferencias. El Gráfico 13 muestra los residuos al cuadrado de la serie, que
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permite observar la existencia de clusters de volatilidad, cumpliendo con uno de los hechos
estilizados que se deben presentar para incorporar la estimación de modelos ARCH-GARCH.
Igualmente el test de Bartlett (1996) correspondiente al Gráfico 14 presenta un p valor de
0.27 el cual al 95 % del nivel de significancia no permite rechazar la hipótesis nula de
presencia de ruido blanco.
Gráfico 13 Residuos al Cuadrado Serie Logarítmica DTF Primeras Diferencias
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Fuente: Elaboración propia.
Gráfico 14 Test de ruido Blanco de Barlett Serie Logarítmica DTF Primeras
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Fuente: Elaboración propia.
La Tabla 13 muestra el test de multiplicadores de Lagrange, donde existe evidencia de la
presencia de efectos ARCH en la Serie Logarítmica DTF diferenciada, ya que se obtiene un
p valor de 0.000, lo cual a un 99% de nivel de confianza permite rechazar la hipótesis nula
de inexistencia de efectos ARCH.
Tabla 13 Prueba de Multiplicadores de Lagrange Serie Logarítmica DTF Primeras
Diferencias (1993(w1)-2000(w40)
LM test for autoregressive conditional heteroskedasticity (ARCH)
lags(p)

chi2

df

Prob > chi2

1

73.223

1

0.0000

H0: no ARCH effects

vs.

H1: ARCH(p) disturbance

Fuente: Elaboración propia.
ESTIMACIÓN MODELOS ARCH- GARCH
Cumpliendo con las pruebas realizadas para determinar la presencia de efectos ARCH, se
realizó la estimación en primera instancia de un modelo ARCH (1) que tendrá como
componente en la ecuación de la media al modelo identificado ARIMA (1, 0, 1)
Tabla 14 Modelo ARCH (1) DTF (1993w1-2000w40)
ARCH family regression -- ARMA disturbances
Sample: 1993w2 - 2000w40
Distribution: Gaussian
Log likelihood = 1058.572

D.logDTF

Coef.

Number of obs
Wald chi2(2)
Prob > chi2

OPG
Std. Err.

z

P>|z|

=
=
=

403
236.86
0.0000

[95% Conf. Interval]

logDTF
_cons

-.000044

.0017916

-0.02

0.980

-.0035555

.0034675

ar
L1.

.719012

.063238

11.37

0.000

.5950678

.8429562

ma
L1.

-.3940618

.0937221

-4.20

0.000

-.5777538

-.2103699

arch
L1.

.7547856

.1152804

6.55

0.000

.5288403

.980731

_cons

.0001611

.0000111

14.54

0.000

.0001394

.0001828

ARMA

ARCH

Fuente: Elaboración propia.
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𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = 𝟎. 𝟕𝟏𝟗𝟎𝟏𝟐𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟎. 𝟑𝟗𝟒𝟎𝟔𝟏𝟖𝜺𝒕−𝟏 + 𝜺𝒕 (𝟕)
𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟏𝟔𝟏𝟏 + 𝟎. 𝟕𝟓𝟒𝟕𝟖𝟓𝟔𝜺𝟐𝒕−𝟏 (𝟖)
La Tabla 14 muestra la estimación del modelo ARCH (1), que tiene una especificación en
media ARIMA (1, 0, 1), donde se puede determinar que todos los coeficientes del modelo
son significativos al 99% del nivel de confianza tanto para la ecuación de la media (7), como
para la ecuación de varianza (8), ya que el p valor es inferior a 0.05 y el coeficiente ARCH
no es superior a 1, lo cual está acorde con los planteamientos teóricos.
Gráfico 15 Varianza Condicional Modelo ARCH (1) Serie Logarítmica DTF Primeras
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Fuente: Elaboración propia.
El Gráfico 15 muestra la varianza condicional del modelo ARCH (1) de la serie logarítmica
en primeras diferencias, donde se puede observar un incremento sustancial de la volatilidad
en el comportamiento de la serie para finales de 1994 e inicios de 1995, seguidos por picos a
mediados de 1995 e inicios de 1996, para luego tener un comportamiento estable hasta la
mitad del año 1998 e inicios del nuevo milenio.
Con el objetivo de precisar el modelo que mejor se ajusta a la serie, se realizó la estimación
GARCH (1,1), donde se especifica dentro de la ecuación de la media un modelo ARIMA
(1, 0, 1), la tabla 15 presenta los resultados obtenidos para este modelo.
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Tabla 15 Modelo GARCH (1,1) Serie Logarítmica DTF Primeras Diferencias
(1993(w1)-2000(w40)
ARCH family regression -- ARMA disturbances
Sample: 1993w2 - 2000w40
Distribution: Gaussian
Log likelihood = 1061.653

D.logDTF

Coef.

Number of obs
Wald chi2(2)
Prob > chi2

OPG
Std. Err.

z

P>|z|

=
=
=

403
145.67
0.0000

[95% Conf. Interval]

logDTF
_cons

-.0006385

.0019358

-0.33

0.742

-.0044325

.0031555

ar
L1.

.6930453

.0803159

8.63

0.000

.535629

.8504615

ma
L1.

-.2861574

.110931

-2.58

0.010

-.5035781

-.0687366

arch
L1.

.5231492

.1088147

4.81

0.000

.3098762

.7364222

garch
L1.

.389377

.0861219

4.52

0.000

.2205812

.5581727

_cons

.000069

.0000142

4.86

0.000

.0000412

.0000968

ARMA

ARCH

Fuente: Elaboración propia.
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = 𝟎. 𝟔𝟗𝟑𝟎𝟒𝟓𝟑𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟎. 𝟐𝟖𝟔𝟏𝟓𝟕𝟒𝜺𝒕−𝟏 + 𝜺𝒕 (𝟗)
𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟎𝟎𝟔𝟗 + 𝟎. 𝟓𝟐𝟑𝟏𝟒𝟗𝟐𝜺𝟐𝒕−𝟏 + 𝟎. 𝟑𝟖𝟗𝟑𝟕𝟕𝝈𝟐𝒕−𝟏

(𝟏𝟎)

Como se observa en la Tabla 15 el modelo GARCH (1,1) presenta valores significativos para
todos los coeficientes de la ecuación (9) así como para la ecuación (10) que corresponde a
las especificaciones en media y varianza respectivamente. De igual forma la sumatoria de los
ARCH y GARCH es inferior a 1, lo cual valida su utilización dentro del modelo.
El Gráfico 16 muestra la varianza condicional del modelo GARCH (1,1) de la serie
logarítmica en primeras diferencias, donde al igual que el modelo ARCH se puede observar
distintos picos de volatilidad que coinciden con los periodos de crisis financieras
internacionales, este gráfico será analizado con mayor detalle más adelante.
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Gráfico 16 Varianza Condicional Modelo GARCH (1,1) Serie Logarítmica DTF
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Fuente: Elaboración propia
Modelo DTF Primera Parte 2000(w41)-2013(w52)
La segunda ventana temporal que se trabajó para analizar el comportamiento de la tasa DTF,
dada la transición hacia un modelo de inflación objetivo vigente partir del octubre del 2000
está comprendida entre la semana 41 del año 2000 y la semana 52 del 2013. El gráfico 17
muestra el comportamiento de la DTF en primeras diferencias y la serie logarítmica en
primeras diferencias, para el segundo periodo de estudio.
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Gráfico 17 Serie DTF Serie Logarítmica DTF Primeras Diferencias 2000(w41)-
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Fuente: Elaboración propia
Se implementó el test de Dickey – Fuller, para el segundo periodo de estudio, donde el p
valor es de 0.8638, lo cual no permite rechazar la hipótesis nula y sugiere que es necesario
diferenciar la serie, lo cual permite rechazar la hipótesis nula y argumentar que no existe la
presencia de raíz unitaria.
IDENTIFICACIÓN DEL MODELO ESTACIONARIO (P,Q)
Siguiendo nuevamente la metodología de Box y Jenkins, se elaboró el correspondiente al
autocorrelograma para la serie logarítmica diferenciada de la DTF para el segundo periodo,
se evidenció que en el autocorrelograma para la serie logarítmica diferenciada, hay una
disminución significativa en los grados de AC y PAC que desaparece con los rezagos
(comparado con la serie en niveles) y por ende permite evidenciar que la serie se comporta
de manera estacionaria.
Al igual que para las ejercicios anteriores se estimó las combinaciones de modelos ARIMA
que mejor se ajustan al comportamiento dela serie para el segundo periodo de estudio, la
tabla 16 muestra el resumen de los modelos, donde se puede observar que a diferencia de los
casos anteriores el modelo ARIMA (1, 1, 1) no es significativo, ya que el p valor del
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componente MA es de 0.199. Analizando las demás estimaciones el modelo más
parsimonioso y que menor criterio de Akaike y Schwarz posee es la especificación ARIMA
Tabla 16 Estimaciones ARIMA Serie Logarítmica DTF Primeras Diferencias
2000(w41)-2013(w52)
Modelo
ARIMA(1,1,1)

ARIMA(1,1,2)

Parámetros

Coeficientes

Significancia

Estadísticos

AR(1)

-0.3935392

0.000

AIC

-3317.21

MA(1)

-0.1262255

0.199

Schwarz (BIC)

-3299.075

AR(1)

0.9561909

0.000

AIC

-3388.531

MA(1)
MA(2)

-1.33088
0.4352212

0.000
0.000

Schwarz (BIC)

-3365.862

AR(2)

-0.1695487

0.609

Fuente: Elaboración propia
ESTIMACIÓN DEL MODELO IDENTIFICADO
Conforme a la selección del modelo ARIMA (1, 1, 2) se presenta la tabla 28, donde se observa
que todos los coeficientes son significativos a un nivel de confianza del 99%, ya que su p
valor es inferior a 0.001 y el valor 0 no está incluido al interior del intervalo de confianza.
Nuevamente en la tabla se expresa el modelo de la forma ARMA (1,2) ya que para realizar
la regresión se tomó como variable la tasa logarítmica diferenciada.
Luego, se hizo la estimación del modelo ARIMA (1, 1, 2) donde se vio que todos sus
coeficientes fueron significativos, los cuales se presentan en la siguiente ecuación:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = 𝟎. 𝟗𝟓𝟔𝟏𝟗𝟎𝟗𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟏. 𝟑𝟑𝟎𝟖𝟖𝜺𝒕−𝟏 + 𝟎. 𝟒𝟑𝟓𝟐𝟐𝟏𝟐𝜺𝒕−𝟐 + 𝜺𝒕 (𝟏𝟏)

VALIDACIÓN DEL MODELO
Como se observó en los ejercicios anteriores el resultado del histograma demostró que la
serie posee una distribución leptocurtica, ya que su nivel de curtosis es superior a 3 y el test
del Jarque Bera arrojó un valor inferior a 0.005, lo cual comprueba que para los tres casos
utilizados para analizar la DTF no se presenta normalidad en los errores. Mediante el uso de
los residuos del modelo ARIMA (1, 0, 2) para la serie logarítmica diferenciada el gráfico
18 presenta el comportamiento para el segundo periodo de estudio, el cual permite comprobar
la existencia de clusters de volatilidad a lo largo de la serie:
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Gráfico 18 Residuos al Cuadrado Serie Logarítmica DTF primeras Diferencias
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Fuente: Elaboración propia
Igualmente, el test de Bartlett correspondiente al gráfico 31 muestra un p valor de 0.27 el
cual al 95 % del nivel de significancia no permite rechazar la hipótesis nula de presencia de
ruido blanco.
Para determinar si existe la presencia de efectos ARCH en la serie se aplicó el test de los
multiplicadores de Lagrange, el cual dio como resultado el rechazo de la hipótesis nula ya
que se obtuvo un p valor de 0.000, lo cual es significativo a un 99% del nivel de confianza
y permite la aceptación de efectos ARCH como hipótesis alternativa.
ESTIMACIÓN MODELOS ARCH- GARCH
Una vez realizada la identificación de existencia de efectos ARCH en la serie, se puede
afirmar que es posible realizar la estimación mediante este modelo, iniciando con la
especificación ARCH (1) que tendrá como componente en la ecuación de la media al modelo
identificado ARIMA (1, 0, 2). Así el modelo que describe esta afirmación es:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = 𝟎. 𝟗𝟒𝟗𝟖𝟖𝟑𝟐𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 − 𝟏. 𝟐𝟔𝟕𝟗𝟔𝟐𝜺𝒕−𝟏 + 𝟎. 𝟑𝟖𝟕𝟑𝟓𝟓𝟓𝜺𝒕−𝟐 + 𝜺𝒕 (𝟏𝟐)

𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟑𝟏𝟗𝟖 + 𝟎. 𝟐𝟑𝟒𝟗𝟒𝟎𝟑𝜺𝟐𝒕−𝟏 (13)
Operación explicada en la tabla 17:
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Tabla 17 Modelo ARCH (1) Serie Logarítmica DTF Primeras Diferencias 2000(w41)2013(w52)
ARCH family regression -- ARMA disturbances
Sample: 2000w41 - 2013w52
Distribution: Gaussian
Log likelihood =
1722.18

D.logDTF

Coef.

Number of obs
Wald chi2(3)
Prob > chi2

OPG
Std. Err.

z

=
=
=

688
3044.65
0.0000

P>|z|

[95% Conf. Interval]

logDTF
_cons

-.0009591

.0017933

-0.53

0.593

-.004474

.0025558

ar
L1.

.9498832

.0183969

51.63

0.000

.9138259

.9859405

ma
L1.
L2.

-1.267962
.3873555

.0433116
.0405499

-29.28
9.55

0.000
0.000

-1.352851
.3078792

-1.183073
.4668318

arch
L1.

.2349403

.0590033

3.98

0.000

.1192958

.3505847

_cons

.0003198

.0000121

26.39

0.000

.000296

.0003435

ARMA

ARCH

Fuente: Elaboración propia
La tabla 17 muestra la estimación del modelo ARCH (1), donde se especifica dentro de la
ecuación de la media un modelo ARIMA (1, 0, 2). Se observa que todos los coeficientes tanto
para la ecuación (12) de la media, como de la ecuación (13) de Varianza son significativos
al 99% del nivel de confianza. Por otra parte el coeficiente ARCH arrojó un valor inferior a
1, lo cual valida su utilización dentro del modelo. Al construir la varianza condicional del
modelo ARCH (1), se permitió observar varios picos de volatilidad para finales de 2007 y
comienzos de 2008, así como un alto nivel de volatilidad para el año 2012 y 2013 pero se
prosiguió a el modelo generalizado para continuar con el mismo esquema anterior.
En la estimación del modelo GARCH (1,1), se observó que todos los coeficientes tanto para
la ecuación (13) de la media, como de la ecuación (14) de Varianza son significativos al 99%
del nivel de confianza. Por otra parte la sumatoria de los coeficientes ARCH y GARCH se
encuentran muy cerca de 1, lo cual valida su utilización dentro del modelo, a saber:
𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕 = −𝟎. 𝟎𝟎𝟏𝟓𝟖𝟏𝟗 − 𝟎. 𝟑𝟓𝟓𝟐𝟐𝟒𝟕𝑫𝒊𝒇𝒍𝒏𝑫𝑻𝑭𝒕−𝟏 + 𝟎. 𝟏𝟓𝟓𝟓𝟔𝟓𝟖𝜺𝒕−𝟏 + 𝜺𝒕 (𝟏𝟒)

𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟎𝟎𝟎𝟒𝟒𝟒 + 𝟎. 𝟏𝟕𝟏𝟖𝟖𝟖𝟑𝜺𝟐𝒕−𝟏 + 𝟎. 𝟖𝟑𝟕𝟑𝟏𝟓𝟏𝝈𝟐𝒕−𝟏 (𝟏𝟓)
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La gráfica 19 muestra el comportamiento de la varianza condicional bajo un modelo
GARCH (1,1) para la serie logarítmica en primeras diferencias. Al igual que el modelo
ARCH se puede observar claramente los picos de volatilidad en la serie, que reflejan un
comportamiento estable desde el año 2000 hasta inicios de 2007 donde surgen una serie de
acontecimientos que elevan los niveles de volatilidad año a año hasta el punto de alcanzar su
valor máximo en el año 2012. Estos resultados serán analizados con mayor detenimiento en
la siguiente sección.
Gráfico 19 Varianza Condicional el Modelo GARCH (1,1) Serie Logarítmica DTF
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Fuente: Elaboración propia
PROCEDIMIENTO PARA LA TASA CDB
Como se demostró en el caso de la DTF, la serie completa no es la apropiada, a pesar de ser
modificada (en diferencias, logaritmos o la combinación de ambos) puesto que no evidencia
muchas propiedades básicas para la metodología de procesos de series de tiempo
heterocedasticas. Adicionalmente no toma en cuenta el factor del cambio de régimen
cambiario, por lo cual se parte del supuesto de que se debe partir la serie en dos en la fecha
que ocurrió el cambio de régimen (en el caso brasileño, en Julio de 1999). Para la solución
de este inconveniente, los autores optaron por fraccionar la serie de la CDB justo en ese punto
del cambio estructurar y ver si esta alternativa permitía ver mejor la dinámica de la tasa en
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los periodos de crisis en su varianza condicional al igual de cómo se realizó para el caso de
la DTF.
Modelo CDB Primera Parte 1994(w41)-1999(w31)
IDENTIFICACIÓN DEL MODELO ESTACIONARIO
Como primer paso, es importante identificar si la serie necesita ser modificada para fines de
tratamiento y modelación. El primero de los pasos es realizar el test para saber si existe raíz
unitaria en la serie. Para la serie logarítmica en diferencias el test de Dickey-Fuller arrojó un
p-valor de 0.000 lo cual comprueba que no existe raíz unitaria y se puede continuar con el
proceso.
Posteriormente, se graficaron los diferentes autocorrelogramas tanto de la serie originas y la
logarítmica en primeras diferencias, con el fin de identificar situaciones de auto correlación,
donde se evidenció que la serie por si sola presentaba AC y PAC muy altos por lo cual era
necesaria la transformación mencionada anteriormente.
Siguiente a esto se creó el vector de residuales de la serie logarítmica en primeras diferencias,
se construyó su respectivo autocorrelograma y se implementó el test de Bartlett con fin de
demostrar la presencia de ruido blanco. Dicha prueba arrojó un p-valor superior al 0.05, lo
cual impide rechazar la hipótesis nula de presencia de este fenómeno lo cual implica que se
debe continuar con la modelación de la serie para identificar qué tipo de método describirá
mejor su comportamiento.
ESTIMACIÓN DEL MODELO IDENTIFICADO
Siguiendo con el procedimiento Box-Jenkins, se estimaron diferentes modelos ARIMA para
la serie escogida con el fin de encontrar si alguno de éstos ajustaba y describía el
comportamiento de la tasa CDB en su primer fragmento. Se identificaron los siguientes
modelos (tabla 18):
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Tabla 18 Estimaciones ARIMA para la Serie Logarítmica CDB Primeras Diferencias
1994(w41)-1999(w31)
Modelo

Parámetros

Coeficientes

Significancia

AR(4)

AR(4)

-0.1406122

0.010

AR(1)

1.2704

0.000

AR(2)

-0.9379201

0.000

MA(1)

-1.217176

0.000

MA(2)

0.9219567

0.000

ARIMA(2,1,2)

Estadísticos
AIC
-504.348
Schwarz (BIC)

-493.7836

AIC
-500.4976
Schwarz (BIC)
-479.3689

Fuente: Elaboración propia.

En la Tabla 18 se describen los modelos que mejor ajustaban para este caso, los cuales fueron
un Ar 4 y un Arima 2,1,2. Después de analizar los estadísticos descritos por Akaike (1974) y
Schwarz (1978) se encontró que el primer modelo era el que mejor se ajustaba entro los dos
pero solo en el cuarto rezago (puesto que los primeros tres coeficientes no eran
significativos), teniendo como resultado la siguiente ecuación en media:
𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕 = −𝟎. 𝟏𝟒𝟎𝟔𝟏𝟐𝟐𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕−𝟒 + 𝜺𝒕 (𝟏𝟔)

VALIDACIÓN DEL MODELO
Siguiendo con el proceso, se procedió a la validación del modelo AR(4) de acuerdo a los
parámetros incluidos en Villacorta (2002); la serie tiene una distribución leptocurtica
(curtosis mayor a 3), el test de Jarque Bera rechaza la hipótesis nula de distribución normal
y existe asimetría en los residuales. Evidenciando la presencia de procesos heterocedásticos
por lo cual los modelos Arima no son suficientes para describir el comportamiento de la
variable, dándole pasó a la implementación de modelos ARCH y GARCH.
Posteriormente, se elaboró la prueba de Multiplicadores de Lagrange para evidenciar si
existen efectos ARCH en la serie (Tabla 19), al ser comprobada se estimó un modelo ARCH
(2) sin incluir el primer rezago puesto no fue significativo, obteniendo las siguientes
ecuaciones en media y varianza
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Tabla 19 Prueba Multiplicadores de Lagrange ARCH Serie Logarítmica CDB
Primeras Diferencias 1994(w41)-1999(w31)
LM test for autoregressive conditional heteroskedasticity (ARCH)
lags(p)

chi2

1

df

5.881
H0: no ARCH effects

Prob > chi2

1
vs.

0.0153

H1: ARCH(p) disturbance

Fuente: Elaboración propia.

Posteriormente, se elaboró la prueba de Multiplicadores de Lagrange para evidenciar si
existen efectos ARCH en la serie (tabla 19), al ser comprobada se estimó un modelo ARCH
(2) sin incluir el primer rezago puesto no fue significativo, obteniendo las siguientes
ecuaciones en media y varianza:
𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕 = −𝟎. 𝟎𝟎𝟗𝟑𝟏𝟕𝟏 − 𝟎. 𝟏𝟑𝟒𝟗𝟕𝟖𝟕𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕−𝟒 + 𝜺𝒕 (𝟏𝟕)
𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟒𝟏𝟗𝟗𝟑 + 𝟎. 𝟕𝟖𝟒𝟕𝟒𝟒𝟗𝜺𝟐𝒕−𝟐 (𝟏𝟖)

Teniendo como varianza condicional la expresada en el Gráfico 20:
Gráfico 20 Varianza Condicional ARCH(2) Serie Logarítmica CDB Primeras
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Fuente: Elaboración propia.

Esta modelación permitió evidenciar claramente los clusters de volatilidad presentes en su
varianza condicional además de coincidir de manera acertada con las principales crisis
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analizadas dentro este periodo de observación. Se denoto una mejora sustancial al momento
de fraccionar la serie de la tasa CDB a (caso similar ocurrido con la DTF) pero para darle un
mejor soporte al análisis econométrico y teórico se llevó la modelación al siguiente escalón
descrito por Bollerslev (1986), llegando así a un modelo GARCH(2,1). Arrojando las
siguientes ecuaciones de media y varianza:
𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕 = −𝟎. 𝟏𝟔𝟓𝟎𝟓𝟗𝟑𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕−𝟏 + 𝜺𝒕 (𝟏𝟗)
𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟒𝟒𝟗𝟐 + 𝟎. 𝟕𝟒𝟗𝟗𝟒𝟒𝟒𝟔𝜺𝟐𝒕−𝟐 − 𝟎. 𝟎𝟐𝟏𝟏𝟗𝟒𝟐𝝈𝟐𝒕−𝟏

(𝟐𝟎)

Graficando su nueva varianza condicional se obtiene:
Gráfico 21 Varianza Condicional GARCH(2,1) Serie Logarítmica CDB Primeras
Diferencias 1994(w41)-1999(w31)
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Fuente: Elaboración propia.

El análisis de lo evidenciado en el modelo de la Gráfico 21 se tratará en el siguiente apartado
como parte de los hallazgos y conclusiones con el fin de hacer un análisis simultáneo con lo
obtenido en el caso colombiano.
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Modelo CDB Segunda Parte 1999(w32)-2013(w52)
Identificación del modelo estacionario
Nuevamente se inicia con el test de la presencia de estacionariedad Dickey-Fuller (1979) con
el fin de identificar si la serie requiere ser modificada en diferencias o no para eliminar la
presencia de raíz unitaria.
Tabla 20 Test de Dickey—Fuller Serie CDB 1999(w32)-2013(w52)
Dickey-Fuller test for unit root

Z(t)

Number of obs

Test
Statistic

1% Critical
Value

-37.875

-3.430

=

747

Interpolated Dickey-Fuller
5% Critical
10% Critical
Value
Value
-2.860

-2.570

MacKinnon approximate p-value for Z(t) = 0.0000

Fuente: Elaboración propia.

Después de varias pruebas, se encontró que la serie logarítmica en primeras diferencias, de
nuevo es la más apropiada, test con un p-valor inferior al 0.05 (tabla 20).
IDENTIFICACIÓN DEL MODELO ESTACIONARIO (P,Q)
Siguiendo con el proceso metodológico, se revisaron los autocorrelogramas tanto de la serie
logarítmica diferenciada, que comparada con la serie en niveles presentó una mejora en los
estadísticos de autocorrelación (parcial y pura). Seguido a esto, se creó el vector de residuales
(junto con su autocorrelograma) de la serie logarítmica diferenciada y se le aplico la prueba
de Bartlett para confirmar la presencia de ruido blanco, en donde no se puede rechazar la
hipótesis nula de presencia de este fenómeno puesto que su p-valor es superior al 0.05.
ESTIMACIÓN DEL MODELO IDENTIFICADO
Para la continuación de la metodología Box-Jenkins, se estimaron los modelos ARIMA que
mejor describían el comportamiento en media de la serie escogida, a continuación se resumen
aquellos que mejor se ajustaban al análisis de la presente investigación:
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Tabla 21 Estimaciones ARIMA para la Serie Logaritmica CDB Primeras Diferencias
1999(w32)-2013(w52)
Modelo

Parámetros

Coeficientes

Significancia

ARIMA(1,1,2)

AR(1)

-0.9488298

0.000

AIC

-2922.216

MA(1)

0.6160031

0.000

Schwarz (BIC)

-28990129

MA(2)

-0.3496692

0.000

AR(1)

0.9471047

0.000

AIC

-2947.449

MA(1)

-1.347599

0.000

MA(2)

0.3435891

0.000

Schwarz (BIC)

-2919.744

MA(3)

0.0784001

0.000

ARIMA(1,1,3)

Estadísticos

Fuente: Elaboración propia.

De acuerdo a lo descrito en la Tabla 21, tanto el modelo ARIMA(1,1,2) como el modelo
ARIMA (1,1,3) son significativos pero según Pérez (2007) es prudente elegir un modelo
con menor número de rezagos puesto este es más parsimonioso o armónico, por esto se
escogió el ARIMA(1,1,2) que describe la siguiente ecuación en media:
𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕 = −𝟎. 𝟗𝟒𝟖𝟖𝟐𝟗𝟖𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕−𝟏 + 𝟎. 𝟔𝟏𝟔𝟎𝟎𝟑𝟏𝜺𝒕−𝟏 − 𝟎. 𝟑𝟒𝟗𝟔𝟔𝟗𝟐𝜺𝒕−𝟐 + 𝜺𝒕 (𝟐𝟏)

VALIDACIÓN DEL MODELO
Paso siguiente, se continua con las pruebas de validación anteriormente utilizas que
recomienda Villacorta (2002). Las cuales se resumen en; el histograma de los residuos del
modelo describe nuevamente una distribución leptocurtica (curtosis mayor a 3), un test
Jarque Bera con un p-valor inferior al 0.05 y un comportamiento asimétrico en sus residuos.
Esto llevó a los investigadores a contemplar modelos heterocedásticos con el fin de capturar
mejor el comportamiento de la CDB durante este periodo y obtener una prueba empírica más
acertada en torno a la volatilidad de dicha variable en el periodo de estudio.
Llegando a este punto, se realizó la prueba ARCH-LM con el fin de evidenciar si existen
efectos heterocedásticos en la serie del fragmento número 2 de la tasa de interés brasilera.
Tabla 22 Modelo ARCH(1) Serie Logaritmica CDB Primeras Diferencias 1999(w32)2013(w52)
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ARCH family regression -- ARMA disturbances
Sample: 1999w33 - 2013w52
Distribution: Gaussian
Log likelihood = 1524.162

Number of obs
Wald chi2(3)
Prob > chi2

OPG
Std. Err.

=
=
=

748
775.57
0.0000

diflnCDB

Coef.

diflnCDB
_cons

-.0015225

.0006059

-2.51

0.012

-.0027099

-.000335

ar
L1.

-.9428498

.0349799

-26.95

0.000

-1.011409

-.8742905

ma
L1.
L2.

.6186775
-.3369765

.0465935
.0330701

13.28
-10.19

0.000
0.000

.527356
-.4017927

.709999
-.2721602

arch
L1.

.5568641

.0502781

11.08

0.000

.4583207

.6554074

_cons

.0006529

.0000293

22.29

0.000

.0005955

.0007103

z

P>|z|

[95% Conf. Interval]

ARMA

ARCH

Fuente: Elaboración propia.

Una vez verificada su presencia, se corrió un modelo ARCH(1) (Tabla 22) en el cual sus
coeficientes fueron significativos tanto en media como en varianza, constituyendo las
siguientes ecuaciones:
𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕 = −𝟎. 𝟎𝟎𝟏𝟓𝟐𝟐𝟓 − 𝟎. 𝟗𝟒𝟐𝟖𝟒𝟗𝟖𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕−𝟏 + 𝟎. 𝟔𝟏𝟖𝟔𝟕𝟔𝟓𝜺𝒕−𝟏 − 𝟎. 𝟑𝟑𝟔𝟗𝟕𝟔𝟓𝜺𝒕−𝟐 + 𝜺𝒕 (𝟐𝟐)

𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟎𝟔𝟓𝟐𝟗 + 𝟎. 𝟓𝟓𝟔𝟖𝟔𝟒𝟏𝜺𝟐𝒕−𝟐 (𝟐𝟑)

En el Gráfico 23 denota la varianza condicional ARCH (1):
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Gráfico 22 Varianza Condicional ARCH (1) Serie Logarítmica CDB Primeras
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Fuente: Elaboración propia.

Como resultado, se obtuvo una descripción más acertada de la volatilidad en la tasa de interés
y se pudo contar con una herramienta más precisa para el análisis bajo el marco teórico de la
investigación. Pero de acuerdo con uno de los objetivos planteados en este documento, se
llevó a un escalafón adicional el modelo con el fin de la incorporación de volatilidades en
periodos anteriores a través del modelo descrito por Bollerslev (1986) de procesos
autorregresivos de heterocedasticidad condicional generalizada (GARCH). Obteniendo así,
un modelo tradicional GARCH (1,1) que fue descrito por las siguientes ecuaciones:
𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕 = −𝟎. 𝟗𝟕𝟏𝟑𝟔𝟓𝟑𝑫𝒊𝒇𝒍𝒏𝑪𝑫𝑩𝒕−𝟏 + 𝟎. 𝟔𝟖𝟕𝟔𝟗𝟓𝟒𝜺𝒕−𝟏 − 𝟎. 𝟐𝟖𝟖𝟗𝟕𝟗𝟒𝜺𝒕−𝟐 + 𝜺𝒕 (𝟐𝟒)

𝝈𝟐𝒕 = 𝟎. 𝟎𝟎𝟎𝟎𝟒𝟔𝟕 + 𝟎. 𝟏𝟐𝟔𝟔𝟑𝟒𝟓𝟔𝜺𝟐𝒕−𝟐 + 𝟎. 𝟖𝟑𝟐𝟏𝟏𝟔𝟒𝝈𝟐𝒕−𝟏 (𝟐𝟓)
Con una nueva varianza condicional a razón de (Gráfico 23):
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Gráfico 23 Varianza Condicional GARCH (1,1) Serie Logarítmica CDB Primeras
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Fuente: Elaboración propia.

Al igual que en el caso de la primera fracción de esta tasa de interés, el análisis de éste modelo
se describe en el siguiente apartado de hallazgos y resultados.
3.2 HALLAZGOS Y ANALISIS

Luego de realizar la estimación de los modelos econométricos para la serie DTF y la serie
CDB mediante la metodología de Box Jenkins y seguir la metodología propuesta por Tsay
(2005) para identificar y estimar modelos heterocedasticos, se encontró que las series
completas se comportaban de manera correcta, sin embargo la interpretación de los gráficos
de las varianzas condicionales no brinda las fuentes necesarias de análisis ya que tanto para
Colombia como Brasil se produjo una transición hacia la política de inflación objetivo, lo
cual modifica los niveles de volatilidad y su interpretación, por lo cual se optó por analizar
el comportamiento de la serie en dos ventanas temporales, que no presentan cambios
estructurales y permiten la identificación de aquellos puntos de alta volatilidad que coinciden
con las crisis internacionales.
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A continuación se presenta el análisis simultaneo de como las series de Colombia y Brasil
absorbieron los impactos de las crisis internacionales para cada horizonte temporal.
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Gráfico 24 Análisis de las Crisis (Primer Fragmento)
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Fuente: Elaboración propia.
Si bien los periodos seleccionados para cada país inician en fechas distintas, logran capturar
el impacto de las principales crisis internacionales, con la excepción de la crisis del internet
para el caso de Brasil, ya que el sistema de inflación objetivo fue adoptado el tercer trimestre
del año 1999.
El gráfico 24, muestra que al dejar de lado el cambio de régimen, se logra identificar mejor
los clusters de volatilidad en la tasa de Certificados de Depósitos Bancarios de Brasil para la
década de los 90, de igual forma los picos de volatilidad para Colombia son más notorios
luego de la transición hacia la política de inflación objetivo. Adicionalmente, junto con la
revisión de la literatura en torno a las crisis financieras, se puede destacar que tanto el efecto
tequila como las crisis de los mercados asiáticos y el Efecto Vodka Ruso, tuvieron
repercusiones en uno de los fundamentales macroeconómicos más importantes de cualquier
país, la tasa de interés. Frexedas y Vayá (2005) atribuyen estos comportamientos a la teoría
del contagio financiero, en donde se contemplan factores claves que describen la transición
de una crisis originada en un país puede llegar a afectar u otro (principalmente en economías
relativamente pequeñas). Estos autores mencionan que los vínculos financieros, comerciales,
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políticos y fundamentales macroeconómicos hacen que la volatilidad en variables tales como
los tipos de cambio y las tasas de interés se vean incrementadas.
Campodónico (1995) público en su artículo “Después del efecto tequila, ¿qué?” algunos de
los efectos que tuvo la crisis mexicana del 94 en la economía brasileña, señalando que
precisamente para el segundo semestre de 1994 recién había subido al poder el presidente
Fernando Henrique Cardoso , quien llego con una política de incentivación en el grado de
apertura y vínculos internacionales de la economía brasileña (política implementada desde el
gobierno de turno pasado pero con reservas comerciales) junto con el cambio de moneda
pasando del Cruzeiro al Real. El ejecutivo argumentaba que el rubro que generaría mayor
crecimiento desde entonces sería la IED (donde México era un país con participación
significativa) pero los posibles riesgos de recesión de los socios comerciales no fueron
contemplados en plenitud solo hasta el momento en que, debido a las necesidades de capital
para sobrellevar la crisis mexicana, el gobierno decidió restringir los flujos de inversión
extranjera hacia los demás países al igual que otros países latinos como Colombia, lo que
resulto en una caída dramática en este rubro de la Balanza de Pagos, tanto así que este efecto
se vio transmitido a las Reservas Internacionales y en consecuencia a la política monetaria y
cambiaria brasileña . Por otra parte la economía Colombiana sufrió un efecto muy similar al
de Brasil, ya que como se observa en el gráfico 24 el nivel de volatilidad en la serie toco su
punto máximo para inicios de 1995, producto de la transmisión entre México y las economías
Latinoamericanas, esto permite afirmar que tanto para Colombia como Brasil el impacto de
la crisis Mexicana represento el choque más fuerte en el comportamiento de las tasas de
interés.
Efectos similares se vieron en crisis posteriores como la crisis de los países asiáticos y la del
“efecto vodka” en Rusia. Tasini y Zejan (1998) declaran que la economía brasilera estuvo
en riesgo de colapso del sistema cambiario por la excesiva devaluación que estaba
presentando el Real para agosto de 1997 y la presión por parte del gobierno con su política
de estabilización, lo cual llevo a un aumento radical de las tasas de interés para mantener
estable la IED durante esta crisis:
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“Al comenzar el ataque especulativo Brasil contaba con reservas
internacionales por el monto de 70.000 millones de dólares, pero la
pérdida de reservas durante el mes de agosto alcanzó niveles alarmantes
y las autoridades se vieron obligadas a elevar las tasas de interés hasta
alcanzar 49% anual, para frenar la huida de capitales al exterior. Es de
notar que con una deuda interna de 39% del PIB, el alza de intereses tiene
una incidencia directa sobre el déficit fiscal, que en agosto superó el 7%
del Producto Bruto Interno”(p. 14)
Este fenómeno, afirman los autores, se vio intensificado con la caída del Rublo debido a una
fuerte vinculación comercial y económica entre estos dos países lo cual se tradujo en un
nuevo periodo de alta volatilidad en las tasas de interés para el segundo semestre del 98 y
resultando finalmente en un cambio de régimen cambiario a mediados de 1999.
Para el caso de Colombia la varianza condicional permite determinar que el efecto de la crisis
de los países asiáticos no fue significativa en el comportamiento de la tasa de interés DTF,
ya que mantuvo niveles muy bajos de volatilidad para la fecha del suceso.

Este

comportamiento es explicado por Torres (1998), el cual plantea que la crisis Asiática no tuvo
un impacto significativo a corto plazo en la economía Colombiana debido a su limitada
relación comercial con los 5 países Asiáticos, ya que para esos momento el país destinaba
menos del 3% del total de exportaciones.
En lo que respecta al efecto Vodka los dos países sufrieron un incremento en la volatilidad
de las tasas de interés, dado que la caída del precio de las materias primas, provoco un efecto
global que damnifico principalmente a los países que basan sus exportaciones en
commodities, este punto comprueba los planteamientos de Uribe (2011), donde el contagio
financiero se puede presentar debido a políticas comerciales similares entre países, siendo
los precios de mercado un factor determinante en la transmisión del choque.
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Fuente: Elaboración propia.
Al implementar esta modelación para la primera década del nuevo milenio, se logró obtener
resultados más dicientes acerca del comportamiento de las tasas de interés en Brasil y
Colombia frente a crisis financieras internacionales. En primer lugar, se pudo evidenciar un
alto periodo de volatilidad en las serie para inicios del 2000, en donde éste coincide con los
efectos de la crisis de las empresas “punto com” que a pesar de que se originó en países
desarrollados, su influencia en los mercados de capitales internacionales sobresalen y se
contagian a sus socios más cercanos como se puede observar en el gráfico 25 para Colombia
y Brasil. Este concepto es al que se refiere Masson (1999) al describir una de las modalidades
de propagación de una crisis bajo la teoría del contagio financiero, el efecto spill-over. Para
A Nova Democracia (s.f.) la vinculación extrema con países imperialistas es la causa por la
cual se apropian las crisis externas en los países en desarrollo. Al no tener un esquema
económico fuerte, se facilita la propagación de las problemáticas externas en el contexto
nacional, concepto que resumen como “comer del pan que el diablo amaso”. Una razón más
a través de la cual se puede explicar la volatilidad en los fundamentales macroeconómicos
de la economía Colombiana y Brasileña.
Con respecto a escenarios posteriores, se vio que se presentaron momentos de alta volatilidad
en la CDB durante el periodo entre 2004 y 2008, momento en el cual se presentaron dos crisis
internacionales importantes; la de los bonos del gobierno de Brasil y la crisis de los créditos
subprime. Por otra parte el comportamiento de la tasa de interés DTF fue estable hasta
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comienzos de 2007, ya que no presento variaciones en su volatilidad producto de la crisis en
el spread de los bonos brasileños. Según Basualdo et. al (2009) al estallar la burbuja
hipotecaria en los Estados Unidos a inicios del 2008 la fuerte vinculación de los países del
cono sur con la gran potencia americana llevo a un nuevo reajuste esporádico de los
fundamentales macroeconómicos en economías como la Colombiana y la brasileña. Uno de
los comportamientos más utilizados, afirman los autores, es el aumento de las tasas de interés
con el fin de evitar la salida masiva de divisas del mercado (argumento el cual no es suficiente
como para anular por completo dicho escenario) y continuar con el incentivo de la IED en el
corto plazo mientras dure el periodo recesivo. Esta es otra confirmación de la presencia del
contagio financiero explicado por una fuerte vinculación y dependencia política de un país
frente a otro referida en autores como Imen y Abidi (2012), Uribe (2011) y Toribio (2010).
Continuando con los argumentos anteriores, la crisis de los bonos de deuda pública de la
economía brasileña también acentuó la volatilidad de las tasas de interés durante este periodo,
puesto tanto el ente gubernamental como el ente monetario tuvieron que hacer fuertes ajustes
para sobrellevar problemas de déficit fiscal y bajos rendimientos para los inversionistas en el
mercado de renta fija.
Desde el 2009 hasta el último registro del año 2013, la tasa CDB demuestra una relativa
estabilidad que puede ser atribuida a un mejor manejo de las políticas internas (monetaria y
fiscal), por lo cual no se contó con suficiente evidencia empírica para relacionar la crisis del
default y el comportamiento de la tasa de interés seleccionada. Este enfoque va en contra de
los hallazgos obtenidos para la tasa DTF Colombiana donde el mayor pico de volatilidad se
registró para la crisis del default en Europa
INVERSIÓN EXTRANJERA DIRECTA
Para Rincón y Velasco (2013), la inversión directa es la forma de capital extranjero preferida
por los mercados emergentes, gracias a su mayor permanencia en el país anfitrión, ser menos
volátil frente a otros tipos de inversión y asociarse a transferencias de tecnología y desarrollo.
Algunos de los estudios más recientes afirman que la inversión extranjera depende de los
ciclos económicos mundiales, de la solides macroeconómica del país y de la solides del
sistema financiero, para Bluedorn (2011) los flujos de IED son más estables que otra clase
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de flujos hacia los mercados emergentes, pero más volátiles respecto a las economías
avanzadas. Según Rincón y Velasco (2013) tras la crisis financiera de 2008 el crecimiento de
la inversión extranjera en los países emergentes se vio obstaculizado, provocando una
disminución en los flujos hacia estos países para el año 2009 y 2010. Tal efecto se puede
observar en los gráficos 34 y 35 donde la IED para cada país presento una

disminución

significativa producto de la crisis para el año 2009, adicionalmente la lenta recuperación de
los Estados Unidos afecto el comportamiento de los flujos hacia estas regiones en el año
2010.
Al hablar de crisis existe la noción de un efecto diferenciado entre las economías avanzadas
y los mercados emergentes, sin embargo como se determinó anteriormente la disminución
de los flujos de capital provoco en el sistema financiero del segundo grupo de países una
serie de efectos que modificaron el entorno económico global. Para Rincón y Velasco (2013)
los puntos que explican la transmisión de la crisis financiera por parte de las economías
avanzadas hacia las economías emergentes son:


El retiro de fondos por parte de las instituciones financieras de las economías
avanzadas necesitadas de liquidez, que tenían filiales en las economías emergentes,
restringía la financiación de los bancos locales en dólares.



La ruptura del canal de crédito produjo una fuerte restricción a los flujos de capital
destinados al crédito bancario y el mercado de bonos de deuda pública y privada, de
igual forma se redujeron los flujos de cartera y de portafolio, afectando los mercados
de valores.



El comercio internacional se vio afectado por tres factores principales
1. La restricción crediticia
2. La debilidad de la demanda de las economías emergentes
3. La desvalorización del precio de los commodities, que afectan a través de
mecanismos de precios las exportaciones.



Las remesas provenientes de las economías avanzadas hacia las economías
emergentes se vieron reducidas producto de la caída de la actividad y el incremento
del desempleo.
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La disminución de los flujos de capitales destinados a inversión en portafolio y los de
crédito bancario, que se encuentran asociados a movimientos de corto plazo
provocaron un impacto significativo en la moneda de los países emergentes, por otra
parte la IED relacionada con movimientos a largo plazo, generó un menor nivel de
recursos para inversión en proyectos que permitieran el crecimiento económico.

Para el caso de Colombia y Brasil la existencia de indicadores macroeconómicos positivos y
unas finanzas estables permitieron amortiguar los efectos de la crisis financiera de 2008, sin
embargo se desaceleraron por el impacto en las exportaciones de la reducción de la demanda
mundial, adicionalmente la caída de los precios de las materias primas, la disminución de las
remesas, las restricciones crediticias y los efectos en los hogares produjeron efectos en el
consumo y la inversión.
Tabla 23 Disminución de la IED por Choques Internacionales
Colombia

Crisis Financiera

Brasil

Efecto Tequila

SÍ

NO

Efecto Dragón

SÍ

NO

Efecto Vodka

SÍ

SÍ

Crisis “.com”

NO

SI

Sub-prime

SI

SÍ

Fuente: Elaboración propia.
La IED según Rincón y Velasco (2013), es una variable macroeconómica que reacciona más
lentamente ante los choques internacionales, que indicadores de corto plazo como las tasas
de interés, por lo cual se espera que tras una crisis financiera se produzca en al año siguiente
al suceso una disminución de la inversión extranjera. La tabla 23 muestra si se presentó
disminución o no en la IED luego de las crisis financieras en Colombia y Brasil, el
comportamiento de esta variable se puede revisar en el gráfico 3.
Se observó que para el caso Colombiano existió una disminución en la inversión extranjera
directa luego de las crisis financieras internacionales, exceptuando el boom de las empresas
.com en el año 2000, por otro lado la economía brasileña presento disminuciones a excepción
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de las crisis Mexicana del 94 y la crisis Asiática del 97. Estos resultados no coinciden
completamente con la evidencia empírica que se realizó en esta investigación para el estudio
de la volatilidad de las tasas de interés a corto plazo, por lo cual resulta pertinente extender a
futuras investigaciones el análisis del contagio financiero a corto plazo y su transmisión a las
los agregados macroeconómicos de largo plazo.

CONCLUSIONES Y RECOMENDACIONES


El análisis de las tasas de interés para Colombia y Brasil mediante la metodología
ARCH-GARCH permite detectar los periodos de alta volatilidad provenientes de
crisis financieras internacionales, a través del análisis de la varianza condicional para
periodos de tiempo que no presenten cambios estructurales, lo cual sugiere trabajar
las series fragmentadas, precisando el momento en que cada país opta por el cambio
de régimen hacia inflación objetivo.



Mediante la estimación de los modelos ARCH- GARCH, se logró determinar que la
crisis que mayor grado de volatilidad generó en las tasas de Interés tanto para
Colombia como para Brasil fue la crisis Mexicana o Efecto Tequila, la cual tuvo lugar
en el año de 1995 y ratifica los planteamientos teóricos de contagio financiero,
presentados en el Marco teórico de esta investigación.



La Crisis Asiática de 1997 presento un efecto significativo en la volatilidad de la tasa
de interés Brasileña debido a la devaluación vertiginosa de su moneda producto de la
caída de las reservas internacionales, lo cual obligó

al gobierno a subir

constantemente las tasas de interés para sopesar la situación. Por el contrario para el
caso Colombiano el impacto de la crisis Asiática no fue significativo, ya que el
limitado nivel de exportaciones hacia estas economías permitió mitigar el contagio.
Esta situación comprueba los fundamentales de la teoría del contagio financiero,
donde el grado de relación comercial es un determinante para absorber los choques
internacionales a corto plazo.
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Colombia y Brasil a la luz de la teoría del contagio financiero son susceptibles a
choques internacionales, que sean producto de caídas en el precio de las materias
primas, ya que son economías que manejan un volumen significativo de exportación
de commodities, esta característica se comprobó mediante la estimación de los
modelos ARCH-GARCH, donde la crisis Rusa o efecto vodka mostro altos niveles
de volatilidad para ambos países, corroborando el alto grado de exposición que sufren
las economías latinoamericanas ante esta clase de efectos.



A través del uso de los modelos ARCH-GARCH, se logró determinar que el efecto
de la crisis en el spread de los bonos brasileños incremento el nivel de volatilidad de
la tasa de interés CDB significativamente, siendo un efecto que no se transmitió a la
economía Colombia ya que los niveles de volatilidad parar la tasa DTF se
mantuvieron constantes hasta el impacto del choque proveniente del a crisis subprime
en los Estados Unidos.



La crisis financiera que mayor duración presento mediante el análisis de la varianza
condicional del modelo GARCH (1,1), corresponde al estallido de los créditos
subprime en 2007, ya que mantuvo un nivel de volatilidad elevado en el
comportamiento de la tasa de interés DTF hasta el año 2010, caso contrario sucedió
para la tasa CDB Brasileña ya que no se observa perturbaciones significativas para
este periodo de tiempo.



El impacto de la crisis del default en Europa genero altos niveles de volatilidad en el
comportamiento de la tasa DTF, sin embargo la varianza condicional del modelo nos
permite afirmar que el periodo de duración de este choque fue menor al visto en crisis
anteriores como la subprime, lo cual se ve justificado por una política
macroeconómica más contundente y un comportamiento económico de las economías
emergentes favorable en el periodo de estudio.
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Si bien las tasas de interés de la economía colombiana y la economía brasileña
presentan comportamientos semejantes ante crisis financieras internacionales, no se
puede afirmar que existe una relación general en la forma como perciben los choques
internacionales, ya que si bien para algunos casos se cumple los planteamientos
teóricos de contagio financiero, las relaciones comerciales financieras y de agregados
económicos son distintas en cada contexto.



Se recomienda el uso de modelos autoregresivos heterocedasticos asimétricos para
captar el efecto de los cambios estructurales dentro del comportamiento de las series,
donde se pueda evidenciar con mayor claridad los clusters de volatilidad y el efecto
generalizado de la varianza condicional de los periodos anteriores. Adicionalmente
estos modelos permiten identificar si el choque es positivo o negativo y formular
pronósticos más exactos.



Resulta pertinente la extensión de esta investigación, para analizar el contagio
financiero a corto plazo y su transmisión a los agregados macroeconómicos de largo
plazo, a través de modelos que capten los mecanismos de impulso y respuesta entre
las variables de estudio.
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