Mean field modeling is a popular approach to assess the performance of large scale computer systems. The evolution of many mean field models is characterized by a set of ordinary differential equations that have a unique fixed point. In order to prove that this unique fixed point corresponds to the limit of the stationary measures of the finite systems, the unique fixed point must be a global attractor. While global attraction was established for various systems in case of exponential job sizes, it is often unclear whether these proof techniques can be generalized to non-exponential job sizes.
INTRODUCTION
Mean field models are a popular technique to assess the performance of large scale (computer) systems. They have been applied in various areas such as load balancing [1, 3, 15, 18, 26, 29] , work stealing [11, 17] , caching [12] , garbage collection [23, 24] , CSMA networks [5] , bin packing [27] , file swarming systems [14] , coupon collector problems [16] , etc. In many cases the evolution of the mean field model is described by a simple set of ordinary differential equations (ODEs) and one can show that this set of ODEs has a unique fixed point (that may even have a closed form). The main idea behind a mean field approximation is that the stationary Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Different approaches exist to prove the convergence of the stationary distributions to the fixed point of the mean field limit as N tends to infinity. The traditional indirect method exists in first proving convergence of the stochastic processes over finite time scales, that is, for any fixed T , one shows that the sample paths of the stochastic processes on [0,T ] converge towards the solution of the ODEs on [0,T ] (with the appropriate initial condition). For this step, one can often rely on Kurtz's theorem [7, 18] or the convergence of transition semigroups of Markov processes [1, 26] . The second step exists in showing that the stochastic systems with finite N each have a stationary measure and that this sequence of stationary measures has a limit point (which follows from the tightness of the stationary measures). The final step then exists in showing that the fixed point is a global attractor and that the limit point of the stationary measures must be the Dirac measure associated with the fixed point. It is fair to state that, given existing mean field theory, proving global attraction of the fixed point is often the most demanding step (especially if the state space is a subset of R n ).
A recent direct method to prove convergence is to rely on Theorem 1 of [28] or Theorem 3.2 of [10] that were both obtained using Stein's method [4] . This approach does not require proving convergence over finite time scales [0,T ]. Instead it makes use of the solution of the so-called Poisson equation. The solution of this equation is expressed as an integral that is only properly defined if the fixed point is a global attractor (that is locally exponentially stable). Thus, Stein's method, when applied to ODE-based mean field models, also requires global attraction of the fixed point. In fact the main challenge in verifying the conditions needed to apply Theorem 1 of [28] or Theorem 3.2 of [10] exists in showing that the fixed point is a global attractor.
One approach to prove global attraction of a set of ODEs towards its fixed point relies on defining a Lyapunov function as in [18] . However in general coming up with a suitable Lyapunov function, even in case of exponential job sizes, is highly challenging. A somewhat more flexible approach, that was applied in [1, 15, 26] for systems with exponential job sizes, relies on monotonicity. It is composed of the following three steps. First, one defines the state space Ω in such a way that the set of ODEs maintains the componentwise partial order ≤ over time. In other words, if h ≤h in the componentwise ordering, then h(t) ≤h(t) where h(t) andh(t) are the unique solutions to the set of ODEs with h(0) = h andh(0) =h. Next, one shows that for any fixed point π and h ∈ Ω there exists an h (l ) , h (u) ∈ Ω such that h (l ) ≤ h, π ≤ h (u) in the componentwise ordering. Finally, global attraction on Ω follows by proving attraction for any initial point h ∈ Ω for which either h ≤ π or π ≤ h in the componentwise ordering.
Although it is easy to generalize ODE-based mean field models with exponential job sizes to hyperexponential job sizes (or even phase-type distributed job sizes), generalizing this monotonicity approach to establish global attraction appears problematic. In this paper we nevertheless demonstrate that for a broad class of ODEbased mean field models with hyperexponential jobs sizes, one can still rely on such a monotonicity argument. In order to do so, we introduce two novel key ideas. First, we set up the ODE-based mean field model using a Coxian representation of the hyperexponential distribution. By using this Coxian representation all jobs necessarily start service in phase one, the service phase can only increase by one at a time and the service completion rate decreases as the phase increases (see Section 2). These three features are essential to find a partial ordering on Ω that is preserved by the set of ODEs over time. Second, we rely on a partial ordering that is stronger than the componentwise ordering used in the exponential case as the set of ODEs does not preserve the usual componentwise order over time (see Section 5) .
Hyperexponential distributions are often used to model highly variable workloads [8] . Efficient algorithms to fit a hyperexponential distribution to heavy tailed distributions can be found in [9, 13, 20, 21] . The class of hyperexponential distributions is also dense in the set of all distributions with a completely monotone probability density function (pdf) [9, Theorem 3.2] , such as the Pareto and Weibull distribution. A pdf f is completely monotone if all its derivatives exist and (−1) n f (n) (t) ≥ 0 for all t > 0 and n ≥ 1.
Although various mean field models with non-exponential job sizes have been introduced, e.g., [25] , most of these papers only focus on the convergence over finite time scales and the uniqueness of the fixed point. One notable exception is [3] which establishes the convergence of the stationary regime for the classic power-of-d load balancing scheme under FIFO service and any job size distribution with decreasing hazard rate. Their proof is highly technical, while the approach taken in this paper is much more elementary.
Instead of focusing on a single mean field model, we identify a set of sufficient conditions such that our result applies to any mean field model satisfying these conditions. We demonstrate that these conditions are satisfied by various mean field models, such as the classic power-of-d load balancing [18, 26] , the pull/push strategies studied in [17] and the power-of-d choices load balancing with batch sampling. Further, we introduce a class of probability distributions C 0 , show that the set of hyperexponential distributions is a strict subclass of C 0 and establish global attraction under these sufficient conditions for any job size distribution belonging to the class C 0 . In other words, the main result also holds for some job size distributions that are not hyperexponential distributions.
The paper is structured as follows. In Section 2 we derive a Coxian representation of a hyperexponential distribution, define the class of distributions C 0 and prove that all hyperexponential distributions belong to C 0 . In Section 3 we introduce the general form of the set of ODEs characterizing the mean field model. Examples are presented in Section 4. The state space and partial order that enable us to use monotonicity arguments are outlined in Section 5. The set of sufficient conditions and the global attraction theorem are discussed in Section 6. These conditions are verified in Section 7 for the examples presented in Section 4. The proof of the global attraction theorem is detailed in Section 8. Conclusions are drawn in Section 9.
COXIAN REPRESENTATIONS
A cumulative distribution function (cdf) F is a hyperexponential distribution if there exists a set of probabilitiesp 1 , . . . ,p n such that n k=1p k = 1 and real numbers µ 1 , . . . , µ n > 0 such that F (t) = 1 − n k=1p k e −µ k t . Further, a cdf F is a phase-type distribution if there exists a non-negative vector α = (α 1 , . . . , α n ) with n i =1 α i = 1 and a matrix S with negative diagonal entries, non-negative offdiagonal entries and non-positive row sums such that F (t) = 1 − αe St 1, where 1 is a column vector of ones. In which case (α, S) is called a phase-type representation of F . It is well known that the representation (α, S) of a phase-type distribution is not unique [19] .
The most natural phase-type representation of a hyperexponential distributions is clearly given by setting α = (p 1 , . . . ,p n ) and
Thus, it is very natural to use this phase-type representation to define an ODE-based mean field model for systems with hyperexponential job sizes. However, by doing so it appears hard (if not impossible) to introduce a partial ordering on the state space that is preserved by the set of ODEs over time. We therefore propose to use a different phase-type representation, being the Coxian representation introduced below. Note that the choice of the phase-type representation does not affect the main performance measures of the system, such as the queue length or response time distribution. It obviously does affect measures such as the joint distribution of the queue length and service phase as different representations of the same distributions do not even require to have the same number of phases n. A cdf F is a Coxian distribution if and only if it has a phasetype representation with α = (1, 0, . . . , 0) and a matrix S of the following form
with µ i > 0 and 0 < p i < 1. Thus, F (t) = 1 − (1, 0, . . . , 0)e St 1. For ease of presentation we define p n = 0.
The class C 0 of distributions on R + is defined as the class of distributions with a Coxian representation such that µ i (1− p i ) is decreasing in i.
In this paper we prove global attraction for a class of ODE-based mean field models where the service time distribution belongs to C 0 . Let C Cox be the set of all Coxian distributions and C he xp the set of all hyperexponential distributions, then clearly C 0 ⊂ C Cox and C he xp ⊂ C Cox (the latter due to Cumani). We now prove that C he xp is a strict subclass of C 0 . We first derive a simple explicit expression for the parameters of a Coxian representation of a hyperexponential distribution. To do so we start with a technical lemma.
P . The sum can be written as
Let F (t) = 1 − n k=1p k e −µ k t be a hyperexponential distribution and assume without loss of generality that µ 1 > µ 2 > . . . > µ n > 0. Then, F (t) has a Coxian representation with parameters µ i and
.
(2) P . We show that both the hyperexponential and Coxian representations are equivalent by showing that both distributions have the same Laplace Stieltjes transformF (s) (LST). These transforms are given byF
as with probability (1 − p i ) i −1 j=1 p j we visit the first i phases for the Coxian representation. Using a partial fraction expansion for
This is a linear system in the unknowns (1 − p i ) i −1 j=1 p j and we now show that its solution can be expressed as
For i = n this is immediate from (3) with k = n (as p n = 0). We now apply backward induction on i. Assume the result holds for
. (5) Applying induction and switching sums yields that (a) equals
The expression in (b) is equal to −1 due to Lemma 1, which allows us to conclude that (4) holds due to (5) . Using (4)
The expression in (2) is now immediate, where we note that p i ∈ (0, 1) asp k > 0 and 0
The above result may be of separate interest. We now use it to establish the following theorem:
The class of hyperexponential distributions C he xp is a subclass of C 0 .
P
. Given Proposition 1, it suffices to show that (1 − p i )µ i is decreasing in i. As
one readily obtains from (2) that
As
which is equivalent to
By defining X i such that P[X i = µ k ] =p k ξ k,i −1 / n k=ip k ξ k,i −1 , the above inequality holds as E[X ] 2 < E[X 2 ] for any random variable X (that is not deterministic).
When n = 2 one can show that all Coxian distributions with (1 − p 1 )µ 1 > (1 − p 2 )µ 2 = µ 2 are also hyperexponential distributions. However for n > 2 the example below shows that this is not the case, so the set of hyperexponential distributions C he xp is a strict subclass of the class C 0 . Consider the Coxian distribution with parameters µ 1 = 1, µ 2 = 2, µ 3 = 0.1, p 1 = 0.1 and p 2 = 0.8. This distribution belongs to the class C 0 . However using (3), we see that its LST is given bỹ
This distribution is not a hyperexponential asp 2 is negative.
Let R i be the expected remaining service time of a job in phase i. Clearly, R n = 1/µ n and
Without loss of generality we assume that the mean job size equals one, which implies that R 1 = 1 (as all jobs start in phase 1 and stay there for an exponential amount of time). For later use, we rewrite this as
. By definition of R i we have
which implies that
Remark: Coxian distributions are sometimes defined using an alternate (α, S) representation given by α = (α 1 , . . . , α n ) and
with α n−i +1 = (1 − p i ) i −1 j=1 p j and λ n−i +1 = µ i .
THE FORM OF THE ODE
ODE-based mean field models of systems with exponential job sizes (with mean 1) are often of the following form (see Section 4 for examples):
where h ℓ, 1 (t) represents the fraction of the servers with at least ℓ jobs and f ℓ, 1 (h(t)) captures events such as job arrivals and job transfers (see Section 4.2). The term −(h ℓ, 1 (t) − h ℓ+1, 1 (t)) reflects the drift due to the exponential service completions. The assumption that the mean job size equals 1 is made throughout the paper (without loss of generality). We now generalize this set of ODEs to the case where the job sizes belong to class C 0 . Define h ℓ,i (t), for ℓ > 0 and i = 1, . . . , n, as the fraction of the queues at time t with a queue length of at least ℓ in some service phase j ≥ i. Thus, (h ℓ,i (t) − h ℓ,i +1 (t)) is the fraction of queues at time t with ℓ or more jobs that are in service phase i. For ease of notation let h ℓ,n+1 (t) = 0 and h 0, 1 (t) = 1. Note that a service completion in a queue with a length of at least ℓ always decreases h ℓ,i (t) for i ≥ 2 as the next customer starts service in phase 1, whereas h ℓ, 1 (t) only decreases if the queue length is exactly ℓ. Hence, the set of ODEs given by (10) then generalizes to:
for ℓ ≥ 1 and i = 2, . . . , n, where the sums are due to service completions and the second term in the drift of h ℓ,i (t) corresponds to phase changes. We remark that we can also model systems with a finite buffer of size B by setting f ℓ,i (h) = 0, for i = 1, . . . , n and ℓ > B, as this implies that h ℓ,i (t) = 0 for i = 1, . . . , n and ℓ > B.
EXAMPLES 4.1 JSQ(d): Join-the-Shortest-Queue among d randomly selected servers
Let us first consider the classic power-of-d choices load balancer [18, 26] , where jobs arrive at rate λN to a dispatcher who immediately assigns incoming jobs among the N servers by routing the job to the server with the least number of jobs among d randomly selected servers. In this case the function f reflects the changes due to arrivals and one finds for ℓ ≥ 1
as h ℓ−1, 1 (t) d − h ℓ, 1 (t) d is the probability that the server with the least number of jobs among d randomly selected servers has queue length ℓ − 1. Further, since the dispatcher does not take the service phase into account when dispatching jobs and (h ℓ−1,i (t) − h ℓ,i (t))/(h ℓ−1, 1 (t)−h ℓ, 1 (t)) is the probability that a server of length ℓ − 1 is in some service phase j ≥ i, we have
for ℓ > 1 and i = 2, . . . , n, as (a
For convenience we also define f 1,i (h(t)) = 0 for i = 2, . . . , n.
Pull and push strategies
In this example we consider the system analyzed in [17] . It consists of N servers that each have local job arrivals with rate λ. Servers that are idle generate probe messages at rate r . A probe message is sent to a random server and if this server has pending jobs, a job is transferred to the idle server. The function f now captures the changes due to arrivals as well as job transfers, hence
for ℓ ≥ 1 and
for ℓ > 1 and i = 2, . . . , n. Note that r (1−h 1, 1 (t))(h ℓ,i (t)−h ℓ+1,i (t)) is the rate at which jobs are transferred from a server with length ℓ in phase j ≥ i to an idle server. Therefore r (1 −h 1, 1 (t))h 2, 1 (t) is the rate at which idle servers become busy due to the probe messages.
JSQ(K,d): Join-the-Shortest-K-Queues among d randomly selected servers
This example is a generalization of the first example. Jobs now arrive in batches of size K and the dispatcher assigns the K jobs (with independent sizes) belonging to the same batch to the K servers with the least number of jobs among d randomly selected servers (with K ≤ d). This load balancing scheme is called batch sampling in [29] . The mean field model in [29] is however different than the one presented here, as we assume that both K and d are fixed, i.e., do not grow as a function of N . In this case λ < 1/K in order to have a stable system (as the mean service time of a job equals 1) and the function f once more reflects the changes due to arrivals. Note that
is the probability that the k-th shortest queue has a length of at least ℓ. As such
for ℓ > 1. In addition we define f 1,i (h(t)) = 0 for i = 2, . . . , n.
Note that in the special case where K = d, one finds that f ℓ, 1 (h(t)) simplifies to λK(h ℓ−1, 1 (t) − h ℓ, 1 (t)). Thus, when K = d the set of ODEs describes the transient evolution of an M/Cox/1 queue with arrival rate λK.
STATE SPACE AND PARTIAL ORDER
In the case of exponential job sizes the state space is typically defined as
where h ℓ, 1 represents the fraction of queues with length ℓ or more. The partial order used to prove global attraction on Ω e xpo in case of exponential job sizes is the componentwise order. In this section we introduce the state space and partial order needed in case of a job size distribution belonging to class C 0 .
We define the state space Ω of the mean field model in terms of the variables h ℓ,i as follows
The conditions h ℓ,i +1 ≤ h ℓ,i and h ℓ+1,i ≤ h ℓ,i are obvious as h ℓ,i is the fraction of servers with at least ℓ jobs in service phase j ≥ i. The inequality h ℓ,i + h ℓ+1,i +1 ≥ h ℓ+1,i + h ℓ,i +1 may seem a bit unexpected. This inequality can be understood by noting that Ω corresponds tō
after a change of variables (i.e., h ℓ,i = ℓ ′ ≥ℓ i ′ ≥i x ℓ ′ ,i ′ ), where x ℓ,i is the fraction of servers with exactly ℓ jobs in service phase i.
In the case of a system with a finite buffer of size B the state space reduces to
Whenever the buffer size is finite, we can replace Ω in all subsequent statements by Ω B . P 2. For any fixed point π ∈ Ω of the set of ODEs given by (11) (12) , we have π 1,i = π 1, 1 n j=i 1 µ j j−1 s=1 p s , for i = 1, . . . , n, where µ i and p s are the parameters of the Coxian representation.
P
. See Appendix A.
We introduce the following partial order on Ω which reduces to the usual componentwise order in case of exponential job sizes (i.e., when n = 1).
for all ℓ, i, and
for any set of integers ℓ 1 ≥ ℓ 2 ≥ . . . ≥ ℓ n ≥ 1 with ℓ 1 > ℓ n .
It is useful to note that
is the fraction of the servers for which the queue length is at least ℓ i and the service phase equals i for some i ∈ {1, . . . , n}.
Without condition (14) the order would correspond to the usual componentwise partial order. To illustrate the need for a stronger partial order, let n = 2 and consider h,h ∈ Ω with h 1, 1 =h 1, 1 = 1, h 1, 2 =h 1, 2 = 1/2, h 2, 1 =h 2, 1 = 1/2, h 2, 2 = 0,h 2, 2 = 1/2 and h 3, 1 =h 3, 1 = 0. Thus, in both states half of the servers have queue length one and the other half has queue length 2. In state h the servers with length 1 are in service phase 2 and the servers with length 2 are in phase 1, while in stateh the phases are reversed (queues with length i are in phase i, for i = 1, 2). Note that h is smaller thanh in the componentwise order, but condition (14) is violated with ℓ 1 = 2 and ℓ 2 = 1, meaning h Ch . If we now look at the drift of the number of busy servers due to service completions, we see that it equals −µ 2 /2 in state h and −µ 1 (1 − p 1 )/2 in statẽ h. Hence, h 1, 1 =h 1, 1 = 1, but h 1, 1 decreases more slowly thañ h 1, 1 (when µ 2 < µ 1 (1 − p 1 ) ). This example therefore shows that the componentwise partial order used for the set of ODEs with exponential job sizes, is not preserved over time by the set of ODEs with a job size distribution in C 0 and we need to replace it by a stronger partial order, which turns out to be the order ≤ C defined above.
We end by noting that due to the condition
. . , n and therefore
for any h ∈ Ω.
GLOBAL ATTRACTION
We now list the assumptions needed to establish the main result. Note that some of the intermediate results do not require all of the assumptions.
A A0. The functions f ℓ,i (h) : Ω → R are such that for any h ∈ Ω, the set of ODEs given by (11) (12) has a unique solution h(t) : [0, ∞) → R with h(0) = h and there exists a fixed point π in Ω.
The existence of a unique (continuously differentiable) solution h(t) is guaranteed by defining a norm on R N such that the drift is locally Lipschitz and bounded on Ω. When the buffer size B < ∞, the existence of a fixed point follows almost immediately from Brouwer's fixed point theorem as Ω B is a convex and compact subset of R Bn and Ω B is clearly a forward invariant set [2] .
The next two assumptions are needed to establish that the partial order ≤ C is preserved over time by the set of ODEs.
For any set of integers ℓ 1 ≥ ℓ 2 ≥ . . . ≥ ℓ n ≥ 1 with ℓ 1 > ℓ n , define (ℓ 1 , ..., ℓ n ) and f (ℓ 1 , ..., ℓ n ) as a function from Ω to R such that
and
Due to (14) , h ≤ Ch implies that (ℓ 1 , ..., ℓ n ) (h) ≤ (ℓ 1 , ..., ℓ n ) (h).
A A2. The functions f (ℓ 1 , ..., ℓ n ) (h) : Ω → R are such that
for any h,h ∈ Ω such that h ≤ Ch and (ℓ 1 , ..., ℓ n ) (h) = (ℓ 1 , ..., ℓ n ) (h).
The next assumption is used to prove that for any h ≤ C π or π ≤ C h the trajectory starting in h of the set of ODEs converges to the fixed point π .
A
A3. The functions f ℓ, 1 (h) are such that for any L ≥ 1 and fixed point π , we have ℓ ≥L
The main theorem is stated below. T 2 (G ). Consider the set of ODEs given by (11) (12) . Assume that (A0-A3) hold and µ i (1−p i ) is decreasing in i. Then, for any h(0) ∈ Ω, h(t) converges pointwise to the unique fixed point π ∈ Ω as t tends to infinity.
P
. In Section 8 we show that any fixed point π ∈ Ω is a global attractor, which also implies that the fixed point is unique.
EXAMPLES REVISITED
In this section we discuss assumptions A0 to A3 for the examples listed in Section 4. With respect to assumption A0, we only briefly discuss the existence of a fixed point as the existence of a unique solution h(t) with h(0) = h for h ∈ Ω can be easily verified by checking the Lipschitz continuity of the drift on Ω.
JSQ(d): Join-the-Shortest-Queue among d randomly selected servers
The existence of a fixed point when the buffer size B is finite is easy to establish (see Section 7.3 with K = 1). For an infinity buffer size B, the existence of a fixed point in Ω follows from [3, Section 8] as the distributions belonging to C 0 have a decreasing hazard rate, as such we do not provide a proof here. Assumption A1 is trivial to verify. To check whether Assumption A2 holds, we can write (ℓ 1 , ..., ℓ n ) (h)
Therefore
Hence, Assumption A2 holds as h ≤ Ch implies that h ℓ,i ≤h ℓ,i and (ℓ ′
When the buffer is finite of size B, the above discussion remains valid, except that we need to set a L (h) = λ(h d B, 1 − π d B, 1 ), for L ≥ 1, such that Assumption A3 holds.
Pull and push strategies
In this example it is possible to show that for λ < 1 the set of ODEs has a unique fixed point that is the invariant distribution of an ergodic Quasi-Birth-Death Markov chain. Assumption A1 is readily verified. To verify Assumption A2 it is not hard to show that f (ℓ 1 , ..., ℓ n ) (h) can be written as
Thus if (ℓ 1 , ..., ℓ n ) (h) = (ℓ 1 , ..., ℓ n ) (h), then
Assumption A3 with L = 1 follows by noting that ℓ ≥1 f ℓ, 1 (h) = λ = ℓ ≥1 f ℓ, 1 (π ). Finally, Assumption A3 with L > 1 can be verified as follows. Note that
Conference'17, July 2017, Washington, DC, USA B. Van Houdt meaning Assumption A3 with L > 1 holds with a L (h) = r (1 − π 1, 1 )(h L, 1 − π L, 1 ), b L, 1, 1 (h) = rh L, 1 ≤ r , b L, L−1, 1 (h) = λ and all other b L, ℓ, j (h) equal to zero.
JSQ(K,d): Join-the-Shortest-K-Queues among d randomly selected servers
With respect to assumption A0, we limit ourselves to the case where B is finite. The existence of a fixed point in Ω B follows from the fact that a convex compact forward invariant set K ⊂ R Bn of a dynamical system has a fixed point in K [2] , which is not hard to prove using Brouwer's fixed point theorem.
Contrary to the previous two examples, verifying Assumption A1 requires some work. First note that f ℓ, 1 (h) only depends on h ℓ−1, 1 and h ℓ, 1 and therefore the functions f ℓ,
is non-decreasing on [0, 1]. We now prove that
which is clearly positive on [0, 1]. By definition of ϕ K (x) we have
By induction on K we find
Hence, (18) is equivalent to showing that
which is easy to establish (using induction on K once more).
Let us now focus on the functions f ℓ,i (h) with i > 1. Clearly, these functions are increasing in h ℓ−1,i . It remains to show that they are also increasing in h ℓ−1, 1 and h ℓ, 1 , which holds if
is symmetric, it suffices to argue that ξ K (x 1 , x 2 ) is increasing in x 1 . Further, demanding that the derivative of ξ K (x 1 , x 2 ) with respect to x 1 is non-negative is equivalent to
which holds if and only if ϕ K (x) is convex. Using (18) we have for
Using induction on K this can be rewritten as
which is clearly positive on [0, 1]. For K = d, we have ϕ ′′ K (x) = 0 as ϕ K (x) = dx.
We now proceed with Assumption A2. As f (ℓ 1 , ..., ℓ n ) (h) equals
) and ℓ 1 > 1, we note that
where ξ K (x 1 , x 2 ) was increasing in x 1 and x 2 . Assumption A3 with L = 1 holds as ℓ ≥1 f ℓ, 1 (h) = λK = ℓ ≥1 f ℓ, 1 (π ). Finally, with respect to Assumption A3 with L > 1 we have
, and ξ K (x 1 , x 2 ) ≤ ϕ ′ K (1) = d due to the convexity of ϕ K (x).
PROOF OF THEOREM 2
In this section we define ν i = µ i (1 − p i ) to ease the notation. We start by showing that the order ≤ C is preserved over time. P 3. Assume that (A0-A2) hold and let h,h ∈ Ω. Let h(t) andh(t) be the unique solution of (11-12) with h(0) = h and h(0) =h, respectively. If µ i (1 − p i ) is decreasing in i and h ≤ Ch , then h(t) ≤ Ch (t) for any t > 0.
P
. Assume that at some time t we have h ℓ,i (t) =h ℓ,i (t) for some ℓ and i, while h(t) ≤ Ch (t). We need to argue that dh ℓ,i (t)/dt ≥ dh ℓ,i (t)/dt, as the order is otherwise violated at time t+.
As h(t) ≤ Ch (t) implies that h ℓ ′ ,i ′ (t) ≤h ℓ ′ ,i ′ (t) for all ℓ ′ and i ′ , it would be sufficient that dh ℓ,i (t)/dt is non-decreasing in all h ℓ ′ ,i ′ (t) with (ℓ ′ , i ′ ) (ℓ, i). Looking at (11) (12) and due to Assumption A1, we see that this is clearly the case, except perhaps for the sums over j (that are due to the service completions).
For i > 1, we have
meaning dh ℓ,i (t)/dt is non-decreasing in any h ℓ ′ ,i ′ (t) with (ℓ ′ , i ′ ) (ℓ, i) when i > 1, as ν i = µ i (1 − p i ) is decreasing in i (and positive).
This expression is decreasing in h ℓ+1, j (t), for j > 1, which may appear as a problem. However, as h(t) ≤ Ch (t), (14) with ℓ 1 = . . . = ℓ j−1 = ℓ + 1 and ℓ j = . . . = ℓ n = ℓ implies that h ℓ,
As a result dh ℓ, 1 (t)/dt does not exceed dh ℓ, 1 (t)/dt as required.
We also need to verify that (14) remains valid, which corresponds to verifying that (ℓ 1 , ..., ℓ n ) (h(t)) ≤ (ℓ 1 , ..., ℓ n ) (h(t)) remains valid. Assume that (ℓ 1 , ..., ℓ n ) (h(t)) = (ℓ 1 , ..., ℓ n ) (h(t)) for some (ℓ 1 , . . . , ℓ n ), then we need to argue that d (ℓ 1 , ..., ℓ n ) (h(t))/dt ≥ d (ℓ 1 , ..., ℓ n ) (h(t))/dt, whenever h(t) ≤ Ch (t) to complete the proof. Due to Assumption A2, we can restrict ourselves to showing that the terms of d (ℓ 1 , ..., ℓ n ) (h(t))/dt corresponding to phase changes and service completions are increasing in (ℓ ′ 1 , ..., ℓ ′ n ) (h(t)) when (ℓ ′ 1 , . . . , ℓ ′ n ) (ℓ 1 , . . . , ℓ n ).
Phase changes increase (ℓ 1 , ..., ℓ n ) (h(t)) if such a change occurs in a queue in phase i with a length in [ℓ i +1 , ℓ i − 1]. Therefore phase changes increase (ℓ 1 , ..., ℓ n ) (t) at rate n−1 i =1 µ i p i ( (ℓ 1 , ..., ℓ i −1 , ℓ i +1 , ℓ i +1 , ..., ℓ n ) (h(t)) − (ℓ 1 , ..., ℓ n ) (h(t))).
Service completions in queues in phase i that have a length in [l i , l 1 ] decrease (ℓ 1 , ..., ℓ n ) (h(t)) at rate ν i (as the initial service phase of the next job in service is phase 1). The drift is therefore given by − n i =1 ν i ( (ℓ 1 +1, ..., ℓ 1 +1 i −1 times , ℓ i , ..., ℓ n ) (h(t)) − (ℓ 1 +1, ..., ℓ 1 +1 i times , ℓ i +1 , ..., ℓ n ) (h(t))) = n i =2 (ℓ 1 +1, ..., ℓ 1 +1 i −1 times , ℓ i , ..., ℓ n ) (h(t))(ν i −1 − ν i ) − (ℓ 1 , ..., ℓ n ) (h(t))ν 1 + (ℓ 1 +1, ..., ℓ 1 +1) (h(t))ν n .
The next proposition shows that it suffices to prove attraction for points h ∈ Ω for which h ≤ C π or π ≤ C h, where π is a fixed point of the ODEs (11) (12) . P 4. Let h ∈ Ω and assume µ i (1 − p i ) is decreasing in i, then the trajectory h(t) starting in h(0) ∈ Ω at time 0 converges pointwise to π provided that for any h ∈ Ω with h ≤ C π or π ≤ C h, h(t) with h(0) = h converges pointwise to π .
. Due to Proposition 3 it suffices to show that for any h ∈ Ω there exists a h (l ) , h (u) ∈ Ω, with h (l ) ≤ C π and π ≤ C h (u) , such that h (l ) ≤ C h ≤ C h (u) . For h (l ) we can simply pick the zero vector as 0 ≤ C h for any h ∈ Ω. For h (u) we set h (u) ℓ,i = max(h ℓ, 1 , π ℓ, 1 ), for i = 1, . . . , n. Hence, h ℓ,i ≤ h ℓ, 1 ≤ max(h ℓ, 1 , π ℓ, 1 ) = h (u) ℓ,i and for ℓ 1 ≥ ℓ 2 ≥ . . . ≥ ℓ n ≥ 1 with ℓ 1 > ℓ n
where the first inequality follows from (15) . This shows that h ≤ C h (u) and similarly one finds that π ≤ C h (u) . (h L, j (t) − h L, j+1 (t))ν j , (19) and d dt z 2 (h(t)) = −h 1, 1 (t) + n j=1 (h 1, j (t) − h 1, j+1 (t))ν j .
P . The expression for dz 1, L (h(t))/dt is immediate from (11) . For dz 2 (h(t))/dt we can make use of (12) and obtain (after exchanging the order of the sums): (h 1, j (t) − h 1, j+1 (t))ν j R j + n j=2 (h 1, j (t) − h 1, j+1 (t))ν j R 1 = (h 1, 1 (t) − h 1, 2 (t))ν 1 R 1 − h 1, 1 (t) + h 1,n (t) − h 1,n (t)ν n R n + n j=2 (h 1, j (t) − h 1, j+1 (t))ν j R 1 .
The result follows by noting that R 1 = 1 and R n = 1/µ n . P 5. Assume that (A0-A3) hold and that µ i (1 − p i ) is decreasing in i. For any h(0) ∈ Ω with h(0) ≤ C π or π ≤ C h(0), h(t) converges pointwise to π .
