Emergent colloidal edge currents generated via exchange dynamics in a
  broken dimer state by Massana-Cid, Helena et al.
Emergent colloidal edge currents generated via
exchange dynamics in a broken dimer state
Helena Massana-Cid,1,2,† Antonio Ortiz-Ambriz,1,2,†
Andrej Vilfan,3,4 Pietro Tierno,1,2,5,∗
1Departament de Fı´sica de la Mate`ria Condensada, Universitat de Barcelona, Barcelona, Spain,
2Institut de Nanocie`ncia i Nanotecnologia, Universitat de Barcelona, Barcelona, Spain,
3Max Planck Institute for Dynamics and Self-Organization (MPIDS), 37077 Go¨ttingen, Germany,
4J. Stefan Institute, Jamova 39, SI-1000 Ljubljana, Slovenia,
5Universitat de Barcelona Institute of Complex Systems (UBICS), Barcelona, Spain.
†Both authors contributed equally to this work.
∗To whom correspondence should be addressed; E-mail: ptierno@ub.edu.
Controlling the flow of matter down to micrometer-scale confinement is of
central importance in materials and environmental sciences, with direct ap-
plications in nano-microfluidics, drug delivery and biothechnology. Currents
of microparticles are usually generated with external field gradients of differ-
ent nature [e.g., electric, magnetic, optical, thermal or chemical ones] which
are difficult to control over spatially extended regions and samples. Here
we demonstrate a general strategy to assemble and transport polarizable mi-
croparticles in fluid media through combination of confinement and magnetic
dipolar interactions. We use a homogeneous magnetic modulation to assem-
ble dispersed particles into rotating dimeric state and frustrated binary lat-
tices, and generate collective edge currents which arise from a novel, field-
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synchronized particle exchange process. These dynamic states are similar to
cyclotron and skipping orbits in electronic and molecular systems, thus paving
the way toward understanding and engineering similar processes at different
length scales across condensed matter.
Confinement plays a central role in condensed matter physics (1) and it directly influences
the transport properties of many systems, from electron flow in graphene (2) and heterostruc-
ture (3) devices, to vortices in high-Tc superconductors (4), stochastic processes (5), polymeric
(6), glassy (7), and active matter (8) systems. In colloidal science, confining a suspension
of microscopic particles between two flat surfaces reduces the overall mobility, screens elec-
trostatics and hydrodynamics, and forces the dispersed particles to interact through excluded
volume producing novel form of aggregation (9). Confinement can be also used to measure
colloidal interactions (10), probe the frictional deformations (11) or shed light on subtle ef-
fects such as critical Casimir forces (12). The combination of a confining mechanism with
a pre-designed interaction potential has been predicted to generate novel colloidal phases and
dynamics (13 - 15) [although no net current], all phenomena impossible to observe in uncon-
strained systems. Despite the rapid progress in colloidal engineering, the few demonstrations
of dispersion-free colloidal transport have been achieved only via specially prepared ferromag-
netic substrates (16,17) requiring complex and often difficult fabrication procedures. Beyond
such limitation, we show here that a combination of hard wall confinement and magnetic dipo-
lar interactions generates colloidal states and currents that can be carefully controlled in-situ by
a homogeneous, time-dependent magnetic field.
Our system consists of an ensemble of paramagnetic colloidal particles with diameter d =
2.8µm, dispersed in water and enclosed within a thin cell of thickness h < 2d, Figs.1(A-D)
(18). The system is quasi two-dimensionally confined and two particles can only pass each
other by moving along the particle plane (unit vectors ex, ey), not jumping along the perpen-
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dicular (ez) direction. The particles are doped with nanoscale iron oxide grains and they are
responsive to an external magnetic field, B. When B = 0, they are unmagnetized and per-
form simple thermal diffusion along the same plane. Application of the external field induces
a dipole moment m = piχd3B/(6µ0), where χ = 0.4 is the magnetic volume susceptibility
and µ0 is the vacuum permeability. Pairs of particles (i, j) with moments mi,j = mei,j and at
distance r = |ri − rj| interact through dipolar forces, with an interaction potential given by,
Ud(r) = ω
[
ei·ej
r3
− 3(ei·r)(ej ·r)
r5
]
, with ω = µ0m2/(4pi). This potential is maximally attractive
(repulsive) for particles with magnetic moments parallel (perpendicular) to r. In an uncon-
strained system, when the applied field is perpendicular to the particle plane, Ud reduces to an
isotropic repulsion between parallel particles in the same plane, Ud(r) = ω/r3. This repulsion
maximizes the inter-particle distance, inducing the formation of a triangular lattice close to the
bottom plate. Upon increasing B the strong dipolar repulsion destabilizes this structure, induc-
ing out-of-plane motion and the assembly of particles into vertical columns (along ez) (20). The
presence of confinement, however, softens the pair repulsion, avoiding the formation of these
columns and leading to a different phase behavior (21). If we consider the particles between
two hard walls at a distance h < 2d, Eq. ?? can be rewritten as Ud(r, z) = ω r
2−2z2
(r2+z2)5/2
. In this
geometry the particles repel when the elevation difference between their centers is ∆z < d/
√
5,
but otherwise they experience a short-range attractive and long-range repulsive potential. Under
a static field, it was shown that this change of the potential gives rise to different equilibrium
phases characterized by a triangular, square or labyrinthine type of ordering (21 ).
Instead of a static field, we drive the system out-of-equilibrium by using a time-dependent
magnetic field which performs a conical precession around ez,
B = B0[cos θez + sin θ(cos (2pift)ex + sin (2pift)ey)] (1)
where f is the frequency and θ the precession angle that we keep constant at 26.9◦. The se-
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quence of images in Figs.1(A-C) illustrates the impact of the magnetic precession on the par-
ticle aggregation process in a cell of thickness h = 3.9µm. Starting from a disordered, fluid
like phase (Fig.1(A)), the magnetic modulation assembles the dispersed particles into a lattice
of rotating colloidal dimers, each performing a localized rotational motion around a common
vertical axis, Fig.1(B). As shown in Movie S1 in (18 ), the dimers behave as precessing tops,
and the two particles display different brightness due to the differences in elevation, see also
schematics in Fig.1(D). At low driving freqeuncy, the cyclotron frequency ν of the spinning
dimers is phase locked with the driving field, ν = f .
This dynamic state may be changed by either raising f or varying the cell thickness h.
For h > 4.5µm, the spinning dimers transit from synchronous to asynchronous rotation (SA)
above a critical frequency fc, where the viscous torque overcomes the magnetic one an breaks
the phase-locking, Fig.1(E). In this situation the driving field rotates faster than the dimers
and the phase-lag angle between the dimer director and B is no longer constant. The fast
precession produces a characteristic “back-and-forth” dynamics during each field cycle and a
reduction of the average cyclotron frequency. For stronger confinements (h < 4.5µm), we
observe that when f is higher than a threshold rupture frequency fr, there is a transition from
the synchronous rotation to dimer rupture (SR) producing two separate lattices of up and down
particles, as shown in Fig.1(C). Even if subjected to gravitational forces, the up-particles remain
stably located close to the upper surface as long as the magnetic field is applied. Similar to
the buckled colloidal monolayer of compressed microgels particles (9), the up-down state can
be mapped to a frustrated Ising antiferromagnet on a triangular lattice (22). However, our
lattice features a much larger inter-particle distance, which results from the softness of the pair
potentials.
To predict the dynamic states formed by the magnetic dimers at low density, we develop
a physical model based on the balance between the magnetic torque τm required to rotate the
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dimer (Eq.(2) in (18)) and the viscous one τv which arises from the rotation in the fluid (Eq.(4)
in (18)). The main result is the rotation frequency function,
ν = ν0
sin θ
sinα
sinφ(sinα sin θ cosφ+ cosα cos θ) , (2)
where α is the minimum angle between the center to center vector joining two particles and the
vertical axis, φ the angle between the horizontal projections of the magnetic field and the dimer
orientation, ν0 = χ
2B2d
24µ0γ
∼ 14.4Hz, and γ the viscous drag of the particle (18). The maximum
rotation frequency fc is determined by the maximal value of ν(φ). Above fc, synchronous
rotation is not possible and phase-slippage occurs. Alternatively, the dimer can rupture at a
lower frequency fr (18). The resulting frequencies, fc and fr, are compared with experimental
values in Fig.1(F). Even if this analysis only considers the stability of individual dimers, it
captures well the dynamics of the ensemble at low densities, due to the large inter-particle
distance.
Increasing the particle density forces the dimers to interact producing collective states where
they can break up and their components exchange position with other particles in nearest dimers.
Experiments and numerical simulations (18) are used in tandem to unveil the rich dynamic paths
that arise by changing h and the normalized area packing fraction, Φ = Npid2/(4A), where N
is the number of particles and A the observation area. The colored arrows in Fig.2(A) summa-
rize the four situations encountered, while the diagram in Fig.2(B) shows the good agreement
between the experimental data (scattered points) and the numerical simulations (shaded re-
gions). In all cases, we start from an ensemble of spinning dimers in the synchronous state.
We find that for packing fraction Φ > 0.35 the SA an SR transitions display an intermediate
exchange state, which gives rise to the Synchronous-Exchange-Asynchronous (SEA) and the
Synchronous-Exchange-Rupture (SER) regimes.
We characterize these regimes by measuring the average cyclotron frequency, Fig.2(C) and
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the average distance 〈∆r〉 between nearest neighbors, Fig.2(D). The first observable shows
that the SA regime (orange line) can be described by the single dimer behavior, fitting the
curve with the function ν = ν(f) in caption of Fig.1, while the SEA (red line) shows a large
deviation after the synchronous state. The other two states, SR and SER disappear quickly after
the synchronous state since they show no stable dimers. Thus, we use the second observable,
shown in Fig.2(D), to characterize these regimes. For a system in the SA regime, the average
distance has a constant plateau with 〈∆r〉 ≈ d since the dimers do not break, but simply slow
down their orbital motion. In contrast, 〈∆r〉 reaches the maximum value for the SR path, when
the colloids form the up and down lattice. The SEA and SER states are observed at higher
packing fraction which corresponds to a lower separation distance. In the SEA regime, 〈∆r〉
momentarily increases above d before falling back when the system return to an asynchronous
rotation. While the SR regime shows a quick transition to its maximum distance, the SER
displays an intermediate region where the average distance depends linearly with the frequency.
For an isotropic precessing field, the exchange events occur randomly through the sample
and arise from a spontaneous dynamical symmetry breaking process. We create a polarized edge
current by imposing a small in-plane field Bs that breaks the spatial isotropy of the precession.
The result of this bias is a synchronized bidirectional flux of particles where the up and down
paramagnetic colloids periodically separate and recombine as shown in Fig.3(A,B), Movie S3
in (18). We quantify the amplitude of this current by measuring the mean edge velocity ve of
a particle i at elevation zi from the middle plane as, ve = 〈(vy,iex − vx,iey)zi/|zi|〉, Fig.3(C).
This expression averages the in plane velocity components of all particles, giving the same
sign to opposite propelling particles located on different planes. The edge current normalized
to the the maximum particle velocity is thus given by, I = 2|ve|/(fd
√
pi√
3Φ
). The maximum
current I = 1 corresponds to the fully synchronized transport, where all particles travel one
lattice site per field cycle. Fig.3(C) shows the edge current versus shift angle δ for different
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frequencies. For high f (blue lines) the current increases slowly with δ; the system is initially
in an asynchronous state with few exchange events that increase in probability with higher bias.
In contrast, at low f (red lines) there is no initial current for low δ and the system starts from
a synchronous state. Above a critical bias, the events of particle exchange become directional
and the system quickly reaches the maximum current. The emergence of the edge current I can
be understood by carefully analyzing the exchange and recombination process of two particles
in Figs.3(B,E-F). When two approaching up and down particles are pushed close to each other
by the repulsion from their neighbors, their dipolar interaction is first repulsive, but it quickly
becomes attractive creating a new dimer, (pink region in Figs.3(E,F)). However, the viscous
torque impedes the dimer to rotate as fast as the field. This effect appears in Fig.3(F) where the
in plane angle between the field and the dimer director is not constant, but decreases with time
starting from φ = pi. When the relative angle becomes close enough to pi/2 the dipole moments
are parallel and the dipolar force becomes repulsive. Now the dimer breaks and the composing
particles are pushed apart, coupling to the next particle of the lattice in a minuet type of motion.
The result is in a bidirectional edge current of up and down particles that flow along the same
direction but in opposite sense.
In conclusion, we have shown that the combination of confinement and time dependent
magnetic fields produces a rich repertoire of dynamic states starting from a population of inert
colloidal spheres. We realize self-assembled dimers with localized orbital motion, frustrated
binary lattices and robust bidirectional edge currents. This transport dynamics resembles the
skipping orbits in a dilute electron gas moving through semiconductor heterostructures (23),
inviting a fundamental study of the analogy between both process at a semi-classical level. The
exotic states we report here via an engineered soft-shoulder potential were predicted in different
theoretical models, but not observed so far (13,15). Our results also open a new avenue in
manipulation of microscopic matter in fluids, with great potential for non-invasive transport of
7
colloidal matter trough small membranes and pores where confinement plays a key role.
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Figure 1: Assembly procedure of colloidal dimers and binary lattices. (A-C) Micro-
scope snapshots showing N = 288 particles in the absence of an external field (A),
and driven by a precessing field with B0 = 7.3mT, θ = 26.9◦ and frequency f = 1Hz (b)
and f = 20Hz (C). The dispersed particles (A) are first assembled to rotating dimers
(B), and later broken into a binary arrangement of up and down particles (C) by raising
f . For clarity, particles located close to the upper (lower) plate are shaded in blue (or-
ange), the cell thickness is h = 3.9µm. Scale bars are 10µm for all images, Movie S1 in
(18). (D) Schematic showing the particle location inside a thin cell (d < h < 2d) when
forming the dimers (top) and the up-down state (bottom). (E,F) Dynamics of single
dimer: (E) cyclotron frequency ν of a dimer vs driving frequency f showing the transi-
tion from synchronous to asynchronous regime at fc = 9.8Hz from experiments (scat-
tered data) and simulation (continuous line). In the synchronous phase ν = f , while
above fc the cyclotron rotation decreases following the equation ν = f −
√
f 2 − f 2c (19).
(F) Driving frequency versus confinement showing the transition of the dimers from
synchronous to asynchronous (red, threshold at fc), or from synchronous to rupture
(green, threshold at fr). Experimental points are scattered data, theoretical model and
simulations are represented by a continuous and dashed lines resp.
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Figure 2: Dynamic colloidal states from experiments and numerical simulations.
(A) Images illustrating different transition paths observed for B0 = 7.28mT, θ = 26.9◦;
all starting from a synchronous orbit at f = 1Hz. SA: Synchronous → Asynchronous
rotations (f = 20Hz), h = 5.1µm; SEA: Synchronous → Exchange of neighbors (f =
8Hz) → Asynchronous (f = 25Hz), h = 4.4µm; SER: Synchronous → Exchange of
neighbors (f = 3Hz)→ Rupture (f = 14Hz), h = 4.4µm; SR: Synchronous→ Rupture
(f = 9Hz), h = 4.0µm. Movie S2 in (18). (B) Combined experiment (symbols) and
simulation (colored regions) results of the location of the different transition paths in
the (Φ, h) plane. (C,D) From simulations: Average cyclotron frequency of the dimers
ν (C) and nearest neighbor separation distance 〈∆r〉 (D) versus driving frequency f .
Both quantities can be used to classify the different transition paths observed.
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Figure 3: Colloidal edge current. (A) Microscope image with superimposed trajec-
tories of up (blue) and down (orange) particles driven by an off-axis precessing field
with B0 = 7.2mT, θ = 26.9◦ and f = 6Hz in a cell of thickness h = 4µm, Movie S3
in (18). Scale bar is 10µm. (B) Enlargement of this image with only two superim-
posed particle trajectories from experiments (left) and simulation (right). (C) Intensity
I of the edge current versus shift angle δ for different values of the driving frequency
(color bar) from simulations. High frequencies (blue lines) produce a smooth raise
of I to the maximum flow, where all up and down particles contribute to the current.
For f < 4Hz (red lines) we observe a sharp increase from zero current to the max-
imum value at a fixed δ. (D) Schematic showing a shifted conical field obtained by
adding a zenithal angle δ which only rotates the static component of the magnetic
field, Bs = sin(δ)ex + cos(δ)ez. With this additional bias, the external field now reads
as: B(t) = B0[(sin(θ) cos(2pift) + cos(θ) sin(δ)) ex + sin(θ) sin(2pift)ey + cos(θ) cos(δ)ez].
(e-g) Details on the exchange mechanism: (e) inter-particle distance rij between two
particles (i, j), from experiments and simulations. Only from simulations: (F) phase
lag angle between the dimer and the field φ and (G) projection of the magnetic dipolar
force F · rˆij versus rescaled time t. The pink shaded region indicates the time window
of the dimer formation, rij = 2d.
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