Motivated by team formation applications, we study discrete optimization problems of the form max S∈S (f (S) − w(S)), where f : 2 V → R + is a non-negative monotone submodular function, w : 2 V → R + is a non-negative linear function, and S ⊆ 2 V . We give very simple and efficient algorithms for classical constraints, such as cardinality and matroid, that work in a variety of models, including the offline, online, and streaming. Our algorithms use a very simple scaling approach: we pick an absolute constant c ≥ 1 and optimize the function f (S) − c · w(S) using a black-box application of standard algorithms, such as the classical Greedy algorithm and the single-threshold Greedy algorithm. These algorithms are based on recent works that use (time varying) scaling combined with classical algorithms such as the discrete and continuous Greedy algorithms (Feldman, WADS'19; Harshaw et al., ICML'19).
Introduction
Motivated by team formation applications, we study discrete optimization problems of the form where f : 2 V → R + is a non-negative monotone submodular function, w : 2 V → R + is a nonnegative linear function, and S ⊆ 2 V . The objective function g(S) = f (S) − w(S) is submodular, but it is potentially negative and non-monotone. Most of the existing algorithms for (monotone or general) submodular maximization crucially rely on the assumption that the function is non-negative and thus they do not immediately apply to this setting. Indeed, the problem of maximizing a potentially negative submodular function is inapproximable in the following sense: it is NP-hard to determine whether the optimum value is positive or not, and thus no multiplicative factor approximation is possible. Nevertheless, the objective functions that we consider have beneficial structure, and several works [5, 2, 3] have shown that we can obtain meaningful guarantees provided we aim for a slightly weaker notion of approximation. More specifically, these works give algorithms that construct a solution S ∈ S satisfying
for some α ≤ 1. The work [5] reduces the problem max S∈S f (S) − w(S), where S is a matroid constraint, to the problem of maximizing f (S) subject to both a knapsack constraint w(S) ≤ B and the matroid constraint. This is achieved by approximately guessing w(OPT) and using each of those guesses as the knapsack budget B. For each fixed guess, the resulting problem can be solved using a variant of the continuous greedy algorithm, and the resulting solution satisfies (up to a small error) f (S) − w(S) ≥ 1 − 1 e f (OPT) − w(OPT), which is the best guarantee one can hope for. Feldman [2] showed that the guessing step can be removed and one can obtain the same approximation guarantee by using the continuous greedy algorithm on a distorted objective function: at time t, the objective being optimized is e t−1 F (x) − w, x , where F is the multilinear extension of f . Harshaw et al. [3] showed that, for the special case of a cardinality constraint, one can obtain a much more efficient algorithm by combining the time-varying distortion approach with the standard Greedy algorithm.
In this note, we take these ideas one step further and obtain very simple and efficient algorithms that work in a variety of models, including the offline, online, and streaming. Our algorithms use a very simple scaling approach: we pick an absolute constant c ≥ 1 and optimize the function f (S) − c · w(S) using a black-box application of standard algorithms, such as the classical Greedy algorithm and the single-threshold Greedy algorithm.
An offline algorithm for a matroid constraint
In this section, we consider the problem max S∈I f (S) − w(S), where I is the set of independent sets in a matroid. Our algorithm applies the standard Greedy algorithm to the scaled objective f (S) − 2w(S). The
Note that this matches the approximation guarantee of the standard Greedy algorithm for monotone maximization (the special case when w = 0), which is tight for the Greedy algorithm. For a set function h, we use the notation h(e|S) := h(S ∪ {e}) − h(S) to denote the marginal gain of e on top of S.
Throughout this note, we assume that there is a solution with positive objective, i.e., f (S) − w(S) > 0 for some S ∈ S (this is for simplicity and without loss of generality, since otherwise ∅ is feasible and is optimal).
where V is a finite ground set and I is a collection of subsets of V . We refer to each set in I as an independent set. Then M is a matroid if the collection I satisfies the following properties:
1. The empty set is independent: ∅ ∈ I. Our analysis uses the following standard result for matroids, which follows from the matroid exchange property.
(hereditary property) Every subset of an independent set is independent: if
Lemma 2.2. Let I and J be two independent sets in a matroid such that |I| ≤ |J|. Then there is an injective mapping π : I \ J → J such that (J \ π(e)) ∪ {e} is independent for every e ∈ I \ J.
Proof. We first consider the case when |S| = |OPT|. We show at the end of the proof how to extend the analysis to handle the case when |S| = |OPT|. We apply Lemma 2.2 with I = OPT and J = S and obtain a bijective mapping π : OPT → S such that π(e) = e for all e ∈ OPT ∩ S and (S \ π(e)) ∪ {e} is independent for every e ∈ OPT (note that we simply augment the mapping guaranteed by the lemma so that elements in the intersection are mapped to themselves). Let k = |OPT| = |S|. Let e 1 , . . . , e k be the elements of S in the order in which they were added to S by the algorithm. Let o i = π(e i ) for all i ∈ [k], and thus OPT = {o 1 , o 2 , . . . , o k }. Let S (i) = {e 1 , . . . , e i } and OPT (i) = {o 1 , . . . , o k }.We now show that, for every i ∈ [k], we havẽ g(e i |S (i−1) ) ≥g(o i |S (i−1) ) Algorithm 1 Scaled Greedy algorithm for a matroid constraint
To see this, consider the iteration i of the algorithm. If o i = e i , the inequality is immediate. Therefore we may assume that o i = e i . The choice of the mapping π guarantees that (S \ {e i }) ∪ {o i } ∈ I. Since S (i−1) ⊆ S \ {e i }, the hereditary property implies that S (i−1) ∪ {o i } ∈ I. Since o i was a candidate for e i , it follows thatg(e i |S (i−1) ) ≥g(o i |S (i−1) ), as claimed.
Thus, for all i ∈ [k], we have
By submodularity,
Summing up over all i and using monotonicity of f , we obtain
Now suppose that |S| < |OPT|. The augmentation property guarantees that there exists an element e ∈ OPT \ S such that S ∪ {e} ∈ I. Since e was not added to the algorithm, we have g(e|S) < 0 and thus g(S ∪ {e}) < g(S). By repeating this argument, we can see that we can augment S using elements of OPT and obtain a set S ′ such that |S ′ | = |OPT| and g(S ′ ) < g(S). We use the same argument as above but with S ′ instead of S.
Finally, suppose that |S| > |OPT|. Let S ′ be the first |OPT| elements added to S. Note that we have g(S) ≥ g(S ′ ) since every element e satisfies g(e|S) ≥ 0 when it was added to S. We use the same arugment as above but with S ′ instead of S. 
where the inequality is by submodularity. Rearranging, we obtain g(o|S) ≤ τ This is due to the fact that o had marginal gain less than τ when it arrived and the marginal gains can only decrease due to submodularity ofg. Therefore we have
The third inequality is by monotonicity of f and non-negativity and linearity of w. The second inequality follows from submodularity. Indeed, let O = OPT \ S and let o 1 , o 2 , . . . , o |O| be an arbitrary
where the inequality is by submodularity. Rearranging, we obtain
On the other hand, since the algorithm only added elements with marginal gain at least the threshold, we haveg (S) ≥ τ |S| Indeed, let e 1 , e 2 , . . . , e |S| be the elements of S in the order in which they were added. Let S (i) = {e 1 , . . . , e i }. We haveg
Therefore
Setting the threshold as suggested by the above theorem requires knowingĝ(OPT), whereĝ(S) := 1 2 (3 − √ 5)f (S) − w(S). To remove this assumption, we use a standard approach introduced by [1] , which we now sketch. The largest singleton value v = max eĝ ({e}) gives us a k-approximation toĝ(OPT). Given this approximation, we guess a 1 + ǫ approximation toĝ(OPT) by trying O(log k/ǫ) values between v and kv. The overall streaming algorithm runs in parallel O(log k/ǫ) copies of the basic algorithm with different thresholds. As new elements arrive in the stream, the value v = max eĝ ({e}) increases. To account for this, existing copies of the basic algorithm with small guesses are dropped and new copies with higher guesses are added. An important observation is that, when we introduce a new copy of the basic algorithm with a large guess, starting it from the middle of the stream has exactly the same outcome as starting it from the beginning of the stream: all previous elements have marginal gain much smaller than the guess and smaller than the threshold so they would have been rejected by the algorithm. We refer the reader to [1] for the full details.
