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SIMPLE WEIGHT MODULES WITH FINITE-DIMENSIONAL
WEIGHT SPACES OVER WITT SUPERALGEBRAS
YAOHUI XUE, RENCAI LU¨
Abstract. Let Am,n be the tensor product of the Laurient polynomial algebra in m
even variables and the exterior algebra in n odd variables over the complex field C, and
the Witt superalgebra Wm,n be the Lie superalgebra of superderivations of Am,n. In
this paper, we classify the simple weight Wm,n modules with finite-dimensional weight
spaces with respect to the standard Cartan algebra of Wm,0. Every such module is
either a simple quotient of a tensor module or a module of highest weight type.
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1. Introduction
We denote by Z,Z+,N,Q and C the sets of all integers, non-negative integers, positive
integers, rational numbers and complex numbers, respectively. All vector spaces and
algebras in this paper are over C, and all modules over Lie superalgebras are Z2-graded.
We denote by U(a) the universal enveloping algebra of the Lie superalgebra a.
Let A = Am,n be the tensor superalgebra of the Laurient polynomial algebra in m
even variables t1, t2, . . . , tm and the exterior algebra in n odd variables ξ1, ξ2, . . . , ξn,
and the Witt superalgebra W = Wm,n be the Lie superalgebra of superderivations of
Am,n. Denote by Dm = span{ti
∂
∂ti
| i = 1, 2, . . . , m} the Cartan subalgebra of Wm,0.
Throughout this paper, a Wm,n module M is called a weight module if the action of Dm
on M is diagonalizable.
Representation theory of Witt algebra Wm,0 has been well-developed. Simple weight
modules with finite-dimensional weight spaces (also called Harish-Chandra modules) for
the Virasoro algebra (which is the universal central extension of W1,0) were conjectured
by V. Kac in [11] and classified by O.Mathieu in [15], see also [21] for another approach.
Then similar classification was given for the higher rank Virasoro algebras in [20, 14].
In 2004 Eswara Rao conjectured in [8] that a simple weight module forWm.0 with finite-
dimensional weight spaces is either a quotient of a tensor module or a module of highest
weight type. The weight set of those modules for Wm,0 was given in [16]. Finally,
Y. Billig and V. Futorny completed the classification for Wm,0 in [3]. The Am,0-cover
method developed in [3] turns out to be extremely useful. For more related results, we
refer the readers to [4, 7, 8, 19] and the references therein.
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The finite-dimensional simple W0,n modules were classified in [1]. Very recently, the
simple weight modules with finite-dimensional weight spaces over the N = 2 Ramond
algebra (which is a central extension of W1,1) were classified in [13].
Hence it is natural to consider the classification of simple weight modules over Wm,n
which have finite-dimensional weight spaces.
A Wm,n weight module is called cuspidal or uniformly bounded if the dimensions of
its weight spaces are uniformly bounded by some constant.
This paper is arranged as follows. In Section 2, we collect some notations and results
for later use. In Section 3, we classify simple cuspidal Wm,n modules by extending
the methods and results by E. Rao, Y. Billig, V. Futorny for the Lie algebras Wm,0 to
that for the Lie superalgebras Wm,n, see Theorem 3.11. This is the main part of this
paper, and the ideas in this section are used to solve the classification of simple cuspidal
modules for the Lie algebra of vector fields on Cn, see [22]. In Section 4, we classify
simple cuspidal modules over the extended Witt superalgebra by using the results in
Section 3, see Theorem 4.4. In Section 5, we classify simple weight Wm,n modules with
finite-dimensional weight spaces after proving several auxiliary lemmas as those in [16]
for modules that are not cuspidal. Every such module is either a quotient of a tensor
module or a module of highest weight type, see Theorem 5.11.
2. Preliminaries
In this section, we collect some basic definitions and results for our study.
A vector superspace V is a vector space endowed with a Z2-gradation V = V0¯ ⊕ V1¯.
The parity of a homogeneous element v ∈ Vi¯ is denoted by |v| = i¯ ∈ Z2. Throughout
this paper, when we write |v| for an element v ∈ V , we will always assume that v is a
homogeneous element. Denote by |I| the number of elements in the finite set I.
Denote by di = ti
∂
∂ti
, ∀i = 1, 2, . . . , m. Let
∆ = ∆m,n = span{di,
∂
∂ξj
| i = 1, . . . , m; j = 1, . . . , n}.
Let e1, . . . , em be the standard basis of Z
m.
For convenience, we will omit ⊗ in Am,n, and write t
α := tα11 t
α2
2 · · · t
αm
m , ξi1,i2,...,ik :=
ξi1ξi2 · · · ξik , ∀α = (α1, . . . , αm) ∈ Z
m, i1, i2, . . . , ik ∈ {1, 2, . . . , n}.
For any subset I = {i1, . . . , ik} ⊆ {1, 2, . . . , n}, we denote I = (l1, l2, . . . , lk) if
{i1, i2, . . . , ik} = {l1, l2, . . . , lk} and l1 < · · · < lk. Denote ξI := ξl1,...,lk . We set ξ∅ = 1.
Then Wm,n = Am,n∆ has a standard basis
{tαξIdi, t
αξI
∂
∂ξj
| i = 1, 2, . . . , m; j = 1, 2, . . . , n;α ∈ Zm; I ⊆ {1, 2, . . . , n}}.
We will also need the extended Witt superalgebra W˜m,n = Wm,n ⋉ Am,n with the
brackets
[a, a′] = 0, [x, a] = −(−1)|x||a|[a, x] = x(a), ∀a, a′ ∈ Am,n, x ∈ Wm,n.
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Let g be any of W˜m,n, Wm,n or any Lie supersubalgebra of W˜m,n that contains Dm.
A g module M is called a weight module provided that the action of Dm on M is
diagonalizable. Let M be a weight g module. Then
(2.1) M = ⊕λ∈CmMλ,
where Mλ = {v ∈ M |div = λiv, i = 1, 2, . . . , m}. Mλ is called a weight space corre-
sponding to the weight λ. The support Supp(M) ofM is defined as the set of all weights
λ for which Mλ 6= 0. In particular W˜m,n as a weight module over itself has support Z
m.
Therefore, for any indecomposable weight g module we have Supp(M) ⊆ λ + Zm for
some λ ∈ Cm. A weight g module M is called cuspidal or uniformly bounded provided
that there exists a positive integer N such that dimVλ < N for all λ ∈ Supp(V ). For
any subset S of Cm, denote MS = ⊕λ∈SMS. In particular, gG is a Lie supersubalgebra
of g if G is a semi-subgroup of the addtive group Cm.
For any µ ∈ Cm, denote dµ = µ1d1+· · ·+µmdm. µ is called generic if µ1, µ2, . . . , µm are
linearly independent over Q. For a given generic µ, we denote by Vir[µ] = Am,0(µ1d1 +
. . . + µmdm) the solenoidal Lie algebra (also called the centerless higher rank Virasoro
algebra). A Vir[µ] module M is called a weight module if the action of dµ on M is
diagonalizable.
Let σ : L→ L′ be any homomorphism of Lie superalgebras or associative superalge-
bras, and M be any L′ module. We make M into an L module by x · v = σ(x)v, ∀x ∈
L, v ∈ M . The resulting module will be denoted by Mσ. Denote by T the automor-
phism of L defined by T (x) = (−1)|x|x, ∀x ∈ L. For any L module M , we can make it
into a new module Π(M) by a parity-change of M .
Let B be any associative superalgebra. A B module M is called strictly simple if it
is a simple module over the associative algebra B (forgetting the Z2-gradation), i.e., M
has no B invariant subspaces (not necessarily Z2-graded) except 0 and M .
We will need the following two results on tensor modules over tensor superalgebras.
Lemma 2.1. Let B,B′ be unital associative superalgebras, andM,M ′ be B,B′ modules,
respectively. Then M ⊗M ′ ∼= Π(M)⊗ Π(M ′
T ) as B ⊗ B′ modules.
Proof. It follows directly from (b ⊗ b′)(v ⊗ v′) = (−1)|v||b
′|bv ⊗ b′v′ ∈ M ⊗M ′ and (b⊗
b′)(v⊗v′) = (−1)|b
′|(|v|−1)(bv)⊗ ((−1)|b
′|b′v′) = (−1)|v||b
′|bv⊗ b′v′ ∈ Π(M)⊗Π(M ′T ). 
Lemma 2.2. Let B,B′ be unital associative superalgebras such that B′ has a countable
basis, R = B ⊗B′, M ′ be a strictly simple B′ module and M be a B module. Then
(1). Any R submodule of M ⊗M ′ is of the form N ⊗M ′ for some B submodule N
of M ;
(2). Any simple quotient of the R module M ⊗M ′ is isomorphic to some K⊗M ′ for
some simple quotient K of M ;
(3). M ⊗M ′ is a simple R module if and only if M is a simple B module;
(4). Suppose that V is a simple R module and V contains a B′ = C⊗B′ submodule
M ′ that is strictly simple . Then V ∼=M ⊗M ′ for some simple B module M .
4 YAOHUI XUE, RENCAI LU¨
Proof. Let F be any R submodule of M ⊗ M ′. Then for any nonzero homogeneous
vector v ∈ F , we may write v =
∑k
i=1wi ⊗ w
′
i with w1, . . . , wk and w
′
1, . . . , w
′
k being
homogeneous elements respectively, and w′1, . . . , w
′
k being linearly independent. Since
B′ has a countable basis and M ′ is a strictly simple B′ modules, from the Theorem
of Density, there exists a b′ ∈ B′ such that b′w′i = δi,1w
′
i, i = 1, 2, . . . , k. Moreover,
since w′i are homogeneous, we may assume that b
′ is homogeneous. Therefore, b′v =
b′(
∑k
i=1wi ⊗ w
′
i) = (−1)
|w1||b′|w1 ⊗ w
′
1 ∈ F . So (C ⊗ B
′)(w1 ⊗ w
′
1) = Cw1 ⊗ B
′w′1 =
Cw1 ⊗M
′ ⊆ F . Similarly, we have Cwi ⊗M
′ ⊆ F . Now we have proved F = K ⊗M ′,
where K = {w ∈M | w ⊗M ′ ⊆ F}. It is clear that K is a B submodule of M and we
have (1).
(2) and (3) follow easily from (1). Suppose that V is a simple R module and V
contains a C⊗B′ submodule M ′ that is strictly simple. Then V is a simple quotient of
IndB⊗B
′
B′ M
′ ∼= B ⊗M ′. Now (4) follows from (2). 
Remark 2.3. We do not have the results in the lemma ifM ′ is a simple instead of strictly
simple B′ module. See for example [6, Section 3.1].
Let us briefly introduce exp-polynomial Lie superalgebras and exp-polynomial mod-
ules as in [5].
A Lie superalgebra L is called Zm-graded if L = ⊕α∈ZmLα as superspaces and
[Lα,¯i, Lα′,i¯′] ⊆ Lα+α′ ,¯i+i¯′, ∀α, α
′ ∈ Zm, i¯, i¯′ ∈ Z2. Let K = K0¯ ⊔ K1¯ be an index set.
Then L is said to be a Zm-graded exp-polynomial Lie superalgebra if L has a span-
ning set {gk(α)|k ∈ K,α ∈ Z
m} with gk(α) ∈ Lα,¯i, ∀k ∈ Ki¯, and there exists a fam-
ily of exp-polynomial functions {f sk,k′(α, α
′)|k, k′, s ∈ K} in 2m variables αi, α
′
i and
where for each k, k′ the set {s|f sk,k′(α, α
′) 6= 0} is finite, such that [gk(α), gk′(α
′)] =∑
s∈K f
s
k,,k′(α, α
′)gs(α + α
′), ∀k, k′ ∈ K,α, α′ ∈ Zm. An L module V is call Zm-graded
if V = ⊕α∈ZmVα as superspaces and Lα,¯iVβ,j¯ ⊆ Vα+β, ¯i+j, ∀i¯,j¯ ∈ Z2, α, β ∈ Z
m. Let
J = J0¯ ⊔ J1¯ be a finite index set. Then a Z
m-graded L module V is called Zm-
graded exp-polynomial modules if V has a spanning set {vj(α)|j ∈ J, α ∈ Z
m} with
vj(α) ∈ Vα,¯i, ∀j ∈ Ji¯, and there exists a family of exp-polynomial functions h
j′
k,j(α, β)
for k ∈ K, j, j′ ∈ J such that gk(α)vj(β) =
∑
j′∈J h
j′
k,j(α, β)vj′(α + β), where for each
k, j the set {j′|hj
′
k,j(α, β) 6= 0} is finite. A Z
m-graded exp-polynomial Lie superalgebra
L is called Zm-extragraded if L has another Z-gradation
(2.2) L = ⊕s∈ZL
(s)
and the set K is a disjoint union of finite subsets Ks such that {gk(α)|k ∈ Ks, α ∈ Z
m}
spans the vector superspace L(s) for each s ∈ Z.
Assume that V = ⊕α∈ZmVα is a Z
m-graded exp-polynomial L(0) module. we can
define the action of L+ = ⊕i∈NL
(i) on V by L+V = 0 and then consider the induced
module M˜(V ) = IndLL(0)+L+V
∼= U(L−) ⊗ V . It is clear that M˜(V ) is a Zm+1-graded
module over L. And M˜(V ) has a unique maximal proper Zm+1-graded submodule M˜ rad
which intersects trivialy with V . Let M(V ) = M˜(V )/M˜ rad.
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Lemma 2.4. [5, Theorem 1.5] Let L be a Zm-extragraded Lie superalgebra with grading
(2.2), and V be a Zm-graded exp-polynomial L(0) module. Then the Zm+1-graded L
module M(V ) has finite-dimensional Zm+1-graded spaces.
Proof. The proof is similar to that of Theorem 1.5 in [5]. 
3. Cuspidal modules
In this section, we will classify simple cuspidal Wm,n modules. Let us fix a (m,n) ∈
Z2+\{(0, 0)}. Denote A = Am,n,W =Wm,n, W˜ = W˜m,n, and ∆ = ∆m,n for short.
A W˜ module M is called an AW module if the action of A on M is associative, i.e.,
a · a′ · v = (aa′) · v, t0 · v = v, ∀a, a′ ∈ A, v ∈ M.
Denote by τ(i1, . . . , ik) the inverse order of the sequence i1, . . . , ik, and τ(I, J) :=
τ(I, J) = τ(k1, . . . , ks, l1, . . . , lr) when I∩J = ∅, where I = (k1, . . . , ks), J = (l1, . . . , lr).
We set τ(∅,∅) = τ(∅) = 0. Denote ξI,J = ξIξJ . Then ξI∪J = (−1)
τ(I,J)ξIξJ for all
I ∩ J = ∅.
Let J be the left ideal of U(W˜ ) generated by {t0 − 1, tαξI · t
βξJ − t
α+βξIξJ |α, β ∈
Zm, I, J ⊆ {1, 2, . . . , n}}. Then it is easy to see that J is in fact an ideal of U(W˜ ).
Now we have the quotient algebra U¯m,n = U(W˜ )/J = (U(A)U(W ))/J . From PBW
Theorem, we may identify A, W with their images in U¯ = U¯m,n. Thus U¯ = A · U(W ).
And denote by Km,n the associative supersubalgebra of U¯ generated by A and ∆, which
is the Weyl superalgebra, see [18].
A ·W is a Lie supersubalgebra of U¯ with a basis
{tαξI ·t
βξJdi, t
αξI ·t
βξJ
∂
∂ξj
|i = 1, 2, . . . , m; j = 1, 2, . . . , n;α, β ∈ Zm; I, J ⊆ {1, 2, . . . , n}}
and the brackets
[f · b, g · d] = f [b, g] · d− (−1)|f ·b||g·d|g[d, f ] · b+ (−1)|b||g|fg · [b, d],
∀f, g ∈ A, b, d ∈ W .
Let
Xα,i = t
−α · tαdi − di, Yα,j = t
−α · tα ∂
∂ξj
− ∂
∂ξj
,
X ′α,I,i =
∑
J⊆I(−1)
τ(J,I\J)+|J |t−αξJ · t
αξI\Jdi,
Y ′α,I,j =
∑
J⊆I(−1)
τ(J,I\J)+|J |t−αξJ · t
αξI\J
∂
∂ξj
,
∀α ∈ Zm, i ∈ {1, . . . , m}, j ∈ {1, . . . , n}, I ⊆ {1, 2, . . . , n}.
Let T = Tm,n be the supersubspace of U¯ with a basis B consisting ofXα,i, Yα,j, X
′
β,I,i, Y
′
β,I,j,
where α ∈ Zm \ {0}, β ∈ Zm, i ∈ {1, . . . , m}, j ∈ {1, . . . , n},∅ 6= I ⊆ {1, 2, . . . , n}.
Lemma 3.1. Let I = (l1, . . . , lk) and s ∈ {1, . . . , k}. We have
(1). t−β · tβξIdi =
∑
J⊆I(−1)
τ(J,I\J)ξJ ·X
′
β,I\J,i;
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(2). t−β · tβξI
∂
∂ξj
=
∑
J⊆I(−1)
τ(J,I\J)ξJ · Y
′
β,I\J,j;
(3).
∑
J⊆I(−1)
τ(J,I\J)+|J |t−β ∂ξJ
∂ξls
· tβξI\Jdi = (−1)
sX ′β,I\{ls},i;
(4).
∑
J⊆I(−1)
τ(J,I\J)+|J |t−β ∂ξJ
∂ξls
· tβξI\J
∂
∂ξj
= (−1)sY ′β,I\{ls},j;
(5).
∑
J⊆I(−1)
τ(J,I\J)t−βξJ · t
β ∂ξI\J
∂ξls
di = (−1)
s−1X ′β,I\{ls},i;
(6).
∑
J⊆I(−1)
τ(J,I\J)t−βξJ · t
β ∂ξI\J
∂ξls
∂
∂ξj
= (−1)s−1Y ′β,I\{ls},j.
Proof. First of all, from
(∑
J⊆K
(−1)τ(J,I\J)+τ(K\J,I\K)+|K\J |+τ(J,K\J)
)
ξKξI\K
=
∑
J⊆K
(−1)τ(J,I\J)+τ(K\J,I\K)+|K\J |ξJξK\JξI\K
=
∑
J⊆K
(−1)τ(J,I\J)+|K\J |ξJξ(K\J)∪(I\K)
=
∑
J⊆K
(−1)τ(J,I\J)+|K\J |ξJξI\J
=
∑
J⊆K
(−1)|K\J |ξI = 0, ∀K 6= ∅,
we have
∑
J⊆K(−1)
τ(J,I\J)+τ(K\J,I\K)+|K\J |+τ(J,K\J) = 0, ∀∅ 6= K ⊆ I. Then∑
J⊆I
(−1)τ(J,I\J)ξJ ·X
′
β,I\J,i
=
∑
J⊆I
∑
J ′⊆I\J
(−1)τ(J,I\J)(−1)τ(J
′,I\(J∪J ′))+|J ′|ξJ · t
−βξJ ′ · t
βξI\(J∪J ′)di
=
∑
K⊆I
∑
J⊆K
(−1)τ(J,I\J)+τ(K\J,I\K)+|K\J |ξJ · t
−βξK\J · t
βξI\Kdi
=
∑
K⊆I
∑
J⊆K
(−1)τ(J,I\J)+τ(K\J,I\K)+|K\J |+τ(J,K\J)t−βξK · t
βξI\Kdi
= t−β · tβξIdi +
∑
∅ 6=K⊆I
(∑
J⊆K
(−1)τ(J,I\J)+τ(K\J,I\K)+|K\J |+τ(J,K\J)
)
t−βξK · t
βξI\Kdi
= t−β · tβξIdi.
We get (1).
Similarly we have (2).
For any J = (li1 , . . . lip) with iq = s for some 1 ≤ q ≤ p, there are exactly (s −
1) − (q − 1) = s − q elements in I \ J smaller than ls. So τ(J, I \ J) = s − q + τ(J \
{ls}, I \ J). Then (−1)
τ(J,I\J)+|J | ∂ξJ
∂ξls
= (−1)τ(J\{ls},I\J)+s−q+|J\{ls}|+1(−1)q−1ξJ\{ls} =
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(−1)τ(J\{ls},I\J)+|J\{ls}|+sξJ\{ls}. Thus
∑
J⊆I
(−1)τ(J,I\J)+|J |t−β
∂ξJ
∂ξls
· tβξI\Jdi
=
∑
ls∈J⊆I
(−1)τ(J\{ls},I\J)+|J\{ls}|+st−βξJ\{ls} · t
βξI\Jdi = (−1)
sX ′β,I\{ls},i.
So we get (3). Similarly we have (4). Now for any I \ J = (lip+1 , . . . , lik) with iq = s for
some p+1 ≤ q ≤ k, there are exactly (k−s)−(k−q) elements in J greater than ls. Thus
τ(J, I\J) = q−s+τ(J, I\(J∪{ls})) and (−1)
τ(J,I\J) ∂ξI\J
∂ξls
= (−1)τ(J,I\(J∪{ls}))+q−s
∂ξI\J
∂ξls
=
(−1)τ(J,I\(J∪{ls}))+q−s(−1)q−|J |−1ξI\(J∪{ls}) = (−1)
τ(J,I\(J∪{ls}))+|J |+s−1ξI\(J∪{ls}), from which
we may easily deduce (5) and (6). 
Lemma 3.2. (1). T = {x ∈ A·W |[x,∆] = [x,A] = 0}. Thus T is a Lie supersubalgebra
of U¯ .
(2). B˜ = B ∪ {di,
∂
∂ξj
|i = 1, . . . , m; j = 1, . . . , n} is a basis of the free left A module
A ·W .
Proof. From Lemma 3.1 (1) and (2), we know that B∪{di,
∂
∂ξj
|i = 1, . . . , m; j = 1, . . . , n}
is a generating set of the free left A module A · W . And it is straightforward to
verify that B ∪ {di,
∂
∂ξj
|i = 1, . . . , m; j = 1, . . . , n} is A-linearly independent. So we
have (2). Denote T1 = {x ∈ A · W |[x,∆] = [x,A] = 0}. It is easy to see that
[T , A] = 0, and from Lemma 3.1 (3)-(6), we have [T ,∆] = 0. So T ⊆ T1. Using
(2), for any x ∈ T1, write x =
∑k
i=1 fi · xi + x
′ with fi ∈ A, xi ∈ B, x
′ ∈ A · ∆. Then
[d, x] =
∑k
i=1[d, fi] ·xi+[d, x
′] = 0, ∀d ∈ ∆. That is [∆, fi] = [∆, x
′] = 0, ∀i = 1, 2, . . . , k.
So we have fi ∈ C and x
′ ∈ ∆. And from [x, f ] = [x′, f ] = 0, ∀f ∈ A, we have x′ = 0.
Now T1 ⊆ T . So we have proved T = T1, which is (1). 
Lemma 3.3. We have the associative superalgebra isomorphism
(3.1) ι : Km,n ⊗ U(T )→ U, ι(x⊗ y) = x · y,
where x ∈ Km,n, y ∈ U(T ).
Proof. Note that T is a Lie supersubalgebra of U¯ and Km,n is an associative supersubal-
gebra of U¯ . So the restrictions of ι onKm,n and U(T ) are well-defined. From Lemma 3.2,
ι(Km,n) and ι(U(T )) are super commutative in U¯ . Hence ι is a well-defined homomor-
phism of associative superalgebras. Let W ′ = A⊗T +(A ·∆+A)⊗C ⊆ Km,n⊗U(T ).
From Lemma 3.1 (1) and (2), it is straightforward to verify that ι′ = ι|W ′ : W
′ →
A ·W +A is bijective hence a Lie superalgebra isomorphism. Therefore, the restriction
of ι′−1 to W˜ = W + A gives a Lie superalgebra homomorphism η : W˜ → Km,n ⊗ U(T )
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with
η(tβξI) = t
βξI ⊗ 1;
η(tβξIdi) =
∑
J(I
(−1)τ(J,I\J)tβξJ ⊗X
′
β,I\J,i + t
βξI ⊗Xβ,i + (t
βξI · di)⊗ 1;
η(tβξI
∂
∂ξj
) =
∑
J(I
(−1)τ(J,I\J)tβξJ ⊗ Y
′
β,I\J,j + t
βξI ⊗ Yβ,j + (t
βξI ·
∂
∂ξj
)⊗ 1.
(3.2)
So we have the associative superalgebra homomorphism η˜ : U(W˜ )→ Km,n⊗U(T ) with
η˜|W˜ = η. And it is clear that J ⊆ Ker(η˜). Hence we have the induced associative
superalgebra homomorphism η¯ : U¯ → Km,n ⊗U(T ). It is clear that η¯ = ι
−1 and ι is an
isomorphism. 
Let m = mm,n be the maximal ideal of Am,n generated by ti−1, ξj, i = 1, 2, . . . , m; j =
1, 2, . . . , n. Then m∆ is a Lie super subalgebra of W = A∆. And m∆ has a basis
consisting of
(3.3) (tα − 1)di, (t
α − 1)
∂
∂ξj
, tβξIdi, t
βξI
∂
∂ξj
,
α ∈ Zm \ {0}, β ∈ Zm, i = 1, . . . , m, j = 1, . . . , n;∅ 6= I ⊆ {1, . . . , n}.
In general, the Lie brackets in T is hard to compute out directly even for Wm,0, see
[8]. Here we construct a new isomorphism from T to m∆, which we believe is useful for
further study on various Lie superalgebras of Cartan type.
Define a linear map ψ : T → m∆ by
ψ(Xα,i) = (t
α − 1)di, ψ(X
′
α,I,i) = t
αξIdi,
ψ(Yα,i) = (t
α − 1)
∂
∂ξi
, ψ(Y ′α,I,i) = t
αξI
∂
∂ξi
.
(3.4)
ψ is clearly an isomorphism of vector superspaces. In fact, we have
Theorem 3.4. ψ : T → m∆ is an isomorphism of Lie superalgebras.
Proof. From Lemma 3.1 (1)(2), we have
(tα − 1)di = t
α ·Xα,i + (t
α − 1) · di;
(tα − 1)
∂
∂ξj
= tα · Yα,i + (t
α − 1) ·
∂
∂ξj
;
tαξIdi =
∑
J(I
(−1)τ(J,I\J)tαξJ ·X
′
α,I\J,i + t
αξI ·Xα,i + t
αξI · di;
tβξI′
∂
∂ξj
=
∑
J ′(I′
(−1)τ(J
′,I′\J ′)tβξJ ′ · Y
′
β,I′\J ′,j + t
βξI′ · Yβ,j + t
βξI′ ·
∂
∂ξj
.
(3.5)
Hence we have m∆ ⊆ m · ∆ + A · T . However m · ∆ + m · T is clearly an ideal of
m ·∆+A · T , so we have the Lie superalgebra homomorphism ω : m∆ ⊆ m ·∆+A · T →
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(m ·∆+A · T )/(m ·∆+m · T )→ (A · T )/(m · T )→ T . More precisely, from (3.5), we
have
ω((tα − 1)di) = Xα,i, ω(t
αξIdi)) = X
′
α,I,i,
ω((tα − 1)
∂
∂ξi
) = Yα,i, ω(t
αξI
∂
∂ξi
) = Y ′α,I,i.
(3.6)
Hence ψ = ω−1 and ω is a Lie superalgebra isomorphism, so is ψ. 
For any λ ∈ Cm, let σλ be the automorphism of the associative superalgebra Km,n
with σλ(di) = di + λi, σλ(
∂
∂ξj
) = ∂
∂ξj
, σλ|A = idA. Denote A(λ) := A
σλ . It is clear
that A(λ) ∼= Km,n/Iλ, where Iλ is the left ideal of Km,n generated by di − λi,
∂
∂ξj
, i =
1, . . . , m; j = 1, . . . , n.
Lemma 3.5. (1). A(λ) is a strictly simple Km,n module;
(2). Any simple weight Km,n module is isomorphic to some A(λ) for some λ ∈ C
m
up to a parity-change.
Proof. It is easy to see that A(0) hence A(λ) is a strictly simple Km,n module. Now let
V be any simple weight Km,n module with λ ∈ supp(V ). Fix a nonzero homogeneous
element v ∈ Vλ. Since V
′ = C[ ∂
∂ξ1
, . . . , ∂
∂ξn
]v is a finite-dimensional supersubspace with
∂
∂ξ1
, . . . , ∂
∂ξn
acting nilpotently, we may find a nonzero homogeneous element v′ ∈ V ′
with Iλv
′ = 0. Then up to a parity-change V = Km,nv
′ is isomorphic to a simple
quotient of A(λ) ∼= Km,n/Iλ. That is V ∼= A(λ). 
Now for any m∆ module V , we have the AW module Γ(λ, V ) := (Am,n(λ) ⊗ V )
ϕ1 ,
where ϕ1 : U¯
η
−→ Km,n⊗U(T )
id⊗ψ
−→ Km,n⊗U(m∆). More precisely, Γ(λ, V ) = Am,n⊗V
with actions
tβξIdi · (y ⊗ v) =
∑
J(I
(−1)τ(J,I\J)+|I\J ||y|tβξJy ⊗ t
βξI\Jdiv + t
βξIy ⊗ (t
β − 1)div
+ (tβξI(di + λi)(y))⊗ v;
tβξI
∂
∂ξj
· (y ⊗ v) =
∑
J(I
(−1)τ(J,I\J)+(|I\J |+1)|y|tβξJy ⊗ t
βξI\J
∂y
∂ξj
v
+ (−1)|y|tβξIy ⊗ (t
β − 1)
∂
∂ξj
v + tβξI ·
∂y
∂ξj
⊗ v;
x · (y ⊗ v) = xy ⊗ v, ∀x, y ∈ A, v ∈ V.
(3.7)
Lemma 3.6. (1). For any λ ∈ Cm and any simple m∆ module V , Γ(λ, V ) is a simple
weight AWm,n module.
(2). Let M be any simple weight AWm,n module with λ ∈ supp(M). There exists a
simple m∆ module V such that M ∼= Γ(λ, V ).
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Proof. From Lemma 3.5 (1) and Lemma 2.2 (3) , we know that A(λ) ⊗ V is a simple
Km,n ⊗ U(m∆) module for any λ ∈ C
m and any simple m∆ module V . From the
definition of Γ(λ, V ), we have (1). Let M be any simple weight AW module with
λ ∈ supp(V ). ThenMϕ
−1
1 is a simple Km,n⊗U(m∆) module. By a same argument as in
the proof of Lemma 3.5 (2), we may find a nonzero homogeneous v′ ∈ Mλ with Iλv
′ = 0
and Km,nv
′ ∼= A(λ) or Km,nv
′ ∼= Π(A(λ)). From Lemma 2.2 (4), there exists a simple
U(m∆) module P such thatMϕ
−1
1 ∼= A(λ)⊗P orMϕ
−1
1 ∼= Π(A(λ))⊗P ∼= A(λ)⊗Π(P T ).
Note that the last isomorphism is due to Lemma 2.1. Thus (2) follows.

Lemma 3.7. (1). m∆/m2∆ ∼= gl(m,n);
(2). Let V be any finite-dimensional m∆ module. Then there exists some k ∈ N such
that mk∆V = 0;
(3). Let V be any finite-dimensional simple m∆ module. Then we have m2∆V = 0.
Therefore, V can be regarded as a simple gl(m,n) module via the isomorphism in (1).
Proof. It is easy to verify that the linear map pi : m∆/m2∆→ gl(m,n) defined by
pi((ti − 1)
∂
∂tj
+m2∆) = Ei,j , pi(ξs
∂
∂ξj
+m2∆) = Em+s,m+j,
pi((ti − 1)
∂
∂ξj
+m2∆) = Ei,m+j, pi(ξj
∂
∂ti
+m2∆) = Em+j,i.
is a Lie superalgebra isomorphism. So we have (1).
Let V be any finite-dimensional m∆module. Let ∆′ = span{ ∂
∂ti
, ∂
∂ξj
|i = 1, 2, . . . , m; j =
1, 2, . . . , n}. Let A+ = C[t1, . . . , tm, ξ1, . . . , ξn], d =
∑m
i=1(ti − 1)
∂
∂ti
+
∑n
j=1 ξj
∂
∂ξj
and
m+ = m ∩ A+. Then m+ = ⊕+∞i=1m
+
i with m
+
k = {x ∈ m
+|[d, x] = kx} = span{(t1 −
1)p1 · · · (tm − 1)
pmξI ∈ A
+|p1 + · · ·+ pm + |I| = k, p1, . . . , pm ∈ Z+}. And m
+∆′ is a Lie
supersubalgebra of W = A∆′. Let f(λ) = Πsi=1(λ − λi)
ki be the characteristic polyno-
mial of d as an operator on V . Then there exists some integer number k > 3 such that
(f(λ− l), f(λ)) = 1 if l ≥ k − 3. From f(d− l)(xv) = xf(d)v = 0, ∀x ∈ m+l+1∆
′, v ∈ V ,
we have xv = 0. That is (m+)k−2∆′V = 0. Let a be the ideal of m∆′ generated
by (m+)k−2∆′. Then aV = 0. From [ytβd, xd] − [tβd, yxd] = [y, xd]tβd + y[tβd, xd] −
[tβd, y]xd−y[tβd, xd] = −2tβyxd ∈ a, ∀x ∈ (m+)k−2, y ∈ m+1 , β ∈ Z
m we have mk−1d ⊆ a.
So yx∂ = [yd, x∂] + (−1)|x∂||y|x[∂, y]d ∈ a, ∀x ∈ m+1 , y ∈ m
k−1, ∂ ∈ ∆′. Thus mk∆′ ⊆ a,
which implies (2).
Now suppose V is a finite-dimensional simple m∆ module. From (2), V is also a
simple module over m+∆′/(m+)k∆′ ∼= m∆′/mk∆′ = m∆/mk∆ for some k. So d is
diagonalizable on V . Let {λ1, . . . , λs} be all eigenvalues of d on V . Then all eigenvalues
of d on (m+)2∆′V is contained in {λ1, . . . , λs} + N. Thus (m
+)2∆′V 6= V . From the
simplicity of V we have (m+)2∆′V = 0. Hence m2∆V = 0. So we have (3) hold. 
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Now we have the Lie superalgebra homomorphism ψ¯ : m∆ → m∆/m2∆ → gl(m,n)
with
ψ¯((tα − 1)di) =
m∑
s=1
αsEsi, ψ¯(t
αξIdi) =
{
Em+j,i, I = {j};
0, |I| > 1,
ψ¯(tα − 1)
∂
∂ξj
) =
m∑
s=1
αsEs,m+j, ψ¯(t
αξI
∂
∂ξj
) =
{
Em+s,m+j , I = {s};
0, |I| > 1.
(3.8)
We therefore have the associative superalgebra homomorphism ϕ : U¯ → Km,n ⊗
U(m∆)→ Km,n ⊗ U(gl(m,n)) with
ϕ(tαξI) = t
αξI ⊗ 1,
ϕ(tαξIdi) =
n∑
s=1
(−1)|I|−1
∂
∂ξs
(tαξI)⊗ Em+s,i +
m∑
s=1
ds(t
αξI)⊗ Es,i + (t
αξI · di)⊗ 1,
ϕ(tαξI
∂
∂ξj
) =
n∑
s=1
(−1)|I|−1
∂
∂ξs
(tαξI)⊗ Em+s,m+j +
m∑
s=1
ds(t
αξI)⊗ Es,m+j + (t
αξI ·
∂
∂ξj
)⊗ 1.
For any gl(m,n) module V , we have the AW module Γ(λ, V ) := (A(λ)⊗ V )ϕ, which
will be called a tensor module or Shen-Larsson module. More precisely, Γ(λ, V ) =
Am,n ⊗ V with actions
xdi · (y ⊗ v) =
n∑
s=1
(−1)|x|−1+|y|
∂x
∂ξs
y ⊗ Em+s,iv +
m∑
s=1
ds(x)y ⊗ Es,iv + x(di(y) + λiy)⊗ v;
x
∂
∂ξj
· (y ⊗ v) =
n∑
s=1
(−1)|x|−1
∂x
∂ξs
y ⊗ Em+s,m+jv +
m∑
s=1
(−1)|y|ds(x)y ⊗ Es,m+jv + x
∂y
∂ξj
⊗ v;
x · (y ⊗ v) = xy ⊗ v, ∀x, y ∈ Am,n, v ∈ V.
(3.9)
Recall that the finite-dimensional simple gl(m,n) modules were classified in [10]. We
classify the simple cuspidal AW module in the following lemma.
Lemma 3.8. For any simple cuspidal AWm,n module M , there exists some finite-
dimensional simple gl(m,n) module V and λ ∈ Cm such that M ∼= Γ(λ, V ).
Proof. Let M be a simple cuspidal AWm,n module. Then from Lemma 3.6 (2), M ∼=
Γ(λ, V ) for some λ ∈ Cm and a simple m∆ module V . SinceM is cuspidal, we know that
V is a finite-dimensional m∆ module. Thus from Lemma 3.7 (3), V can be regarded as
a simple gl(m,n) module. So we have proved the lemma. 
Next we are going to define the A-cover Mˆ of a cuspida W module M .
Consider W as the adjoint W module. We can make the tensor product W module
W ⊗M into an AW module by defining
x · (y ⊗ v) = (xy)⊗ v, ∀x ∈ A, y ∈ W, v ∈M.
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Denote K(M) = {
∑k
i=1 xi ⊗ vi ∈ W ⊗ M |
∑k
i=1(axi)vi = 0, ∀a ∈ A}. Then it is
easy to see K(M) is a AW submodule of W ⊗ M . Then we have the AW module
Mˆ = (W ⊗M)/K(M). As in [3], we call Mˆ the cover of M if WM =M .
Clearly, the linear map
pi : Mˆ → WM,
w ⊗ y +K(M) 7→ wy, ∀ w ∈ W, y ∈M
(3.10)
is a W module epimorphism.
Lemma 3.9. For any cuspidal Wm,n module M , there exists some l0 ∈ N such that∑l0
i=0(−1)
i
(
l0
i
)
tα+iγξI∂ · t
β−iγdµv = 0, ∀ ∂ ∈ ∆, I ⊆ {1, . . . , n}, v ∈ M,α, β, γ ∈ Z
m, µ ∈
Cm.
Proof. We only need to prove it for generic µ. It’s clear for γ = 0. We assume that
γ 6= 0 and µ is generic. Denote ann(M) = {x ∈ U(W )|xM = 0}. From [3], there
exists some l0 ≥ 3 such that Ω
(l)
α,β,γ ∈ ann(M), ∀l ≥ l0 − 3, α, β ∈ Z
m, where Ω
(l)
α,β,γ =∑l
i=0(−1)
i
(
l
i
)
tα−iγdµ · t
β+iγdµ. Then
[Ω
(l)
α+sγ,β+pγ,γ, t
kγξI
∂
∂ξj
]
=
l∑
i=0
(−1)i
(
l
i
)
[tα+(s−i)γdµ, t
kγξI
∂
∂ξj
] · tβ+(p+i)γdµ
+
l∑
i=0
(−1)i
(
l
i
)
tα+(s−i)γdµ · [t
β+(p+i)γdµ, t
kγξI
∂
∂ξj
]
= k(µ, γ)
l∑
i=0
(−1)i
(
l
i
)
tα+(s+k−i)γξI
∂
∂ξj
· tβ+(p+i)γdµ
+ k(µ, γ)
l∑
i=0
(−1)i
(
l
i
)
tα+(s−i)γdµ · t
β+(p+k+i)γξI
∂
∂ξj
∈ ann(M).
Thus
2[Ω
(l)
α+γ,β,γ , t
−γξI
∂
∂ξj
]− [Ω
(l)
α+γ,β+γ,γ , t
−2γξI
∂
∂ξj
]
= −2(γ, µ)
( l∑
i=0
(−1)i
(
l
i
)
tα−iγξI
∂
∂ξj
· tβ+iγdµ −
l∑
i=0
(−1)i
(
l
i
)
tα−(1+i)γξI
∂
∂ξj
· tβ+(i+1)γdµ
)
= −2(γ, µ)
( l+1∑
i=0
(−1)i
(
l + 1
i
)
tα−iγξI
∂
∂ξj
· tβ+iγdµ
)
∈ ann(M).
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We get
(3.11)
l+1∑
i=0
(−1)i
(
l + 1
i
)
tα−iγξI
∂
∂ξj
· tβ+iγdµ ∈ ann(M).
From
[Ω
(l)
α+sγ,β+pγ,γ, t
kγξIdµ]
=
l∑
i=0
(−1)i
(
l
i
)
[tα+(s−i)γdµ, t
kγξIdµ] · t
β+(p+i)γdµ
+
l∑
i=0
(−1)i
(
l
i
)
tα+(s−i)γdµ · [t
β+(p+i)γdµ, t
kγξIdµ]
=
l∑
i=0
(−1)i
(
l
i
)
(µ,−α+ (k − s+ i)γ)tα+(s+k−i)γξIdµ · t
β+(p+i)γdµ
+
l∑
i=0
(−1)i
(
l
i
)
(µ,−β + (k − p− i)γ)tα+(s−i)γdµ · t
β+(p+k+i)γξIdµ ∈ ann(M),
We have
f(s, p, k)
:= 2[Ω
(l)
α+sγ,β+pγ,γ, t
kγξIdµ]− [Ω
(l)
α+sγ,β+(p+1)γ,γ , t
(k−1)γξIdµ]− [Ω
(l)
α+sγ,β+(p−1)γ,γ , t
(k+1)γξIdµ]
= 2
l∑
i=0
(−1)i
(
l
i
)
(µ,−α + (k − s + i)γ)tα+(s+k−i)γξIdµ · t
β+(p+i)γdµ
−
l∑
i=0
(−1)i
(
l
i
)
(µ,−α + (k − 1− s+ i)γ)tα+(s+k−1−i)γξIdµ · t
β+(p+1+i)γdµ
−
l∑
i=0
(−1)i
(
l
i
)
(µ,−α + (k + 1− s+ i)γ)tα+(s+k+1−i)γξIdµ · t
β+(p−1+i)γdµ ∈ ann(M).
14 YAOHUI XUE, RENCAI LU¨
Then
1
−2(µ, γ)
(f(0, 1,−1)− f(1, 1,−2))
= −2
l∑
i=0
(−1)i
(
l
i
)
tα−(1+i)γξIdµ · t
β+(1+i)γdµ +
l∑
i=0
(−1)i
(
l
i
)
tα−(2+i)γξIdµ · t
β+(2+i)γdµ
+
l∑
i=0
(−1)i
(
l
i
)
tα−iγξIdµ · t
β+iγdµ
=
l+2∑
i=0
(−1)i
(
l + 2
i
)
tα−iγξIdµ · t
β+iγdµ ∈ ann(M).
(3.12)
Similarly, we have
∑l+2
i=0(−1)
i(l+2i )t
α−iγdµ · t
β+iγξIdµ ∈ ann(M).
Now for any µ′ ∈ Cm with (µ′, γ) = 0, we have
[Ω
(l)
α+sγ,β+pγ,γ, t
kγξIdµ′]
=
l∑
i=0
(−1)i
(
l
i
)
[tα+(s−i)γdµ, t
kγξIdµ′] · t
β+(p+i)γdµ
+
l∑
i=0
(−1)i
(
l
i
)
tα+(s−i)γdµ · [t
β+(p+i)γdµ, t
kγξIdµ′]
= k(µ, γ)
l∑
i=0
(−1)i
(
l
i
)
tα+(s+k−i)γξIdµ′ · t
β+(p+i)γdµ
− (α, µ′)
l∑
i=0
(−1)i
(
l
i
)
tα+(s+k−i)γξIdµ · t
β+(p+i)γdµ
+ k(µ, γ)
l∑
i=0
(−1)i
(
l
i
)
tα+(s−i)γdµ · t
β+(k+p+i)γξIdµ′
− (β, µ′)
l∑
i=0
(−1)i
(
l
i
)
tα+(s−i)γdµ · t
β+(k+p+i)γξIdµ ∈ ann(M).
From (3.12), we have g(s, p, k) :=
∑l+2
i=0(−1)
i
(
l+2
i
)
tα+(s+k−i)γξIdµ′ · t
β+(p+i)γdµ
+
∑l+2
i=0(−1)
i
(
l+2
i
)
tα+(s−i)γdµ · t
β+(k+p+i)γξIdµ′ ∈ ann(M), ∀k 6= 0.
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Then
g(1, 0,−1)− g(1, 1,−2)
=
l+2∑
i=0
(−1)i
(
l + 2
i
)
tα−iγξIdµ′ · t
β+iγdµ
−
l+2∑
i=0
(−1)i
(
l + 2
i
)
tα−(i+1)γξIdµ′ · t
β+(1+i)γdµ
=
l+3∑
i=0
(−1)i
(
l + 3
i
)
tα−iγξIdµ′ · t
β+iγdµ ∈ ann(M).
(3.13)
The lemma follows from (3.11),(3.12) and (3.13). 
Lemma 3.10. For any cuspidal Wm,n module M , Mˆ is also cuspidal.
Proof. It is obvious form = 0. Suppose thatm ∈ N. Let ‖α|| =
∑m
i=1 |αi| for all α ∈ Z
m.
From Lemma 3.9, there exists some l0 ∈ N such that
∑l0
i=0(−1)
i
(
l0
i
)
tα−iγξI∂ · t
β+iγdµv =
0, ∀ ∂ ∈ ∆, I ⊆ {1, . . . , n}, v ∈M,α, β, γ ∈ Zm, µ ∈ Cm. Then
(3.14)
l0∑
i=0
(−1)i
(
l0
i
)
tα−iγξI∂ ⊗ t
β+iγdµv ∈ K(M)
for all ∂ ∈ ∆, I ⊆ {1, . . . , n}, v ∈M,α, β, γ ∈ Zm, µ ∈ Cm.
We are going to prove by induction on ‖α‖ that
(3.15) tαξI∂ ⊗ t
βdµv ∈
∑
‖α′‖ ≤ ml0,
I ′ ⊆ {1, . . . , n}
tα
′
ξI′∆⊗M +K(M),
for all α, β ∈ Zm, ∂ ∈ ∆, I ⊆ {1, . . . , n}, µ ∈ Cm, v ∈ Mλ. This is obvious for α ∈ Z
m
with ‖α‖ ≤ ml0. Now we assume that ‖α‖ > ml0. Without lose of generality, we
may assume that α1 > l0. Then by (3.14) and the induction hypothesis, for any j ∈
{1, . . . , m}, we have
tαξI∂ ⊗ t
βdjv = (
∑l0
i=0(−1)
i
(
l0
i
)
tα−ie1ξI∂ ⊗ t
β+ie1djv) − (
∑l0
i=1(−1)
i
(
l0
i
)
tα−ie1ξI∂ ⊗
tβ+ie1djv) ∈ K(M) as desired.
Since M =M0 + (
∑m
j=1 djM), we deduce that
(3.16) W ⊗M = W ⊗M0 +
∑
‖α‖ ≤ ml0,
I ⊆ {1, . . . , n}
tαξI∆⊗M +K(M).
Now it’s clear that Mˆ = (W ⊗M)/K(M) is cuspidal. 
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Theorem 3.11. Let (m,n) ∈ Z2+\{(0, 0)}. Any nontrivial simple cuspidal Wm,n mod-
ule is isomorphic to a simple quotient of a tensor module Γ(α, V ) for some finite-
dimensional simple gl(m,n) module V and some α ∈ Cm.
Proof. Let M be any nontrivial simple cuspidal W module. Then WM =M , and there
is an epimorphism pi : Mˆ → M . From Lemma 3.10, Mˆ is cuspidal. Hence Mˆ has a
composition series of AW submodules:
0 = Mˆ (1) ⊂ Mˆ (2) ⊂ · · · ⊂ Mˆ (s) = Mˆ
with Mˆ (i)/Mˆ (i−1) being simple AW modules. Let l be the minimal integer such that
pi(Mˆ (l)) 6= 0. Since M is simple W module, we have pi(Mˆ (l)) = M and pi(Mˆ (l−1)) = 0.
This gives us an epimorphism of W modules from the simple cuspidal AW module
Mˆ (l)/Mˆ (l−1) to M . From Lemma 3.8, we have Mˆ (l)/Mˆ (l−1) is isomorphic to a tensor
module Γ(α, V ) for a finite-dimensional simple gl(m,n) module V and an α ∈ Cm. This
completes the proof. 
4. Simple cuspidal modules over the extended Witt superalgebras
For any m ∈ N, let G = Ze1 + · · ·Zem−1, W
′
m,n := (Wm,n)G = Am−1,n∆ = Wm−1,n +
Am−1,ndm, W˜
′
m,n := (W˜m,n)G =W
′
m,n+Am−1,n be Lie supersubalgebras of W˜m,n. Clearly
we have W ′m,n
∼= W˜m−1,n. In this section, we determine the simple cuspidal module over
W ′m,n. Similarly, a W˜
′
m,n module is called AW
′
m,n module if Am−1,n acts associatively.
Let J ′ be the left ideal of U(W˜ ′m,n) generated by {t
0− 1, tαξI · t
βξJ − t
α+βξIξJ |α, β ∈
Zm−1, I, J ⊆ {1, 2, . . . , n}}. Then J ′ is an ideal of U(W˜ ′m,n) and we have the quotient
algebra U¯ ′ = (U(Am−1,n)U(W
′
m,n))/J
′. From PBW Theorem, we may identify Am−1,n,
W ′m,n with their images in U¯
′. Thus U¯ ′ = Am−1,n · U(W
′
m,n) and we may regard U¯
′
as a supersubalgebra of U¯m,n. Let T
′ = Tm,n ∩ U¯
′, K ′ = Km,n ∩ U¯
′. Let am,n =
Span{Es,t|s, t ∈ {1, 2, . . . , m− 1, m+ 1, . . . , m+ n}} ⊆ gl(m,n), bm,n = Span{Es,m|s ∈
{1, 2, . . . , m− 1, m+ 1, . . . , m+ n}} be Lie supersubalgebras of gl(m,n). Then
Lemma 4.1. (1). We have the associative superalgebra isomorphism
(4.1) ι′ : K ′ ⊗ U(T ′)→ U¯ ′, ι′(x⊗ y) = x · y
where x ∈ K ′, y ∈ U(T ′).
(2). T ′ ∼= mm−1,n∆m,n.
(3). mm−1,n∆m,n/m
2
m−1,n∆m,n
∼= am,n ⋉ bm,n ∼= gl(m− 1, n)⋉ C
m−1,n.
(4). For any finite-dimensional simple mm−1,n∆m,n module V , we have (m
2
m−1,n∆m,n+
mm−1,ndm)V = 0. Hence V can be regarded as a simple gl(m− 1, n) module via
mm−1,n∆m,n/(m
2
m−1,n∆m,n +mm−1,ndm)
∼= gl(m− 1, n).
Proof. The isomorphisms in (1)-(3) are restrictions of isomorphisms in Lemma 3.3,
Theorem 3.4 and Lemma 3.7 (1) respectively. For any finite-dimensional simple T ′
module V , by a same argument as in the proof of Lemma 3.7 (2) and (3), we have
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m2m−1,n∆m,nV = 0. Hence V can be regarded as a finite-dimensional simple gl(m −
1, n) ⋉ Cm−1,n module via the isomorphism in (3). Now we only need to show that
Cm−1,nV = 0. Let I be the identity matrix in gl(m− 1, n). Let {λ1, . . . , λs} be the set
of all eigenvalues of I on V . Then from [I, x] = x, ∀x ∈ Cm−1,n, we have the eigenvalues
of I on Cm−1,nV are contained in {λ1, . . . , λs}+N. Therefore, C
m−1,nV 6= V . And from
the simplicity of V we deduce that Cm−1,nV = 0 as required. 
Now we have the homomorphism ϕ′ : U¯ ′ → K ′ ⊗ U(mm−1,n∆m,n) → K
′ ⊗ U(gl(m−
1, n)). Let Am,n(λ)
′ = Am−1,n ⊂ Am,n(λ) be the K
′ submodule of Am,n(λ). Then
for any λ ∈ Cm and any simple gl(m − 1, n) module V we have the AW ′m,n module
Γ(λ, V ) = (Am−1,n(λ)
′ ⊗ V )ϕ
′
. More precisely, Γ(λ, V ) = Am−1,n ⊗ V with the actions
xdi · (y ⊗ v) =
n∑
s=1
(−1)|x|−1+|y|
∂x
∂ξs
y ⊗ Em−1+s,iv +
m−1∑
s=1
ds(x)y ⊗ Es,iv + x(di + λi)(y)⊗ v;
x
∂
∂ξj
· (y ⊗ v) =
n∑
s=1
(−1)|x|−1
∂x
∂ξs
y ⊗ Em−1+s,m−1+jv +
m−1∑
s=1
(−1)|y|ds(x)y ⊗ Es,m−1+jv
+ x
∂y
∂ξj
⊗ v;
xdm · (y ⊗ v) = λmxy ⊗ v;
x · (y ⊗ v) = xy ⊗ v, ∀x, y ∈ Am−1,n, v ∈ V, i = 1, 2, . . . , m− 1; j = 1, 2, . . . , n.
(4.2)
Lemma 4.2. For any simple cuspidal AW ′m,n module M , there exists some finite-
dimensional simple gl(m− 1, n) module V and λ ∈ Cm such that M ∼= Γ(λ, V ).
Proof. By a similar argument as in Lemma 3.5, we have Am,n(λ)
′ is a strictly simple
K ′ module and any simple weight K ′ module is isomorphic to Am,n(λ)
′ up to a parity-
change. Then by a similar argument as in Lemma 3.6(2), we have any simple cuspidal
AW ′m,n module M is isomorphic to some (Am,n(λ)
′ ⊗ V )ι
′−1
for some simple T ′ module
V . Since M is cuspidal, we have V is finite-dimensional. Thus from Lemma 4.1 (4) V
can be regarded as a simple gl(m−1, n) module. The lemma follows from the definition
of Γ(λ, V ). 
Now we are going to define the Am−1,n-cover Mˆ of a simple nontrivial cuspida W
′
m,n
module M .
Consider W ′m,n as the adjoint W
′
m,n module. We can make the tensor product W
′
m,n
module W ′m,n ⊗M into an AW
′
m,n module by defining
x · (y ⊗ v) = (xy)⊗ v, ∀x ∈ Am−1,n, y ∈ W
′
m,n, v ∈ M.
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Denote K(M) = {
∑k
i=1 xi⊗ vi ∈ W
′
m,n ⊗M |
∑k
i=1(axi)vi = 0, ∀a ∈ Am−1,n}. Then it
is easy to see K(M) is an AW ′m,n submodule of W
′
m,n ⊗M . Then we have the AW
′
m,n
module Mˆ = (W ′m,n ⊗M)/K(M), which is called as the cover of M if W
′
m,nM =M .
Lemma 4.3. IfM is a nontrivial simple cuspidal W ′m,n module, then Mˆ is also cuspidal
.
Proof. Let L =
∑m−1
i=1 Am−1,n(di + dm) +
∑n
j=1Am−1,n
∂
∂ξj
. Then it is clear that L ∼=
Wm−1,n. From [dm,W
′
m,n] = 0 and M is a simple weight module, we see that dm
acts as a scalar on M . Therefore, M is a cuspidal L module and a cuspidal Wm−1,n
module. Let K1(M) = {
∑k
i=1 xi ⊗ vi ∈ Wm−1,n ⊗M |
∑k
i=1(axi)vi = 0, ∀a ∈ Am−1,n}
and K2(M) = {
∑k
i=1 xi ⊗ vi ∈ L ⊗M |
∑k
i=1(axi)vi = 0, ∀a ∈ Am−1,n}. Then apply-
ing Lemma 3.10 to Wm−1,n module M and L module M respectively, we have that
(Wm−1,n ⊗ M)/K1(M) and (L ⊗ M)/K2(M) are cuspidal. Therefore, there exists a
N ∈ N, such that dim(Wm−1,n ⊗M)λ/K1(M)λ ≤ N and dim(L ⊗M)λ/K2(M)λ ≤ N
for all λ ∈ supp(Mˆ). Note that K(M) ⊇ K1(M)+K2(M). Thus dim Mˆλ = dim(W
′
m,n⊗
M)λ/K(M)λ ≤ dim((Wm−1,n + L) ⊗M)/(K1(M) + K2(M))λ = dim((Wm−1,n ⊗M +
K2(M))/((K1(M)+K2(M))λ+(L⊗M+K1(M))/((K1(M)+K2(M)))λ ≤ dim(Wm−1,n⊗
M)λ/K1(M)λ+dim(L⊗M)λ/K2(M)λ ≤ N+N = 2N for all λ ∈ supp(Mˆ). The lemma
follows. 
Theorem 4.4. Let (m,n) ∈ N × Z+. Any nontrivial simple cuspidal W
′
m,n module
is isomorphic to a simple quotient of a tensor module Γ(α, V ) for a finite-dimensional
simple gl(m− 1, n) module V and an α ∈ Cm.
Proof. The proof is similar as that of Theorem 3.11. 
5. Main result
In this section, we are going to classification the simple weight W modules with
finite-dimensional weight spaces which are not cuspidal. Let m,n ∈ N, e1, . . . , em be
the standard basis of Zm and W = Wm,n. Then dimWα = 2
n(m+ n), ∀α ∈ Zm.
Lemma 5.1. Let α, β ∈ Zm with β 6= 0, then [Wα,Wβ] = Wα+β.
Proof. Let i′ ∈ {1, . . . , m} such that βi′ 6= 0. For any i ∈ {1, . . . , m}, j ∈ {1, . . . , n}, k ∈
Z+, I ⊆ {1, . . . , n}, we have
[tαdi′, t
βξI
∂
∂ξj
] = βi′t
α+βξI
∂
∂ξj
,
[tαξI
∂
∂ξ1
, tβξ1di] = t
α+βξIdi + (−1)
|I|αit
α+βξ1ξI
∂
∂ξ1
.
So tα+βξI
∂
∂ξj
, tα+βξIdi ∈ [Wα,Wβ]. Hence the lemma holds. 
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From now on, we will assume that M is a simple weight W module with finite-
dimensional weight spaces which is not cuspidal. Let λ be a nonzero weight of M .
Now let G be a subgroup of Zm, β be a nonzero element of Zm with Zm = G ⊕ Zβ.
Then W has a triangular decomposition W = WG−Nβ ⊕WG ⊕WG+Nβ. Suppose X is
a simple weight WG module. Turn X into a WG ⊕WG+Nβ module by setting WG+Nβ ·
X = 0. Let M(G, β,X) = U(W )
⊗
U(WG⊕WG+Nβ)
X be the induced W module. Then
M(G, β,X) has a unique simple quotient, which will be denoted by L(G, β,X). We call
L(G, β,X) a module of highest weight type if X is a cuspidal gG module.
The following result is well-known.
Lemma 5.2. Let M be a W1.0 weight module with finite-dimensional weight spaces and
supp(M) ⊆ λ + Z. If for any v ∈ M , there exists some N(v) ∈ N such that ti1d1v =
0, ∀i ≥ N(v). Then the weight set of M is upper bounded, i.e., supp(M) ⊆ λ0 − Z+ for
some λ0 ∈ C.
Lemma 5.3. If m = 1, then M is a highest (or lowest) weight module.
Proof. Since M is not cuspidal, there is a k ∈ Z, such that dimM−k+λ > 2
n(n +
1)(dimMλ + dimMλ−1). Without lost of generality, we may assume that k ∈ N. Then
there exists a nonzero homogeneous element w ∈M−k+λ such that Wkw =Wk+1w = 0.
Hence from Lemma 5.1, Wiw = 0, ∀i ≥ k
2.
It is easy to see that M ′ = {v ∈ M | dimWNv < ∞} is a W submodule of M with
w ∈ M ′. Hence M ′ = M . From Lemma 5.2, we know the weight set of M is upper
bounded. So M has to be a highest weight module. 
We regard the general linear group GLm(Z) as a subgroup of the automorphism
group of Wm,n by B(t
αξIdi) = t
αBT ξIdeiB−1 and B(t
αξI
∂
∂ξj
) = tαB
T
ξI
∂
∂ξj
for all i =
1, 2, . . . , m; j = 1, 2, . . . , n;α ∈ Zm; I ⊆ {1, 2, . . . , n}, B ∈ GLm(Z).
Let generic µ and V ir[µ] be as defined in Section 2.
Lemma 5.4. Suppose that m > 1. Let G be a subgroup of Zm, β be a nonzero element
of Zm with Zm = G ⊕ Zβ, X be a simple weight WG module. Then L(G, β,X) has
finite-dimensional weight spaces if and only if X is a cuspidal WG module.
Proof. Replace L(G, β,X) by L(G, β,X)g by a suitable g ∈ GLm(Z) if necessary, we
may assume that G = Ze1 + · · · + Zem−1 and that β = em. It is straightforward to
verify thatW is a G-extragraded exp-polynomial Lie superalgebra. Suppose that X is a
nontrivial cuspidalWG module. From Theorem 4.4,X is a G-graded exp-polynomialWG
module. Then from Lemma 2.4, L(G, β,X) has finite-dimensional weight spaces. Now
suppose that L(G, β,X) has finite dimensional weight spaces. Note that the support set
of L(G, β,X) is contained in γ+G−Z+β for some γ ∈ supp(X). Hence any nontrivial
simple Vir[µ]G sub-quotient of L(G, β,X) has to be isomorphic to LVir[µ](G, β,X
′) for
some simple cuspidal Vir[µ]G module X
′. This implies that all simple Vir[µ]G sub-
quotients of X are cuspidal. So we have X is cuspidal. 
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Now we will follow [16] to deal with the case m > 1. As we will see, the proof in [16]
still works for our algebra W .
Lemma 5.5. [16, Lemma 3.2] Suppose that m > 1. After an appropriate change of
variables t1, t2, . . . , tm and weight λ, we may assume that λ 6= 0 and that there is a
nonzero homogeneous vector w ∈ Vλ such that gei · w = 0, i = 1, . . . , m.
Proof. M as a V ir[µ] module is a weight module but not cuspidal. From [14, Theorem
3.9], we know that every nontrivial cuspidal V ir[µ] module has support set γ + Zm or
Zm\{0} for some γ ∈ Cm. So V has a simple V ir[µ]-subquotient X that is not cuspidal.
Again by [14, Theorem 3.9], X is a V ir[µ] module of highest weight type, and after an
appropriate change of variables t1, t2, . . . , tm, X is isomorphic to LV ir[µ](G, e1, Y ), where
G is the subgroup of Zm generated by e2, . . . , em, Y is a simple cuspidal Vir[µ]G module.
From [14], dimV−ke1+λ, k ∈ N are not uniformly bounded. Fix an integer N > 3, and
let BN(λ) = λ + {α ∈ Z
m
∣∣|αi| 6 N, i = 1, . . . , m}. Since BN(λ) is a finite set, there is
a k ∈ N such that−ke1 + λ 6= 0 and dimM−ke1+λ > 2
n(m+ n)
∑
β∈BN (λ)
dimMβ .
Set e′1 = (k + 1)e1 + e2, e
′
2 = ke1 + e2, e
′
j = e
′
1 + ej for 3 6 j 6 m. Then {e
′
1, . . . , e
′
m}
is a new Z-basis of Zm and −ke1 + λ+ e
′
j ∈ BN(λ) for all j. Since dim ge′i = 2
n(m+n),
there exists a nonzero homogeneous element w ∈ V−ke1+λ such that ge′i · w = 0 for all i.
Then the lemma follows after replacing λ with −ke1 + λ and ei with e
′
i. 
Lemma 5.6. [16, Lemma 3.3] Suppose m > 1. Let e1, . . . , em, λ and w be as in Lemma
5.5. Then for any v ∈ M there is a N(v) ∈ N such that Wα · v = 0 for any α ∈ Z
m
with αi > N(v), ∀i = 1, . . . , m.
Proof. Let M ′ be the subset of M consisting of v ∈ M for which there is a N(v) ∈ N
such that Wα · v = 0 for any α ∈ Z
m with αi > N(v), ∀i = 1, . . . , m. We need to show
that M =M ′. Clearly M ′ is a subspace of M with w ∈M ′.
Now for any v ∈ M ′ and β ∈ Zm, let N = max{|β1|, . . . , |βm|}. Then any α ∈ Z
m
with αi > N(v) +N, i = 1, . . . , m, we have
WαWβv ⊆ Wβgαv + [Wα,Wβ]v ⊆WβWαv +Wα+βv = 0.
So Wβw ∈ M
′. M ′ therefore is a nonzero submodule of the simple module M . Thus
M =M ′. 
Lemma 5.7. [16, Lemma 3.4] Suppose m > 1. Let e1, . . . , em, λ and w be as in Lemma
5.5. Then W−αv 6= 0 for any nonzero v ∈M and any α ∈ N
m.
Proof. Suppose W−αv = 0 for some nonzero homogeneous v ∈ M and α ∈ N
m. By
Lemma 5.6, there is a N ∈ N such that Wei+Nα · v = 0, i = 1, . . . , m. Lemma 5.1
implies that W is generated by Wei+Nα, i = 1, . . . , m and W−α as Lie superalgebra.
Then W · v = 0. This means that M = Cv, which contradicts with the assumption that
M is not cuspidal. So the lemma holds. 
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Lemma 5.8. [16, Lemma 3.5] Suppose m > 1. Let e1, . . . , em, λ and w be as in Lemma
5.5. Then for any µ ∈ supp(M) and any α ∈ Nn we have {k ∈ Z|µ+kα ∈ supp(M)} =
Z6m for some m ∈ Z+.
Proof. Let S := {k ∈ Z|µ+ kα ∈ supp(V )}. By Lemma 5.7, S = Z6m for some m ∈ Z+
or S = Z. Let B = span{tkαdµ|k ∈ Z} be the subalgebra of Vir[µ]. Then B ∼= W1.0 and
V = Mµ+Zα is a weight B module with finite-dimensional weight spaces. By Lemma
5.6, for any v ∈ V , there is a k0 ∈ N such that t
kαd · v = 0 for all k > k0. From Lemma
5.2, the support set of B module M is upper bounded. Hence S 6= Z, and the lemma
follows. 
Lemma 5.9. [16, Lemma 3.6] Suppose m > 1. Let e1, . . . , em, λ and w be as in Lemma
5.5 . Then, after an appropriate change of variables t1, t2, . . . , tm, we have:
(1). We1 · w = 0, i = 1, . . . , m.
(2). λ+ α /∈ Supp(M) for any nonzero α ∈ Zm+ .
(3). λ− α ∈ Supp(M) for any α ∈ Zm+ .
(4). For any α, β ∈ Zm such that αi 6 βi, i = 1, . . . , m, we have λ + α /∈ supp(M)
implies that λ+ β /∈ supp(M).
Proof. By Lemma 5.8, there is an integer p > 2 such that {k ∈ Z|λ + k(1, . . . , 1) ∈
supp(M)} = Z6p−2. Let e
′
1 = (p + 1)e1 + pe2 + · · · + pem, e
′
2 = e1 + e2 + e
′
1, e
′
i =
e′1 + ei, i = 3, . . . , m. Then e
′
1, . . . , e
′
m is another Z-basis of Z
m. Replace ei with e
′
i for
all i ∈ {1, . . . , m}. Then (1) is clear, and (3) follows from Lemma 5.8. (2) and (3) are
proved in a similar way to the proof of Lemma 5.7 by noting that λ+(p−1)(1, 1, . . . , 1) 6∈
supp(M). 
Lemma 5.10. [16, Lemma 3.7] Suppose m > 1. Let e1, . . . , em, λ and w be as in the
Lemma 5.9. Then M ∼= L(G, β,X) for some subgroup G of Zm and 0 6= β ∈ Zm with
Zm = G⊕ Zβ and a simple cuspidal WG module X.
Proof. M is a weight V ir[µ] module with finite-dimensional weight spaces, then M
has a simple V ir[µ]-subquotient V with Vλ 6= 0. Since supp(V ) ∩ (λ + Z
m
+ ) = λ, V
is isomorphic to LV ir[µ](G, β,X) for some subgroup G of Z
m, nonzero β ∈ Zm with
Zm = G⊕ Zβ and some simple cuspidal V irG[µ] module X . It follows that
(5.1) (λ− Z+β +G) \ {0} ⊆ supp(M).
There exists α ∈ Nm such that G = {γ ∈ Zm|(γ, α) = 0}. In fact, such α exists in
Zm. If αi = 0 for some i ∈ {1, . . . , m}, then ei ∈ G. This contradicts with the fact that
(λ+G) \ {0} ⊆ supp(M) and λ+ γ /∈ supp(M) for any nonzero γ ∈ Zm+ . So αi 6= 0 for
all i. If αiαj < 0 for some i, j ∈ {1, . . . , m}, then αjei − αiej ∈ G will also lead to a
contradiction. Hence we may assume that α ∈ Nm.
Case 1. {λ+ kβ +G} ∩ supp(M) = ∅ for some k ∈ N.
Choose k as minimal as possible. Let X ′ =Mλ+(k−1)β+G. Then V ∼= L(G, β,X
′) with
X ′, from Lemma 5.4, being a simple cuspidal WG module.
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Case 2. {λ+ kβ +G} ∩ supp(M) 6= ∅ for all k ∈ N.
Let k0 ∈ Z such that α ∈ k0β +G. From Lemma 5.9, we have λ+ kα /∈ supp(M) for
any k ∈ N. This together with (5.1) gives k0 ∈ N.
Since α ∈ (k0β +G) ∩ N
m with k0 ∈ N, we can choose sufficiently large k such that
(I)|{λ+ kβ +G} ∩ {λ+ Zm+}| > 1
(II)|{λ+ (k − 1)β +G} ∩ {λ+ Zm+}| > 1.
Then Mλ+kβ+G is a weight VirG[µ] module with finite-dimensional weight spaces.
From the assumption in (I), and the support set of a cuspidal module, we haveMλ+kβ+G
is not cuspidal. From a same arguments as in the proof of Lemma 5.5, that there is a
Z-basis β2, . . . , βm of G, µ ∈ λ + kβ + G and a nonzero homogeneous vector v ∈ Mµ
such that Wβiv = 0, i = 2, . . . , m.
Let ν ∈ {λ + (k − 1)β + G} ∩ {λ + Zm+} with ν 6= λ, which exists by (II). Then
ν /∈ supp(M) by Lemma 5.9 (2). Let β1 = ν − µ, then Wβ1v = 0. Clearly, β1, . . . , βm is
a Z-basis of Zm. By Lemma 5.6, µ + r(β1 + · · ·+ βm) /∈ supp(M) for sufficiently large
r. On the other hand, for r ∈ N, we have
(α, r(β1 + · · ·+ βm)) = r(α, β1) = −r(α, β) < 0.
Hence, µ+r(β1+· · ·+βm) ∈ (λ−Z+β+G)\{0} for sufficiently large r. This contradicts
with (5.1). Hence Case 2 cannot happen. The claim of the lemma follows. 
Theorem 5.11. Let (m,n) ∈ N × Z+. Any simple weight W = Wm,n module with
finite-dimensional weight spaces is isomorphic to one of the following modules:
(1). a simple quotient of a tensor module Γ(λ, V ), where λ ∈ Cm and V is a finite-
dimensional simple gl(m,n) module;
(2). a module L(G, em, X)
B of highest weight type, where G = Ze1 + . . . + Zem−1,
B ∈ GLm(Z), X is a simple quotient of the WG module Γ(λ, V ) for some λ ∈ C
m and
a finite-dimensional simple gl(m− 1, n) module V .
Proof. Let M be any simple weight W = Wm,n module with finite-dimensional weight
spaces. If M is cuspdial, we have (1) from Theorem 3.11. Now suppose that M is not
cuspidal, then from Lemma 5.3 and Lemma 5.10, we have M ∼= L(G, em, X)
B, where
G = Ze1 + · · · + Zem−1, B ∈ GLm(Z), and X is a simple cuspidal WG module. From
Theorem 4.4, such X is a simple quotient of the WG module Γ(λ, V ) for some λ ∈ C
m
and a finite-dimensional simple gl(m − 1, n) module V . We therefore have (2) in this
case. 
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