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Existe una diversidad de series temporales que son objeto de estudio en mu´ltiples
disciplinas, por ejemplo en la meteorolog´ıa, la geof´ısica, la biolog´ıa, la medicina y la
sociolog´ıa. En esta Tesina se aborda el problema de prediccio´n de series temporales
caracterizadas por su naturaleza determin´ıstica no-lineal. Se presenta una te´cnica ba-
sada en redes neuronales profundas para la prediccio´n de sistemas dina´micos a partir
de una serie temporal. Se sabe que las arquitecturas profundas pueden ser mucho ma´s
eficientes a la hora de representar ciertas funciones. Por otro lado, recientemente se
han publicado trabajos en los que se encuentra evidencia del beneficio en construir un
modelo con salida-mu´ltiple, de manera que este aprenda y preserve las dependencias
entre los valores de la prediccio´n. Se evalu´a el rendimiento de arquitecturas profundas
frente a las redes neuronales convencionales y a su vez el uso de salida-mu´ltiple frente
a las redes de salida-simple, en un modelo de prediccio´n para mu´ltiples horizontes.






En esta Tesina se presenta una te´cnica basada en redes neuronales profundas para
la prediccio´n de valores futuros de una serie temporal observada. Tales series estara´n
caracterizadas por su naturaleza determin´ıstica y no-lineal. Se evalu´a el rendimiento
de tales arquitecturas profundas frente a las redes neuronales convencionales.
A modo de introduccio´n, y para finalmente poder definir ma´s precisamente el pro-
blema abordado en esta Tesina, se presenta en este cap´ıtulo una breve introduccio´n a
las series temporales, a los sistemas dina´micos y a las redes neuronales profundas.
1.1. Series Temporales
Se denomina serie temporal a un conjunto de mediciones realizadas sobre un sis-
tema a lo largo del tiempo. Son el resultado de un experimento o una observacio´n de
feno´menos naturales esponta´neos que evolucionan en el tiempo. Existe una gran di-
versidad de series temporales que son objeto de estudio en mu´ltiples disciplinas, por
ejemplo en la meteorolog´ıa, la geof´ısica, la biolog´ıa, la medicina y la sociolog´ıa .
Existen diversas clases de series temporales que pueden catalogarse segu´n su gra-
do de no-linealidad y el nivel de estocasticidad o aleatoriedad. En el extremo lineal y
determinista se encuentran las series que son simples oscilaciones. Cuando las series
se apartan de este comportamiento simple, existen dos paradigmas para explicar el
comportamiento irregular (no perio´dico). Por un lado, los modelos lineales estoca´sticos
suponen que esta irregularidad es debida a la incidencia de una fuente de ruido que
perturba o que es parte de la dina´mica que genera la serie. En el otro extremo, el pa-
radigma introducido por la teor´ıa del caos es que sistemas no-lineales completamente
deterministas son capaces de producir un comportamiento irregular. El concepto de
determinismo implica una evolucio´n del estado del sistema regida por leyes. Los me´to-
dos de reconstruccio´n de atractores y de prediccio´n expuestos en esta tesina se ubican
en la regio´n no-lineal y determinista.
1
2 Introduccio´n
En la siguiente seccio´n se presenta la definicio´n de sistema dina´mico, luego en las
secciones siguientes algunos conceptos necesarios para el ana´lisis de este tipo de series
temporales.
1.2. Breve introduccio´n a los sistemas dina´micos
Los sistemas dina´micos son sistemas cuyos para´metros internos (variables de es-
tado) siguen una serie de reglas para su evolucio´n temporal. La evolucio´n temporal
de estas variables de estado esta´ determinada completamente por estas reglas. Para
ciertos sistemas reales es posible definir un conjunto de variables y escribir un sistema
de ecuaciones de modo de obtener un modelo matema´tico del sistema real. Un sistema
queda determinado un´ıvocamente por un conjunto de D variables que sera´n las com-
ponentes de un vector s en RD. La transicio´n desde un estado s(t0) en el tiempo t0 a
un estado en el tiempo (t0 +h) queda completamente determinada al aplicar la funcio´n
fh, es decir:
s(t0 + h) = fh[s(t0)]. (1.1)
Los sistemas dina´micos pueden dividirse en dos grandes clases: aquellos en los que
el tiempo var´ıa continuamente y en los que el tiempo transcurre discretamente. Los
sistemas dina´micos de tiempo continuo se expresan con ecuaciones diferenciales; e´stas
pueden ser ecuaciones diferenciales ordinarias (ODEs):
s˙(h) = fode[s(h)]. (1.2)
Por otra parte, si el tiempo es discreto los sistemas se describen por medio de ecuaciones
de diferencias (DEs), tambie´n conocidas como mapas iterados. En tal caso el estado
del sistema evoluciona en un tiempo discreto t = n4t de manera que la Ec. (1.1) se
reduce a
sn+1 = fmap(sn). (1.3)
Por ejemplo, los sistemas dina´micos ma´s comunes en electro´nica son ODEs en el caso
de electro´nica analo´gica y DEs en electro´nica digital. Tambie´n se utilizan en distintas
a´reas de la ciencia como la meteorolog´ıa, la ecolog´ıa, la astronomı´a o la epidemiolog´ıa,
biomeca´nica deportiva, entre otras.
Como ejemplo consideremos el sistema no linealx˙ = y,y˙ = − sinx. (1.4)
Se trata de un pe´ndulo simple, el cual tiene un conjunto numerable de puntos de
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equilibrio sobre el eje x. Aqu´ı la funcio´n 1
2
y2 + (1− cosx) es constante. Dibujando sus
curvas de nivel que describen las soluciones, vemos que los puntos de equilibrio son
alternadamente sillas y centros. Estos u´ltimos se llaman as´ı por estar rodeados de una
regio´n abierta que contiene solo o´rbitas perio´dicas. Ver la Fig. 1.1.
Figura 1.1: Retrato Fase del pe´ndulo
La forma de visualizar el comportamiento de las variables de estado de un sistema
dina´mico puede ser en forma de serie temporal (gra´fica de una variable de estado contra
el tiempo), o en forma de espacio de fases. El espacio fases de un sistema n-dimensional
(Ec. 1.2) es el espacio donde todos los posibles estados de un sistema son representados,
cada variable del sistema se representa como un eje de un espacio multidimensional y
cada punto del espacio representa cada posible estado de las variables del sistema. En
este tipo de representacio´n el tiempo se vuelve un para´metro impl´ıcito.
Un atractor es el conjunto al que el sistema evoluciona despue´s de un tiempo su-
ficientemente largo. Para que el conjunto sea un atractor, las trayectorias que le sean
suficientemente pro´ximas han de permanecer pro´ximas incluso si son ligeramente per-
turbadas. Geome´tricamente, un atractor puede ser un punto, una curva, una variedad o
incluso un conjunto complicado de estructura fractal conocido como atractor extran˜o.
La descripcio´n de atractores de sistemas dina´micos cao´ticos ha sido uno de los grandes
logros de la teor´ıa del caos. En esta Tesina se considerara´n sistemas dina´micos que
evolucionan sobre atractores extran˜os.
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1.3. Reconstruccio´n del espacio de fases a partir de
una serie temporal
Existe la posibilidad de analizar algunos sistemas dina´micos a partir de series tem-
porales medidas sobre estos sistemas. En determinados casos sera´ posible recuperar el
atractor (o al menos un objeto equivalente) a partir de una serie temporal de medicio-
nes. Una forma simple de obtener una reconstruccio´n del espacio de fases es mediante
coordenadas de retraso [1].
1.3.1. Coordenadas de retraso
Cuando se estudia un sistema dina´mico, una de sus limitaciones es la imposibilidad
de medir todas las variables de estado. En la mayor´ıa de los casos se tiene una serie
temporal de registros de un u´nico observable x. Sin embargo, de una secuencia de
valores de x dentro de cierta ventana temporal de ancho tw pueden distinguirse los
distintos estados del sistema y la relacio´n causal entre ellos. Definimos el vector de
reconstruccio´n y para un tiempo t como la reconstruccio´n de las observaciones dentro
de la ventana temporal [t − tw, t]. Una forma simple de obtener y(t) es considerando
directamente el vector x¯(t) de coordenadas de retraso y que esta´ compuesto por m
observaciones equiespaciadas en el tiempo, es decir:
x¯(t) = [x(t), x(t− τ), x(t− 2τ), ..., x(t− (m− 1)τ)] (1.5)
donde τ es el tiempo entre observaciones sucesivas, llamado tiempo de retraso (delay
time). A partir de esta construccio´n pueden recuperarse o´rbitas en un espacio de m
dimensiones que estara´n restringidas a un atractor en este nuevo espacio, el cual no
sera´ igual al atractor original pero, bajo ciertas condiciones, conservara´ las propiedades
geome´tricas [1].
El problema de reconstruccio´n del atractor consiste en encontrar la mejor represen-
tacio´n para el atractor construido a partir de la serie temporal de observaciones. Los
requisitos ba´sicos que debe cumplir una reconstruccio´n sera´n:
que la dina´mica en el espacio de fases propuesto sea determinista y por ende no
haya cruce de o´rbitas. Esto esta´ garantizado por el teorema de Man˜e´-Takens [1, 2]
—generalizado luego por Sauer et al.[3]— cuando la dimensio´n de embeding m
es mayor que dos veces la dimensio´n fractal del atractor
que el atractor reconstruido conserve las propiedades geome´tricas del atractor
original pudie´ndose por lo tanto calcular consistentemente a partir del mismo
cantidades como la dimensio´n de correlacio´n y los exponentes de Lyapunov.
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Una serie temporal real sera´ una secuencia limitada de observaciones, estas observa-
ciones tienen asociado una cantidad de ruido observacional. El efecto de estos factores
sobre la calidad de la reconstruccio´n fue estudiado en forma rigurosa por Casdagli et al
[4]. A partir de modelar presencia de ruido en el proceso de reconstruccio´n, los autores
distinguen efectos que limitan la eleccio´n del tiempo de retraso τ , o ma´s precisamente,
del ancho de ventana tw. En esta Tesina se usara´ la metodolog´ıa descrita en [5, 6] que
tiene en cuenta estos factores para calcular el taman˜o o´ptimo de la ventana tw.
1.3.2. Dimensio´n de Correlacio´n
Los sistemas dina´micos cao´ticos generan t´ıpicamente atractores extran˜os con di-
mensiones no enteras. Estas dimensiones fraccionarias son asignadas a objetos que
presentan algu´n tipo de autosimilaridad, presentando estructuras recurrentes a dife-
rentes escalas. Una medida de la dimensio´n que ha cobrado particular intere´s debido a
su aplicabilidad en casos donde la cantidad de datos es limitada [7] es la dimensio´n de
correlacio´n introducida por Gassberger y Procaccia [8, 9].
Integral de correlacio´n
Definimos la suma de correlacio´n para una coleccio´n de puntos {x1, x2, ..., xn} como
la proporcio´n de todos los posibles pares de puntos que se encuentran a una distancia








Θ(− ‖xi − xj‖), (1.6)
donde Θ es la funcio´n de Heaviside:
Θ(x) =
0 cuando x ≤ 01 cuando x > 0 (1.7)
La suma es sobre los N(N − 1)/2 pares de puntos del atractor. En el l´ımite de la
infinita cantidad de datos (N → ∞) y para  → 0 se espera encontrar una ley de








Una dificultad relacionada con la cantidad finita de datos para el ca´lculo de la
dimensio´n de correlacio´n es que no resulta posible considerar el l´ımite → 0 en la Ec.
(1.6) ya que la ley C() ∝ D solo se observara´ en un rango de valores de . La finitud
en la cantidad de datos restringe la distancia entre pares arbitrariamente cercanos
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imponiendo una cota inferior para  al restringir la distancia entre pares arbitrariamente
cercanos.
En una gra´fica de D() vs.  (como en las figuras 3.5, 3.12, 3.20 de esta Tesina)
se espera observar una zona de meseta (tambie´n llamado plateau) en este rango, en la
cual es posible determinar una estimacio´n robusta de la dimensio´n de correlacio´n.
1.4. Prediccio´n de valores futuros de una serie tem-
poral
La prediccio´n de series temporales es un campo de intere´s creciente que juega un
papel importante en casi todos los campos de la ciencia y de la ingenier´ıa, tales como
la economı´a, finanzas, meteorolog´ıa y telecomunicaciones [10].
La prediccio´n de valores futuros de la serie temporal se realiza basa´ndose en valores
previos y el valor actual de la serie temporal, tales valores son usados como entrada en
el modelo de prediccio´n:
xˆt+h = fh(xt, ..., xt−tw) + h (1.9)
donde xˆt+h es la prediccio´n h pasos hacia adelante con respecto al tiempo t, fh es
la funcio´n que modela las dependencias entre las observaciones pasadas y futuras,
tw+1 = m es el taman˜o de entrada de la funcio´n f , h representa el error del modelado.
Prediccio´n sobre espacio de fases
Si se dispone de una reconstruccio´n del espacio de fases (Sec. 1.3), es posible realizar
prediccio´n de valores futuros sobre e´ste y obtener una observacio´n futura de la serie.
Al realizar una reconstruccio´n de coordenadas de retraso (Sec. 1.3.1), obtenemos
el vector x¯ (Ec. 1.5). Luego, obtenida la reconstruccio´n, se construye un modelo Fh :
Rn → R, de prediccio´n (h pasos hacia adelante) sobre el espacio de fases. El valor
xˆ(t+ h) obtenido corresponde a una u´nica observacio´n futura de la serie temporal:
xˆ(t+ h) = Fh(x¯(t)) (1.10)
1.4.1. Prediccio´n a corto y largo plazo
Uno de los desaf´ıos en la prediccio´n de series temporales es la prediccio´n a largo
plazo, la cual es en general ma´s compleja en comparacio´n a la prediccio´n a corto plazo.
Por ejemplo, en el a´rea de la meteorolog´ıa, predecir la temperatura ambiente en la
pro´xima hora es un problema distinto de predecir la temperatura para dentro de una
semana. Las expectativas sobre el nivel de error y la precisio´n para las predicciones son
completamente distintas.
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El te´rmino corto o largo plazo, no tiene una u´nica definicio´n, esto depende de la
aplicacio´n y de nuestros intereses sobre la prediccio´n.
Para el caso especial de las series consideradas en esta tesina, el cara´cter cao´tico de
la serie conlleva a una divergencia exponencial en la evolucio´n de estados vecinos y por
ende una complejizacio´n de la ley que determina su estado para horizontes H crecientes.
Para las series cao´ticas se puede decir que largo plazo corresponde a horizontes cercanos
al l´ımite de impredecibilidad de la serie. En estos rangos la funcio´n de prediccio´n fH
esta´ dominada por te´rminos no-lineales.
Prediccio´n a paso mu´ltiple
Por lo general, cuando una aplicacio´n pra´ctica requiere una prediccio´n de largo plazo
de una serie temporal, suele ser necesario predecir, adema´s de xt+H , toda la secuencia
de valores entre xt e xt+H . En otras palabras, la prediccio´n a un paso mu´ltiple hacia
adelante de una serie temporal {x1, x2, ..., xN} compuesta por N observaciones, consiste
en predecir los pro´ximos H valores {xN+1, xN+2, ..., xN+H} , donde H > 1 denota el
horizonte de prediccio´n.
Un ejemplo de aplicacio´n donde se requiere predecir a pasos mu´ltiples proviene del
estudio de la f´ısica solar. La serie temporal de manchas solares [11] refleja el nivel de
actividad en la superficie del sol y presenta un comportamiento irregular con ma´ximos
cada 11 an˜os aproxima´damente. Resulta de intere´s cient´ıfico y tecnolo´gico predecir
cua´ndo va a ocurrir el pro´ximo ma´ximo y cua´l va a ser su amplitud. Dado que no
se conoce a priori cua´ndo va a ocurrir el pro´ximo ma´ximo, no alcanza con hacer una
prediccio´n a un horizonte fijo. Es necesario en cambio predecir toda la secuencia dentro
de la cual esperamos que ocurra el ma´ximo y a partir de all´ı extraer informacio´n sobre
su tiempo de ocurrencia y amplitud.
1.4.2. Prediccio´n iterativa vs. prediccio´n directa
Existen dos me´todos para la prediccio´n en un horizonte H lejano: el iterativo (o
recursivo) y el directo.
Me´todo Recursivo o Iterativo
En este me´todo, una prediccio´n con horizonte H es llevada a cabo por iterar H veces
un predictor de paso simple (one-step-ahead). Una vez que el predictor ha estimado el
valor xˆN+1, e´ste es reinyectado como parte de la entrada de taman˜o m, para obtener
la siguiente prediccio´n, as´ı hasta realizar H iteraciones de un paso simple
xt+1 = f1(xt, xt−1, ..., xt−m+1) (1.11)
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donde t ∈ {m, ..., N − 1}. Luego de tener el modelo entrenado fˆ1, la prediccio´n queda
definida de la siguiente manera:
xˆN+h =

fˆ1(xN , ..., xN−m+1) + h si h = 1
fˆ1(xˆN+h−1, ..., xˆN+1, xN , ..., xN−m+h) + h si h ∈ {2, ...,m}
fˆ1(xˆN+h−1, ..., xˆN+h−m) + h si h ∈ {m+ 1, ..., H}
(1.12)
donde xˆN+h es la prediccio´n h pasos hacia adelante con respecto al u´ltimo valor de la
serie (N), f1 es la funcio´n que modela las dependencias entre la observaciones pasadas y
la futura, m dimensio´n de la entrada del modelo, N es la cantidad de datos disponibles
de la serie, h representa el error del modelado.
Me´todo Directo
Predecir a un horizonte H, es ajustar directamente un modelo para predecir este
valor. Esta estrategia toma como entrada solamente valores de la serie temporal, sin
tomar valores de prediccio´n.
xt+h = fh(xt, xt−1, ..., xt−m+1) con 1 6 h 6 H (1.13)
donde t ∈ {m, ..., N −H} y h ∈ {1, ..., H}. Una vez entrenados los modelos (uno por
cada horizonte h) fˆh, obtenemos la prediccio´n como sigue:
xˆN+h = fˆh(xN , xN−1, ..., xN−m+1) + h con 1 6 h 6 H. (1.14)
Los errores que se cometen en realizar las pro´ximas predicciones no son acumulables
porque solo se usan como entrada datos de la serie temporal. Cuando se desean predecir
todos los valores de xˆN+1 a xˆN+H , se deben estimar H modelos diferentes. Dado el
cara´cter cao´tico de las series temporales, el modelo requiere mayor complejidad que la
estrategia recursiva (un paso simple). Segu´n el estudio teo´rico y nume´rico desarrollado
en [12] los me´todos directos (en particular, modelos polino´micos locales) presentan
mayor error que sus equivalentes me´todos iterativos.
1.5. Redes neuronales
Las Redes Neuronales Artificiales o simplemente Redes Neuronales (RN) surgieron
de la idea de modelar matema´ticamente habilidades intelectuales humanas mediante
disen˜os ingenieriles biolo´gicamente plausibles. Intentando ser esquemas de computacio´n
en paralelo que imitan el cerebro humano, las RN evolucionaron en herramientas va-
liosas para clasificacio´n y regresio´n con una gran influencia teo´rica y pra´ctica en el
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aprendizaje automatizado. El modelo ma´s popular de RN es el de perceptrones mul-
ticapas que se muestra en la Figura 1.2. Una RN consta de un conjunto de unidades
de procesamiento elementales, llamadas usualmente neuronas, con un esquema de co-
nexio´n adecuado entre las mismas.
1.5.1. Redes neuronales convencionales
Neuronas
Una neurona es una unidad de ca´lculo que toma como entradas las variables (fea-
tures) del problema o las salidas de otras neuronas, realiza un promedio ponderado de
los mismos y transforma este promedio en su propia salida utilizando una funcio´n de
activacio´n.
Formalmente, llamamos u = [u0, u1, ..., uq] ∈ Rq+1 el vector de entrada a la neurona
y v ∈ R a su salida. Llamamos w = [w0, ..., wq]T ∈ Rq+1 al vector de pesos sina´pticos
que se utilizan para realizar el promedio ponderado. Estos pesos son los para´metros
ajustables del modelo. El elemento de procesamiento implementa la funcio´n:
v = φ(ξ) ξ =
∑q
i=0wiui (1.15)
donde φ : R→ R es la funcio´n de activacio´n y ξ es el promedio pesado.










1 + exp(−ξ) (1.17)
Identidad:
φ(ξ) = ξ (1.18)
La funcio´n sigmo´idea es la ma´s utilizada debido a que es derivable y puede modelar
tanto funciones lineales como no-lineales con la precisio´n deseada, φ es casi lineal en el
origen, mientras que para pesos grandes φ es altamente no-lineal.
El peso w0 es utilizado como bias, para corregir el valor medio de los inputs. El valor
de entrada correspondiente u0 se fija a una constante.
Recientemente se han aplicado otro tipo de funciones de activacio´n llamadas Uni-
dades Lineales Rectificadas (Rectified Linear Units, ReLUs) [13, 14] cuya funcio´n de
activacio´n es f(x) = max(0, x) o´, en su versio´n diferenciable:
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NReLUs:
φ(ξ) = log (1 + exp(ξ)). (1.19)
Utilizando este tipo de unidades, se reducen los tiempos de entrenamiento con des-
censo por gradiente, respecto de una red neuronal con unidades de activacio´n sigmoidea
(Ec. 1.17). El tipo de saturacio´n de estas u´ltimas no favorece un ra´pido descenso por
gradiente. En consecuencia el entrenamiento de redes neuronales profundas con Re-
LUs es aproximadamente 6 veces ma´s ra´pido que entrenar una red utilizando unidades
sigmoideas [14]. La utilizacio´n de unidades tipo ReLU es uno de los elementos clave
que ha permitido entrenar en forma supervisada redes profundas au´n sin necesidad de
recurrir a un pre-entrenamiento no supervisado por capas [14, 15] (ver Sec. 1.5.4).
Modelo Perceprones Multicapas
Conectando neuronas en capas podemos disen˜ar una RN llamada de perceptrones
multicapa. Una capa es una serie de neuronas que no tienen conexiones entre s´ı y que
tienen sus entradas conectadas a la misma serie de inputs. Conectando varias capas se
crea una estructura unidireccional (feedforward) donde la salida de la capa de entrada y
todas las capas intermedias es enviada so´lo a las capas superiores. La primer capa o capa
de entrada se conecta al vector de variables (features) del problema. La capa de entrada
utiliza la funcio´n identidad como activacio´n, mientras que en cada capa intermedia (o
de salida) se utiliza una misma funcio´n de activacio´n, usualmente sigmoidea o lineal.
1.5.2. Salida-Mu´ltiple vs. Salida-Simple
Las redes de salida-mu´ltiple permiten predecir simulta´neamente mu´ltiples horizon-
tes. Siendo s la cantidad de neuronas de salida, cada una de estas estara´ especializada
en predecir un horizonte distinto.
Recientemente se han publicado trabajos en los que se encuentra evidencia del bene-
ficio en construir un modelo con salida-mu´ltiple, de manera que e´ste aprenda y preserve
las dependencias entre los valores de la prediccio´n [16]. Los resultados mencionados co-
rresponden al modelado de series temporales estoca´sticas. En esta tesina compararemos
las dos estrategias, salida-mu´ltiple y salida-simple, para las series temporales cao´ticas
(deterministas) en estudio. Se quiere evaluar si el entrenamiento minimizando el error
sobre las mu´ltiples salidas tenga un efecto regularizador que pueda otorgarle a la red
un mejor error de generalizacio´n sobre el horizonte ma´s lejano.
Back Propagation
A continuacio´n se describe en forma muy sintetizada el me´todo de retro-propagacio´n
de errores (back propagation). E´ste es un me´todo para buscar un mı´nimo del error de
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Figura 1.2: Red Neuronal Convencional.
la red basado en el me´todo del gradiente, es decir, es un me´todo de primer orden que
so´lo utiliza la primer derivada de la funcio´n a minimizar.
Sea dada la estructura de la RN y una funcio´n de activacio´n diferenciable φ. El
problema es determinar el valor de los pesos para todos los nodos que minimice una
funcio´n de error J(θ). Dado θ, un para´metro de la RN, el me´todo del gradiente lo
actualiza con:
θ ← θ − η∂J
∂θ
(1.20)






(yd − g(x))2 (1.21)
donde D es el conjunto de patrones de entrenamiento y si tomamos la funcio´n de









k (1− vhk ) (1.22)
para los cuales debemos de tener calculados los errores de la capa superior. Entonces
para actualizar el peso whi,k en la conexio´n del nodo k de la capa h− 1 al nodo i de la
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u´ltima capa oculta usamos:
whi,k ← whi,k − η δki vh−1k k = 0, ..., S i = 1, ...,M (1.23)
donde S es el nu´mero de nodos en la capa h− 1 y vh−1k k = 1, ..., S es la salida de esta
capa.
Para evitar que el algoritmo converja a mı´nimos locales se suele agregar a la correc-
cio´n un nuevo te´rmino con una nueva variable µ llamada momentum. Como su nombre
lo sugiere, este nuevo te´rmino mantiene una inercia en la direccio´n de descenso que
tra´ıa del paso anterior. Entonces la actualizacio´n de los pesos viene dada por:
whi,k ← µ whi,k − η δki vh−1k (1.24)
Hay dos formas de implementar el procedimiento de minimizacio´n, batch y on-line.
En la versio´n batch, la actualizacio´n de pesos se lleva a cabo luego de pasar por todos
los objetos del conjunto D, esto es denominado e´poca. En cambio de manera on-line,
los pesos son actualizados para cada objeto que es pasado a la red para entrenar.
El me´todo utilizado en esta Tesina para ajustar los pesos de las redes es el siguiente:
Gradiente Conjugado Buscar en cada iteracio´n la direccio´n del gradiente puede no
representar la mejor eleccio´n de direccio´n de bu´squeda. Para mejorar esto se
eligen sucesivas direcciones de bu´squeda tales que, a cada paso, la componente
del gradiente paralela a las direcciones de bu´squedas previas son inalteradas. A
estas direcciones se las denomina no interfering o conjugadas [17].
1.5.3. Redes Neuronales Profundas
Las redes neuronales de una o dos capas ocultas, se encuentran limitadas con res-
pecto a las funciones que pueden representar. Si bien las redes neuronales de tan solo
una capa oculta resultan aproximadores universales de funciones continuas [18], al
momento de modelar funciones de alta variabilidad estas requieren de un nu´mero ex-
ponencialmente mayor de neuronas que una arquitectura de mayor profundidad [19].
En consecuencia, surge la necesidad de implementar las arquitecturas profundas, las
cuales poseen muchas capas de componentes adaptativos no-lineales, permitiendo la
representacio´n de una amplia familia de funciones de manera ma´s compacta que las
arquitecturas poco profundas utilizadas habitualmente.
Se conocen varias funciones simples que son difıciles de representar con una arqui-
tectura poco profunda mientras que con una arquitectura de la profundidad adecuada
se pueden representar fa´cilmente (ver por ejemplo [19]).
Las arquitecturas profundas fueron aplicadas principalmente en problemas de re-
conocimiento de ima´genes [20, 21], reconocimiento de voz [22], modelado acu´stico [23],
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secuencia de video [24], y captura de datos del movimiento de humanos [25].
1.5.4. El problema de entrenar redes profundas
El me´todo esta´ndar de aprendizaje consiste en inicializar los pesos de la red neuronal
con valores aleatorios en un intervalo determinado (Por ej: [-0.5 ; 0.5] ) y luego ajustar
los pesos por descenso de gradiente. Se sabe que de esta forma se obtienen soluciones
pobres para redes neuronales profundas debido a que el descenso de gradiente fa´cilmente
puede quedar atrapado en un mı´nimo local. Puede ocurrir que con ma´s capas, el nu´mero
o la anchura de tales cuencas (mı´nimos locales) aumente. Este problema se resolvio´ a
partir de 2007 donde se propuso un pre-entrenamiento de cada capa en forma secuencial,
el cual consiste en un entrenamiento no-supervisado mediante Ma´quinas de Boltzmann
Restringidas [26]. Esto permite inicializar los para´metros de la red profunda en una
regio´n cerca del o´ptimo buscado, para luego aplicar algoritmos de descenso por el
gradiente realizando as´ı un ajuste fino (fine-tune).
Recientemente ha quedado en evidencia que resulta posible entrenar ciertas ar-
quitecturas profundas sin necesidad un pre-entrenamiento, si se dispone una cantidad
suficientemente grande de datos supervisados (etiquetados) [15]. Entre los elementos
clave para que esto sea posible [14] se encuentra el uso de las unidades de activacio´n
ReLUs (Ec. 1.19). Con este tipo de unidad de activacio´n, la cantidad de e´pocas de
backpropagation, es aproximadamente 6 veces menor que al usar unidades sigmoideas.
Adema´s, el tipo de saturacio´n de estas unidades reduce el estancamiento en mı´nimos
locales del descenso por gradiente. Estos resultados motivaron a utilizar las unidades
ReLUs en esta tesina (Sec. 2.1.2), dado que se dispone de gran cantidad de datos para
realizar un entrenamiento supervisado.
1.5.5. Entrenamiento
En la pra´ctica es comu´n utilizar tres conjuntos, uno de entrenamiento, uno de
validacio´n y otro de testeo. El conjunto de testeo queda oculto durante el proceso de
entrenamiento. El conjunto de validacio´n actu´a como un pseudo-testeo. Para problemas
en los que los datos esta´n contaminados con ruido, se entrena el predictor hasta que
la mejora en el desempen˜o sobre el conjunto de entrenamiento no sea correspondida
con la del de validacio´n. En este punto se debe detener el entrenamiento para evitar el
sobreajuste (ver Sec. 2.1.2). Finalmente el conjunto de testeo se utiliza para cuantificar
el error del me´todo y comparar contra otros me´todos.
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1.6. Modelos Locales Lineales
Una clase de modelos muy simples para realizar la prediccio´n de series temporales
son los modelos locales lineales. Estos sera´n utilizados en esta Tesina como referencia
al evaluar el error de prediccio´n de las Redes Neuronales propuestas (Cap. 3). Este
me´todo es una variante para resolver un problema de aprendizaje supervisado, en este
caso un problema de regresio´n. Se basa en una estrategia divide-y-vencera´s (divide-and-
conquer), que consiste en dividir un problema complejo en varios problemas simples, y
luego combinar las soluciones de e´stos para obtener la solucio´n del problema original.
Suponemos que b∗ ∈ Rm representa un estado del sistema. Queremos evaluar fh(b∗),
donde fh es la funcio´n que devuelve el valor de la serie temporal, h unidades de tiempo
a futuro. Se buscan en el conjunto de entrenamiento los k primeros vecinos b1, ..., bk de
b∗ en Rm. Como cada bi pertenece al conjunto de entrenamiento, tambie´n conocemos el
valor Yi = fh(bi) . Luego con los k valores (bi, Yi), se construye un modelo lineal, en es-
te caso una regresio´n lineal, ajustando un polinomio de grado 1 por mı´nimos cuadrados :
fˆh(x) = x1 + x2 + ...+ xm + c (1.25)
Una vez obtenido el polinomio, e´ste es evaluado sobre el estado b∗, obteniendo la
prediccio´n h unidades de tiempo a futuro:
fˆh(b
∗) = Yˆ ∗ (1.26)
Los para´metros libres de este me´todo son:
k = cantidad de vecinos usada para ajustar la regresio´n lineal,
m = dimensio´n del modelo
1.7. Estimacio´n del error
Dado un dataset D = {d1, d2, ..., dN} donde di ∈ Rn, y su correspondiente conjunto







A este error as´ı definido se lo denomina Error Cuadra´tico Medio (Mean Square
Error, MSE).
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1.8. Objetivos de esta Tesina
En esta Tesina se presenta una te´cnica basada en redes neuronales profundas para
la prediccio´n de valores futuros de una serie temporal observada, con la finalidad de
encontrar respuestas a las siguientes preguntas: ¿El uso de una arquitectura profunda
ayuda para este problema en particular? ¿La salida-mu´ltiple tiene algu´n beneficio frente




Prediccio´n con Redes Neuronales
Profundas
En este cap´ıtulo se propone el uso de redes neuronales profundas (Sec. 1.5.4) y
evaluar el desempen˜o de e´stas frente a las redes neuronales no-profundas en el problema
de prediccio´n de valores futuros de una serie temporal. A su vez, evaluar el beneficio
considerar una arquitectura de salida-mu´ltiple frente a la salida-simple para realizar
prediccio´n de series temporales. Se utilizara´n ambas estrategias, directa e iterativa,
descriptas en el cap´ıtulo previo.
2.1. Metodolog´ıa propuesta
En esta seccio´n se describe la metodolog´ıa propuesta que luego sera´ evaluada en el
cap´ıtulo siguiente.
2.1.1. Preparacio´n de los Datos
Antes de empezar a trabajar con las RN, los datos son normalizados a media cero
y desv´ıo esta´ndar σ = 10, este u´ltimo valor fue el mejor candidato de distintos que
se probaron, 2, 4, 6, . . . , 20, y que adema´s es sugerido en [27], donde utilizan unidades
ReLus (Ec. 1.19) en redes profundas para modelar y reconocer voz a partir de las ondas
sonoras.
Como primer paso se busca obtener una reconstruccio´n del espacio de fases a partir
de considerar coordenadas de retraso (Sec. 1.3.1). Sobre este espacio de fases se espera
que la dina´mica del sistema en estudio sea determin´ıstica, siendo la ley de la dina´mica
sobre este espacio la funcio´n que se quiere aproximar con las redes neuronales propues-
tas. Para determinar las coordenadas de retraso es necesario encontrar el valor o´ptimo
para el tiempo de retraso τ y la dimensio´n del espacio de fases m. Estos para´metros se
determinaron con la metodolog´ıa propuesta en [5, 6].
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Para entrenar un modelo fh, en nuestro caso una red neuronal, que prediga valores
de la serie temporal a h pasos futuros, definimos la matriz de datos de entrada X y la
matriz de datos de salida Y sh de la red, de la siguiente manera: con el valor τ se construye
la matriz de coordenadas de retraso, X (Sec. 1.3.1) de la serie temporal [x1, x2, . . . , xN ]
donde cada patro´n de entrenamiento, fila i de dicha matriz, esta´ asociado al vector
reconstruido correspondiente al tiempo t = (m− 1)τ + i de la serie temporal.
X =

x(m−1)τ+1 . . . xτ+1 x1




xN−h . . . xN−(m−2)τ−h xN−(m−1)τ−h
 (2.1)
Como salida de la red se toma la misma serie, h pasos hacia adelante, por lo tanto
ambas matrices tendra´n N−(m−1)τ−h filas. Para el caso de salida-mu´ltiple, definimos
la dimensio´n de la salida de la red s = m, siendo e´sta igual al taman˜o de la entrada y
a la dimensio´n del espacio de fases.
Y mh =

y(m−1)τ+1+h . . . yτ+1+h y1+h




yN . . . yN−(m−2)τ+h yN−(m−1)τ
 (2.2)
Para el caso salida-simple consideramos la dimensio´n de la salida de la red s = 1,








2.1.2. Construccio´n del Modelo
Una vez obtenidos los conjuntos X y Y sh , como se indica en la Sec. 2.1.1, se consi-
deran tres particiones disjuntas que sera´n el conjunto entrenamiento, el de validacio´n
y un conjunto de test. Luego comenzamos con el entrenamiento, de las RN a fin de
construir un modelo predictor.
Entrenamiento
Se realizaron pruebas preliminares haciendo un pre-entrenamiento con RBMs (Sec.
1.5.4). Los errores obtenidos con el pre-entrenamiento fueron mayores que utilizando
un entrenamiento puramente supervisado. Lo cual indica que los para´metros de la
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red quedan en una regio´n lejana del o´ptimo buscado. La posibilidad de entrenar una
red profunda sin un pre-entrenamiento previo ya ha sido reportado por [14, 15] para
problemas donde se dispone de gran cantidad de datos supervisados. Por lo tanto, en
este trabajo no se utiliza el pre-entrenamiento debido a que no resulta beneficioso.
Busqueda de Arquitectura
No hay un me´todo definitivo para decidir a priori la cantidad de capas ocultas
necesarias ni la cantidad de neuronas por cada capa oculta. Estos para´metros esta´n
relacionados a la complejidad de las funciones no-lineales que puede ser generada por
la red neuronal. Comenzamos el entrenamiento barriendo sobre el para´metro h (pre-
diccio´n a h pasos futuros), con una red simple de una capa oculta, inicialmente con
una cantidad de neuronas igual a la cantidad de variables, luego se incrementa en po-
tencia de dos, hasta observar que el incremento de e´stas no mejore el resultado (en
te´rminos del error de validacio´n), por lo cual la incorporacio´n de nuevas neuronas es-
tar´ıa an˜adiendo complejidad a la red innecesariamente. Luego se realiza un paso ma´s
fino dentro del intervalo donde se obtuvo buen resultado en el paso anterior (por ej.:
[27; 28]), obteniendo as´ı la cantidad o´ptima de neuronas en la capa oculta. Por otro
lado, para las redes profundas, empezamos con una red de 3 capas ocultas, todas con
la misma cantidad de neuronas, de manera que la red tenga la misma cantidad de pesos
(para´metros) que la red no-profunda. Luego se incrementa la cantidad de neuronas en
las tres capas, con igual nu´mero de neuronas en ellas, siguiendo el mismo procedimien-
to utilizado para las redes no-profundas. Por simplicidad se buscara´ una cantidad de
neuronas que sea conveniente para todos los posibles valores de h.
Criterio de corte
Tendremos dos tipos de series temporales a estudiar, las sinte´ticas, que esta´n libres
de ruido y las series temporales reales que presentan cierto nivel de ruido. Para el caso
de las series temporales sinte´ticas, al estar libres de ruido, durante el entrenamiento
no observaremos sobreajuste en el conjunto de entrenamiento (el error de validacio´n
no comienza a aumentar a partir de una determinada e´poca). Por lo tanto es necesario
algu´n criterio de corte adicional, ya sea por cantidad de e´pocas o disminucio´n del error
en un lapso determinado de e´pocas.
Se adoptan los siguientes criterios de corte de entrenamiento, para series sinte´ticas:
Se impone un ma´ximo de 400.000 iteraciones de entrenamiento.
Si en 1.000 iteraciones el error de validacio´n desciende menos que 10−7:
Eval(it−1000) − Evalit 6 10−7
o se llega al ma´ximo de iteraciones, segu´n lo que suceda primero, el entrenamiento
se detiene.
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Para las series temporales reales, al estar contaminadas con ruido, podr´ıamos tener
sobreajuste en el conjunto de entrenamiento, por lo tanto en el error de validacio´n se
observara´ un mı´nimo absoluto en una e´poca determinada de entrenamiento, y despue´s
comenzara´ a aumentar, perdiendo eficacia para predecir datos no vistos. El me´todo
ma´s habitual para evitar el sobreajuste es el de detencio´n temprana (early stopping).
Utilizando un conjunto de validacio´n, se aplica la red a esos elementos y se obtiene
el correspondiente error de validacio´n, similar a un error de test. A lo largo del en-
trenamiento se calcula este error y al final del mismo se busca la e´poca en donde el
error de validacio´n fue mı´nimo. Debido a que la red no utilizo´ estos elementos para
entrenar es una buena estimacio´n de cua´ndo e´sta comienza a sobreajustar el conjunto
de entrenamiento.
2.1.3. Implementacio´n
Por cuestiones de eficiencia, el algoritmo de descenso por gradiente esta´ implemen-
tado en C++, utilizando la biblioteca alglib [28], ma´s precisamente la funcio´n
mincgoptimize(state, function1 func),
la cual recibe el estado inicial state del problema, en este caso los valores de los pe-
sos (conexiones entre neuronas), y un puntero a la funcio´n que calcula el gradiente
function1 func. Los para´metros de la funcio´n mincgoptimize que determinan cua´ndo
debe finalizar el algoritmo GC son:
EpsF: ≥ 0, finaliza en la (k + 1)−e´sima iteracio´n, si se cumple la condicio´n:
‖F (k + 1)− F (k)‖ <= EpsF ∗max{‖F (k)‖, ‖F (k + 1)‖, 1}
G: la norma del gradiente
F: el cambio de la funcio´n en iteraciones consecutivas
StepMax: Taman˜o ma´ximo del paso, si es 0, no tiene l´ımite.
Iter. ma´x.: la cantidad de iteraciones ma´xima a realizar.
Al dejarlos en 0, (excepto el nu´mero ma´ximo de iteraciones, que fue limitado segu´n el
problema), el me´todo de deteccio´n es automa´tico (segu´n la implementacio´n de alglib) y
selecciona un epsilon pequen˜o. Luego, se optimizan los para´metros de la red (los pesos),
con el objetivo de ajustar mejor los ejemplos de entrenamiento.
A nivel ma´s abstracto, utilizamos el lenguaje de alto nivel R para manejar todo a
lo que respecta a la preparacio´n de los datos, posee un buen manejo en alto nivel de
objetos matema´ticos como vectores, matrices y conjuntos.
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Las corridas se generaron un cluster (“grupo” de computadoras que se comportan
como si fuesen una u´nica computadora), en paralelo, con la intencio´n de barrer los
para´metros libres a ajustar (cant. de capas, cant. de neuronas por capa, etc), y tambie´n
sobre H (horizonte de prediccio´n).
2.2. Simulacio´n de la dina´mica
Al disponer de un modelo (en este caso una red neuronal) entrenado a partir de
los datos disponibles, el mismo se puede utilizar para generar nuevos datos. La red
neuronal debiera poder simular la dina´mica original que genero´ los datos. Se puede en-
tonces generar una nueva secuencia completa de la serie temporal. Esta serie temporal
no sera´ ide´ntica a la serie temporal original, pero puede compartir ciertas propieda-
des estad´ısticas. Comparando estas propiedades se puede evaluar el modelo obtenido,
resultando esta evaluacio´n complementaria a evaluar el error de prediccio´n sobre un
conjunto de test.
El procedimiento para generar la serie sinte´tica es el siguiente. Se parte de un vector
de tiempos de retraso construido a partir de datos de la serie temporal original. Se
utiliza para la produccio´n de una secuencia de datos, una red entrenada para predecir
en un horizonte H = 1. La salida puede ser simple o mu´ltiple. Si el vector de entrada
corresponde a tiempo t interesa predecir el valor de la serie a tiempo t+ 1. En el caso
de la red de salida mu´ltiple, las salidas corresponden a los tiempos t − mτ + 1, t −
(m − 1)τ, . . . , t + 1 y so´lo se retiene el u´ltimo valor. Con el valor de la serie obtenido
para t+1 combinado con las correspondientes coordenadas de la secuencia original
se obtiene el vector de tiempo de retraso asociado al tiempo t + 1. Este vector se
utilizara´ como entrada para la siguiente iteracio´n utilizando la misma red neuronal. De
esta forma se obtendra´ el valor de la serie a tiempo t+ 2. Repitiendo este proceso, tras
m pasos, el vector de entrada estara´ compuesto so´lo por valores generados por la misma
red neuronal. El proceso se repite n veces para generar una secuencia completamente
generada por la red neuronal. De modo de eliminar la influencia de la porcio´n original
de la serie se descartan los primeros 1000 valores generados. El procedimiento descripto
se sintetiza en el Algoritmo (1).
La secuencia de datos de la serie temporal se genera con el siguiente algoritmo:
tw: taman˜o o´ptimo de ventana.
Vini: vector con tw elementos.
RN : red neuronal entrenada con H = 1.
m: dimensio´n de entrada de la red.
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Algorithm 1 Algoritmo Iterativo de Produccio´n de datos




3: D ← u.delays(m, tau)
4: while i < n do
5: if i <= tw then
6: X ← <Vini + +sec>[D + i]
7: else
8: X ← sec[D + i− tw]
9: end if
10: Y ← propagar(X,RN)
11: sec←< sec+ +(Y )[s] >
12: i← i+ 1
13: end while
14: return sec
s: dimensio´n de la salida de la red. Donde s ∈ {1,m} segu´n el tipo de salida,
simple o mu´ltiple.
n: cantidad de elementos a producir.
tau: tiempo de retraso.
sec: secuencia de datos creada con la Red, utilizando el me´todo iterativo.
u.delays(m, tau): vector de ı´ndices de las coordenadas de retraso, donde m es la
cantidad de componentes (dimensio´n de embeding) y tau es el tiempo de retraso.
<>: secuencia de elementos.
El Algoritmo (1) recibe el vector Vini el cual es utilizado para iniciar la produccio´n
de una secuencia de datos, propagando las coordenadas de retraso de e´ste por la Red
ya entrenada para predecir el siguiente dato de la secuencia (es decir H = 1). Luego,
de la salida de la red so´lo nos interesa el valor ma´s lejano (u´ltima neurona de salida)
para concatenarlo con los datos generados en los pasos anteriores. En la siguiente
iteracio´n, se avanza el tiempo en una unidad, extrayendo las coordenadas de retraso
de la secuencia generada correspondiente al instante i + 1, propagando e´ste por la
red y concatenando nuevamente el dato ma´s alejado de la salida a la secuencia de
datos previa. Este procedimiento es repetido n veces. Luego, la secuencia es devuelta
en el vector sec. Para ambos casos, salida-simple y salida-mu´ltiple se utiliza el mismo
algoritmo, con s = 1 para el caso simple y s = m para el caso mu´ltiple.
Una vez generada la secuencia de datos, creamos la reconstruccio´n en el espacio
de fase mediante coordenadas de retraso (Sec. 1.3.1) para obtener el atractor corres-
pondiente. La visualizacio´n del atractor obtenido (o una proyeccio´n bidimensional del
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mismo) permite obtener una primer idea cualitativa de la calidad de la red neuronal
como modelo de la dina´mica. Para pasar a una evaluacio´n ma´s cuantitativa se puede
recurrir al ca´lculo de propiedades invariantes del atractor tales como los exponentes
de Lyapunov o la dimensio´n fractal (ver Sec. 1.3.2). Se evaluara´ entonces la dimensio´n
de correlacio´n para el conjunto de test y para la serie sinte´tica generada. A partir de
las curvas D() vs.  (Sec. 1.3.2) se podra´ evidenciar diferencias entre los atractores





En este cap´ıtulo se describen los pasos del entrenamiento de las redes neuronales
para luego analizar los resultados obtenidos con la metodolog´ıa propuesta en el Cap. 2
para la prediccio´n sobre ejemplos pra´cticos (series temporales sinte´ticas y experimen-
tales).
3.1. Entrenamiento
Para entrenar un predictor se define impl´ıcitamente un espacio de entrada. La
dimensio´n de e´ste espacio queda determinada por la dimensio´n del espacio de fases
reconstruido (ver Sec. 1.3). En particular, se utilizaron coordenadas de retraso (Sec.
1.3.1) utilizando taman˜os o´ptimos de la ventana tw y de la dimensio´n de embedding
(los cuales var´ıan para cada serie temporal), obtenidos a partir de la metodolog´ıa
propuesta en [5, 6]. Luego comenzamos a trabajar con la metodolog´ıa propuesta en la
Sec. 2.1.
Para las series temporales utilizadas en los experimentos, se particiona el dataset
en 3 conjuntos (Sec. 2.1.2), cada uno contiene datos consecutivos, o sea que no son
tomados al azar. Se utilizaron 8.000 datos para el conjunto de entrenamiento, 2.000
datos para el de validacio´n, y 10.000 datos, para la tarea de prediccio´n (conjunto de
test).
3.1.1. Bu´squeda de la arquitectura
En el caso de las redes no-profundas, utilizando la metodolog´ıa descripta en la Sec.
2.1.2 se encontro´ un valor o´ptimo de cantidad de neuronas alrededor de 200, para todas
las series temporales, por lo tanto se adopto´ ese valor para realizar los experimentos.
Por cuestiones relacionadas con el tiempo de ejecucio´n y el consumo de recursos,
so´lo se utilizaron redes profundas de tres capas ocultas. Para dichas redes, se utilizo´ la
metodolog´ıa descripta en la Sec. 2.1.2 para buscar un cantidad conveniente de neuronas.
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Obteniendo que 20 neuronas son suficientes para representar la informacio´n en todas
las series temporales utilizadas, por ende, empleamos esta cantidad para realizar los
experimentos.
3.1.2. Caracterizacio´n del desempen˜o
Para evaluar el desempen˜o de los me´todos sobre el conjunto de test (de 10.000
datos), tanto directo como iterativo (Sec. 1.4.2), variamos el valor del para´metro H
(horizonte de prediccio´n), donde H ∈ {d10xe | x ∈ {1.1, 1.2, ... , 2.9, 3.0 }} (escala
logar´ıtmica), utilizando la siguiente metodolog´ıa, dependiendo del me´todo:
Directo: Para cada valor deH, tenemos una red entrenada aH pasos futuros (RNh=H).
Se propaga cada fila de la matriz del conjunto de test por la red ya entrenada,
obteniendo la matriz de salida Pˆ . Mido el error cometido entre la u´ltima colum-
na de la matriz P (original de salida del conjunto de test) y la matriz Pˆ con la
formula (1.27).
Iterativo: Utilizamos la red entrenada a un paso futuro (RNh=1) como entrada del
algoritmo 1 para construir la prediccio´n de n datos donde n = H. Este procedi-
miento se repite (10.000-H) veces, variando el instante tini = t0 + i (del conjunto
de test) donde se inicia la prediccio´n, con i ∈ {0, . . . ,10.000-H}. Luego se calcula
el error, en este caso se calcula utilizando la u´ltima columna de la matriz P (ori-
ginal de salida del conjunto de test) y la prediccio´n Pˆ , que resulta ser un vector
de longitud n, con la Fig. 1.7.
Para ambos me´todos el error es dividido por sigma (utilizamos sigma= 10 ver Sec.
2.1.1), para que se encuentre a la misma escala que el me´todo LLM (Modelos Locales
Lineales, Sec. 1.6 ).
Para el me´todo LLM se utilizan los para´metros m igual a la dimensio´n del espacio
de fases y k = 15. Este u´ltimo valor fue obtenido de variar k de 1 a N , siendo N
el taman˜o del conjunto de entrenamiento, y mediante un conjunto de validacio´n se
busco´ el valor de k donde se encuentra el mı´nimo error del conjunto de validacio´n.
Otra forma de caracterizar el desempen˜o de las RN es analizando la dina´mica
generada por e´stas. Para cada una de las series analizadas se siguio´ la metodolog´ıa
expuesta en la Sec. 2.2.
3.2. Resultados
En esta seccio´n se exponen los resultados obtenidos aplicando la metodolog´ıa pro-
puesta en el Cap. 2, a series temporales, tanto sinte´ticas como reales.
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3.2.1. Serie de Mackey-Glass
En el primer caso de estudio se considera la serie de Mackey-Glass (ver Ape´ndice
A.1). Para esta serie, el taman˜o de ventana o´ptimo obtenido es tw = 30 y dimensio´n
de embedding m = 4 (tiempo de retraso τ = 10) [6].
Figura 3.1: Serie temporal de Mackey-Glass. Primeros 2.000 puntos del conjunto de test .
Figura 3.2: Coordenadas de las reconstrucciones de la serie de Mackey-Glass (conjunto de
test completo, 10.000 puntos) con tiempo de retraso 10 y dimensio´n de embedding 4. Donde
xi = x(t− 10i), i = 0 . . . 3 indica la i-e´sima componente de la reconstruccio´n correspondiente.
En la Fig. 3.1 se observan los primeros 2.000 puntos correspondientes al conjunto
de test. Luego en la Fig. 3.2 se muestran las coordenadas de retraso, correspondientes
al mismo conjunto de test, esta vez considerando el conjunto completo (10.000 datos).
Donde xi = x(t− 10i), i = 0 . . . 3 es la i-e´sima componente de la reconstruccio´n.
Se realiza el entrenamiento descripto en la Sec. 3.1, barriendo sobre el para´metro
H para las diferentes estructuras de RN, tanto profundas como no-profundas, para los
me´todos iterativo y directo, de salida-simple y salida-mu´ltiple, tomando como referencia
los modelos locales lineales (LLM Sec. 1.6), con el fin de comparar los errores (Error
Cuadra´tico Medio, Sec. 1.7).
El resultado ma´s sobresaliente de la Fig. 3.3 es que la red profunda de salida-
simple (4-20-20-20-1) es la red con mejor comportamiento en un balance sobre el rango
completo horizontes: presenta un mı´nimo o comparable error con respecto al resto de
los me´todos evaluados.
Es posible, a partir de la gra´fica, distinguir una prediccio´n a corto plazo para h / 102
y otra de largo plazo h ' 102 donde el comportamiento de los distintos me´todos var´ıa
sensiblemente.
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En las predicciones a corto plazo las mayores diferencias entre me´todos ocurre entre
las estrategias directa vs. iterativa y entre salida-simple vs salida-mu´ltiple, imponie´ndose
las primeras sobre las segundas respectivamente. La profundidad de la red no parece
ser un elemento clave en la prediccio´n a corto plazo. Esto se debe a que la prediccio´n
a corto plazo no requiere gran no-linealidad para esta serie.
En el caso iterativo se observa un resultado desfavorable para las predicciones a
corto plazo frente al me´todo directo. Esta relacio´n se invierte en un pequen˜o rango
dentro los horizontes de largo plazo.
Para el caso de salida-mu´ltiple se observa sistema´ticamente un peor desempen˜o
independientemente de la profundidad de la red o estrategia iterativa o directa. Esto
sugiere que entrenar estas redes minimizando el error sobre las cuatro neuronas de salida
deteriora el desempen˜o sobre el conjunto de test sobre la neurona correspondiente al
horizonte ma´s lejano (que es el que se evalu´a en la figura para comparar con los me´todos
de salida-simple).
Figura 3.3: Serie temporal de Mackey-Glass. Error de prediccio´n en funcio´n del horizonte H
(ambos en escala logar´ıtmica), para los me´todos iterativo y directo, tanto en RN profundas como
no-profundas, tomando como referencia los modelos locales lineales (LLM).
Una diferencia sistema´tica entre las variantes de los me´todos, se encuentra entre los
me´todos iterativos y directos (Sec. 1.4.2), donde se puede observar que, en general, los
me´todos directos dan mejores resultados para esta esta serie. Pero para este me´todo, si
se quiere la prediccio´n completa hasta un horizonte H usando como entrada solamente
datos de entrenamiento, se deben entrenar H predictores (RN) (Sec. 1.4.2). Lo cual
implica consumir una gran cantidad de recursos, frente al me´todo iterativo que so´lo
necesita entrenar una u´nica RN para H=1.
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Simulacio´n de la dina´mica
Comparamos el atractor original y los producidos por las RNs con el me´todo iterati-
vo (H = 1) (Sec. 2.2) para las distintas arquitecturas de RN, profundas y no-profundas,
y para la salida-simple y salida-mu´ltiple.
Figura 3.4: Datos generados por las redes neuronales. Se muestran las reconstrucciones (como
en la Fig. 3.2 b) de la serie de Mackey-Glass generada por las redes neuronales consideradas.
Las predicciones fueron generadas con el me´todo iterativo (h = 1): (a) con una RN de estructura
4-200-4 (b) con una RN de estructura 4-200-1 (c) RN de estructura 4-20-20-20-4 (d) RN de es-
tructura 4-20-20-20-1. Para cada caso se muestra u´nicamente la proyeccio´n sobre las coordenadas
x0 y x3, primera y u´ltima componentes de la reconstruccio´n respectivamente, x(t) y x(t− 30) .
Utilizando las RN entrenadas para h=1, se generan con el me´todo iterativo 10.000
datos de la serie de Mackey-Glass, para las distintas estructuras de RN, ya sea profundas
como no-profundas, con salida-simple y salida-mu´ltiple. En la Fig. 3.4 podemos observar
que la estructura salida-mu´ltiple, paneles (a) y (c), tiene inflexiones en la trayectoria
de las o´rbitas. Esto se debe a que la prediccio´n es generada con la u´ltima neurona de
las 4 neuronas de salida, y en ocasiones e´sta puede tener mayor o menor error que en
las neuronas restantes.
Figura 3.5: Dimensio´n de correlacio´n del conjunto de test original, serie de Mackey-Glass. Con
dimensio´n D(m, ) en el eje y,  en el eje x
En la Fig. 3.5 vemos graficadas las curvas de dimensio´n de correlacio´n (Sec. 1.3.2)
del conjunto de test, con m = 2 . . . 10, desde la curva inferior hacia la superior, y
 ∈ [10−1, . . . , 102] donde se sabe que la dimensio´n fractal (Eq. 1.8) es 2.1 (Ver [29],
pag. 379), valor que se sen˜ala en la gra´fica con una l´ınea de trazos en color rojo .
En la Fig. 3.6 se grafican como en la Fig. 3.5, las respectivas curvas de dimensio´n de
correlacio´n correspondientes a las series generadas por cada una de las RN consideradas.
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Figura 3.6: Dimensio´n de correlacio´n de las series generadas con las distintas arquitecturas de
RN utilizadas. (a) con una RN de estructura 4-200-4, (b) con una RN de estructura 4-200-1, (c)
RN de estructura 4-20-20-20-4 y (d) RN de estructura 4-20-20-20-1. L´ınea de trazo en color rojo
en D(m, ) = 2, dimensio´n de correlacio´n de la serie original.
En todas las gra´ficas vemos una l´ınea roja en trazo interrumpido, en D(m, )=2.1, para
tener una referencia de donde se encuentra la dimensio´n de correlacio´n con respecto a
la serie original. En los paneles (b) (RN de estructura 4-200-1) y (d) (RN de estructura
4-20-20-20-1) se nota una mejor definicio´n del plateau (meseta) alrededor de  = 10, con
dimensio´n cercana a 2.1. En cambio en los paneles (a) y (c) se observa una distorsio´n
mayor del perfil de curvas. En el panel (a) (RN de estructura 4-200-4) no se observa
ninguna meseta, existiendo adema´s una separacion de la secuencia de curvas. Por su
parte el panel (c) (RN de estructura 4-20-20-20-4) presenta una meseta ma´s acotada y
en un valor por encima del original.
3.2.2. Serie de Lorenz
En el segundo caso de estudio se presenta la serie correspondiente al sistema de
Lorenz (ver Ape´ndice A.2). Para esta serie, el taman˜o de ventana o´ptimo obtenido es
tw = 12, siendo su dimensio´n m = 3 (τ = 6 el tiempo de retraso) [6].
Figura 3.7: Primeros 2.000 datos del conjunto de test de la serie temporal de Lorenz.
Luego de realizar el entrenamiento indicado en la Sec. 3.1, barriendo sobre el
para´metro H para las diferentes estructuras de RN y para los me´todos iterativo y
directo se obtiene la siguiente gra´fica de Error de prediccio´n vs. Horizonte de predic-
cio´n H sobre el conjunto de test.
En esta gra´fica (Fig. 3.9) observamos que la red profunda es la mejor opcio´n en
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Figura 3.8: Coordenadas de las reconstrucciones de la serie de Lorenz con tiempo de retraso 6 y
dimensio´n de embedding 3. Donde xi, i = 0 . . . 2 indica la i-e´sima componente de la reconstruccio´n
correspondiente: x(t− 6i).
Figura 3.9: Serie temporal de Lorenz. Error de prediccio´n en funcio´n del horizonte H, ambos
en escala logar´ıtmica, para las distintas arquitecturas y me´todos. Tomando el me´todo LLM como
referencia
cuanto a las arquitecturas de redes en general para todo el rango de horizontes H. En
cuanto a los me´todos tenemos una diferencia significativa a favor del me´todo directo.
Entre las redes con salida-multiple y salida-simple se observa una pequen˜a diferencia
a favor de las redes de salida-simple que es ligeramente mayor para las arquitecturas
profundas.
En cuanto a los los me´todos iterativos, se comportan muy parecidos entre s´ı sin
importar la estructura de la red (con una leve mejor´ıa para los de salida-simple). La
pendiente de crecimiento del error para los me´todos iterativos es ma´s constante. Esto
se debe a la amplificacio´n del error en H = 1 al iterar. En cambio el error a H > 1
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para los me´todos directos no depende del error a H = 1, ya que cada ca´lculo de H es
independiente de los dema´s. Ambos me´todos iterativo y directo inician con el mismo
error, ya que no difieren en H = 1 para una misma estructura.
Al igual que para la serie de Mackey-Glass es posible distinguir una prediccio´n a
corto plazo y otra de largo plazo donde el comportamiento de los distintos me´todos
var´ıa sensiblemente. En este caso el umbral se identifica en h ≈ 20. Tambie´n en esta
gra´fica alcanza a verse con mayor claridad que en la Fig. 3.3 la saturacio´n de los errores
alrededor de 100 cuando h ' 300. E´ste es el umbral de impredecibilidad de la serie.
Simulacio´n de la dina´mica
Comparamos el atractor original y los producidos por las redes neuronales para la
serie temporal de Lorenz, con el me´todo iterativo (h = 1), para las distintas arquitec-
turas y tipo de salida (salida-simple y salida-multiple).
Figura 3.10: Datos generados por las redes neuronales. Se muestran Coordenadas de las
reconstrucciones (como en la Fig. 3.8 b) de los datos producidos para la serie de Lorenz por las
redes neuronales con el me´todo iterativo (h = 1): (a) con una RN de estructura 3-200-3 (b) con
una RN de estructura 3-200-1 (c) RN de estructura 3-20-20-20-3 (d) RN de estructura 3-20-20-
20-1. Para cada caso se muestra u´nicamente la proyeccio´n sobre las coordenadas x0 y x2, primera
y u´ltima componentes de la reconstruccio´n respectivamente, x(t) y x(t− 12).
Vemos en la Fig. 3.10 las reconstrucciones de los datos generados, utilizando coorde-
nadas de retraso, con el tiempo de retraso τ = 5. En el panel (a) tenemos la reconstruc-
cio´n segu´n la RN 3-200-3, donde podemos observar que la trayectoria no conserva la
dina´mica del atractor original (Fig. 3.8), en ocasiones la parte no-lineal de la prediccio´n,
o sea decidir si la trayectoria pasa o no a la otra espiral, no esta resuelta adecuadamen-
te. Para la arquitectura profunda 3-20-20-20-3, panel (c), las o´rbitas esta´n demasiado
juntas, o sea que no se desplego´ por completo el atractor, por lo cual es de esperar
que presente una dimensio´n fractal menor a la del atractor original. Para las RN de
salida-simple tenemos mejores resultados observando que en el atractor del panel (d)
(RN de estructura 3-20-20-20-1) las o´rbitas esta´n ma´s separadas que en el panel (c).
pero aun se presentan colapsadas de a grupos. Finalmente, en el panel (b) (RN de
estructura 3-200-1) tenemos el mejor resultado de los cuatro, desplega´ndose el atractor
casi en su totalidad y respetando el paso de las o´rbitas de una espiral a la otra.
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A partir de las figuras 3.11 y 3.12 (dimensio´n de correlacio´n de la serie original y
de las series generadas, respectivamente), se puede obtener una medida ma´s precisa de
lo observado sobre la apariencia de las reconstrucciones. Los paneles se presentan en
el mismo orden que la figura 3.10 de los atractores reconstruidos. En todas las gra´ficas
tenemos una l´ınea roja en trazo interrumpido, representando la dimensio´n fractal del
atractor original. Vemos en los paneles (a), (c ) y (d) que la dimensio´n fractal es menor
que 2, mientras que en el panel (b) es cercana a 2, siendo por lo tanto e´ste el mejor
resultado (3-200-1).
Figura 3.11: Curvas de dimensio´n de correlacio´n de la serie temporal de Lorenz, conjunto de
test. Con dimensio´n D(m, ) en el eje y,  en el eje x, siendo 2 su dimensio´n
.
Figura 3.12: Dimensio´n de correlacio´n, serie temporal de Lorenz. D(m, ) en el eje y,  en el
eje x para las diferentes arquitecturas de RN: (a) con una RN de estructura 3-200-1 (b) con una
RN de estructura 3-20-20-20-1 (c) RN de estructura 3-200-3 (d) RN de estructura 3-20-20-20-3.
3.2.3. Serie de Ro¨ssler
En este caso de estudio se presenta la serie correspondiente al sistema de Ro¨ssler
(ver Ape´ndice A.3). Para e´sta serie, el taman˜o de ventana o´ptimo obtenido es tw = 10,
siendo su dimensio´n m = 3, y τ = 5 el tiempo de retraso [6].
En las figuras 3.13 y 3.14 se muestran 2.000 datos de la serie temporal de Ro¨ssler y
el atractor reconstruido a partir de un tramo de la serie temporal, con 8.000 datos, me-
diante coordenadas de retraso, con tiempo de retraso τ = 5 y dimensio´n de embedding
3.
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Figura 3.13: Serie temporal de Ro¨ssler
Figura 3.14: Reconstruccio´n serie de Ro¨ssler con tiempo de retraso 5 y dimensio´n de embedding
3.
Figura 3.15: Serie temporal de Ro¨ssler. Error de prediccio´n vs. Horizonte de prediccio´n H,
ambos en escala logar´ıtmica
En la Figura 3.15, se puede observar que se obtiene un mejor resultado con una RN
profunda (3-20-20-20-N) que con una RN no-profunda (3-200-N), donde N ∈ {1, 3}. En
cuanto a los me´todos directo e iterativo, se puede observar que el directo es superior, ya
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que la prediccio´n para el me´todo iterativo toma valores infinitos al llegar a H=10. Esto
puede estar relacionado con la forma del atractor de Ro¨ssler (Fig. 3.15) , donde la parte
de la espiral (zona lineal del atractor), es relativamente fa´cil de predecir por un modelo
con H = 1. Sin embargo la zona donde la o´rbita vuelve a re-inyectarse en la espiral
requiiere observar horizontes ma´s alejados para poder predecir su comportamiento.
Simulacio´n de la dina´mica
En este caso de estudio no podemos generar una serie temporal a partir de iterar
ninguna de las redes (siguiendo la metodolog´ıa propuesta en el cap´ıtulo 2) debido a
que estas toman valores infinitos al llegar a H=10.
3.2.4. Circuito de Chua
En esta seccio´n se muestra el uso de la metodolog´ıa propuesta para la serie temporal
del circuito de Chua. Esta serie temporal corresponde a mediciones de la corriente en
el inductor realizadas por Aguirre et al. [30], cuyos datos esta´n disponibles en [31]. Los
datos presentan una cantidad considerable de ruido observacional debido a la resolucio´n
del conversor A/D y al sensor de efecto Hall utilizado para medir la corriente sobre
el inductor [30]. Es el ma´s simple circuito electro´nico que satisface los criterios de
comportamiento cao´tico.
Dado que la serie temporal contiene ruido, se procede a suavizar los datos con un
filtro de Savitzky-Golay [32]. Este filtro tiene dos para´metros libres: el intervalo de
la ventana donde se ajustan los polinomios y el orden de los mismos. Se utilizo´ [27,
0] (es decir que la ventana toma 27 valores hacia atra´s y ninguno hacia adelante),
y polinomios de orden p = 2 (para´bola). Este filtro se puede obtener utilizando el
siguiente comando del paquete TISEAN [33]:
$> sav_gol data.dat -n27,0 -p2
Para esta serie, el taman˜o de ventana o´ptimo obtenido es tw = 81 y su dimensio´n
m = 3 [6], resultando τ = 27 el tiempo de retraso1.
En la Fig. 3.16 se muestra la serie temporal del circuito de Chua luego de ser
suavizada con con un filtro de Savitzky-Golay. Luego en la Fig. 3.17 se grafica el
atractor reconstruido a partir de la serie temporal, utilizando coordenadas de retraso,
con tiempo de retraso τ = 27 y dimension m = 3.
En la Fig. 3.18, tenemos las curvas de Error de Prediccio´n (eje y) vs. Horizonte de
Prediccio´n H (eje x). Para esta serie a diferencia de las anteriores el mejor desempen˜o
1Para definir el taman˜o de la ventana en este caso, se tuvo en cuenta que el filtro aplicado incorpora
a cada observacio´n informacio´n proveniente de 27 observaciones previas incrementando el taman˜o
efectivo de la ventana.
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Figura 3.16: Serie temporal del circuito de Chua. (a) Serie temporal completa. (b) Primeros
1500 datos de la serie temporal, ambas suavizadas con un filtro de Savitzky-Golay.
Figura 3.17: Reconstruccio´n serie de Chua suavizada con filtro Savitzky-Golay, conjunto de
test 7.000 puntos. Tiempo de retraso 27 y dimensio´n de embedding 3.
se obtiene con un me´todo iterativo. Sin embargo sigue siendo una red profunda la
que presenta menor error en todo el rango de horizontes H. Las redes neuronales
estudiadas se comportan de manera similar hasta H = 101, luego las curvas de error se
separan y finalmente alcanzan valores similares a partir de H = 400. De los distintos
comportamientos vemos que las RN (3-200-N) directas son las primeras en aumentar su
error con el horizonte (en H ≈ 40). En H ≈ 102 diverge el error de las RN (3-20-20-20-
N) directas. Las redes de salida-simple iteradas son las que alcanzan mayores horizontes
manteniendo un bajo error, logrando la red profunda 3-20-20-20-1 iterada un error
significativamente menor que el caso no-profundo en este rango. Finalmente las redes
iteradas de salida-mu´ltiple son las que peor desempen˜o presentan en las predicciones a
largo plazo.
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Figura 3.18: Serie temporal de Circuito de Chua. Error de prediccio´n en funcio´n del horizonte
H, ambos en escala logar´ıtmica.
Simulacio´n de dina´mica
Comparamos el atractor original y los producidos por las RN con el me´todo iterativo
(h = 1) para las distintas arquitecturas de RN, y adema´s la salida-simple y salida-
multiple.
Figura 3.19: Datos generados por las redes neuronales. Se muestran las reconstrucciones (como
en la Fig. 3.17 a) de la serie de Chua generada por las redes neuronales consideradas. Las predic-
ciones fueron generadas con el me´todo iterativo (h = 1): (a) con una RN de estructura 3-200-3
(b) con una RN de estructura 3-200-1 (c) RN de estructura 3-20-20-20-3 (d) RN de estructura
3-20-20-20-1. Para cada caso se muestra u´nicamente la proyeccio´n sobre las coordenadas x0 y x1,
primera y segunda componentes de la reconstruccio´n respectivamente, x(t) y x(t− 27) .
En la Fig. 3.19 se observan las reconstrucciones de las series generadas con el me´todo
propuesto. En una RN, la primer capa oculta actu´a como filtro pasabajo, limpiando el
ruido de la sen˜al, como se puede ver, se obtiene as´ı una reconstruccio´n ma´s suave que
la original en la Fig. 3.17. Vemos que para los casos de salida-simple (paneles b y d) se
tiene una dina´mica ma´s estable a comparacio´n de la salida-mu´ltiple (paneles a y c).
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Figura 3.20: Curvas correspondientes a la dimensio´n de correlacio´n de la serie temporal de
Chua. Segu´n Aguirre et al. [34] la dimensio´n de este atractor es 2.06 y este valor se indica con la
l´ınea de trazos roja.
Figura 3.21: Dimensio´n de correlacio´n de las reconstrucciones generadas por las RN, corres-
pondientes a la figura (a) 3-200-3 (b) con una RN de estructura 3-200-1, (c) RN de estructura
3-20-20-20-3, (d) RN de estructura 3-20-20-20-1.
En la Fig. 3.21, tenemos las respectivas gra´ficas de dimensio´n de correlacio´n de
las reconstrucciones vistas en la Fig. 3.19. La l´ınea roja en trazo interrumpido, nos
da una gu´ıa aproximada de donde se encuentra la dimensio´n de correlacio´n (d=2.06).
Por lo visto, todas tienen dimensio´n fractal cercana a d = 2. Descartando las redes de
salida-mu´ltiple (paneles a y c) segu´n lo analizado en el pa´rrafo anterior resta comparar
los paneles (b) y (d) correspondientes a las redes de salida-simple. Comparando con la
Fig. 3.20 vemos que el comportamiento mas parecido al conjunto de test, corresponde
a la RN profunda de estructura 3-20-20-20-1.
Cap´ıtulo 4
Conclusiones
En esta Tesina se evaluaron redes neuronales profundas para la prediccio´n de series
temporales cao´ticas. Se comparo´ su desempen˜o con el de las redes neuronales conven-
cionales (de una u´nica capa oculta) para realizar prediccio´n en distintos horizontes
barriendo desde el corto plazo hasta el l´ımite de predecibilidad de cada serie. Los resul-
tados sobre series temporales sinte´ticas y reales sugieren que las arquitecturas profundas
superan a las redes neuronales convencionales para todo el rango de horizontes.
Se realizaron adema´s experimentos para evaluar la dina´mica capturada (o aprendi-
da) por cada red neuronal. Con tal finalidad se compararon los atractores obtenidos y
las curvas de estimacio´n de la dimensio´n de correlacio´n correspondientes a los mismos.
Estos experimentos dieron como resultado que resulta una dina´mica ma´s parecida a
la original utilizando iteraciones de redes con salida-simple. En te´rminos de la pro-
fundidad de las mismas, el resultado depende de las series consideradas. En cuanto al
tiempo de ejecucio´n, al considerar redes profundas con igual cantidad de para´metros
que las redes no-profundas, no represento´ una diferencia considerable, por lo tanto vale
considerar el uso de estas arquitecturas para la tarea de prediccio´n. Con respecto a la
salida-mu´ltiple, no se encontro´ beneficio frente a un modelo con salida-simple.
Finalmente, respecto al desempen˜o de me´todos iterativos vs. directos (discusio´n ini-
cialmente abordada en [12]), no se pueden sacar mayores conclusiones de los resultados
obtenidos ya que para las series sinte´ticas los me´todos directos presentaron menor error
y lo contrario ocurrio´ para la serie real del circuito de Chua.
Trabajos futuros
En relacio´n al pa´rrafo anterior resta verificar si la diferencia de comportamiento
entre las series sinte´ticas y la serie real se debe a la presencia de ruido en esta u´ltima.
Para identificar esto, una posibilidad es repetir los experimentos agregando ruido a las
series sinte´ticas. Esto permitir´ıa verificar si el me´todo iterativo en presencia de ruido
supera al me´todo directo. Esto implicar´ıa que predecir a un horizonte de largo plazo en
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forma directa es resolver un problema no-lineal de mayor dificultad y mayor error que
el que se genera al amplificar el ruido de la misma serie temporal al iterar predicciones
de corto plazo. Esta conclusio´n fue la obtenida por [12] utilizando modelos locales
polino´micos.
Como tarea pendiente, tambie´n queda evaluar la metodolog´ıa utilizando el vector
de coordenadas de retraso completo que contiene todas las observaciones dentro de
la ventana (τ = 1 y m = tw + 1). Esta eleccio´n implica aumentar la cantidad de
neuronas de entrada y por lo tanto la cantidad de para´metros a entrenar. Se realizaron
pruebas preliminares y se obtuvo mejor resultado con la serie de Ro¨ssler en cuanto
a la estabilidad de la dina´mica de prediccio´n. Se pudieron obtener modelos iterativos
estables (que no presentan la divergencia observada en la Fig. 3.15).
Otro trabajo interesante, en la direccio´n de obtener dina´micas ma´s estables, ser´ıa
utilizar la metodolog´ıa propuesta en [35], denominada denoising autoencoders. Esta
metodolog´ıa consiste en agregar un cierto nivel de ruido en la entrada de la red al
momento del entrenamiento pero no en los datos de salida. Esto permitir´ıa que la red
neuronal aprenda a filtrar el ruido y conservar la dina´mica dentro del atractor.
Ape´ndice A
Series temporales sinte´ticas
A.1. Serie de Mackey-Glass





1 + xc(t− τ) − bx
con para´metros a = 0,2, b = 0,1, c = 10, y τ = 17. Se utilizo´ como condiciones iniciales
x(t < 0) = 0 y x(t = 0) = 1,2 y se integro´ nume´ticamente esta ecuacio´n diferencial
de dimensio´n infinita. Se descartaron las primeras 2000 iteraciones. Finalmente se sub-
muestreo´ la serie con un tiempo de muestreo δt = 0,5. La serie resultante tiene 20000
elementos de los cuales los primeros 10000 son los utilizados al implementar los me´to-
dos de reconstruccio´n y se grafican en la Fig. 3.1 y los restantes 10000 son guardados
para prueba de los algoritmos.
A.2. Serie de Lorenz
El sistema de Lorenz [37] se describe con las siguiente ecuaciones
dx/dt = σ(y − x),
dy/dt = x(ρ− z)− y,
dz/dt = xy − βz
cuyos para´metros son σ = 10, ρ = 28 y β = 8/3. Se inicializo´ el sistema en x = y = 1,
z = 50 y se integrro´ nume´ricamente con algoritmo de Runge-Kutta de 4º orden con paso
δt = 0,01. La serie corresponde a la secuencia de valores de la coordenada x. Luego
de un transiente de 1000 puntos, se conservan 10000 puntos para implementacio´n y
10000 para prueba. Los puntos utilizados para la implementacio´n de los me´todos de
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reconstruccio´n se grafican en la Fig. 3.7.
A.3. Serie de Ro¨ssler
Para el sistema de Ro¨ssler [38] se integraron las ecuaciones
dx/dt = −(y + z),
dy/dt = x+ αy,
dz/dt = β + z(x− γ)
con para´metros α = 0,15, β = 0,2 y γ = 10. Las condiciones iniciales consideradas son
x = y = z = 1. Se utilizo´ un algoritmo de Runge-Kutta de 4º orden para la integracio´n
nume´rica de las ecuaciones. Se descartaron los primeros 8000 puntos y se considero´ la
coordenada x con una frecuencia de muestreo δt = 0,125 para generar una serie de
10000 puntos para implementacio´n y otros 10000 para prueba. Los puntos utilizados
para la implementacio´n de los me´todos de reconstruccio´n se grafican en la Fig. 3.13.
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