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Abstract
It is proved that on nilmanifolds with abelian complex structure, there ex-
ists a canonically constructed non-trivial holomorphic Poisson structure. We
identify the necessary and sufficient condition for its associated cohomology
to be isomorphic to the cohomology associated to trivial (zero) holomorphic
Poisson structure. We also identify a sufficient condition for this isomorphism
to be at the level of Gerstenhaber algebras.
1 Introduction
The study of deformation of real Poisson bracket and its related cohomology the-
ory was initiated by Lichnerowicz et. al. long ago [7] [19]. Deformation of Poisson
brackets in complex algebraic category emerged 20 years ago [22]. There has been
associated deformation theory within the category of complex analytic geometry [1]
[15] [25].
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In the past fifteen years, holomorphic Poisson structure is also conceived as
an object in the realm of generalized geometry [12] [13] [14] . In this vein, one
studies deformation within the framework of Lie bi-algebroids [20]. There has been
work along this line by various authors [9] [10] [11] [16] [17] [18] [24]. In this note,
the authors continue to treat holomorphic Poisson structures within the realm of
generalized complex structures, and extend the work in [24].
A holomorphic bi-vector field Λ is Poisson if its self bracket is equal to zero:
[[Λ,Λ]] = 0. When Λ = 0, it is a trivial case and we get nothing but a complex
manifolds. As the condition [[Λ,Λ]] = 0 is homogeneous, when Λ 6= 0, for any
complex number t, tΛ is a holomorphic Poisson structure. When t 6= 0, they are
all equivalent and could be considered as a deformation of the trivial holomorphic
Poisson structure given by t = 0. Associated to each non-trivial holomorphic Poisson
structure, one has a holomorphic version of Lichnerowicz’s differentials ∂tΛ [3] [18]
[19]. They act on the space of sections of exterior bundles of (1, 0)-vectors and
(0, 1)-forms.
∂tΛ : ∧
k(T 1,0M ⊗ T ∗(0,1)M)→ ∧k+1(T 1,0M ⊗ T ∗(0,1)M),
for any non-negative integer k. They form an elliptic complex, and yield cohomology
spaces. ∂tΛ is a perturbation of the classical operator ∂. When t = 0, the resulting
cohomology spaces are
Hk0 = ⊕p+q=kH
q(M,Θp)
where Θp is the sheaf of germs of sections of the p-th exterior power of the holo-
morphic tangent bundle of the underlying complex manifold M . For each t 6= 0, we
have cohomology spaces HktΛ. They are all isomorphic to H
k
Λ.
Similar to the classical Lichnerowicz differential, ∂Λ = ∂ + adΛ where adΛ is the
Schouten bracket of the Poisson structure Λ with tensorial objects. In the holomor-
phic setting, the cohomology HkΛ is the hyper-cohomology of a spectral sequence of
a bi-complex. adΛ is also the operator on the first page of the spectral sequence:
adΛ = d
p,q
1 : H
q(M,Θp)→ Hq(M,Θp+1).
The general goal of this piece of work is to understand the relation between
the algebraic structures on HkΛ and those on H
k
0 . Our focus is on nilmanifolds with
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abelian complex structures. As found in [4] [5] [26] and explained in Section 3 in this
paper, on such a manifold there exists a global frame of (1, 0)-forms {ω1, . . . , ωn}
such that for each k, dωk is type-(1, 1) and it is in the exterior algebra gener-
ated by {ω1, . . . , ωk−1, ω1, . . . , ωk−1}. We call such a basis an ascending basis. Let
{V1, . . . , Vn} be the dual basis. Its complex linear span is denoted by g
1,0. As to be
explained in Definition 1 below, we find that Λ = Vn ∧ Vn−1 is a canonically defined
holomorphic Poisson structure.
Our first main result is to identify a necessary and sufficient condition for the
map dp,q1 of the spectral sequence associated to this particular holomorphic Poisson
structure to be identically zero.
Theorem Let M be a nilmanifold with abelian complex structure. Let Λ be the
canonical holomorphic Poisson structure associated to an ascending basis of the com-
plex structure. The map dp,q1 is identically zero for all p, q if and only if there exists
a vector X in g1,0 such that adΛω
n = ∂X. Whenever the vector X exists, we call it
a potential vector.
The above theorem appears as Theorem 3 in Section 4. Additional effort is
needed to prove that the degeneracy of the spectral sequence actually lead to a
vector space isomorphism
φ : ⊕p+q=kH
q(M,Θp)→ HkΛ (1)
as stated in Theorem 4. The proof of these two results occupies much of Section 4.
They generalize a result in [24].
As explained in Proposition 1, given Λ = Vn ∧ Vn−1, a characterization of the
potential vector X is the set of equations below.
ιXdω
k = 0, for all 1 ≤ k ≤ n− 1, and ιXdω
n = −ιVn−1dω
n.
This characterization also corrects an error in Proposition 9 of [24].
After the conditions on a vector space isomorphism is clarified, we complete an
analysis in Theorem 5 on whether the isomorphism φ in (1) is an isormophism of
algebras. We state the result below.
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Theorem Suppose that Λ is the canonical holomorphic Poisson structure associated
to an ascending basis of an abelian complex structure on a nilmanifold. If X is a
potential vector, then the map φ is an isomorphism of Gerstenhaber algebras when
adXω
k = [[X,ωk]] = 0 for all 1 ≤ k ≤ n− 1.
The above result upgrades our past observation regarding isomorphism on the
level of vector spaces. As an application of the above results, we prove Theorem 6
in Section 6.1 as stated below.
Theorem On a two-step nilmanifold with abelian complex structure, if dωn is a non-
degenerate map then the canonical Poisson cohomology with respect to an ascending
basis is isomorphic to the one associated to the trivial (zero) Poisson structure as
Gerstenhaber algebras.
The above result recovers an ad hoc computation by the first author in his paper
[23] on Kodaira surfaces, and give the computation a theoretical understanding.
It also extends and explains various examples of two-steps nilmanifolds found in
[24]. At the end of this article we provide abundant examples beyond two-step
nilmanifolds on which the conditions for Theorem 5 are satisfied. We also found
examples for which the conclusion for Theorem 3 does not hold. Together, they
present a rich subject for further investigation.
2 Algebraic Structures on Poisson Cohomology
Let M be a manifold with an integrable complex structure J . The complexified
tangent bundle of M splits into direct sum of the bundle of (1, 0)-vectors TM1,0 and
the bundle of (0, 1)-vectors TM0,1. We denote their dual bundles by TM∗(1,0) and
TM∗(0,1) respectively. Their p-th exterior bundles are denoted by TMp,0, TM0,p,
TM∗(p,0) and TM∗(0,p) respectively. Define L = TM1,0 ⊕ TM∗(0,1). Via a natural
pairing between forms and vectors, its complex conjugation L is complex linearly
isomorphic to its dual L∗. The pair L and L forms a complex Lie bi-algebroid with
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respect to the Courant bracket [8] [20]. It follows the theory of Lie bi-algebroid [20]
[21] and there exists a natural differential
∂ : C∞(M,L)→ C∞(M,∧2L). (2)
When the Courant bracket is restricted to L, it is the Schouten bracket [21], also
known as Fro¨licher-Nijenhuis bracket in classical complex deformation theory. It is
extended to a differential of exterior algebras:
∂ : C∞(M,∧kL)→ C∞(M,∧k+1L). (3)
The differential ∂ has the properties such that when it is restricted to (0, 1)-forms,
it is the classical ∂-operator in complex manifold theory; meaning that it is the
(0, 2)-component of the exterior differential [11]. Similarly, when the Lie algebroid
differential is restricted to (1, 0)-vector fields, it is the Cauchy-Riemann operator as
seen in [8]. The differential ∂, the bracket [[−,−]] and the exterior product ∧ together
equip the space of sections of the exterior bundle C∞(M,∧•L) with the structure of
a differential Gerstenhaber algebra. In particular, if a is a smooth section of ∧|a|L,
where |a| denotes the degree of a in the exterior algebra, and b is a smooth section
of ∧|b|L, then
∂[[a, b]] = [[∂a, b]] + (−1)|a|+1[[a, ∂b]]; (4)
∂(a ∧ b) = (∂a) ∧ b+ (−1)|a|a ∧ (∂b), (5)
Since ∂ ◦ ∂ = 0, one obtains the Dolbeault cohomology with coefficients in
holomorphic polyvector fields. Denoting the sheaf of germs of sections of the pth
exterior power of the holomorphic tangent bundle by Θp, we have
H•0 = H
•
∂
(M,∧•L) ∼=
⊕
p,q≥0
Hq(M,Θp).
In subsequent computations, when p = 0, Θp represents the structure sheaf O of the
complex manifold M .
Due to the compatibility between ∂ and the Schouten bracket [[−,−]], and the
compatibility between ∂ and the exterior product ∧ as noted above, the Schouten
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bracket and exterior product descend to the cohomology space H•(M,Θ•). In other
words, the triple
(⊕p,qH
q(M,Θp), [[−,−]],∧) (6)
forms a Gerstenhaber algebra.
Suppose that Λ is a holomorphic Poisson bivector field, then [[Λ,Λ]] = 0 and
∂Λ = 0. Consider the map
adΛ : C
∞(M,∧kL)→ C∞(M,∧k+1L) (7)
defined by adΛ(Φ) = [[Λ,Φ]] where Φ ∈ C
∞(M,∧kL). The identity [[Λ,Λ]] = 0 is
translated into adΛ ◦ adΛ = 0. Since the complex structure is integrable, we have
∂ ◦ ∂ = 0. Therefore, the map
∂Λ = adΛ + ∂ : C
∞(M,∧kL)→ C∞(M,∧k+1L) (8)
satisfies the condition ∂Λ ◦ ∂Λ = 0. It generates a complex, and hence a cohomology
space. We denote it by H•Λ(M), and call it the (associated) Poisson cohomology.
Furthermore, as Λ is a degree-2 element in the differential Gerstenhaber algebra
(C∞(M,∧•L), ∂, [[−,−]],∧), the operator adΛ satisfies the identities:
adΛ[[a, b]] = [[adΛa, b]] + (−1)
|a|+1[[a, adΛb]];
adΛ(a ∧ b) = (adΛa) ∧ b+ (−1)
|a|a ∧ (adΛb).
So does ∂Λ.
∂Λ[[a, b]] = [[∂Λa, b]] + (−1)
|a|+1[[a, ∂Λb]]; (9)
∂Λ(a ∧ b) = (∂Λa) ∧ b+ (−1)
|a|a ∧ (∂Λb). (10)
It follows that (C∞(M,∧•L), ∂Λ, [[−,−]],∧) is a differential Gerstenhaber algebra,
and (H•Λ(M), [[−,−]],∧) inherits the structure of a Gerstenhaber algebra. Observe
that
∧kL = ⊕p+q=kTM
p,0 ⊗ TM∗(0,q)
and
adΛ : C
∞(M,TMp,0 ⊗ TM∗(0,q))→ C∞(M,TMp+1,0 ⊗ TM∗(0,q)), (11)
∂ : C∞(M,TMp,0 ⊗ TM∗(0,q))→ C∞(M,TMp,0 ⊗ TM∗(0,q+1)). (12)
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Since ∂ ◦ ∂ = 0, adΛ ◦ ∂ + ∂ ◦ adΛ = 0, and adΛ ◦ adΛ = 0, the cohomology H
•
Λ(M)
is given by the hypercohomology of the bi-complex C∞(M,TM•,0⊗ TM∗(0,•)). The
first page of related spectral sequence is given by the classical Dolbeault cohomology
of (0, q)-forms with coefficients in the sheaf of germs of holomorphic p-vector fields
[27].
Ep,q1 = H
q(M,Θp). (13)
For p = 0, E0,q1 = H
q(M,O), the space of holomorphic (0, q)-forms. The map dp,q1
in the first page of the spectral sequence is the map adΛ, which descends from (11)
to cohomology level.
adΛ : H
q(M,Θp)→ Hq(M,Θp+1). (14)
3 Abelian Complex Structure on Nilmanifolds
After reviewing some fundamental observations on complex structures on nilman-
ifolds as given in [26], we set up several technical observations to facilitate the
computation in subsequent sections.
A nilmanifold M is a co-compact quotient of a simply connected nilpotent Lie
group G. Denote the Lie algebra of the group G by g. We assume that dimR g = 2n.
Denote the dual space by g∗. One has the Chevalley-Eilenberg differential d. If α is
in g∗, X, Y are in g, then by definition
dα(X, Y ) = −α([[X, Y ]]). (15)
It is extended to the Chevelley-Eilenberg complex,
0→ g∗
d
−→∧2 g∗
d
−→· · ·
d
−→∧2n g∗ → 0.
The descending central series of g is the chain of ideals defined inductively by g0 = g
and gj = [gj−1, g] for all j ≥ 1. By definition, the Lie algebra g is s-step nilpotent
if gs = {0} and gs−1 6= {0}. In particular, the chain of ideals terminates,
g = g0 ⊇ g1 ⊇ · · · ⊇ gs−1 ⊇ gs = {0}.
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A real linear map J : g → g with the properties that J ◦ J = −identity and for all
X, Y ∈ g,
[[JX, JY ]] = [[X, Y ]] (16)
is an abelian complex structure. Denote the spaces of (1, 0)-vectors and (0, 1)-vectors
respectively by g1,0 and g0,1. The identity (16) above implies that g1,0 is an abelian
complex algebra. Therefore, the only Lie bracket among elements of gC is of the
form [[X, Y ]] and its complex conjugate, where X ∈ g1,0 and Y ∈ g0,1.
Taking the adjoint of J , one obtains a map, also denoted by J , from g∗ to itself.
Denote the space of (1, 0)-forms by
g∗(1,0) = {α− iJα : α ∈ g∗}.
Its complex conjugation is the space of (0, 1)-forms. It is denoted by g∗(0,1).
Their p-th exterior products are respectively denoted by gp,0, g0,p, g∗(p,0) and
g∗(0,p). In particular, by taking invariant polyvector fields and invariant forms, we
have an inclusion map
ι : gp,0 ⊗ g∗(0,q) → C∞(M,TMp,0 ⊗ TM∗(0,q)). (17)
Theorem 1 [2] The inclusion map ι is a quasi-isomorphism. In other words, it
induces an isomorphism of cohomology
ι : Hq(gp,0) ∼= Hq(M,Θp).
The Chevelley-Eilenberg complex is complex linearly extended. When the com-
plex structure is abelian as defined in (16), then dα is a type-(1,1) form when α is
a type-(1,0) form. In the rest of this article, the following observation will play a
crucial role.
Theorem 2 [4] [5] [26] If g is a nilpotent Lie algebra with an abelian complex
structure, then there exists a basis {ω1, . . . , ωn} of g∗(1,0) such that
dωj+1 ∈ I(ω1, . . . , ωj) ∧ I(ω1, . . . , ωj),
where I(ω1, . . . , ωj) denotes the ideal generated by {ω1, . . . , ωj}.
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In other words, the structure constants Ajkℓ are such that for each j,
dωj =
∑
1≤k,ℓ≤j−1
Ajkℓω
k ∧ ωℓ. (18)
Taking complex conjugation and rearranging indices, we get
dωj = −
∑
1≤k,ℓ≤j−1
A
j
ℓkω
k ∧ ωℓ. (19)
In particular,
dωn =
∑
1≤k,ℓ≤n−1
Ankℓω
k ∧ ωℓ, and dωn = −
∑
1≤k,ℓ≤n−1
A
n
ℓkω
k ∧ ωℓ. (20)
As noted in [26], one obtains the basis {ω1, . . . , ωn} inductively starting with
dω1 = 0. Therefore, we address this basis for g1,0 as an ascending basis. Apparently,
an ascending basis is not necessarily unique. Let {V1, . . . , Vn} be the dual basis for
g1,0. We will refer to it as the (dual) ascending basis for g1,0.
We will also use the following notations,
t1,0 = span of {V1, . . . , Vn−1}, c
1,0 = span of {Vn}, (21)
t
∗(1,0) = span of {ω1, . . . , ωn−1}, c∗(1,0) = span of {ωn}. (22)
Their conjugated counterparts t0,1, c0,1, t∗(0,1) and c∗(0,1) are naturally defined. With
these notations, we consider the contraction of dωn and dωn as linear maps.
dωn : t1,0 → t∗(0,1), dωn : t1,0 → t∗(0,1). (23)
Moreover, with the given ordered bases, the matrix representation An of dωn is Ankℓ
acting on row vectors from the right. i.e. if V = c1V1 + · · ·+ c
n−1Vn−1, then
ιV dω
n =
∑
1≤k,ℓ≤n−1
ckAnkℓω
ℓ.
For instance,
ιVn−1dω
n =
∑
1≤ℓ≤n−1
Ann−1,ℓω
ℓ. (24)
The matrix representation of dωn is −A
T
.
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From the structure equations (18) and (19), one finds the expression of structure
equations in the basis {V1, . . . , Vn} ∪ {V 1, . . . , V n} for the complexified Lie algebra
gC . Namely,
[[Vk, V ℓ]] = −
∑
k,ℓ≤j−1
AjkℓVj +
∑
k,ℓ≤j−1
A
j
ℓkV j . (25)
It is now apparent that Vn is in the center of gC . Moreover, for each ω
k in the
ascending basis and any Y in g0,1,
(∂X)(ωk, Y ) = X([[Y , ωk]]) = X(ιY dω
k) = −dωk(X, Y ) = −(ιXdω
k)(Y ).
It follows that
∂X = −
n∑
k=1
Vk ∧ (ιXdω
k). (26)
As a result of (24),
∂Vn = 0, and ∂Vn−1 = −Vn ∧ ιVn−1dω
n. (27)
Corollary 1 Λ = Vn ∧ Vn−1 is a holomorphic Poisson bivector.
Proof: Λ is Poisson because the complex algebra g1,0 is abelian. It is holomorphic
because
∂(Vn ∧ Vn−1) = (∂Vn) ∧ Vn−1 − Vn ∧ (∂Vn−1) = Vn ∧ Vn ∧
(
n−1∑
k=1
Ann−1,kω
k
)
= 0.
Definition 1 Given an ascending basis {V1, . . . , Vn−1, Vn} for g
1,0 on a nilmanifold
with abelian complex structure, we call Λ = Vn ∧ Vn−1 its canonical holomorphic
Poisson structure, or simply a canonical Poisson structure of the abelian complex
structure.
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4 Cohomology of Canonical Poisson Structures
Since the canonical Poisson structure is invariant, given the quasi-isomorphism in
Theorem 1, one could reduce the spectral sequence computation with E1-terms given
in (13) to a computation of invariant objects. Namely, the d1 map is reduced to
dp,q1 = adΛ : H
q(gp,0)→ Hq(gp+1,0). (28)
The goal of this section is to prove the following theorem, which generalizes a
key result in [24].
Theorem 3 Let M be a nilmanifold with abelian complex structure. Let Λ be the
canonical holomorphic Poisson structure associated to an ascending basis of the com-
plex structure. The map dp,q1 is identically zero for all p, q if and only if there exists
a vector X in g1,0 such that adΛω
n = ∂X.
We call such X , if exists, a potential vector for the canonical holomorphic Poisson
structure. The proof below is similar to, but simplifies an argument in [24] due to
the adoption of an ascending basis.
Proof: One direction of the computation is straightforward. Assume that the map
dp,q1 is identically zero for all p, q. When (p, q) = (0, 1), the space H
1(g0,0) is pre-
cisely the space of invariant closed (0, 1)-forms. Given that the complex structure
is abelian, it is apparent that every element in an ascending basis {ω1, . . . , ωn} is
∂-closed. Furthermore, given that it is an ascending basis,
ιVndω
j = 0 for all 1 ≤ j ≤ n, and ιVn−1dω
k = 0 for all 1 ≤ k ≤ n− 1. (29)
Therefore, the only possible non-trivial term in the computation of d0,11 is contributed
by
adΛω
n = [[Vn ∧ Vn−1, ω
n]] = Vn ∧ ιVn−1dω
n.
It is equal to zero in H1(g1,0) as a cohomology class if and only if there exists an
element X in g1,0 such that
adΛ(ω
n) = ∂X. (30)
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Next, we prove that the existence of a potential vector is a sufficient condition
for the spectral sequence to degenerate. Suppose Γp,q is an element in gp,0 ⊗ g∗(0,q)
representing a class in Hq(gp,0). Due to the direct sum decomposition g∗(0,1) =
c∗(0,1) ⊕ t∗(0,1), we have
gp,0 ⊗ g∗(0,q) = gp,0 ⊗ ∧q(c∗(0,1) ⊕ t∗(0,1)) = gp,0 ⊗ (c∗(0,1) ⊗ t∗(0,q−1) ⊕ t∗(0,q)). (31)
Therefore,
Γp,q = ωn ∧
∑
a
(Πa ∧ Φa) +
∑
b
Υb ∧Ψb, (32)
where {Φa, a = 1, 2, . . . } and {Ψb, b = 1, 2, . . . } are generated by the exterior prod-
ucts of {ω1, . . . ωn}, and they form bases for t∗(0,q−1) and t∗(0,q) respectively. The
terms Πa and Υb are elements in g
p,0.
Since [[Vn, ω
k]] = ιVndω
k = 0 for all k and [[Vn−1, ω
k]] = ιVn−1dω
k = 0 for all
k ≤ n− 1,
adΛ(Γ
p,q) = adΛ(ω
n ∧
∑
a
(Πα ∧ Φa)) = [[Vn ∧ Vn−1, ω
n ∧
∑
a
(Πa ∧ Φa)]]
= Vn ∧ [[Vn−1, ω
n ∧
∑
a
(Πα ∧ Φa)]] = Vn ∧ [[Vn−1, ω
n]] ∧
∑
a
(Πa ∧ Φa)
= [[Λ, ωn]] ∧
∑
a
(Πa ∧ Φa) = (∂X) ∧
∑
a
(Πa ∧ Φa).
On the other hand, since Γp,q is ∂-closed and all (0, 1)-forms of an ascending basis
are also ∂-closed,
∂Γp,q = ∂(ωn ∧
∑
a
(Πa ∧ Φa)) +
∑
b
∂(Υb ∧Ψb)
= −ωn ∧
∑
a
((∂Πa) ∧ Φa) +
∑
b
(∂Υb) ∧Ψb.
In view of the nature of an ascending basis, every (∂Υb) ∧ Ψb is an element in
gp,0 ⊗ t∗(0,q+1) while ωn ∧
∑
a((∂Πa) ∧ Φa) is in g
p,0 ⊗ c∗(0,1) ⊗ t∗(0,q). Therefore,
∂Γp,q = 0 if and only if
ωn ∧
∑
a
((∂Πa) ∧ Φa) = 0, and
∑
b
(∂Υb) ∧Ψb = 0.
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In particular,
∂
∑
a
(Πa) ∧ Φa) =
∑
a
((∂Πa) ∧ Φa) = 0.
It follows from the previous paragraph that
adΛ(Γ
p,q) = (∂X) ∧
∑
a
(Πa ∧ Φa) = ∂
(
X ∧
∑
a
(Πa ∧ Φa)
)
. (33)
In terms of spectral sequence, dp,q1 (Γ
p,q) = adΛ(Γ
p,q) ≡ 0 as a cohomology class in
Hq+1(gp,0), concluding the proof of Theorem 3.
In subsequent computation, given any element Γp,q in gp,0 ⊗ g∗(0,q), we represent
its decomposition in (31) and (32) by
Γp,q = ωn ∧ αp,q−1 + βp,q. (34)
The proof above means that whenever ∂Γp,q = 0, then ∂αp,q−1 = 0 and ∂βp,q = 0,
and
adΛ(Γ
p,q) = ∂(X ∧ αp,q−1) (35)
when adΛω
n = ∂X .
Theorem 4 When adΛ(ω
n) is ∂-exact, there is a natural isomorphism
φ : ⊕p+q=kH
q(gp,0)→ HkΛ.
Proof: Let
Bp,q = gp,0 ⊗ g∗(0,q). (36)
As noted in [24], the bi-grading yields a natural filtration of the cohomology HnΛ:
HkΛ = F
0Hk ⊃ F 1Hk ⊃ · · · ⊃ F ℓHk ⊃ · · · ⊃ F kHk ⊃ F k+1Hk = {0} (37)
such that
HkΛ
∼= ⊕km=0
FmHk
Fm+1Hk
.
There is a natural injective map from
ψ :
FmHk
Fm+1Hk
→ Hk−m(gm,0)
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defined as below. A non-trivial class in F
mHk
Fm+1Hk
is presented by
Γ =
∑
m≤p≤k,p+q=k
Γp,q = Γk,0 + Γk−1,1 + · · ·+ Γm+1,k−m−1 + Γm,k−m
with Γm,k−m 6= 0 such that ∂ΛΓ = 0. Recall that ∂Λ = adΛ+ ∂, when we group ∂ΛΓ
by bi-degrees, we find
∂ΛΓ
= adΛΓ
k,0 + (∂Γk,0 + adΛΓ
k−1,1) + · · ·+ (∂Γm+1,k−m+1 + adΛΓ
m,k−m) + ∂Γm,k−m.
Therefore, ∂Γm,k−m = 0, and hence Γm,k−m represents a class in Hk−m(gm,0). One
could verify that it represents a well defined image of ψ(Γ).
To prove that the map ψ is surjective, recall the decomposition of Γp,q as in (32),
or equivalently (34) when q ≥ 1.
∂Λ(Γ
p,q −X ∧ αp,q−1)
= adΛ(Γ
p,q −X ∧ αp,q−1) + ∂(Γp,q −X ∧ αp,q−1)
= adΛΓ
p,q − ∂(X ∧ αp,q−1)− adΛ(X ∧ α
p,q−1) + ∂Γp,q
= −adΛ(X ∧ α
p,q−1).
Note that αp,q−1 is in gp,0 ⊗ t∗(0,q−1) and the complex structure is abelian. The only
non-trivial outcome in
adΛ(X ∧ α
p,q−1) = [[Vn ∧ Vn−1, X ∧ α
p,q−1]]
is contributed by [[Vn, ω
k]] and [[Vn−1, ω
k]] for 1 ≤ k ≤ n − 1 in a fixed ascending
basis. However, by nature of an ascending basis (20), these items are equal to zero.
It follows that for all q ≥ 1.
∂Λ(Γ
p,q −X ∧ αp,q−1) = 0. (38)
It shows that if
Γp,q = ωn ∧ αp,q−1 + βp,q,
represents a class in Hq(gp,0), then
Γˆ = −X ∧ αp,q−1 + Γp,q (39)
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is ∂Λ-closed. It represents a class in
F k−qHp+q
F k−q+1Hp+q
=
F pHp+q
F p+1Hp+q
such that ψ(Γˆ) = Γp,q. Therefore the map ψ is an isomorphism. The map φ is its
inverse.
Proposition 1 A vector X is a potential vector of the canonical Poisson structure
Vn ∧ Vn−1 associated to an ascending basis {ω
1, . . . , ωn} if and only if
[[X,ωk]] = ιXdω
k = 0 for all 1 ≤ k ≤ n− 1, and ιXdω
n = −ιVn−1dω
n. (40)
Proof: Identity (26) states that
∂X = −
n∑
k=1
Vk ∧ (ιXdω
k).
Since
adΛ(ω
n) = Vn ∧ [[Vn−1, ω
n]] = Vn ∧ ιVn−1dω
n (41)
and {V1, . . . , Vn} is a basis for g
1,0, the conclusion of the proposition follows.
Remark The above observation corrects an error in the statement of Proposition
9.2 in [24] for omitting a requirement on the step of the nilmanifold.
5 Identification of Gerstenhaber Algebras
Let
Γ = (Γp+q,0,Γp+q−1,1, . . . ,Γp+1,q−1,Γp,q, . . . ,Γ1,p+q−1,Γ0,p+q)
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represents an element in ⊕p+q=kH
q(gp,0), the proof of Proposition 4 shows that it is
lifted to
φ(Γp+q)
= φ(Γp+q,0,Γp+q−1,1, . . . ,Γp+1,q−1,Γp,q,Γp−1,q+1, . . . ,Γ1,p+q−1,Γ0,p+q)
= Γp+q,0 + (Γp+q−1,1 −X ∧ αp+q−1,0) + . . .
+(Γp,q −X ∧ αp,q−1) . . .
+(Γ1,p+q−1 −X ∧ α1,p+q−2) + (Γ0,p+q −X ∧ α0,p+q−1). (42)
Since Γp+q,0 is in gp+q,0 and the complex structure is abelian, it is ∂Λ-closed so long
as it is ∂-closed. With Identity (38) above, we conclude that the map φ takes Γp+q
into Hp+qΛ .
If one arranges φ(Γp+q) in terms of the bi-degree (p, q) in the decomposition of
⊕p+qB
p,q, then
φ(Γp+q)
= (Γp+q,0 −X ∧ αp+q−1,0) + (Γp+q−1,1 −X ∧ αp+q−2,1) . . .
+(Γp,q −X ∧ αp−1,q) + . . .
+(Γ1,p+q−1 −X ∧ α0,p+q−1) + Γ0,p+q. (43)
Suppose that adΛ(ω
n) is ∂-exact and X is a potential vector, so that φ is an iso-
morphism of vector spaces from ⊕p+q=kH
q(gp,0) to HkΛ. Recall that ⊕p+q=kH
q(gp,0)
inherits the structure of a Gerstenhaber algebra. In fact, one may consider it to be
the Gerstenhaber algebra of a trivial (zero) holomorphic Poisson structure; HkΛ has
its own Gerstenhaber algebra structure. In the next theorem, we identify a situation
when φ is an isomorphism of Gerstenhaber algebras.
Theorem 5 Suppose that Λ is the canonical holomorphic Poisson structure asso-
ciated to an ascending basis of an abelian complex structure on a nilmanifold. If
adΛ(ω
n) = ∂X for a vector X, then the map φ is an isomorphism of Gerstenhaber
algebras if the action of adX = [[X,−]] on t
∗(0,1) is identically zero.
Proof: Recall the decomposition
Bp,q = {ωn} ⊗ t∗(p,q−1) ⊕ tp,0 ⊗ t∗(0,q). (44)
16
When Γ is in Bp,q and Υ is in Bk,ℓ, then they have decompositions
Γ = ωn ∧ α + β, and Υ = ωn ∧ ǫ+ γ, (45)
where α ∈ t∗(p,q−1), β ∈ t∗(p,q), ǫ ∈ t∗(k,ℓ−1) and γ ∈ t∗(k,ℓ−1). Their exterior product
has a corresponding decomposition.
Γ ∧Υ = ωn ∧ (α ∧ γ + (−1)p+qβ ∧ ǫ) + β ∧ γ.
It follows (39) that
φ(Γ ∧Υ) = Γ ∧Υ−X ∧ (α ∧ γ + (−1)p+qβ ∧ ǫ).
On the other hand, (39) and (45) together implies that
φ(Γ) = Γ−X ∧ α = ωn ∧ α + β −X ∧ α (46)
and
φ(Υ) = Υ−X ∧ ǫ = ωn ∧ ǫ+ γ −X ∧ ǫ. (47)
It follows that
φ(Γ) ∧ φ(Υ)
= Γ ∧Υ− (ωn ∧ α + β) ∧X ∧ ǫ−X ∧ α ∧ (ωn ∧ ǫ+ γ)
= Γ ∧Υ−X ∧ (α ∧ γ + (−1)p+qβ ∧ ǫ)
= φ(Γ ∧Υ).
Next we compare φ([[Γ,Υ]]) with [[φ(Γ), φ(Υ)]]. Making use of (46) and (47) and
after a tedious computation, we verify that
[[φ(Γ), φ(Υ)]]− φ([[Γ,Υ]])
= −ωn ∧ [[α,X ]] ∧ ǫ− [[β,X ]] ∧ ǫ+X ∧ [[α,X ]] ∧ ǫ
−(−1)p+q+k+ℓα ∧ [[X, ǫ]] ∧ ωn + (−1)p+qα ∧ [[X, γ]]
+(−1)p+q+k+ℓα ∧ [[X, ǫ]] ∧X. (48)
Since the complex structure is abelian, the action of adX = [[X,−]] on t
p,0 is
identically zero for all p. Therefore, if the action of adX on t
∗(0,1) is also identically
zero, then adX is identically zero on t
p,0 ⊗ t∗(0,q) for all p, q ≥ 0. It follows that
[[φ(Γ), φ(Υ)]] = φ([[Γ,Υ]]).
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6 Applications
6.1 Two-steps case
As an application of various observations in the previous sections, we focus on two-
steps nilmanifold with abelian complex structure. Suppose that the map
dωn : t1,0 → t∗(0,1)
is non-degenerate, so that dωn is non-degenerate as well. It follows that −ιVn−1dω
n
is a non-zero vector. As dωn is non-degenerate, there exists X in t1,0 such that
ιXdω
n = −ιVn−1dω
n.
By nature of an ascending basis and the assumption that the algebra is two-step,
dωk = 0 for 1 ≤ k ≤ n − 1. It follows that all conditions in Proposition 1 are
satisfied. Therefore, X is a potential vector.
Furthermore, as dωk = 0 for all 1 ≤ k ≤ n− 1 as well, it follows that [[X,ωk]] =
ιXdω
k = 0 for all ωk with 1 ≤ k ≤ n − 1. As they span t∗(0,1), then the potential
vector satisfies the conditions in Theorem 5. As a consequence, we obtain the
following observation.
Theorem 6 On a two-step nilmanifold with abelian complex structure, if dωn is
non-degenerate, the canonical Poisson cohomology with respect to an ascending basis
is isomorphic as Gerstenhaber algebras to the one associated to the trivial (zero)
Poisson structure. i.e.
(
HkΛ(M), [[−,−]],∧
)
∼= (⊕p+q=kH
q(M,Θp), [[−,−]],∧) .
The theorem above provides a theoretical explanation on a collection of examples
in [24].
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6.2 Four-dimension example
The only non-trivial real four-dimension example is the Kodaira surface, whose cor-
responding Lie algebra is a two-step nilpotent algebra [26]. In terms of an ascending
basis {ω1, ω2}, its structure equations are
dω1 = 0, dω2 = Cω1 ∧ ω1
where C is a non-zero constant. When {V1, V2} is the dual basis, it is apparent that
ιV1dω
2 = −Cω1, ιV1dω
2 = Cω1.
Then X = −C
C
V2 is a potential vector. In this case, the isomorphism is at the
level of Gerstenhaber algebras as predicted in Theorem 6 above, which provides a
theoretical explanation for a computation in [23].
6.3 A counterexample
Here we present an example to illustrate that the issue in this paper is non-trivial.
Consider a real vector space W6 spanned by {X1, X2, X3, X4, Z1, Z2}. Define a
Lie bracket by
[[X1, X3]] = −
1
2
Z1, [[X1, X4]] = −
1
2
Z2, [[X2, X3]] = −
1
2
Z2, [[X2, X4]] =
1
2
Z1.
Consider J ◦ J = −identity and
JX1 = X2, JX4 = X3, JZ2 = Z1.
It is an abelian complex structure. A basis for g1,0 is
V1 =
1
2
(X1 − iX2), V2 =
1
2
(X3 + iX4), V3 =
1
2
(Z1 + iZ2). (49)
The corresponding complex structure equations become
[[V 1, V2]] = −
1
2
V3, [[V 2, V1]] =
1
2
V 3.
Let {ω1, ω2, ω3} be the dual basis for g∗(1,0), then
dω1 = 0, dω2 = 0, and dω3 = −
1
2
ω2 ∧ ω1. (50)
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Since dω3 = 1
2
ω1 ∧ ω2,
ιV2dω
3 =
1
2
ω2.
The equation
ιXdω
3 = ιV2dω
3
does not have a solution. Therefore, the canonical holomorphic Poisson structure
associated to nilmanifold with the given abelian complex structure fails to have a
decomposition as noted in Theorem 3.
6.4 Six-dimensional, Type I Example
Real six-dimensional nilmanifolds with abelian complex structure could be divided
into two types [6]. The structure equations of an ascending basis for type I abelian
complex structures are given by
dω1 = 0, dω2 = ω11, dω3 = Bω12 + Cω21, (51)
where ωkℓ = ωk ∧ ωℓ. It follows that
dω3 = −Bω21 − Cω12.
Suppose that X = c1V1 + c2V2 is a potential vector field of the canonical Poisson
structure, it satisfies the following set of constraints.
ιXdω
1 = 0, ιXdω
2 = 0, ιXdω
3 = −ιV2dω
3.
It terms of coordinates, these constraints become
c1ω
1 = 0, c1Bω
2 + c2Cω
1 = Bω1. (52)
Therefore, c1 = 0 and c2 = B/C if BC 6= 0. In other words, if the map dω
3
from t1,0 to t∗(0,1) is non-degenerate, then the canonical Poisson structure has a
potential vector. Moreover, the Hodge-type decomposition is also an isomorphism
of Gerstenhaber algebras.
There are two cases when dω3 degenerates, but is non-trivial.
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If B = 0, adV2ω
3 = 0. It follows that
∂Λ = ∂ + adΛ = ∂
when it acts on ⊕p,qB
p,q. Therefore, ⊕p+q=kH
q(gp,0) is naturally identical to HkΛ.
If C = 0 and B 6= 0, the system (52) does not have a solution.
This set of examples extends our scope beyond two-step nilmanifolds as seen in
Section 6.3 above.
6.5 Six-dimensional, Type II Example
The structure equations of an ascending basis for Type II abelian complex structure
in six-dimension are given by
dω1 = 0, dω2 = 0, dω3 = Aω11 +Bω12 + Cω21 +Dω22. (53)
This is a two-step nilmanifold. Note that
dω3 = −Aω11 − Bω21 − Cω12 −Dω22, ιV2dω
3 = −Bω1 −Dω2.
If X = c1V1 + c2V2 is a potential vector field, then the sole constraint is ιXdω
3 =
−ιV2dω
3, i.e.
c1Aω
1 + c1Bω
2 + c2Cω
1 + c2Dω
2 = −Bω1 −Dω2.
Equivalently,
(c1, c2)
(
A B
C D
)
= (−B,−D). (54)
Therefore, if dω3 is non-degenerate, the canonical Poisson structure has a potential
vector.
If dω3 is a rank-1 map, there are various cases. Instead of investigating every
case, we consider a particular situation. If C = 0 and D = 0, the constraints on a
potential vector are reduced to
c1A = −B, c2B = 0.
• If A 6= 0 and B 6= 0, then there is a solution: (c1, c2) = (−B/A, 0).
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• If A = 0 and B 6= 0, then there is no solution. This case corresponds exactly
to the example found in Section 6.3.
• If A 6= 0 and B = 0, then there is a solution. (c1, c2) = (0, 1).
The above observation points out the complication of the existence of potential
vector when dωn degenerates. It will be a subject for future analysis.
Acknowledgment. Y. S. Poon thanks the organizers for the 5th Workshop ”Com-
plex Geometry and Lie Groups” for putting together a very interesting and rich
meeting at University of Florence in spring 2018. He thanks Anna Fino for helpful
suggestions during this conference. He also thanks the Institute of Mathematical
Sciences of the Chinese University of Hong Kong for providing an excellent working
environment in summer 2018 for him to complete this manuscript.
References
[1] C. Bartocci & E Marci, Classification of Poisson surfaces, Commun. Contemp.
Math. 7 (2005) 89–95. 1
[2] Z. Chen, A. Fino & Y. S. Poon, Holomorphic Poisson structures and its coho-
mology on nilmanifolds, Differential Geom. Appl., 44 (2016), 144–160. 8
[3] Z. Chen, D. Grandini & Y. S. Poon, Cohomology of holomorphic Poisson struc-
tures, Complex Manifolds, 2 (2015), 34–52. 2
[4] L. A. Cordero, M. Ferna´nadez & A. Gray, Symplectic manifolds without Ka¨hler
structure, Topology, 25 (1986), 375–380. 3, 8
[5] L. A. Cordero, M. Ferna´nadez, A. Gray & L. Ugarte, Nilpotent complex structures
on compact nilmanifolds, Rend. Circolo Mat. Palermo, 49 (Suppl.) (1997) 83–
100. 3, 8
22
[6] L. A. Cordero, M. Ferna´nadez & L. Ugarte, Abelian complex structures on 6-
dimensional compact nilmanifolds, Comment. Math. Univ. Carolin. 43 (2002),
215–229. 20
[7] M. Flato, A. Lichnerowicz & D. Sternheimer, Deformations of Poisson brackets,
Dirac brackets and applications, J. Mathematical Phys. 17 (1976), 1754-1762. 1
[8] P. Gauduchon, Hermitian connections and Dirac operators, Bollettino U.M.I.
11B (1997), 257–288. 5
[9] R. Goto, Deformations of generalized complex and generalized Ka¨hler structures,
J. Differential Geom. 84 (2010), 525–560. 2
[10] R. Goto, Unobstucted deformations of generalized complex structures induced
by C∞ logarithmic symplectic structures and logarithmic Poisson structures, pre-
rpint, arXiv:1501.03398v1. 2
[11] D. Grandini, Y. S. Poon & B. Rolle, Differential Gerstenhaber algebras of gen-
eralized complex structures, Asian J. Math. 18 (2014), 191–218. 2, 5
[12] M. Gualtieri, Generalized complex geometry, Ann. of Math. 174 (2011), 75–123.
2
[13] N. J. Hitchin, Generalized Calabi-Yau manifolds, Quart. J. Math. 54 (2003),
281–308. 2
[14] N. J. Hitchin, Instantons, Poisson structures, and generalized Ka¨hler geometry,
Commun. Math. Phys. 265 (2006), 131–164. 2
[15] N. J. Hitchin, Deformations of holomorphic Poisson manifolds, Mosc. Math. J.
669 (2012), 567–591. 1
[16] W. Hong, Poisson cohomology of holomorphic toric Poisson manifolds, preprint
(2016) arXiv:1611.08485. 2
[17] W. Hong & P. Xu, Poisson cohomology of Del Pezzo surfaces, J. Algebra 336
(2011), 378–390. 2
23
[18] C. Laurent-Gengoux, M. Stie´son & P. Xu, Holomorphic Poisson manifolds
and holomorphic Lie algebroids, Int. Math. Res. Not. IMRN, (2008). doi:
10.1093/imrn/rnn088 2
[19] A. Lichnerowicz, Les varie´te´s de Poisson et leurs alge´bres de Lie associe´es, J.
Differential Geom. 12 (1977), 253–300. 1, 2
[20] Z. J. Liu, A. Weinstein & P. Xu, Manin triples for Lie bialgebroids, J. Differ-
ential Geom. 45 (1997), 547–574. 2, 5
[21] K. C. H. Mackenzie, General Theory of Lie Groupoids and Lie Algebroids, Lon-
don Math. Soc. Lecture Notes Series 213, Cambridge U Press, 2005. 5
[22] A. Polishchuk, Algebraic geometry of Poisson brackets, J. Math. Sci. (New York)
84 (1997), 1413-1444. 1
[23] Y. S. Poon, Extended deformation of Kodaira surfaces, J. reine angew. Math.
590 (2006), 45–65. 4, 19
[24] Y. S. Poon & J. Simanyi, A Hodge-type decomposition of holomorphic Poisson
cohomology on nilmanifolds, Complex Manifolds 4 (2017), 137–154. 2, 3, 4, 11,
13, 15, 18
[25] Z. Ran, Deformations of log-Lagrangian submanifolds of Poisson manifolds, Int.
Math. Res. Not. IMRN, 19 (2015) 9792–9805. 1
[26] S. M. Salamon, Complex structures on nilpotent Lie algebras, J. Pure Appl.
Algebra 157 (2001), 311–333. 3, 7, 8, 9, 19
[27] C. Voisin, Hodge Theory and Complex Algebraic Geometry, I, Cambridge stud-
ies in advanced mathematics 76 (2004), Cambridge University Press. 7
Yat Sun Poon: Department of Mathematics, University of California, Riverside, CA
92521, U.S.A.. E-mail: ypoon@ucr.edu.
John Simanyi: Department of Mathematics, University of California, Riverside, CA
92521, U.S.A.
24
