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Resumen
En mu´ltiples tareas de fotograf´ıa computacional, tales como extraccio´n de 3D o edicio´n
de materiales e iluminacio´n para una sola imagen, es necesario el conocimiento previo de
las luces y los materiales de la escena. En ocasiones podemos disponer de esta informa-
cio´n, bien porque nos encontramos en entornos controlados, o bien porque disponemos de
la tecnolog´ıa que captura dichos datos al tomar la imagen. Sin embargo, en la mayor´ıa
de los casos no disponemos de tal informacio´n y el u´nico modo que tenemos de obtener
luces o materiales es a trave´s de una sencilla fotograf´ıa. Este proyecto tiene como objetivo
resolver este problema que comu´nmente se conoce como descomposicio´n de una imagen en
sus componentes intr´ınsecas, y que consiste en obtener, para una u´nica imagen, la parte
correspondiente a iluminacio´n (sombreado) y la que corresponde con reflectancia (textura,
color).
A lo largo de los an˜os se han desarrollado numerosos me´todos para su resolucio´n, sin
embargo, el elevado nu´mero de inco´gnitas y la ausencia de informacio´n previa de la escena
hacen imposible obtener una solucio´n un´ıvoca y o´ptima. Por ello, para acotar el problema
y que sea posible su resolucio´n hemos partido de ciertas asunciones iniciales: suponemos
conocido el contorno de los objetos de la imagen y e´stos son considerados globalmente
convexos.
Nuestro algoritmo, realizado bajo un proyecto en colaboracio´n con Adobe Systems Inc.,
se basa en encontrar las relaciones de luminosidad entre las distintas regiones de la imagen,
para posteriormente normalizarlas, y que de este modo se eliminen las variaciones de lumi-
nosidad que sean causadas por la textura de los materiales manteniendo la informacio´n de
la geometr´ıa de la escena. Comparado con otros me´todos, nuestro trabajo proporciona una
solucio´n precisa y no requiere conocimientos avanzados sobre para´metros del algoritmo ni
interaccio´n por parte del usuario, ya que se ejecuta de manera automa´tica. Por este motivo,
sirve fa´cilmente de base para cualquier te´cnica que requiera de esta descomposicio´n.
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Cap´ıtulo 1
Introduccio´n
Este documento recoge la memoria del Proyecto Fin de Carrera titulado Descomposi-
cio´n de una imagen en sus componentes intr´ınsecas. En este primer cap´ıtulo se describen
en los aspectos ma´s ba´sicos del proyecto como son la motivacio´n, el contexto en el que se
ha desarrollado y los objetivos que se pretend´ıan alcanzar, as´ı como el estado del arte.
1.1. Motivacio´n
En los u´ltimos an˜os esta´ emergiendo un nuevo campo de investigacio´n en el que conver-
gen informa´tica gra´fica, visio´n por computador y fotograf´ıa, llamado fotograf´ıa computa-
cional [RT10]. Su objetivo es superar las inherentes limitaciones de las ca´maras digitales
convencionales usando te´cnicas de computacio´n para mejorar la captura de ima´genes, su
manipulacio´n, y la interaccio´n con los medios visuales. Algunas de estas tareas son la
compresio´n de ima´genes de alto rango dina´mico para su correcta visualizacio´n en los dis-
positivos (i.e tone mapping), el escalado y el auto-completado de ima´genes o la edicio´n de
efectos art´ısticos en ima´genes o escenas. Se puede observar el crecimiento de este a´rea por
su, cada vez ma´s, significativa aparicio´n en los congresos y revistas ma´s importantes de
informa´tica gra´fica y visio´n por computador.
El principal problema que tienen algunas de estas te´cnicas, en concreto las relacionadas
con la edicio´n de ima´genes, es la escasez de informacio´n que disponen sobre la escena, so-
bre todo si trabajan con una u´nica fotograf´ıa de la misma. En ese caso resulta imposible
realizar determinadas tareas que requieran el conocimiento previo de los materiales, la ilu-
minacio´n o la geometr´ıa de los objetos, como puede ser extraccio´n de 3D, re-iluminacio´n
o colorizacio´n de ima´genes. Por otro lado, conocer esta informacio´n puede ser extremada-
mente u´til en muchas aplicaciones de visio´n por computador, donde sea necesario desam-
biguar la iluminacio´n de los materiales para una correcta interpretacio´n de la escena.
El problema de obtener la iluminacio´n y los materiales de una imagen ha sido un reto
abierto desde que Barrow y Tenenbaum [BT78] formularan el problema en 1978 con el
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(a) Imagen Original (b) Reflectancia (c) Iluminacio´n
Figura 1.1: Ejemplo de descomposicio´n en ima´genes intr´ınsecas
nombre de descomposicio´n en ima´genes intr´ınsecas. Esta descomposicio´n consiste en sep-
arar una imagen en dos componentes: una imagen que representa la reflectancia del objeto
(la textura), y otra que representa la iluminacio´n. Un ejemplo de esta descomposicio´n se
puede ver en la Figura 1.1.
Desafortunadamente, en una imagen, reflectancia e iluminacio´n esta´n unidas a trave´s
de una compleja interaccio´n y, dado que existen mu´ltiples combinaciones, es imposible
desambiguarlas. Por ejemplo, ¿co´mo sabemos si una zona azul de la imagen pertenece a
un material blanco iluminado con luz azul, o a un material azul iluminado con luz blanca?
Al cerebro humano no le cuesta realizar esta operacio´n, principalmente, porque dispone de
informacio´n aprendida de los objetos. Adema´s, tiene la capacidad de eliminar diferencias
de color producidas por diferencias en la iluminacio´n, propiedad que se conoce como como
constancia del color [EHLM71] y que es una caracter´ıstica deseable en los algoritmos de
procesamiento de ima´genes.
Este trabajo se encuentra dentro de la l´ınea de investigacio´n en la que colabora Adobe
Systems Inc. y que surge de la necesidad de una buena descomposicio´n para integrar
en otros algoritmos, por ejemplo los algoritmos de Shape from Shading (ver Figura 1.2).
El intere´s de la empresa en el proyecto viene dado por su descontento con las u´ltimas
investigaciones que han realizado en el tema, en las que requer´ıan excesiva interaccio´n
del usuario [BPD09] (ma´s informacio´n en el cap´ıtulo 2). Nuestra intencio´n era, por tanto,
elaborar un algoritmo que pudiera servir de base para diversas aplicaciones de edicio´n o
tratamiento de ima´genes sin que supusiera una dificultad an˜adida al usuario por tener
para´metros demasiado complejos y que deb´ıa ejecutarse en tiempo interactivo (menos de
un minuto).
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1.2. Objetivos
Los objetivos que se plantearon inicialmente y que se han cumplido satisfactoriamente
son los siguientes:
1. Estudiar las te´cnicas existentes de descomposicio´n de ima´genes intr´ınsecas.
2. Elaborar un algoritmo propio de obtencio´n de ima´genes intr´ınsecas.
3. Comparar la solucio´n obtenida con los me´todos ma´s importantes de descomposicio´n.
1.3. Contexto
El proyecto ha sido desarrollado en los laboratorios del Grupo de Informa´tica Avanza-
da (GIGA), perteneciente al Departamento de Informa´tica e Ingenier´ıa de Sistemas (DIIS)
en el Centro Polite´cnico Superior (CPS) de la Universidad de Zaragoza. Ha sido dirigido
por Jorge Lo´pez Moreno y supervisado por el Dr. Diego Gutie´rrez.
El trabajo esta´ encuadrado dentro de la l´ınea de investigacio´n del GIGA en el campo
de la fotograf´ıa computacional y edicio´n de ima´genes y en colaboracio´n con la empresa
Adobe Systems Inc. Asimismo, el proyecto ha sido respaldado parcialmente mediante una
beca del programa de iniciacio´n a la investigacio´n del Instituto de Investigacio´n en Inge-
nier´ıa de Arago´n (I3A).
Los resultados de este proyecto sera´n sometidos al congreso internacional de informa´tica
gra´fica SIGGRAPH 2011, el cual publica en la revista ACM Transactions on Graphics -
JCR, posicio´n 1/86 (Computer Science, Software Engineering), 5-year impact factor 4.997.
(a) (b)
Figura 1.2: Los algoritmos de Shape from Shading reconstruyen la forma 3D (b) a partir de la
imagen del sombreado (a). Asumen que los objetos son globalmente convexos y parten de la premisa
de dark is deep, es decir, ma´s brillante ma´s cercano y ma´s oscuro ma´s lejano [LMJH+]
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1.4. Estructura de la memoria
Los siguientes cap´ıtulos esta´n estructurados segu´n lo siguiente: en el cap´ıtulo 2 se de-
scribe desde un punto de vista te´cnico que´ son las ima´genes intr´ınsecas y se muestra un
resumen de las te´cnicas ma´s relevantes de descomposicio´n en ima´genes intr´ınsecas. En el
cap´ıtulo 3 se describe nuestro algoritmo de descomposicio´n y en el cap´ıtulo 4 se encuentran
los resultados obtenidos. Finalmente en el cap´ıtulo 5 se encuentran las conclusiones y el
trabajo futuro.
La memoria cuenta con tres anexos: en el Anexo A, hay una extensio´n de la sec-
cio´n 3.1 del cap´ıtulo 3 donde se explican diversas te´cnicas de segmentacio´n y se exploran
los para´metros del algoritmo escogido. En el Anexo B, se encuentra el estudio de precondi-
cionadores, que es una extensio´n de la seccio´n 3.2. En el Anexo C, hay otro conjunto de
resultados y aplicaciones.
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Cap´ıtulo 2
Estudio de te´cnicas de
descomposicio´n
En este cap´ıtulo se explica que´ son las ima´genes intr´ınsecas y como interactu´an para
formar la imagen real. Posteriormente, se da un resumen de las te´cnicas ma´s relevantes de
descomposicio´n en ima´genes intr´ınsecas.
2.1. Formacio´n de la imagen
La idea de separar reflectancia e iluminacio´n de una imagen fue introducida por Barrow
y Tenenbaum [BT78] que denotaron el problema con el nombre de descomposicio´n en
ima´genes intr´ınsecas. La reflectancia describe co´mo un objeto refleja la luz y se conoce
tambie´n con el nombre de albedo. La iluminacio´n corresponde con la cantidad de luz que
incide en un punto y depende de la orientacio´n de la superficie y las condiciones lumı´nicas.
Aunque es a menudo nombrada como sombreado incluye, adema´s de sombras, efectos
como la iluminacio´n indirecta. Una formulacio´n simplificada del problema viene dada por
lo siguiente: dada un imagen de entrada a la que llamamos I(x, y), la descomposicio´n en
sus componentes intr´ınsecas viene determinada por la ecuacio´n,
I(x, y) = S(x, y)×R(x, y) (2.1)
donde S(x, y) es la imagen de la iluminacio´n y R(x, y) es la imagen de la reflectancia
(ejemplo gra´fico en la Figura 2.1).
Nuestro objetivo es obtener S(x, y) y R(x, y) y, como vemos en la fo´rmula, puesto
que tenemos el doble nu´mero de inco´gnitas que de ecuaciones nos resulta imposible de-
sambiguar para obtener la solucio´n real. En los u´ltimos an˜os, debido a la proliferacio´n de
las te´cnicas de edicio´n de ima´genes se han desarrollado numerosas aproximaciones a la
solucio´n desde distintas perspectivas. En la siguiente seccio´n se da un resumen de las ma´s
relevantes.
5
2.2. Estado del Arte
(a) Imagen original (b) Iluminacio´n (c) Reflectancia
Figura 2.1: Descomposicio´n. La imagen (a) esta´ formada por sus componentes intr´ınsecas (b)
y (c)
2.2. Estado del Arte
Weiss [Wei01] propone un me´todo para encontrar las ima´genes intr´ınsecas tomando
como entrada una larga secuencia de ima´genes de la misma escena en las que la reflectan-
cia permanece constante mientras que la iluminacio´n se modifica. Esta aproximacio´n fue
extendida por Liu et al. [LWQ+08] a cualquier secuencia no controlada de ima´genes de la
escena para dar color a fotograf´ıas en blanco y negro. Sin embargo, estas te´cnicas requieren
demasiadas ima´genes de entrada para resultar pra´cticas.
Debido a la falta de variables que acoten el problema, obtener las descomposicio´n a
partir de una u´nica imagen no puede ser resuelto sin algu´n conocimiento a priori de la esce-
na. Por ello, basa´ndose en la teor´ıa Retinex [EHLM71], Horn [Hor86] en su trabajo, asume
que mientras que la reflectancia se mantiene constante por segmentos, la iluminacio´n var´ıa
suavemente. Esta heur´ıstica permite obtener la reflectancia de una imagen umbralizando
los gradientes pequen˜os de la imagen ya que se consideran parte de la iluminacio´n. Tappen
et al. [TFA05] cuentan con unos clasificadores entrenados en las derivadas de la imagen
para distinguir la reflectancia de los gradientes de iluminacio´n. A pesar de estas heur´ısti-
cas y clasificadores muchas configuraciones de reflectancia e iluminacio´n continu´an siendo
dif´ıciles de desambiguar (ver Figura 2.2). Shen et al. [STL08] proponen enriquecer estas
aproximaciones con restricciones globales en la textura y partiendo de un algoritmo de
Retinex, imponen que pixels que comparten textura tengan la misma reflectancia.
Los u´ltimos avances publicados por Adobe Systems Inc. en el tema de obtencio´n de
ima´genes intr´ınsecas esta´n recogidos en el art´ıculo de Bousseau et al. [BPD09]. Los cuales,
obtienen muy buenos resultados asumiendo que la reflectancia presenta variaciones de bajo
rango a nivel local. Sin embargo, requieren excesiva ayuda de un usuario que este´ famil-
iarizado con la te´cnica, ya que el uso de sus pinceles no es intuitivo (ver Figura 2.3).
Existe un extenso trabajo sobre la eliminacio´n de sombras, tanto de manera au-
toma´tica [GDFL04, FHLD06] como basado en interaccio´n con el usuario [MTC07, WTBS07].
La idea comu´n de estos me´todos consiste en identificar los pixels de sombra a trave´s de
la deteccio´n de bordes o de la segmentacio´n de la imagen. Una vez que las sombras son
6
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(a) Imagen original (b) Iluminacio´n (c) Reflectancia
Figura 2.2: Error en la descomposicio´n [TFA05]. La variacio´n blanco sobre negro del ojo de
la figura se puede interpretar erro´neamente como sombreado, siendo en realidad parte de la textura.
(b) (c) (d)
(a) (e)
Figura 2.3: Interaccio´n del usuario de Bousseau et al. [BPD09]. En (a) vemos los trazos
necesarios para obtener la descomposicio´n de la imagen (b), en reflectancia (c) e iluminacio´n (d).
En la tabla (e) se muestra el nu´mero total de trazos que han necesitado algunas ima´genes para
descomponerse segu´n su algoritmo.
detectadas pueden ser eliminadas aplicando correccio´n de color o filtros de gradiente. Sin
embargo, estos me´todos se centran en capturar sombras proyectadas las cuales se caracter-
izan por tener fronteras bien diferenciadas, mientras que nosotros tenemos como objetivo
eliminar sombreados suaves donde los l´ımites entre luz y oscuridad no pueden ser delimi-
tados. Hay que destacar que aunque la aproximacio´n de Finalyson et al. [GDFL04] tiene
como objetivo estimar una imagen sin iluminacio´n, esta imagen es en escala de grises y no
representa la verdadera reflectancia.
La obtencio´n de ima´genes intr´ınsecas esta´ estrechamente relacionado con otros tipos
de descomposicio´n. Las descomposiciones automa´ticas en mu´ltiples escalas que capturan
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diferentes niveles de detalle [SSD09, FAR07, FFLS08] pueden producir ima´genes muy
similares a las que se pretende obtener en las ima´genes intr´ınsecas. Algunos de estos al-
goritmos como el Filtro Bilateral [CPD07] suelen ser utilizados como base para obtener
la iluminacio´n en algoritmos de Shape from Shading (obtencio´n de 3D). El algoritmo de
descomposicio´n muli escala de Subr et al. [SSD09], captura en los niveles de menor detalle,
caracter´ısticas globales de la iluminacio´n que podr´ıan servir de ayuda en la descomposi-
cio´n.
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Cap´ıtulo 3
Descomposicio´n en reflectancia e
iluminacio´n
Nuestro algoritmo de descomposicio´n es un proceso automa´tico (no requiere interven-
cio´n del usuario) que toma como entrada la imagen original y una ma´scara en blanco y
negro que define el objeto que queremos descomponer. Consta de dos fases principales
fa´cilmente modularizables. Una visio´n general de nuestro sistema se puede ver en la Figu-
ra 3.1:
FASE 1. 
Segmentación
FASE 2. Normalización
Salida: IMÁGENES INTRÍNSECAS: 
ILUMINACIÓN + REFLECTANCIA
Entrada: IMAGEN + MÁSCARA
1. Segmentación
2. Filtrado
1. Construcción
Sistema Ec. lineales
2. QMR
Segmentos
3. Normalización
final
Luminosidad Perceptual
Figura 3.1: Visio´n general del sistema implementado.
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3.1. Fase 1: Segmentacio´n
En la primera fase dividimos la imagen en pequen˜os fragmentos de color o albedo con-
stante. Para ello, utilizamos un me´todo de segmentacio´n basado en grafo [FH04b]
modificado para trabajar sobre espacio de color Lab (ma´s detalles sobre la seg-
mentacio´n en la seccio´n 3.1). Estos segmentos (o clusters de pixels) servira´n como
entrada a la segunda fase del algoritmo junto con la imagen que representa la lumi-
nosidad perceptual de la imagen de entrada.
En la segunda fase (seccio´n 3.2) construimos un sistema de ecuaciones estableciendo
relaciones locales de luminosidad entre pares de clusters vecinos de la imagen. Como
resultado, obtenemos unos ratios de luminancia para cada cluster que nos permiten
llegar a la imagen final de la iluminacio´n.
A partir de la imagen normalizada de la iluminacio´n, calculamos la imagen correspon-
diente de la reflectancia. Este par de ima´genes constituyen las ima´genes intr´ınsecas
buscadas.
3.1. Fase 1: Segmentacio´n
Segmentar una imagen consiste en dividirla en las diferentes partes que la integran.
Esto puede parecer sencillo, sin embargo, en la pra´ctica, decidir que´ es una buena seg-
mentacio´n es algo muy subjetivo y depende mucho de la finalidad de la aplicacio´n. Por
este motivo, elegir un buen algoritmo de segmentacio´n que se ajustara a nuestras necesi-
dades no fue fa´cil. Evaluamos varias de las te´cnicas de segmentacio´n existentes partiendo
de unos requisitos iniciales: la segmentacio´n no deb´ıa ser supervisada (no conocemos a
priori el nu´mero de clusters ni sus caracter´ısticas), se deb´ıa usar informacio´n de color y/o
de textura y el algoritmo deb´ıa ser eficiente.
Teniendo esto en mente, estudiamos algoritmos basados en Campos Aleatorios de
Markov (MRFs), me´todos de agrupamiento y me´todos basados en grafos. El estudio com-
pleto de los distintos me´todos de segmentacio´n se encuentra en el Anexo A. Despue´s de
analizar los distintos me´todos decidimos escoger el algoritmo de segmentacio´n basado en
grafo de Pedro F. Felzenszwalb [FH04b] con algunas modificaciones que se detallan a
continuacio´n.
3.1.1. Segmentacio´n basada en grafo
El algoritmo parte de un grafo no dirigido G = (V,E) formado por un conjunto de
ve´rtices vi ∈ V , que se corresponden con los pixels a segmentar de la imagen, y un conjunto
de aristas (vi, vj) ∈ E que constituyen pares de ve´rtices vecinos. Cada arista tiene tiene un
peso w((vi, vj)), que representa la similitud entre los dos pixels conectados por esa arista.
En el art´ıculo original se proponen dos estructuras de grafo distintas, una basada en una
malla (grafo GRID), donde cada pixel esta´ conectado con sus 8-vecinos ma´s pro´ximos
por posicio´n y otra basada en el me´todo de vecino ma´s pro´ximo (grafo KNN ) donde se
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realiza un mapeo de cada pixel en un espacio nuevo de caracter´ısticas y se puede definir
libremente el nu´mero de vecinos a usar.
En el caso de usar un grafo GRID, la funcio´n que define la similitud entre los dos pixels
conectados por una arista, viene dada por su diferencia de color. Como propone el autor,
usamos la distancia Eucl´ıdea L2,
w((vi, vj)) = ‖C(vi)− C(vj)‖ =
√√√√ N∑
t=1
|C(vi)t − C(vj)t| (3.1)
donde C(v) es el vector de color del ve´rtice v, siendo C(v) = {r, g, b} en espacio de color
RGB y C(v) = {a, b} en espacio de color Lab (ma´s detalles sobre el modelo de color usado
en la seccio´n 3.1.2).
En el otro caso, usando grafo KNN se realiza un mapeo de cada ve´rtice en el espacio
{x, y, C(x, y)}, donde (x, y) es la localizacio´n del ve´rtice en la imagen y C(x, y) representa
el color del punto que dependera´ del modelo usado. Del mismo modo que con el grafo
GRID usamos la distancia Eucl´ıdea L2 para definir los pesos de las aristas, pero ahora,
tambie´n tiene influencia la posicio´n del pixel en la imagen. La ventaja de usar KNN frente
a Grid, es que en el primero, el poder seleccionar un nu´mero variable de vecinos y cap-
turar en la funcio´n de similitud la posicio´n junto con el color, permite que las conexiones
de los p´ıxeles sean ma´s flexibles al poderse conectar regiones f´ısicamente separadas. En
cambio, usando grafo Grid tenemos una estructura r´ıgida en la que solo podemos realizar
conexiones locales.
Para realizar la segmentacio´n de la imagen, el algoritmo trata de localizar los l´ımites
entre regiones comparando dos cantidades: una basada en las diferencias de intensidades
entre regiones limı´trofes y la otra basada en las diferencias de intensidades dentro de cada
regio´n. Intuitivamente, la diferencia de intensidad entre dos regiones es perceptualmente
importante si es ma´s grande que la diferencia dentro de al menos una de las dos regiones.
En el proceso de segmentacio´n, los pixels se distribuyen formando distintas regiones, que
se van modificando hasta que el sistema queda equilibrado y la cohesio´n interna entre los
pixels de cada regio´n es suficientemente fuerte. La explicacio´n detallada de co´mo funciona
el algoritmo de segmentacio´n se encuentra en el Anexo A.
3.1.2. La influencia del modelo de color: RGB vs Lab
El art´ıculo original realiza la segmentacio´n de la imagen usando el espacio de col-
or RGB. A pesar de que los resultados son buenos, no sirven totalmente para nuestros
propo´sitos. Al trabajar sobre el espacio de color RGB, tratan del mismo modo todos los
pixels de la imagen y no tienen en cuenta que en una regio´n pueda haber variaciones de
luminosidad producidas por sombreado. Por ello, puesto que nosotros buscamos regiones
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3.1. Fase 1: Segmentacio´n
Grid Knn 5 Knn 10 Knn 20
RGB
Lab
Figura 3.2: Comparacio´n de segmentacio´n RGB vs Lab. Para cualquier tipo de
grafo, la mejor segmentacio´n se obtiene con espacio de color Lab
de albedo (reflectancia) constante y basandonos en el estudio de Funt et al. [FDB91] que
dice que variaciones de reflectancia alteran la cromaticidad mientras que variaciones de
sombreado la mantienen constante, utilizamos el modelo de color Lab 1 . Este modelo,
por la forma en que esta´ definido, nos permite abstraernos de estas variaciones lumı´nicas
y trabajar directamente con la crominancia.
En concreto, usamos u´nicamente los canales croma´ticos a y b con lo que conseguimos
que una regio´n con un albedo constante, pero sometida a un foco de luz y por ello, con
un gradiente de intensidad, sea segmentada como un u´nico cluster y no como varios, como
ocurre en el ejemplo de la Figura 3.2 para el caso de RGB.
3.1.3. Filtrado y mejora de la segmentacio´n
Para mejorar los resultados de la segmentacio´n se somete la imagen segmentada inicial
a un proceso iterativo de filtrado y re-segmentacio´n de manera que los clusters resultantes
tengan la ma´xima coherencia interna posible. Con este filtrado conseguimos que casos de
segmentacio´n que pueden ser un problema para la posterior fase del algoritmo, sean mejo-
rados. En la figura 3.3 vemos un ejemplo de clusters que pueden producir grandes errores
en el algoritmo.
1El modelo Lab consta de tres dimensiones, la primera dimensio´n L, representa la luminosidad del color.
Las dimensions a y b representan la cromaticidad del color.
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(a) Imagen Original (b) Mala segmentacio´n (c) Buena segmentacio´n
Figura 3.3: Ejemplos de segmentacio´n. Los pixels blancos representan un cluster. En
(b) los clusters seleccionados abarcan zonas de la imagen muy distantes entre s´ı y con
valores de luminancia muy dispares.
3.1.4. Resultados segmentacio´n
Para evaluar el algoritmo, realizamos varias pruebas utilizando grafos GRID y KNN
(variando el nu´mero de vecinos de 5 a 30). Asimismo, tambie´n probamos utilizando el
modelo de color Lab y RGB tanto con ima´genes artificiales como con ima´genes reales.
Las pruebas que realizamos nos permiten concluir que los mejores resultados se obtienen
usando un modelo de color Lab, que permite una mejor clasificacio´n de clusters por albedo,
y grafo KNN, puesto que captura mejor las relaciones de similitud entre p´ıxeles pro´ximos
en la imagen. En el Anexo A hay una exhaustiva evaluacio´n del algoritmo original de
segmentacio´n donde, adema´s de evaluar los tipos de grafos, se analizan los para´metros
de entrada que requiere la segmentacio´n. En nuestro caso, hemos podido fijar los valores
de dichos para´metros y mantener el me´todo exento de la intervencio´n del usuario. Vemos
algunos ejemplos de segmentacio´n en la Figura 3.4.
3.2. Fase 2: Normalizacio´n
Nuestro objetivo es normalizar la imagen de luminancia inicial eliminando aquellas
variaciones de luminosidad producidas por textura pero manteniendo las variaciones pro-
ducidas por la geometr´ıa del objeto (sombras). Para ello, comenzamos calculando la imagen
de la luminosidad inicial utilizando los valores RGB de cada pixel con la siguiente ecuacio´n
L(x, y) = 0,212R(x, y) + 0,715G(x, y) + 0,072B(x, y) [I.T90]. La imagen obtenida repre-
senta la luminosidad de la imagen de manera similar a co´mo la percibe el ojo humano, sin
embargo, no representa la luminosidad real (iluminacio´n) del objeto, ya que contiene toda
la informacio´n relacionada con la textura de los materiales. Por este motivo, basa´ndonos en
la premisa de que el objeto es globalmente convexo y que la iluminacio´n var´ıa suavemente
en la superficie del objeto [Hor86], en nuestro algoritmo asumimos que la luminosidad se
mantiene constante en las fronteras entre clusters y planteamos un sistema de ecuaciones
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (n˜) (o)
Figura 3.4: Ejemplos de segmentacio´n. De izquierda a derecha las columnas representan: la imagen
original (a)(e)(i)(m), el canal de luminancia perceptual L (b)(f)(j)(n), los canales croma´ticos ab
(c)(g)(k)(n˜) y la segmentacio´n obtenida (d)(h)(l)(o).
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para encontrar los factores o ratios que relacionan las luminosidades entre los pares de
clusters vecinos.
3.2.1. Linealizacio´n del problema
Dado un conjunto C de clusters, queremos encontrar unos factores Fc por los que
multiplicar cada cluster de la imagen de luminosidad inicial L para obtener la imagen de
luminosidad (o luminancia) normalizada Ln,
Ln(x, y) = Fc L(x, y) (3.2)
para c ∈ C y (x, y) ∈ c.
Puesto que queremos igualar el valor de la luminosidad en las fronteras de los clusters,
tenemos una ecuacio´n para cada par de clusters vecinos donde expresamos esta igualdad,
Fci Lm(ci)cj − Fcj Lm(cj)ci = 0 (3.3)
donde Lm(ci)cj representa la luminosidad media de los pixels del cluster ci que se encuen-
tran en la frontera con el cluster cj y, Fci y Fcj representan los factores por los que hay
que multiplicar cada cluster para que se igualen sus luminancias.
El conjunto de ecuaciones formado por cada pareja de clusters vecinos nos da un
sistema lineal de M ecuaciones y N inco´gnitas, siendo M el nu´mero de pares de clusters
adyacentes y N el nu´mero total de clusters de la imagen. Como se puede observar, siendo
un sistema con ma´s ecuaciones que inco´gnitas la solucio´n que obtendr´ıamos resolvie´ndolo
es la trivial: Fc1 = Fc2 = FcN = 0. Por este motivo, se an˜ade una nueva ecuacio´n que
conserva la luminosidad total de la imagen y evita la solucio´n trivial,
N∑
i=1
Fci LMe(ci) =
N∑
i=1
LMe(ci) (3.4)
donde LMe es la luminosidad media total de cada cluster. Esta ecuacio´n la denominamos
ecuacio´n de conservacio´n de la energ´ıa, ya que obliga al sistema a mantener equilibrados
los valores de luminancia total de la imagen.
Las ecuaciones 3.3 y 3.4 forman el sistema AX = B para N clusters y M pares de
clusters vecinos. Cada fila ai de A viene definida por,
∀i ∈ 1..M, ai =

∃k, l ∈ 1..N 3 aik = Lm(ck)cl , ail = −Lm(cl)ck
con k < l ∧ ck es adyacente a cl
aih = 0,∀h ∈ 1..N 3 h 6= k ∧ h 6= l
i = M + 1,∀j ∈ 1..N, aij = LMe(cj)
(3.5)
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Y X y B definidos por,
XN×1 =

Fc1
Fc2
...
FcN
 B(M+1)×1 =

0
...
0∑N
i=1 LMe(ci)
 (3.6)
Al resolver el sistema equivalente (ATA)X = (ATB) usando el me´todo Quasi-Minimal
residual (QMR) [BR94], observamos que la solucio´n obtenida no es la esperada. Como se
puede ver en la Figura 3.5c, la imagen se polariza y la distribucio´n de la luminosidad no
queda uniforme. Esto se debe, principalmente, a que la ecuacio´n 3.4 mantiene la energ´ıa
global del sistema pero no impide que la distribucio´n de la misma sea desigual. Por otra
parte, el hecho de que el vector B este´ compuesto valores nulos hace que la resolucio´n del
sistema tienda a obtener la solucio´n trivial. Para solucionar estos problemas hemos es-
tablecido una similitud con los problemas de termodina´mica relacionados con la meca´nica
de fluidos como se muestra a continuacio´n.
(a) (b)
(c) (d)
Figura 3.5: Normalizacio´n de luminancias. (a) es la imagen de entrada original, (b) es
la imagen de la luminosidad perceptual, (c) es la luminosidad final con el sistema de energ´ıas
(Ecuacio´n 3.5 y 3.6) y (d) es la luminosidad con el sistema de flujos (Ecuaciones 3.9 y 3.10)
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Buscando el equilibrio lumı´nico
Nuestro sistema parte de un estado inicial inestable: existe un desequilibrio lumı´nico
entre los clusters, es decir, las transiciones entre los mismos no son uniformes. Y tiene como
objetivo buscar el estado de equilibrio, una imagen suave sin saltos bruscos de luminancias.
Para ello el sistema va a tratar de equilibrarse realizando transferencias de luminosidad
entre sus regiones adyacentes. Esta transferencia lumı´nica que entra o sale de cada cluster
la denominamos flujos ϕ. Para construir el nuevo sistema de flujos partimos del sistema
anterior y transformamos las ecuaciones tomando logaritmos, teniendo ahora sumas en
lugar de productos, lo cual, como veremos, nos da mayor flexibilidad para modelar el
sistema. La ecuacio´n 3.3 queda del siguiente modo:
ln(Lm(ci)cj )− ln(Lm(cj)ci) = ϕj − ϕi (3.7)
donde ϕi = ln(Fci) y ϕj = ln(Fcj ).
La ecuacio´n 3.4 de conservacio´n de la energ´ıa del sistema anterior se transforma en
una ecuacio´n de conservacio´n de flujos de la siguiente manera,
N∑
i=1
ϕi = 0 (3.8)
Con este planteamiento reconstruimos el sistema de ecuaciones anterior AX = B. Del
mismo modo que antes, A es una matriz de N columnas y M +1 filas siendo M el nu´mero
de pares de clusters adyacentes y N el nu´mero de clusters de la imagen. En este caso, cada
fila ai de A viene definida por,
∀i ∈ 1..M, ai =

∃k, l ∈ 1..N 3 aik = 1, ail = −1
con k < l ∧ ck es adyacente a cl
∀h ∈ 1..N, aih = 0, si h 6= k ∧ h 6= l
i = M + 1,∀j ∈ 1..N, aij = 1
(3.9)
Y X y B definidos por,
XTN×1 =
(
ϕ1 ϕ2 . . . ϕN
)
(3.10)
BT(M+1)×1 =
(
b1 . . . bM 0
)
donde,
∀i ∈ 1..M, ∃k, l ∈ 1..N 3 bi = ln(LMe(cl))− ln(LMe(ck))
con k < l ∧ ck es adyacente a cl
(3.11)
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Ahora el vector B esta´ formado por valores distintos de cero, lo cual hace que la res-
olucio´n del sistema converja a una solucio´n ma´s o´ptima. Los resultados, como podemos
comprobar si observamos la imagen de la Figura 3.5d, son considerablemente mejores que
en el caso anterior. No obstante, a pesar de que el algoritmo funciona bien con ima´genes
sencillas, si lo aplicamos a una imagen con mu´ltiples clusters y numerosas interacciones
entre ellos comprobamos que la solucio´n no es del todo buena: todav´ıa persiste el desequi-
librio lumı´nico global de la imagen a pesar de que localmente la distribucio´n es correcta
(ver imagen 3.6c). Para impedir este caso, an˜adimos una ecuacio´n por cada cluster que
obliga a que su luminosidad final no se desv´ıe de la media del sistema:
∀j ∈ 1..N, 1
N
N∑
i=1
ϕi + ln(LMe(ci)) = ϕj + ln(LMe(cj)) (3.12)
Esta u´ltima restriccio´n la podemos fijar en el sistema actual de flujos, sin embargo, no
era posible imponerla en el sistema anterior donde las luminancias eran factores. En ese
caso, tendr´ıamos que haber igualado la luminancia de cada cluster a la media geome´trica
de la imagen con la ecuacio´n,
∀j ∈ 1..N, (
n∏
i=1
FciLMe(ci))
1/n = FcjLMe(cj) (3.13)
Finalmente, an˜adiendo la ecuacio´n 3.12 al sistema de flujos que ten´ıamos en 3.9 y 3.10
obtenemos el sistema de flujos equilibrado. La matriz A tendra´ M + N + 1 filas y N
columnas, donde M + 1 filas vienen definidas por la ecuacio´n 3.9 y las N filas siguientes
por:
∀j ∈ 1..N, aM+1+j =

∃k ∈ 1..N 3 aM+1+j,k = −1, si k = j
∀h ∈ 1..N, aM+1+j,h = 1N , si h 6= j
(3.14)
El vector X se mantiene constante y el vector B queda de la siguiente manera:
BT(M+N+1)×1 =
(
b1 . . . bM 0 b
′
1 . . . b
′
N
)
donde,
∀i ∈ 1..N, b′i = ln(LMe(ci))− 1N
∑N
j=1 ln(LMe(cj))
(3.15)
Podemos ver co´mo mejora notablemente la solucio´n en la imagen de la Figura 3.6d.
3.2.2. Resolucio´n del sistema
Como ya se ha mencionado anteriormente resolvemos el sistema con el me´todo nume´ri-
co Quasi-Minimal residual (QMR) [BR94] que es muy ra´pido para resolver este tipo de
sistemas lineales [NS94]. La resolucio´n del sistema nos da los valores ϕc buscados. Real-
izando el cambio de variable Fc = exp
ϕc obtenemos los ratios por los que multiplicar los
clusters de la imagen y de este modo obtener la imagen buscada de la luminancia.
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(a) (b)
(c) (d)
Figura 3.6: Normalizacio´n de luminancias. (a) es la imagen de entrada original, (b) es la
imagen de la luminosidad perceptual, (c) es la luminosidad final con el sistema de flujos (Ecua-
ciones 3.9 y 3.10) y (d) es la luminosidad final con el sistema de flujos equilibrado(Ecuacio´n 3.12)
Otra posibilidad que nos planteamos, en lugar linealizar el problema, fue construir una
funcio´n de minimizacio´n de energ´ıa que resolver´ıamos con me´todos de optimizacio´n. Sin
embargo, a pesar de que en ese caso ten´ıamos garant´ıa de e´xito, era a costa de un aumento
muy considerable en el tiempo de ca´lculo, lo cual iba en contra de nuestro objetivo de eje-
cucio´n en tiempo interactivo. QMR, por su parte, es excepcionalmente ra´pido au´n cuando
el sistema esta´ compuesto por cientos de ecuaciones. Asimismo, la idea de linealizar el
problema nos da la posibilidad de perfeccionar el sistema con precondicionadores hacien-
do que mejore sustancialmente el tiempo de ca´lculo y la solucio´n. En el Anexo B hay un
estudio completo sobre el uso de precondicionadores en las ecuaciones.
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Cap´ıtulo 4
Resultados
Hemos probado nuestro algoritmo de descomposicio´n en un conjunto variado de ima´genes.
En las Figuras 4.2 , 4.1 y 4.3 vemos la descomposicio´n de las ima´genes en sus componentes
intr´ınsecas con nuestro algoritmo. En las Figuras 4.4, 4.5 y 4.6 comparamos nuestros resul-
tados con los obtenidos por las investigaciones ma´s relevantes hasta la fecha en algoritmos
automa´ticos: el me´todo de Tappen et al. [TFA05] y el me´todo de Shen [STL08]. Y en
algoritmos que requieren de ma´s informacio´n: el me´todo de Weiss [Wei01] que necesita
varias ima´genes de la escena y el algoritmo de Bousseau [BPD09], el cual requiere inter-
accio´n del usuario con pinceladas. Los resultados demuestran que nuestro me´todo supera
en la mayor´ıa de las ocasiones al resto, y como mı´nimo, los resultados son equiparables
(ma´s resultados en el Anexo C). Asimismo disponemos de un conjunto de ima´genes que
demuestran que nuestra investigacio´n esta´ al nivel, y supera en varios aspectos las u´lti-
mas investigaciones de Adobe. No obstante, por motivos de propiedad intelectual no nos
esta´ permitido mostrarlos en este documento pero sera´n mostrados en la presentacio´n.
Si observamos la Figura 4.1d comprobamos como hemos capturado correctamente a
nivel global la iluminacio´n de la escena. Hemos podido normalizar muy bien las franjas
de color de la camisa convirtie´ndola en una superficie casi homoge´nea sin variaciones de-
bidas a textura, sin embargo, no hemos sido capaces de abstraernos de los patrones de
textura de algo rango (cuadritos) del pantalo´n del payaso. Este tipo de problemas es-
peramos solucionarlos analizando la imagen en distintos niveles de detalle, lo cual nos
permitira´ capturar y tratar estos patrones de forma independiente al resto de la imagen.
Del mismo modo, analizando las ima´genes de la reflectancia de 4.2b y 4.3b observamos co-
mo estas son pra´cticamente planas, sin apenas variaciones de iluminacio´n ni sombreados.
Estas variaciones, por el contrario, se encuentra en la imagen de la iluminacio´n. Podemos
comprobar como, por ejemplo, en la imagen del bebe´ 4.3c han desaparecido completamente
las letras del babero, lo cual es una muestra del buen funcionamiento de nuestro algoritmo.
En las Figuras 4.4, 4.5 y 4.6 comparamos nuestro me´todo con los ma´s representativos.
En el caso de la Figura 4.4, observamos como ninguno de los me´todos ha sido capaz de
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eliminar las pintadas del Jaguar de manera correcta. Nosotros, en cambio gracias a nuestro
efectivo algoritmo de segmentacio´n somos capaces de detectarlas y eliminarlas. En 4.6,
nuestros resultados se parecen mucho a los de Shen et al. [STL08] y Bousseau [BPD09],
aunque estos u´ltimos requieren mucha interaccio´n como vemos en 4.6f.
(a) (b) (c) (d)
Figura 4.1: Ima´genes intr´ınsecas obtenidas por nuestro algoritmo. (a) Imagen Original.
(b) Luminancia perceptual. (c) Reflectancia. (d) Iluminacio´n.
(a) (b) (c)
Figura 4.2: Ima´genes intr´ınsecas obtenidas por nuestro algoritmo. (a) Imagen Original.
(b) Reflectancia. (c) Iluminacio´n. Imagen original por Captain Chaos, flickr.com
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(a) (b) (c)
Figura 4.3: Ima´genes intr´ınsecas obtenidas por nuestro algoritmo. (a) Imagen Original.
(b) Reflectancia. (d) Iluminacio´n.
(a) (b)
(c) (d)
(e) (f)
Figura 4.4: Comparacio´n de la componente de iluminacio´n con otros me´todos. (a)
Representa la imagen real (b) Representa la solucio´n correcta. Nuestra solucio´n (e) se acerca ma´s
correcta (b), que Shen [STL08] (c) o Tappen [TFA05] (d) . Los resultados de Adobe (f) se mostrara´n
en la presentacio´n.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 4.5: Comparacio´n con otros me´todos de descomposicio´n. (a) Imagen Original. (b)
Iluminacio´n real (c) Reflectancia real. (d) y (g) Iluminacio´n y reflectancia con nuestro me´todo (e)
y (h) Iluminacio´n y reflectancia de Shen et al. [STL08]. (f) e (i) Iluminacio´n y reflectancia de
Tappen et al. [TFA05].
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(b) Nuestra descomposición: 
reflectancia e iluminación
(c) Reflectancia e iluminación de Shen [STL08] (d) Reflectancia e iluminación de Tappen [TFA05]
(e) Reflectancia e iluminación  de Weiss
a partir de 40 imágenes [Wei01]
(f) Trazos del usuario, reflectancia e iluminación de Bousseau [BDP09]
(a) Imagen original y luminancia perceptual
Figura 4.6: Comparacio´n con otros me´todos de descomposicio´n
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Cap´ıtulo 5
Conclusiones
En este cap´ıtulo se realiza un resumen de las aportaciones de este trabajo al campo de
la informa´tica gra´fica y se comenta el camino futuro de esta investigacio´n. Tambie´n recoge
el resumen temporal del proyecto y las conclusiones personales de la autora.
5.1. Trabajo Realizado
Una vez finalizado el proyecto, podemos concluir que se han alcanzado los objetivos
establecidos al comienzo del proyecto (ver seccio´n 1.2):
Se ha desarrollado un algoritmo nuevo de descomposicio´n en ima´genes intr´ınsecas
que supera en muchos aspectos a los ma´s relevantes en este a´rea de investigacio´n,
tanto en algoritmos automa´ticos: el me´todo de Tappen et al. [TFA05] y el me´todo de
Shen [STL08], como en algoritmos que requieren de ma´s informacio´n: el me´todo de
Weiss [Wei01] y el me´todo de Bousseau [BPD09]. No requiere interaccio´n del usuario
y se ejecuta en tiempo interactivo.
Se ha implementado y adaptado un algoritmo de segmentacio´n existente [FH04b],
obteniendo una segmentacio´n basada en regiones de albedo constante.
Se ha comprobado que la descomposicio´n obtenida sirve de base para otras aplica-
ciones de edicio´n de ima´genes: obtencio´n de 3D o cambios en la iluminacio´n, mejo-
rando los resultados obtenidos hasta el momento con otras te´cnicas.
El trabajo realizado ha dado lugar a un posible acuerdo de estancia en Adobe Systems
Inc. en San Jose (California).
5.2. Resumen temporal del proyecto
En la Figura 5.1 se muestra el resumen de la evolucio´n temporal del proyecto, desde
su comienzo a principios de abril hasta su finalizacio´n en noviembre. A continuacio´n se
describen las fases principales:
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Id.
nov 2010oct 2010jul 2010may 2010abr 2010 jun 2010 sep 2010ago 2010
12/927/616/5 29/84/7 10/101/8 24/106/618/4 25/7 19/925/4 13/6 11/7 15/89/5 7/1122/830/523/511/4 20/6 3/1018/72/5 31/1017/108/8 5/9 26/94/4
1 Documentación e investigación
2 Diseño del algoritmo
3
5 Estudio de Técnicas de Segmentación
4 FASE 1: Segmentación
11 Escritura Memoria
6 Implementación algoritmo «Efficient Graph-Based»
8 FASE 2: Normalización, construcción del sistema lineal
10 Documentación y estudio Descomposición Multinivel
Implementación
7 Análisis y evaluación de parámetros
9 Análisis y evaluación de los resultados
Figura 5.1: Diagrama de Gantt con la evolucio´n temporal del proyecto
Documentacio´n e investigacio´n. Una vez definido el proyecto, tuvo lugar una
per´ıodo de intensa documentacio´n e investigacio´n sobre las diversas te´cnicas y me´to-
dos. Aunque la tarea de investigacio´n y lectura de documentacio´n ha continuado
durante todo el proyecto, los primeros meses fueron clave para del disen˜o del algo-
ritmo.
Disen˜o del algoritmo. Este per´ıodo coincide con los u´ltimos d´ıas de la fase inicial
de investigacio´n debido a que en ese momento ya se dispon´ıan de los conocimientos
y las ideas necesarias para disen˜ar un buen algoritmo de descomposicio´n.
Implementacio´n. La fase de implementacio´n esta´ dividida en dos fases principales:
1. FASE 1: Segmentacio´n. Se implemento´ y redisen˜o´ el algoritmo de segmentacio´n
Efficient Graph-Based Image Segmentation [FH04b]. Previamente, se hab´ıan es-
tudiado y evaluado los distintos algoritmos de segmentacio´n existentes. Asimis-
mo, una vez implementado el algoritmo, se estudio´ su comportamiento para
comprobar que cumpl´ıa nuestros requisitos y se exploro´ el espacio de para´met-
ros.
2. FASE 2: Normalizacio´n y construccio´n del sistema lineal. Se implemento´ al
principio de la fase un me´todo de resolucio´n simple del problema que, poste-
riormente, fue refinado gracias a la linealizacio´n del problema. A partir de ese
momento, se fue perfeccionando la solucio´n y mejorando el sistema de ecua-
ciones hasta dar con la solucio´n o´ptima.
Ana´lisis y evaluacio´n de los resultados. Esta fase coincide con el final la fase 2
de la implementacio´n, ya que el ana´lisis de los resultados fue paralelo a la construc-
cio´n y perfeccionamiento del sistema lineal. Finalmente, se compararon los resultados
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con las te´cnicas ma´s relevantes en descomposicio´n de ima´genes intr´ınsecas y se con-
firmo´ el e´xito de esta investigacio´n.
Documentacio´n y estudio de la descomposicio´n multinivel. A partir de los
resultados obtenidos se observo´ que se podr´ıan an˜adir mejoras sustanciales al algo-
ritmo si se incorporaba ana´lisis multinivel de la imagen. Por ello comenzo´ un fase,
que continu´a actualmente, estudiando diversas de esas te´cnicas.
Escritura de la memoria. Escritura del presente documento que recoge la memoria
del PFC.
5.3. Trabajo Futuro
Actualmente se esta´ trabajando en un art´ıculo que sera´ sometido al congreso inter-
nacional de informa´tica gra´fica SIGGRAPH 2011 y que contendra´ los resultados de esta
investigacio´n.
Se esta´ estudiando la posibilidad de incorporar te´cnicas de deteccio´n de luces basa´ndonos
en los estudios de Lopez-Moreno et. al [LMHRG10]. El conocimiento previo de la luces de
la escena puede ser un punto clave en la segmentacio´n de la imagen en parches de albe-
do constante. Esta informacio´n nos permitir´ıa desambiguar zonas de oscuridad debidas a
sombras que por ser demasiado oscuras, sean consideradas como clusters individuales y
por ello generar un error en la normalizacio´n. Por otro lado, conocer la direccio´n de la luz
nos permite estudiar la orientacio´n de los gradientes y mejorar nuestra aproximacio´n en
base a ese conocimiento.
Otra de las principales ideas que se esta´n explorando es la posibilidad de utilizar
descomposicio´n multi-escala [SSD09, FAR07, FFLS08], o trabajar sobre distintas resolu-
ciones de la imagen. En concreto, se esta´ evaluando el comportamiento de la te´cnica de
Subr et al. [SSD09] que obtiene la descomposicio´n de una imagen en varios niveles de
detalle (ver Figura 5.2). El uso de estas te´cnicas nos permitir´ıa resolver los problemas que
pueden causar texturas de alto rango, es decir mucho detalle, y que por ser tratadas del
mismo modo que el resto de la imagen, y ser proporcionalmente mucho ma´s pequen˜as, no
desaparezcan.
5.4. Conclusiones personales
Tanto el trabajo realizado como los resultados obtenidos han sido altamente gratifi-
cantes. No so´lo hemos realizado una importante aportacio´n al campo de la investigacio´n en
informa´tica gra´fica, sino que he aprendido los u´ltimos avances en el a´rea y podido aplicar
y consolidar los conocimientos adquiridos en la carrera. Por otra parte, la gran carga de
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(a) (b) (c) (d) (e)
Figura 5.2: Descomposicio´n multinivel de [SSD09]. En la imagen (a) vemos la imagen
original. En (b)-(e) aparecen los niveles de detalle desde el ma´s fino al ma´s grueso. En (e) se
aprecian indicios de la iluminacio´n de la escena.
investigacio´n que llevaba este proyecto me ha permitido experimentar tanto la satisfaccio´n
de obtener buenos resultados, como la desesperacio´n, en algunos casos, de estar semanas
con algo que finalmente no da los resultados esperados. Despue´s de todo, he podido com-
probar que todo trabajo tiene su recompensa y en este caso, voy a tener la posibilidad
de realizar una estancia en Adobe Systems Inc. en San Jose´ (California) y de publicar los
resultados en uno de los congresos ma´s importantes de este a´rea. Personalmente, trabajar
con Jorge y Diego estos meses ha sido un incre´ıble placer tanto por el entusiasmo e intere´s
que transmiten en su trabajo, como por lo mucho que he podido aprender de ellos.
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Ape´ndice A
Estudio de la segmentacio´n
Segmentar una imagen consiste en dividirla en las distintas partes que la integran.
A simple vista parece un problema sencillo, pero decidir que´ es una buena o mala seg-
mentacio´n depende mucho de la finalidad de la aplicacio´n y de lo que consideremos per-
ceptualmente importante. Podemos querer segmentar la imagen en grandes regiones que
identifiquen objetos para su reconocimiento, o buscar conjuntos de pixels de color o tex-
tura homoge´neos que puedan servir para otras te´cnicas de visio´n. Sin embargo, hay un
conjunto de caracter´ısticas que siempre son deseables para una buena segmentacio´n: las
regiones obtenidas deben ser homoge´neas y uniformes respecto a alguna propiedad, como
puede ser el tono o el color, y, las regiones adyacentes deben ser considerablemente difer-
entes respecto a la propiedad en la que son uniformes.
A.1. Te´cnicas de segmentacio´n
Nuestra idea de que´ es una buena segmentacio´n se basa en las nociones anteriores.
En concreto, queremos localizar conjuntos de pixels (clusters) de reflectancia o albedo
constantes. Por ello, siguiendo la aproximacio´n de Funt et al. [FDB91], vamos a buscar
variaciones de reflectancia en base a las variaciones de crominancia, basa´ndonos en que
las variaciones de sombreado no alteran la cromaticidad. Siguiendo esta premisa y con
la necesidad de un algoritmo eficiente, ya que nuestra aplicacio´n esta´ orientada al proce-
samiento de ima´genes en tiempo interactivo, evaluamos varias te´cnicas de segmentacio´n
existentes. En concreto, evaluamos algoritmos basados en Campos Aleatorios de Markov,
me´todos de agrupamiento (o clustering) y me´todos basados en grafos.
A.1.1. Algoritmos basados en campos Aleatorios de Markov
Los campos aleatorios son un tipo de modelo estad´ıstico que proporcionan medidas
de probabilidad sobre dominios de definicio´n que tienen relaciones de tipo espacial o tem-
poral [Cro80], como por ejemplo una imagen. Se basan en probabilidades bayesianas y
pueden resolver diversos problemas de etiquetado: segmentacio´n, visio´n estereo, elimi-
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nacio´n de ruido, reconstruccio´n de texturas, etc. Segu´n formulo´ Geman et al. [GG84], los
campos aleatorios de Markov proporcionan un buen modelo teo´rico para algunos de estos
problemas de inferencia en ima´genes, en los que queremos obtener lo que hay realmente,
a partir de los datos que disponemos que, en estos casos, son matrices que representan los
p´ıxeles de la imagen.
Asumimos que disponemos de un conjunto de observaciones sobre la imagen yi, y
que queremos inferir su valor latente en la escena xi (el ı´ndice i puede representar un
pixel o una regio´n de p´ıxeles). Adema´s, asumimos que hay una dependencia estad´ıstica
entre xi e yi que viene definida por una funcio´n de compatibilidad φ(xi, yi). Por otra
parte, las variables de la imagen tambie´n esta´n relacionadas de tal manera que podemos
establecer otra funcio´n de compatibilidad ψ(xi, xj) que relaciona pares de pixels vecinos
(ver Figura A.1). Dicho esto, podemos formular probabilidad condicional entre la imagen
observada yi y la imagen que queremos inferir con lo siguiente:
p(x, y) =
1
Z
∏
ψ(xi, xj)
∏
φ(xi, yi) (A.1)
donde Z es una constante de normalizacio´n.
Figura A.1: Ejemplo gra´fico de un cam-
po aleatorio de Markov. Los puntos ne-
gros yi representan las observaciones y
los puntos blancos xi los valores que bus-
camos.
En otras palabras, los campos aleatorio de Markov establecen que la probabilidad
condicional de que un pixel tenga un determinado valor viene dada por el valor de sus
vecinos, no por la imagen entera, y por tanto, pueden ser usados para modelar deter-
minadas propiedades de continuidad y suavidad entre regiones de la imagen. Existen
numerosas te´cnicas que resuelven directamente problemas planteados en base a campos
aleatorios de Markov. Algunas de las ma´s usadas y eficientes [SZS+08] son la propa-
gacio´n del conocimiento (Belief Propagation [YFW03, FH04c] o el corte de grafos (Graph
Cuts) [BVZ01]. Sin embargo, estos me´todos, aunque eficientes, necesitan conocer el nu´mero
de regiones de la imagen o al menos disponer de alguna funcio´n de energ´ıa que relacione las
variables y las observaciones para poder definir las funciones de compatibilidad. En nuestro
caso, no hemos experimentado con estas te´cnicas puesto que hemos tenido conocimiento
de que Adobe ya ha desarrollado una l´ınea de investigacio´n explorando ese camino y no
obtienen buenos resultados sin intervencio´n del usuario.
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A.1.2. Me´todos de clusterizado
Una de las te´cnicas ma´s usadas en algoritmos de visio´n por computador es la llamada
desplazamiento de media (mean shift) [CM02]. Se encuentra dentro de las te´cnicas que
tratan de buscar clusters dentro de un espacio de caracter´ısticas (no tienen en cuenta
relaciones espaciales entre los pixels) y las cuales asumen que la imagen es constante por
segmentos. El algoritmo de Mean-shift realiza un suavizado de la imagen agrupando p´ıxeles
semejantes y formando clusters que se identifican por su color ma´s significativo. Posteri-
ormente, un refinamiento de este primer clusterizado obtiene la segmentacio´n deseada de
la imagen. Esta te´cnica obtiene buenos resultados, pero como se dice en [UPH07], es muy
sensible a los para´metros, es decir, la eleccio´n de los para´metros de ejecucio´n del algoritmo
depende mucho de la imagen y de los resultados que queramos obtener, motivo por el cual
no sirve a nuestros propo´sitos.
Hay que hacer mencio´n especial a una te´cnica de clusterizado denominada k-means
adaptativo [PJ89]. E´sta combina la idea sencilla de trabajar en un espacio de caracter´ısticas
donde los pixels esta´n relacionados por color, al igual que mean shift, junto con diversas
propiedades de continuidad espacial. La idea se asemeja, en cierto modo, a la que usamos
en nuestro me´todo por lo que no descartamos en trabajo futuro evaluar su comportamiento
en nuestro algoritmo.
A.1.3. Me´todos basados en grafos
Las te´cnicas basadas en grafo, normalmente representan los p´ıxeles de la imagen como
un grafo ponderado no dirigido, donde cada punto representa un nodo y el peso viene de-
terminado por alguna relacio´n entre los ve´rtices que conecta, como puede ser la diferencia
de intensidades. Un conjunto de te´cnicas muy extendidas son las basadas en realizar cortes
mı´nimos en grafos, donde el criterio de corte esta disen˜ado para minimizar la similitud
entre los p´ıxeles que esta´n siendo divididos. La te´cnica ma´s famosa es la conocida como
cortes normalizados (normalized cuts) [SM00] y destaca porque en lugar de solo capturar
propiedades locales de la imagen, encuentra caracter´ısticas a nivel global. No obstante,
estas aproximaciones de cortes normalizados son demasiado lentas para nuestro algoritmo.
Dentro de estas te´cnicas basadas en grafo se encuentra la que hemos escogido en nuestro
algoritmo y que esta´ siendo usada recientemente en aplicaciones de visio´n este´reo para la
bu´squeda de superpixels [MK10]. En la siguiente seccio´n se da una descripcio´n detallada
de la misma.
A.2. Segmentacio´n eficiente basada en grafo
El me´todo elegido, ideado por Felzenszwalb y Huttenlocher [FH04b], se trata de un
algoritmo basado en grafo que se ajusta muy bien a nuestras necesidades de rapidez y
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eficacia. La clave de su utilidad es que dispone de un umbral adaptativo como veremos a
continuacio´n. El algoritmo parte un grafo no dirigido G = (V,E) formado por un conjunto
n de ve´rtices v ∈ V , que se corresponden con los pixels a segmentar de la imagen represen-
tados en el espacio de caracter´ısticas, y un conjunto m de aristas {ei} que constituyen pares
de ve´rtices vecinos. Cada arista tiene tiene un peso w((vi, vj)), que representa la similitud
entre los dos pixels conectados por esa arista. La segmentacio´n final sera´ S = (C1, ..., Cr)
donde Ci es un cluster de puntos. El algoritmo es el siguiente:
1. Ordenar el conjunto de aristas E = (e1, ..., em) tales que |et| ≤ |et′ |∀t < t′.
2. Sea S0 = ({v1}, ..., {vn}), (inicialmente cada cluster contiene exactamente un ve´rtice).
3. For t = 1, ...,m
a Sean vi y vj los ve´rtices conectados por et.
b Sea Ct−1vi el componente que contiene el punto vi en la iteracio´n t − 1 y li =
maxmstC
t−1
vi el mayor peso de las aristas que hay dentro de C
t−1
vi . Del mismo
modo obtenemos lj .
c Uniremos los componentes Ct−1vi y C
t−1
vj si,
|et| < mı´n
{
li +
k
|Ct−1vi |
, lj +
k
|Ct−1vj |
}
(A.2)
donde k es una constante.
4. S = Sm
En lugar de usar un valor fijo para determinar el umbral a partir del cual dos regiones
se consideran distintas, del mismo modo que lo hace Zahn en su me´todo [Zah71], utiliza
un valor variable en la Fo´rmula A.2. Este umbral permite que dos componentes se unan
si la arista de menor peso que los une, es menor que la ma´xima arista en cada uno de
los componentes ma´s el te´rmino τ = k/|Ct−1vi |. Como vemos, τ depende del taman˜o del
componente y de una constante inicial k. En la primera iteracio´n del algoritmo li = lj = 0,
y |C0vi | = |C0vj | = 1, por tanto, k inicialmente representa el ma´ximo peso de arista que
podra´ ser an˜adido a cada componente, k = lmax. Al aumentar el nu´mero de puntos por
componente, la tolerancia de an˜adir nuevas aristas disminuye y se realizan menos uniones.
Intuitivamente, k controla el taman˜o final de los clusters ya que controla las primeras
iteraciones de la segmentacio´n.
Tipos de grafo: KNN vs Grid
En el art´ıculo original se proponen dos estructuras de grafo distintas, una basada en
una malla (grafo GRID), donde cada pixel esta´ conectado con sus 8-vecinos ma´s pro´ximos
por posicio´n y otra basada en el me´todo de vecino ma´s pro´ximo (grafo KNN ) donde se
realiza un mapeo de cada pixel en un espacio nuevo de caracter´ısticas y donde se puede
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definir libremente el nu´mero de vecinos a usar.
En el caso de usar un grafo GRID, la funcio´n que define la similitud entre los dos pixels
conectados por una arista, viene dada por su diferencia de color. Como propone el autor,
usamos la distancia Eucl´ıdea L2,
w((vi, vj)) = ‖C(vi)− C(vj)‖ =
√√√√ N∑
t=1
|C(vi)t − C(vj)t| (A.3)
donde C(v) es el vector de color del ve´rtice v, siendo C(v) = {r, g, b} en espacio de color
RGB y C(v) = {a, b} en espacio de color Lab.
En el otro caso, usando grafo KNN se realiza un mapeo de cada ve´rtice en el espacio
{x, y, C(x, y)}, donde (x, y) es la localizacio´n del ve´rtice en la imagen y C(x, y) representa
el color del punto que dependera´ del modelo usado. Del mismo modo que con el grafo
GRID usamos la distancia Eucl´ıdea L2 para definir los pesos de las aristas, pero ahora
tambie´n tiene influencia la posicio´n del pixel en la imagen. La ventaja de usar KNN frente
a GRID, es que en el primero, el poder seleccionar un nu´mero variable de vecinos y cap-
turar en la funcio´n de similitud la posicio´n junto con el color, permite que las conexiones
de los p´ıxeles sean ma´s flexibles pudiendo conectarse regiones f´ısicamente separadas. En
cambio, usando grafo GRID tenemos una estructura r´ıgida en la que solo podemos realizar
conexiones locales.
La influencia del modelo de color: RGB vs Lab
El art´ıculo original realiza la segmentacio´n de la imagen usando el espacio de col-
or RGB. A pesar de que los resultados son buenos, no sirven totalmente para nuestros
propo´sitos. Al trabajar sobre el espacio de color RGB, tratan del mismo modo todos los
pixels de la imagen y no tienen en cuenta que en una regio´n pueda haber variaciones de lu-
minosidad producidas por sombreado. Por ello, seguimos los estudio de Funt et al. [FDB91]
y decidimos utilizar el modelo de color Lab que, por la forma en que esta´ definido, nos
permite abstraernos de las variaciones de luminosidad en el color de los materiales y tra-
bajar directamente con la cromaticidad.
El modelo de color Lab caracteriza cada color con la ayuda de un para´metro de intensi-
dad correspondiente a la luminancia y de dos para´metros de crominancia que describen el
color. Ha sido especialmente estudiado para que las distancias calculadas entre colores cor-
respondan a las diferencias percibidas por el ojo humano. En concreto, los tres para´metros
esta´n definidos del siguiente modo:
1. La componente L es la luminosidad, que va de 0 (negro) a 100 (blanco).
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2. La componente a representa la gama de rojo (valor positivo) a verde (negativo)
pasando por el blanco (0) si la luminosidad vale 100.
3. La componiendo b representa la gama de amarillo (valor positivo) a azul (negativo)
pasando por el blanco (0) si la luminosidad vale 100.
Por su parte, RGB es un modelo de color basado en la s´ıntesis aditiva, con lo que cada
color viene representado mediante la mezcla por adicio´n de los tres colores primarios: rojo,
verde y azul. La diferencia entre usar uno u otro modelo, en nuestro caso, es sustancial-
mente importante ya que con Lab conseguimos que una regio´n con un albedo constante,
pero sometida a un foco de luz y por ello con un gradiente de intensidad, sea segmentada
como un u´nico cluster y no como varios como ocurre erro´neamente en los ejemplos de las
Figuras A.2 y A.3 para el caso de RGB.
(a) Imagen original (b) Segmentacio´n RGB (c) Segmentacio´n Lab
Figura A.2: Comparacio´n de segmentacio´n RGB vs Lab. Los mejores resultados se
obtienen con espacio de color Lab
A.2.1. Experimentos realizados
En los experimentos hemos realizado pruebas modificando el valor del umbral adap-
tativo k y probando distintos tipos de grafos. En las Figuras A.5 y A.6 se pueden ver los
resultado para dos ima´genes muy distintas y que en s´ı, abarcan la mayor´ıa de los casos
que vamos a tratar. La primera se trata de una imagen donde el taman˜o de los clusters
es grande en relacio´n con el taman˜o de la imagen y hay poca variacio´n croma´tica apre-
ciable a simple vista. Por el contrario, la segunda imagen tiene un taman˜o de clusters en
proporcio´n mucho menor y las diferencias de cromaticidades son mucho ma´s pronunciadas.
Si observamos los resultados de estas podemos comprobar como el nivel de detalle de la
segmentacio´n aumenta segu´n disminuye el valor del umbral. Esto se debe a que este valor
controla, en las primeras iteraciones de la segmentacio´n, el peso ma´ximo que puede tener
una arista para formar parte de un cluster (ver Fo´rmula A.2). Es decir, mide la ma´xima
diferencia croma´tica que pueden tener dos pixels que se encuentren en el mismo cluster.
Segu´n aumenta el taman˜o de los clusters, este umbral deja de tener tanto peso y el criterio
para decidir si un pixel pertenece o no a un cluster viene dado por la propia coherencia
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Grid Knn 5 Knn 10 Knn 20
RGB
Lab
Figura A.3: Comparacio´n de segmentacio´n RGB vs Lab. Los mejores resultados se
obtienen con grafo KNN y espacio de color Lab
interna del mismo. Para nuestro propo´sito, puesto que necesitamos que los clusters identi-
fiquen correctamente fragmentos de color constante y no demasiado pequen˜os, un umbral
de 25 o 50 resultar´ıa va´lido (ver Figuras A.5 y A.6). Respecto al tipo de grafo a usar,
comprobamos que los resultados son muy parecidos en todas las versiones del grafo KNN.
No obstante, s´ı se aprecia diferencia respecto a usar grafo GRID, ya que este u´ltimo ha
cometido errores no deseables en la segmentacio´n: ha divido regiones de la imagen de albe-
do constante pero con variaciones de iluminacio´n que deber´ıan haberse considerado como
una sola. Hemos considerado aceptable la segmentacio´n con grafo KNN y cinco vecinos y
hemos realizado una segunda fase de pruebas.
Partiendo de los primeros resultados obtenidos, hemos realizado otro conjunto de prue-
bas para asegurarnos de elegir los para´metros o´ptimos. En la Figura A.7 vemos los resul-
tados de la segmentacio´n fijando el tipo de grafo a KNN con 5 vecinos y modificamos
el umbral con valores de 25, 50 y 75. Como ya hab´ıamos pensado, la segmentacio´n ma´s
correcta se da para un umbral de 50, obteniendo una segmentacio´n muy poco detallada
segu´n aumentamos de valor. Asimismo, en la Figura A.8 vemos los resultados fijando el
valor del umbral a 50 y variando el tipo de grafo. A simple vista, puede parecer que la
segmentacio´n con grafo GRID es mejor ya que obtenemos un mayor nu´mero de clusters,
sin embargo, si ejecutamos el algoritmo de normalizacio´n sobre estas ima´genes podemos
comprobar que no es as´ı. En la Figura A.4 vemos un ejemplo de error de segmentacio´n
con grafo GRID y por tanto error en la normalizacio´n final. Este problema es debido a
que usando grafo GRID tenemos una estructura r´ıgida: cada pixel se conecta con sus 8-
vecinos ma´s pro´ximos. En cambio, el grafo KNN realiza las conexiones de tal modo que se
agrupan los pixels ma´s parecidos en color a pesar de que no este´n f´ısicamente conectados.
Los resultados en KNN son muy similares para los tres casos, por tanto, decidimos usar
el grafo KNN con cinco vecinos ya que el tiempo de computacio´n es inferior a usar diez o
treinta.
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(a) (b) (c)
Figura A.4: Error en la normalizacio´n. La imagen (a) representa la luminancia origi-
nal. En (b) vemos, en la parte superior la segmentacio´n con grafo GRID y en la parte infe-
rior la normalizacio´n final. Podemos comprobar como esta es erro´nea ya que no mantiene
el gradiente de iluminacio´n. En (c) tenemos el resultado usando grafo KNN. En este caso
s´ı se han mantenido los gradientes de iluminacio´n de manera correcta.
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GRID KNN 5 KNN 10 KNN 30
10
25
50
100
(a) (b)
(c)
Figura A.5: Exploracio´n de para´metros en la segmentacio´n
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GRID KNN 5 KNN 10 KNN 30
10
25
50
100
Figura A.6: Exploracio´n de para´metros en la segmentacio´n
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Image original 25 50 75
Figura A.7: Resultados segmentacio´n (parte 1). La primera imagen representa la
imagen original y las siguientes son resultados de la segmentacio´n utilizando un grafo
KNN con 5 vecinos y modificando el umbral adaptativo con los valores: 10, 25 y 50.
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GRID knn 5 knn 10 knn 30
Figura A.8: Resultados segmentacio´n (parte 2). En estos resultados el umbral adap-
tativo tiene un valor fijo igual a 50. De izquierda a derecha variamos el tipo de grafo usado:
grafo GRID, grafo KNN con 5 vecinos, grafo KNN con 10 vecinos y grafo KNN con 30
vecinos.
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Ape´ndice B
Estudio de precondicionadores
En este ape´ndice se realiza un estudio sobre co´mo precondicionar el sistema de ecua-
ciones lineales definido en la seccio´n 3.2 para conseguir mejores resultados en menos itera-
ciones.
B.1. Precondicionar para disminuir el nu´mero de iteraciones
Comu´nmente, precondicionar un sistema lineal consiste en transformar el sistema origi-
nal Ax = b en un sistema equivalente A˜x = b˜ para reducir el nu´mero de iteraciones requeri-
do para la convergencia. La resolucio´n del sistema lineal equivalente no debera´ transformar
la solucio´n que se obtendr´ıa con el original. La matriz A˜ y el vector b˜ se obtienen multi-
plicando, antes o despue´s, A y b por una matriz M que denominamos precondicionador.
Por medio del precondicionador conseguimos condiciones espectrales ma´s favorables y se
reduce el nu´mero de iteraciones requeridas para la convergencia, sin incrementar significa-
tivamente la cantidad de ca´lculos por iteracio´n. En nuestro sistema lineal, utilizando el
precondicionador de Jacobi M , donde M = D = diag(A) reducimos el nu´mero de itera-
ciones que necesita nuestro sistema a menos de la mitad, tanto para el modelo de energ´ıa
como el de flujos.
B.2. Precondicionar para mejorar la solucio´n
Partiendo de la idea de precondicionador comentada en la seccio´n anterior, nosotros
hemos disen˜ado nuestro propio precondicionador, basa´ndonos en el conocimiento que
disponemos del problema, para obtener una mejor solucio´n.
Precondicionando el sistema de energ´ıas
Retomamos el sistema lineal basado en energ´ıas Ax = b planteado en la seccio´n 3.2 en
el cual buscamos normalizar las luminancias en las fronteras de los clusters. Disponemos
de N clusters y M pares de clusters vecinos, ycada fila ai de A viene definida por:
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∀i ∈ 1..M, ai =

∃k, l ∈ 1..N 3 aik = Lm(ck)cl , ail = −Lm(cl)ck
con k < l ∧ ck es adyacente a cl
aih = 0,∀h ∈ 1..N 3 h 6= k ∧ h 6= l
i = M + 1,∀j ∈ 1..N, aij = LMe(cj)
(B.1)
Y X y B definidos por,
XN×1 =

Fc1
Fc2
...
FcN
 B(M+1)×1 =

0
...
0∑N
i=1 LMe(ci)
 (B.2)
Tal cual esta´ planteado el sistema, todas las ecuaciones tienen la misma relevancia.
Esto implica que en los casos en que la segmentacio´n no sea buena y obtenga clusters
demasiado pequen˜os (en concreto los clusters de sombra) habra´ problemas en la resolucio´n.
Para solucionar esto, precondicionamos la matriz A con una matriz de pesos definida de tal
modo que las ecuaciones que contengan pares de clusters ma´s significativos (ma´s grandes
o con ma´s conexiones) tengan preferencia en la solucio´n y se normalicen preferiblemente
antes que otros. Hay que recordar que el me´todo iterativo QMR no garantiza una solucio´n,
hay ocasiones en que, por existir demasiadas conexiones o clusters el sistema no converge
a la solucio´n o´ptima. An˜adiendo el precondicionador de pesos, estamos diciendo al sistema
que si tiene que dejar alguna pareja sin normalizar para converger, deje la menos relevante
en la imagen. Definimos el precondicionador de pesos W de la siguiente manera:
W =

w1 0 ... 0
0 w2 ... 0
0 0
. . . 0
0 ... 0 wM+1
 (B.3)
∀k ∈ 1..M wk = Areaci nconexijnconexi +Areacj
nconexij
nconexj
k = M + 1 wk =
∑M
l=1 wl
M
(B.4)
donde ci y cj son los clusters conectados en la fila ak de la matriz A, nconexij repre-
senta el nu´mero total de aristas que unen los clusters ci y cj y nconexi representa el total
de conexiones que tiene el cluster ci con el resto de clusters de la imagen.
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De este modo ponderamos cada ecuacio´n (cada fila de la matriz A), por la importancia
de esa pareja de clusters en relacio´n al taman˜o/nu´mero de conexiones con respecto al resto
de la imagen. Como paso previo a utilizar el nu´mero de conexiones y el taman˜o del cluster
se realizaron pruebas teniendo cuenta cada caracter´ıstica por separado, sin embargo, no
se consiguieron resultados satisfactorios.
La utilizacio´n de este precondicionador en el sistema de energ´ıas no garantiza obtener la
solucio´n correcta. Como se mostraba en la seccio´n 3.2, es necesario replantear el problema
desde otra perspectiva. Sin embargo, s´ı que se observan mejoras en determinados sistemas
sencillos donde el nu´mero de clusters no es muy elevado, menos de cien, y las relaciones
entre ellos no son muy complejas.
Precondicionando el sistema de flujos
Retomando el problema segu´n el modelo de flujos, lo primero en lo que tenemos que
fijarnos es en el cambio de productos a sumas. En este modelo, las luminancias son aditivas
y no multiplicativas como en el caso anterior. Recordamos la ecuacio´n principal que regula
el sistema:
ln(Lm(ci)cj )− ln(Lm(cj)ci) = ϕj − ϕi (B.5)
donde ϕi = ln(Fci) y ϕj = ln(Fcj ).
Y el propio sistema Ax = b, donde A es una matriz de N columnas y M + 1 filas con
M el nu´mero de pares de clusters adyacentes y N el nu´mero de clusters de la imagen. En
este caso, cada fila ai de A viene definida por:
∀i ∈ 1..M, ai =

∃k, l ∈ 1..N 3 aik = 1, ail = −1
con k < l ∧ ck es adyacente a cl
∀h ∈ 1..N, aih = 0, si h 6= k ∧ h 6= l
i = M + 1,∀j ∈ 1..N, aij = 1
(B.6)
Y X y B definidos por,
XTN×1 =
(
ϕ1 ϕ2 . . . ϕN
)
(B.7)
BT(M+1)×1 =
(
b1 . . . bM 0
)
donde,
∀i ∈ 1..M, ∃k, l ∈ 1..N 3 bi = ln(LMe(cl))− ln(LMe(ck))
con k < l ∧ ck es adyacente a cl
(B.8)
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Como podemos comprobar, si ponderamos cada ecuacio´n con un peso relativo al
taman˜o o al nu´mero de conexiones del mismo modo que en el caso anterior, estamos
mezclando factores multiplicativos con sumas de logaritmos, lo cual afecta directamente
a la formulacio´n del problema y cambia su significado inicial. Por ello, hasta el momento
no hemos desarrollado un precondicionador bueno para el sistema de flujos, en su lugar,
para mantener el equilibrio se an˜adieron las ecuaciones de equilibrio de luminancias que
evitan muchos de los problemas mencionados. No obstante, se esta´ trabajando en mejorar
este sistema con algu´n precondicionado que no modifique la formulacio´n inicial.
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Ape´ndice C
Resultados y aplicaciones
C.1. Resultados
(a) (b) (c)
(d) (e) (f)
Figura C.1: Comparacio´n con otros me´todos de descomposicio´n. (a) Imagen Orig-
inal. (b) Luminancia original. (c) Segmentacio´n obtenida. (d) Iluminacio´n final obtenida
con nuestro me´todo. (e) Iluminacio´n de Bousseau et al. [BPD09]. (f) Iluminacio´n de Tap-
pen et al. [TFA05].
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(a) Imagen original y luminancia perceptual (b) Nuestra descomposición:
reflectancia e iluminación
(c) Reflectancia e iluminación de Shen [STL08] (d) Reflectancia e iluminación de Tappen [TFA05]
(e) Trazos de usuario, reflectancia e iluminación de Bousseau [BDP09]
Figura C.2: Comparacio´n con otros me´todos de descomposicio´n
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(d) Trazos del usuario, reflectancia e iluminación de Bousse [BDP09]
(a) Imagen Original y luminancia perceptual
(b) Reflectancia e iluminación de Tappen [TFA05](c) Reflectancia e iluminación de Shen [STL08]
(e) Nuestra descomposición:
reflectancia e iluminación
Figura C.3: Comparacio´n con otros me´todos de descomposicio´n
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C.2. Aplicaciones
En este cap´ıtulo se muestran ejemplos de distintas aplicaciones de nuestro algoritmo
de descomposicio´n en ima´genes intr´ınsecas.
C.2.1. Shape from Shading
Como ya se ha comentado en la introduccio´n, el problema del Shape from Shading
consiste en estimar la forma 3D de un objeto a partir de una sola fotograf´ıa del mismo.
Debido a la ausencia de variables que acoten el problema, nos resulta imposible obten-
er una reconstruccio´n precisa del objeto. Numerosos me´todos se han desarrollado y cada
uno afronta el problema desde una perspectiva distinta, sin embargo, todos coinciden en
realizar fuertes asunciones sobre la naturaleza de los objetos. En general, basa´ndose en
estudios de percepcio´n, todos asumen que los objetos son globalmente convexos [LB00] y
parten de la idea de dark is deep, es decir, cuanto ma´s oscuro se considera ma´s lejano y
ma´s claro ma´s cercano. Como se puede intuir, esta u´ltima asuncio´n, no va a dar resultados
correctos cuando tratemos objetos con variaciones de albedo debidas a textura. Por este
motivo, los resultados de este proyecto son una pieza clave en este tipo de algoritmos, ya
que eliminamos estas variaciones de textura manteniendo las variaciones por geometr´ıa.
En la Figura C.4 vemos un ejemplo del algoritmo de Shape From Shading de Wei et
al. [WH97] que resultar´ıa beneficiado por nuestra descomposicio´n.
Figura C.4: Resultado real de Shape from Shading. Imagen Original y diferentes
puntos de vista mostrando la reconstruccio´n tridimensional.
C.2.2. Retexturizacio´n y reiluminacio´n
Una de las aplicaciones ma´s ba´sicas de la descomposicio´n en ima´genes intr´ınsecas es
el cambio de la textura de los materiales. Una vez que hemos separado la iluminacio´n de
la reflectancia podemos estimar el mapa de normales de la imagen y aplicarlo a la ima-
gen modificada de la reflectancia de forma similar a como lo hace Fang et al. [FH04a].
56
C. Resultados y aplicaciones
Otros algoritmos de edicio´n de materiales a partir de una sola imagen como el de Khan et
al. [KRFB06] obtendra´n mejores resultados gracias a esta descomposicio´n.
(a)
Figura C.5: Edicio´n de materiales de Khan et al. [KRFB06]
Del mismo modo que podemos modificar los materiales de la imagen, tenemos la capaci-
dad de reiluminarla de manera mucho ma´s realista y precisa que realizar simples retoques
con Photoshop. En la Figura C.6 vemos un ejemplo de esta posibilidad. Aunque para
construirla nos hemos limitado a variar la componente de iluminacio´n de una manera muy
simple, podemos comprobar como se respetan las sombras producidas por la geometr´ıa y
el resultado esta´ ma´s estilizado.
(a) (b)
Figura C.6: Ejemplo de reiluminacio´n con nuestro algoritmo de descomposicio´n. (a)
Imagen Original. (b) Imagen reiluminada
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