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Abstract 
The prediction for the order of enterprise is very important. Support vector machine is a kind of learning technique 
based on the structural risk minimization principle, and it is also a class of regression method with good 
generalization ability. In this paper, support vector machine is used to model of the prediction for the order. A 
simulation example is taken to demonstrate correctness and effectiveness of the proposed approach. The selection 
method of the model parameters is presented. 
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1. Introduction
Production according to the order standing for requirements from customers is the linchpin of
improving flexibility and competitive strength of an enterprise. The prediction for the order of enterprise 
could effectively ahead of the schedule, improve agility and competitive strength, and make the enterprise 
achieve JIT (Just in Time)[1]. Prediction technologies in the field of economics management are 
numerous. There are two types: qualitative and quantitative method. The qualitative method has the 
experience to judge the law, the Del's Philippines law, the user survey law and so on. The common 
applications in quantitative method mainly include regression analysis method, time series method, neural 
network forecasting method[2] and the grey forecasting method[3] and so on. The return analytic method 
is high to the historical data material request. The time series method needs to have the massive historical 
observation value, and has the strong subjectivity and empirical in weighting factor's choice. The neural 
network forecasting method has the strong auto-adapted ability and learning capability, but requests to the 
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data sample's quantity and the quality high, moreover also has strong empirical in the inserting 
dimension's determination. The commonly used model in gray forecasting method is GM(1,1) model, and 
it is suitable in the sequence of strong index rule, but can only describe the monotonous process of 
change. Support vector machines[4,5] (Support vector machines, SVM) based on structure risk minimum 
(Structural Risk Minimization, SRM) criterion, overcame the artificial neural networks (Artificial Neural 
Networks, ANN),which has the shortcoming relied on the experiences of designer, has solved congenital 
problems well such as dimension, local minimum, small sample of ANN and so on, and given dual 
attention to the merit. Its topology is decided by support vector. In this paper, SVM theory method is 
introduced in model of prediction for the order of enterprise, and explained the modeling process by 
example, confirmed validity of the model through forecasting result. 
2. Support vector regression method  
When utilizing the support vector regression (SVR) algorithm in the estimate regression function, its 
basic philosophy is that through a nonlinear mapping Φ , maps the data input into the space to a high 
dimension feature space, and then makes the linear regression in this high dimension space. 
Assigning the training set ii , of which, i is the input victor, is expected 
value,  is the sum of data point. SVM estimates the regression function with the below: 
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Where is a nonlinear mapping from input space to a high dimension feature space, The 
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Where is a loss function. This article selects εL ε which is the insensitive loss function, and its 
expression is of the form: 
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Looking for the coefficientω  and b , this article needs to introduce the slack variable iξ  and , thus 
transforms to solve the raised optimized question in the following: 
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When solving the above equations, generally uses the antithesis theory, and transforms to two plan 
question, through establishing the Lagrange equation, and commanding , than 
could obtain the dual form in optimized question: 
)()(),( yxyxK Φ⋅Φ=
∑∑
==
+−−−−−
n
i
iiii
n
ji
jjji
T
ii yyxxK
1
*
1,
** )]()([))(,()(
2
1min εαεααααα                      (6) 
niCts
n
i
ii ,,2,1,,0,0)(.
*
1
* L=≤≤=−∑
=
αααα                                      (7) 
1473Qisheng Yan et al. / Procedia Engineering 15 (2011) 1471 – 1475Author name / Procedia Engineering 00 (2011) 000–000 3
∑
=
+−=
n
i
jiii bxxKxf
1
* ),()()( αα
Where  is known as atomic function. It may be a random symmetric function which 
satisfies the condition of Mercer. 
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According to Karush-Kuhn-Tucker theorem, it may result in the regression function finally as follows: 
                                                      (8) 
In the above equation, the input value ix  of sample point ( , )i ix y corresponding non-vanishing vector 
 or  is a support vector. SVM is similar to a neural network, and the output of it is a linear 
combination of middle nodes. Each middle node is corresponding to a support vector. 
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*
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3. SVR model for order’s  prediction 
3.1. Selection of sample data 
For comparing, this article takes month order form statistical data in a enterprise as the sampled data 
(for example Table 1), and makes similar normalized processing (each data simultaneously divides a big 
number, in this article λ  was taken as 10000), causes it to map the sector of [0,1]. Regarding the sampled 
data as time series{ , if using the data in past （ ）time to forecast the data in }nX ,,2,1 L=tt),( N 1≥N
M （ 1≥M ）time in the future, the data can be divided into K  certainly overlapped data segments 
having a length of . Each data segment may be regarded as a sample. So
samples can be got, each sample’s first values are regarded as the input and the latter 
MN + ( )K n N M= − + +1
N M values as the 
output of predictor (showing in Table 2). Through the study, it realizes mapping from NR  to the output 
space MR , thus achieves the goal of the time series forecasting. 
Table 1. Sample data (ordering data of a enterprise) 
Month 1 2 3 4 5 6 7 8 9 10 11 
Number of order 1146 1179 1183 1195 1280 1255 1273 1305 1286 1346 1399 
Month 12 13 14 15 16 17 18 19 20 21 22 
Number of order 1467 1567 1595 1588 1622 1611 1615 1685 1789 1790 1829 
Table 2. Diving method of data 
N  input M output
(1), (2), , ( )X X X NL )( 1), , (X N X N+ +L M
(2), (3) , ( 1)X X X N +L ( 2), , ( 1X N X N M+ +L )+
− 1)−
…… …… 
( ), ( 1) , ( 1)X K X K X N K+ +L ( ), , (X N K X N M K+ + +L
3.2. Establishing of model 
Regarding the order data as a time series{ , then its SVR forecasting model may be 
described as follows: 
}nttX ,,2,1),( L=
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1474  Qisheng Yan et al. / Procedia Engineering 15 (2011) 1471 – 1475
4 Qisheng Yan ,et al/ Procedia Engineering 00 (2011) 000–000 
}
where  is the nonlinear function, and m  is inserting dimension. The inserting dimension of 
optimized choice is 6, the total sample is 16 groups, as shown in Table 3. In order to examine the 
forecasting effect of model, we divides the sample into the training and the testing sample, carries on the 
machine learning with the first 15 groups as the training sample, thus obtains the forecasting model, the 
rest is regarded as test sample for inspecting generalization performance of the model. 
Φ
The modeling has been possible to divide into the following four steps: (1) compiling the procedure 
using Matlab according to the training sample, namely establishment training model; (2) inputs training 
sample{ ii  to obtain the related parameter of regression model; (3) According to parameter value 
obtained, establishes forecasting model; (4) inputs test sample to obtain the corresponding forecasting 
result, and compares again with the actual value, carries on the analysis to the forecasting result. The 
programming environment for experiment is Matlab7.01. 
yX ,
Table 3. Normalized sample data 
No. ( 6)X t − ( 5)X t − ( 4)X t − ( 3)X t − ( 2)X t − ( 1)X t − ( )X t
1 0.1146 0.1179 0.1183 0.1195 0.1280 0.1255 0.1273 
2 0.1179 0.1183 0.1195 0.1280 0.1255 0.1273 0.1305 
3 0.1183 0.1195 0.1280 0.1255 0.1273 0.1305 0.1286 
4 0.1195 0.1280 0.1255 0.1273 0.1305 0.1286 0.1346 
5 0.1280 0.1255 0.1273 0.1305 0.1286 0.1346 0.1399 
6 0.1255 0.1273 0.1305 0.1286 0.1346 0.1399 0.1467 
7 0.1273 0.1305 0.1286 0.1346 0.1399 0.1467 0.1567 
8 0.1305 0.1286 0.1346 0.1399 0.1467 0.1567 0.1595 
9 0.1286 0.1346 0.1399 0.1467 0.1567 0.1595 0.1588 
10 0.1346 0.1399 0.1467 0.1567 0.1595 0.1588 0.1622 
11 0.1399 0.1467 0.1567 0.1595 0.1588 0.1622 0.1611 
12 0.1467 0.1567 0.1595 0.1588 0.1622 0.1611 0.1615 
13 0.1567 0.1595 0.1588 0.1622 0.1611 0.1615 0.1685 
14 0.1595 0.1588 0.1622 0.1611 0.1615 0.1685 0.1789 
15 0.1588 0.1622 0.1611 0.1615 0.1685 0.1789 0.1790 
16 0.1622 0.1611 0.1615 0.1685 0.1789 0.1790 0.1829 
3.3. Simulation experiment and result analysis 
In this paper, support vector regression machine uses the RBF kernel function, and the kernel 
parameter =10, regularization parameter C =1000, insensitive coefficient σ ε = 0.001. SVR model's 
training result show output value  and the order form real value are close, the maximum relative error of 
fitting is below 3.97%, the average relative error is 2.06%, indicated that SVR has the very high modeling 
precision. In order to compare the forecast effect of SVR model, the experiment has also established 
GM(1,1) grey model, BP neural network forecasting model, and their prediction effect was shown in 
Table IV. From the table, we can see that the maximum relative error of GM(1,1) grey model's fitting is 
below 5.5%, and the average relative error is 2.93%; the maximum relative error of BP neural network’s 
fitting is below 5.11％, and the average relative error is 2.98％. According to the concretely analysis of 
forecasting results with Table 4, it is showing that the forecasting precision of SVR can be higher than 
1475Qisheng Yan et al. / Procedia Engineering 15 (2011) 1471 – 1475Author name / Procedia Engineering 00 (2011) 000–000 5
based on GM(1,1) grey model and the BP neural network model, and the forecasting relative error to the 
order of the 22nd month is only 0.11%, so we can say it has the very high forecasting  precision. 
Table 4. Comparison of test result based on SVR, BPNN and GM(1,1) 
No. of 
Sample  Real value 
SVR Prediction BP neural network Prediction Grey GM(1,1) Prediction 
test result relative error test result relative error test result relative error 
16 0.1829 0.1831 0.11％ 0.1834 0.27％ 0.1838 0.49％
3.4. Discussion about parameter choice  
About the building of support vector machine models, the choice of corresponding kernel function, 
parameter C and  is very important. The reasonable choice for papameters immediately influences 
precision and generalization ability of the model. This article discovered through the experiment that the 
effect of selecting the radial base kernel function should be best.The parameter choice uses two methods: 
the cross validation method and the grid search method. (1) The cross validation method refers to the 
cross inspection, is that first divides the data into n  subsets with the same size. Using  subsets as 
the training sample first, forecasts that subset has not participated in the training, and to carry on so 
continuously, causes each data point in the whole data to be predicted once time, that the accuracy rate of 
the Prediction is quite stable[6]. (2) The meaning of grid search is that first determined scope of a group 
C, then connects theirs rate of accuracy with the contour line, decides a section of pace lengths with 
maximum rate of accuracy presented, then determines a group of parameters, determines the 
parameter 10, C 1000, 0.001 finally. 
ε
1n −
σ = = ε =
4. Conclusions 
This article introduces SVR model to order’s Prediction of enterprises, the result of simulation 
indicated that SVR has characteristics of high modeling precision and strong generalization performance, 
and confirmed that the Support Vector Regression Model for Order’s Prediction is feasible and effective. 
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