Interrelationships between soil moisture and precipitation large scales, inferred from satellite observations by Tuttle, Samuel Everett
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2015
Interrelationships between soil
moisture and precipitation large
scales, inferred from satellite
observations
https://hdl.handle.net/2144/14060
Boston University
BOSTON UNIVERSITY 
 
GRADUATE SCHOOL OF ARTS AND SCIENCES 
 
 
 
 
Dissertation 
 
 
 
 
 
INTERRELATIONSHIPS BETWEEN SOIL MOISTURE AND PRECIPITATION 
AT LARGE SCALES, INFERRED FROM SATELLITE OBSERVATIONS 
 
 
 
by 
 
 
 
SAMUEL EVERETT TUTTLE 
 
 
B.A., Williams College, 2007 
M.A., Boston University, 2011 
 
 
 
 
 
 
 
 
Submitted in partial fulfillment of the 
 
requirements for the degree of 
 
Doctor of Philosophy 
 
2015 
 !!!!!!!!!!!
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      ©   Copyright by  
             SAMUEL EVERETT TUTTLE 
       2015 ! !
Approved by !!!!!!!!!!
First Reader     _______________________________________________  
Guido D. Salvucci, Ph.D.  
Professor of Earth and Environment 
 
 
 
 
Second Reader  _______________________________________________  
Mark A. Friedl, Ph.D.  
Professor of Earth and Environment 
 
 
 
 
Third Reader   ________________________________________________  
Nathan G. Phillips, Ph.D. 
Professor of Earth and Environment 
 !
! iv!
ACKNOWLEDGEMENTS.!The!National!Aeronautics!and!Space!Agency!(NASA)!funded!three!years!of!this!research!under!grant!number!NNX12AP78G,!awarded!to!G.!D.!Salvucci,!while!one!year!was!supported!by!a!Boston!University!teaching!fellowship.!!!This!dissertation!was!entirely!dependent!on!freely!available!datasets,!and!would!not!be!possible!without!the!willingness!of!many!principal!investigators,!networks,!and!agencies!to!provide!free!online!data!access,!including!notably!Owe!et!al.!(2008),!Jones!et!al.!(2009),!Njoku!et!al.,!(2003),!the!North!American!Land!Data!Assimilation!System!(NLDAS)!participants,!NASA,!NOAA,!the!AmeriFlux!network,!Woods!Hole!Research!Center!(WHRC),!CATDS!SMOS,!SMOS!BEC,!and!the!CMIP5!participants.!!I!would!like!to!thank!the!journal!article!reviewers!for!both!Chapters!1!and!2!of!my!dissertation!for!their!many!insightful!comments!that!led!to!improvement!of!both!studies.!Thank!you!to!all!of!the!faculty!members,!students,!and!administrative!staff!of!the!Earth!&!Environment!department,!including!Kasey!Aderhold,!Besim!Dragovic,!Ethan!Fahy,!Uli!Faul,!Paul!Hall,!Elise!Heiss,!Aaron!Hirsch,!Esther!James,!Rohan!Kundargi,!Shangshang!Mu,!Angela!Rigden,!Dan!Short!Gianotti,!Joel!Sparks,!Ken!Takagi,!and!many!others,!for!friendship,!advice,!and!technical!help!over!the!years.!!Thanks!as!well!to!members!of!the!Boston!Area!Hydrology!Journal!Club!for!stimulating!discussions!of!hydrology!research.!!And,!thank!you!to!my!committee!
! v!
members!Mark!Friedl,!Nathan!Phillips,!Ethan!Baxter,!and!Dara!Entekhabi,!for!challenging!me.!Thank!you!to!my!advisor,!Guido!Salvucci,!who!worked!with!me!for!all!6!years!of!my!graduate!education,!and!is!a!wellspring!of!ideas,!knowledge,!and!experience.!Thanks!to!my!family!for!providing!a!safe!haven!and!unconditional!love!for!my!entire!life.!!And!finally,!thank!you!to!my!wife,!Kate,!who!has!loved!and!supported!me!always,!and!encouraged!me!to!become!a!better!person!and!scientist.!!
! vi!
INTERRELATIONSHIPS BETWEEN SOIL MOISTURE AND PRECIPITATION 
AT LARGE SCALES, INFERRED FROM SATELLITE OBSERVATIONS 
(Order No.                     ) 
SAMUEL TUTTLE 
Boston University Graduate School of Arts and Sciences, 2015 
Major Professor: Guido D. Salvucci, Professor of Earth and Environment 
ABSTRACT  
Soil moisture influences the water and energy cycles of terrestrial environments, 
and thus plays an important climatic role.  However, the behavior of soil moisture at large 
scales, including its impact on atmospheric processes such as precipitation, is not well 
characterized.  Satellite remote sensing allows for indirect observation of large-scale soil 
moisture, but validation of these data is complicated by the difference in scales between 
remote sensing footprints and direct ground-based measurements.  To address this 
problem, a method, based on information theory (specifically, mutual information), was 
developed to determine the useful information content of satellite soil moisture records 
using precipitation observations.  This method was applied to three soil moisture datasets 
derived from Advanced Microwave Scanning Radiometer for EOS (AMSR-E) 
measurements over the contiguous U.S., allowing for spatial identification of the 
algorithm with the least inferred error.  Ancillary measures of biomass and topography 
revealed a strong dependence between algorithm performance and confounding surface 
properties.  Next, statistical causal identification methods (i.e. Granger causality) were 
used to examine the link between AMSR-E soil moisture and the occurrence of next day 
! vii!
precipitation, accounting for long term variability and autocorrelation in precipitation.  
The probability of precipitation occurrence was modeled using a probit regression 
framework, and soil moisture was added to the model in order to test for statistical 
significance and sign.   A contrasting pattern of positive feedback in the western U.S. and 
negative feedback in the east was found, implying a possible amplification of drought and 
flood conditions in the west and damping in the east.  Finally, observations and 
simulations were used to demonstrate the pitfalls of determining causality between soil 
moisture and precipitation.  It is shown that ignoring long term variability and 
precipitation autocorrelation can result in artificial positive correlation between soil 
moisture and precipitation, unless explicitly accounted for in the analysis.  In total, this 
dissertation evaluates large-scale soil moisture measurements, outlines important factors 
that can cloud the determination of land surface-atmosphere hydrologic feedback, and 
examines the causal linkage between soil moisture and precipitation at large scales. !
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PREFACE'!
Soil moisture is a key state variable of the hydrologic cycle. Because it is situated 
at the interface of the atmosphere and the solid earth, soil moisture influences many land 
surface and hydrological processes, including energy partitioning into latent and sensible 
heat (affecting evapotranspiration and air temperature; Seneviratne et al., 2010), 
partitioning of rainfall into infiltration and runoff (affecting streamflow, groundwater 
recharge, and vegetation water uptake, and therefore transpiration and plant functioning), 
and precipitation (e.g. Findell et al., 2011; Taylor et al., 2012), although the existence and 
strength of this influence is a current area of debate (e.g. Salvucci et al., 2002).  Soil 
water also plays an important role in biological and geochemical processes (e.g. 
nitrification, respiration, and soil ion exchange).  Additionally, soil moisture data is used 
in flood and drought forecasting (e.g. Brocca et al., 2010; Champagne et al., 2011), 
heatwave intensity forecasting (Miralles et al., 2012), and potentially can be used to 
initialize weather and climate models (e.g. Bisselink et al., 2011; Reichle et al., 2007).  
Despite its importance, it is not really known how soil moisture behaves at large 
scales, or precisely how it influences all other components of the hydrological cycle.  
This is primarily due to the difficulty and cost of large-scale measurements.  
Consequently, what is known about large-scale soil moisture is mainly based on models 
(e.g. multi-general circulation model (GCM) studies, such as the Global Land 
Atmosphere Coupling Experiment (GLACE; Koster et al., 2006)).  However, the 
hydrologic behavior in these large-scale models is often parameterized from lab, plot, or 
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small watershed scale experiments (e.g. stomatal conductance in “big-leaf” models), due 
to the lack of large-scale data and understanding.  Ground-based (“in situ”) soil moisture 
measurements are generally considered the most accurate method of soil moisture 
measurement, but soil moisture (along with other land surface properties) is quite 
variable on a wide range of scales, due to variations in soil properties, climate, 
vegetation, and topography.  Thus, a large number of point measurements are needed to 
characterize a large area such as a climate model footprint (hundreds of square 
kilometers). As noted by Kirchner (2006), relations derived from small-scale physics may 
not be appropriate for modeling catchment or larger scales, so parameterizing large-scale 
models with small-scale measurements may lead to model inadequacies.   
Fortunately, satellite remote sensing affords us the ability to measure and map soil 
moisture at large scales.  Satellite soil moisture records now span over 30 years, and thus 
may be a useful tool for monitoring climate change (e.g. such as in studies like that of 
Dorigo et al., 2012).  Recently, satellite instruments such as AMSR-E (Kawanishi et al., 
2003; operational 2002-2011), SMOS (Kerr et al., 2010; operational 2010-present), and 
SMAP (Entekhabi et al., 2010; operational February 2015-present) have provided more 
accurate soil moisture measurements than any previous instruments, allowing better 
insight into large-scale soil moisture behavior than was ever before possible. 
This dissertation will focus on large-scale remotely sensed soil moisture from the 
Advanced Microwave Scanning Radiometer for the Earth Observing System (AMSR-E) 
satellite instrument, and its statistical relationship with large-scale gridded gauge 
measurements of precipitation from the North American Land Data Assimilation System 
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(NLDAS) over the contiguous United States.  Chapter 1 develops a method to determine 
the useful information content of satellite soil moisture estimates using only large-scale 
precipitation measurements and an observed relationship between soil moisture and 
precipitation.  This method allows for discrimination between estimates from different 
AMSR-E soil moisture algorithms.  Chapter 2 uses statistical causal identification 
methods to examine the relationship between AMSR-E soil moisture and the occurrence 
of next-day precipitation, by factoring out long timescale variability and persistence in 
precipitation.  Chapter 3 expands on the methodology of Chapter 2 in order to 
demonstrate how failing to account for long timescale variability, persistence in 
precipitation, and the endogeneity of soil moisture and precipitation can lead to 
inaccurate inference about the coupling between soil moisture and subsequent 
precipitation.   
This dissertation also contains multiple appendices.  Appendices A-C explain the 
processing of the AMSR-E soil moisture data used in Chapter 1, inferred error in the 
mutual information choice map, and other methods to create choice maps based on 
mutual information, respectively.  Appendix D compares mutual information values 
calculated from AMSR-E to those found using soil moisture from the SMOS satellite.  
Appendix E includes additional analyses to support the feedback results of Chapter 2.  
Appendix F shows soil moisture-precipitation feedbacks in some general circulation 
models (or global climate models; GCMs).  
Chapter 1 was published in Remote Sensing of Environment (Tuttle & Salvucci, 
2014), Chapter 2 has been submitted and is under review (post-revision, Science), and 
! xi!
Chapter 3 is in preparation.  Parts of Appendices D-F may also be published in the future.  
Professor Guido D. Salvucci is a co-author on all studies in this dissertation.  Any future 
journal articles published from this research will supersede the results and analysis shown 
herein.!
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CHAPTER 1 
A NEW APPROACH FOR EVALUATING SATELLITE ESTIMATES OF SOIL 
MOISTURE USING LARGE-SCALE PRECIPITATION: COMPARING AMSR-E 
PRODUCTS 
 
1.1.  INTRODUCTION 
Remote sensing of soil moisture is complicated by the fact that it measures soil 
moisture indirectly, and these indirect radiation measurements must be converted to soil 
moisture using an algorithm, based on radiative transfer and dielectric mixing models, to 
filter out the effects of vegetation, Earth’s atmosphere, and soil properties on the soil 
moisture signal (e.g. Owe et al., 2008).  Multiple algorithms have been developed to 
convert passive microwave satellite data to soil moisture (e.g. Njoku et al., 2003; Owe et 
al., 2001; Jones & Kimball, 2009; Jackson, 1993; Koike et al., 2004), many of which 
have been applied to the Advanced Microwave Scanning Radiometer for the Earth 
Observing System (AMSR-E), but these algorithms produce very different data, in mean, 
variance, and skewness.  Thus, we must ask the questions: which algorithm produces the 
most accurate, and therefore useful, soil moisture information, and how can we determine 
the useful information content of algorithm-derived data?  This study will seek to answer 
these questions for three AMSR-E algorithms. 
Ground-based (“in situ”) soil moisture measurements are the most accurate 
method of soil moisture measurement, but it is difficult to validate satellite estimates 
using ground-based data because of the vastly different scales of the two techniques.  
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Satellite remote sensing of soil moisture is measured on a horizontal scale of tens of 
kilometers (e.g. AMSR-E Level 3 data have a resolution of approximately 25 km) and a 
depth scale of centimeters (e.g. the penetration depth of AMSR-E is approximately 1 cm, 
while penetration may reach 5 cm for the Soil Moisture and Ocean Salinity (SMOS) 
satellite instrument) (Njoku et al., 2003; Kerr et al., 2010).  In contrast, ground-based 
methods have historically operated on horizontal and depth scales of centimeters to 
decimeters, essentially a point measurement (e.g. soil moisture probes; Huisman et al., 
2001).  Soil properties are quite variable on a wide range of scales, due to variations in 
soil composition, climate, and topography, so a large number of point measurements may 
be needed to characterize a large area (e.g. Famiglietti et al., 1999).  More recently, soil 
moisture measurements utilizing cosmic-ray neutrons (Zreda et al., 2008) have allowed 
for continuous ground-based measurements with a horizontal radius of approximately 
300 m and to depths of decimeters, but these intermediate-scale measurements still do not 
approach the scale of satellite footprints.  Many studies have been dedicated to the spatial 
averaging of ground-based soil moisture probe networks to approximate satellite-scale 
measurements for validation purposes (e.g. Cosh et al., 2004; Jackson et al., 2010; 
Jackson et al., 2012; Wagner et al., 2007; Draper et al., 2009), and some studies indicate 
that few ground-based measurements can reproduce means of large areas in relatively 
homogeneous landscapes with reasonable accuracy (Brocca et al, 2012, Cosh et al., 
2004).  Crow et al. (2012) provide a review of this topic, including a discussion of 
strategies to “upscale” sparse ground-based measurements to satellite scales. 
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Some authors have sought ways to evaluate satellite soil moisture estimates 
without the use of ground measurements, including comparison to auxiliary spatial data 
(Cheema et al., 2011), and error estimation using methods such as triple collocation 
(Scipal et al., 2008; Scipal et al., 2010; Dorigo et al. 2010; Draper et al., 2013) and Rvalue 
(Crow, 2007; Crow et al., 2010).  In this study, we present a new technique to assess the 
information content of satellite soil moisture products using only large-scale precipitation 
(i.e. without in situ soil moisture measurements).  Our method requires the same input 
data to the Rvalue method of Crow (2007) (i.e. high-quality ground-based precipitation 
measurements averaged over large scales), but requires neither water balance modeling 
nor a priori specification of unknown model parameters.  Instead, we calculate the 
mutual information between AMSR-E soil moisture and precipitation, as an error-
dependent measure of the strength of the observed sigmoidal behavior of conditionally 
averaged precipitation under statistically stationary soil moisture conditions (Salvucci, 
2001).  Thus, we keep modeling to a minimum and ground our analysis, as strongly as 
possible, in measurements.  Based on the mutual information between precipitation and 
multiple AMSR-E soil moisture estimates, we can evaluate how the relative performance 
of the products varies geographically.  
 
1.2.  METHODS 
1.2.1.  Supporting Theory 
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 This research is based on properties of precipitation and soil moisture that arise 
from the idea of statistical stationarity and water balance, outlined by Salvucci (2001).  
For a unit area of land extending to some depth L, the water balance can be written as: 
  dSdt = P − ET − D + R( ) . (1-1) 
In Equation 1-1, dS dt is the change in soil moisture storage per unit area with time, P is 
precipitation onto the soil surface, ET is evapotranspiration from the soil, and (D+R) is 
net drainage (D) downwards through the soil plus runoff (R) from the soil surface, where 
all variables on the right-hand side of the equation are fluxes (L T-1).  For this study, the 
depth L is conceptually defined as the depth over which the surface soil moisture is well 
correlated with the profile soil moisture (on the order of a few tens of centimeters; Arya 
et al., 1983), and the unit area is the satellite pixel footprint (an area of hundreds of 
square kilometers).  The drainage flux D is then the flux at depth L, and ET accounts for 
evapotranspiration from above this depth. 
Salvucci (2001) used mathematical derivations, Monte Carlo studies, and a 
combination of measured and simulated observations to show that the expected value of 
the change in soil moisture over any interval of time, conditionally averaged according to 
the mean soil moisture (S) over that interval, is zero: 
  E dSdt S
!
"
#
$
%
& = 0 . (1-2) 
This statement means that soil moisture records that are stationary in the long-term mean 
are also stationary within arbitrary ranges of soil moisture.  The relationship in Equation 
1-2 is scale-independent, as the only physical law used in its derivation is the continuity 
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equation.  Thus, when the entire water balance for a satellite footprint (Equation 1-1) is 
conditioned on soil moisture, the change in storage term disappears, resulting in: 
  E P S!" #$ = E ET S!" #$ + E D + R( ) S!" #$ . (1-3) 
Equation 1-3 indicates that water inflow into the system from precipitation will be equal 
to the sum of outflows from the system, when inflow and outflows are conditioned on 
soil moisture.  In other words, at any given value of soil moisture, the average 
precipitation falling onto the soil will be equal to the sum of the average 
evapotranspiration leaving the soil, the average drainage downwards through the soil, and 
the average runoff from the soil surface. 
Salvucci (2001) went on to demonstrate that plots of P conditionally averaged 
according to S (or E[P|S] curves) have a sigmoidal convex-concave shape, explained by 
the dependence of evapotranspiration on soil moisture (which can be approximated by an 
exponential recovery curve, i.e. one minus an exponential decay) plus the dependence of 
drainage and runoff on soil moisture (which can be approximated by an exponential 
growth curve).   These behaviors are a result of the general interactions of soil properties 
and external forcing.  As S increases, soil suction decreases, so soil water becomes more 
available for loss as ET, until S is high enough that the ET rate reaches a maximum 
potential rate dependent on available energy. Accompanying this ET behavior, as S 
increases (and soil suction decreases), drainage from the soil will increase, and when the 
soil either becomes saturated or the precipitation rate is high enough to exceed the soil 
infiltration rate, some precipitation will fail to infiltrate into the soil and will run off into 
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streams.  The ET and drainage-runoff behaviors combine to form a convex-concave 
sigmoidal curve when P is conditionally averaged according to S.   
The sigmoidal behavior of E[P|S] has been observed at the plot scale (Saleem and 
Salvucci, 2002; Sun et al., 2011), multiple-plot area-average scale (Arrigo and Salvucci, 
2005), and using remotely sensed soil moisture (Sun et al, 2012).  Three plot-scale 
examples of this behavior from sites in the AmeriFlux network (Baldocchi et al., 2001) 
are shown in Figure 1.1.  In these plots, the P data were divided into eight equal-width 
bins of normalized S, i.e. Snorm = S − Smin( ) Smax − Smin( ) , and the mean P value was found 
for each bin.  Error bars show one standard deviation of the estimated mean P (i.e. one 
standard error, or σ P N , where N is the number of observations in the given bin).  The 
E[P|S] curves for Vaira Ranch and Duke Forest show clear sigmoidal behavior, with a 
convex shape at low S and a concave shape at high S.  The Kendall Grassland site shows 
sigmoidal behavior at low S, but a lack of values at high S results in a large amount of 
uncertainty for the upper part of the curve.  In this study, we evaluate the E[P|S] 
relationship at the scale of satellite remote sensing footprints over the continental U.S. 
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Figure 1.1  Plots of measured precipitation (P) conditionally averaged according to 
measured soil moisture (S) (i.e. E[P|S] curves) are shown for three AmeriFlux sites: Vaira 
Ranch (top left), Kendall Grassland (bottom left), and Duke Forest (bottom right).  In 
these plots, S was normalized to the range of measured values, and error bars represent 
one standard error. The E[P|S]  curves for Vaira Ranch and Duke Forest show clear 
sigmoidal behavior, while Kendall Grassland shows sigmoidal behavior at low S but 
uncertainty at high S (due to a lack of values) is too great to clearly resolve the upper part 
of the curve.  
 
The crux of this analysis is that E[P|S] curves will only retain their signature steep, 
convex-concave shape if the soil moisture data used to create them are accurate.  (In this 
study, “accuracy” refers to the pairwise relationship of S and P.  Thus, accuracy is 
determined from the arrangement of S and P data, but does not incorporate mean bias, 
which can be significant among soil moisture products.)  For a given satellite pixel 
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footprint and time, there is one true value of area-averaged soil moisture, which the 
AMSR-E satellite instrument attempts to measure and the soil moisture algorithms 
attempt to estimate.  However, the value will be estimated with some amount of error, 
from inaccurate satellite retrievals, atmospheric and/or vegetation effects, or other 
deficiencies in the algorithm used to convert satellite measurements to soil moisture.  
Such errors in the soil moisture estimates will cause the estimated soil moisture to deviate 
from the true soil moisture, both in bias and in variance.  Errors will also degrade the 
E[P|S] curve for the given satellite footprint by shuffling soil moisture values away from 
their true values (i.e. affect their arrangement with respect to P), which will flatten the 
relationship between E[P|S] and S and increase the spread of the individual P-S data 
points around E[P|S] (see simulation in section 1.2.3).  In this study, one precipitation 
dataset is compared against three different soil moisture products (see section 1.3), so for 
a given area the only errors that can result in differences between the E[P|S] curves are in 
the soil moisture estimates.  For this reason, the steepest E[P|S] should result from a 
scenario where, on average, the highest precipitation values correspond to the highest soil 
moisture values, and vice versa, which is what we expect from physical reasoning.  Thus, 
we can judge the accuracy of each of the three AMSR-E soil moisture products by 
quantifying the strength of the relationship between P and S, as an error-dependent 
measure of the ability of each product to accurately arrange the soil moisture data so that 
it produces a strongly sigmoidal E[P|S] relationship.  We do this using the metric of 
mutual information.    
 
! 9!
1.2.2.  Calculation of Mutual Information 
 The distributions of the soil moisture and precipitation data in this study are not 
Gaussian, as many of the data records are skewed towards low values, and all are 
bounded.  In fact, the distribution of precipitation resembles that of a gamma distribution, 
but also with a very large number of zero values (i.e. days where no precipitation 
occurred).  Thus, commonly used methods and metrics for measuring the strength of 
relationships between two variables, such as simple linear regression and Pearson’s 
correlation coefficient, are not applicable for these data.  Instead, we quantified the 
information content of each of the three AMSR-E soil moisture products by computing 
the mutual information (MI) (Shannon and Weaver, 1949; Cover and Thomas, 1991) 
between the given product and the NLDAS precipitation data.   
 Mutual information is a non-parametric generalization of the Pearson’s 
correlation coefficient that is able to handle nonlinear relationships between non-
Gaussian variables.  It is a scalar quantity that measures the mutual dependence of two 
random variables by quantifying the dependence between the joint distribution of the 
variables and what the joint distribution would be if the two variables were independent. 
The equation for MI is: 
  MI X;Y( ) = p x, y( )log p x, y( )p x( ) p y( )
!
"
#
$
%
&
x∈X
∑
y∈Y
∑ . (1-4) 
In Equation 1-4, p(x) and p(y) are the marginal probability distribution functions of X and 
Y, respectively, and p(x,y) is the joint probability distribution function of those variables.  
(Mutual information is often denoted as I(X;Y), but we have abbreviated it as MI for use 
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in the text.)  In the case of this study, Y stands for NLDAS P, and X stands for one of the 
three AMSR-E soil moisture products.   
 It is a relatively simple matter to compute the marginal probabilities of soil 
moisture, p(S), and precipitation, p(P), but it is more complicated to quantify the joint 
distribution, p(P,S), due to the many zero values in P and gaps in the two-dimensional 
histogram of P versus S.  Thus, P and S were transformed to Gaussian distributions and 
p(P,S) was estimated with a 2-D Gaussian mixture model in MATLAB®.  The mixture 
model was fit separately to the joint distribution of P and S for all P>0 and all P=0.  For 
each case, the number of Gaussian distributions used in the mixture model was 
determined by the minimum Akaike Information Criterion (AIC; Akaike, 1974) (which 
minimizes the log-likelihood for the fit to the data with a penalty for the number of free 
parameters used, i.e. three for each Gaussian distribution in the mixture model), and the 
subsequent mixture model was run with 50 replicates (to minimize the possibility of 
finding a local minimum).  Then, the resulting joint distributions for P>0 and P=0 were 
combined to obtain a complete joint distribution (i.e. p(P,S)).  The mutual information 
was then calculated, using the joint and marginal distributions and Equation 1-4.  From 
the joint distribution p(P,S), an E[P|S] curve was also generated by integrating over all P 
for varying values of S. 
 
1.2.3.  Justification of MI as a Proxy for E[P|S] 
 We argue that the AMSR-E soil moisture product with the maximum MI will be 
the product with the most accurate pairwise arrangement of the data due to the least 
! 11!
shifting of soil moisture from its true value, and thus the steepest sigmoidal E[P|S] curve.  
We support this claim via a simulation experiment, where we calculate the MI and plot 
the E[P|S] curve for measured precipitation data and soil moisture simulated from a 
model, with varying amounts of error artificially introduced to the soil moisture variable.  
This is an analogy for the relation of “true” soil moisture (Strue) to remotely sensed soil 
moisture (SRS), which is an approximation of “true” soil moisture plus some error (ε) due 
to signal attenuation, an imperfect algorithm, etc. (i.e. SRS = Strue + ε ).   
 
Figure 1.2  a) Plot of measured precipitation (P) versus simulated soil moisture (Strue, 
black circles), along with a curve showing P conditionally averaged according to Strue 
(i.e. E[P|S], green line), which shows a sigmoidal relationship.  In this case, Strue is 
volumetric soil moisture divided by the porosity of the soil.  In b), normally distributed 
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random error was added to Strue, resulting in a shallower, less sigmoidal E[P|S] curve, and 
lower MI.  Error of even higher magnitude was added to Strue in c), reducing the E[P|S] 
curve to a very shallow, nearly straight line, and further lowering MI.  The mean response 
of MI (black line) to introduced error, plus or minus one standard deviation of MI (gray 
envelope), is shown in d).  The results of this simulated experiment support the claim that 
soil moisture data with the least error will result in the steepest sigmoidal E[P|S] curves 
and also the highest calculated MI. 
 
In Figure 1.2a, the E[P|S] curve is plotted for the measured daily-averaged P and 
simulated daily-averaged S (normalized by the simulated porosity of the soil, φ).  The 
curve exhibits features that we would expect from previous plot-scale experiments (e.g. 
Sun et al., 2011; Saleem and Salvucci, 2002), with a convex-concave sigmoidal shape 
and including a positive slope at very low S, a plateau at intermediate S, and a steep 
positive slope at very high values of S.  In Figure 1.2b, normally distributed random error 
with a standard deviation (σε ) of 0.05 (in units of S divided by φ) has been added to the 
simulated S data, and the E[P|S] curve shows much less definition at low S and is less 
steep than the unaltered data.  Finally, in Figure 1.2c, normally distributed random error 
with a standard deviation of 0.10 S/φ was added to the simulated S data, and now the 
curve is shallow and has lost almost all definition, nearly becoming a straight and 
horizontal line.  At the same time that the E[P|S] curve has degraded with increasing 
error, the calculated MI for each of these three scenarios has decreased (see Figures 1.2a-
c).  This decrease of MI with increasing random error is more explicitly illustrated in 
Figure 1.2d, which shows the mean MI (± one standard deviation) of 100 trials at 31 
magnitudes of added random error (standard deviations of 0 to 0.3 S/φ).   
Because the precipitation values in the above simulation are fixed, the only 
differences in E[P|S] curves generated from the data are due to differences in S.  As the 
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above simulation shows (and as argued in section 1.2.1), a better arrangement of S values 
(i.e. with the least error) will lead to a steeper sigmoidal E[P|S] relationship.  This will, in 
turn, result in a higher value of MI, leading to the conclusion that the soil moisture 
product with the highest MI should also be the product with the most accurate S 
information. This inverse relation between MI and error in S (summarized by Figure 
1.2d) justifies the use of MI to judge the relative skill of soil moisture estimation 
algorithms.  In this way, we can create a choice model between the three AMSR-E soil 
moisture products for each given pixel based on which S product, in comparison with P, 
results in the highest calculated MI.   
 
1.3.  DATA AND PROCESSING 
 Three AMSR-E soil moisture products, each resulting from a separate algorithm, 
were examined in this study, as shown in Table 1.1.  These datasets will hereafter be 
referred to as the VUA-NASA, NASA, and UMT (or U. Montana) products, respectively, 
as indicated in Table 1.1.  All three products cover the entire measurement period of the 
AMSR-E passive microwave radiometer satellite instrument, which flies on the polar-
orbiting Aqua satellite platform and operated from June 19, 2002 until October 4, 2011, 
when its antenna failed.  Thus, we restricted the time period of this analysis to June 19, 
2002 to June 19, 2011 (9 years, 3287 days).  The VUA-NASA and NASA soil moisture 
products used in this study are derived from the 10.65 GHz (X-band) brightness 
temperature measurements from AMSR-E, while the UMT algorithm is derived from 
6.925 GHz (C-band) measurements, except when radio frequency interference (RFI) is 
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detected and X-band measurements are substituted instead (see Documentation for Jones 
& Kimball, 2010). 
Table 1.1  Datasets 
Data Product Name Product I.D. Download Source1 Citation(s) Abbrev. 
AMSR-E SOIL MOISTURE 
Land Parameter Retrieval 
Model (LPRM)-based Level 
3 Surface Soil Moisture, 
Ancillary Parameters, and 
QC 
LPRM_AMSRE_A_SOILM3.002 
LPRM_AMSRE_D_SOILM3.002 
NASA GES 
DISC, and Vrije 
Universiteit 
Amsterdam 
Owe et al. 
(2008): 
Owe et al. 
(2001) 
VUA-
NASA 
NASA Level 3 Surface Soil 
Moisture, Interpretive 
Parameters and QC EASE-
Grids 
AE_Land_3.2 NSIDC DAAC 
Njoku 
(2004); 
Njoku et al. 
(2003) 
NASA 
Daily Global Land Surface 
Parameters Derived from 
AMSR-E 
NSIDC-0451 NSIDC DAAC 
Jones & 
Kimball 
(2010); Jones 
et al. (2009) 
UMT 
PRECIPITATION 
North American Land Data 
Assimilation System, Phase 
2 (NLDAS-2) - 1/8° degree 
primary forcing 
precipitation hourly total 
NLDAS_FORA0125H.002 - 
variable “apcpsfc” 
NASA GES 
DISC 
Mitchell et al. 
(2004) NLDAS 
1Acronyms: NASA = National Aeronautics and Space Administration; GES = Goddard Earth Sciences; 
DISC = Data and Information Services Center; NSIDC = National Snow and Ice Data Center; DAAC = 
Distributed Active Archive Center. 
 
The precipitation data used to assess these three soil moisture products is from the 
North American Land Data Assimilation System, Phase 2 (NLDAS-2).  The NLDAS 
precipitation data are primarily derived from daily National Oceanographic and 
Atmospheric Administration (NOAA) Climate Prediction Center (CPC) precipitation 
gauge data with a topographical adjustment using the Parameter-elevation Regressions on 
Independent Slopes Model (PRISM) (Daly et al., 1994).  These daily data are then 
temporally disaggregated to an hourly timestep using, in order of preference and based on 
availability, radar, satellite, hourly gauge, or reanalysis data (Mitchell et al., 2004). 
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 The domain of the analysis is restricted to the contiguous United States (CONUS; 
see Appendix A.2).  The NLDAS precipitation data and three AMSR-E soil moisture 
products within this region were converted to a ¼° resolution latitude-longitude grid (see 
Appendix A.3).   
 Prior to any statistical analyses taking place, some soil moisture data were 
excluded from the raw (Level 3) soil moisture products listed in Table 1.1.  For each 
pixel in the ¼° grid, when NLDAS precipitation was recorded in the same hour as the 
given soil moisture measurement (or “timestep”), the soil moisture data for that timestep, 
for all three products, were filtered out (see Appendix A.4.2).  Similarly, all soil moisture 
data during the multi-year average annual period of freezing air temperatures (i.e. the 
“climatological winter freezing period”) were excluded (as described in Appendix A.4.1).  
Both of these steps were taken to avoid including what we consider to be unrealistic 
physical behavior, observed in all three soil moisture products, in the statistical analyses 
(e.g. frequent decreases in soil moisture during precipitation or increases in soil moisture 
without precipitation; see Appendix A.7.1).  This also avoided a localized issue with the 
VUA-NASA product where the upper soil moisture limit was reached for extended 
periods during the winter, as described in Appendix A.7.2.  We recognize that some 
readers may be interested in results from AMSR-E products without these two filtering 
steps, so we have included these analyses in Appendix C.   
 Next, soil moisture data were removed for any timestep at which any of the three 
AMSR-E products were missing data (i.e. for a given timestep, all three products were 
required to have a numerical value, or else the data in all three products were discarded; 
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see Appendix A.4.3).  This eliminated any unfair advantage related to differing 
percentages of missing data among the three soil moisture products.    
 After the aforementioned data filtering, missing data in each of the three AMSR-E 
products were separately gap-filled using a pixel-by-pixel multiple linear regression 
model dependent only on the soil moisture and precipitation data records for the given 
pixel (see Appendix A.5). Due to the orbital dynamics of the Aqua satellite, the AMSR-E 
soil moisture data for each pixel in the region of this study consists of one descending 
pass (i.e. satellite passing south across the equator) at approximately 1:30AM local time 
at the equator, and one ascending pass (i.e. satellite passing north across the equator) at 
approximately 1:30PM local time at the equator, per day, although the satellite did not 
pass over every pixel in the map on every given day (e.g. see Figure 7 in Owe et al., 
2008).  It is important to note that the ascending and descending AMSR-E soil moisture 
retrievals at any given location can have distinct seasonality and systematic differences, 
related to the very different thermal conditions (i.e. mid-day versus mid-night) 
throughout the year.  We attempted to preserve these differences in our gap-filling 
procedure (see Appendix A.5). 
 Because we have included precipitation in the gap-filling regression, the MI 
values may become somewhat inflated during gap-filling.  But, as noted above, the same 
number of gaps (and, in fact, the same exact gaps) are present in each of the three soil 
moisture products before gap-filling, which removes any unfair advantage that one 
product might gain on another due to unequal gap-filling.  Because the gap-filled soil 
moisture values are estimated via regression on raw soil moisture, the quality of the filled 
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values will depend on the quality of the raw soil moisture data.  Thus, the calculated MI 
values may become biased upwards due to gap-filling, but the relative bias in MI between 
the three products should change little during gap-filling procedure. 
 The gap-filled soil moisture products were temporally averaged to a daily 
timestep (see Appendix A.6).  This is the temporal resolution at which all statistical 
analyses occurred, including the calculation of MI.  Because the descending pass (middle 
of the night) and the ascending pass (middle of the day) experience different thermal and 
solar conditions, we assume that a mean of these two extremes, using our averaging 
scheme, provides a fair representation of the mean conditions experienced by a given 
pixel on a given day.   
 Finally, for each soil moisture product and pixel, an interpolation was performed 
on the daily soil moisture to replace the missing data during the climatological winter 
freezing period (see Appendix A.7.3).  This helped to preserve soil moisture stationarity, 
which is a prerequisite for the derivation of Equation 1-2.  
 More detailed information on all of the above data processing steps, and the logic 
behind them, are provided in Appendix A.   
 
1.4.  RESULTS  
 Figure 1.3 shows a choice map indicating which of the three AMSR-E soil 
moisture products resulted in the highest calculated MI with NLDAS precipitation for 
each given pixel in the contiguous U.S. 
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Figure 1.3  Pixel-by-pixel map showing the AMSR-E soil moisture product that resulted 
in the highest mutual information (MI) value when compared with NLDAS precipitation.  
The UMT product (green) most often yielded the maximum MI, followed closely by 
VUA-NASA (blue), and then NASA (red). 
 
The UMT (50%) and VUA-NASA (47%) soil moisture products led to the highest MI 
value at about equal frequency, while the NASA product (3%) was seldom indicated.  
This means that the UMT product most often produces the most accurate S information 
(i.e. best pairwise arrangement of S with NLDAS P) of the three products, while VUA-
NASA is the most accurate at nearly the same frequency.  The NASA algorithm is 
seldom the most accurate. As an important side note, for 1.5% of the pixels in Figure 1.3, 
the raw NASA soil moisture data contained such an anomalously low percentage of data 
that no MI value could be calculated, while similar anomalies were not observed in the 
VUA-NASA and UMT products for these areas.  Thus, for these pixels (shown in 
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Appendix A.4.4, Figure A.2) the maximum MI shown in Figure 1.3 was found solely 
between the other two products.   
 As can be seen in Figure 1.3, the pattern of product choice by maximum MI is not 
random, but rather multiple distinct clusters are observed.  This organization is further 
explored in section 1.5. An assessment of the uncertainty in Figure 1.3, based on 
bootstrap and Monte Carlo analyses, is provided in Appendix B.  Alternate choice maps 
resulting from different data processing methods than those listed in section 1.3 and 
Appendix A are presented in Appendix C. 
 Previously in section 1.2.1, we asserted that E[P|S] curves resulting from accurate 
data should have a convex-concave sigmoidal shape, including a positive slope at low S, 
a plateau or decrease in slope at intermediate S, and a positive slope at high S.  This shape 
results from the average dependence of the sum of evapotranspiration, net drainage, and 
runoff on soil moisture (as described in section 1.2.1).  We expect to see this shape 
reflected by the AMSR-E soil moisture as well, although it may be somewhat degraded 
by soil moisture errors and by averaging over hundreds of square kilometers (Saleem and 
Salvucci, 2002).  So, we took an average of all of the E[P|S] curves from the product that 
produced the maximum MI for all of the pixels in Figure 1.3.  To do this, we transformed 
all of the chosen S data for each pixel to a cumulative distribution function index (Saleem 
and Salvucci, 2002; Reichle and Koster, 2004), so that all of the pixels could be 
compared on a relative scale of dry-to-wet (low S-to-high S) without differences in the 
mean or range of soil moisture confounding the average behavior.  Furthermore, for each 
! 20!
pixel, we divided P by its mean, in order to normalize the magnitude of P across all 
pixels.   This map choice-average E[P|S] curve is shown in Figure 1.4.   
 
Figure 1.4  Map-wide average of all mean-normalized precipitation (P) conditionally 
averaged according to soil moisture (S) (i.e. E[P|S]) curves for the products identified in 
Figure 1.3.  The soil moisture for the product chosen by the maximum MI for each of the 
pixels in the study domain was transformed to a cumulative distribution function (CDF) 
index before averaging (here multiplied by 100 to yield soil moisture percentiles).  The 
gray shaded region denotes one standard deviation of E[P|S].  The mean value at the 100th 
soil moisture percentile rises up to 12 in mean-normalized precipitation units, but we 
have restricted the scale here to show more detail.  This average E[P|S] curve shares the 
expected sigmoidal shape observed at smaller scales. 
 
As should be expected, the shape of the curve is convex-concave, including a positive 
slope at low S, a plateau at intermediate S, and a steep positive slope at high S.  This gives 
us confidence that: 1) the same E[P|S] behavior observed for plot scale experiments is 
also observed at the scale of satellite pixel footprints, and 2) the maximum MI choice 
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model regularly identifies an AMSR-E product that results in expected E[P|S] behavior, 
and thus at least reasonably accurate S data. 
 However, not all of the pixels in the choice map resulted in E[P|S] curves that 
conform to the expected shape.  Some of the E[P|S] curves exhibit what we would 
consider unrealistic behavior, with a negative slope at very low S or at very high S 
(indicating that, on average, higher P will lead to lower S – or alternately, that as the soil 
moisture increases, evapotranspiration plus drainage and runoff will decrease).  Non-ideal 
behavior is not unexpected in this study, as previously observed E[P|S] relationships (e.g. 
Sun et al., 2011; Saleem and Salvucci, 2002) resulted from plot scale studies with soil 
moisture probe sensors (e.g. time domain reflectometry (TDR) probes), which are 
generally accurate to 0.02-0.03 m3 m-3 (e.g. Evett et al, 2006; Huisman et al., 2001).  
AMSR-E satellite soil moisture estimates, on the other hand, have a target accuracy of 
0.06 m3 m-3 for areas of low vegetation water content (i.e. less than 1.5 kg m-2; 
http://nsidc.org/data/amsr_ validation/pdfs/Version_3_SDV_Plan.pdf; Jackson et al., 
2010), and may be less accurate for complex or highly vegetated landscapes.  Thus, there 
is a larger potential error in satellite estimates than in ground-based techniques, and even 
the most accurate of the three AMSR-E products may not result in an ideal convex-
concave E[P|S] curve similar to those observed at plot scales. 
To diagnose the frequency and location of this unrealistic behavior in our results, 
we ran a search over all of the pixels in the choice map (Figure 1.3) to find where the 
E[P|S] curves showed negative slopes at low S (the “dry end” of the curve) or at high S 
(the “wet end”).  Differences in E[P|S] were calculated for the “wet end” between the 
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average P value of the wettest 10% of the data (90th-100th percentile of S) and the average 
P of the next wettest 10% (80th-90th percentile of S), and for the “dry end” between the 
average P of the 10th-20th and 0th-10th percentiles of S.  Pixels where these differences 
were negative (i.e. negative slope), and with magnitudes in excess of 1% of the total 
range of E[P|S] values for that pixel, are shown in black in Figures 1.5a-b, for the “dry 
end” and “wet end”, respectively.   
 
Figure 1.5  Pixel-by-pixel map of unrealistic behavior in the E[P|S] curves for the soil 
moisture products identified in Figure 1.3.  Pixels with E[P|S] curves that had negative 
(i.e. unrealistic) slopes at a) low S (the “dry end”) and b) high S (the “wet end”) are 
shown in black, while pixels with neutral or positive slopes are shown in white.  99.3% 
and 98.1% of the pixels exhibited realistic behavior for the “dry end” and “wet end”, 
respectively. 
 
Only 0.7% of the pixels in the choice map exhibited unrealistic behavior at the “dry end”, 
while 1.9% of the pixels had unrealistic slopes at the “wet end”.  Much of this unrealistic 
behavior seems to be clustered in mountainous areas for the “wet end”, where patterns of 
poor behavior matching the Cascade and Sierra Mountain ranges seem to emerge, along 
with hints of the Appalachians and northern Rockies.  Patterns are less obvious for the 
“dry end”, with some poor behavior in Minnesota and Maine (wet areas) and in the desert 
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Southwest (a semi-arid area).  The same analysis applied to each of the three individual 
AMSR-E products yielded unrealistic behavior at the “dry end” for 0.3%, 2.1%, and 
9.5% of pixels and unrealistic behavior at the “wet end” for 2.6%, 5.1%, and 6.5% of 
pixels, for the VUA-NASA, UMT, and NASA products, respectively.  Unrealistic 
behavior maps, analogous to Figure 1.5, for each of the three soil moisture products are 
shown in Appendix C. 
 
1.5.  DISCUSSION 
It is evident that there are patterns in the maximum MI choice map (Figure 1.3).  
The AMSR-E product choices appear to be clustered together rather than randomly 
distributed.  For instance, it appears that the VUA-NASA product is selected more often 
in mountainous areas such as the Appalachians, while the UMT product is chosen more 
often in flat-lying areas such as the southern Great Plains.  Interestingly, the patterns of 
the VUA-NASA product in the choice map correspond well with the areas of low Rvalue 
observed by Crow and Zhan (2007) for CONUS in multiple radiometer, scatterometer, 
and thermal products, and match especially well for the areas of low Rvalue in the NASA 
product.  Crow and Zhan (2007) also mentioned that the Rvalue patterns mirror basic 
vegetation biomes.  To diagnose the patterns in our results, we compared the maximum 
MI choice map (Figure 1.3) against datasets representing physical properties of the land 
surface that presumably could affect satellite retrieval or algorithm performance: 
vegetation biomass, land surface elevation, and land surface ruggedness (or terrain 
roughness). 
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The data used to determine the effect of vegetation on the choice map patterns 
were from the National Biomass and Carbon Dataset for the Year 2000 (NBCD 2000; 
Kellndorfer et al., 2012), which provides “baseline estimates of basal area-weighted 
canopy height, above-ground, live, dry biomass, and standing carbon stock for the 
conterminous United States” at 30-meter resolution 
(http://daac.ornl.gov/NACP/guides/NBCD_2000.html; 
http://www.whrc.org/mapping/nbcd/).  The data used here were downloaded from the 
Oak Ridge National Laboratory (ORNL) Distributed Active Archive Center for 
Biogeochemical Dynamics (DAAC-BD), consisting of a mosaic map of biomass data at 
240-meter resolution over the coterminous U.S., created by averaging the standard 30-
meter NBCD 2000 data.  These data were averaged to ¼° latitude-longitude resolution 
for direct comparison to Figure 1.3.  A map of the resulting biomass data is shown in 
Figure 1.6a.  The probability density function (PDF) of the vegetation biomass is shown 
in Figure 1.6d, indicating that areas of low biomass are more common in CONUS than 
areas of high biomass.  To identify the relationship of vegetation to product choice by 
maximum MI, the pixels in the choice map (Figure 1.3) were sorted according to 
vegetation biomass, and the frequency of the selections of each AMSR-E product in the 
choice map were calculated.  Thus, a conditional PDF of AMSR-E product choice was 
created with respect to vegetation biomass.  Figure 1.6g shows the probability of the 
choice of each soil moisture product, given biomass (i.e. the total number of pixels where 
that product was chosen for a given range of biomass, divided by the total number of 
pixels within that range of biomass).  The lines in Figure 1.6g were generated by 
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smoothing 50 bins of biomass with a 5-bin moving average window centered on the 
given bin, to reduce noise in the probability distributions. 
 
Figure 1.6  Maps of a) vegetation biomass, b) elevation, and c) terrain ruggedness, with 
low values in blue and high values in red.  Probability density functions for biomass, 
elevation, and ruggedness are shown in d), e), and f), respectively.  Panels g), h), and i) 
show the frequency that the VUA-NASA (blue), UMT (green), and NASA (red) products 
yielded the highest MI value, for biomass, elevation, and ruggedness, respectively.  It 
appears that vegetation biomass and terrain ruggedness may be related to product 
performance, as the UMT product was the most accurate in flatter, less vegetated areas 
while the VUA-NASA product was the most accurate in more rugged, vegetated areas. 
 
Figure 1.6g indicates that, at low biomass, the UMT product is the most accurate 
(i.e. results in the maximum MI) with greater frequency than the VUA-NASA product, 
but as biomass increases above a threshold of approximately 30 metric tones per hectare 
(above which is only the top 38% of vegetation biomass values) the VUA-NASA product 
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becomes more accurate.  This is interesting, because UMT is the only product in this 
study that utilizes C-band measurements, which operate at a longer wavelength than X-
band and are thus more able to penetrate vegetation in order to detect the soil moisture 
signature.  Thus, we would expect the performance of the UMT algorithm to improve 
relative to that of the VUA-NASA algorithm with increasing biomass, not worsen.  The 
better performance of VUA-NASA under high biomass conditions suggests that 
algorithmic differences may have greater effects on the resulting soil moisture data than 
the difference in vegetation penetration between C-band and X-band.  However, it is 
important to note that at very high biomass, it is unclear to what degree the AMSR-E 
instrument can detect a signal from soil moisture, or if the measurements are completely 
saturated by the overlying vegetation.  Also, other climatic variations may co-exist with 
biomass, so MI differences between the three products may be related to, but not caused 
by, vegetation (i.e. correlation, not causation).  Vegetation does not appear to have an 
obvious relationship to the frequency of choosing the NASA algorithm based on 
maximum MI. 
The relationships of land surface elevation and ruggedness to the accuracy of the 
AMSR-E products were also diagnosed in an identical manner to vegetation biomass.  
Elevation data were obtained from the NOAA Global Land One-Kilometer Base 
Elevation (GLOBE) Digital Elevation Model (DEM) (GLOBE Task Team, 1999; 
http://www.ngdc.noaa.gov/mgg/topo/globe.html).  The data are provided in meters above 
Mean Sea Level (MSL) at 30-arcsecond (~1 km) resolution in latitude-longitude format, 
which we averaged to ¼° latitude-longitude resolution.  The resulting map of elevation is 
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shown in Figure 1.6b.  The PDF of elevation for the domain of the choice map is 
presented in Figure 1.6e, while Figure 1.6h shows the probability of the choice of each 
soil moisture product by maximum MI, given elevation.  There is little change in the 
probabilities with elevation, indicating that elevation has little association with the 
relative performance of the AMSR-E products, except for a possible slight preference of 
UMT over VUA-NASA at moderately high elevation (approximately 2000 m). 
Ruggedness data were calculated from the 30-arcsecond elevation data, using the 
terrain ruggedness index (TRI) technique of Riley et al. (1999).  In this method, a 
ruggedness (i.e. TRI) value for the center pixel of a 3-by-3 pixel block is calculated by 
finding the absolute value of the difference between the elevation of the center pixel and 
each of the surrounding 8 pixels, and then summing these absolute differences.  We 
normalized this TRI value by the number of surrounding pixels that contained data in 
order to eliminate edge effects at the borders of the study domain.  Thus, the normalized 
TRI in this study represents the average absolute elevation change from a given pixel to 
the pixels that surround it.  Higher ruggedness values represent steeper and more variable 
terrain, from which it can be difficult to obtain accurate satellite measurements due to 
increased incidence angles.  These 30 arc-second TRI values were then averaged to ¼° 
resolution (so the ¼° values represent the average ruggedness at a 30 arc-second, or ~1 
km, scale).  The map of normalized TRI is presented in Figure 1.6c.  Figure 1.6f shows 
the PDF of ruggedness, while Figure 1.6i shows the probability of the choice of each soil 
moisture product, given land surface ruggedness.   
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Similar to the vegetation biomass data, the UMT algorithm has a greater 
probability of yielding the maximum MI at low values of ruggedness (i.e. flatter, less 
variable land), while VUA-NASA is chosen slightly less often.  However, as ruggedness 
increases, the choice probability of UMT decreases and VUA-NASA increases until 
VUA-NASA is chosen more often.  The transition occurs at a normalized TRI threshold 
of about 60 m, above which is the top approximately 14% of the normalized TRI values.  
The peak in the NASA product at very high ruggedness is likely a result of few very high 
ruggedness values, rather than a meaningful trend. 
In summary, vegetation biomass and land surface ruggedness appear to be related 
to the performance of the VUA-NASA and UMT algorithms.  The VUA-NASA soil 
moisture product is more accurate in rugged, vegetated terrain, while the UMT product 
excels on flatter, less vegetated surfaces.  It is difficult to separate biomass and 
ruggedness because the two properties can be confounding (i.e. rugged areas, such as 
mountains, are often well vegetated).  However, this is not always the case, such as in the 
desert southwest, which is rugged but poorly vegetated.  The Kendall rank correlation 
coefficient (τ) between vegetation biomass and ruggedness for the domain of this study is 
0.17.  These land surface properties do not appear to significantly affect the performance 
of the NASA algorithm, but this may be due to the fact that it is seldom the most accurate 
and thus there is little information for use in this diagnostic analysis. 
 
1.6.  CONCLUSION 
 Validation of remotely sensed soil moisture is complicated by the difference in 
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scale between sensor footprints and traditional ground based measurements.  In response 
to this problem, a new method has been developed to indirectly evaluate the information 
content of remotely sensed soil moisture using only large-scale precipitation data.  The 
method uses the metric of mutual information as an error-dependent measure of the 
strength of the observed sigmoidal shape of precipitation data conditionally averaged 
according to soil moisture.  On average, high precipitation corresponds to high soil 
moisture, and vice versa, but errors in soil moisture measurements can degrade this 
relationship.  Thus, higher mutual information values indicate more accurate soil 
moisture data (i.e. better pairwise arrangement of soil moisture with respect to 
precipitation), so mutual information can be used to choose between multiple soil 
moisture products.  Of the three AMSR-E soil moisture products tested in this study, the 
UMT and VUA-NASA products were determined to contain the most useful information 
over a similar percentage of the contiguous United States (50% and 47%, respectively) 
and the NASA product was selected over 3% of the same region.  Areas where the VUA-
NASA product resulted in the highest mutual information of the three models were 
shown to correspond with high vegetation biomass and rugged terrain, while the UMT 
product was chosen more often in less rugged and less vegetated areas.  Issues remain in 
all three AMSR-E soil moisture products evaluated in this study, primarily during winter, 
where unexpected behavior was observed.  Hopefully, this research will lead to further 
analysis and correction of these issues by other authors. 
            The method developed in this study can be used in concert with other direct and 
indirect assessments of remotely sensed soil moisture in order to identify algorithms that 
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produce the most useful soil moisture information from remotely sensed measurements, 
in both a spatial and temporal sense.   In particular, the strength of this method is that it 
only requires large-scale precipitation to evaluate the information content of soil moisture 
data, and uses statistics to exploit an observed relationship between precipitation and soil 
moisture.  However, we caution that the success and reliability of this method is 
dependent on the quality of the precipitation data over the area of interest.  We have 
applied this method to AMSR-E soil moisture estimates, but it could be used to assess 
and compare soil moisture derived from other remote sensing instruments (e.g. SMOS; 
Kerr et al., 2010) or from models.  Likewise, the observed relation between conditionally 
averaged P and S can be employed as an additional check or constraint on model outputs 
(e.g. land surface models, global climate models). ! !
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CHAPTER 2 
EMPIRICAL EVIDENCE OF CONTRASTING SOIL MOISTURE-
PRECIPITATION FEEDBACKS ACROSS THE U.S. 
 
2.1  MOTIVATION 
Land surface moisture content affects the partitioning of radiative energy into 
latent and sensible heat fluxes (Seneviratne et al., 2010), and therefore can affect the state 
of the overlying atmosphere by supplying water vapor, inducing moist convection and 
lateral convergence, and growing the planetary boundary layer (Pielke, 2001).  Previous 
studies have recognized that soil water content can modify atmospheric processes on a 
range of spatial and temporal scales (Seneviratne et al., 2010; Taylor et al., 2011), 
potentially leading to cloud formation (Ek & Holtslag, 2004) and precipitation (Pielke, 
2001; Taylor et al., 2012).  In extreme cases, soil moisture may indirectly influence 
atmospheric circulation (Fischer et al., 2007). It is important that the soil moisture-
precipitation relationship is characterized, as it has implications for adaptations to future 
climate change, and our ability to forecast weather and make climate projections.  For 
instance, a positive feedback between soil moisture and precipitation could increase the 
duration of severe dry and wet periods (i.e. droughts and floods), as drier soils would lead 
to lower precipitation likelihood, and vice versa. 
However, the nature of the soil moisture-precipitation relationship is still debated.  
Past observational and reanalysis studies have indicated that it varies by location, but 
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some analyses have led to disagreements on feedback sign, strength, and statistical 
significance over the same regions (Taylor et al., 2012; Findell & Eltahir, 2003; Guillod 
et al., 2014; Ferguson et al., 2012; Alfieri et al., 2008; Findell et al., 2011; Zeng et al., 
2010), even using the same data (Findell & Eltahir, 1997; Salvucci et al., 2012).  These 
discrepancies are partly due to the sparse record of soil moisture observations, the 
different techniques used to identify feedbacks, and the difficulty of distinguishing a 
causal soil moisture-precipitation effect from lagged correlations that arise from the 
autocorrelation, seasonality, and interannual variability of each signal (Seneviratne et al., 
2010; Salvucci et al., 2002; Wei et al., 2008; Seneviratne & Koster, 2012).  Modeling 
studies have been used to circumvent these challenges, with most finding a positive soil 
moisture-precipitation feedback (Taylor et al., 2011; Koster et al., 2006; Koster et al., 
2004).  However, a wide range of coupling has been found in different models (Koster et 
al., 2006; Orlowsky & Seneviratne, 2010; Cook et al., 2006), and it has been suggested 
that land-atmosphere feedbacks are not yet accurately represented (Taylor et al., 2012), as 
convective parameterization and spatial scale may determine not only the feedback 
strength, but the sign as well (Hohenegger et al., 2009).  A review on soil moisture-
climate interactions noted the ambiguity in past studies and highlighted the need to 
identify the causal link between soil moisture and precipitation using observational data 
(Seneviratne et al., 2010).  We believe our results satisfy this need, for the given temporal 
and spatial scales used here. 
Much of the difficulty in determining the nature of soil moisture-precipitation 
feedback is due to the direct, positive relationship between precipitation and soil moisture 
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in conjunction with the relatively long memory (i.e., autocorrelation) of soil moisture 
(Seneviratne et al., 2010; Salvucci et al., 2002; Wei et al., 2008).  Precipitation events 
elevate soil moisture content, and may be reflected in the soil moisture record for weeks 
(Dirmeyer et al., 2009) as soil water slowly percolates, evaporates, and is taken up by 
vegetation.  This confounds the observed soil moisture-precipitation relationship by 
making it difficult to determine whether an increase in precipitation occurrence after a 
large soil moisture anomaly is a direct effect (i.e. causal), or simply a result of temporal 
autocorrelation in precipitation, which is then imprinted on soil moisture.  To our 
knowledge, only one previous study (Salvucci et al., 2002) has sought to directly account 
for this complication using statistical causal identification methods (Granger, 1969).  
Others have attempted to address it by incorporating additional information on 
atmospheric stability (Alfieri et al., 2008; Findell et al., 2011), by exclusively analyzing 
convective triggering (Taylor et al., 2012), by examining covariance with possible 
confounding variables (Orlowsky & Seneviratne, 2010), or by stratifying results 
according to past precipitation (Guillod et al., 2014). 
We resolve the issue of precipitation autocorrelation by explicitly including both 
lagged soil moisture and lagged precipitation in a generalized linear model (GLM) of 
precipitation occurrence (specifically, a probit model), constructed to diagnose the 
relationship between soil moisture and the probability of next day precipitation.  We 
include both continuous and indicator variables in the regression, which represent a set of 
climatic, atmospheric, and land surface processes that could influence precipitation 
occurrence (see section 2.3).  These consist of sinusoids that vary on interannual and 
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seasonal time scales (to account for external atmospheric and climatic influences on 
precipitation, e.g. sea surface temperature, seasonality), binary indicator variables that 
represent the prior occurrence of precipitation (up to four days into the past (Short 
Gianotti et al., 2014)), and previous day soil moisture (for example models, see Figure 
2.1).  The indicator variables account for precipitation persistence from synoptic weather 
systems, where precipitation events may span multiple days, by allowing the regression 
to predict higher probability of precipitation on days following precipitation.  Because 
this increased probability is statistically accounted for by the indicator variables, it is not 
attributed to soil moisture, eliminating contamination of the soil moisture-precipitation 
feedback signal by precipitation autocorrelation.  Similarly, including seasonal and 
interannual sinusoids in the regression eliminates the confounding effect of low 
frequency correlations of soil moisture and precipitation (caused simply by water 
balance) on the potential short-term feedback signal. 
 
2.2  DATA 
To analyze the soil moisture-precipitation relationship, we use observational soil 
moisture data from the Advanced Microwave Scanning Radiometer for the Earth 
Observing System (AMSR-E) and precipitation data from the North American Land Data 
Assimilation System, Phase 2 (NLDAS-2) (Mitchell et al., 2004) (freely available online 
at http://disc.sci.gsfc.nasa.gov/hydrology/data-holdings).  The data span the contiguous 
United States at a spatial resolution of 0.25 degrees and at daily temporal resolution over 
a nine-year period (June 2002-June 2011).  The soil moisture retrievals are from the 
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descending pass of the AMSR-E satellite, which crosses south over the equator at 
approximately 1:30 AM local time, on average.  Data from two different AMSR-E soil 
moisture algorithms were used in this analysis: the Vrije Universiteit Amsterdam-NASA 
(VUA-NASA) Land Parameter Retrieval Model (Owe et al., 2001; Owe et al., 2008) (X-
band frequency only, in this case; freely available online at 
http://disc.sci.gsfc.nasa.gov/hydrology/data-holdings) and the University of Montana 
(UMT) soil moisture algorithm (Jones et al., 2009; Jones et al., 2012) (combined C- and 
X-band; freely available online at http://nsidc.org/data/nsidc-0451).  In previous work 
(Tuttle & Salvucci, 2014), these data were found to exhibit realistic covariability with 
hydrologic fluxes over the study area.   
The NLDAS precipitation data are provided at 1/8˚ resolution and primarily 
derived from daily precipitation gauge measurements, but are temporally disaggregated 
to an hourly timestep using gauge, radar, satellite, and reanalysis data, in order of 
preference depending on availability (Mitchell et al., 2004).  We averaged these data to 
0.25 degree spatial resolution and to a daily timestep starting and ending at 4 AM local 
time, to ensure that there is no overlap between the satellite retrievals and subsequent 
daily precipitation totals. Only daily precipitation totals greater than 1 mm were 
considered to constitute an occurrence of precipitation on that day, in order to avoid any 
potential interpolation errors during gridding of the gauge measurements.   
If precipitation was measured for a given pixel during the satellite overpass, the 
soil moisture data for that overpass were excluded from the analysis, as we noticed 
unrealistic soil moisture behavior on some rainy days (see previous work (Tuttle & 
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Salvucci, 2014)).  Days within the annual period of freezing air temperatures (and thus 
potentially frozen soils) were also excluded from the analysis (see previous work (Tuttle 
& Salvucci, 2014)). 
 
2.3  REGRESSION MODEL 
 We employ a generalized linear model (GLM) (Nelder & Wedderburn, 1972) that 
is a combination of continuous and indicator (or dummy) variables (Suits, 1957) in order 
to diagnose the relationship between soil moisture and next day precipitation.  GLMs are 
generalized versions of classical linear regression models that allow for the dependent (or 
response) variable(s) to have non-Gaussian errors and allow the variance of the errors to 
be a function of the model prediction (Nelder & Wedderburn, 1972), by defining a 
function that links the linear predictor (i.e. the linear combination of independent 
variables and unknown coefficients, often denoted Xβ) and the dependent variable. In 
fact, ordinary linear regression is a specific case of GLM where the errors in the 
dependent variable are Gaussian, the variance of the error between the model prediction 
and the dependent variable is constant, and the link function is the identity function.  In 
the case of probit regression (Bliss, 1935), as used in this study, the link function is the 
inverse of the cumulative distribution function (CDF) of the normal distribution, called 
the probit function.  This function transforms the linear predictor so that the model 
predictions are bounded between 0 and 1, making them appropriate for estimating 
probabilities.  The probit regression model estimates the values of the unknown 
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coefficients by maximizing the likelihood of the predicted probability of occurrence 
given the measured occurrence (i.e. the dependent variable). 
The dependent variable in our probit regression is a binary indicator variable that 
represents the daily occurrence of precipitation (i.e. if rain occurred on the given day, the 
variable equals 1; otherwise, it is 0).  Independent variables included in the regression are 
continuous sinusoids that vary on interannual (18 to 1.8-year periods) and seasonal (12 to 
2.4-month periods) time scales, indicator variables that represent the prior occurrence of 
precipitation (1 to 4-day (Short Gianotti et al., 2014) lags into the past), and past (1-day 
lagged) soil moisture.  The regression can be expressed as follows: 
  (2-1) 
In the above equation, β is the array of fitted regression coefficients, and X is the 
matrix of independent variables used in the regression, Φ-1 is the inverse CDF of the 
normal distribution (i.e. the probit function), and  is the predicted precipitation 
probability, which is compared to the indicator variable representing the occurrence or 
absence of precipitation in the NLDAS data. 
 The sinusoids in X account for interannual (e.g. sea surface temperature) and 
seasonal influences on the occurrence of precipitation. Both sine and cosine terms (i.e. 
two unknowns) are included for each given oscillation period.  Shorter period oscillations 
in precipitation than those included in this study have been identified (Ye & Cho, 2001), 
but tests with synthetic precipitation and soil moisture data indicated that the presence 
and significance of soil moisture in the regression was not sensitive to oscillations in 
precipitation probability on this timescale.   
Φ−1Pˆi = βX interannual, seasonal,Pi−1:4,Si−1( )
Pˆi
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To account for past precipitation, each possible combination of past precipitation 
occurrence is represented by a separate, binary indicator variable.  For example, if the 
previous two days of precipitation occurrence are included in the model, then the three 
possible scenarios are rain on both days (yes,yes), rain then no rain (yes,no), and no rain 
followed by rain (no,yes).  Each of these three scenarios are assigned a separate indicator 
variable, and any timestep for which the given pattern of past precipitation was observed 
(e.g. rain, then no rain), that dummy variable is assigned a value of 1, while all other 
scenarios are assigned a value of 0.  The scenario of no precipitation on any day (no,no) 
is not included as a indicator variable, as this case is accounted for by the regression 
constant and the sinusoid terms, and its inclusion would result in overparameterization of 
the regression.  Thus, the number of lagged precipitation indicator variables included in 
the model is dependent on the number of previous days of precipitation occurrence 
(“lags”) included in the model, by 2lags-1.  By explicitly accounting for persistence in 
precipitation, as well as interannual and seasonal factors affecting precipitation 
occurrence (and soil moisture (Koster & Suarez, 2001; Seneviratne & Koster, 2012)), we 
believe we have enabled the causal link between soil moisture and subsequent 
precipitation to be identified, if present. 
 
2.4  ESTIMATION OF THE REGRESSION MODEL 
Because we do not know a priori which factors will influence the probability of 
precipitation at any given location, all possible permutations of independent variables 
(excluding scenarios with soil moisture) were tested in separate regressions (i.e. the all 
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possible regressions method (APR) (Schatzoff et al., 1968)) against precipitation 
occurrence.  This so-called all possible regressions (APR) method is computationally 
intensive but superior to stepwise methods.  For each permutation of independent 
variables, a deviance with respect to precipitation occurrence was obtained via probit 
regression, and the best model for each given pixel was determined by the Akaike 
Information Criterion (AIC) (Akaike, 1974), which penalizes against the model fit by the 
number of free parameters included in the model.  We took the regression model with the 
minimum AIC to reflect the independent variables that were actually important in 
predicting precipitation occurrence for the given pixel area, aside from soil moisture.  
This model yields predictions of precipitation occurrence derived from climatic factors 
and precipitation persistence (but not soil moisture).  A separate APR was then conducted 
with soil moisture as the dependent variable, using the same terms and an identity link in 
the GLM.  The union of the independent variables selected in the two minimum AIC 
models (i.e. precipitation occurrence and soil moisture) was then taken.  For both 
precipitation occurrence and soil moisture, the model was estimated separately for each 
pixel, yielding unique “restricted model” predictions for each location in the study area.  
Example precipitation probability estimates illustrating the effect of different terms in the 
model are shown in Figure 2.1, including the restricted and “full” models for the given 
location.  For the number of variables selected for each location, see Figure 2.2. 
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Figure 2.1  Example plots illustrating precipitation models of increasing complexity.  
The above plots show probit regression models of precipitation probability that were fit 
to observed precipitation occurrence, for one example location.  In each plot, the nine 
years of model estimated probability of rain are plotted against day of year.  In the top 
left panel, only seasonal terms and a constant were included in the model.  In the top right 
panel, lagged precipitation occurrence (i.e. precipitation persistence; 1-day lagged 
precipitation in this case) was added into the seasonal model.  The bottom curve in this 
panel shows the predicted precipitation probability when precipitation did not occur on 
the previous day, while the top curve reflects the added precipitation probability 
predicted by the model when precipitation occurred on the previous day.  In the bottom 
left panel, interannual terms were added to the seasonal-and-persistence model (top 
right).  This model is the minimum AIC (Akaike, 1974) model for this location.  
Operationally, this model was determined by testing all possible combinations of the 
constant, seasonal, interannual, and lagged precipitation terms in separate regressions (i.e. 
all possible regressions (APR)), and the best model was chosen according to the 
minimum AIC.  The model was not required to contain each of these components, but for 
this location, the minimum AIC model contained a constant, multiple seasonal and 
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interannual terms, and 1-day lagged precipitation.  The union of the terms from the 
minimum AIC models for precipitation occurrence and soil moisture (not shown) yielded 
the “restricted model”.  In the bottom right panel, soil moisture was added to obtain the 
“full” model, and holding the fitted coefficients of the restricted model constant.  In this 
case, soil moisture significantly improved the ability of the model to predict precipitation 
probability, at the α=0.05 level.  In this study, our analysis focuses on the bottom of the 
two sets of curves, i.e. on days following at least one day without precipitation. 
 
 
 
Figure 2.2  Maps illustrating the number of independent variable terms chosen by the 
minimum AIC models from all possible regressions (APR), for precipitation occurrence 
and soil moisture.  The left column shows the restricted model for NLDAS precipitation 
occurrence, the middle column shows the restricted model for VUA-NASA soil moisture, 
and the right column shows the restricted model for UMT soil moisture.  The top row 
shows the number of interannual sinusoidal terms (each of which include one sine and 
one cosine at the same frequency) chosen by each given model, the middle row is the 
number of seasonal terms (also one sine and one cosine) chosen, and the bottom row is 
the number of days of lagged precipitation occurrence chosen.  Note that the maximum 
number of terms (or days of lagged precipitation) in the top through bottom rows is 6, 5, 
and 4, respectively.  For VUA-NASA, the union of the terms in the left and middle 
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columns was taken to find the “restricted model” (and for UMT, the union of the left and 
right columns).  Note that very few pixels selected the maximum number of interannual 
or seasonal terms, or the maximum number of days of lagged precipitation occurrence, 
indicating that the model terms included in APR were sufficient to characterize the 
variability and persistence in the data. 
 
In order to determine the influence of soil moisture on precipitation, we took a 
Granger causality approach.  We are only interested in in the explanatory power of soil 
moisture beyond that of the restricted model.  For this reason, we found the residuals of 
soil moisture from the restricted model (i.e. the soil moisture information not explained 
by the restricted model of soil moisture) and added them to the regression of precipitation 
occurrence as an independent variable.  In this “full model”, the coefficient values from 
the restricted model of precipitation occurrence were held constant (i.e. not re-fit when 
soil moisture residuals were added to the regression, creating an “offset”).  Thus, in the 
full model, soil moisture residuals were evaluated against the residual precipitation 
occurrence information that was not explained by the restricted model.   Additionally, 
only days where precipitation did not occur on the previous day were included in this full 
model estimation, in order to further remove any contamination from precipitation 
persistence.  For this reason, a constant term was included, along with soil moisture.  The 
full model was then evaluated, yielding coefficient estimates . 
Comparison of the full model with the restricted model allows us to determine the 
marginal effect of soil moisture on precipitation probability.  However, precipitation and 
soil moisture are endogenous (i.e. soil moisture is correlated with the error term in the 
regression), as soil moisture is a lagged integration of precipitation.  This endogeneity 
βˆ
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can lead to bias in the coefficient multiplying soil moisture, and thus an inaccurate 
interpretation of the soil moisture-precipitation relationship.  We remove this bias via a 
bootstrapping method (Engsted & Pedersen, 2014).  Because our data are correlated in 
time, we employ nonparametric block bootstrapping, with the block length determined by 
the properties of the data (Politis & White, 2004; Patton et al., 2009).  The mean of the 
coefficients across all bootstrap samples ( ) are then used to estimate bias-adjusted 
coefficients of the full model, calculated as:  (Engsted & Pedersen, 2014).  
This bias-adjustment allows us to determine the effect of previous-day soil moisture on 
precipitation probability, as well as the significance of soil moisture in the regression. 
Statistical significance of the soil moisture coefficient was determined via the 
aforementioned block bootstrap.  A normal kernel smoothing function was fit to the bias-
corrected soil moisture coefficients from the bootstrap samples (100 per pixel), and a 
significance value (p) was calculated from the resulting probability density function.  
Any pixels with a p value less than 0.05 (i.e. significance level (α) of 0.05, two-tailed 
test) were considered to exhibit a significant effect of soil moisture on precipitation 
probability, and all other pixels were omitted from further analyses.  
For the model selection step, we found that the Bayesian Information Criterion 
(BIC) (Schwartz, 1978) was quite conservative in selection of restricted model terms, 
increasing the chance of a false positive significant soil moisture coefficient, due to any 
potential overlap of information between terms (e.g. soil moisture and past precipitation).  
The AIC is likely too liberal in its selection of model terms, but this decreases the chance 
of a false positive result, making our analysis more conservative.   
β
β = 2βˆ −β
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By including terms in the regression that account for interannual and seasonal 
variations, and precipitation persistence, we expect that we have isolated the causal 
relationship between soil moisture state and the probability of precipitation (although it is 
always possible in studies employing Granger causality that the inclusion of some 
neglected common factor could cause the soil moisture coefficient to lose statistical 
significance (Orlowsky & Seneviratne, 2010)).  Accounting for lagged precipitation and 
low frequency (i.e. seasonal and interannual) variability frames the analysis as a test of 
rejecting the null, where the null hypothesis is that soil moisture has no influence on 
future precipitation.  It is only rejected if, after correcting for autocorrelation of 
precipitation and low frequency variability, soil moisture still improves the prediction of 
future precipitation occurrence.  This Granger causality (Granger, 1969) framework is 
capable of detecting (Salvucci et al., 2002) the presence of a feedback provided that soil 
moisture dynamics are not entirely determined by precipitation (i.e. they are also 
influenced by other aspects of weather, such as evapotranspiration). 
We extensively tested the ability of the model to identify a soil moisture-
precipitation feedback with synthetic data that were generated with and without soil 
moisture-precipitation feedback, and interannual and seasonal fluctuations.  Synthetic 
precipitation data included in these tests were generated both completely randomly and 
with induced autocorrelation.  To make sure that the model was not susceptible to false 
positives (i.e. detecting a soil moisture-precipitation coupling where there was none), we 
performed null testing on the model.  In addition to the restricted model fit to 
precipitation occurrence, the restricted model was fit to precipitation depth using a 
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gamma GLM.  Using the coefficients from these fits, we simulated many realizations of 
precipitation from the restricted model for 40 different pixels distributed across the 
United States.  For each of these realizations, we calculated a synthetic soil moisture time 
series using simulated precipitation as moisture input, and soil moisture times a decay 
constant (set to a small value in order to enable large autocorrelation) and seasonally 
varying potential evaporation times a moisture-dependent evaporation efficiency as 
moisture outputs.  Then, we evaluated the full model using the simulated precipitation 
and soil moisture.  For each pixel tested, the distribution of p values for the soil moisture 
coefficient across all realizations was uniformly distributed between 0 and 1, indicating 
that the model is not susceptible to identifying soil moisture impact on precipitation when 
there is none.  Further synthetic tests with imposed causality between soil moisture and 
precipitation demonstrated that the model could accurately detect a causal relationship 
when it was present. 
 
2.5  QUANITIFICATION OF SOIL MOISTURE IMPACT ON PRECIPITATION 
In probit regression, it can be complicated to quantify the impact of an 
independent variable on the dependent variable because the regression predictions are 
linked to the dependent variable through the inverse of the CDF of the normal 
distribution (i.e. the probit function).  This means that the regression model predicts z-
scores of the normal distribution, which must then be converted to precipitation 
probability, and that the independent and dependent variables are not linearly related.  
Thus, the impact of a given independent variable on the normal CDF-transformed 
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regression prediction will vary according its own value, and the value of all of the other 
independent variables in the regression.  We chose to address this issue by examining the 
difference between the precipitation probability values from the bias-adjusted, full model, 
and those from the bias-adjusted, full model with the soil moisture coefficient set to zero 
(hereafter “full0”; i.e. allowing the constant in the full model to account for any potential 
differences in mean between the precipitation occurrence data used in the restricted and 
full models due, for example, to missing soil moisture observations).  To do this, we 
divided the full model predictions by the “full0” model predictions to find the relative 
impact of soil moisture on predicted precipitation probability for each day in the 9-year 
study period (see Figure 2.3).  In order to condense this information, we calculated the 
mean relative impact for soil moisture greater than its median and below its median, 
which are shown in Figure 2.4.  The soil moisture used in this case was seasonal 
anomaly, found by running a separate APR using only the seasonal terms (and a constant) 
from the suite of independent variables in a seasonal regression model of soil moisture, 
finding the minimum AIC seasonal model of soil moisture, and subtracting that seasonal 
regression prediction from the raw data.  We did this because we believe that the seasonal 
soil moisture anomaly likely exerts a greater influence on the daily probability of 
precipitation than the absolute soil moisture, as mean climatic conditions change 
throughout the year, but perturbations from the mean climate are most likely to have a 
noticeable affect on the atmosphere. 
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Figure 2.3  Example illustrating the calculation of soil moisture-precipitation impact 
values.  Predicted precipitation probability when soil moisture was included in the probit 
regression model (i.e. the “full model”) divided by the predicted precipitation probability 
when soil moisture was removed (i.e. the “full0” model) at the daily scale (blue points) 
for an example pixel (VUA-NASA, 41.625˚N -107.375˚W).  The solid, horizontal black 
line shows the mean of the full model divided by the full0 model, which should always be 
very close to 1 because both models are calibrated to the same observed precipitation 
occurrence data.  The solid, horizontal red lines show the mean impact of soil moisture 
on predicted precipitation probability below (left) and above (right) the median 
seasonally-detrended soil moisture anomaly (dashed, vertical black line), respectively 
(i.e. the values shown in Figure 2.4).  The dashed, horizontal red lines show the mean 
impact of soil moisture on precipitation probability in the bottom (left) and top (right) 
10% of soil moisture anomaly values (i.e. the values shown in Figure 2.7). 
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Figure 2.4.  Maps of the impact of soil moisture on the probability of next day 
precipitation.  Relative probability factors that represent the mean impact of soil moisture 
on precipitation probability, calculated as the predicted precipitation probability when 
soil moisture was included in the regression model divided by the predicted precipitation 
probability when soil moisture was removed, are shown.  Blue colors indicate that the 
inclusion of soil moisture in the model reduced the predicted precipitation probability, 
while red colors indicate that the probability increased, and gray areas denote the absence 
of a statistically significant relationship (α=0.05).  The values shown are for VUA-NASA 
(Owe et al., 2001) (top row) and UMT (Jones et al., 2009) (bottom row) soil moisture.  
The left column shows mean relative impact below median soil moisture anomaly (i.e. 
drier than seasonal median conditions) and mean relative impact above median soil 
moisture anomaly (i.e. wetter than seasonal median conditions) is presented in the right 
column.  Negative feedback (i.e. impact higher than 1 in dry soil moisture conditions and 
lower than 1 in wet conditions) dominates the eastern portion of the study area, while 
positive feedback (i.e. impact higher than 1 in wet conditions and lower than 1 in dry 
conditions) is more prominent in western areas. 
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For all instances in the text where a single value was given for the amount of the 
study area that showed a significant (or insignificant) soil moisture-precipitation impact, 
an average value was calculated using both AMSR-E soil moisture products (Owe et al., 
2001; Jones et al., 2009).   Similarly, single values for the ability of soil moisture 
anomalies to modify rainfall probabilities were calculated using all four panels of Figure 
2.4 (or Figure 2.7, given the context).  These values were provided simply to give a sense 
of the magnitude of the results in an easily communicable quantity, but the impact maps 
should be used to determine the influence of soil moisture on next day precipitation for 
any given location. 
 
2.6  RESULTS 
Figure 2.4 displays the mean soil moisture impact on precipitation probability, for 
both high and low soil moisture (see Figure 2.3) across the United States, for each of the 
two AMSR-E soil moisture products used here (Owe et al., 2001; Jones et al., 2009). The 
impact is presented as a relative probability factor, reflecting the precipitation probability 
predicted by the full regression model (i.e. including soil moisture) divided by the 
precipitation probability predicted without soil moisture.  This illustrates the mean degree 
to which the soil moisture causes the precipitation probability to deviate from its 
climatological average value, after accounting for past precipitation and low frequency 
variability. 
Figure 2.4 shows a positive feedback of soil moisture on next-day precipitation 
probability in the western United States and a negative feedback in the East.  In general, 
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the areas of positive feedback correspond to more arid regions, while more humid, 
vegetated areas exhibit a negative feedback.  Approximately 44% of the U.S. displays 
significant feedback (at the 5% significance level), and we find that soil moisture 
anomalies modify rainfall probabilities by a median factor of 13 percent (i.e. median 
absolute impact across all significant pixels in the four panels of Figure 2.4).  The impact 
magnitudes differ somewhat between the two AMSR-E soil moisture products, but the 
sign of the feedback (i.e. positive, negative, or insignificant) agrees over 73% of the study 
area and both display an obvious east-negative, west-positive pattern.   This same general 
pattern arises when the analysis period is restricted to individual seasons (Figure 2.5), and 
is observed in land surface models (LSMs) forced by the same precipitation data (Figure 
2.6).  When impact values are calculated for the top and bottom 10% of soil moisture 
anomaly, which are more representative of drought and flood conditions, the median 
magnitude of the impact increases by 19%, and localized impacts range up to 80% 
(Figure 2.7). 
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Figure 2.5  Maps of soil moisture-precipitation feedback strength during different 
seasons.  From top to bottom, the rows show spring (MAM; A, B), summer (JJA; C, D), 
fall (SON; E, F), and winter (DJF; G, H).  The left column (A, C, E, and G) is VUA-
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NASA soil moisture, while the right column (B, D, F, and H) is UMT.  The feedback 
values are the difference between the impact of soil moisture on predicted precipitation 
probability above the median soil moisture anomaly and the below-median impact (i.e. 
the difference between the right and left columns of Figure 2.4, except with the model 
constrained to different seasons).  Note that these results contain less data than Figure 2.4 
of the manuscript, so the statistical significance is lower (a significance level, α, of 0.1 is 
shown here).  The general pattern of Figure 2.4 (negative feedback in the east, positive 
feedback in the west) is present during all months, with little significant soil moisture-
precipitation impact detected in the Midwest in any season.  Data were excluded during 
the winter months (December-February) over much of the study domain due to 
potentially frozen soils. The lack of statistically significant feedback on the West Coast is 
due to low occurrence of precipitation during June-August. 
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Figure 2.6  Maps showing soil moisture-precipitation impact for different AMSR-E 
satellite and NLDAS land surface model (LSM) soil moisture products.  The different 
rows show VUA-NASA (A, B), UMT (C, D), Noah LSM (E, F), and Mosaic LSM (G, 
H).  Panels A-D are identical to Figure 2.4, while panels E-H are shown with a higher 
significance level (α=0.25), simply for illustration purposes. The left and right columns 
are analogous to Figure 2.4 (impact for below- and above-median soil moisture, 
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respectively). The west positive-east negative feedback is observed in all soil moisture 
products, albeit more weakly in the LSMs (also note the different color scales for A-D 
and E-H).  The weaker impact signal in the LSMs may be due to the larger soil moisture 
depth (0-10 cm, versus ~ 1 cm for AMSR-E), leading to longer memory of past 
conditions, or the fact that they are approximations of the natural system.   
 
 
Figure 2.7  Maps of soil moisture-precipitation impact for the extreme soil moisture 
deciles.  Same as Figure 2.4, but for the top and bottom 10 percent of seasonal soil 
moisture anomaly (instead of top and bottom 50%), respectively.  As in Figure 2.4, 
negative feedback dominates the eastern U.S., while positive feedback is more prominent 
in the western U.S., but the impact of soil moisture on predicted precipitation anomaly is 
much more pronounced.  These results suggest that anomalously high or low soil 
moisture can modify precipitation probability by up to 80% or more in some areas. 
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2.7  DISCUSSION 
2.7.1  Comparison with Other Studies 
Soil moisture-precipitation feedback is not significant over much of the study 
area, including the Great Plains (a transitional zone between arid and humid regions), 
where previous modeling studies indicated a “hot spot” of strong land-atmosphere 
coupling (Koster et al., 2004; Koster et al., 2006; Mei & Wang, 2012).  Our results 
indicate weak soil moisture-precipitation feedback exists in these areas, after accounting 
for climatic factors and precipitation persistence.  We do not find evidence of a strong 
feedback that varies between positive and negative in sign on a seasonal basis (Figure 
2.5), which could have resulted in temporal cancellation (Ferguson et al., 2012).  The 
absence of a strong positive feedbacks in transition zones is not consistent with the 
hypothesis that soil moisture can only influence precipitation when the soil moisture is 
both highly variable and strongly limits evapotranspiration (Koster et al., 2004).  It is 
possible that atmospheric factors are more important than soil moisture for predicting 
precipitation in this region. 
On the other hand, our results are consistent with a recent observational study 
(Taylor et al., 2012) that found convective initiation over drier soils (i.e. a negative 
feedback) in limited areas of the eastern U.S., and no clear signal in the Great Plains, as 
well as another study (Alfieri et al., 2008) that found mostly insignificant feedbacks in 
the Upper Midwest using atmospheric profiles to filter the relationship between observed 
precipitation and modeled soil moisture.  The east-negative, west-positive pattern in 
Figure 2.4 is quite similar to those found using a feedback strength parameter in monthly 
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evapotranspiration and precipitation reanalysis data (Zeng et al., 2010).  Another study 
(Ferguson et al., 2012) found rank correlations between soil moisture and the lifting 
condensation level in observations and some models, which spatially agree with our 
findings of strong positive impact in the West and an abrupt decrease in impact east 
across the Great Plains. 
However, the pattern detected here is opposite of that found in studies that used a 
boundary layer model and sounding data to diagnose areas likely to display positive and 
negative feedbacks (Findell & Eltahir, 2003), and in a study relating morning evaporative 
fraction and afternoon precipitation from reanalysis data (Findell et al., 2011).  When the 
latter technique is expanded to observational data the agreement is marginally better, but 
lack of adequate control for precipitation persistence may still be an issue (Guillod et al., 
2014). 
 
2.7.2  Inferred Affect of Vegetation on AMSR-E Data 
In areas of dense vegetation (e.g. east of the Mississippi River (Ferguson et al., 
2012)) the soil moisture signal detected by AMSR-E may be attenuated and obscured by 
vegetation (Figure 2.8).  In order to assess the affect of vegetation on the soil moisture-
precipitation feedback results (e.g. Figure 2.4), we took advantage of the fact that 
precipitation data from the North American Land Data Assimilation System (NLDAS) 
have also been used as forcing input for multiple land surface models (LSMs).  While the 
accuracy of the AMSR-E soil moisture estimates may be affected by attenuation of the 
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soil moisture signal by vegetation, these model-simulated soil moisture fields face no 
such difficulty.   
 
Figure 2.8  Plots illustrating the inferred effect of vegetation on AMSR-E soil moisture.  
In the top left, the Pearson’s correlation between VUA-NASA AMSR-E soil moisture 
and top layer (0-10 cm depth) NLDAS Noah LSM soil moisture is shown. Areas of high 
correlation indicate that the satellite and modeled soil moisture agree.  The top right map 
shows vegetation biomass from the NACP Aboveground Biomass and Carbon Baseline 
Dataset (NBCD 2000) (Kellndorfer et al., 2012).  The bottom left and bottom right plots 
show the Pearson’s correlation between different AMSR-E and NLDAS LSM soil 
moisture products as a function of biomass, for the full year and summer only, 
respectively.  Areas with dense vegetation generally coincide with areas of lower 
correlation between satellite and LSM soil moisture.  This suggests possible attenuation 
of the satellite soil moisture signal by vegetation, so results in areas of little vegetation 
come with higher confidence than areas of dense vegetation.  
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The NLDAS LSMs are state-of-the art models used in global climate models and 
reanalysis systems. They represent the soil and biophysical processes at the land surface 
that partition incoming energy moisture fluxes into evaporation and latent heat fluxes, 
incoming precipitation into vegetation interception, soil infiltration, and surface runoff, 
and represent the distribution of soil moisture in depth.  For this analysis, we used soil 
moisture from two LSMs: Noah (Ek et al., 2003) and Mosaic (Koster & Suarez, 1994).  
The temporal coverage overlaps the same period as those in this study (i.e. data for nine 
years starting on June 19, 2002), and the spatial resolution is at a similarly large scale 
(1/8 degree latitude-longitude grid over the contiguous U.S., which we average to ¼ 
degree).  The soil moisture data are liquid soil moisture content from the top soil layer in 
the models (0-10 cm depth).  We used the 2:00am local time soil moisture measurements 
for this supplementary analysis in order to match the mean measurement time of AMSR-
E. 
Pearson’s correlation coefficients between seasonal anomaly soil moisture data 
from each of the two AMSR-E products (VUA-NASA and UMT) and each of the two 
LSM estimates (Noah and Mosaic) were obtained.  An example map of the Pearson’s 
correlation between VUA-NASA and Noah is shown in Figure 2.8, along with a map of 
vegetation biomass from the North American Carbon Program (NACP) Aboveground 
Biomass and Carbon Baseline Dataset (NBCD 2000; freely available online at 
https://daac.ornl.gov/NACP/guides/NBCD_2000_V2.html) (Kellndorfer et al., 2012), and 
plots of the correlation between the different AMSR-E and NLDAS data as a function of 
biomass.  As expected, the correlations are lowest where the vegetation biomass is 
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highest, as the satellite has difficulty penetrating dense canopies.  For this reason, care 
should be taken when interpreting results in areas of dense vegetation.  
Areas of negative feedback in Figure 2.4 are often associated with areas of 
vegetation.  However, not all areas that demonstrate negative soil moisture-precipitation 
feedback also demonstrate high biomass and low correlation (see Figures 2.6, 2.8).  Most 
notably, negative feedback is observed in the Midwest, eastern Northern Plains, and 
coastal Southeast, and these are all areas of low biomass and good correlation between 
AMSR-E and LSM soil moisture.  Furthermore, even in areas of higher vegetation, the 
correlations are still significant.  Thus, while it is possible that vegetation water content 
contributes to the observed signal in areas of dense vegetation, vegetation alone cannot 
account for the negative feedbacks observed in the eastern U.S. 
Additionally, the west positive-east negative feedback pattern is observed when 
we repeat the analysis using the NLDAS simulated soil moisture in place of remotely 
sensed AMSR-E data, albeit more weakly (see Figure 2.6).  The weaker impact signal in 
the LSMs may be due to the larger soil moisture depth (0-10 cm, versus ~ 1 cm for 
AMSR-E), leading to longer memory of past conditions, or the fact that they are 
approximations of the natural system.  The NLDAS modeled soil moisture is unaffected 
by vegetation attenuation, so the fact that the feedback pattern in AMSR-E and NLDAS 
generally agree lend confidence to the results of this study in vegetated areas. 
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2.8  CONCLUSION 
We emphasize that these results only reflect soil moisture-precipitation feedback 
at a daily timestep and 0.25 degree spatial scale, and are dependent on satellite and 
gridded precipitation data quality.  These results do not identify specific mechanisms for 
the feedback, which are likely a complex interplay between atmospheric and land surface 
moisture sources (Guillod et al., 2014), boundary layer processes, atmospheric stability 
(Ek & Holtslag, 2004), and possibly non-local effects or wind (Froidevaux et al., 2014).  
However, the opposing results in humid versus arid areas could indicate that the feedback 
may be different in different climates. The results shown here are consistent with the 
hypothesis that a lack of atmospheric moisture may be the limiting factor for precipitation 
in more arid areas (i.e. moisture recycling (Stidd et al., 1975)), while in humid areas, 
where atmospheric moisture is abundant, the feedback may be controlled by more 
dynamic mechanisms (e.g. dampened instability (Giorgi et al., 1996), or convection 
triggered by thermal buoyancy over relatively drier soils, or mesoscale convergence 
(Pielke, 2001; Taylor et al, 2011; Taylor et al., 2012). 
This study supports the concept of soil moisture-atmosphere feedback, and 
indicates that knowledge of soil moisture can help to constrain the probability of next day 
precipitation in many areas.  Further study on boundary layer processes is needed to tease 
out the physical pathways behind the results shown here, so that these hydrologic 
relationships may be better represented in weather and climate models. 
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CHAPTER 3 
PITFALLS IN DETERMINING SOIL MOISTURE-PRECIPITATION 
FEEDBACK 
 
3.1 INTRODUCTION 
Identification and characterization of causal processes in the land-atmosphere 
system is difficult, because the entire system is highly coupled and interdependent (Betts, 
2009).   For instance, the amount of water vapor in the air (i.e. humidity) near the land 
surface is related to a multitude of factors, including the air temperature, amount of water 
at the surface available for evaporation, the amount of incoming solar radiation available 
to evaporate that water, the physiological reactions of plants (i.e. stomatal dynamics) to 
the available soil water, atmospheric CO2, solar radiation, and air temperature, the 
amount of turbulent mixing in the atmospheric boundary layer, and advection of humidity 
from adjacent regions.  In turn, near-surface humidity feeds back on evaporation and 
transpiration via the evaporative demand of the air.  In such a complex, interdependent 
system, it seems nearly impossible to describe all of the causal feedbacks between 
humidity and the rest of the land-atmosphere system.   
However, while it may not describe entire causal pathways, statistics provides a 
means for identification of relationships between variables in the earth system.  
Specifically, there has been a great amount of interest in the causal relationship between 
soil moisture and precipitation (i.e. can wetter soils lead to more precipitation, or vice 
versa?).  Many studies (e.g. Findell & Eltahir, 1997; Mei & Wang, 2012; Dirmeyer et al., 
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2009) have identified correlations between observed soil moisture and precipitation at 
varying timescales and lags.  Additional coupling metrics have been developed to 
examine the soil moisture-precipitation link in observations and models, often related to 
the variability and/or correlation of soil moisture, evapotranspiration, and/or precipitation 
(e.g. Koster et al., 2004; Wang et al., 2007; Notaro et al., 2008; Zhang et al., 2008; 
Orlowsky & Seneviratne, 2010; Zeng et al., 2010; Wei & Dirmeyer, 2013; Findell et al., 
2011; Guillod et al., 2014).  However, these correlations and metrics fall short of proving 
causation.   
Granger causality (Granger, 1969) provides a method to establish “predictive 
causality” (i.e. is one lagged variable useful for predicting another?).   While Granger 
causality is not “true” causality (the question of “true” causality can be philosophical), it 
is a statistical test against the null hypothesis of no predictive causality, and thus is a 
more rigorous test than correlation.  However, as shown herein, there are additional 
pitfalls in determining causality between soil moisture and precipitation that must be 
accounted for, or else frivolous relationships may be found. 
In the following sections, three pitfalls in determining causality between soil 
moisture and precipitation are described.  Then, these pitfalls are illustrated using 
observations (NLDAS precipitation and the AMSR-E soil moisture from the VUA-
NASA algorithm, which may contain a causal soil moisture-precipitation feedback) and 
simulated data from a model fit to the observations (which are devoid of feedback). 
 
3.2  POTENTIAL PITFALLS IN DETERMINING SOIL MOISTURE-
PRECIPITATION FEEDBACK 
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3.2.1  Seasonal and Interannual Variability 
 Soil moisture is determined through a limited number of fluxes.  Precipitation 
increases soil moisture (as does capillary rise), while evaporation, water uptake by plant 
roots, and drainage can decrease soil moisture.  For this reason, the seasonal and 
interannual variability of soil moisture is often closely related to the seasonal and 
interannual variability of precipitation.  If short-timescale correlations between soil 
moisture and precipitation (e.g. day-to-day or week-to-week) are calculated over long 
time periods, these long-timescale correlations can imprint themselves on the shorter-
term correlations.   This can occur either on seasonal timescales (due to changes in 
precipitation and soil moisture throughout the year due to radiant energy and climatic 
conditions) or interannually (years with anomalously high or low precipitation often 
correspond to years with anomalously high or low precipitation, respectively). 
 This is illustrated in the following example.  A daily precipitation time series was 
simulated stochastically (i.e. randomly) over a period of 9 years, except that the 
probability of precipitation was forced to vary as a sine function with a period of one year 
(i.e. seasonal variability).  Precipitation depth was drawn randomly from an exponential 
distribution with a mean parameter of 1.  Soil moisture (Ssim) was passively simulated at 
each timestep (i) using a simple water balance, with the simulated precipitation (Psim) as 
input and a linear drainage rate (i.e. a constant, k, set to 0.05, times the soil moisture 
value) as output, as shown in Equation 3-1.  
 Ssim
i+1 = Ssimi +Psimi − kSsimi  (3-1) 
! 64!
 The soil moisture began with a value of 0, but then was integrated until it reached 
an equilibrium, and only data after this point were analyzed.  Because soil moisture is 
passively calculated from precipitation, there is no soil moisture-precipitation feedback in 
the simulated data.  However, both precipitation and soil moisture exhibit a seasonal 
cycle.  
 Pearson’s correlation was calculated between soil moisture and the occurrence of 
next day precipitation (i.e. 1-day lag), yielding a value of 0.23 (and a Kendall’s τ rank 
correlation coefficient of 0.18).  This value purely is an artifact of the long timescale 
correlation between soil moisture and precipitation (on a seasonal scale) contaminating a 
shorter timescale analysis.  When soil moisture and precipitation occurrence were 
detrended by fitting a sinusoid with a 1-year period and then subtracting it from the 
simulated data, the correlation decreased to zero (as did rank correlation).  This simple 
example illustrates that long timescale variability must be factored out of causal soil 
moisture-precipitation analyses, or else correlations between the two variables can 
contaminate the investigations. This effect has been previously pointed out by other 
authors (Wei et al., 2008), but has not yet gained enough attention. 
 
3.2.2  Precipitation Persistence 
Precipitation is autocorrelated.  In other words, it is not entirely random in time, 
but rather contains some memory and often occurs in clusters.  In some cases, this 
clustering may be due to positive feedback in the land-atmosphere system (i.e. 
precipitation on one day leading to further precipitation the next day, e.g. through land 
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surface feedback), but in other cases it is due to large-scale, synoptic weather systems 
that last multiple days.  In either case, there is a strong positive link between precipitation 
and soil moisture (i.e. when rains reaches the land surface, the ground gets wet), so any 
autocorrelation in precipitation will be imprinted on soil moisture.  This is illustrated in 
Figure 3.1.  
 
Figure 3.1  Illustration of the positive lagged correlation induced by precipitation 
persistence.  Rain (“1”) increases soil moisture (“2”).  But, if rain occurs on the following 
day (“3”), it is unclear if land surface conditions (i.e. higher soil moisture on day 5) 
became more favorable to cloud formation and rain (i.e. positive soil moisture-
precipitation feedback), or if rain occurred simply due to atmospherically-forced synoptic 
conditions, unrelated to surface conditions. 
 
On day 4, soil moisture was low (bottom plot).  Then, in the next 24 hours, rain 
occurred (denoted by “1” in the top plot).  This led to an increase in soil wetness from 
day 4 to 5 (denoted by “2” arrow in bottom plot).  Then, rain occurred again (“3”, top 
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plot).  Without further knowledge of the cloud type or synoptic conditions, this presents a 
paradox.  Did “3” occur because this location was subject to a synoptic weather system 
(i.e. a dominantly atmospherically forced, large-scale storm system) that precipitated on 
consecutive days, or did the increased soil moisture due to rain on the previous day (“1”) 
provide conditions that were favorable to land-atmosphere feedback, cloud formation, 
and precipitation?  Either scenario will lead to positive correlation between soil moisture 
on day 5 and subsequent precipitation (“3”).  In the latter case, the positive correlation is 
due to causal soil moisture-precipitation feedback, but in the former case, the positive 
correlation is an artificial result of autocorrelation in precipitation that is then imprinted 
on soil moisture, and unrelated to a causal feedback.  In many areas of the world, 
synoptic weather is a significant source of precipitation, so it is necessary to account for 
the artificial positive correlation from synoptic weather in any analysis of causal soil 
moisture-precipitation feedback.  Precipitation persistence has been acknowledged by 
many authors (e.g. Seneviratne et al., 2010; Guillod et al., 2014), but past studies have 
either ignored its existence or tried to avoid it by identifying convective precipitation 
(e.g. Alfieri et al., 2008) or stratifying according to past rain (Salvucci et al., 2002; 
Guillod et al., 2014), while only one study has explicitly accounted for it in analyses of 
soil moisture-precipitation feedback (e.g. Chapter 2, Tuttle & Salvucci, in review). 
In this analysis (Chapter 3.3), as in Chapter 2, autocorrelation in precipitation is 
attributed to synoptic weather by explicitly including lagged precipitation in a model of 
precipitation occurrence, and feedback is determined by examining whether any other 
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predictive information exists in soil moisture (e.g. due to evaporation) beyond that due to 
precipitation persistence. 
 
3.2.3  Endogeneity 
 Soil moisture is a time-integrated record of precipitation (which is also influenced 
by evaporation and drainage).  It is conceptually equivalent to applying a weighted 
moving average to precipitation, where the weights decrease with time into the past.  In 
other words, precipitation causally influences soil moisture.  Thus, if soil moisture also 
causally influences precipitation, and a regression model is constructed to predict 
precipitation (dependent variable) using soil moisture (independent variable), 
endogeneity will occur.   
Endogeneity arises in a multiple regression model when either: 1) important 
independent variables are omitted, 2) when the independent variable is measured with 
errors, or 3) the dependent variable is jointly determined with the independent variable 
(i.e. simultaneity) (e.g., Greene, 2003).  Any of these three scenarios are possible in a 
regression model to determine the causal soil moisture-precipitation relationship.  
Endogeneity leads the coefficient fitted to the independent variable to be biased, which 
can also change in the statistical significance of the independent variable.  Thus, if we are 
interested in determining the strength of the influence of soil moisture on precipitation, 
this bias must be accounted for.  Fortunately, methods have been developed to eliminate 
endogeneity bias via block bootstrapping (Patton et al., 2009; Politis & White, 2004).  
The effects of endogeneity in determining soil moisture-precipitation feedback will be 
illustrated later in Chapter 3.4.2 and Figures 3.3 and 3.4. 
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3.3  METHODS 
3.3.1  “Restricted” Precipitation Occurrence Model 
The model used herein to demonstrate pitfalls in determining causality is the 
Granger causality-multiple regression framework developed in Chapter 2.3.  The 
procedure to estimate soil moisture-precipitation feedback is similar, but contains some 
small differences, to that of Chapter 2.4-2.5.   
Precipitation occurrence was predicted using a binomial generalized linear 
regression model, a probit link function, and a suite of independent variables that 
included past precipitation and sinusoids that vary on seasonal and interannual 
timescales.  The model was fit to the observed occurrence of NLDAS precipitation, and 
specific independent variables that were important for predicting precipitation at each 
different location were selected using all possible regressions (APR) and the Akaike 
information criterion (AIC).  A separate APR was conducted with the same independent 
variables, but with soil moisture as the dependent variable, a normal distribution, and an 
identity link function (i.e. normal linear multiple regression).  The union of the 
independent variables from the precipitation occurrence model and the soil moisture 
model, where only the longest of the precipitation lags was included (since the variables 
for a two-day lag also include a one-day lag), defines the terms of the “restricted” model 
for each given location.  In the results shown below, all days are included in the 
regression model of precipitation persistence (rather than only days without rain on the 
previous day), which is different from the results shown in Chapter 2.   
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 Separately, the model was fit to observed NLDAS precipitation magnitude (i.e. 
the depth of precipitation) using APR, a gamma distribution, and a reciprocal link 
function, in order to determine the independent variables of the best possible model of 
precipitation magnitude.  Only occurrences of precipitation (i.e. magnitudes greater than 
1 mm) were included as observations; all other data were set to “NaN”.  
 
3.3.2  Simulation of Soil Moisture and Precipitation Data 
Simulations of soil moisture and precipitation with no soil moisture-precipitation 
feedback were derived from the “restricted” model.  At each location, precipitation 
occurrence was simulated from the probability of precipitation predicted by the restricted 
model of precipitation occurrence, and the magnitude (or depth) of each of these 
simulated events was drawn from the model of precipitation depth.  Soil moisture data 
were then passively (i.e. no S-P feedback) calculated from the simulated precipitation 
time series using a constant decay rate.  The details of these simulations are described 
below. 
 Once the terms for the restricted models of precipitation occurrence and 
magnitude were determined, these models were re-fit to the respective observations in 
order to determine the best-fit parameter values.  If the interannual “trend” terms (i.e. the 
lowest frequency sine and cosine terms included in the model, which complete one half 
period over the course of the study period) were included in either restricted model, all 
other terms were first fit to the data, and then the trend terms were fit to the residual (i.e. 
the data minus the predictions from the model without trend terms).  Then, all of the 
coefficient values (i.e. for the trend terms, and the model without the trend terms) were 
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combined to create a complete, fitted model of precipitation occurrence and magnitude, 
respectively.  The trend term for the restricted model of precipitation magnitude was 
omitted (i.e. coefficient set to zero) so that the trend terms in each of the two models did 
not interfere to create a much greater or lower trend in simulated precipitation than 
observed in the NLDAS measurements. 
The predicted probability of precipitation from the restricted model of 
precipitation occurrence was used to stochastically simulate the occurrence of 
precipitation events, and the precipitation magnitude model was used to stochastically 
simulate the depth of each precipitation event.  However, one nuance was included in this 
step.  In order to ensure that the slowly-varying interannual terms did not interfere and 
reinforce each other, they were randomly phase shifted in time for each realization of the 
simulated precipitation time series. 
A time series of soil moisture was passively calculated from the simulated time 
series of precipitation using Equation 3-1.  The drainage constant, k, was set to 0.05, 
resulting in slow drainage and a soil moisture time series that had a long memory of past 
precipitation.  The soil moisture began with a value of zero, but then was integrated over 
the study period multiple times, with each subsequent iteration beginning with the final 
value of the previous iteration.  This allowed the soil moisture to reach an equilibrium 
independent of the arbitrary soil moisture value used to begin the integration.  Because 
the soil moisture does not feed back onto precipitation (i.e. precipitation is stochastically 
generated from the restricted model, and soil moisture is a passive product of that 
precipitation), no S-P feedback should be detected in these simulated data. 
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 For each pixel in the study region, one ensemble of precipitation and soil moisture 
were simulated.  These data were used to assess the null case, and to investigate if S-P 
impact would be detected if precipitation persistence and low frequency climatic 
variability were not accounted for in the model.  The simulated precipitation and soil 
moisture data were treated exactly like observations, and thus the model selection 
procedure was applied to the simulated data (i.e. the entire procedure in Chapter 3.3.1 
including APR-AIC on both soil moisture and precipitation occurrence, except for the 
model fit to precipitation magnitude).  Thus, for each location in the contiguous U.S., a 
union “restricted” model of precipitation occurrence was found for observed NLDAS 
precipitation and AMSR-E soil moisture, as well as a union “restricted” model of 
precipitation occurrence from precipitation and soil moisture simulated from the 
predictions of the best-fit “restricted” model of observed precipitation.  The former may 
contain soil moisture-precipitation feedback, while the latter does not. 
 
3.3.3  Estimation of Soil Moisture-Precipitation Feedback 
The impact of soil moisture on next day precipitation, in the observational and 
simulated data, was determined in a manner conceptually similar to Chapter 2.5.  Soil 
moisture was added as an independent variable to the restricted model of precipitation 
occurrence to obtain the “full” model, and the model was re-evaluated against 
precipitation occurrence (either observed or simulated), in order to determine the impact 
of soil moisture on the occurrence of next day precipitation. Any endogeneity bias was 
removed via a block bootstrapping method (Patton et al., 2009), and the statistical 
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significance of the regression coefficient multiplying soil moisture was also determined 
via the bootstrap and a kernel smoothing function.  The impact of soil moisture on next 
day precipitation was quantified by dividing the predicted probability of precipitation 
occurrence from the “full” model (i.e. the model with soil moisture as an independent 
variable) by the predicted probability of precipitation occurrence from the “restricted” 
model (i.e. without soil moisture).  These quotients were plotted against seasonal soil 
moisture anomaly (either observed or simulated, as appropriate), found using the method 
described in Chapter 2.5, and the mean relative impact above and below the median 
seasonal soil moisture anomaly were calculated (in a manner similar to that described in 
Figure 2.3).  The below-median impact was then subtracted from the above-median 
impact in order to condense this information into a single measure of feedback strength, 
which is what is shown in Figure 3.2. 
 
3.4  ILLUSTRATION OF THE EFFECT OF PITFALLS ON SOIL MOISTURE-
PRECIPITATION FEEDBACK CALCULATIONS 
3.4.1  Omission of Relevant Factors 
 Interannual, seasonal, and precipitation persistence terms were often all selected 
by best-AIC model of observed NLDAS precipitation at a given pixel.  In other words, 
these terms were important for predicting the probability of precipitation.  Thus, it is 
important to test whether omission of these terms could result in a spurious detection of 
soil moisture-precipitation feedback (i.e. detecting a feedback when it was not there, or 
detecting feedback of the wrong sign or magnitude).  Because the simulated precipitation 
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and soil moisture data contain no soil moisture-precipitation feedback, this can be tested 
by using smaller models (i.e. models missing interannual, seasonal, and/or lagged 
precipitation terms) and observing whether feedback is detected when in fact there is 
none.  A positive feedback value indicates a positive soil moisture-precipitation feedback, 
a negative value indicates a negative feedback, and the value is an approximate measure 
of the difference in the predicted probability of precipitation between wet and dry 
periods. 
The results of this analysis are shown in figure 3.2.  The left column shows soil 
moisture-precipitation feedback calculated from the observed NLDAS precipitation and 
AMSR-E soil moisture data, while the right column shows feedback calculated from the 
data simulated from the model fits to the observed data.  In the bottom row (panels g, h), 
all independent variables (interannual, seasonal, and lagged precipitation) were included 
in the model (i.e. the complete suite of model terms from Chapter 2).  In the third row 
(panels e, f), only interannual and seasonal terms were included in the model.  Thus, the 
difference between panels in the third row and the bottom row demonstrates the effect of 
omitting precipitation persistence on calculated soil moisture-precipitation feedback.  In 
the second row (panels c, d), only seasonal terms are included in the model, so the 
difference between the second and third row demonstrate the effect of omitting 
interannual variability.  Finally, the top row shows a “naïve” model, where no 
interannual, seasonal, or lagged precipitation terms are included; only a constant is used 
in the “restricted” model to predict precipitation occurrence (as well as soil moisture, in 
the “full” model). 
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The one nuance to the feedback values shown in Figure 3.2 is that the impact for 
the “naïve” model (top row) was calculated using raw soil moisture, while the values for 
the bottom three rows were calculated using seasonal soil moisture anomaly.  This was 
done because seasonal terms were not included in the “naïve” model, but were included 
in the other models.  Since no seasonal terms are included in the naïve model, the 
magnitude and significance of the soil moisture coefficient regression model was 
determined using all information from soil moisture.  If seasonal terms were included in 
the model, some of this information useful for predicting precipitation would be 
attributed to the seasonal terms rather than soil moisture, changing the coefficient value.  
Thus, it would be incongruous to calculate impact of the “naïve” model using the 
seasonal anomaly. 
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Figure 3.2  Maps showing soil moisture-precipitation feedback calculated from observed 
and simulated data.  The left column shows feedback calculated from observations 
(which may contain soil moisture-precipitation feedback), while the right column shows 
feedback calculated from data simulated from the model fits to the observed data (which 
are devoid of feedback).  The different rows show results from models with increasing 
complexity.  The independent variables included in the model in the top row include only 
a constant, so all information about precipitation occurrence is attributed to soil moisture.  
The second, third, and bottom rows add seasonal, interannual, and lagged precipitation 
terms, respectively, to the suite of independent variables, illustrating the affect of 
neglecting to account for long timescale variability and precipitation persistence in soil 
moisture-precipitation feedback calculations.  Even in simulated data with no soil 
moisture-precipitation feedback, neglect of long timescale variability or precipitation 
persistence can lead to bias and increased false detection of feedback (panels b, d, f), 
while accounting for all of these factors results in the expected null scenario (panel h). 
 
 The results of this analysis indicate that neglecting to account for long timescale 
variability or precipitation persistence may result in false detection of soil moisture-
precipitation feedback, when in fact it does not exist.  This is most easily seen by first 
examining the bottom right panel of Figure 3.2.  In this case, a complete restricted model 
(i.e. including interannual, seasonal, and lagged precipitation terms) was used to assess 
feedback in simulated precipitation and soil moisture that contain no feedback.  No 
significant relationship was found, except for the random approximately 10% of pixels 
that should be expected under the null scenario using a significance value of 0.1.  
However, in the top right panel, where a completely “naïve” model was used, strong 
positive feedback was found in many areas, including the West Coast, Southwest, and 
Florida, while a weaker positive impact was found in the majority of the study area, with 
statistical significance at a greater frequency than would be expected under the null.  A 
similar, but weaker, signal is seen on the middle two panels of the right column, with 
positive impact indicated with greater frequency than would be expected in some areas.  
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At this point, it is important to note that only one realization of stochastically simulated 
data was analyzed in each of panels b, d, f, and h.  If many realizations were analyzed, it 
is likely that the noise would diminish, resulting in a consistently significant, positive 
bias over most (if not all) of the study area in panels b, d, and f, and no significance in 
panel h. 
In summary, from top to bottom in the right column, at each step where omitted 
terms are added to the model, the strength and number of false positive detections is 
reduced.  This indicates that omission of any of these factors can result in spurious 
detection of soil moisture-precipitation feedback. 
 At the same time, S-P feedback was detected in the observational data using the 
complete model (panel g), indicating that interannual and seasonal variability and 
precipitation persistence cannot fully explain the relationship between soil moisture and 
next-day precipitation.  This feedback can only be due to: 1) additional information in 
soil moisture beyond that of past precipitation that influences precipitation occurrence 
(e.g. evapotranspiration), or 2) additional confounding variables that influence 
precipitation (i.e. information that can be attributed to other factors, but are currently 
attributed to soil moisture).  However, if any of the complete model terms (interannual 
and seasonal variability, or precipitation persistence) are omitted, a stronger feedback is 
found.  If a completely naïve model is used, a similar feedback pattern is found, but with 
a very exaggerated magnitude.  Thus, disregard of long timescale variability or 
precipitation persistence will result in detection of stronger soil moisture-precipitation 
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feedback than is actually present, resulting in inflated conclusions about the importance 
of soil moisture on precipitation.  
 
3.4.2  Effects of Endogeneity 
 It is important to note that bootstrap unbiasing for endogeneity (Patton et al., 
2009) was applied to all results in Figure 3.2.  As mentioned in Chapter 3.2.3, 
endogeneity between soil moisture and precipitation has the potential to further bias 
calculated feedback between soil moisture and precipitation.  This effect was tested on 
the observational data, with the complete model (i.e. the results in panel g).   
 As shown in Figure 3.3, there was little effect of endogeneity on the magnitude of 
the calculated feedback magnitude in the observations.  However, the statistical 
significance of the results was slightly inflated.  68% of the map showed statistically 
significant feedback before bootstrapping, while 64% was significant after bootstrapping. 
! 79!
 
Figure 3.3  Maps showing the effect of endogeneity on the statistical significance of 
calculated soil moisture-precipitation feedback.  The top map shows soil moisture-
precipitation feedback calculated without correcting for endogeneity bias, while the 
bottom map has been unbiased using a block bootstrap.  There are slightly more 
statistically significant areas (4%) in the biased map. 
 
 While the endogeneity bias was not high in the NLDAS and AMSR-E 
observations (mean negative bias of approximately 0.14 in the soil moisture coefficient 
for VUA-NASA and UMT), it was found to be 3 to 5 times greater in magnitude when 
the same Granger causality-multiple regression framework was applied to output from 
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two NLDAS land surface models (LSMs; Noah, Ek et al., 2003; Mosaic, Koster & 
Suarez, 1994), and 1.5 to 3 times greater in four general circulation models (GCMs; 
GISS-ES2-H and GISS-ES2-R, Schmidt et al., 2014; MRI-CGCM3, Yukimoto et al., 
2012; NorESM1-M, Bentsen et al., 2012).  This bias is shown in Figure 3.4, where the 
endogeneity-biased soil moisture coefficients for all pixels in the study area are plotted 
against the bootstrap-unbiased soil moisture coefficients.  For the observational data, the 
points appear evenly distributed around the 1:1 line, while there is a noticeable upward 
shift in the LSMs and GCMs (indicating that endogeneity caused a negative bias).  This 
could imply that soil moisture and precipitation are more codetermined in models than in 
reality, but other factors, such as omission of variables in the regression model, could 
also cause endogeneity. 
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Figure 3.4  Plots of the fitted soil moisture coefficient in the “full” model, before and 
after correcting for endogeneity.  In all three plots, the endogeneity-biased coefficients 
are shown on the x-axis, while the bootstrap-unbiased coefficients are shown on the y-
axis.  The top plot shows endogeneity bias in the observations, the middle plot shows the 
bias in two LSMs, and the bottom plot shows the bias in four GCMs.  The observations 
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fall close to the 1:1 line, while the LSMs and GCMs demonstrate negative endogeneity 
biases. 
 
3.5  CONCLUSIONS 
The results of this analysis should be used as a caution to anyone who attempts to 
statistically determine causality between soil moisture and subsequent precipitation.  
Long timescale variability (i.e. longer than the period of feedback interest) and 
precipitation persistence must be accounted for in calculations of soil moisture-
precipitation feedback, or inaccurate conclusions may be reached about feedback sign, 
strength, and existence.  If these factors are ignored, causal relationships may be inferred, 
even when they are nonexistent.  Similarly, endogeneity between soil moisture and 
precipitation can introduce small but non-negligible bias into any calculations that use 
regression to infer feedback strength and statistical significance.  Progress is being made 
in inferring causal relationships in land-atmosphere interactions, but care must be taken 
to ensure that the inferences are real, and not simply artifacts of neglected factors. 
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CONCLUSION(!The!terrestrial!hydrological!cycle!is!a!useful!conceptualization!to!describe!the!movement!of!water!between!the!land!and!atmosphere.!!While!some!aspects!of!the!cycle!can!be!quite!difficult!to!measure!(e.g.!evapotranspiration,!atmospheric!humidity),!primarily!due!to!their!distributed!nature!and!existence!in!the!gaseous!phase,!others!are!more!tangible!(e.g.!precipitation!and!soil!moisture).!!Because!water!is!conserved!in!the!hydrological!cycle,!and!the!number!of!components!is!limited,!different!components!can!be!used!to!infer!information!about!others.!!This!is!the!philosophy!of!Chapter!1,!which!uses!precipitation,!along!with!statistical!methods!!(i.e.!mutual!information)!and!an!observed!relationship!under!statistically!stationary!conditions,!to!validate!soil!moisture!observations.!!Using!this!philosophy,!it!is!possible!to!assess!data!fidelity!at!the!spatial!scale!of!interest!(as!in!Chapter!1),!rather!than!try!to!bridge!across!orders!of!magnitude!from!local!to!large!scales!(e.g.!by!using!
in#situ!soil!moisture!measurements!to!validate!satellite!observations).!!This!is!important!because!observed!properties!may!not!be!consistent!across!scales.!The!land!and!atmosphere!are!part!of!a!fully!coupled!system!(Betts,!2009;!Ek!&!Holtslag,!2004),!where!the!water,!energy,!and!carbon!cycles!interconnect!and!interact.!!Due!to!the!complexity!and!variations!on!diurnal!to!seasonal!to!interannual!timescales,!and!from!molecular!to!plot!to!synoptic!spatial!scales,!it!can!be!very!difficult!to!identify!causality!within!the!system.!!Statistics!provide!a!means!to!
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identify!relationships!within!the!coupled!system,!at!given!temporal!and!spatial!scales!of!interest.!!!However,!careless!application!of!statistics!to!data!can!easily!result!in!faulty!conclusions,!so!care!must!be!taken!to!ensure!that!statistical!techniques!are!not!misapplied.!!The!natural!system!is!very!nonlinear,!and!observational!data!are!often!nonQGaussian!and!bounded.!!For!this!reason,!assumptions!of!normality!or!linearity!that!underlie!most!standard!statistical!methods!do!not!always!apply,!and!more!generalized!methods!(e.g.!GLMs,!mutual!information)!may!be!more!appropriate.!!Additionally,!confounding!factors,!such!as!correlations!on!different!timescales!and!autocorrelation!(i.e.!memory)!in!the!system,!may!complicate!simple!analyses.!!Similarly,!if!regression!is!used!as!a!form!of!inference,!codetermination!(i.e.!when!the!states!of!two!variables!are!dependent!on!each!other)!or!data!errors!may!bias!calculated!coupling!strengths.!!As!demonstrated!in!Chapter!3,!it!is!important!to!account!for!these!factors!in!order!to!arrive!at!valid!conclusions!about!linkages!within!the!landQatmosphere!system.!It!is!also!important!to!recognize!that!answers!to!unsolved!questions!about!landQatmosphere!interactions!may!not!be!what!we!expect.!!Simple,!straightforward!explanations!of!phenomena!may!appear!correct,!but!complexities!and!couplings!within!the!system!may!overwhelm!simple!relationships.!!For!instance,!the!conceptual!coupling!pathway!from!soil!moisture!to!precipitation!outlined!in!Koster!et!al.!(2004)!(i.e.!in!order!for!soil!moistureQprecipitation!feedback!to!exist,!soil!moisture!must!exert!control!over!evapotranspiration!(ET)!and!vary!over!time!so!
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that!ET!varies,!and!ET!must!also!be!high!enough!to!exert!influence!over!precipitation)!is!attractive!in!its!logical!simplicity,!but!it!is!not!necessarily!correct.!!It!is!possible!that!landQatmosphere!feedback!may!not!depend!on!temporal!variability!as!much!as!spatial!variability!(e.g.!Taylor!et!al.,!2011),!or!that!other!factors!or!couplings!within!the!climate!system!dominate!the!soil!moistureQprecipitation!feedback.!!Logic!and!intuition!are!important,!but!it!is!also!important!to!learn!from!observational!data,!especially!at!scales!where!complexity,!and!the!processes!that!are!more!easily!observed!at!small!scales,!are!integrated!over!large!areas.!!The!results!from!Chapter!2!of!this!dissertation,!using!a!Granger!causality!framework!that!employs!generalized!linear!regression!modeling!to!infer!the!relationship!between!largeQscale!soil!moisture!and!the!observed!occurrence!of!precipitation,!indicate!that!positive!soil!moistureQprecipitation!feedback!exists!in!the!western!United!States,!with!negative!feedback!in!the!east,!and!no!detectable!feedback!in!the!Great!Plains.!!These!results!do!not!agree!with!the!wellQknown!“hotspots”!of!landQatmosphere!coupling!found!in!Koster!et!al.!(2004)!using!ensembles!of!general!circulation!models!(GCMs).!!This!indicates!that!largeQscale!soil!moistureQprecipitation!feedback!deserves!further!careful!consideration,!and!other!authors!are!encouraged!to!use!and!further!test!the!Granger!causality!framework!established!in!Chapter!2.!Many!of!the!recent!advances!in!understanding!landQatmosphere!coupling!have!been!achieved!using!models.!!However,!modelQbased!inferences!are!dependent!on!the!construction!and!assumptions!of!the!models!themselves.!!In!order!to!best!understand!changes!to!the!climate!system,!we!first!have!to!understand!how!it!
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currently!operates!using!observational!data.!!The!relationships!in!the!observations!can!then!be!used!to!evaluate!model!performance!and!inform!model!formulation.!!This!merger!of!measurements!and!modeling!will!be!crucial!to!advance!understanding!of!the!natural!system.!Regarding!the!future!direction!of!this!work,!the!results!in!Chapter!2!display!a!temporal!average!pattern!of!soil!moistureQprecipitation!feedback!derived!via!statistical!methods.!!However,!these!methods!do!not!provide!any!explanation!the!causal!pathway!between!soil!moisture!and!precipitation!that!produced!in!this!pattern,!which!likely!includes!an!interplay!between!solar!radiation,!atmospheric!humidity!and!temperature,!atmospheric!boundary!layer!dynamics!(e.g.!turbulence!and!mixed!layer!growth),!cloud!microphysics,!and!potentially!mesoscale!heterogeneity,!advection,!and!wind.!!Further!evaluation!of!this!pathway,!likely!involving!both!measurements!and!modeling!and!including!some!consideration!of!the!effect!of!synoptic!conditions!and!spatial!variability!on!landQatmosphere!feedback,!could!help!to!support!(or!debunk)!the!results.!!Interdisciplinary!collaboration!between!ecohydrologists,!boundary!layer!physicists,!and!synoptic!meteorologists!could!potentially!accelerate!breakthroughs!in!this!area.!Chapter!2!focused!on!the!causal!feedback!between!soil!moisture!and!precipitation,!but!vegetation!also!provides!a!significant!moisture!flux!to!the!atmosphere!via!transpiration.!!This!signal!can!be!different!from!the!soil!moisture!signal!due!to!stomatal!regulation,!uptake!of!deep!soil!water!from!roots,!water!storage!in!the!plants,!and!precipitation!interception!and!reQevaporation!in!the!plant!
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canopy.!!Additionally,!the!influence!of!vegetation!on!surface!temperature,!heat!flux,!and!turbulence!is!different!from!that!of!the!soil.!!A!parallel!study!on!vegetationQprecipitation!feedback!would!certainly!be!of!value,!and!an!integrated!study!of!the!affect!of!all!land!surface!moisture!(in!soil!and!plants)!on!subsequent!precipitation!could!integrate!these!different!perspectives!into!results!that!best!reflect!the!interaction!of!the!entire!land!surface!with!the!atmosphere.!!One!drawback!to!statistical!analyses!is!that!a!large!sample!size!is!often!required!in!order!to!obtain!significant!inferences!from!data.!!However,!as!observational!data!sets!age!(e.g.!Fluxnet!(Baldocchi!et!al.,!2001),!groundQbased!weather!station!networks,!the!U.S.!Geological!Survey!(USGS)!streamgage!network,!the!SMOS!satellite!(Kerr!et!al.,!2010)),!models!continue!to!produce!vast!amounts!of!output!data!(e.g.!NLDAS!(Mitchell!et!al.,!2004);!the!Coupled!Model!Intercomparison!Project!(CMIP5;!Taylor!et!al.,!2012b)),!and!newer!technologies!are!developed!to!more!accurately!measure!and!characterize!hydrological!variables!(e.g.!SMAP!(Entekhabi!et!al.,!2010),!NASA’s!Global!Precipitation!Measurement!mission!(GPM;!Hou!et!al.,!2014),!COSMOS!(Zreda!et!al.,!2012)),!statistical!analyses!(such!as!those!in!this!dissertation)!will!become!more!and!more!useful!as!tools!to!understand!causal!relationships!and!coupling!in!the!landQatmosphere!system.!!!
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APPENDIX A 
DATA PROCESSING FOR MUTUAL INFORMATION STUDY 
 
A.1. Dataset Basics 
 As described in section 3 of the text, three AMSR-E soil moisture products were 
examined in this study: VUA-NASA, UMT, and NASA (Owe et al., 2001; Jones & 
Kimball, 2010; Njoku, 2004; see Table 1 of the text).  The precipitation data used to 
assess the soil moisture products are from NLDAS (Mitchell et al., 2004).  These four 
datasets were processed to encompass the area of the contiguous United States (CONUS) 
at ¼ latitude-longitude resolution and at a daily timestep for a period of 9 years (June 19, 
2002 to June 19, 2011).  The steps taken to convert each of the datasets to this spatial and 
temporal resolution are described in the following sections A.2 through A.7. 
 
A.2.  Exclusion of Precipitation Data from Canada and Mexico 
 The domain of the analysis is restricted to the NLDAS boundaries (25-53° N 
latitude, 67-125° W longitude), encompassing the contiguous United States (CONUS), 
northern Mexico, and southern Canada.  The precipitation data for Canada and Mexico 
were excluded from the analysis during quality control, as precipitation data were absent 
from Mexico after March 2010, and gauge data from Canada are sparse and thus were 
replaced by National Center for Environmental Prediction (NCEP) North American 
Regional Reanalysis (NARR) data in the NLDAS dataset (Mitchell et al., 2004).  These 
NARR data were blended with the CONUS gauge data across a 1° swath just north of the 
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U.S.-Canada border to prevent an abrupt boundary between the two products, but we 
found that the yearly and 9-year means of NARR and CPC are sufficiently different that a 
large gradient in mean precipitation is observed across this border area.  For these 
reasons, we restricted this study to the contiguous United States, where rain gauges are 
denser, no data are missing, and a minimal amount of modeling and processing has taken 
place, compared to the excluded, outlying regions.  The restriction was performed by 
applying a 1/8° CONUS mask, available from NLDAS 
(http://ldas.gsfc.nasa.gov/nldas/NLDASspecs.php), to the raw NLDAS precipitation data. 
Thus, during all following analyses, the region of study was restricted to CONUS. 
 
A.3.  Spatial Conversion to ¼° Latitude-Longitude Resolution  
 Some spatial processing was needed to ensure a direct comparison of the soil 
moisture and precipitation products.  The raw VUA-NASA soil moisture product is based 
on a ¼° latitude-longitude grid.  However, the NASA and UMT soil moisture data are 
provided in Equal Area Scalable Earth Grid (EASE-Grid) format 
(http://nsidc.org/data/ease/index.html), which is a global cylindrical grid with 25 km 
spacing.  The spacing of these two gridded products is similar, but does not match 
exactly, so the EASE-Grid data were converted to ¼° latitude-longitude format.  The 
conversion was performed by creating a linear interpolation over the entire NLDAS 
extent for each timestep using the latitude-longitude values of the center of each EASE-
Grid cell (obtained with EASE-Grid geolocation tools: 
http://nsidc.org/data/ease/tools.html), and then finding the corresponding value for the 
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center of each ¼° grid cell.  Because it is not possible to linearly interpolate between a 
grid cell with a numerical value and one with no data, some data were lost in the linear 
interpolation.  Thus, a nearest-neighbor interpolation was also applied to the data for each 
timestep, and any ¼° grid cells that did not contain data after the linear interpolation were 
filled with data from the nearest-neighbor interpolation.  In this way, a minimum amount 
of data were lost during interpolation, but also some minor shifting of data (up to 1/8° 
latitude and longitude) may have occurred along the coasts, other large bodies of water, 
or other areas of missing data.   
The NLDAS precipitation data were aggregated to ¼° resolution by simply 
averaging the four 1/8° grid cells within each ¼° cell.  If data were missing from any of 
the 1/8° grid cells within a larger ¼° grid cell, the average of the remaining 1/8° cells 
containing data was used as the value for the encompassing ¼° cell. 
 
A.4.  Filtering of Soil Moisture Data 
 The AMSR-E soil moisture data in the region of this study consist of one 
descending pass (i.e. satellite passing south across the equator) at approximately 1:30AM 
local time at the equator, and one ascending pass (i.e. satellite passing north across the 
equator) at approximately 1:30PM local time at the equator.  Not all locations in the area 
of this study received data for every overpass time, as the AMSR-E swath did not cover 
the entire globe in any given day (i.e. coverage was not complete at low latitudes; see for 
example Figure 7 in Owe et al., 2008).  Thus, data were missing from the ascending and 
descending soil moisture data for each of the three AMSR-E products due to satellite 
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orbital dynamics, algorithm masking and filtering (e.g. for snow-covered areas, open 
water bodies, and radio frequency interference), or quality assessment and control of the 
raw AMSR-E data by NASA (e.g. exclusion of data of poor quality).  Soil moisture data 
was further excluded in the processing steps listed in sections A.4.1 to A.4.4 below.  We 
acknowledge that some users of the results in this study may prefer to process the soil 
moisture data differently, so we have provided additional choice maps (analogous to 
Figure 1.3), created using various data processing and gap-filling methods, in 
Supplementary Information. 
 
A.4.1  Removal of All Soil Moisture Data During Winter Freezing 
 As mentioned in section 3, data during the multi-year average annual period of 
freezing air temperatures (i.e. the “climatological winter freezing period”) were removed 
from the soil moisture time series in order to exclude data, primarily during the winter 
months, that did not behave in what we consider to be a physically realistic way 
(described in section A.7.1).  First, it was necessary to identify the annual period during 
which soil freezing could occur for each pixel in the study domain.  We used NLDAS 2-
meter above ground air temperature (NLDAS_FORA0125H.002, variable “tmp2m”, 
http://ldas.gsfc.nasa.gov/nldas/NLDAS2forcing.php; Mitchell et al., 2004), averaged to 
¼° spatial and daily temporal resolution to perform this analysis.  For each pixel, the 
“freezing season” was identified by finding the air temperature climatological mean and 
standard deviation for each day of the year over the 9-year data period.  In other words, 
we used a 21-day moving window, centered on the given day of the year, over the 
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multiyear data to calculate the average and standard deviation air temperature for each 
day of the year (similar to Miralles et al., 2010).  Then, for each pixel, we found the day 
of the year at the start of winter where the mean climatology minus two standard 
deviations of air temperature (Ta − 2σ Ta ) was equal to or below freezing (0 °C), along 
with the day of the year at the end of winter where Ta − 2σ Ta was last at or below 0 °C.  
Then, all soil moisture data in between these two dates (from the identified first day of 
potential winter freezing to the last day of potential winter freezing in each year) was 
discarded and replaced with a linear interpolation (described in section A.7.3).  The 
annual number of days of soil moisture data remaining outside of the winter interpolation 
is shown in Figure A.1. 
 
Figure A.1. Map showing the number of days per year that were not removed due to 
climatological winter freezing air temperatures (i.e. the length of the summer non-
freezing period).  This represents the (pixel-by-pixel) annual amount of data that will 
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strongly influence the shape of the E[P|S] curves and the calculated value of mutual 
information. 
 
A.4.2  Removal of Soil Moisture Data Sensed During Precipitation 
We created further gaps in the data records by removing each measurement from 
each given pixel where it was found that precipitation occurred during the overpass of 
AMSR-E, as determined by the nonzero precipitation values in the hourly NLDAS data 
during the given hour of the AMSR-E overpass.  We filtered the AMSR-E products in 
this way because, early in the course of this research, we observed that soil moisture 
values in all three products showed a distinct decrease at many instances of high 
precipitation.  That soils would dry while receiving large amounts of precipitation does 
not make physical sense, thus we assumed this behavior was an artifact of the retrieval 
algorithm or unresolved process reflected in the radiation measurements, and excluded 
those times.  The percentage of the S data that was removed in this filtering is the 
difference between the “Raw Data” and “After P Filtering” rows in Table A.1. 
 
A.4.3  Uniform Temporal Requirement for Soil Moisture Data 
Finally, we created additional gaps by requiring that each measurement time for 
each given pixel contain data for all three of the examined soil moisture products.  In 
other words, for a given timestep (i.e. either an ascending or descending measurement 
time), if any of the three soil moisture products were missing a value, then the data for all 
three products was discarded (for that timestep).  Only timesteps that contained values for 
all three soil moisture products were retained, and thus all three products became 
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temporally uniform.  This assured that we could make a direct comparison of the quality 
of the soil moisture data in each product, and that none of the products could gain an 
advantage in the MI calculation or through gap-filling, due to more or less soil moisture 
data. 
 
A.4.4  Additional Analysis for Areas of Little NASA Data 
A few localized areas of the NASA soil moisture product were anomalously 
devoid of data, whereas no such anomalies were present in these areas in the VUA-
NASA and UMT products.  The affected areas include the northern Rocky and Cascade 
Mountains, and a few areas in the middle Appalachians, as shown in Figure A.2, which 
totaled approximately 1.5% of CONUS.  When we imposed the uniformity requirement 
(section A.4.3) on these areas, there were so few data remaining that these areas did not 
meet the minimum data requirements imposed in our code, and we could not calculate a 
MI value in these areas.  We are unsure why the data were excluded by the NASA 
algorithm but not the other two, so we chose to impose the uniformity requirement 
(section A.4.3) on these areas, but only between the VUA-NASA and UMT products (i.e. 
the NASA product was ignored in these areas).  Thus, the NASA product were never 
chosen as the product with the maximum MI in the black regions of Figure A.2, and the 
choice was only between the VUA-NASA and UMT products.  These areas were not 
included in the missing data percentages for the NASA product shown in Table A.1. 
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Figure A.2. Map showing the pixels where the maximum MI choice map (Figure 1.3) 
was determined from all three soil moisture products (white), or from only the VUA-
NASA and UMT products (black), due to areas anomalously high amounts of missing 
data in the NASA product. 
 
Table A.1.  Percentage of Missing Soil Moisture Data During Processing1 
Processing 
Stage 
AMSR-E 
Product Mean Median 
Standard 
Deviation 
Raw Data 
VUA-NASA 26 26 9.3 
UMT 28 28 6.6 
NASA 24 23 10.7 
After P 
Filtering 
VUA-NASA 38 38 8.7 
UMT 37 38 6.8 
NASA 37 36 12.1 
After 
Temporal 
Uniformity 
VUA-NASA 42 40 10.9 
UMT 42 40 10.9 
NASA 42 40 10.8 
After Gap-
Filling 
VUA-NASA 0.9 0.4 3.9 
UMT 0.9 0.4 3.9 
NASA 0.8 0.4 3.8 
1Table A.1 shows the percentage of data in the S time series that were missing for each 
AMSR-E product, 1) before any data processing (“Raw Data”), 2) after S values with 
nonzero P recorded at the same time and location had been removed (“After P 
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Filtering”), 3) after any timesteps without data for all three products had been discarded 
(“After Temporal Uniformity”), and 4) after gap-filling with the multiple regression 
model dependent on S and P (“After Gap-Filling”).  These values are restricted to the 
period outside of the climatological winter freezing period, described in section A.4.1.  
The percentage of missing data was calculated for each pixel in the study domain, and 
then the “Mean”, “Median”, and “Standard Deviation” of those values were calculated 
and are shown in the columns above.  Note that the black pixels in Figure A.2 were not 
included in the missing data percentages for the NASA product. 
 
A.5.  Gap Filling of Soil Moisture Data 
In order to fill the gaps in the soil moisture records, we executed a gap-filling 
procedure that utilized multiple linear regression and the existing soil moisture and 
precipitation records.  In this way, the gap-filling was dependent entirely on the soil 
moisture data and its relationship to the precipitation data (which, in this case, consisted 
of the total precipitation accumulated in the 24 hours previous to each soil moisture 
measurement).  First, we arranged the ascending and descending data records for each 
AMSR-E product into a chronological 12-hourly record of soil moisture (i.e. alternating 
descending and ascending measurements at roughly 1:30am and 1:30pm local time, 
respectively).  Then, we applied a multiple linear regression model, which was dependent 
on a varying number of surrounding soil moisture and precipitation data points, to the 12-
hourly record for a given pixel to separately fill individual ascending and descending data 
points.  The regression worked by determining the arrangement of existing data values 
around some missing value of interest, calculating regression coefficients from similar 
cases of existing data values in the data record (each surrounding an existing data value), 
and then using those coefficients to predict the missing value of interest.  The systematic 
biases between soil moisture from the ascending and descending passes of the AMSR-E 
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satellite instrument were preserved by training regression coefficients using only 
ascending data as the regressands when the algorithm attempted to fill a missing 
ascending data point, and vice versa. 
The regression was initiated for each pixel by locating a missing data point (i.e. 
gap) in the soil moisture record (the “missing point”), and finding which of the 
immediately surrounding data points (i.e. timesteps), within a window of three soil 
moisture data points before and after the missing point, contained data.  As long as there 
was at least one existing (i.e. non-missing) data point before and after the missing point 
in the surrounding window, the gap-filling program searched for all instances in the 9-
year record of identical patterns of existing soil moisture data surrounding a non-missing 
point (or “regressand”).  Because the ascending and descending data records showed 
consistent bias relative to each other, the algorithm identified whether the missing point 
was from an ascending or descending pass and only searched for regressands from the 
same type of pass.  If the number of instances found was greater than three times the 
length of the number of existing data points in the window surrounding the missing point, 
the model used the found results (i.e. similar instances in the soil moisture data record 
where the regressand was not missing) plus precipitation data during the first half of the 
window (i.e. before and coincident with the regressand) for the same instances to 
calculate multiple linear regression coefficients.  Then, a fill value for the missing point 
was predicted using its surrounding soil moisture and precipitation data and the 
calculated regression coefficients.  A fill value was rejected, and the missing point 
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remained unfilled, if it exceeded the upper limit of 1 m3 m-3 or was below the minimum 
soil moisture value of the 9-year data record for the given pixel.  
All missing data points in the record were sequentially subjected to this process, 
and fill values were found via multiple linear regression if the search met the above 
regression criteria. After the algorithm proceeded through all such missing data points in 
the 9-year data record, the window expanded to four data points before and after the 
missing point, and the filling process began again, now using a record that included the 
previously filled data.  In other words, the multiple regression ignored all values filled 
with the current window size, but was allowed to train on values that were initially 
missing but were subsequently filled with smaller window sizes.  If missing values still 
existed in the data record, the window increased by increments of one up to 60 data 
points (30 days) before and after the given missing point.  If gaps were still present in the 
given pixel record after the windows of width ± 3 to 60 data points had been cycled 
through, precipitation was eliminated from the regression and the same process was 
repeated, so that the missing data were filled using only surrounding soil moisture values.   
The resulting data records of alternating descending and ascending soil moisture 
data were virtually complete, with little missing data (see Table A.1, “After Gap-
Filling”). 
 
A.6.  Temporal Averaging to a Daily Timestep 
After soil moisture filtering and gap-filling, the soil moisture and precipitation 
datasets in this study were each averaged to a daily timestep.  As previously mentioned in 
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section A.4, the AMSR-E soil moisture data in the region of this study consist of one 
descending pass at approximately 1:30AM local time at the equator, and one ascending 
pass at approximately 1:30PM local time at the equator.  In order to preserve as much 
temporal coverage as possible during averaging, and to preserve stationarity, the soil 
moisture value for any given day was a composite average of the data from: 1) the 
descending pass on the given day (SD,i) , 2) the ascending pass on that same day (SA,i), and 
3) the descending pass on the following day (SD,i+1), with weighting coefficients of 0.25, 
0.5, and 0.25, respectively, as shown in Equation A-1:  
 Si = 0.25 SD, i + 0.5 SA, i + 0.25 SD, i+1 . (A-1) 
In Equation A-1, Si is the daily soil moisture value calculated from descending and 
ascending values.  In this way, the soil moisture daily average is centered on the given 
ascending overpass and bounded by the two descending measurements.  Thus, the hourly 
precipitation data could be averaged so that all precipitation occurring in that 24-hour 
period (Δt) would be accounted for in the soil moisture daily value.  This ensured that the 
soil moisture and precipitation data were averaged over the same time interval Δt, which 
is required in order to satisfy Equation 2 (Salvucci, 2001). 
The NLDAS precipitation data were processed in order to match up as closely as 
possible to the descending and ascending overpass times of the AMSR-E instrument, 
which varied according to longitude. Because the hourly NLDAS precipitation data are 
given as accumulated precipitation in the previous hour, each day was thus prescribed to 
begin with the 2:00AM local time NLDAS measurement, so that the first hour of data 
(recorded from 1:00AM-2:00AM) spanned the descending overpass of the AMSR-E 
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instrument (~1:20AM, for the latitudes within the study area).  However, the NLDAS 
dataset is divided into 24 hourly files per day according to UT time, which is based on the 
local time at zero degrees longitude rather than local time at the given longitude.  So, the 
overpass of the AMSR-E satellite would, on average, occur in different hourly NLDAS 
files for different longitudes.  For this reason, the NLDAS grid was broken up into 4 
approximate “time zones”, centered on 75, 90, 105, and 120 degrees West longitude, to 
best match up with the local time overpasses of AMSR-E.  The 2:00AM local starting 
measurement time for each “time zone” (easternmost to westernmost) was thus 
prescribed to be 7Z, 8Z, 9Z, and 10Z, respectively, in UT time.  These time zones were 
then aggregated to form one complete, hourly, NLDAS grid, in which the UT time data 
were offset by 0-3 hours (relative to each other) depending on longitude, but the local 
time at the beginning of the time series was uniformly 2:00AM (with differences up to 
+/- 30 min within each time zone depending on longitude).  Thus, the NLDAS 
precipitation data grid used in this study was constructed to coincide with the average 
orbit and measurement times of the AMSR-E instrument, but some temporal deviations 
from this design surely occurred due to orbital and instrument swath geometries. 
 After the “time zone” modification, the hourly NLDAS data were converted to 
daily values by summing the precipitation values from each 24-hour period, starting at 
the 2:00AM cumulative measurement, for each grid cell.  Thus, each daily precipitation 
value spanned from 1:00AM on the given day to 1:00 AM on the following day, as close 
as possible to that of the daily soil moisture value.  Therefore, for each daily, 1/4° gridded 
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value of soil moisture, there was a corresponding daily, 1/4° gridded value of NLDAS 
precipitation referenced to the same time period.  
 
A.7.  Linear Interpolation During Winter Freezing 
 The final processing step for the soil moisture data (as mentioned in section 3) 
was to replace the climatological mean freezing period for each of the nine years of the 
study (explained in section A.4.1) with a simple linear interpolation from the start to the 
end of that annual period (described in section A.7.3).  This step was taken in order to 
eliminate some unrealistic behavior in the soil moisture products that we observed, 
primarily during wintertime, as described in section A.7.1.  Conveniently, this 
interpolation also obviated another issue specific to the VUA-NASA algorithm, as 
described in section A.7.2. 
 
A.7.1.  Increases in Soil Moisture Without Precipitation 
Some unrealistic behaviors were observed in all three AMSR-E soil moisture 
records, coinciding with the winter season, and presumably related to soil freeze-thaw.  
These behaviors included multiple-day increases in soil moisture values during periods 
when no precipitation occurred (e.g. Figure A.3, dates 1/1/08-1/6/08), and an increase in 
the frequency of days when soil moisture increased when no precipitation occurred (2- to 
3-fold increase from summer to winter periods for many pixels, e.g. Figure A.4).  The 
latter issue was most pronounced in the central United States in all three products, but 
interestingly was largely absent from the western U.S. 
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Figure A.3.  Example of an instance in the AMSR-E products (in this case, UMT, 
ascending pass) during winter where soil moisture (blue circles) increased for multiple 
days without any precipitation (black diamonds) – see dates 1/1/08-1/5/08.  For the same 
pixel, the daily-average soil skin temperature (red squares) increased (according to the 
VUA-NASA algorithm), indicating a possible relationship between the two.   
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Figure A.4.  Frequency of days where S increased with no P is shown as a function of the 
day of the year for the UMT product and the same pixel as Figure A.3.  The histogram 
shows the combined counts in the ascending and descending data.  A notable increase in 
these occurrences was observed during the winter months. 
 
Surely, some noise will be present in the satellite measurements that will cause 
the soil moisture values to fluctuate up an down to some degree, but there is no obvious 
reason why the frequency of these presumably random occurrences should vary with 
temperature or season.  In seasonal climates soil moisture can be higher in the winter than 
in the summer due to lower net radiation, but the soil moisture should not increase 
without the occurrence of precipitation, so Figure A.4 cannot be explained by seasonality 
alone.  We believe that these increases in S without precipitation, especially the multi-day 
increases such as in Figure A.3, are due to thawing of the surface of frozen soils during 
warm wintertime periods.  In these cases, liquid water was either produced from ice via 
melting of frozen soils and/or snow and introduced to the topsoil (i.e. the soil moisture 
physically increased due to introduction of water that was previously unaccounted for in 
the soil moisture estimate), or an over-sensitivity of the soil moisture algorithms to soil 
temperature (or frozen soils) exists (i.e. the observed soil moisture increases are 
artificial).  Either of these issues would confound our results by leading to high soil 
moisture unrelated to precipitation, thus muddling the E[P|S] curves and affecting the 
calculation of mutual information.  It is beyond the scope of this study to diagnose these 
issues, so instead we chose to remove the troublesome data from our analysis and analyze 
only periods that were unaffected by freezing. 
 
A.7.2. Areas Where VUA-NASA Reaches the Soil Moisture Upper Limit 
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 An additional issue that we observed during quality control of the raw AMSR-E 
soil moisture products is exclusive to the VUA-NASA algorithm.  For a number of 
pixels, mainly in the northeast U.S. but also in other localized areas, the seasonal cycle of 
the VUA-NASA product is so strong that it reaches and remains at the upper limit of 1 
m3 water per m3 of soil for much of the winter (the actual upper limit of the product is 
0.99 m3 m-3), as shown in Figure A.5. This is unrealistic, as the entire region where this 
occurs is not submerged in water, and this situation could only otherwise occur under a 
scenario of runoff from heavy rain, which surely does not happen daily.  Areas of snow 
cover, another explanation for very high soil moisture values, are masked out of the 
VUA-NASA product 
(http://www.falw.vu/~jeur/lprm/amsr_soil_moisture_description.html), although the 
mask is dependent on a calculation of surface soil temperature (de Jeu and Owe, 2003) so 
a deficiency in that calculation might result in an erroneously small snow mask.  
However, the lack of such issues in the other two AMSR-E products suggests that this is 
an algorithm effect rather than a reflection of actual snow or water cover. 
A search was executed on the Level 3 VUA-NASA data for each pixel to find the 
number of individual values (ascending plus descending) equal to the maximum value of 
0.99 m3 m-3, over the course of the 9-year time period (i.e. a maximum of 6,575 12-
hourly values).  The resulting map, with a log scale, is shown in Figure A.6.   
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Figure A.5.  Example of a pixel where the raw (Level 3) VUA-NASA product reached 
and remained at the maximum possible soil moisture for much of the winter. This 
behavior is not realistic.  
 
Figure A.6. Pixel-by-pixel map of the number of days in the 9-year period of this study 
where the raw (Level 3) VUA-NASA soil moisture was equal to the maximum possible 
value (0.99 m3 m-3), shown on a base 10 logarithmic scale.   
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The yellow-to-red regions in Figure A.6 represent pixels where more than 100 (and up to 
2,492) of the 6,575 12-hourly, alternating ascending and descending values were equal to 
the upper limit of 0.99 m3 m-3.  (The number 6,575 includes values that were missing due 
to orbital dynamics, snow, or other quality control reasons, so the actual number of soil 
moisture values is less, on the order of 4,000-5,000 for most pixels.)  These areas 
correspond somewhat to areas of high biomass in Figure 2.6a, so it is possible that the 
soil moisture signal in these areas was significantly attenuated by vegetation, and the 
radiation measured by AMSR-E was saturated by energy emitted from vegetation.  
However, if that is the case, it is unclear why this problem would occur primarily in the 
winter, when much of the vegetation in the northern U.S. is dormant. 
In many instances, the VUA-NASA product still yielded the maximum MI value 
for these affected pixels (see Figure 1.3), as the winter months were mostly removed 
from the analysis (section A.7.3).  However, if the entire year were considered, the MI 
values for the VUA-NASA product in these areas would likely fall and it would be 
selected by the MI choice model with much less frequency, or not at all (e.g. see Figures 
C.9 and C.11 in Supplementary Information).  A correction of this issue will surely result 
in improved accuracy of the VUA-NASA algorithm in these regions, and may be 
applicable to the entire study area. 
 
A.7.3.  Implementation of Linear Interpolation During the Freezing Season 
After all data processing and gap-filling, the previously discarded soil moisture 
data during the annual mean period of freezing air temperatures (see Appendix A.4.1), 
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during which frozen soils could potentially occur, were replaced with a linear 
interpolation.  In order to do this, for each pixel the mean was calculated for the three 
days before winter freezing, using data from all nine years (a total of 27 values), as well 
as a mean of the three days immediately after the winter freezing, calculated using data 
from all nine years.  Then, a linear interpolation was executed from first mean (before 
freezing) to the second mean (after freezing), covering the entire period of freezing air 
temperatures, for each year in the time series.  Thus, the winter linear interpolation for 
each pixel was the same for each year.  An example of the resulting post-interpolation 
soil moisture data (for the NASA product) is shown in Figure A.7.  
 
Figure A.7. Example of a post-processing soil moisture time series (from the NASA 
product), where the winter freezing months have been replaced by a linear interpolation.   
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ending at Ta − 2σ Ta = 0 °C), in many cases the annual cycle of soil moisture and air 
temperature were not synchronized, leading to an increase or decrease of soil moisture 
over the course of the winter freezing season (as can be seen in Figure A.7).  Thus, we 
believe that this naïve method is conservative enough to remove nearly all instances of 
freezing that led to odd soil moisture behavior, while also preserving stationarity, which 
is a prerequisite for the derivation of Equation 2. 
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APPENDIX B 
MUTUAL INFORMATION CHOICE MAP UNCERTAINTY 
 
 A choice model based on the maximum MI between measured precipitation and 
estimated soil moisture allowed us to determine the most accurate AMSR-E soil moisture 
product, of the three products tested, for the contiguous U.S. at ¼° resolution (Figure 
1.3).  However, it is important to assess uncertainty in the choice model, as it is based on 
relative values of MI.  If, for instance, the MI value of the chosen product (i.e. the 
maximum) for a given pixel is only slightly higher than the MI value for another product, 
then the choice may not be definitive.  In order to diagnose the uncertainty in the choice 
model we ran a bootstrap analysis on 51 pixels with a range of MI values (from the 
lowest to highest values in the choice map, at equal percentile intervals), using 100 
bootstrap samples.  The bootstrap was run for each of the three AMSR-E soil moisture 
products at each of the 51 pixels, and MI was calculated for each bootstrap sample with 
the Gaussian mixture model set to 20 replicates and 5 Gaussian distributions.  Histograms 
of the MI values from the bootstrap samples for each pixel and AMSR-E product showed 
roughly normal distributions.  The mean and variance of MI for these bootstrap samples 
for each of the 51 pixels (and 3 products, so 153 values total) was found to have a 
positive linear relationship with a R2 value of 0.82 (after removing three high outliers, 
which led to a fit with an R2 value of 0.74).  Assuming that the bootstrap mean MI values 
are equal to the MI values calculated from the full 9-year P and S time series (which we 
found to be true with an R2 value of 0.98 for the 51 bootstrapped pixels, excluding the 
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same high MI outliers), we used the bootstrap MI mean-variance relationship and the 
calculated MI values from the P and S time series to predict the MI variance for every 
pixel in the study domain for each of the three products.  We then ran a Monte Carlo 
analysis to find the probability that each product would result in the maximum MI value, 
given our calculated MI from the P and S time series and the variance from the bootstrap-
derived relationship.  For each pixel in the study domain, we sampled 10,000 MI values 
randomly from a normal distribution with the specified MI means and variances for each 
product.  Then, for each of the 10,000 samples, we found which of the three products 
resulted in the maximum MI.  The number of times that a given product produced the 
maximum MI, divided by 10,000, was taken to be the probability that the product would 
be selected by the choice model that produced Figure 1.3.   
Maps of these Monte Carlo choice probabilities for each of the three AMSR-E 
soil moisture products are shown in Figures B.1a-c.   
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Figure B.1  Maps of the probability that the a) VUA-NASA, b) UMT, and c) NASA soil 
moisture product would produce the highest MI value among the three products, based on 
a bootstrap and Monte Carlo analysis.  Red denotes high probability while blue represents 
low probability.  The areas of high probability in a-c match quite well with the choice 
pattern in Figure 1.3, indicating that the uncertainty in the maximum MI choice model is 
generally low. 
 
These plots indicate that the uncertainty in the choice model is often low (i.e. confidence 
in the choice is high, red areas) for the product that was selected by the choice model (i.e. 
comparing Figure 1.3 to Figures B.1a-c).  In fact, the product that was chosen by the 
maximum MI (Figure 1.3) has a Monte Carlo probability of 2/3 or higher (indicating that 
the product is at least twice as likely to result in the maximum MI than either of the other 
two products) in 80% of the pixels in the map.  The remaining 20% of the pixels, with 
greater uncertainty, are scattered randomly throughout most of the map, showing no 
noticeable pattern.  In summary, the bootstrap and Monte Carlo analyses indicate that the 
choice model based on maximum MI is robust and uncertainties are low over most of the 
map.   
 The temporal sampling requirement (i.e. length of time series) for the maximum 
MI method used in this study will vary according to the amount of error present in the 
given soil moisture sensor.  More accurate measurements will require a shorter time 
series in order to produce robust results, compared to less accurate data.  This is 
encouraging, as newer soil moisture sensors, such as SMOS (Kerr et al., 2010), employ 
L-band frequency and thus have a greater penetration depth and supposedly greater 
accuracy than the shorter wavelengths of AMSR-E, so the amount of data needed to run 
an analysis similar to this study will be less. However, it is difficult to determine how 
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long a time series for a given sensor will need to be in order to resolve relative 
differences in MI (i.e. the manner that Figure 1.3 was created), without running an 
uncertainty analysis similar to the one above. 
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APPENDIX(C(
SUPPLEMENTARY(DATA(FOR(MUTUAL(INFORMATION(STUDY(!
!
Figure(C.1!Example!of!the!results!from!the!gap3filling!multiple!linear!regression!described!in!Appendix!A.5!(dependent!on!both!soil!moisture,!S,!and!precipitation,!P),!in!order!to!illustrate!the!systematic!differences!in!the!ascending!and!descending!soil!moisture,!and!how!our!gap3filling!regression!algorithm!handled!them.!!The!data!shown!are!for!a!253day!period!of!the!VUA3NASA!product!for!a!pixel!in!the!central!U.S.!(located!at!37.375˚!N,!100.125˚!W).!!Raw!soil!moisture!is!shown!in!dark!blue!filled!circles!for!ascending!and!red!filled!circles!for!descending.!!These!red!and!dark!blue!points!are!the!data!that!the!gap3filling!regression!was!able!to!train!on,!along!with!precipitation!data.!!The!data!filled!in!during!gap3filling!is!shown!in!cyan!and!magenta!for!ascending!and!descending,!respectively.!!The!green!data!series!is!the!daily!average!using!both!descending!and!ascending!data,!as!described!in!Appendix!A.6,!which!is!used!in!the!calculation!of!mutual!information!(MI).!!Precipitation,!in!cm/day!and!scaled!down!by!a!factor!of!20,!is!shown!in!the!black!line!at!the!bottom!of!the!figure!(for!illustrative!purposes!only).!!As!is!evident!in!the!above!figure,!the!different!signatures!of!the!ascending!and!descending!data!are!preserved!during!gap3filling.!!The!inclusion!of!P!in!the!regression!allows!the!gap3filling!algorithm!to!replace!missing!soil!moisture!data!with!values!that!are!higher!than!neighboring!values!(e.g.!ascending!values!on!5/25/09!and!6/1036/11/09,!descending!values!on!5/2535/26/09!and!6/136/2/09),!rather!than!essentially!performing!an!interpolation,!which!would!be!the!case!if!P!was!excluded.!
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VUA3NASA!
!! UMT!
!! NASA!
!
Figures(C.2!(VUA3NASA),!C.3!(UMT),!and!C.4!(NASA).!!Maps!analogous!to!Figure!1.5,!except!that!unrealistic!E[P|S]!behavior!maps!are!calculated!for!each!of!the!three!soil!
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moisture!products!individually,!rather!than!from!the!choice!map!(Figure!1.3).!!If!readers!desired!to!use!E[P|S]!behavior!to!further!discriminate!between!products,!then!they!could!use!these!maps.! !
!
Figure(C.5!!Map!analogous!to!Figure!1.3!(i.e.!all!of!the!processing!steps!listed!in!Appendix!A!were!followed,!and!the!product!leading!to!the!maximum!MI!is!indicated),!except!that!the!soil!moisture!data!used!to!create!Figure!C.5!were!gap3filled!using!a!multiple!linear!regression!dependent!only)on)soil)moisture.!!The!patterns!in!Figure!C.5!are!quite!similar!to!those!in!the!choice!map!(Figure!1.3),!which!employed!a!gap3filling!regression!dependent!on!both!soil!moisture!and!precipitation.!!Differences!include!more!VUA3NASA!indicated!in!the!Eastern!U.S.,!slightly!more!UMT!indicated!in!the!Midwest!and!Northern!Great!Plains,!and!increased!frequency!of!NASA!scattered!in!localized!areas!throughout!the!map.!!In!total,!the!VUA3NASA!soil!moisture!product!(49%)!gained!a!slight!advantage!over!the!UMT!product!(45%)!compared!to!Figure!1.3!(50%!UMT!and!47%!VUA3NASA),!while!the!frequency!that!the!NASA!product!led!to!the!maximum!MI!doubled,!but!was!still!a!distant!third!(6%,!compared!to!3%!in!Figure!1.3).!!!
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!
Figure(C.6!!Map!of!unrealistic!behavior!in!the!E[P|S]!curves!for!the!soil!moisture!products!indicated!in!Figure!C.5.!!Compared!to!the!behavior!maps!from!the!text!(Figure!1.5),!more!unrealistic!behavior!is!seen!in!Figure!C.6!at!both!a)!low!S!(the!“dry!end”)!and!b)!high!S!(the!“wet!end”),!in!similar!areas!(i.e.!the!Northeast!and!desert!Southwest!at!the!“dry!end”!and!the!West!Coast!and!Appalachians!at!the!“wet!end”).!!Unrealistic!behavior!is!found!in!2.2%!and!6.8%!of!Figure!C.6!(compared!to!0.7%!and!1.9%!of!Figure!1.5),!for!the!“dry!end”!and!“wet!end”,!respectively.!! !We!do!not!favor!the!use!of!a!gap3filling!multiple!linear!regression!dependent!only!on!soil!moisture,!as!our!tests!have!found!that!it!is!little!different!from!a!linear!interpolation.!!This!is!a!direct!result!of!the!lack!of!precipitation!information!in!the!regression.!!However,!MI!values!calculated!from!data!gap3filled!using!this!method!will!not!be!inflated!due!to!inclusion!of!precipitation!in!the!gap3filling!regression.!!Instead,!our!tests!on!synthetic!soil!moisture!data!(with!complete!temporal!coverage)!indicate!that!as!more!gaps!are!imposed!on!the!raw!synthetic!data!and!then!filled!with!the!regression!dependent!only!on!S,!MI!calculated!from!the!gap3filled!data!will!decrease!relative!to!the!MI!that!would!be!calculated!from!the!raw!data.!!However,!as!more!normally!distributed!random!error!is!added!into!the!raw!synthetic!S!time!series!(before!imposing!gaps!and!gap3filling),!the!MI!value!
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calculated!from!the!gap3filled!time!series!will!approach!the!value!calculated!from!the!raw!data.!!In!other!words,!the!more!error!present!in!the!soil!moisture!data,!the!more!closely!the!MI!estimate!calculated!from!data!gap3filled!with!a!regression!dependent!only!on!S!will!approximate!the!MI!value!if!the!raw!S!data!had!complete!temporal!coverage.!!
!
Figure(C.7!!Map!analogous!to!Figure!1.3!(i.e.!all!of!the!processing!steps!listed!in!Appendix!A!were!followed,!and!the!product!leading!to!the!maximum!MI!is!indicated),!except!that!only!soil!moisture!data!from!the!descending!pass!of!the!satellite!were!used.!!Because!the!descending!data!bound!the!243hour!interval!from!the!daily!average!in!the!text!(see!Appendix!A.6),!we!were!able!to!simply!average!the!two!descending!measurements!(post3filtering!and!gap3filling)!at!the!beginning!and!end!of!each!day!to!obtain!a!daily!descending!soil!moisture!value,!which!was!then!used!to!calculate!MI.!!The!daily!average!is!then:!! Si = 0.5 SD, i + 0.5 SD, i+1 .! (C31)!In!the!above!equation,!SD,i!is!the!descending!pass!on!the!given!day,!SD,i+1)is!the!descending!pass!on!the!following!day,!and!Si!is!the!daily!soil!moisture!value!calculated!from!the!descending!values.!!The!white!areas!in!Figure!C.7!in!the!central!Appalachians!and!the!Northwest!are!areas!where!so!little!data!was!present!in!the!NASA!algorithm!that!MI!values!could!not!be!calculated!(i.e.!the!areas!in!Figure!A.2).!!
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We!filled!these!areas!in!Figure!1.3,!and!Figure!C.5,!by!discarding!the!NASA!data!for!those!areas,!but!we!have!not!done!so!for!this!map.!!
!
Figure(C.8!!Map!of!unrealistic!behavior!in!the!E[P|S]!curves!for!the!soil!moisture!products!indicated!in!Figure!C.7.!!
!!
Figure(C.9!!Map!analogous!to!Figure!1.3!but!the!soil!moisture!data!leading!to!this!result!underwent!minimal!data!filtering!steps.!!The!raw!soil!moisture!data!were!subjected!to!the!uniform!data!requirement!(Appendix!A.4.3),!but!the!data!were!not!filtered!for!precipitation!during!the!satellite!measurement!(Appendix!A.4.2),!nor!
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were!data!removed!from!the!climatological!winter!freezing!period!(Appendix!A.4.1).!!Thus,!after!filtering!these!data!are!as!close!to!the!raw,!Level!3!product!as!possible.!!Then,!the!soil!moisture!data!were!gap3filled!using!the!regression!from!the!text!(Appendix!A.5;!dependent!on!soil!moisture!and!precipitation,!but!for!the!entire!year!instead!of!only!“non3winter”)!and!averaged!to!a!daily!timestep!(Appendix!A.6).!!The!data!were!not!interpolated!during!the!climatological!winter!freezing!period!Appendix!A.7.3).!!Thus,!these!results!are!derived!from!essentially!a!gap3filled!version!of!the!raw!soil!moisture!data.!!! Many!of!the!broad!patterns!in!Figure!C.9!are!similar!to!those!in!Figure!1.3.!Major!differences!include!the!Northeast!Appalachian!region!and!Minnesota3Michigan.!!The!difference!in!the!Appalachians!can!be!explained!by!the!inclusion!of!wintertime!soil!moisture!measurements!for!this!map,!as!opposed!to!a!linear!interpolation!during!wintertime!in!the!analysis!that!led!to!Figure!1.3.!!As!we!noted!in!Appendix!A.7.2,!the!VUA3NASA!soil!moisture!product!reaches!an!upper!soil!moisture!limit!during!much!of!the!winter!in!the!Northeast!(see!Figure!A.6),!so!the!inclusion!of!winter3time!soil!moisture!data!will!lead!to!a!much!poorer!MI!for!the!VUA3NASA!product!compared!to!the!other!two!products,!which!have!no!such!issue.!!This!explains!why!the!VUA3NASA!product!was!chosen!most!often!in!the!Northeast!in!Figure!1.3,!while!it!was!hardly!indicated!at!all!in!Figure!C.9.!!The!regions!of!model!choice!also!appear!slightly!more!coherent!(less!noisy)!in!this!map!compared!to!the!map!in!the!manuscript,!which!involved!more!filtering.!!
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!
Figure(C.10!!Map!of!unrealistic!behavior!in!the!E[P|S]!curves!for!the!soil!moisture!products!indicated!in!Figure!C.9.!! !
!
Figure(C.11!!Map!created!using!the!exact!same!steps!as!Figure!C.9,!except!that!it!was!gap3filled!with!a!regression!dependent!only!on!soil!moisture!(rather!than!both!soil!moisture!and!precipitation).!!Thus,!these!results!are!derived!from!essentially!a!S3only!regression!gap3filled!version!of!the!raw!soil!moisture!data.!!Unsurprisingly,!the!patterns!in!this!map!are!very!similar!to!those!in!Figure!C.9,!except!that!the!NASA!product!is!indicated!a!bit!more!in!some!areas.!!
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!
Figure(C.12!!Map!of!unrealistic!behavior!in!the!E[P|S]!curves!for!the!soil!moisture!products!indicated!in!Figure!C.11.!! !!
!
Figure(C.13!!Map!created!using!soil!moisture!data!that!was!not!gap3filled!and!underwent!only!minimal!filtering.!!The!only!filtering!step!applied!to!the!raw!(Level!3)!soil!moisture!data!for!each!of!the!three!data!products!was!the!temporal!uniformity!condition!(Appendix!A.4.3),!and!then!the!data!were!averaged!to!a!daily!timestep!(Appendix!A.6),!after!which!MI!was!calculated.!!Thus,!these!data!are!as!close!to!“raw”!as!possible,!given!our!scheme.!!Much!of!the!data!were!lost!due!to!our!averaging!method!(three!consecutive!data!points!were!needed),!so!that!the!minimum!data!requirement!imposed!in!our!code!(10%!of!the!daily!data!must!be!present!in!order!to!calculate!MI)!was!not!reached!for!some!areas!of!the!southern!U.S.!!
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Subsequently,!our!confidence!in!the!results!shown!in!Figure!C.13!is!low,!which!is!why!we!found!it!necessary!to!gap3fill!the!soil!moisture!data!in!the!first!place.!!However,!we!think!it!might!interest!some!readers!to!see!these!results.!!
!
Figure(C.14!!Map!of!unrealistic!behavior!in!the!E[P|S]!curves!for!the!soil!moisture!products!indicated!in!Figure!C.13.!! !
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APPENDIX D 
MUTUAL INFORMATION COMPARISON BETWEEN AMSR-E AND SMOS 
 
 Since the operational era of the AMSR-E satellite instrument (2002-2011), other 
satellites have been launched to measure soil moisture.  Two of these newer satellites, 
SMOS (Kerr et al., 2010) and SMAP (Entekhabi et al., 2010), measure radiation at lower 
microwave frequencies than AMSR-E (L-band, 1.2-1.4 GHz, versus C-band, 6.9 GHz, 
and X-band, 10.7 GHz), supposedly enabling less signal attenuation by vegetation and 
deeper penetration into the soil surface (5-10 cm versus ~1 cm).  Although L-band is a 
protected portion of the electromagnetic spectrum, some radio frequency interference 
(RFI) has been identified in SMOS measurements in some regions, especially Europe, 
Asia, and the Middle East (Oliva et al., 2012).  These unsanctioned emission sources 
have been greatly curtailed in some areas, but it is reasonable to ask whether soil 
moisture data generated from L-band sensor measurements are in fact more accurate than 
those from the C- and X-band measurements of AMSR-E.  
 While SMAP was launched only recently (January 2015), SMOS began collecting 
measurements on January 14, 2010 and is still presently operating.  This provides 5+ 
years of data, which is sufficient to examine the mutual information (MI) between SMOS 
soil moisture and NLDAS precipitation.   Mutual information compares the distributions 
of two variables and thus does not depend heavily on sample size (although greater 
sample size is generally better when using discrete data), so the MI calculated using 
AMSR-E soil moisture can be compared to that of SMOS soil moisture in order to gain 
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an approximate sense of which instrument measures soil moisture with greater accuracy.  
In this analysis, 5 years of SMOS data were used, from January 14, 2010 to January 13, 
2015, while 9 years of AMSR-E data were used, from June 19, 2002 to June 18, 2011. 
 The revisit time for SMOS over the contiguous United States is 2-3 days.  
Unfortunately, these orbital dynamics lead to too many missing measurements to 
construct a daily soil moisture time series using the multiple regression gap-filling 
technique from Chapter 1 (see Appendix A.5).  This means that it is not possible to 
construct a daily time series of SMOS data analogous to that of AMSR-E (from Chapter 
1), so the E[P|S] behavior of SMOS data cannot be evaluated at that timescale.  However, 
soil moisture is an integrated record of past precipitation, so an accurate record of soil 
moisture should show some mutual information with past precipitation.  Thus, in this 
analysis, mutual information was calculated between soil moisture and the accumulation 
of NLDAS precipitation in the previous 24 hours, for both SMOS and AMSR-E.  Both 
ascending (~1:30pm for AMSR-E, ~6:00am for SMOS) and descending (~1:30am for 
AMSR-E, ~6:00pm for SMOS) soil moisture data were included in the analysis.  The 
winter freezing period (see Appendix A.4.1) was removed from the data for both satellite 
instruments, and soil moisture data measured during precipitation (Appendix A.4.2) was 
removed for AMSR-E only.  This difference in filtering was not found to significantly 
affect the analysis.  Two SMOS soil moisture products were analyzed:  Centre Aval de 
Traitement des Données SMOS (CATDS) (Level 3, 1-day global maps; Jacquette et al., 
2010) and Barcelona Expert Centre (BEC) (Level 3, 1-day global maps; Font et al., 
2012), and the maximum MI value between the two products was found for each pixel.  
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Similarly, the maximum MI between the three AMSR-E soil moisture products from 
Chapter 1 (VUA-NASA, UMT, and NASA) was found.  A map of the ratio of maximum 
MI using SMOS soil moisture divided by maximum MI using AMSR-E soil moisture is 
shown in Figure D.1.  A choice map for all five soil moisture products (two SMOS and 
three AMSR-E) is shown in Figure D.2. 
 
Figure D.1  Map of the maximum mutual information for SMOS soil moisture divided 
by the maximum mutual information for AMSR-E soil moisture, using the previous 24 
hours of precipitation.  The maximum MI between the two different SMOS soil moisture 
products (CATDS and BEC) was found for each pixel (compared to NLDAS 
precipitation), providing a map of maximum MI for SMOS.  Similarly, the maximum MI 
between the three different AMSR-E soil moisture products (VUA-NASA, UMT, and 
NASA) was found for each pixel, providing a map of maximum MI for AMSR-E.  The 
former map was divided by the latter map to create Figure D.1. 
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Figure D.2  Map of the soil moisture product that yielded the maximum mutual 
information between soil moisture and the previous 24 hours of NLDAS precipitation.  
This choice map is analogous to Figure 1.3, except that SMOS soil moisture products are 
included and instantaneous soil moisture is compared to past precipitation (as opposed to 
concurrent daily soil moisture and precipitation).   
 
 Interestingly, SMOS does not outperform AMSR-E over the entire study area.  
SMOS soil moisture results in the maximum MI (with NLDAS precipitation) in the arid 
southwest and the vegetated east, but not in the Great Plains.  In the east, the SMOS 
instrument is likely able to better detect the soil moisture signal than AMSR-E, due to its 
lower measurement frequency.  However, it is not immediately clear why SMOS would 
outperform AMSR-E in the comparatively minimally vegetated southwest, but not in the 
Great Plains (which has low to moderate vegetation).  It is possible that the top ~1cm of 
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soil in the Southwest desiccates quickly due to high evaporative demand, and that deeper 
soil moisture better reflects past precipitation. 
The AMSR-E UMT soil moisture product possibly results in high MI value 
because it is very “flashy”.  In most areas, it tends to have high peaks after precipitation 
and dries down quickly.  In other words, it has the least “memory” of all of the products 
and “looks” the most like precipitation, resulting in high mutual information values with 
recent rainfall.  For this reason, it is fair to ask whether the results in Figures D.1 and D.2 
change if a longer time period of past precipitation is considered (i.e. one week rather 
than one day).  The results are shown in Figures D.3 and D.4.  Alternately, the UMT 
product may be preferred because it is the only AMSR-E soil moisture product (from 
Chapter 1) that incorporates C-band measurements, and thus may contain extra 
information compared to the other products, possibly from deeper soil than X-band.   
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Figure D.3  Map of the maximum mutual information for SMOS soil moisture divided 
by the maximum mutual information for AMSR-E soil moisture, using the previous one 
week (168 hours) of precipitation.  This map is analogous to Figure D.1, just using 
precipitation summed over a longer period into the past. 
 
 
Figure D.4  Map of the soil moisture product that yielded the maximum mutual 
information between soil moisture and the previous one week (168 hours) of NLDAS 
precipitation.  This map is analogous to Figure D.2, just using precipitation summed over 
a longer period into the past. 
 
 When the mutual information is found between soil moisture and the past week of 
precipitation, SMOS performs better than AMSR-E in most areas.  The BEC SMOS soil 
moisture product results in the highest MI over much of the study area (Figure D.4).  The 
same areas of high relative MI in Figure D.1 (e.g. Southwest, Midwest, southern Texas) 
are enhanced in Figure D.3.  At the same time, the SMOS MI in other areas, such as the 
Great Plains, slightly outperforms that of AMSR-E.  The greatest variability in sensor and 
algorithm performance is in highly vegetated and mountainous areas.   
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The better performance of SMOS at this longer timescale may be related to its 
greater penetration depth than that of AMSR-E.  The top 5 cm of soil likely contains 
more information about past precipitation than the top 1 cm, as soil moisture fluctuations 
are damped and lagged compared to the surface (Wu et al., 2002; Hollinger & Isard, 
1993), which may indicate that SMOS can observe soil depths that contain more memory 
of past conditions than AMSR-E.  
Finally, the difference in mutual information between AMSR-E and SMOS was 
examined using a 7-day moving average.  For each day in the study period, the average of 
all precipitation data from the current day +/- three days was found, as well as an 
analogous average for soil moisture.  This resulted in contemporaneous values of 
precipitation and soil moisture that smoothed over any missing data due to satellite 
orbital dynamics or quality control filtering, so that the condition of statistical stationarity 
(Equation 1-2) was met and E[P|S] behavior could be examined.  The ratio of SMOS MI 
to AMSR-E MI for 7-day smoothed data is shown in Figure D.5, while a choice map for 
all five soil moisture products is shown in Figure D.6. 
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Figure D.5  Map of the maximum mutual information for SMOS soil moisture divided 
by the maximum mutual information for AMSR-E soil moisture, using a 7-day (i.e. 
current day +/- 3 days) moving average of both precipitation and soil moisture. 
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Figure D.6  Map of the soil moisture product that yielded the maximum mutual 
information between soil moisture and precipitation, where a 7-day moving average is 
applied to both variables.  
 
The same areas of high SMOS/AMSR-E MI ratio appear in Figure D.5 as in 
Figures D.1 and D.3.  The MI ratio values are of similar magnitude less extreme than in 
Figure D.3, but higher than in Figure D.1.  This is reflected in Figure D.6, which 
indicates that SMOS is preferred over most of the study area (except the central plains 
and west coast, primarily), and is fairly similar to Figure D.4.  This further emphasizes 
that SMOS contains more useful soil moisture information than AMSR-E at relatively 
longer timescales (i.e. one week, as opposed to one day). 
Because the 7-day moving average soil moisture and precipitation are 
contemporaneous, the E[P|S] behavior of each dataset can be compared.  This is shown in 
Figure D.7, where a separate curve is shown for each of AMSR-E and SMOS.  For each 
curve, the map-wide average of all of the E[P|S] curves from the maximum MI product at 
each pixel was taken in a manner analogous to Figure 1.4 (i.e. for each pixel, the data 
from the maximum MI soil moisture product was converted to its cumulative distribution 
function index (Saleem and Salvucci, 2002) and precipitation was normalized by its mean 
magnitude, then an average over all pixels was calculated).  
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Figure D.7  Map-wide average of all mean-normalized precipitation (P) conditionally 
averaged according to soil moisture (S) (i.e. E[P|S]) curves for the maximum MI product 
at each given pixel for AMSR-E (blue) and SMOS (red), respectively.  The soil moisture 
for the product chosen by the maximum MI for each of the pixels in the study domain 
was transformed to a cumulative distribution function (CDF) index before averaging 
(here multiplied by 100 to yield soil moisture percentiles). The shaded regions denote one 
standard deviation of E[P|S].  This figure is analogous to Figure 1.4, except that the soil 
moisture and precipitation were both smoothed with a 7-day moving average, and SMOS 
is shown in addition to AMSR-E.  The shape of these average E[P|S] curves is more linear 
(i.e. less sigmoidal) at low and intermediate soil moisture than the daily E[P|S] curve in 
Figure 1.4, and is less steep at high soil moisture. 
 
The E[P|S] curves for AMSR-E and SMOS using 7-day moving average soil 
moisture and precipitation are quite similar, but the SMOS curve is slightly steeper than 
the AMSR-E curve.  This is consistent with the fact that SMOS leads to higher MI values 
than AMSR-E over most of the study area (Figures D.5, D.6).  However, both curves are 
less sigmoidal (i.e. more linear) at low-to-intermediate soil moisture values than Figure 
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1.4, which was calculated at the daily scale from AMSR-E only.  Additionally, the curves 
in Figure D.7 are less steep at high soil moisture than the curve in Figure 1.4, and indicate 
more uncertainty in concavity.  This difference highlights that the expected E[P|S] 
behavior observed at plot and remote sensing scales using daily data may be partially 
averaged out at longer timescales.   
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APPENDIX E 
ADDITIONAL ANALYSES TO SUPPORT SOIL MOISTURE-PRECIPITATION 
FEEDBACK RESULTS 
 
E.1  Soil Moisture-Precipitation Feedback in Afternoon Precipitation 
In Chapter 2, the probit regression model attempts to account for persistence in 
rainfall that is forced by the atmosphere at large (synoptic) scales.  This is achieved by 
including lagged precipitation in the regression, so that any autocorrelation associated 
with multi-day precipitation events does not lead to a false positive correlation with soil 
moisture.  However, some readers may believe that it is worthwhile to examine only 
precipitation events that are likely to be convective (and influenced by surface 
conditions).   
It is challenging to split rain events into different categories.  However, the 
diurnal cycle of observed precipitation can be used to identify precipitation that is likely 
to be convective.  We determined that precipitation was likely to be convective if on a 
given day: 1) there was no precipitation from 06:00-12:00 (below the 1 mm cutoff value 
from Chapter 2, prorated to 6 hours), precipitation occurred between 12:00-21:00 (above 
1 mm, prorated to 9 hours), and there was no precipitation from 21:00-00:00 (1 mm 
cutoff, prorated to 3 hours).  This peak in (supposedly) convective rain has been observed 
for areas of the U.S. (Dai et al, 2007; Dai et al., 1999).  Some precipitation that meets 
these criteria may be synoptic (i.e. not convective), and some convective events likely 
occur before 12:00 or after 21:00, but these criteria provide a subset of the data that are 
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likely to be dominantly convective.  The fraction of all rain that was convective ranged 
from nearly zero up to 60%, while convective rain occurred on 0% to approximately 20% 
of all days, depending on location. 
Days with convective precipitation were separately identified for each pixel, and 
soil moisture-precipitation impact was calculated using the restricted model terms found 
by the minimum AIC for all rain.  This is justified because any restricted model for 
convective precipitation, as selected by AIC (Akaike, 1974), would likely be of equal or 
smaller size (i.e. fewer independent variables) compared to the restricted model for all 
precipitation.  In this case, the afternoon precipitation is assumed to be convective and 
precipitation persistence is less of an issue, so all days are included in the regression, as 
opposed to only days without precipitation on the previous day.  The results are shown 
below in Figure E.1, while the number of convective rain events used in each calculation 
is shown in Figure E.2.   
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Figure E.1  Map of soil moisture-precipitation impact for afternoon precipitation.  The 
results are shown in an analogous manner to Figure 2.4 of the manuscript, except that S-P 
impact is calculated using only “convective (i.e. afternoon) precipitation and all days are 
included in the soil moisture-precipitation impact calculation (as opposed to only days 
where precipitation did not occur on the previous day).  Statistical significance is set at a 
level of α=0.1, for illustrative purposes. 
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Figure E.2  Map of the number of days with afternoon (“convective”) precipitation used 
to calculate each of the four panels in Figure E.1.  
 
The "convective" soil moisture-precipitation impact is about the same as in Figure 
2.4 for below-median seasonal soil moisture anomaly, but is slightly more muted.  
However, when the analysis is restricted to only days where it did not precipitate on the 
previous day, the impact amplitude increases and the results become very similar (not 
shown).  Even in afternoon “convective” precipitation, there is a strong east-negative, 
west-positive feedback pattern, which lends confidence to the pattern in Fig. 2.4. 
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E.2  Soil Moisture-Precipitation Feedback at Larger Scales 
The soil moisture-precipitation feedback at larger scales was investigated by 
averaging the precipitation and soil moisture data and then re-running the model (i.e. re-
estimating the restricted model using all possible regressions (APR) and then 
recalculating the S-P impact).  Figure E.3 shows the soil moisture-precipitation impact 
for VUA-NASA at approximately 1- and 2-degree latitude-longitude spatial scales.  The 
sign and strength of the feedback appears to be consistent with successively larger scale, 
indicating that the observed feedback in Figure 2.4 is unlikely to be a result of 
propagation of convective systems or fluxes from other regions (e.g. via wind).  
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Figure E.3  Map of the soil moisture-precipitation impact when the data are averaged to 
larger grid resolution.  The results are shown in an analogous manner to Figure 2.4 of the 
manuscript, for VUA-NASA at approximately 1 degree (top row) and 2 degree (bottom 
row) latitude-longitude scale.  
 
E.3  Choice of the 1 mm Threshold for NLDAS Precipitation Occurrence 
The threshold (i.e. the precipitation magnitude) used to determine precipitation 
occurrence in the analysis in Chapter 2 was set to 1 mm, in order to account for minor 
measurement or interpolation errors in the gridded NLDAS precipitation dataset.  For 10 
different pixels with varying feedback sign and strength, this threshold was tested with 
values varying from 0 to 1 cm.  It was found that the estimated soil moisture-precipitation 
impact reached an approximate asymptote at a value of 1 mm for pixels in the eastern 
U.S. (negative feedback), as shown in the below Figure E.4.  The behavior was more 
varied for the pixels in the western U.S. (positive feedback), possibly due to the lower 
frequency of precipitation in these areas, but the S-P impact at 1 mm lies in the middle of 
the observed range of obtained values.  Additionally, this limit yields overall occurrence 
frequencies similar to those found in station data (e.g. Gianotti et al., 2013).  Thus, 1 mm 
seems to be an acceptable threshold for precipitation occurrence in the NLDAS dataset, 
in order to account for potential measurement errors, or interpolation errors during 
gridding of the gauge data (Mitchell et al., 2004).   
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Figure E.4  Plots of soil moisture-precipitation impact for 10 pixels and for a varying 
threshold (i.e. precipitation magnitude) to determine the occurrence of precipitation.  
Each line (denoted by different colors) represents a different pixel at which the threshold 
for determining the occurrence of precipitation (x-axis) was varied.   The left panel shows 
below-median S-P impact, and the right panel shows above-median S-P impact.  For each 
pixel and precipitation threshold, the restricted model was determined anew and S-P 
impact (y-axis) was calculated. Closed circles indicate that lagged soil moisture was 
significant in the probit regression at a level of 0.05.   
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APPENDIX F 
SOIL MOISTURE-PRECIPITATION FEEDBACK IN GENERAL 
CIRCULATION MODELS 
 
 Faithful representation of land-atmosphere feedbacks in models is important for 
accurate weather forecasting and climate projections.  For this reason, the soil moisture-
precipitation feedback from output of four general circulation models (or global climate 
models; GCMs) was examined, and compared to the feedbacks inferred from 
observations in Chapter 2.  For this analysis, data were obtained from the Coupled Model 
Intercomparison Project, version 5 (CMIP5) via the Earth System Grid Federation 
holdings (freely available at http://pcmdi9.llnl.gov).  Only data from the “historical” 
(experiment 3.2) and “historicalExt” (experiment 7.4) runs of the GCMs (i.e. simulation 
of the recent past with all climate forcings included and changing conditions consistent 
with observations, 1800-2005 and 2006-2012, respectively) were analyzed.  These 
simulations represent the best attempt of the models to reproduce observed past 
conditions.  The “historicalExt” experiment was simply a continuation of the “historical” 
experiment through 2012, which allowed us to concatenate the two experiments into a 
single record that covered the entire operational period of AMSR-E (2002-2011). The 
GCM names and general information are shown in Table F.1 below. 
 Only output from one realization of each model was tested.  The soil moisture 
data used in this analysis were “Moisture in the Upper Portion of the Soil Column” (i.e. 
the mass of water in all phases in the uppermost 10 cm of soil; variable name: mrsos), 
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while the precipitation data were “Precipitation” (i.e. liquid and solid flux of water at the 
land surface from all types of clouds; variable name: pr).  Each of the variables were 
available at a timestep of 3 hours, so the soil moisture used in this analysis were 
instantaneous values from midnight only, and the precipitation data were summed from 
3:00am to 3:00am on the following day (24 hours), in order to best match with the 
analysis in Chapter 2.  The data period was restricted to match exactly with the 9-year 
analysis from Chapter 2 (i.e. June 19, 2002-June 18, 2011).  Data outside the U.S. (i.e. in 
southern Canada and northern Mexico) were included in the analysis, as no issues 
(similar to those in the NLDAS precipitation) were observed in the data. 
 
Table F.1  General Circulation Model (GCM) Information 
Model Name Modeling Center Reference 
Latitudinal 
Resolution 
(degrees) 
Longitudinal 
Resolution 
(degrees) 
GISS-ES2-H1 NASA Goddard Institute for Space Studies (NASA GISS) 
Miller et al., 
2014; Schmidt et 
al., 2014 
2 2.5 
GISS-ES2-R1 NASA Goddard Institute for Space Studies (NASA GISS) 
Miller et al., 
2014; Schmidt et 
al., 2014 
2 2.5 
MRI-CGCM3 Meteorological Research Institute (MRI; Japan) 
Bentsen et al., 
2012 1.1215 1.125 
NorESM1-M Norwegian Climate Centre (NCC) 
Yukimoto et al., 
2012 1.8947 2.5 
1 The two NASA GISS models use the same atmospheric code, but different ocean 
models.  
 
Many GCMs suffer from a “drizzle” problem, i.e. it rains too often and at low 
magnitudes (e.g. Sun et al., 2005).  In fact, the precipitation frequency in the four GCMs 
in this analysis is between 88-100% for all grid cells within the NLDAS boundaries (25-
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53˚ N, 67-125˚ W), even in the desert southwest of the United States and northern 
Mexico.  These values are unrealistic, even for the large pixel areas considered here 
(approximately 1-2.5 degrees latitude/longitude, depending on the model).  For this 
reason, the threshold to determine the occurrence of precipitation was set to 2 mm for all 
GCM analyses, as this was found to best match the mean precipitation frequency in 
station data (Gianotti et al., 2013) as well as the NLDAS precipitation frequency with a 
threshold of 1 mm.   
The results of the analysis are shown in Figure F.1.  All four models indicate a 
positive soil moisture-precipitation feedback in the western United States, quite similar to 
the results from observations (Figure 2.4).  The NorESM1-M model shows some negative 
feedback in the eastern U.S., similar to Figure 2.4.  In contrast, the GISS-ES2 models 
demonstrate mostly positive feedback, with hints of negative feedback in the central and 
north-central U.S.  MRI-CGCM3 indicates a fair amount of negative feedback, but it is 
located both in the eastern Midwest and in the northern Great Plains.  The magnitude of 
the feedback is lower than that of the observations, but this may be related to the greater 
depth of the soil layer (10 cm) in the models compared to the AMSR-E penetration depth 
(~1 cm).  There is a wide behavior among the four models, but the model behavior does 
suggest generally negative soil moisture-precipitation feedback in the northern Great 
Plains, which is opposite of the positive feedback found by Koster et al. (2004).  In 
general, the feedback pattern in the GCM results seem to agree fairly well the pattern 
found in observations and in observation-driven land surface models (Figure 2.6). 
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Figure F.1  Maps showing soil moisture-precipitation impact for output from four 
different general circulation models (GCMs).  The different rows show GISS-ES2-H (A, 
B), GISS-ES2-R (C, D), MRI-CGCM3 (E, F), and NorESM1-M (G, H).  The left and 
right columns are analogous to Figure 2.4 (impact for below- and above-median soil 
moisture, respectively).  A higher significance threshold (α=0.2) is used than in Figure 
2.4 (α=0.05), simply for illustration purposes. The positive feedback pattern in the west is 
obvious in all four models, while negative feedback is observed in the east in NorESM1-
M and somewhat in MRI-CGCM3, but not in the GISS-ES2 models.  The impact strength 
is weaker than in Figure 2.4, which may be due to the larger soil moisture depth of the 
GCMs (0-10 cm, versus ~ 1 cm for AMSR-E).   
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