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Abstract
We propose novel algebraic proof techniques for rewrite systems. Church–Rosser theorems and
further fundamental statements that do not mention termination are proved in Kleene algebra. Cer-
tain reduction and transformation theorems for termination that depend on abstract commutation,
cooperation or simulation properties are proved in an extension with infinite iteration. Benefits of
the algebraic approach are simple concise calculational proofs by equational reasoning, connection
with automata-based decision procedures and a natural formal semantics for rewriting diagrams. It
is therefore especially suited for mechanization and automation.
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Keywords: Semirings; Kleene algebra; ω-Algebra; Rewriting; Abstract reduction; λ-Calculus;
Church–Rosser theorems; Termination analysis; Formal mathematics
1. Introduction
Specifications and proofs for abstract reduction systems are traditionally diagrammatic.
Diagram chase is very intuitive, but only semi-formal and therefore error-prone. Even its
relational reconstruction, as presented in many textbooks (cf. [38]), usually remains semi-
formal and the set-theoretic verification of minor facts, in case of doubt, can be unpleasant.
Relation algebra, of course, does provide a formalization. But its complex conceptual
machinery, which is rather difficult to manipulate, seems to restrain its popularity in the
rewriting community. In fact, many statements of abstract reduction depend solely on the
regular operations of union, composition and iteration. So why not try variants of Kleene
algebra—the algebra of regular events—as tools for formalizing abstract reduction? Kleene
algebra would build a bridge between rewriting and regular languages with their associated
automata-based decision procedures. As in other applications, it would introduce simple
calculational proofs and be very suitable for mechanization and automation.
E-mail address: struth@informatik.unibw-muenchen.de
1567-8326/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jlap.2005.04.001
240 G. Struth / Journal of Logic and Algebraic Programming 66 (2006) 239–270
Main contributions. First, we calculate proofs of generalized Church–Rosser theorems
in Kleene algebras, which are idempotent semirings with an operation for finite iteration.
This generalization covers rewriting with transitive relations, quasi-orderings and equa-
tions. We also calculate the abstract diagrammatic parts of two standard proofs of the
Church–Rosser theorem in the λ-calculus and, in this context, prove the commutation
lemma and commutative union lemma of Hindley and Rosen.
Second, we use ω-algebra, an extension of Kleene algebra by an operation for infinite
iteration, for proving rewriting theorems that involve termination. Termination is expressed
simply as absence of infinite iteration. We can prove, for instance, an additivity theorem for
termination (a reduction theorem) [1] and (generalizations of) transformation theorems [1,
21] that depend on commutation, cooperation and simulation properties. We are not able to
prove some further fundamental statements: roughly, our algebras model the (ω-)regular,
but not the context-free part of abstract rewriting. They support recursion and induction
only at the end(s) of a sequence, but not in its interior.
Third, Kleene algebra and ω-algebra provide a natural algebraic semantics for many
rewrite diagrams. Our proofs usually reconstruct the standard diagram chase, filling in the
details that are often left implicit otherwise. Usually these details correspond to identities
between regular expressions that can be decided by automata. Conversely, many algebraic
proofs have meaningful diagrammatic counterparts. In this sense, the informal rigor of
diagrams and the formal rigor of calculus is nicely integrated by our approach. In contrast
to previous formalizations that typically build up a library of ad hoc structural lemmas
about diagrams in a bottom-up way, using set-theory, induction and essentially higher-order
logic, the algebraic approach is top-down, whence far more abstract and concise.
Fourth, external inductive arguments considering the length of a rewrite sequence or
the number of peaks are replaced by simple internal fixed point calculations that are easy
to mechanize and automate. This claim is supported by an implementation with the Isa-
belle proof-checker [36]. The only exceptions that appear in this paper are a few simple
inductions on the number of generators in a Kleene algebra, which cannot be avoided.
Overview. Section 2 introduces Kleene algebra and ω-algebra; Section 3 recalls some
of their basic properties. Section 4 connects these algebras with abstract reduction and
the associated diagrammatic proofs. Section 5 introduces the Church–Rosser theorem and
discusses its abstraction to Kleene algebra. Sections 6 and 7 present algebraic proofs of
Church–Rosser theorems for quasi-orderings and transitive relations, which are specialized
to the usual statements of equational rewriting in Section 8. Sections 9 and 10 apply Kleene
algebra to prove the abstract parts of two standard proofs of the Church–Rosser theorem of
the λ-calculus. Section 11 compares two notions of commutation from abstract reduction
in presence of termination assumptions, using ω-algebra in order to prove reduction and
transformation theorems for termination in Sections 12 and 13. Section 14 discusses the
merits and limitations of the approach. Section 15 contains a conclusion and an outlook.
2. Iterator algebras
We study iterator algebras which axiomatize the regular operations of sequential com-
position, non-deterministic choice and (finite and infinite) iteration. The regular operations
are also the essential concepts for specifying and proving theorems of abstract reduction.
The field has been pioneered by Conway [10] in the context of the algebra of regular
events. Early applications in computer science are due to Backhouse [2,3]. The first-order
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axiomatizations used in this text are due to Kozen [24] and Cohen [9]. Besides rewriting
theory, current applications of these iterator algebras include the analysis and construction
of programs and algorithms, program semantics and refinement, compiler analysis and
concurrency control.
A semiring is a structure (A,+, ·, 0, 1) such that (A,+, 0) is a commutative monoid,
(A, ·, 1) is a monoid, multiplication distributes over addition from the left and right and
zero is a left and right annihilator. As usual in algebra, we stipulate that multiplication
binds stronger than addition. The operation · is omitted in the sequel.
Let A be a semiring. For all a, b, c ∈ A, the semiring axioms are
a + (b + c) = (a + b) + c,
a + b = b + a,
a + 0 = a,
a(bc) = (ab)c,
1a = a,
a1 = a,
a(b + c) = ab + ac,
(a + b)c = ac + bc,
0a = 0,
a0 = 0.
For every semiring there is an opposite semiring in which the order of multiplication is
swapped. If a statement holds in a semiring, its dual holds in the opposite semiring.
A semiring A is idempotent if addition is idempotent, that is, for all a ∈ A,
a + a = a.
The relation ≤ defined by a ≤ b ⇔ a + b = b for all a, b on an idempotent semiring A
is a partial ordering. It is (up to isomorphism) the only ordering with least element 0 and
for which addition and multiplication are isotone in both arguments (i.e. a ≤ b ⇒ a + c ≤
b + c and likewise hold for all a, b, c ∈ A). It is therefore called the natural ordering on
A. By definition of the natural ordering, inequalities and equations are interdefinable. We
will freely use the notion of identity for both kinds of expressions.
Every idempotent semiring is also a semilattice (A,≤) with addition as join. Therefore,
for all a, b, c ∈ A,
a + b ≤ c ⇔ a ≤ c ∧ b ≤ c. (1)
This law allows a case analysis of sums at left-hand sides of inequalities. There is no
similar law for right-hand sides.
A Kleene algebra [24] is a structure (K, ∗) such that K is an idempotent semiring and
the star ∗ is a unary operation symbol axiomatized by the star unfold axioms
1 + aa∗ ≤ a∗, 1 + a∗a ≤ a∗
and the star induction axioms
b + ac ≤ c ⇒ a∗b ≤ c, b + ca ≤ c ⇒ ba∗ ≤ c
for all a, b, c ∈ K . Thus a∗b and ba∗ are the unique least prefixed points of the mappings
λx. ax + b and λx. xa + b, respectively. The first star unfold axiom says that the iteration
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a∗ either has no effect, which is represented by 1, or it continues after one single a-step.
The first star induction axiom implies that a∗ is the least element with that property. This
form of iteration proceeds from left to right through a sequence. It can be shown formally
that a∗ corresponds to the reflexive transitive closure of a. The second star unfold and star
induction axiom are duals of the first ones. They correspond to right-to-left iteration. The
star is also isotone with respect to the natural ordering. Operationally, the star induction
axioms serve for star elimination. Semantically, they allow a (regular) induction from the
beginning or the end of finite sequences.
Our model of main interest are the set-theoretic relations with addition interpreted as set
union, product as relational composition and the star as reflexive transitive closure. Further
models are the sets of regular languages (regular events) over some finite alphabet under the
regular operations, sets of paths in graphs under union, fusion product (for gluing paths to-
gether) and again reflexive transitive closure, imperative programs under non-deterministic
choice, sequential composition and finite iteration. Moreover, Kleene algebras are closed
under the formation of matrices and formal power series. See [14] for further discussion of
models.
Kleene algebra characterizes the star algebraically (or combinatorially) within first-
order logic and not analytically as a limit of an approximation sequence or a supremum of
an infinite sum of powers, which would be in the realm of second-order logic. Our proofs
are therefore simple calculations, often finite combinatorics, within first-order equational
logic.
For every Kleene algebra K, an operator + for the transitive closure can easily be
defined from the star as a+ = aa∗. It follows from properties of iteration discussed in
Section 3 that a∗ = 1 + a+.
Kleene algebra can also easily be extended by an operator for (strictly) infinite iteration,
defined as a greatest postfixed point.
An ω-algebra [9] is a structure (K, ω) such that K is a Kleene algebra and ω is a unary
operation that is axiomatized by the omega unfold axiom and the omega coinduction axiom
aω ≤ aaω, c ≤ b + ac ⇒ c ≤ aω + a∗b
for all a, b, c ∈ K . Again, the relational Kleene algebra with infinite iteration is an
ω-algebra and the ω-operation is isotone with respect to the natural ordering.
Speaking uniformly about the star and the omega operator, we call them respectively
finite and infinite iterators. Both are uniquely characterized by their axioms.
It is only natural from relational Kleene algebra to identify termination with the absence
of infinite iteration. For every ω-algebra K and a ∈ K, we therefore say that a terminates
if aω = 0.
3. Properties of iteration
We will now review some useful properties of Kleene algebra and present some laws for
iterators that appear in calculations in later sections. First, note that the regular languages
over some finite alphabet under the regular operations form the free Kleene algebra gener-
ated by the alphabet [24]. Consequently, the valid identities of Kleene algebra are precisely
the valid identities between regular expressions, the so-called regular identities; they can be
decided by finite automata. Remember that there is no finite equational axiomatization of
the algebra of regular events [31]. However, Kleene algebra is incomplete for the Horn the-
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ory of regular events [24] and the universal Horn theory of Kleene algebra is undecidable.
This follows from undecidability of the uniform word problem for semigroups [12].
These results make Kleene algebra very suitable for mechanization. An implementation
could integrate an automata-based decision procedure for equations into an interactive
environment for reasoning under assumptions. First steps of such an implementation in
the Isabelle proof-checker have been taken in [36] and more recently in [23]. While a
mere implementation in a proof-checker is straightforward, the integration into automated
semi-decision procedures and the development of effective tactics for an interactive prover
remain interesting open questions.1 In this text we will restrict our attention to handwritten,
calculational proofs, but we will freely appeal to the regular identities (cf. [19]).
Let K be a Kleene algebra. Examples of regular identities that frequently appear in our
proofs are 1 = 1∗, 1 ≤ a∗, a ≤ a∗, aa∗ ≤ a∗, a∗a∗ = a∗, a∗∗ = a∗, (ab)∗a = a(ba)∗,
a∗a = aa∗ and (a + b)∗ = a∗(ba∗)∗, which hold for all a, b ∈ K .
Also, for every a ∈ K, the star unfold axioms can be strengthened to the equations
1 + aa∗ = a∗ and 1 + a∗a = a∗. Thus a∗ is not only a prefixed point but also a fixed point
of λx. 1 + ax and λx. 1 + xa.
Moreover, structural induction shows that (a1 + · · · + an)∗ is the greatest element of
the Kleene algebra generated by the constants a1, . . . , an ∈ K .
Of particular interest are also the dual quasi-identities
ac ≤ cb⇒ a∗c ≤ cb∗, (2)
ca ≤ bc⇒ ca∗ ≤ b∗c, (3)
which hold for all a, b, c ∈ K .
Similar laws hold for the transitive closure operator. First, for all a, b, c ∈ K, it satisfies
the unfold law and the induction law and their duals
a(a+ + 1) ≤ a+, a(b + c) ≤ c ⇒ a+b ≤ c.
Second, for all a, b ∈ K, we have regular identities such as a+a+ ≤ a+, a ≤ a+, a+ ≤
a∗, aa+ = a+a ≤ a+, a+a∗ = a∗a+ = a+ and (a + b)+ = (a∗b)+a∗ + a+.
Third, for all a, b, c ∈ K, we have quasi-identities such as
cb ≤ ac ⇒ cb+ ≤ a+c (4)
and its dual. Also + is isotone with respect to the natural ordering.
We now consider some useful identities of ω-algebra. Let K be an ω-algebra. In [9] it
is claimed that the valid identities of ω-algebra are precisely the valid identities between
ω-regular expressions. However we are not aware of a proof in the literature. It can never-
theless be shown that ω-regular identities such as 0ω = 0, a ≤ 1ω, aω = aaω, aωb ≤ aω,
a+aω = aω, a∗aω = aω, a+ω = aω, aω+ = aω, a∗ω = 1ω, aω∗ = aω and aωω ≤ aω hold
for all a, b ∈ K [9,19]. We leave the verification of these properties to the reader and prove
only one representative example that will reappear in later sections.
Lemma 3.1. Let K be an ω-algebra. For all a, b ∈ K,
(a + b)ω = (a∗b)ω + (a∗b)∗aω.
1 One of the anonymous referees of this paper has implemented Kleene algebra in the first-order theorem
prover Otter [30]. He reports: “Just experimenting with the axioms, I found that the [. . . ] equalities [for proving
the Church–Rosser theorem] could all be proven instantaneously”.
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Proof. We first show that (a∗b)ω + (a∗b)∗aω ≤ (a + b)ω. We calculate
(a∗b)ω + (a∗b)∗aω ≤ (a + b)+ω + (a + b)∗(a + b)ω
= (a + b)ω + (a + b)ω
= (a + b)ω.
The first step holds, since a∗b ≤ (a + b)+, since (a∗b)∗ ≤ (a + b)∗ and by isotonicity of
the omega operator. The second step follows from the ω-regular identities c+ω = cω and
c∗cω = cω.
For the converse direction it suffices, by omega coinduction, to show that
(a + b)ω ≤ (a∗b)(a + b)ω + aω
and therefore, again by omega coinduction, that
(a + b)ω ≤ a(a + b)ω + b(a + b)ω = (a + b)(a + b)ω.
This is evident by omega unfold. 
4. Abstract reduction algebraically
In the theory of rewriting, an abstract reduction system is just a synonym for a set
together with a family of binary relations (cf. [38]). As usual, for an abstract reduction
system (A, {→α: α ∈ I }), we write a →α b for (a, b) ∈ →α . The relation ←α denotes
the converse of →α, the relations ↔α, →+α , →∗α and ↔∗α denote the smallest symmetric
relation, transitive relation, quasi-ordering and equivalence containing →α . Juxtaposition
of arrows denotes relational composition.
Properties of abstract reduction systems, among them Church–Rosser, confluence and
commutation properties, belong to the fundamentals of term rewriting, of the λ-calculus
and of functional programming. Commutation has been studied, for instance, in the context
of termination or modularity of rewrite systems, for proving properties of recursive pro-
grams or in an approach to rewriting for pre-congruences [27,34,35]. It is also interesting
for concurrency.
The notion of abstract reduction system can be contrasted (and complemented) with
that of a term rewrite system in which the abstract set is replaced by some set of terms
and the rewrite relation is induced by some set of rewrite rules, closing with respect to
substitution and context. Many properties of term rewrite systems are usually proven at
two levels of abstraction. The first level studies properties of terms under rewriting. A
typical example are the critical-pair lemmas that appear in the context of Knuth–Bendix
completion. They investigate commutation properties of rewrite steps in a term, depending
on whether these arise at overlapping subterms or not. Properties of the term level can
often be rephrased as bridge lemmas in terms of relations and then treated more abstractly
at the second relational level. This distinction and separation considerably clarifies and
simplifies the structure of proofs. Moreover, proofs at the more abstract relational level
can be visualized very conveniently in terms of diagrams. Our reconstruction of standard
proofs of the Church–Rosser theorem in the λ-calculus below, using Kleene algebra at the
level of abstract reduction, will illustrate this popular scenario.
Here, we investigate abstract reduction systems even more abstractly than in the usual
relational setting, namely in terms of iterator algebras. This is possible, since set-theoretic
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relations under the (ω-)regular operations form iterator algebras. The notion of abstrac-
tion is justified, since specifying and proving properties of abstract reduction systems in
iterator algebras establishes them in a wider model class and, correspondingly, they are
obtained in a more restrictive axiomatization that is first-order and considers only the
regular operations.
The transition from rewriting to Kleene algebra is motivated by the following simple
example.
Example 4.1. Let →R and →S be binary relations on some set A. Consider the following
simple semi-commutation property: for all a, b, c ∈ A, if a →S b and b →R c, then there
is some d ∈ A such that a →R d and d →S c. In concurrency theory, this says that execu-
tion of R may always be given priority over execution of S. This property can be visualized
by the semi-commuting diagram
where the solid lines have universal and the dashed lines have existential meaning. In a
first abstraction, the above semi-commutation property can be written in a point-free rela-
tional style as →S→R ⊆ →R→S . This is no surprise: the correspondence between graphs,
labeled transition systems and relations is well known [32]. However, such expressions are
now accessible by Kleene algebra. In a second abstraction, the semi-commutation property
becomes ba ≤ ab, where a and b are elements of some Kleene algebra and where set
inclusion is replaced by the natural ordering.
In general, we associate every element a of a Kleene algebra K with an arrow labeled
with a, we associate multiplication of elements with sequential composition of arrows (to
build paths) and we say that a diagram
semi-commutes for a, b, c ∈ K if ab ≤ c. This is a convenient generalization of the stand-
ard notion of commuting functional diagrams in category theory. It has already been used
in [20] in the context of allegories.
As a uniform strategy, we will use the above two-step abstraction to replace a semantics
of rewriting diagrams in terms of predicate logic by point-free relational expressions and
then by inequalities over a Kleene algebra. It turns out that this abstract algebraic semantics
for rewriting diagrams is very simple and convenient. Compositional reasoning with dia-
grams, for instance, is immediately reflected by natural algebraic properties. As a further
example, we present two basic composition laws for diagrams.
Example 4.2. Consider the following diagrams for Kleene algebra K with elements a, b, c,
d, e, f, x. They are intended to express that semi-commutation of the respective component
diagrams imply semi-commutation of the composed diagrams. A dotted line denotes both
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a dashed and a solid usage, that is a usage once with universal and once with existential
meaning.
Algebraically, the properties expressed by the semi-commuting diagrams are specified
by the quasi-identities
ab ≤ dx, xc ≤ ef ⇒ abc ≤ def, ax ≤ de, bc ≤ xf ⇒ abc ≤ def.
The algebraic proofs of these quasi-identities are just
abc ≤ dxc ≤ def, abc ≤ axf ≤ def.
Therefore, composition of diagrams is modeled algebraically by isotonicity of multiplica-
tion.
A more extensive diagrammatic approach to relation-style reasoning that is based on
composition, transformation and preservation properties of diagrams and that uses iterator-
algebraic techniques for inductive and coinductive reasoning has been presented in [18].
5. The Church–Rosser theorem
This section introduces the standard Church–Rosser and confluence property and sets
up the connection between a diagrammatic specification, a logical point-wise specification
and a point-free relational specification that can easily be abstracted to Kleene algebra. For
further comparison, we will also briefly sketch the conventional diagrammatic proofs of
the Church–Rosser theorem.
In rewriting theory, the confluence property(x1, x2, x3) and the Church–Rosser prop-
erty (x1, x2) are defined logically by the predicates
(x1, x2, x3) ⇔ (x1 →∗ x2 ∧ x1 →∗ x3 ⇒ ∃x4.x2 →∗ x4 ∧ x3 →∗ x4), (5)
(x1, x2) ⇔ (x1 ↔∗ x2 ⇒ ∃x3.x1 →∗ x3 ∧ x2 →∗ x3). (6)
The rewrite system A is confluent if ∀x1, x2, x3 ∈ A.(x1, x2, x3); it has the Church–
Rosser property if ∀x1, x2 ∈ A.  (x1, x2). The properties are usually visualized by the
semi-commuting diagrams
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which are often also decorated with universal or existential quantifiers to point out the
relation with (5) and (6). The following theorem is fundamental.
Theorem 5.1 (Church–Rosser). An abstract reduction system is confluent iff it has the
Church–Rosser property.
Proof. We only sketch two standard proofs that confluence implies the Church–Rosser
property. For the converse direction, it is immediate that confluence is a special case of the
Church–Rosser property.
The first proof is by induction on the number of peaks, that is pairs in ←∗→∗. The base
case is precisely the confluence diagram. Two possible induction steps are visualized by
the diagrams
The second proof uses induction on the length of a conversion sequence x1 ↔ x2 ↔
. . . ↔ xn. In the base case, the Church–Rosser property trivially holds for the zero-step
sequence t ↔ t . The induction step is visualized by the diagrams
Only the right-hand diagram depends on an assumption, which can be shown to follow
from confluence. 
Diagrammatic proofs, as given in textbooks, are informally rigorous in the sense that
they display the essential steps of the proof. They are, however, not formally rigorous in
the sense that every step of the proof is shown. In the first Church–Rosser diagram, for
instance, the induction step is implicitly based on the (regular) identity →∗→∗ ⊆ →∗,
that turns the left upper part of the respective sub-diagram into a peak.
The Church–Rosser and the confluence property can of course be expressed purely
relationally, hence in a more succinct and abstract point-free way.
Lemma 5.2. Let A be a rewrite system.
(i) ∀x1, x2, x3 ∈ A.(x1, x2, x3) ⇔ ←∗→∗ ⊆ →∗←∗,
(ii) ∀x1, x2 ∈ A.  (x1, x2) ⇔ (→ ∪ ←)∗ ⊆ →∗←∗.
Lemma 5.2 follows from the definitions of set-theoretic union, relational composition
and the different closures of →. This relational specification makes the connection with
diagrams more apparent. It also allows a calculational style of reasoning about diagrams
248 G. Struth / Journal of Logic and Algebraic Programming 66 (2006) 239–270
and eliminates the necessity to distinguish between relations and sequences of rewrite
steps. This simplifies the concepts needed. In fact, many properties of abstract reduction
systems have already been proved formally in relation algebra [32,16]. The textbook [38],
for instance, presents at least semi-formal (set-theoretic) relational proofs in which inter-
mediate proof-steps are left implicit. At this level of abstraction, these intermediate steps
must be verified in set theory, which is point-wise and can be unnecessarily tedious.
In the following section, we will provide simple calculational proofs of the Church–
Rosser theorem in Kleene algebra. This, however, requires a slight generalization, using a
relation R instead of → and an arbitrary relation S instead of the converse ← of →, which
is not expressible in Kleene algebra. The Church–Rosser theorem is then a corollary to the
following more general statement.
Theorem 5.3. Let (A,R, S) be an abstract reduction system. Then
(R ∪ S)∗ ⊆ R∗S∗ ⇔ S∗R∗ ⊆ R∗S∗.
A proof is immediate from the obvious relabeling of the above diagrams. Note that the gen-
eralization of the Church–Rosser and confluence property is not only a syntactic general-
ization. It provides a basis for rewriting with quasi-orderings and non-symmetric transitive
relations [27,34].
6. Church–Rosser à la Kleene
We now present several abstract proofs of Church–Rosser theorems in Kleene algebra.
They are further used in the remaining sections. In all computations, inequational reasoning
pays. The star induction axioms—as star elimination rules—are the working horses. Also
isotonicity of the various operations is abundantly used.
We first prove a technical lemma that will be used in the following proposition, but
also in the abstract part of the proof of the Church–Rosser theorem of the λ-calculus
(Corollary 9.3) in Section 9.
Lemma 6.1. Let K be a Kleene algebra. For all a, b ∈ K,
ba∗ ≤ a∗b∗ ⇔ b∗a∗ ≤ a∗b∗.
Proof. While (2) and the regular identity b∗∗ = b∗ imply that
b∗a∗ ≤ a∗b∗∗ = a∗b∗,
the converse implication follows from the regular identity b ≤ b∗. 
Proposition 6.2. Let K be a Kleene algebra. For all a, b ∈ K,
(i) ba∗ ≤ a∗b∗ ⇒ (a + b)∗ ≤ a∗b∗,
(ii) b∗a∗ ≤ a∗b∗ ⇒ (a + b)∗ ≤ a∗b∗,
(iii) ba ≤ ab ⇒ (a + b)∗ ≤ a∗b∗.
Proof. (ad i) By star induction it suffices to show that 1 + (a + b)a∗b∗ ≤ a∗b∗, which
reduces to
1 ≤ a∗b∗, aa∗b∗ ≤ a∗b∗, ba∗b∗ ≤ a∗b∗,
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by distributivity of the semiring and the supremum law (1). The first two identities are
regular identities. But one could also calculate using isotonicity of multiplication and the
“more standard” regular identities 1 ≤ a∗ and aa∗ ≤ a∗. The third identity follows from
the assumption and the regular identity b∗b∗ = b∗ by calculating ba∗b∗ ≤ a∗b∗b∗ = a∗b∗.
(ad ii) b∗a∗ ≤ a∗b∗ ⇔ ba∗ ≤ a∗b∗ holds by Lemma 6.1.
(ad iii) By (i) it suffices to show that ba ≤ ab implies ba∗ ≤ a∗b∗. This follows from
(3) and the regular identity b ≤ b∗. 
The proof of Proposition 6.2 (i) is perhaps the most basic and direct calculation of the
crucial part of the Church–Rosser theorem: Star induction eliminates the Kleene star in
(a + b)∗. Comparing with the second diagrammatic proof of Theorem 5.1 we see the
precise correspondence between the three resulting identities and the semi-commuting dia-
grams for the base case and the two cases of the induction step. Moreover, the calculation
leads us directly to the assumption needed in the third term. The regular identities needed
in the calculations formalize exactly the relational properties that are implicitly used in the
diagrams. Besides the semiring calculus and isotonicity we use in particular reflexivity,
extensivity and transitivity of a∗. Thus our calculations yield formally rigorous algebraic
reconstructions of the semi-formal but intuitive diagrammatic proof.
In Proposition 6.2, (ii) and (iii) are self-dual with respect to opposition, while (i) is not.
Duality with opposition immediately yields the following more symmetric form.
Corollary 6.3. Let K be a Kleene algebra. For all a, b ∈ K,
ba∗ + b∗a ≤ a∗b∗ ⇒ (a + b)∗ ≤ a∗b∗.
At the level of diagrams, duality with respect to opposition just corresponds to inverting
the direction of arrows.
Corollary 6.4. In Proposition 6.2, the inequality (a + b)∗ ≤ a∗b∗ can be strengthened to
an equality.
This is the case since (a + b)∗ is the greatest term that can be built from a and b in
Kleene algebra.
Theorem 6.5 (Church–Rosser). For all a, b ∈ K in a Kleene algebra K,
b∗a∗ ≤ a∗b∗ ⇔ (a + b)∗ ≤ a∗b∗.
Proof. By Proposition 6.2(ii) it remains to prove that (a + b)∗ ≤ a∗b∗ implies b∗a∗ ≤
a∗b∗. But b∗a∗ ≤ (a + b)∗ holds, again, since (a + b)∗ is the greatest term that can be
built from a and b in Kleene algebra. 
We now provide two further calculational proofs of the crucial part of the Church–
Rosser theorem in Kleene algebra. The first one reconstructs induction on the number of
peaks, the second one uses the “standard” regular identity (a + b)∗ = a∗(ba∗)∗.
Proof (of Church–Rosser theorem). We calculationally reconstruct induction on the num-
ber of peaks. In our formalization in Kleene algebra, peaks correspond to terms b∗a∗ and
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an external induction on the number of peaks is internally simulated by using the star
induction law on the “sequence of peaks” (b∗a∗)∗.
But first, we must justify reasoning with sequences related by peaks, that is, (b∗a∗)∗
instead of arbitrary conversion sequences, that is, (a + b)∗. We use the regular identity
(a + b)∗ ≤ (a∗b∗)∗ and provide a proof as an illustration. By star induction the identity
reduces to 1 + (a + b)(a∗b∗)∗ ≤ (a∗b∗)∗. We calculate
1 + (a + b)(a∗b∗)∗ = 1 + a(a∗b∗)∗ + b(a∗b∗)∗
≤ 1 + a∗b∗(a∗b∗)∗ + a∗b∗(a∗b∗)∗
= 1 + a∗b∗(a∗b∗)∗
≤ (a∗b∗)∗.
The first step uses distributivity. The second step uses the regular identities 1 ≤ c∗ and
c ≤ c∗. The third step uses idempotency of addition. The fourth step uses the star unfold
axiom.
It now remains to show that
b∗a∗ ≤ a∗b∗ ⇒ (b∗a∗)∗ ≤ a∗b∗.
The proof simulates precisely induction on the number of peaks. By the star induction
law it suffices to show that 1 + b∗a∗a∗b∗ ≤ a∗b∗. In order to draw the analogy with the
diagrammatic proof, we use (1) to split further into 1 ≤ a∗b∗ and b∗a∗a∗b∗ ≤ a∗b∗. While
the first identity corresponds to the base case of the diagrammatic proof, the second one
yields the induction step presented in the left diagram above. We calculate
b∗a∗a∗b∗ = b∗a∗b∗ ≤ a∗b∗b∗ = a∗b∗,
using the regular identity c∗c∗ = c∗ in the first and third and the assumption in the second
step. 
A particular advantage of this proof is that it is completely symmetric with respect to
opposition.
Proof (of Church–Rosser theorem). As a third variant, we use the regular identity
(a + b)∗ = a∗(ba∗)∗ and show that
b∗a∗ ≤ a∗b∗ ⇒ a∗(ba∗)∗ ≤ a∗b∗
is a theorem of Kleene algebra. This proof simulates induction on the number of restricted
peaks corresponding to ba∗. By star induction, it suffices to show that a∗ + a∗b∗ba∗ ≤
a∗b∗ and therefore a∗ ≤ a∗b∗ and a∗b∗ba∗ ≤ a∗b∗ by (1). While the first identity, the
base case, follows from the regular identity 1 ≤ b∗, the second identity corresponds to the
induction step. We calculate
a∗b∗ba∗ ≤ a∗b∗a∗ ≤ a∗a∗b∗ = a∗b∗.
The first step uses the regular identity b∗b ≤ b∗. The second step uses the assumption.
The third step uses the regular identity b∗b∗ = b∗. The diagram corresponding to the in-
duction step is (rising arrows corresponding to b-steps; falling arrows corresponding to
a-steps). 
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Here, symmetric proofs can be obtained from the dual regular identities
(a + b)∗ = (a∗b)∗a∗ = (b∗a)∗b∗ = b∗(ab∗)∗.
All calculations in proofs of the Church–Rosser theorems are straightforward and avoid
an explicit “external” induction. We have displayed several proofs to show the flexibility
of the technique. This simplicity also appears in our formalization with the proof checker
Isabelle [36]. We generally reach a high degree of automation. In Section 5 we have shown
another diagrammatic proof on the number of peaks where, in contrast to the diagrams
corresponding to calculational proofs, the assumption has been used before applying the
induction hypothesis. This procedure is obviously incompatible with the format of the star
induction rules.
Proposition 6.2 and Theorem 6.5 can easily be generalized to sums
∑n
i=1 ai and products∏n
i=1 ai of more than two generators. The proofs use induction on the number of generators
and Proposition 6.2 as base cases. The induction is not difficult, but proofs require more
bookkeeping and are no longer entirely calculational, but still completely formal.
Proposition 6.6. Let K be a Kleene algebra. For all a1, . . . , an ∈ K,
(i) a∗j a∗i ≤ a∗i a∗j for all 1 ≤ i < j ≤ n implies (
∑n
i=1 ai)∗ ≤
∏n
i=1 a∗i ,
(ii) ajai ≤ aiaj for all 1 ≤ i < j ≤ n implies (∑ni=1 ai)∗ ≤
∏n
i=1 a∗i .
Proof. (ad i) To simplify proofs, let αnm =
∏n
i=m a∗i . Obviously,
αki α
n
k+1 = αni , a∗i αni+1 = αni , αni a∗n+1 = αn+1i .
For (
∑n
i=1 ai)∗ ≤ αn1 it suffices by star induction, distributivity and (1) to show that ajαn1 ≤
αn1 for all 1 ≤ j ≤ n. A sufficient condition for this identity is
ak+1αk1 ≤ αki a∗k+1, (†)
since then we can calculate
ajα
n
1 = ajαj−11 a∗j αnj+1 ≤ αj−11 a∗j a∗j αnj+1 ≤ αj−11 a∗j αnj+1 = αj−11 αnj = αn1 .
We use (†) in the second step and the regular identity a∗j a∗j = a∗j in the third step.
To prove (†), we show by induction on m that for all n > m the identity anαm1 ≤ αm1 a∗n
follows from the assumptions a∗j a∗i ≤ a∗i a∗j for i < j . While the base case is immediate,
we calculate as follows for the induction and n > m + 1.
anα
m+1
1 = anαm1 a∗m+1 ≤ αm1 a∗na∗m+1 ≤ αm1 a∗m+1a∗n = αm+11 a∗n.
The second step uses the induction hypothesis. The third step uses the assumption.
(ad ii) The proof follows immediately from (i), since (2) and (3) can be used to transform
the assumption of (ii) into that of (i). 
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7. A variation
Theorem 6.5 is the basis for non-symmetric rewriting with quasi-orderings [27]. In
this section, we provide algebraic proofs of Church–Rosser theorems for a more general
notion of rewriting with non-symmetric transitive relations [35]. Therefore, they are not
based on the Kleene star, but use this operation in combination with the transitive closure
operation.
Proposition 7.1. Let K be a Kleene algebra. For all a, b ∈ K,
(i) ba∗ ≤ a∗b+ + a+b∗ ⇒ (a + b)+ ≤ a∗b+ + a+b∗,
(ii) b+a∗ ≤ a∗b+ + a+b∗ ⇒ (a + b)+ ≤ a∗b+ + a+b∗,
(iii) ba ≤ ab ⇒ (a + b)+ ≤ a∗b+ + a+b∗.
Proof. (ad i) By the induction law for + it suffices to show that
(a + b)(a∗b+ + a+b∗) ≤ a∗b+ + a+b∗.
We calculate
(a + b)(a∗b+ + a+b∗) = aa∗b+ + aa+b∗ + ba∗b+ + ba+b∗
≤ a∗b+ + a+b∗ + (a∗b+ + a+b∗)b+ + (a∗b+ + a+b∗)b∗
= a∗b+ + a+b∗ + a∗b+b+ + a+b∗b+ + a∗b+b∗ + a+b∗b∗
≤ a∗b+ + a+b∗ + a∗b+ + a+b+ + a∗b+ + a+b∗
= a∗b+ + a+b∗.
The proof uses regular identities such as cc∗ ≤ c∗, cc+ ≤ c+, c+c+ ≤ c+, c∗c+ ≤ c+
and c∗c∗ ≤ c∗. The assumption is used in the second step.
(ad ii) By the regular identity b ≤ b∗, b+a∗ ≤ a∗b∗ implies ba∗ ≤ a∗b∗, whence (a +
b)+ ≤ a∗b+ + a+b∗ by (i).
(ad iii) It suffices to show that ba ≤ ab implies ba+ ≤ a∗b+ + a+b∗. We calculate
ba+ ≤ a+b ≤ a∗b+ ≤ a∗b+ + a+b∗.
The first step uses the assumption and (4). The second step uses the regular identities
a+ ≤ a∗ and b ≤ b+. The third step uses (1). 
We can now specify and prove the Church–Rosser theorem for rewriting with transitive
relations from [34].
Theorem 7.2 (Church–Rosser). For all a, b ∈ K in a Kleene algebra K,
b+a∗ ≤ a∗b+ + a+b∗ ⇔ (a + b)+ ≤ a∗b+ + a+b∗.
Proof. (⇒) is Proposition 7.1(ii). For (⇐) we show that b+a∗ ≤ (a + b)+. We calculate
b+a∗ ≤ (a + b)+(a + b)∗ = (a + b)+.
The first step uses isotonicity of + and ∗. The second step uses the regular identity
c+c∗ = c+. 
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Again, the Church–Rosser theorem can be stated in a more symmetric way; a simple
consequence of duality with respect to opposition.
Corollary 7.3. Let K be a Kleene algebra. For all a, b ∈ K,
b+a∗ + b∗a+ ≤ a∗b+ + a+b∗ ⇔ (a + b)+ ≤ a∗b+ + a+b∗.
Also the right-hand side of the identities in the Church–Rosser theorem can be modified.
Lemma 7.4. Let K be a Kleene algebra. For all a, b ∈ K,
a+b∗ + a∗b+ = a+b∗ + b+.
Proof. This is of course a regular identity, but we can easily verify its validity by the
following calculation. Obviously, by the regular identity 1 ≤ a∗, the right-hand side is
smaller than the left-hand side. For the converse direction, we calculate
a+b∗ + a∗b+ = a+b∗ + (a+ + 1)b+ ≤ a+b∗ + a+b+b+ = a+b∗ + b+.
The first step uses the regular identity a∗ = 1 + a+. The second step uses distributivity and
the regular identity b+ ≤ b∗. The third step uses idempotency of addition. 
The right-hand sides of inequalities in Theorem 7.2 can now be presented in a shorter,
more asymmetric way.
Corollary 7.5. Let K be a Kleene algebra. For all a, b ∈ K,
b+a∗ ≤ a+b∗ + b+ ⇔ (a + b)+ ≤ a+b∗ + b+.
Obviously, the proofs for the transitive closure operation are slightly more technical
than those for the Kleene star. Like in the proof of Proposition 6.6, Proposition 7.1 yields
base cases for inductive proofs of Church–Rosser statements with more than two abstract
reduction relations.
The proofs for the transitive case point out a particular benefit of the approach based
on Kleene algebra. In diagrammatic proofs, sums that appear in the dashed parts of semi-
commuting diagrams often cannot be manipulated at all. By relational proofs, intuitively
valid properties like that in Lemma 7.4 can be quite tedious to verify in set theory. There-
fore such arguments are usually left implicit in the rewriting literature. In Kleene algebra,
Lemma 7.4 and similar properties can be decided by automata, but with a little experience,
calculating a proof can be faster than starting a tool. However, the proofs in Kleene algebra
are not just blind manipulations of symbols: a look at the proofs of this section reveals that
they usually carry precisely the intuition of the diagrammatic proofs that is only hidden
by the standard point-wise set-theoretic proofs of abstract reduction. The one-line proof
of Lemma 7.4, for instance, explains precisely why the left-hand side and right-hand side
should be equal: the first step of the proof helps us working out that the difference between
a conversion sequence corresponding to a∗b+ and that corresponding to a+b∗ is precisely
that the latter may contain pure b-sequences.
As already mentioned, Theorem 6.5 and 7.2 are interesting for further reasons. They are
the basis for rewriting with quasi-orderings and non-symmetric transitive relations. They
can be connected with the term structure by bridge lemmas such as critical pair lemmas.
The inequalities b∗a∗ ≤ a∗b∗ express again semi-commutation properties as opposed to
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commutation properties like ab = ba. We will briefly discuss in the next section that their
interpretations in the relational model generalize the confluence property. Therefore, non-
symmetric Church–Rosser theorems generalize their equational counterparts.
8. Church–Rosser à la Vanille
To obtain precisely an algebraic variant of the usual, vanilla-flavor Church–Rosser the-
orem of abstract reduction (Theorem 5.1), we add an operator of conversion to Kleene
algebra. A Kleene algebra with converse [11] is a structure (K, ◦), where K is a Kleene
algebra and the unary operation ◦ is a contravariant involution that distributes with addition
and the astrick:
a◦◦ = a, (7)
(a + b)◦ = a◦ + b◦, (8)
(ab)◦ = b◦a◦, (9)
a∗◦ = a◦∗, (10)
a + aa◦a = aa◦a, (11)
for all a, b ∈ K . It is easy to show that conversion is isotone, whence a ≤ b ⇔ a◦ ≤ b◦,
and that 1 = 1◦ and 0 = 0◦.
Kleene algebras with converse allow the definition of partial and total functions, injec-
tions or surjections, as usual in relation algebra (cf. [32]). We will further use functions in
Section 9. An element a of a Kleene algebra K is total if 1 ≤ aa◦, a partial function (or
functional) if a◦a ≤ 1 and a function if total and functional. These definitions imply many
of the usual properties of functions. We need only two of them. The first lemma presents
compositionality properties, the second one Galois connections.
Lemma 8.1. Totality and functionality are preserved by composition.
Lemma 8.2. Let K be a Kleene algebra with converse. For all a, b, f ∈ K and f a
function,
af ≤ b⇔ a ≤ bf ◦, (12)
f ◦a ≤ b ⇔ a ≤ f b. (13)
The following corollary, interpreted in relational Kleene algebra, yields the Church–Rosser
statement of Theorem 5.1.
Corollary 8.3. Let K be a Kleene algebra with converse. For all a ∈ K,
a◦∗a∗ ≤ a∗a◦∗ ⇔ (a + a◦)∗ ≤ a∗a◦∗.
Proof. Let b = a◦ in Theorem 6.5. 
A point-free induction-based proof in relation algebra has already been given in [32].
Similarly, the Church–Rosser theorems for three reduction relations specialize to a variant
of a Church–Rosser theorem modulo a congruence.
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Corollary 8.4. Let K be a Kleene algebra with converse. For all a, e ∈ K,
e∗a∗ ≤ a∗e∗, a◦∗a∗ ≤ a∗a◦∗, a◦∗e∗ ≤ e∗a◦∗ ⇒ (a + e + a◦)∗ ≤ a∗e∗a◦∗.
Proof. Let n = 2, a0 = a, a1 = e and a2 = a◦ in Proposition 6.6(i). 
Here, e plays the role of an equivalence relation, although the distinctive properties of
equivalences are not used. The theorem states conditions for making a confluent modulo
e. See [22,35] for similar theorems, albeit based on weaker assumptions.
The transition from Church–Rosser theorems without to those with conversion did not
use any algebraic properties of this operation. It worked by mere substitution. Thus Co-
rollary 8.3 and its extension to Church–Rosser modulo are straightforward instances of
Proposition 6.2 and Proposition 6.6.
However, the presented properties of conversion are used in the following sections, since
there functions are needed in specifications and calculations.
9. Church–Rosser à la Barendregt
In the Church–Rosser theorem of the λ-calculus, the hypothesis of our Church–Rosser
theorem is shown. This provides an example of using Kleene algebra as a means of ab-
straction that separates the relational aspects of rewriting from the term-based ones. Here,
Kleene algebra treats only the abstract relational or diagrammatic level. In this section, we
reconstruct the proof in Barendregt [4, pp. 279–283]. There some bridge lemmas deal with
the term structure. We abstract them to assumptions for our calculations.
Let be the set of λ-terms on a set of variables X and let →β be the associated reduction
relation. s[t/x] denotes substitution of a term t for all free occurrences of the variable x in
a term s. The proof in [4] is based on redex-indexing to trace their behavior in reduction
sequences. Intuitively, an indexed λ-term is obtained from a λ-term by indexing some of its
redexes (λx.s)t as (λix.s)t in N. ′ denotes the set of indexed λ-terms. Obviously  ⊆ ′.
Following Barendregt, we extend →β to →β ′ = →β0 + →β1 on indexed lambda terms
such that →β0 acts on the indexed and →β1 on the non-indexed part. We (recursively)
define the functions π : ′ −→  that forgets all indices and σ : ′ −→  that β-reduces
all indexed redexes in a term from inside out. The definition of π is trivial; that of σ is
σ(x) = x
σ(λx.s) = λx. σ (s)
σ (st) = σ(s)σ (t), if s /= λix. s′,
σ ((λix. s)t) = σ(s)[σ(t)/x].
To emphasize our abstraction from set-theory to Kleene algebra and to obtain a more
algebraic notation, we will henceforth write β and β ′ for →β and →β ′ .
Barendregt presents three relevant properties of λ-terms. We abstract these term-based
statements as assumptions for calculations in Kleene algebra.
(1) Forgetting indices after a β ′-reduction or before a β-reduction yields the same res-
ult (Lemma 11.1.6(i) in [4]). This is expressed algebraically by the commutation
property
πβ = β ′π. (14)
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(2) Every β ′-reduction of an indexed term followed by a σ -application can be simulated
by a σ -application followed by a β-reduction (Lemma 11.1.7(i), (ii) in [4]). This is
expressed algebraically by the semi-commutation property
β ′σ ≤ σβ. (15)
(3) All σ -applications to indexed terms can be simulated by a sequence of β-reductions
after forgetting indices (Lemma 11.1.8 in [4]). This is expressed algebraically by the
semi-commutation property
σ ≤ πβ∗. (16)
A comment is in order. The properties presented in Barendregt’s lemmas are formu-
lated for reduction sequences and not single reductions. They also contain more converses
(of functions) than our statements. However, the properties presented here hold in the
λ-calculus and can easily be converted into Barendregt’s original form, as the following
lemma shows.
Lemma 9.1. Let K be a Kleene algebra with converse and assume that (14), (15) and
(16) hold for β, β ′, π, σ ∈ K . Then
(i) πβ∗ ≤ β ′∗π,
(ii) π◦β ′∗π ≤ β∗,
(iii) σ ◦β ′∗σ ≤ β∗,
(iv) π◦σ ≤ β∗.
Proof. (ad i) Assume (14), that is πβ = β ′π . Then the claim follows from (3).
(ad ii) Assume again (14), in particular β ′π ≤ πβ. Then β ′∗π ≤ πβ∗ follows from (2)
and π◦β ′∗π ≤ β∗ from the Galois connection (13).
(ad iii) Assume (15). Then the proof goes along the lines of that for (ii), replacing π
by σ .
(ad iv) Assume (16). Then the claim follows from (13). 
The proofs can easily be visualized by diagrams. The diagrams corresponding to the state-
ments of Lemma 9.1 are precisely those in Barendregt’s book.
The following statement is an algebraic version of Lemma 11.1.9 in [4].
Proposition 9.2 (Strip Lemma). Under the assumptions of Lemma 9.1,
β◦β∗ ≤ β∗β◦∗.
Proof. Index the redex where the one-step expansion occurs. At this point, therefore,
β = π◦σ (which is consistent with (16)). We calculate
β◦β∗ = (π◦σ)◦β∗ = σ ◦πβ∗ ≤ σ ◦β ′∗π ≤ β∗σ ◦π = β∗(π◦σ)◦ ≤ β∗β∗◦ = β∗β◦∗.
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The first step uses the assumption. The second step uses the properties (9) and (7) of
conversion. The third step uses Lemma 9.1(i), whence assumption (14). The fourth step
uses σ ◦β ′∗ ≤ β∗σ ◦, which is equivalent to the statement in Lemma 9.1(iii) by the Galois
connection (13). Therefore this step follows from assumption (15). The fifth step uses again
(9) and (7). The sixth step uses Lemma 9.1(iv), whence assumption (16). The seventh step
uses the property (10) of conversion. 
Again, our calculation reconstructs precisely the diagrammatic proof from Barendregt’s
book:
The solid lines correspond to the assumptions. The left triangle corresponds to the second
step of the calculation. The rectangle in the rear corresponds to the third step. The rectangle
at the bottom corresponds to the fourth step. The right triangle corresponds to the sixth
step. The rectangle at the front corresponds to the conclusion. The intermediate steps of
the calculation are left implicit in the diagram.
Corollary 9.3 (Church–Rosser). Under the assumptions of Proposition 9.1,
(β + β◦)∗ ≤ β∗β◦∗.
Proof. This follows immediately from the strip lemma (Proposition 9.2), Lemma 6.1 and
Theorem 6.5. 
10. Another variation
In this section we calculate the abstract part of the Church–Rosser theorem of the
λ-calculus along the lines of the Tait–Martin–Löf (cf. [4]) and Takahashi [37] method.
This method is nowadays considered standard, in particular for the various approaches to
mechanized proof checking, notice only [33,28,29]. Barendregt’s proof uses more diagram
chase, the present one does more work at the term level. The present proof is shorter,
whereas Barendregt’s one—according to Barendregt—is more perspicuous. A key dis-
tinction at the abstract level is that all previous proofs use induction and therefore are
essentially higher-order, whereas ours is strictly first-order and often even at the level of
finite automata. Nipkow’s Isabelle implementation [29] is most concerned with the distinc-
tion between the abstract and the term level and therefore closest to ours. He uses a logical
definition of a square diagram for proving some simple point-free lemmas for abstract reas-
oning. The properties of the Kleene star that he needs are probably derived from Isabelle
theories about sets and relations, although this is not explicitly mentioned in the text.
We now show that all abstract statements needed by Nipkow for Church–Rosser proofs
with the Tait–Martin–Löf and Takahashi method are again simple calculations in Kleene
algebra. Full accounts of these proofs can be taken from the literature.
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We now reconstruct the diagrammatic lemmas from [29] in Kleene algebra, where they
are selected as ad hoc basic properties for further proofs. In Kleene algebra, they follow
immediately from natural algebraic properties.
Nipkow’s Lemma 1 states that a◦b ≤ cd◦ ⇒ b◦a ≤ dc◦ holds in relational Kleene al-
gebra with converse, which is obvious. Nipkow’s Lemma 2 states that ab ≤ cd and c ≤ c′
imply that ab ≤ c′d in relational Kleene algebra. In Kleene algebra this is a simple con-
sequence of isotonicity. Nipkow’s Lemma 3 states that ab ≤ c(a + 1) and b ≤ c imply
(a + 1)b ≤ c(a + 1) holds in relational Kleene algebra. In Kleene algebra, we calculate
(a + 1)b = ab + b ≤ c(a + 1) + b ≤ c(a + 1) + c
= c(a + 1 + 1) = c(a + 1),
using distributivity, the assumption, isotonicity and idempotency. Nipkow’s Lemma 4 is
just (2).
Nipkow uses these Lemmas for proving the first of the following variants of the com-
mutation lemma of Hindley and Rosen (Lemma 5 in [29]).
Lemma 10.1. Let K be a Kleene algebra. For all a, b, c ∈ K,
ba ≤ a∗(b + 1) ⇒ b∗a∗ ≤ a∗b∗.
Proof. We reconstruct Nipkow’s diagrammatic proof in Kleene algebra.
ba ≤ a∗(b + 1) ⇒ (b + 1)a ≤ a∗(b + 1)
⇒ (b + 1)a∗ ≤ a∗∗(b + 1)
⇔ (b + 1)a∗ ≤ a∗(b + 1)
⇒ (b + 1)∗a∗ ≤ a∗(b + 1)∗
⇔ b∗a∗ ≤ a∗b∗.
The first step uses Nipkow’s Lemma 4 with the regular identity a ≤ a∗. The second
step uses (3). The third step uses the regular identity a∗∗ = a∗. This step is left implicit
in Nipkow’s proof. The fourth step uses again (3). The fifth step uses the regular identity
b∗ = (b + 1)∗. This step is again left implicit in Nipkow’s proof. 
The following statements are used in Nipkow’s proofs of confluence of β, η and β + η.
The next statement is Lemma 6 in [29].
Lemma 10.2. Let K be a Kleene algebra with converse. For all a, b ∈ K,
a◦a ≤ aa◦, b ≤ a, a ≤ b∗ ⇒ b◦∗b∗ ≤ b∗b◦∗.
Proof. We calculate
a◦a ≤ aa◦ ⇒ a◦b ≤ b∗a◦ ⇒ a◦b∗ ≤ b∗a◦ ⇒ b◦b∗ ≤ b∗b∗◦ ⇒ b◦∗b∗ ≤ b∗b◦∗.
The first step uses the assumptions. The second step uses (3) and the regular identity b∗ =
b∗∗. The third step uses the assumptions, isotonicity of conversion and property (10) of
conversion. The fourth step uses (2). 
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Nipkow’s Lemma 7 states that a◦a ≤ (a + 1)(a + 1)◦ ⇒ a◦∗a∗ ≤ a∗a◦∗ holds in rela-
tional Kleene algebra. In Kleene algebra this follows immediately from Lemma 10.1, using
the regular identity a + 1 ≤ a∗.
We now calculate the commutative union theorem of Hindley and Rosen (Lemma 8
in [29]).
Lemma 10.3. Let K be a Kleene algebra with converse. For all a, b, c ∈ K,
(i) c∗a∗ ≤ a∗c∗, c∗b∗ ≤ b∗c∗ ⇒ c∗(a + b)∗ ≤ (a + b)∗c∗,
(ii) a◦∗a∗ ≤ a∗a◦∗, b◦∗b∗ ≤ b∗b◦∗, a◦∗b∗ ≤ b∗a◦∗ ⇒ (a + b)◦∗(a + b)∗ ≤ (a + b)∗
(a + b)◦∗.
Proof. (ad i) For c∗(a + b)∗ ≤ (a + b)∗c∗, it suffices to show
c∗a + c∗b ≤ (a + b)∗c∗
by (3), the regular identity d∗ = d∗∗ and distributivity. We calculate
c∗a + c∗b ≤ c∗a∗ + c∗b∗ ≤ a∗c∗ + b∗c∗ = (a∗ + b∗)c∗ ≤ (a + b)∗c∗.
The first step uses the regular identities a ≤ a∗ and b ≤ b∗. The second step uses the
assumptions. The third step uses distributivity. The fourth step uses the fact that (a + b)∗
is greatest.
(ad ii) For (a + b)◦∗(a + b)∗ ≤ (a + b)∗(a + b)◦∗, it suffices by (i) to show that
(a + b)◦∗a∗ ≤ a∗(a + b)◦∗, (a + b)◦∗b∗ ≤ b∗(a + b)◦∗.
By (8), (a + b)◦∗ = (a◦ + b◦)∗. Now, a dual statement to (i) with respect to opposition
holds (by swapping the order of multiplication). It leads to the further sufficient conditions
a◦∗a∗ ≤ a∗a◦∗, b◦∗a∗ ≤ a∗b◦∗, a◦∗b∗ ≤ a∗b◦∗, b◦∗b∗ ≤ b∗b◦∗.
The second and third conditions are equivalent, since
b◦∗a∗ ≤ a∗b◦∗ ⇔ b∗◦a∗ ≤ a∗b∗◦ ⇔ (a∗◦b∗)◦ ≤ (b∗a∗◦)◦ ⇔ a◦∗b∗ ≤ b∗a◦∗.
The first step uses (10). The second step uses (9). The third step uses c ≤ d ⇔ c◦ ≤ d◦.
The fourth step uses again (10).
Thus we have established the assumptions of (ii) as sufficient conditions for the
conclusion. 
Nipkow also proves the Church–Rosser theorem which in his formalization requires “a
certain amount of guidance” in Isabelle. Using Kleene algebra, this statement could be
proven completely automatically with Otter by one of our referees.
In Section 6 of [29], Nipkow discusses a proof of confluence of β + η. It is based on
the bridge lemma β◦η ≤ η∗(1 + β), which is proved at the term level. Using Lemma 10.1
yields β◦∗η∗ ≤ η∗β◦∗, from which confluence of β + η follows from Lemma 10.3, con-
fluence of β and confluence of η.
Like in previous sections, all proofs are again simple, short and completely calcula-
tional. They avoid external induction. However, to put our results into a context, it should
be said that the mechanization and automation of the term-part of the Church–Rosser proof
is considerably harder than the abstract part. But also the latter is non-trivial.
The calculations of the Hindley–Rosen commutation lemma and commutative union
lemma are interesting in their own right. By the results of this section we see that Kleene
algebra is not restricted to one particular proof technique, but can handle the abstract part
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of the classical Church–Rosser proofs. Thus Kleene algebra suffices to prove properties of
an interesting fragment of abstract reduction or term rewrite systems that do not depend on
termination assumptions.
11. Commutation and termination
We now study some theorems of abstract reduction that do involve termination. Since
expressing termination is beyond Kleene algebra, we abstract to ω-algebra. But first we
compare three notions of commutation from [1] and [35].
Let K be a Kleene algebra and let a, b ∈ K . We say that a semi-commutes over b if
b∗a ≤ a+b∗. We say that a locally semi-commutes over b if ba ≤ a+b∗. We say that
a quasi-commutes over b if ba ≤ a(a + b)∗. Note that this notion of semi-commutation
deviates from that of previous sections.
We compare semi-commutation and quasi-commutation via the following regular iden-
tity.
Lemma 11.1. Let K be a Kleene algebra. For all a, b ∈ K,
(a + b)∗ = a∗b∗ + a∗b+a(a + b)∗. (17)
Proof. Again, the identity can be verified by automata, but we provide a proof as an
illustration of the calcuational method.
First, a∗b∗ + a∗b+a(a + b)∗ ≤ (a + b)∗ holds, since (a + b)∗ is the greatest term of
K that can be built from a and b.
For the converse direction, it suffices by star induction to show that
1 + (a∗b∗ + a∗b+a(a + b)∗)(a + b) ≤ a∗b∗ + a∗b+a(a + b)∗.
The first summand on the right-hand side is trivially smaller than the right-hand side.
For the second summand we calculate
(a∗b∗ + a∗b+a(a + b)∗)(a + b) = a∗b∗a + a∗b+ + a∗b+a(a + b)+
= a∗(1 + b+)a + a∗b+ + a∗b+a(a + b)+
= a+ + a∗b+ + a∗b+a(1 + (a + b)+)
≤ a∗b∗ + a∗b+a(a + b)∗. 
This identity allows us to split an arbitrary sequence of a- and b-steps into “good”
sequences where all a-steps are to the left of b-steps and into “bad” sequences that contain
peaks of the form ba.
Using (2) and the regular identities b ≤ b∗ and c∗∗ = c∗ it is easy to show that
ba ≤ a(a + b)∗ ⇔ b∗a ≤ a(a + b)∗, (18)
and therefore also b+a ≤ a(a + b)∗, since b+ ≤ b∗.
The following lemma compares semi-commutation with quasi-commutation. A rela-
tional variant has been proved already in [35]. Remember that by definition a terminates if
aω = 0.
Lemma 11.2. Let K be an ω-algebra. Let a, b ∈ K with a terminating. The following
properties are equivalent.
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(i) a semi-commutes over b,
(ii) a locally semi-commutes over b,
(iii) a quasi-commutes over b.
Proof. Semi-commutation implies quasi-commutation since a+b∗ ≤ a(a + b)∗. The proof
for local semi-commutation is similar.
Quasi-commutation implies semi-commutation. Let ba ≤ a(a + b)∗ and let aω = 0.
We show that a(a + b)∗ ≤ a+b∗. First, we calculate
a(a + b)∗ = a(a∗b∗ + a∗b+a(a + b)∗)
= a+b∗ + a+b+a(a + b)∗
≤ a+b∗ + a+a(a + b)∗(a + b)∗
= a+b∗ + a+a(a + b)∗.
The first step uses (17). The third step uses (18) and the assumption of quasi-commutation.
The fourth step uses c∗c∗ = c∗.
The resulting inequality is of the form x ≤ s + tx. Applying omega coinduction to-
gether with the regular identities a+∗ = a∗ and a∗a+ = a+ yields
a(a + b)∗ ≤ a+ω + a+∗a+b∗ = a+ω + a+b∗.
Now the claim follows immediately from the ω-regular identity a+ω = aω and the
assumption aω ≤ 0. The proof for local semi-commutation is similar. 
Let us compare the calculational proof that quasi-commutation implies semi-commuta-
tion with a previous diagrammatic one that constructs an infinite sequence by reductio ad
absurdum (cf. [35]). Let a quasi-commute over b and and let a not semi-commute over b,
whence b+a ≤ a(a + b)∗ and b+a ≤ a+b∗ by Lemma 11.2. In relational Kleene algebra
this is usually verified by induction on the length of the initial b-sequence. Then the bad
sequence containing b+a must be of the form a+b+a(a + b)∗. Since this sequence con-
tains again a subsequence of the form b+a, iterating the replacement yields the following
Jacob’s ladder.
Its left-hand side shows an infinite a-sequence; a contradiction.
Note that this diagrammatic proof concentrates on the bad sequences only, while the
calculational proof carries along also the good ones. The construction of the infinite se-
quences from the bad ones in the diagrammatic proof corresponds to the derivation of
the antecedent of the omega coinduction rule in the calculational one. Consequently, the
calculational proof precisely reconstructs the diagrammatical one. As before, many steps
that are usually left implicit are now accessible to a simple formalization, as needed for
mechanization.
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12. Additivity of termination
We now use the results of the previous section to prove an abstract algebraic counter-
part of the quasi-commutation lemma of Bachmair and Dershowitz [1], which says that
termination of relations is preserved by unions if the relations quasi-commute. This is very
interesting since it allows us to reduce the termination of a complex ordering to termination
of simpler ones.
We first show a simple technical lemma.
Lemma 12.1. Let K be an ω-algebra. For all a, b ∈ K,
b∗(b∗a)ω = (b∗a)ω.
Proof. We calculate
(b∗a)ω = b∗a(b∗a)ω = b∗b∗a(b∗a)ω = b∗(b∗a)ω.
The first step and the last step use the ω-regular identity ccω = cω. The second step uses
the regular identity b∗b∗ = b∗. 
Lemma 12.2. Let K be an ω-algebra. Let a, b ∈ K and let a quasi-commute over b. Then
termination of a implies termination of b∗a.
Proof. Let aω ≤ 0 and let ba ≤ a(a + b)∗. Then b∗a ≤ a+b∗ by Lemma 11.2. Therefore
(b∗a)ω = b∗a(b∗a)ω ≤ a+b∗(b∗a)ω = a+(b∗a)ω.
The first step uses the ω-regular identity cc∗ = c∗. The second step uses the assumption.
The third step uses Lemma 12.1. But (b∗a)ω ≤ a+(b∗a)ω implies (b∗a)ω ≤ a+ω by omega
coinduction, from which the claim (b∗a)ω ≤ 0 follows by the ω-regular identity a+ω = aω
and the termination assumption. 
Lemma 12.2 is a generalization of Lemma 2 of [1].
At this stage we again compare our calculational proof of Lemma 12.2(ii) with a dia-
grammatic one (cf. [35]). Assume an infinite b∗a-chain by reductio ad absurdum. By
Lemma 11.2 and Lemma 10.1, which have now been proved formally, every b∗a-sequence
can be transformed into a a+b∗-chain, if a terminates and quasi-commutes over b. Thus
the diagram
yields an infinite a-sequence, a contradiction. Again, our algebraic calculations yield a
direct reconstruction of this diagrammatic argument.
We can now prove the quasi-commutation theorem of Bachmair and Dershowitz (The-
orem 1 of [1]).
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Theorem 12.3. Let K be an ω-algebra. Let a, b ∈ K and let a quasi-commute over b.
Then a + b terminates iff a and b terminate:
aω + bω ≤ 0 ⇔ (a + b)ω ≤ 0.
Proof. Let (a + b)ω ≤ 0 and let a quasi-commute over b. Then aω + bω ≤ 0 follows from
isotonicity and (1).
Let aω + bω ≤ 0. First, we denest (a + b)ω using the ω-regular identity from Lemma 3.1:
(a + b)ω = (b∗a)ω + (b∗a)∗bω.
Now (b∗a)ω vanishes by Lemma 12.2(ii), using the assumption of quasi-commutation and
termination of a. (b∗a)∗bω vanishes by termination of b. Therefore also (a + b)ω ≤ 0. 
Theorem 12.3 has interesting applications in term rewriting and termination analysis.
See [1] for a discussion and further results.
13. Termination via transformation
Bachmair and Dershowitz also present a series of transformation theorems that allow
one to infer termination of some complex relation from termination of some simpler or
more standard one. Their statements use commutation properties together with an em-
bedding function of the complex relation into the simpler one. Such embeddings into a
standard ordering, like for instance that on the natural numbers, are a standard technique
in termination analysis. Here, we use a more general approach with a simulation relation
instead of an embedding. Moreover, we relax certain conditions that are not substantial for
the proof.
For Kleene algebra K and a, b ∈ K we say that b s-simulates a if as ≤ sb for some
s ∈ K . In particular, by (2), simulation implies that a∗s ≤ sb∗, as expected. The following
statement generalizes Theorem 4 of [1].
Theorem 13.1. Let K be an ω-algebra. For all a, b, c, s, t1, t2 ∈ K, let a ≤ scs, sbs ≤
t1t2, t2t1 ≤ 1, and t2c ≤ ct2. Then termination of c implies termination of ba.
Proof. We calculate
s(ba)ω = sba(ba)ω ≤ sbscs(ba)ω ≤ t1t2cs(ba)ω ≤ t1ct2s(ba)ω,
whence s(ba)ω ≤ (t1ct2)ω by omega coinduction. We calculate further
ct2(t1ct2)
ω = ct2t1ct2(t1ct2)ω ≤ cct2(t1ct2)ω,
whence ct2(t1ct2)ω ≤ cω by omega coinduction. By cω ≤ 0, therefore
(ba)ω = ba(ba)ω
≤ bscs(ba)ω
≤ bsc(t1ct2)ω
= bsct1ct2(t1ct2)ω
≤ bsct1cω
≤ bsct10
= 0. 
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The proof is visualized by the following diagram. Again the correspondence to the
calculation is immediate.
An extension to some further statements in [1] is also straightforward.
Geser presents other termination results in presence of commutation properties [21],
some of them extending previous work of Bachmair and Dershowitz [1] and Bellegarde and
Lescanne [5,6,7]. The approach with ω-algebra covers some, but not all of these results.
See Section 14 for a discussion of its limitations. Geser uses a slight generalization of
Bellegarde’s and Lescanne’s cooperation property with a more commutational flavor. In
Geser’s terminology, a b-cooperates over c, if c∗a ≤ b∗a(a + b + c)∗. As an example, we
consider the lemma from p. 40 of [21].
Lemma 13.2. Let K be an ω-algebra. Let a, b, c ∈ K such that c∗b∗ ≤ b∗c∗ and a b-
cooperates over c. Then
(i) b∗a quasi-commutes over b + c,
(ii) (b + c)∗a terminates iff b∗a terminates.
Proof. (ad i) We calculate
(b + c)b∗a = bb∗a + cb∗a
≤ b∗a + c∗b∗a
≤ b∗a + b∗c∗a
≤ b∗a + b∗b∗a(a + b + c)∗
≤ b∗a(b∗a + b + c)∗.
(ad ii) Let ((b + c)∗a)ω ≤ 0. Then (b∗a)ω ≤ 0 follows from the regular identity b∗ ≤
(b + c)∗.
Now let (b∗a)ω ≤ 0. Then, by (i) and Lemma 12.2, ((b + c)∗b∗a)ω ≤ 0 and therefore
((b + c)∗a)ω ≤ 0, since 1 ≤ b∗. 
Further simple termination theorems are collected in the textbook [38].
Lemma 13.3. Let K be an ω-algebra. Let c∗a ≤ b+c∗. Then termination of b implies
termination of a.
Proof. We calculate
(c∗a)ω = c∗a(c∗a)ω ≤ b+c∗(c∗a)ω = b+(c∗a)ω.
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The first step uses omega unfold. The second step uses the assumption. The third step uses
Lemma 12.1. Hence (c∗a)ω ≤ b+ω = bω by omega coinduction and the ω-regular identity
b+ω = bω. Now
aω ≤ (c∗a)ω ≤ bω ≤ 0.
The first step uses the regular identity 1 ≤ c∗ and isotonicity of ω. The second step uses
the previous result. The third step uses the assumption. 
This is Lemma 6.5.14 of [38] which is stated there without proof. The following co-
rollary is Lemma 6.5.14 of [38]. There, its set-theoretic proof is only semi-formal and an
unnecessary converse occurs.
Corollary 13.4. Let K be an ω-algebra. Let a ≤ b+c∗ and ca ≤ a+c∗. Then termination
of b implies termination of a.
Proof. If we can use the assumptions to show that (a + c)∗a ≤ b+(a + c)∗, then the
claim follows from Lemma 13.3. For this identity, it suffices by (2) and the regular identity
d∗ = d∗∗ to show that (a + c)a ≤ b+(a + c)∗. We calculate
(a + c)a = aa + ca ≤ aa + a+c∗ = a(a + a∗)c∗
= aa∗c∗ ≤ b+c∗a∗c∗ ≤ b+(a + c)∗.
The first step uses the distributivity law. The second step uses the first assumption. The
third step uses distributivity and the regular identity a+ = aa∗. The fourth step uses the
second assumption. The fifth step uses the regular identities a∗ ≤ (a + c)∗, c∗ ≤ (a + c)∗
and d∗ = d∗d∗. 
Note that this proof is entirely within Kleene algebra. Further semi-formal proofs from
[38] can be formally reconstructed in ω-algebra, too.
14. Discussion
The Church–Rosser theorems in Section 6 are interesting for the foundations of rewrit-
ing. Theorem 6.5 is the Church–Rosser theorem for rewriting with quasi-orderings [27],
Proposition 7.1 that for rewriting with non-symmetric transitive relations [34,35]. The
commutation and semi-commutation relations in the hypotheses are not only relevant to
Church–Rosser theorems. They can be used to express independence or precedence in
execution sequences or Mazurkiewicz traces, in imperative and concurrent programs [25,
26,9,15]. Our results show, in particular, that the main statements of abstract equational
rewriting are more restrictive than necessary; they arise as simple corollaries to their non-
equational generalizations. Generalized critical pair lemmas at the term level do also exist.
See [35] for an extensive discussion of non-symmetric rewriting.
Kleene algebra is also related to certain allegories (cf. [20]). Allegories can be under-
stood either as categories with relations as arrows or as typed or heterogeneous relation al-
gebras. In particular, our diagrams for Kleene algebra are borrowed from allegories. There,
semi-commuting relational diagrams play the role of categorical functional diagrams. We
have seen that rewriting diagrams are very similar to semi-commuting allegorial diagrams
via their Kleene algebra semantics. This suggests to develop a generic machinery for
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compiling diagrammatic rewriting proofs automatically into Kleene algebra expressions
or similar structures for proof checking or, conversely, visualizing (machine generated)
proofs in these structures in terms of diagrams. Such a procedure would be quite beneficial
for man/machine interaction. First steps for using rewriting diagrams for relation-style
software development have been taken in [18].
We have also seen that ω-algebra provides rigorous calculational proofs for some inter-
esting statements of abstract reduction that mention termination. Previously, a generaliza-
tion of Theorem 12.3 has been proved in [16] in calculational style in relation algebra, but
using second-order properties that are not available in Kleene algebra.
Theorem 14.1. Let R and S be relations and let SR ⊆ S ∪ R(R ∪ S)∗. Then R ∪ S ter-
minates iff R and S terminate.
Obviously, the assumptions of quasi-commutation, transitivity of (R ∪ S), as considered
in [21], and SR ⊆ S arise as special cases. However, a closer look at the proof shows
that the second-order property, which is required for the existence of a least solution to a
certain identity, is only needed since the assumptions are synthesized from the conclusion.
A careful reconstruction from assumptions to the conclusion shows that this existence
presupposition is not necessary for an analytic proof. Therefore, a proof in Kleene algebra
precisely along the lines of [16] is possible. Moreover, a simpler proof has been given in
an extension of relation algebra with modal operators [17].
Nevertheless there are limitations to our approach. It seems impossible to algebraically
reconstruct the whole theory of abstract reduction in ω-algebra. Let us explain our intuition.
The iterator algebras from this text share a particular property. They allow finite or infinite
iteration only from the left-hand or right-hand side of a sequence, but not from the interior,
that is, progress is made only at the ends of the sequence. At the diagrammatic level this
corresponds to arguments where the decomposition of the diagram into the induction step
and the induction hypothesis occurs at the beginning or end of a diagram, but not at its
center. A similar observation holds for coinduction. This suggests that Kleene algebra and
ω-algebra are not able to deal with simultaneous or nested recursion corresponding to least
fixed points of a mapping like λx.(axb). Also regular programs (that is while-programs),
which can be expressed in an extension of Kleene algebra with tests [25], do not provide
the full power of nested recursion that is possible in context-free programs. Note that also a
decomposition of such an expression into two nested recursions, one from the left and one
from the right, seems in general impossible, since the Horn expressions for star induction
and omega coinduction cannot be applied with contexts. In other words, it seems that ω-
algebra captures the regular part of abstract rewriting, but not the context-free one.
A syntactic indication for this limitation are termination assumptions corresponding
to both forward and backward traversals of a diagram. They use relational expressions
with and without converse. The classical example that we could not treat with ω-algebra
is the following variant of Newman’s lemma, which has been investigated independently
in [34,16] and which is a key theorem in rewriting for pre-congruences.
Lemma 14.2. Let R and S be binary relations over some set A. Then SR ⊆ R∗S∗ implies
S∗R∗ ⊆ R∗S∗ if (R ∪ S◦) terminates.
Here, S◦ denotes the relational converse of S. The standard statement of Newman’s
lemma in equational rewriting is recovered by setting S = R◦. Then the antecedent of the
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statement reduces to local confluence, the succedent to confluence and only termination of
R is required. The standard diagrammatic proof of Newman’s lemma is
The top-most part of the diagram visualizes the induction step. The other parts use the
induction hypothesis. The lower diagrams are “smaller”, since they can be reached by an
R-step or an S◦-step from the highest point of the diagram. Reasoning relationally, the
induction step is embedded in a context C1SRC2 from the left and the right. As argued
above, it seems that such an induction cannot be modeled in ω-algebra. Calculational
proofs of (variants of) Newman’s lemma have been given in [32,16], however in relation
algebras with considerable additional machinery.
Further examples for this limitation can be found, for instance, in [21]. In addition to
cooperation, there is a notion of local cooperation that uses c instead of c∗ in the left-hand
side of the defining inequality: a locally b-cooperates over c if ca ≤ b∗a(a + b + c)∗.
Local cooperation implies cooperation in presence of some termination and commutation
assumptions (p. 41 of [21]). Again, the induction step in the proof applies at the center of
the diagram and the induction hypothesis uses converse. We are not able to give a proof in
ω-algebra.
More recently, a calculational proof of Newman’s lemma has been given in modal
Kleene algebra, an extension of Kleene algebra with tests and modal operators [13]. Also
the modal proof of the generalized well-founded union lemma (Lemmma 14.1) goes
through in this setting. From the operational point of view, therefore, modal Kleene algebra
seems much more flexible than the structures considered in this paper. Their consideration
is, however, beyond the scope of the present text.
15. Conclusion
We have demonstrated that Kleene algebra and ω-algebra are useful tools for proving
theorems of abstract reduction and for the termination analysis of programs and rewrite
systems. This supports our general claim that extensions of Kleene algebra provide a
reconstruction of and a light-weight formal semantics for a considerable part of diagram-
matic reasoning in abstract reduction. The algebras are conceptually simpler than previous
approaches; they focus more on the essence of termination arguments and provide in
particular stronger decision procedures. However, our study also shows the limitations.
It seems that Kleene algebra and ω-algebra can only handle a particular form of regular
(co)induction that applies at the beginning or end of a rewrite-diagram, but not the context-
free variants that apply in the center. Although this is quite intuitive from the particular
shape of the (co)induction axioms, a formal characterization of this boundary is left for
future work.
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Modal Kleene algebras [13] provide alternative notions for termination and non-termina-
tion that seem more widely applicable to termination analysis. We have shown in [13] how
the proofs in ω-algebra from the present paper can be translated into this setting. We have
also proved theorems, including Newman’s lemma, in this setting that seem beyond the
scope of ω-algebra. An application to more difficult theorems of abstract reduction, like
Church–Rosser modulo a congruence [22] or even van Oostrom’s very general decreasing
diagram technique (cf. [38]), which however is based on external induction techniques,
seems very interesting in this modal setting.
A relatively simple (first-order) automated proof of Newman’s lemma has recently been
given by Bezem and Coquand [8]. In particular they prove also the generalized version
that has been introduced earlier in [34,16]. Their emphasis is on proof automation whereas
ours is on proof calculation. A machine proof can be very helpful in many situations, but a
calculational proof might provide more information in others. On the one hand, our Isabelle
implementation usually leads to a high degree of automation and the implementation in
Otter of one of the anonymous referees suggests that many of the theorems in this papers
can be proved fully automatically. On the other hand, geometric logic formalizes diagrams
in terms of projective geometry with an additional predicate for the reflexive transitive
closure in an essentially point-wise style. The paper does not contain enough examples to
judge whether their approach supports calculations. So it seems that each approach has its
own merits, but at the present stage they are rather difficult to compare.
Kleene algebra is strongly connected to regular languages: The equational theory of
Kleene algebra can be decided by automata whereas the universal Horn theory of Kleene al-
gebra is undecidable. It would be very interesting to clarify the relation between ω-algebra,
ω-regular languages and automata accepting infinite words. Using tools for automata,
large parts of the proofs in this paper could be automated and only some steps involving
the application of a hypothesis or an induction or coinduction axiom might be left for
interaction.
Consequently, Kleene algebra and ω-algebra are convenient tools for rewriting. But the
identification of a simple algebra that covers the entire theory of abstract reduction still
remains an interesting open question.
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