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The Freidlin-Ga¨rtner formula
for general reaction terms
Luca Rossi∗
Abstract
We devise a new geometric approach to study the propagation of distur-
bance - compactly supported data - in reaction diffusion equations. The method
builds a bridge between the propagation of disturbance and of almost planar
solutions. It applies to very general reaction-diffusion equations. The main
consequences we derive in this paper are: a new proof of the classical Freidlin-
Ga¨rtner formula for the asymptotic speed of spreading for periodic Fisher-KPP
equations, extension of the formula to the monostable, combustion and bistable
cases, existence of the asymptotic speed of spreading for equations with almost
periodic temporal dependence, derivation of multilevel propagation for multi-
stable equations.
1 Introduction
We deal with the reaction-diffusion equation
∂tu = div(A(x)∇u) + q(x) · ∇u+ f(x, u), t > 0, x ∈ RN . (1)
This type of equation models a huge variety of phenomena in biology, chemistry,
physics and social sciences, such as population dynamics, gene diffusion, combustion,
flame propagation, spread of epidemics. In applications, one typically considers the
Cauchy problem with compactly supported initial data. Assuming that 0 and 1 are
two steady states, 1 being attractive, a natural question is: at which speed does the
set where solutions are close to 1 spread? To formulate this question in a precise way
one introduces the notion of the asymptotic speed of spreading: for a given direction
ξ ∈ SN−1, this is a quantity w(ξ) such that the solution u to (1) emerging from a
compactly supported initial datum u0 ≥ 0, 6≡ 0 satisfies
∀c > w(ξ), u(t, x+ ctξ)→ 0 as t→ +∞, (2)
∀0 ≤ c < w(ξ), u(t, x+ ctξ)→ 1 as t→ +∞, (3)
locally uniformly in x ∈ RN .
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Even assuming that u → 1 locally uniformly as t → +∞, it is not obvious that
such a quantity w(ξ) exists and that it does not depend on the initial datum u0.
These properties are proved by Aronson-Weinberger [1] in the case of the equation
∂tu − ∆u = f(u). There, of course, w is independent of ξ. Using large deviation
probabilistic techniques, Freidlin and Ga¨rtner extend the result in [19, 15] to equation
(1) under the assumption that A, q, f are periodic in x and that 0 < f(x, u) ≤
∂uf(x, 0)u for 0 < u < 1. The latter is known as Fisher-KPP condition. The authors
obtain the following formula for the speed of spreading
w(ξ) := min
z∈RN
z·ξ>0
k(z)
z · ξ ,
where k(z) is the periodic principal eigenvalue of the linear operator
Lz := div(A∇)− 2z · A∇+ q · z +
(− div(Az)− q · z + z · Az + ∂uf(x, 0)).
Several years later, in [6] (see also [30]), it has been shown that, for given e ∈ SN−1,
the quantity c∗(e) := minλ>0 k(λe)/λ coincides with the critical (or minimal) speed
of pulsating travelling fronts in the direction e (see Section 1.1 for the definition).
Therefore, Freidlin-Ga¨rtner’s formula can be rewritten as
w(ξ) = min
e·ξ>0
c∗(e)
e · ξ . (4)
Namely, w(ξ) is the minimizer of the speed in the direction ξ among all the fronts,
even those in directions e 6= ξ.
Pulsating travelling fronts exist not only in the Fisher-KPP case, but also for
other classes of reaction terms, though their critical speed no longer fulfils the previ-
ous eigenvalue representation. Then one might wonder if the formula (4) holds true
beyond the Fisher-KPP case. In the present paper, using a new PDE approach, we
show that this is always the case, whenever pulsating travelling fronts are known
to exist: monostable, combustion and bistable equations. We point out that in the
latter two cases, where f(x, u) is nonpositive in a neighbourhood of u = 0, c∗(e) is
the unique speed for which a pulsating travelling front in the direction e exists.
The spreading properties for heterogeneous - in particular periodic - reaction-
diffusion equations have been widely studied in the literature, with other approaches
than the probabilistic one of [19]. One is the viscosity solutions/singular pertur-
bations method of Evans-Souganidis [14] for the Fisher-KPP equation and Barles,
Soner and Souganidis [2, 3] for the bistable equation. There the authors characterise
the asymptotic propagation of solutions in terms of the evolution of a set governed
by a Hamilton-Jacobi equation. An abstract monotone system approach relying on
a discrete time-steps formalism is used in Weinberger [30]. It provides a general
spreading result for monostable, combustion and bistable periodic equations without
using the existence of pulsating travelling fronts. Then, in the monostable case, i.e.,
when f(x, ·) is assumed to be positive in (0, 1), the method itself allows the author to
2
show the existence of pulsating fronts and to derive the Freidlin-Ga¨rtner formula (4)
in such case. Instead, in the combustion or bistable cases, [30, Theorems 2.1 and 2.2]
assert the existence of the spreading speed but do not relate it with the speeds of
pulsating fronts. Finally, a PDE approach is adopted by Berestycki-Hamel-Nadin [5].
This yields the Freidlin-Ga¨rtner formula in the Fisher-KPP case and partially extend
it to equations with general space-time dependent coefficients.
Let us describe our method. Property (2) with w(ξ) given by (4) is essentially a
direct consequence of the comparison principle between u and the critical pulsating
travelling fronts in all directions e satisfying e · ξ > 0. A bit of work is however
required in order to handle initial data which are not strictly less than 1 and also
because we aim to a uniform version of (2). The real novelty of this paper consists in
the derivation of (3). The reason why this property is harder to obtain than (2) can
be explained in the following way: a solution u emerging from a compactly supported
initial datum has bounded upper level sets at any time, whereas the upper level sets
of a front contain a half-space. This is why one can manage to bound u from above by
a suitable translation of any travelling front and eventually get (2), but cannot bound
u from below by a front in order to get (3). Nevertheless, assuming that u converges
locally uniformly to 1 as t→ +∞, its upper level sets eventually contain arbitrarily
large portions of half-spaces, and thus it will be possible to put some front below
the limit of translations of u by {(tn, xn)} with tn → +∞. So, supposing by way of
contradiction that (3) does not hold, the key is to find a sequence of translations of u,
by a suitable {(tn, xn)}, whose limit propagates with an average speed slower than a
front. To achieve this, we need to deal with all directions of spreading simultaneously,
by considering the Wulff shape of the speeds. As a by-product, we obtain (2)-(3)
uniformly with respect to (ξ, c).
Let us point out that, unlike in the singular perturbation approach, we just con-
sider translations of the original equations, without any rescaling. One of the advan-
tages is that the equation we obtain in the limit keeps the same form as the original
one, in particular the uniform ellipticity. Another difference with the singular per-
turbation approach is that, roughly speaking, the latter makes use of the travelling
fronts for the original equation in order to obtain the evolution equation for level
sets in the limit, whereas our method works the other way around: we start with the
analysis of the motion of the level sets and exploit the existence of travelling fronts
only at the end.
We now introduce the object we want to study.
Definition 1.1. We say that a closed set W ⊂ RN , coinciding with the closure of
its interior, is the asymptotic set of spreading for a reaction-diffusion equation if, for
any bounded solution u with a compactly supported initial datum 0 ≤ u0 ≤ 1 such
that u(t, x)→ 1 as t→ +∞ locally uniformly in x ∈ RN , there holds
∀ compact K ⊂ int(W), inf
x∈K
u(t, xt)→ 1 as t→ +∞, (5)
∀ closed set C such that C ∩W = ∅, sup
x∈C
u(t, xt)→ 0 as t→ +∞. (6)
3
If only (5) (resp. (6)) holds we say that W is an asymptotic subset (resp. superset) of
spreading.
The above definition essentially says that the upper level sets of u look approxi-
mately like tW for t large. The requirement that W coincides with the closure of its
interior automatically implies that the asymptotic set of spreading is unique when it
exists. The objective of this paper is to derive the existence of the asymptotic set of
spreading and to express it.
If the asymptotic set of spreading W is bounded and star-shaped with respect to
the origin - all properties that it is natural to expect - we can write
W = {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)},
with w upper semicontinuous. If w is strictly positive and continuous then w(ξ)
is the asymptotic speed of spreading in the direction ξ, in the sense of (2)-(3). In
addition, those limits hold uniformly with respect to (ξ, c) ∈ SN−1 × R+ such that
|c− w(ξ)| > ε, for any ε > 0.
Remark 1. The requirement in Definition 1.1 that u → 1 as t → +∞ locally
uniformly in space (or equivalently pointwise, due to parabolic estimates and strong
maximum principle) is automatically fulfilled by any u0 6≡ 0 in the periodic case
when f is of KPP type and q is divergence-free with average 0, see [15]. A sharp
condition for possibly negative f is used in [7], later extended to the non-periodic
setting in [8]. In the non-KPP cases, it may happen that solutions converge uniformly
to 0 (when the “hair-trigger” effect fails in the monostable case or when the solution
is “quenched” in the combustion or bistable case, see [1]). However, some sufficient
conditions for the convergence to 1 can be readily obtained by comparison with
solutions of homogeneous equations, to which the classical results of [1] apply.
Let us also mention that the requirement that u0 has compact support (which is
only needed for the asymptotic superset of spreading property) can be relaxed by a
suitably fast exponential decay, and that the restriction u0 ≤ 1 can be dropped if
f(x, s) < 0 for s > 1.
Actually, our approach applies to general space-time dependent equations pro-
vided that front-like solutions are available, yielding some upper and lower bounds
on the asymptotic speed of spreading. Results of this type are derived in the work in
progress [10] in the case of Fischer-KPP reaction terms, combining homogenization
techniques with the tool of the generalized principle eigenvalue. It is not always pos-
sible to deduce the existence of the asymptotic speed of spreading from such bounds,
and there are indeed cases where the speed of spreading does not exist (see [17]).
In the present paper, beside the periodic framework, we derive the existence of the
asymptotic speed of spreading for combustion and bistable equations with almost
periodic dependence in time, which was not previously known. One could wonder if
some weaker compactness properties - such as random stationary ergodicity - may
guarantee the existence of the speed of spreading, as shown for the Fischer-KPP
equation in dimension 1 in [19, 9] and for advection equations in [23]. Also, problems
set in domains with periodic holes, under Neumann boundary condition, may also be
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envisioned. We have chosen not to treat these cases in the present paper in order to
avoid further technicalities.
To sum up, the bridge we build between the propagation of compactly supported
data and almost planar solutions turns out to be a powerful tool, providing:
• A new proof of the Freidlin-Ga¨rtner formula.
• Extension of the formula to monostable, combustion, bistable reaction terms.
• Multi-tiered propagation of disturbance for multistable equations.
• Control of the propagation of disturbance in general non-autonomous media
in terms of almost planar transition fronts, which yields the existence of the
asymptotic speed of spreading for almost periodic, time dependent equations.
• For very general autonomous or periodic equations, a strategy to reduce com-
pactly supported data to front-like data, that is, satisfying
lim
x·e→−∞
u0(x) = 1, u0(x) = 0 for x · e large enough, (7)
which allows us to derive the following generalised Freidlin-Ga¨rtner’s formula.
Metatheorem. For equations which are periodic in space and time, the asymptotic
set of spreading exists and is given by
W = {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)}, with w(ξ) = inf
e∈SN−1
e·ξ>0
c∗(e)
e · ξ ,
where c∗(e) is the speed of spreading for front-like data, i.e., satisfying (7).
We give the proof of this metatheorem in Section 5 below, highlighting the hy-
potheses required on the operator - essentially the validity of the comparison principle
and a priori estimates. If the operator is autonomous and rotationally invariant, then
in most cases (such as local parabolic operators) the problem for a truly planar datum
reduces to an equation in one single space variable. It then follows from the above
result that W is a ball with radius independent of N , showing that the propagation
of disturbance does not depend on the dimension in which the problem is set, at least
at the level of the average speed. We recall that, going beyond the average speed, the
location of the interface of the disturbance does depend in general on the dimension
(by a log t order in the autonomous case, see [18, 29]).
We have chosen to present the above statement in the vague form of metatheorem,
without specifying the hypotheses on the operator, in order to give the flavour of the
kind of results one can obtain with the method of this paper. We believe it will be
susceptible to application to a wide class of equations. One application we present
here is the extension to higher dimension and to compactly supported data of the
spreading result for multistable autonomous equations derived in [13, 24] using the
notion of propagating terrace.
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The paper is organized as follows: in Section 1.1 we state the result about the
asymptotic set of spreading in periodic media, which yields Freidlin-Ga¨rtner’s formula
for general reaction terms. In Section 1.2 we present the extension to equations
depending on both space and time, without any periodicity assumption; we also state
the new result in the case of almost periodic temporal dependence. The remaining
sections are dedicated to the proofs of these results. Namely, the asymptotic subset
and superset of spreading are dealt with in Sections 2 and 3 respectively; in both
cases, we start with proving the most general statements, from which we deduce the
ones in periodic media. Section 4 is dedicated to the derivation of the asymptotic
speed of spreading for almost periodic time-dependent equations. The Metatheorem
and the multi-tiered propagation for multistable equations are proved in Sections 5
and 6 respectively.
1.1 Periodic case
We say that a function defined on RN is 1-periodic if it is periodic in each direction
of the canonical basis, with period 1, i.e., if it is invariant under the translations
x 7→ x + z for z ∈ ZN . We restrict to functions with period 1 just for the sake of
simplicity; what really matters is that all terms in the equation have the same period
in any given direction of the basis.
Our hypotheses in the periodic case are the ones required to apply the results
of [4, 31, 32] concerning the existence of pulsating travelling fronts. The hypotheses
intrinsic to our method are weaker (cf. the next subsection).
The matrix field A and the vector field q are smooth 1 and satisfy
A is symmetric, uniformly elliptic and 1-periodic, (8)
div q = 0,
∫
[0,1]N
q = 0, q is 1-periodic. (9)
The function f : RN × [0, 1]→ R is of class C1+δ, for some δ ∈ (0, 1), and satisfies
∀x ∈ RN , f(x, 0) = f(x, 1) = 0,
∃S ∈ (0, 1), ∀x ∈ RN , f(x, ·) is nonincreasing in [S, 1],
∀s ∈ (0, 1), f(·, s) is 1-periodic.
(10)
We further assume that f is in one of the following three classes:
Monostable ∀s ∈ (0, 1), min
x∈RN
f(x, s) ≥ 0, max
x∈RN
f(x, s) > 0, (11)
Combustion
{∃θ ∈ (0, 1), ∀(x, s) ∈ RN × [0, θ], f(x, s) = 0,
∀s ∈ (θ, 1), min
x∈RN
f(x, s) ≥ 0, max
x∈RN
f(x, s) > 0,
(12)
Bistable f(x, s) = s(1− s)(s− θ), θ ∈ (0, 1/2). (13)
1More precisely, A is C3 and q is C1+δ in the monostable or combustion cases [4], and A, q are
C∞ in the bistable case [31, 32].
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In the bistable case, in order to apply the results of Xin [31, 32], we need the terms
A, q to be close to constants, in the following sense:
∃h > N + 1,
∥∥∥A− ∫
[0,1]N
A
∥∥∥
Ch([0,1]N )
< k,
∥∥∥q − ∫
[0,1]N
q
∥∥∥
Ch([0,1]N )
< k, (14)
where k is a suitable quantity also depending on h.
Under the above hypotheses, it follows from [4] in the cases (11) or (12), and from
[31, 32] in the case (13), that (1) admits pulsating travelling fronts in any direction
e ∈ SN−1. These are entire (i.e., for all times) solutions v satisfying{
∀z ∈ ZN , x ∈ RN , v(t+ z·e
c
, x) = v(t, x− z)
v(t, x)→ 1 as x · e→ −∞, v(t, x)→ 0 as x · e→ +∞, (15)
for some quantity c, called speed of the front. The above limits are understood locally
uniformly in t ∈ R. In the monostable case (11), such fronts exist if and only if c is
larger than or equal to a critical value, depending on e, that we call c∗(e). In the other
two cases they exist only for a single value of c, still denoted by c∗(e). We further
know from [4, 31, 32] that, under the above hypotheses, c∗(e) > 0 for all e ∈ SN−1,
and any front v(t, x) is increasing in t.
Here is the generalization of Freidlin-Ga¨rtner’s result.
Theorem 1.2. Under the assumptions (8)-(10) and either (11) or (12) or (13)-(14),
the set
W := {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)}, with w(ξ) := inf
e·ξ>0
c∗(e)
e · ξ , (16)
is the asymptotic set of spreading for (1), in the sense of Definition 1.1.
Moreover, w is positive and continuous and thus w(ξ) is the asymptotic speed of
spreading in the direction ξ.
The infimum in the definition of w is actually a minimum because the function c∗
is lower semicontinuous. To our knowledge, the semicontinuity of c∗ - Proposition 2.5
here - had not been previously derived. The weaker property inf c∗ > 0 ensures in
general that a function w as in (16) is continuous, as shown in Proposition 2.4 below.
The continuity of w is crucial for our method to work, and we emphasize that it does
not require c∗ to be continuous.
Remark 2. For ξ ∈ SN−1, let eξ be a minimizer of the expression for w(ξ) in (16).
There holds that
∀ξ′ ∈ SN−1, w(ξ′)ξ′ · eξ ≤ c∗(eξ) = w(ξ)ξ · eξ,
that is, eξ is an exterior normal to W at the point w(ξ)ξ. It then follows that, if W
is smooth, the family (tW)t>0 expands in the normal direction ν with speed c∗(ν),
exactly as in the homogeneous case. The results of the next section show that, in a
sense, this property holds true in very general contexts.
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1.2 Extension to general heterogeneous media
We will derive Theorem 1.2 as a consequence of two results concerning equations with
non-periodic space/time dependent coefficients, in the general form
∂tu = div(A(t, x)∇u) + q(t, x) · ∇u+ f(t, x, u), t > 0, x ∈ RN , (17)
under milder regularity hypotheses. We assume here that there is δ > 0 such that 2
A ∈ Cδ,1+δ(RN+1) is symmetric and uniformly elliptic,
q ∈ Cδ(RN+1),
f ∈ W 1,∞(R× RN × [0, 1]).
(18)
Notice that the regularity of A allows one to write the equation in non-divergence
form and to apply Schauder’s regularity theory. Further hypotheses on f are:
∀(t, x) ∈ R× RN , f(t, x, 0) = f(t, x, 1) = 0,
∃S ∈ (0, 1), ∀(t, x) ∈ R× RN , f(t, x, ·) is nonincreasing in [S, 1],
∀s ∈ (S, 1), ∃ E relatively dense in RN+1, inf(t,x)∈E f(t, x, s) > 0.
(19)
We recall that a set E is relatively dense in RN+1 if the function dist(·, E) is bounded
on RN+1. The above properties are fulfilled by all classes of reaction terms con-
sidered in the previous section; the second one is needed for the sliding method to
work, the last one prevents from having constant solutions between S and 1. In the
combustion (12) or bistable (13) cases, the following condition is further satisfied:
∃θ ∈ (0, S], ∀(t, x) ∈ R× RN , f(t, x, ·) is nonincreasing in [0, θ]. (20)
This is essentially the condition that yields the uniqueness of the speed of the fronts
(cf. Lemma 2.2 below). We extend f(t, x, s) to 0 for s /∈ [0, 1].
Note that in the generality of the above hypotheses, it may happen that all solu-
tions emerging from compactly supported initial data converge uniformly to 0, as for
instance for the equation ut− uxx = u(1− u)(u− θ) with θ > 1/2. Of course, in such
case one cannot talk about spreading property, and our definition of asymptotic set
of spreading is vacous. The analysis of conditions ensuring the contrary, i.e., even-
tual invasion for all or some initial data, is adressed in many papers (see the brief
discussion in Remark 1) and it is out of the scope of the present one.
Definition 1.3. An (almost planar) transition front in the direction e ∈ SN−1 con-
necting S2 to S1 is a bounded solution v for which there exists X : R→ R such that{
v(t, x+X(t)e)→ S2 as x · e→ −∞
v(t, x+X(t)e)→ S1 as x · e→ +∞
uniformly in t. (21)
The quantities
lim inf
t→−∞
X(t)
t
, lim sup
t→+∞
X(t)
t
are called respectively the past speed and the future speed of the transition front.
2 For us, g ∈ Ck+δ, k ∈ N, δ ∈ (0, 1), means that the derivatives of g of order k are uniformly
Ho¨lder-continuous with exponent δ; g = g(t, x) is in Ck+δ,h+γ if g(·, x) ∈ Ck+δ and g(t, ·) ∈ Ch+γ .
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Observe that, even if the function X associated with a front is not unique, the past
and future speeds are. It is readily seen that a pulsating travelling front with speed c,
i.e. satisfying (15), fulfils the Definition 1.3 of transition front with X(t) = ct, and
thus has past and future speeds equal to c. The existence of almost planar transition
fronts in non-periodic media is an open question, which is very interesting by itself.
Owing to Theorems 1.4 and 1.5 below, answering to this question in some particular
cases will imply the spreading results for compactly supported initial data.
We will consider the family of limiting equations associated with (17):
∂tu = div(A
∗(t, x)∇u) + q∗(t, x) · ∇u+ f ∗(t, x, u), (22)
where A∗, q∗, f ∗ satisfy, for some sequence (tn, xn)n∈N with tn → +∞ as n→∞,
A(t+tn, x+xn)→A∗(t, x), q(t+tn, x+xn)→q∗(t, x), f ∗(t+tn, x+xn, s)→f ∗(t, x, s)
locally uniformly in (t, x, s) ∈ R×RN ×R. Roughly speaking, the family of limiting
equations is the ω-limit set of the original equation (17).
Theorem 1.4. Assume that (18)-(19) hold. Let c : SN−1 → R be such that
inf
SN−1
c > 0, (23)
and, for all e ∈ SN−1, c < c(e), η < 1 and any limiting equation (22) on R− × RN ,
there is a transition front v in the direction e, connecting 0 and 1 if f satisfies (20),
or connecting some −ε < 0 and 1 otherwise, which has past speed larger than c and
satisfies v(0, 0) > η. Then, the set W given by
W := {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)}, with w(ξ) := inf
e·ξ>0
c(e)
e · ξ , (24)
is an asymptotic subset of spreading for (17).
Actually, Theorem 1.4 is in turn a consequence of another result - Theorem 2.3
below - which provides a general criterion for a given set to be an asymptotic subset
of spreading. Theorem 2.3 is our most general statement concerning the asymptotic
subset of spreading, and it is the building block of the whole paper. However, in the
applications presented here - spatial periodic case and temporal almost periodic case
(see below) - the generality of the hypotheses of Theorem 1.4 is sufficient.
Theorem 1.5. Assume that (18)-(19) hold. Let c : SN−1 → R be such that
inf
SN−1
c > 0, (25)
and, for all e ∈ SN−1, η < 1 and R ∈ R, the equation (17) on R+ × RN admits a
transition front v in the direction e connecting 0 and 1 with future speed less than or
equal to c(e) satisfying
∀t ≤ 1, x · e ≤ R + c(e)t, v(t, x) ≥ η. (26)
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Then, the set W given by
W := {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)}, with w(ξ) := inf
e·ξ>0
c(e)
e · ξ , (27)
is an asymptotic superset of spreading for (17).
If the functions c and c in Theorems 1.4 and 1.5 coincide then one obtains the
existence of the asymptotic set of spreading. A typical application of Theorem 1.4 is
with c(e) equal to the minimal speed among all transition fronts in the direction e
connecting 0 and 1 for any limiting equation. Instead, c(e) in Theorem 1.5 should be
the minimal speed only among the fronts for the original equation (17). In the peri-
odic case considered in Section 1.1, the two quantities coincide because any limiting
equation is simply a translation of the original one. Moreover, in that case, we can
restrict to pulsating travelling fronts. This is how we derive Theorem 1.2. However,
for equations with arbitrary space-time dependence, it can happen that c < c and
that the asymptotic set of spreading does not exist, cf. [17].
Another situation in which the above theorems entail the sharp propagation result
is when the equation does not depend on x and therefore it may admit truly planar
transition fronts. This is the case of the equation
∂tu = ∆u+ f(t, u), t > 0, x ∈ RN . (28)
The existence of transition fronts for (28) is derived by Shen under the assumption
that f(t, s) is almost periodic (a.p. in the sequel) in t uniformly in s, that is, f is
uniformly continuous and from any sequence (tn)n∈N in R one can extract a sub-
sequence (tnk)k∈N such that f(· + tnk , ·) converges uniformly in R2. The fronts are
constructed in dimension N = 1 and therefore they can be regarded as planar fronts
in higher dimension. Shen considers a reaction term of combustion type in [28] and
of bistable type in [26] (the precise assumptions are given in Section 4 below). She
proves that (28) admits a transition front, in the sense of Definition 1.3, of the form
v(t, x · e), e ∈ SN−1, such that X ′(t) and v(t, x · e+X(t)) are a.p. in t uniformly in x.
Hence, being a.p., X ′ satisfies the uniform average property:
c∗ := lim
t→±∞
1
t
∫ T+t
T
X ′(s)ds exists uniformly in T ∈ R. (29)
In particular, v has past and future speeds equal to c∗.
Corollary 1.6. Assume that f(t, s) is a.p. in t uniformly in s, uniformly Lipschitz-
continuous and fulfils either the combustion or bistable condition (see Section 4).
Then W := Bc∗ is the asymptotic set of spreading for (28) in any dimension N .
The question about the spreading speed for (28) when f is monostable remains
open; we cannot apply Theorems 1.4, 1.5 because transition fronts are not known to
exist in such case. This is only known under the stronger Fisher-KPP condition, see
[27, 22]. However, the result of Corollary 1.6 has already been obtained in such case
in [22, Proposition 2.6] using a different argument from the one presented here.
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1.3 Multistable equations
Here we consider the autonomous equation
∂tu = ∆u+ f(u), t > 0, x ∈ RN . (30)
We make no assumptions on the number of steady states between 0 and 1, nor on
their stability. We just require the following minimal hypotheses:
f ∈ C1(R), f(0) = f(1) = 0, (31){
There is a solution u of (30) in dimension1 with a compactly supported,
continuous initial datum 0 ≤ u0 < 1 such that u(t, x)→ 1 as t→ +∞.
(32)
Theorem 1.7. Under the assumptions (31)-(32), there exist some numbers M ∈ N,
0 = θ0 < · · · < θM = 1 and c1 > · · · > cM > 0 such that any bounded solution u with
a compactly supported initial datum 0 ≤ u0 ≤ 1 such that u(t, x) → 1 as t → +∞
locally uniformly in x ∈ RN satisfies
∀c > cm, lim sup
t→+∞
(
sup
|x|≥ct
u(t, x)
)
≤ θm−1, (33)
∀c < cm, lim inf
t→+∞
(
inf
|x|≤ct
u(t, x)
)
≥ θm. (34)
It follows in particular that, as t→ +∞,
∀m ∈ {1, . . . ,M − 1}, cm+1 < c < c′ < cm, sup
ct≤|x|≤c′t
|u(t, x)− θm| → 0,
∀c′ < cM < c1 < c, inf|x|≤c′tu(t, x)→ 1, sup|x|≥ctu(t, x)→ 0.
Namely, u has the following multi-tiered cake shape far from the regions |x| ∼ cmt
for large t:
u(t, x) ∼
M+1∑
m=1
θm1Bcmt\Bcm−1t(x) + θM1BcMt(x).
The speeds c1, . . . , cM are provided by the propagating terraces derived in [13] in
dimension 1. The restriction on the dimension is intrinsic to the method used in [13],
which relies on the zero-number principle. We point out that Theorem 1.7 is new
even in dimension 1, because no results have been previously obtained for compactly
supported initial data. Let us mention that it is also proved in [13, 24], always in
dimension 1, that in each region |x| ∼ cmt the solution develops one or more interfaces
approaching a planar wave. The extension of this precise convergence result to higher
dimension is the object of the work in progress [12].
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2 Subset of spreading
2.1 The general sufficient condition
In this subsection we derive a sufficient condition for a compact set W ⊂ RN , which
is star-shaped with respect to the origin, to be an asymptotic subset of spreading
for (17). A set of this type can be expressed by
W = {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)}, with w ≥ 0 upper semicontinuous. (35)
We will assume that W fulfils the uniform interior ball condition, that is, that there
exists ρ > 0 such that for all xˆ ∈ ∂W , there is y ∈ W satisfying
|y − xˆ| = ρ, Bρ(y) ⊂ W .
We say that ν(xˆ) := (xˆ− y)/ρ is an exterior unit normal at xˆ (possibly not unique).
We will need two auxiliary results.
Lemma 2.1. Under the assumptions (18)-(19), let u ∈ C1+δ/2,2+δ(R− × RN) be a
supersolution of the equation
∂tu− div(A(t, x)∇u) + q(t, x) · ∇u = f(t, x, u), t < 0, x ∈ RN , (36)
for which there is H ⊂ RN such that
sup
x∈H
dist(x,RN \H) = +∞, inf
t<0, x∈H
u(t, x) > S,
where S is from (19). Then,
lim inf
dist(x,RN\H)→+∞
(
inf
t<0
u(t, x)
)
≥ 1.
Proof. Assume by contradiction that
h := lim inf
dist(x,RN\H)→+∞
(
inf
t<0
u(t, x)
)
∈ (S, 1).
Let (tn)n∈N in R− and (xn)n∈R in H be such that
dist(xn,RN \H)→ +∞ and u(tn, xn)→ h as n→∞.
The functions u(· + tn, · + xn) converge as n → ∞ (up to subsequences) locally
uniformly on R−×RN to a supersolution u∞ of a limiting equation (22). Furthermore,
u∞(0, 0) = min
R−×RN
u∞ = h ∈ (S, 1).
Notice that f(t, x, s) ≥ 0 if s ∈ [S, 1] by the first two conditions in (19), and then
the same is true for f ∗. It then follows from the parabolic strong maximum principle
that u∞ = h in R− × RN , whence f ∗(t, x, h) = 0 for t ≤ 0, x ∈ RN . Let us check
12
that also the last property of (19) is inherited by f ∗. Fix s ∈ (S, 1) and let E be
the relatively dense set in RN+1 on which f(·, ·, s) has positive infimum. The fact
that E is relatively dense means that there is a compact set K ⊂ RN+1 such that
E ∩ (K + {(τ, ξ)}) 6= ∅, for any (τ, ξ) ∈ R× RN . Hence, for any (τ, ξ) ∈ R× RN ,
max
(t,x)∈(K+{(τ,ξ)})
f ∗(t, x, s) = lim
n→∞
max
(t,x)∈(K+{(τ+tn,ξ+xn)})
f(t, x, s) ≥ inf
(t,x)∈E
f(t, x, s) > 0,
that is, f ∗ fulfils the last condition in (19). This is impossible because f ∗(t, x, h) = 0
for t ≤ 0, x ∈ RN .
The second auxiliary lemma is a comparison principle. The proof relies on a rather
standard application of the sliding method, in the spirit of [11, 4], and it is presented
here in the appendix.
Lemma 2.2. Assume that (18)-(19) hold. Let u, u ∈ C1+δ/2,2+δ(R−×RN) be respec-
tively a sub and a supersolution of (36) satisfying, for some e ∈ SN−1,
u > 0, lim inf
x·e→−∞
u(t, x) ≥ 1 uniformly in t ≤ 0, (37)
u ≤ 1 and there exists γ > 0 such that either
∀s > 0, ∃L ∈ R, u(t, x) ≤ s for t ≤ 0, x · e ≥ γt+ L (38)
if f satisfies (20), or
∃L ∈ R, u(t, x) ≤ 0 for t ≤ 0, x · e ≥ γt+ L (39)
otherwise. Then, u(t, x) ≤ u(t, x) for (t, x) ∈ R− × RN .
We are now in the position to derive our key result.
Theorem 2.3. Under the assumptions (18)-(19), letW ⊂ RN be a compact set, star-
shaped with respect to the origin and satisfying the uniform interior ball condition.
Suppose that for all η, k < 1, xˆ ∈ ∂W and exterior unit normal ν(xˆ) at xˆ, every
limiting equation (22) on R− × RN admits a subsolution v ∈ C1+δ/2,2+δ(R− × RN)
satisfying v ≤ 1, v(0, 0) > η, and, for some c > kxˆ · ν(xˆ), either
∀s > 0, ∃L ∈ R, v(t, x) ≤ s if t ≤ 0, x · ν(xˆ) ≥ ct+ L (40)
if f satisfies (20), or
∃L ∈ R, v(t, x) ≤ 0 if t ≤ 0, x · ν(xˆ) ≥ ct+ L (41)
otherwise. Then W is an asymptotic subset of spreading for (17).
Proof. First, the interior ball condition implies that W coincides with the closure
of its interior. Let u be as in Definition 1.1. Notice that u ≤ 1 by the comparison
13
principle. Fix η ∈ (0, 1) and t > 0. We start dilating W unitl it touches the level set
{u(·, t) = η}. Namely, we define
Rη(t) := sup{r ≥ 0 : ∀x ∈ rW , u(t, x) > η}.
On one hand, the above quantity is finite because it is well known that u(t, x)→ 0 as
|x| → ∞ (with Gaussian decay, see e.g. [16]), on the other, Rη(t)→ +∞ as t→ +∞
because u(t, x)→ 1 as t→ +∞ locally uniformly in x ∈ RN . In order to prove that
W satisfies the condition (5) of the asymptotic subsets of spreading it is sufficient to
show that
∀η ∈ (0, 1), lim inf
t→+∞
Rη(t)
t
≥ 1.
Indeed, the above condition implies that, for all η, ε ∈ (0, 1), u(t, xt) > η for x ∈
(1− ε)W and t larger than some tη,ε. Then, for any compact K ⊂ int(W), ε can be
chosen in such a way that (1− ε)−1K ⊂ W , that is, K ⊂ (1− ε)W . It follows that,
for any η < 1, infx∈K u(t, xt) > η if t > tη,ε, which is precisely condition (5).
Assume by way of contradiction that there exist η, k ∈ (0, 1) such that
lim inf
t→+∞
Rη(t)
t
< k. (42)
Clearly, (42) still holds if one increases η. Then, we can assume without loss of
generality that η ∈ (S, 1), where S is from (19). Let us drop for simplicity the η in
the notation Rη. We have that lim inft→+∞(R(t)− kt) = −∞. We set
∀n ∈ N, tn := inf{t ≥ 0 : R(t)− kt ≤ −n}.
It follows from the continuity of u that the function R is lower semicontinuous. We
then deduce that the above infimum is a minimum, i.e. R(tn)− ktn ≤ −n < Rt− kt
for all 0 ≤ t < tn, and that tn → +∞ as n→∞. To sum up, there holds
lim
n→∞
tn = +∞, ∀n ∈ N, t ∈ [0, tn), R(tn)− k(tn − t) < R(t). (43)
Take n ∈ N. By the definition of R, there exists xn ∈ ∂(R(tn)W) such that
u(tn, xn) = η. We know that |xn| → ∞ as n→∞. Define the sequence of functions
(un)n∈N by un(t, x) := u(t+ tn, x+ xn). These functions are equibounded in C
1,2
loc by
standard parabolic interior estimates (see, e.g., [16]), and therefore they converge (up
to subsequences) locally uniformly to a solution u∗ of some limiting equation (22)
which satisfies u∗(0, 0) = η. The strong maximum principle then yields u∗ > 0.
Take T ∈ [0, tn] and x ∈ (R(tn)−kT )W . It follows from (43) that x ∈ R(tn−T )W ,
whence u(tn − T, x) ≥ η. We then derive
∀T ∈ [0, tn], x ∈ (R(tn)− kT )W − {xn}, un(−T, x) ≥ η. (44)
For n ∈ N, call
xˆn :=
xn
R(tn) ∈ ∂W , yn := xˆn − ρν(xˆn),
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where ρ is the radius of the uniform interior ball condition and ν(xˆn) is an associated
exterior unit normal at xˆn (and thus yn is the centre of the ball). The situation is
depicted in Figure 1.
Figure 1: Dialation of W until touching the level set {u(·, tn) = η}, at the point xn.
Let xˆ, ν(xˆ) be the limits of (subsequences of) (xˆn)n∈N, (ν(xˆn))n∈N. Because W is
closed, ν(xˆ) is an exterior unit normal at xˆ ∈ ∂W . We claim that, for any T ≥ 0, as
n→∞, the sets (R(tn)− kT )W − {xn} invade the half-space
HT := {x ∈ RN : x · ν(xˆ) < −k(xˆ · ν(xˆ))T},
in the sense that
HT ⊂
⋃
M∈N
⋂
n≥M
(
(R(tn)− kT )W − {xn}
)
(45)
(see Figure 2). This property is a consequence of the fact that these sets satisfy the
interior ball condition with radii (R(tn)− kT )ρ, which tends to ∞ as n→∞.
Figure 2: Invasion of the half-space H by R(tn)W − {xn} as n→∞.
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Let us postpone for a moment the proof of (45) and conclude the proof of the
theorem. By (44) and (45) we get
∀T ≥ 0, x ∈ HT , u∗(−T, x) ≥ η,
and, we recall, u∗(0, 0) = η. Roughly speaking, this means that the set {u∗ ≥ η}
expands in the direction ν(xˆ) with at most speed k xˆ · ν(xˆ), which is smaller than
the speed c of the subsolution v given by the hypothesis of the theorem. In order to
get a contradiction from this fact, consider the function u∗ in the frame moving with
speed k(xˆ · ν(xˆ)) in the direction ν(xˆ), i.e.,
u(t, x) := u∗(t, x+ ζt), with ζ := k(xˆ · ν(xˆ))ν(xˆ).
The function u satisfies u(t, x) ≥ η if t ≤ 0 and x ·ν(xˆ) < 0, together with u(0, 0) = η,
and it is a solution of the equation
∂tu−div(A∗(t, x+ ζt)∇u)+ [q∗(t, x+ ζt)− ζ] ·∇u = f ∗(t, x+ ζt, u), t < 0, x ∈ RN ,
(46)
The nonlinear term f ∗(t, x + ζt, s) clearly fulfils the first two conditions in (19).
Moreover, as we have seen in the last part of the proof of Lemma 2.1, f ∗ inherits
from f the last condition in (19), and then the same is true for f ∗(t, x + ζt, s).
Consequently, since u(t, x) ≥ η > S for t ≤ 0 and x ∈ H := {x : x · ν(xˆ) < 0},
we can apply Lemma 2.1 and infer that u(t, x) → 1 as x · ν(xˆ) → −∞ uniformly in
t ≤ 0. This means that u satisfies (37) with e = ν(xˆ). Let v and c > kxˆ · ν(xˆ) be as
in the statement of the theorem. The function u defined by
u(t, x) := v(t, x+ ζt),
is a subsolution to (46). We want to apply Lemma 2.2 to u, u. To do this, we
need to check that u satisfies (38) if the nonlinear term in (46) fulfils (20), or the
stronger condition (39) otherwise. Properties (38), (39) hold with e = ν(xˆ) and
γ = c−kxˆ·ν(xˆ) > 0 if v satisfies (40), (41) respectively. On the one hand, (40), which
is weaker than (41), always holds by hypothesis. On the other hand, if f ∗(t, x+ ζt, s)
does not fulfil (20) then neither does f , because (20) is preserved when passing to
the limit of translations. Thus, in such case, v satisfies (41) by hypothesis. We can
thereby apply Lemma 2.2 and infer that u(0, 0) ≤ u(0, 0). This is a contradiction
because u(0, 0) = v(0, 0) > η = u(0, 0).
To conclude the proof of the theorem, it remains to derive (45). Take x ∈ HT .
We compute∣∣∣∣ x+ xnR(tn)− kT − yn
∣∣∣∣ = |x+ xn − (R(tn)− kT )(xˆn − ρν(xˆn))|R(tn)− kT
=
|x+ kT xˆn + (R(tn)− kT )ρν(xˆn)|
R(tn)− kT
=
∣∣∣∣ρν(xˆn) + x+ kT xˆnR(tn)− kT
∣∣∣∣ .
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Calling zn := (x+ kT xˆn)/(R(tn)− kT ), which tends to 0 as n→∞, we rewrite the
last term as
|ρν(xˆn) + zn| =
√
ρ2 + 2ρν(xˆn) · zn + |zn|2 =
√
ρ2 + |zn|(2ρν(xˆn) · zn/|zn|+ |zn|).
Since
lim
n→∞
(2ρν(xˆn) · zn/|zn|+ |zn|) = 2ρ x · ν(xˆ) + kT xˆ · ν(xˆ)|x+ kT xˆ| < 0,
because x ∈ HT , we infer that, for sufficiently large n, |ρν(xˆn) + zn| < ρ and thus
x+ xn
R(tn)− kT ⊂ Bρ(yn) ⊂ W .
Namely, x+ xn ∈ (R(tn)− kT )W , and thus (45) is proved.
Remark 3. It follows from the proof of Theorem 2.3 that, for given xˆ ∈ ∂W , the
only limiting equations for which the existence of the subsolution v is needed are the
ones obtained by translations (tn, xn)n∈N such that
lim
n→∞
tn = +∞, lim
n→∞
xn
|xn| =
xˆ
|xˆ| .
2.2 Application of the general result
We now prove Theorem 1.4. We cannot apply Theorem 2.3 directly to the set W
defined by (24) because it may not fulfil the uniform interior ball condition. The idea
is to consider an interior smooth approximation W˜ of W , but to this end we need at
least the function w defining ∂W to be continuous. This is a general consequence of
the definition of w.
Proposition 2.4. Let c : SN−1 → R satisfy inf c > 0. Then the function w : SN−1 →
R defined by
w(ξ) := inf
e·ξ>0
c(e)
e · ξ ,
is positive and continuous.
Proof. There holds the lower bound w ≥ inf c > 0. Let us show that w is bounded
from above. Consider the family B := {±e1, , . . . ,±eN}, where {e1, . . . , eN} is the
canonical basis of RN . Then, calling c := maxB c, we find
∀ξ ∈ SN−1, w(ξ) ≤ min
e∈B
e·ξ>0
c(e)
e · ξ ≤ c
(
max
e∈B
e·ξ>0
e · ξ
)−1
≤ c
√
N.
Now, fix ξ ∈ SN−1. For ε ∈ (0, 1), let eε ∈ SN−1 be such that
eε · ξ > 0, w(ξ) > c(eε)
eε · ξ − ε.
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Hence, c(eε)/eε · ξ < c
√
N + 1, from which we deduce
c(eε) < c
√
N + 1, eε · ξ > h := inf c
c
√
N + 1
.
For ξ′ ∈ SN−1 such that |ξ′ − ξ| < h/2, it holds that eε · ξ′ > h/2, whence
w(ξ′)− w(ξ) ≤ c(eε)
eε · ξ′ − w(ξ) <
c(eε)
eε · ξ′ −
c(eε)
eε · ξ + ε ≤ 2
c
√
N + 1
h2
|ξ − ξ′|+ ε.
The latter term is smaller than 2ε for |ξ′ − ξ| small enough, independently of ξ, ξ′.
This shows that w is (uniformly) continuous.
Proof of Theorem 1.4. Let w and W be as in (24). Owing to (23), we can apply
Proposition 2.4 and deduce that w is positive and continuous. It follows in particular
that minw > 0 and that the setW coincides with the closure of its interior. Moreover,
for any h ∈ (0,minw), we can consider a smooth approximation w˜ of the function
w − h/2 satisfying w − h < w˜ < w. If we show that, for any h ∈ (0,minw), the set
W˜ := {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w˜(ξ)},
is an asymptotic subset of spreading, the same is true for W , because if K b int(W)
then K b int(W˜) for h small enough. This is achieved by showing that W˜ satisfies
the hypotheses of Theorem 2.3.
Consider η, k < 1, xˆ ∈ ∂W˜ , the (unique) exterior unit normal ν(xˆ) to W˜ and a
limiting equation (22). We know that xˆ 6= 0 and thus we can write xˆ = w˜(ξ)ξ, with
ξ := xˆ/|xˆ| ∈ SN−1. By hypothesis, there is a transition front v in the direction ν(xˆ)
for (22) on R−×RN , which connects 0 and 1 if f satisfies (20), or some −ε < 0 and 1
otherwise, has speed larger than c := kc(ν(xˆ)) and satisfies v(0, 0) > η. Let X be
the function for which v satisfies the limits in (21) with S1 = −ε or 0 and S2 = 1. It
follows from the uniformity of these limits and the strong maximum principle that
v < 1. Moreover, since v has speed larger than c, there holds that X(t) < ct for t less
than some T < 0. On the other hand, we know from [20] that X is locally bounded
and thus there exists K > 0 such that X(t) < ct+K for all t ≤ 0. As a consequence,
by (21), v satisfies (40) if f fulfils (20), or (41) otherwise. Finally, we deduce from
the smoothness of w˜ that xˆ · ν(xˆ) > 0, i.e. ξ · ν(xˆ) > 0. We can then compute
c = kc(ν(xˆ)) ≥ kν(xˆ) · ξ inf
e∈SN−1
e·ξ>0
c(e)
e · ξ = kν(xˆ) · ξ w(ξ) > kw˜(ξ) ξ · ν(xˆ) = kxˆ · ν(xˆ).
We have shown that v satisfies all the requirements in Theorem 2.3, whence W˜ is an
asymptotic subset of spreading.
2.3 The periodic case
In this subsection, we prove that the set W defined by (16) is an asymptotic subset
of spreading for (1). This is achieved by showing that the (minimal) speed c∗ for
pulsating travelling fronts satisfies the hypotheses for c in Theorem 1.4.
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We recall the known results about pulsating travelling fronts: they are increasing
in time and their critical speed c∗(e) is positive. It is also readily seen that (15) yields
the transition front condition (21) with S1 = 0, S2 = 1 and X(t) = cte.
The first hypothesis to check in Theorem 1.4 is inf c∗ > 0. We derive it from the
following result, which is of independent interest.
Proposition 2.5. Under the assumptions of Theorem 1.2, the function c∗ : SN−1 →
R is lower semicontinuous.
Proof. We need to show that, given a sequence (en)n∈N in SN−1 such that
en → e ∈ SN−1 and c∗(en)→ c ∈ [0,+∞) as n→∞,
there holds that c∗(e) ≤ c. Let vn be the pulsating travelling front in the direction en
connecting 0 and 1 with speed c∗(en). Take M ∈ (θ, 1) if f satisfies either (12) or
(13), or set M := 1/2 in the case (11). Since vn(t, x) → 0 or 1 as t → −∞ or +∞
locally uniformly in x ∈ RN , by a temporal translation we reduce to the case where
min
x∈[0,1]N
vn(0, x) = M. (47)
The vn converge (up to subsequences) locally uniformly to a solution 0 ≤ v ≤ 1
which is nondecreasing in t and satisfies the normalization condition (47). Actually,
0 < v < 1 by the parabolic strong maximum principle.
Case c > 0.
Because the vn satisfy the first condition in (15) with e = en and c = cn, passing
to the limit as n → ∞ we deduce that v satisfies the first condition in (15). Then,
letting t→ ±∞ in such condition we infer that the functions v± defined by v±(x) :=
v(±∞, x) are 1-periodic. It follows in particular that
∃x± ∈ RN , v±(x±) = min
RN
v± =: m±, 0 ≤ m− ≤M ≤ m+ ≤ 1.
We further know from parabolic estimates that the convergences of v to v± as t→ ±∞
hold locally uniformly in RN , and that the v± are stationary solutions of (1). Since
f ≥ 0 on RN × [M, 1], we have that f(x, v+) ≥ 0. The strong maximum principle
then yields v+ ≡ m+ and thus f(x,m+) = 0 for all x ∈ RN . We then deduce from
the choice of M that m+ = 1, that is, v+ ≡ 1. For x ∈ RN , let z(x) ∈ ZN be such
that x− z(x) ∈ [0, 1)N . By the first property in (15), we can write
∀(t, x) ∈ R×RN , v(t, x) = v
(
t−z(x) · e
c
, x−z(x)
)
, with x−z(x) ∈ [0, 1)N . (48)
Whence, since z(x) · e→ −∞ as x · e→ −∞ and v(+∞, x) = 1 locally uniformly in
x, we find that
v(t, x)→ 1 as x · e→ −∞ locally uniformly in t ∈ R. (49)
Similarly, if f satisfies the monostability hypothesis (11), we derive m− = 0, whence
v− ≡ 0 by the strong maximum principle, and (48) eventually yields that both limits
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in the last condition in (15) hold in such case. That is, v is a pulsating travelling
front in the direction e connecting 0 and 1 with speed c, and therefore c∗(e) ≤ c by
definition. If instead f is of either combustion or bistable type, i.e. (12) or (13) hold,
we cannot deduce m− = 0 and infer that v connects 0 and 1. In these cases we resort
to Lemma 2.2. Set u(t, x) := v(t, x + cte). For t ∈ R, letting z(t) ∈ ZN be such
that cte− z(t) ∈ [0, 1)N and using the fact that v verifies the first condition in (15),
we get, for x ∈ RN ,
u(t, x) = v
(
t− z(t) · e
c
, x+ cte− z(t)
)
= v
(cte− z(t)
c
· e, x+ cte− z(t)
)
.
Hence, by (49), u satisfies u(t, x) → 1 as x · e → −∞ uniformly in t ∈ R, and then
in particular (37). Next, consider the pulsating travelling front v˜ in the direction e
connecting 0 and 1 (with speed c∗(e)), translated in time in such a way that v˜(0, 0) >
v(0, 0), and set u(t, x) := v˜(t, x+ cte). If we had c < c∗(e), since
u(t, x) = v˜(t, x+ c∗(e)te− (c∗(e)− c)te)
and v˜ satisfies (21) with X(t) = c∗(e)t and S1 = 0 (and S2 = 1), condition (38) would
be fulfilled with γ = c∗(e) − c > 0. We could then apply Lemma 2.2 to u and u,
which satisfy (1) for t < 0 with q replaced by q + ce, and deduce v˜ ≤ v in R− × RN ,
in contradiction with v˜(0, 0) > v(0, 0). Hence, c∗(e) ≤ c in cases (12), (13) too.
Case c = 0.
The vn satisfy (48) with c = cn, e = en. For x · e < −
√
N it holds that z(x) · e < 0,
whence, for any t ∈ R, t − z(x) · en/cn > 0 for n large enough because cn ↘ 0. It
then follows from the fact that the vn are increasing in time and from (47) that, for
t ∈ R and x · e < −√N ,
v(t, x) = lim
n→∞
vn
(
t− z(x) · e
cn
, x− z(x)
)
≥ lim
n→∞
vn(0, x− z(x)) ≥M.
Thus, by Lemma 2.1, v(t, x)→ 1 as x · e→ −∞ uniformly in t ≤ 0, and then u = v
fulfils (37). If f satisfies either (12) or (13), we get a contradiction as before applying
Lemma 2.2 with u = v and u equal to the pulsating travelling front v˜ in the direction
e connecting 0 and 1. Suppose that f satisfies (11). Setting f(x, s) = 0 for s < 0,
we have that f is of combustion type if considered on, say, RN × [−1, 1]. Namely, it
satisfies hypothesis (12) up to an affine transformation of the second variable. There
exists then a pulsating travelling front in the direction e connecting −1 and 1 with a
speed c′ > 0. Let u be this front, normalized in such a way that u(0, 0) > v(0, 0). It
is an entire solution to (1) satisfying (39). We therefore get a contradiction applying
once again Lemma 2.2 with such u and u = v.
Proposition 2.6. Under the assumptions of Theorem 1.2, the function w defined
in (16) is positive and continuous andW is an asymptotic subset of spreading for (1).
Proof. The positivity and continuity of w follow from Propositions 2.4, 2.5 and the
fact that c∗ is positive. In order to apply Theorem 1.4 with c = c∗, it remains to check
the hypothesis concerning the existence of the pulsating travelling front v. To this
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end, fix e ∈ SN−1, c < c∗(e), η < 1 and consider a limiting equation (22) associated
with (1). By periodicity, the coefficients of such equation are simply translations of
A, q, f by the same ζ ∈ [0, 1)N . We can assume without loss of generality that ζ = 0.
In the case where f is of combustion type (12) or bistable type (13), we take v equal
to the pulsating travelling front connecting 0 and 1 in the direction e, normalized in
such a way that v(0, 0) > η.
The monostable case (11) is more involved. Let v∗ be a pulsating travelling front
connecting 0 and 1 in the direction e with (the minimal) speed c∗(e). For ε > 0, the
nonlinearity f : RN × [−ε, 1]→ R is of combustion type and therefore there exists a
unique cε > 0 for which (1) admits a pulsating travelling front vε in the direction e
connecting −ε and 1. We will show that
cε ↗ c∗(e) as ε↘ 0. (50)
A similar property is proved in [4] using some estimates on the first derivatives of the
fronts. Let us present a direct approach based on the comparison result of Lemma 2.2.
Recalling that v∗ and vε satisfy (21) with X(t) = c∗(e)t e, S1 = 0, S2 = 1 and with
X(t) = cεt e, S1 = −ε, S2 = 1 respectively, we see that, if we had cε > c∗(e) for some
ε > 0, Lemma 2.2 would apply with q replaced by q + ce in equation (36) and
u(t, x) = v∗(t, x+ c∗(e)te), u(t, x) = vε(t, x+ c∗(e)te),
yielding v∗ ≥ vε in R− × RN . This is impossible because, up to a suitable temporal
translation, we can always reduce to the case where v∗ < vε at, say, (0, 0). Hence
cε ≤ c∗(e). It is clear that the conclusion of Lemma 2.2 holds true if the conditions
u > 0 in (37) and ∀s > 0 in (38) are replaced by u > −ε and ∀s > −ε. We can
therefore argue as before and infer that if cε < cε′ for some 0 < ε < ε
′, then vε ≥ vε′
in R− ×RN , and this is a contradiction up to a temporal translation of vε or vε′ . As
a consequence, cε decreases to some value c0 ∈ (0, c∗(e)] as ε ↘ 0. Let us normalize
the vε by vε(0, 0) = 1/2. As ε → 0, the vε converge (up to subsequences) locally
uniformly to an entire solution v0 of (1) satisfying
v0(0, 0) = 1/2, 0 ≤ v0 ≤ 1, ∂tv ≥ 0.
Moreover, v0 satisfies the first condition in (15) with c = c0. Then, the second
condition follows exactly as in the case c > 0 of the proof of the Proposition 2.5.
This means that v0 is a pulsating travelling front connecting 0 and 1 in the direction
e, which implies that c∗(e) ≤ c0 by definition and concludes the proof of (50). Finally,
by (50), we can choose ε > 0 small enough in such a way that cε ∈ (c, c∗(e)], and
then the associated front vε, translated in t in order to have vε(0, 0) > η, satisfies the
desired properties for v. This concludes the proof of the proposition.
3 Asymptotic superset of spreading
Proof of Theorem 1.5. Let w and W be as in (27). Because of (25), Proposition 2.4
implies that w is positive and continuous. It follows in particular that W coincides
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with the closure of its interior. It remains to verify that (6) holds for any u as in
Definition 1.1. It is well known (see, e.g., [16]) that u(1, x) decays as a Gaussian as
|x| → ∞, because the initial datum u0 has compact support. Call
η := max
x∈RN
u(1, x),
which is strictly less than 1 by the parabolic strong maximum principle. Take e ∈
SN−1. Let v be the front given by the hypothesis of the theorem, associated with
e, η and some R ≥ 0 to be chosen. Because of condition (26), the function v decays
at most exponentially in the direction e. Namely, applying [25, Lemma 3.1] to the
function φ(t, x) := v(t, x+[R−1+ c(e)t]e) we infer the existence of a constant λ > 0,
only depending on A, q, e, c(e), such that
∀x · e > R + c(e), v(1, x) ≥ ηe−λ(x·e−R+1−c(e)) ≥ ηe−λ(x·e+1).
Since, on the other hand, v(1, x) ≥ η for x ·e ≤ R+ c(e), it follows from the Gaussian
decay of u(1, ·) that, choosing R large enough, the front v satisfies v(1, ·) ≥ u(1, ·) in
the whole RN . As a consequence of the comparison principle we thus infer that u ≤ v
for all t ≥ 1, whence, since v satisfies (21) with S1 = 0, and lim supt→+∞X(t)/t ≤
c(e), we get
∀c > c(e), sup
x·e>ct
u(t, x)→ 0 as t→ +∞. (51)
Using this property in different directions e one easily derives (2) with w as in (27).
But the uniform version of (2), property (6), requires some additional work and in
particular the continuity of w. We proceed as follows.
Fix ε >0 and ξ ∈ SN−1. By the definition of w in (27), there is e ∈ SN−1 such that
e · ξ > 0 and c(e)/e · ξ < w(ξ) + ε/3. For ξ′ ∈ SN−1 close enough to ξ, there holds
(w(ξ) + 2ε/3)ξ′ · e > (w(ξ) + ε/3)ξ · e > c(e).
Hence, by the continuity of w, (w(ξ′) + ε)ξ′ · e > c(e) provided ξ′ is in a small
neighbourhood Uξ ⊂ SN−1 of ξ. We can therefore make use of (51) and derive
sup
ξ′∈Uξ
r≥w(ξ′)+ε
u(t, rtξ′)→ 0 as t→ +∞.
By compactness, there is a finite covering of SN−1 by sets of the type Uξ, ξ ∈ SN−1,
whence the above limit actually holds taking the sup among all ξ′ ∈ SN−1. This
concludes the proof of (6), because if C is a closed set such that C ∩ W = ∅, then
C ⊂ {rξ′ : ξ′ ∈ SN−1, r ≥ w(ξ′) + ε} with ε = dist(C,W).
Proof of Theorem 1.2. Let W be defined by (16). By Proposition 2.6 we know that
W is an asymptotic subset of spreading for (1). It remains to show that it is an
asymptotic superset of spreading too. This is achieved using Theorem 1.5, showing
that the minimal speed for pulsating travelling fronts c∗ fulfils the hypotheses for
c there. We already know that min c∗ > 0 because c∗ is positive and it is lower
semicontinuous by Proposition 2.5. Fix e ∈ SN−1 and let v be the pulsating travelling
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front in the direction e connecting 0 and 1 with speed c∗(e). We know from (15) that
v satisfies the transition front condition (21) with S1 = 0, S2 = 1 and X(t) = c
∗(e)t e.
Hence, for any η < 1, there exists L ∈ R such that
∀t ∈ R, x · e < L, v(t, x+ c∗(e)te) > η.
For given R > 1, let z ∈ ZN be such that z · e < L − R. Hence, the translation vz
of v defined by vz(t, x) := v(t, x+ z), which is still a pulsating travelling front for (1)
with speed c∗(e), satisfies
∀t ∈ R, x · e− c∗(e)t ≤ R, vz(t, x) = v(t, x+ z) > η,
because (x + z − c∗(e)te) · e ≤ R + z · e < L. It follows that vz fulfils (26). We can
therefore apply Theorem 1.5 and conclude the proof.
4 Almost periodic, time-dependent equations
In this section we deduce Corollary 1.6 from Theorems 1.4, 1.5. Here are the assump-
tions under which Shen derives the existence of fronts in [28] and [26] respectively.
Combustion : ∃θ ∈ (0, 1), f(t, s) = 0 for s ≤ θ and s = 1, f(t, s) > 0 for s ∈ (θ, 1).
f is of class C1 with respect to s ∈ [θ, 1] and there satisfies: inft ∂sf(t, θ) > 0,
supt ∂sf(t, 1) < 0.
Bistable : the equation ϑ′(t) = f(t, ϑ(t)) in R admits an a.p. solution 0 < θ(t) < 1,
and any other solution satisfies ϑ(+∞) = 0 if ϑ(0) < θ(0) and ϑ(+∞) = 1 if
ϑ(0) > θ(0).
f ∈ C2 and its derivatives up to order 2 are a.p. in t uniformly in s.
supt ∂sf(t, 0) < 0, supt ∂sf(t, 1) < 0, inft ∂sf(t, θ(t)) > 0.
Proof of Corollary 1.6. For e ∈ SN−1, let v = v(t, x · e) be the planar front provided
by [28, 26] and X be the associated function in Definition 1.3. The functions X ′(t)
and v(t, x ·e+X(t)) are a.p. in t uniformly in x, and X ′ has uniform average c∗ in the
sense of (29). We want to show that the hypotheses of Theorems 1.4, 1.5 are fulfilled
with c and c constantly equal to t c∗. The front v(t, x · e) is a transition front in the
direction e with future (and past) speed equal to c∗. Moreover, because of the space-
invariance of the equation (28), we can translate v in such a way that it fulfils (26)
for any given η < 1 and R ∈ R. Then, if c∗ > 0, Theorem 1.5 implies that Bc∗ is
an asymptotic superset of spreading. Observe that if c∗ ≤ 0 (which is possible in the
bistable case), the same comparison argument as in the proof of Theorem 1.5 implies
that no solution with compactly supported datum can converge to 1 as t→ +∞, and
thus the definition of asymptotic set of spreading is vacuously satisfied by any set.
It remains to show that c ≡ c∗ satisfies the hypotheses of Theorem 1.4. This is
a consequence of the fact that, by the almost periodicity, the limit of translations of
a front preserves the average speed. Consider indeed a limiting equation associated
with (28). By the almost periodicity of f , this equation is of the form ∂tu − ∆u =
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f ∗(t, u), with f ∗ obtained as the uniform limit of time-translations of f by some
diverging sequence (tn)n∈N. By a priori estimates, the translations of the front v(t+
tn, x·e+X(tn)) converge (up to subsequences) locally uniformly to a solution v∗(t, x·e)
of the limiting equation. On the other hand, the almost periodicity implies the
existence of w and c such that, as n→∞ (up to subsequences), there holds
v(t+ tn, x · e+X(t+ tn))→ w(t, x · e), X ′(t+ tn)→ c(t),
uniformly in t ∈ R and x ∈ RN , with w(t,−∞) = 1 and w(t,+∞) = 0 uniformly in
t ∈ R. Next, calling Y (t) := ∫ t
0
c(s)ds we find that
v∗(t, x · e+ Y (t)) = lim
n→∞
v(t+ tn, x · e+ Y (t) +X(tn))
= lim
n→∞
v(t+ tn, x · e+
∫ t
0
(
c(s)−X ′(s+ tn)
)
ds+X(t+ tn))
= w(t, x · e),
from which we deduce that v∗ is a transition front in the sense of Definition 1.3 with
X = Y . Finally, (29) yields
lim
t→±∞
Y (t)
t
= lim
t→±∞
1
t
∫ t
0
c(s)ds = lim
t→±∞
lim
n→∞
1
t
∫ tn+t
tn
X ′(s)ds = c∗,
whence v∗ has past speed c∗. It follows that, up to a suitable spatial translation, v∗
satisfies the hypotheses of Theorem 1.4 with c(e) = c∗.
5 Proof of the Metatheorem
In this section we prove the Metatheorem stated in the introduction. The hypotheses
required on the operator will be pointed out during the proof, marked by “•”.
Consider an equation
Pu = 0, t > 0, x ∈ RN . (52)
• For any e ∈ SN−1, solutions with front-like initial data (7) admit the same
asymptotic speed of spreading c∗(e) in the direction e, and infe c∗(e) > 0.
Consider the Wulff shape of the function w given by the Freidlin-Ga¨rtner formula:
W := {rξ : ξ ∈ SN−1, 0 ≤ r ≤ w(ξ)}, with w(ξ) := inf
e·ξ>0
c∗(e)
e · ξ .
It follows from Proposition 2.4 that w is positive and continuous, whenceW coincides
with the closure of its interior. Let u be a solution of (52) with a compactly supported
initial datum 0 ≤ u0 ≤ 1 such that u(t, x) → 1 as t → +∞ locally uniformly in
x ∈ RN .
• The operator P satisfies the comparison principle.
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The fact that W is an asymptotic superset of spreading is shown by comparing u
with solutions with front-like initial data 3 and using the continuity of w, exactly as
in Section 3.
Assume by contradiction thatW is not an asymptotic subset of spreading. Recall
that the definition (5) of asymptotic subset of spreading involves compact subsets
of W . Thus, up to slightly shrinking W as in the proof of Theorem 1.4, it is not
restrictive to assume that W is smooth.
• P is space-time periodic: (Pu) ◦ TZ = P(u ◦ TZ) for all Z ∈ ZN+1, where
TZu(t, x) := u((t, x) + Z).
• Sequences of solutions of (52) satisfy a-priori estimates allowing to pass to the
limit in the equation (up to subsequences).
Using a-priori estimates and proceeding exactly as in the proof of Theorem 2.3, for
any given η < 1, we find a sequence of translations of u converging to a function u∗
which is an entire solution of some limit equation P∗u∗ = 0 and satisfies, in addition,
u∗(0, 0) = η, ∀T ≥ 0, x ∈ HT , u∗(−T, x) ≥ η, (53)
where HT is the half-space
HT := {x ∈ RN : x · ν(xˆ) < −k(xˆ · ν(xˆ))T},
for some k ∈ (0, 1), xˆ ∈ ∂W . By the periodicity of P , the limit operator P∗ is simply
the translation of P by some (t¯, x¯) ∈ [0, 1)N+1, namely, u∗ is a solution of the equation
P(u∗ ◦ T(−t¯,−x¯)) = 0. Call e := ν(xˆ) and, writing xˆ = w(ξ)ξ with ξ = xˆ/|xˆ| ∈ SN−1,
c := kxˆ · e = kw(ξ)ξ · e ≤ kc∗(e) < c∗(e).
Let (zn)n∈N in ZN be such that zn−c(t¯+n)e ∈ [0, 1)N . We then consider the sequence
of functions (u∗n)n∈N defined by u
∗
n(t, x) := u
∗(t− t¯− n, x− x¯− zn). They are entire
solutions of (52). In order to rewrite the second condition in (53) in terms of u∗n we
observe that, for x · e < x¯ · e−√N , there holds
(x− x¯− zn) · e < −zn · e−
√
N < −c(t¯+ n).
Hence, (53) rewrites
u∗n(t¯+ n, x¯+ zn) = η, ∀x · e < x¯ · e−
√
N, u∗n(0, x) ≥ η. (54)
We claim that, taking η ∈ (maxu0, 1), the (u∗n)n∈N are uniformly front-like in the
direction e, in the following sense:
lim inf
x·e→−∞
u∗n(0, x) ≥ 1 uniformly in n ∈ N.
Let us prove the claim. Since u invades, for any ε > 0, there exists m ∈ N such
that u(m, 0) > 1 − ε. Let R > 0 be such that u0(x) = 0 for x · e ≥ R. Then, for
3 The argument here is simpler because we are assuming u0 < 1.
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ζ · e ≥ R− x¯ · e+√N , since on one hand u0(x+ ζ) = 0 if x · e ≥ x¯ · e−
√
N , and on
the other u∗n(0, x) ≥ η > maxu0 if x · e < x¯ · e−
√
N by (54), we derive
∀n ∈ N, x ∈ RN , u0(x+ ζ) ≤ u∗n+m(0, x).
Hence, recalling that the (u∗n)n∈N are solutions of (52), the comparison principle yields
∀n ∈ N, ζ · e ≥ R− x¯ · e+
√
N, u∗n+m(m,−ζ) ≥ u(m, 0) > 1− ε.
Since u∗n+m(m,−ζ) = u∗n(0,−ζ − zn+m + zn) and |zn − zn+m| <
√
N , we deduce
∀n ∈ N, x · e ≤ −R + x¯ · e− 2
√
N, u∗n(0, x) > 1− ε.
The claim is thereby proven. Then, using the claim, we can find a continuous function
χ : R→ [0, 1] such that χ(−∞) = 1, χ = 0 in R+ and
∀n ∈ N, x ∈ RN , u∗n(0, x) ≥ χ(x · e).
Owing again to the comparison principle, the solution v of (52) with initial datum
χ(x · e) satisfies v(t, x) ≤ u∗n(t, x) for all n ∈ N, t > 0, x ∈ RN . We now use the
hypothesis about solutions with front-like initial data. Namely, since χ(x · e) is a
front-like initial datum in the sense of (7), we know that v has asymptotic speed
of spreading c∗(e) in the direction e. Thus, because c ∈ [0, c∗(e)), we have that
v(t, x+ cte)→ 1 as t→ +∞, locally uniformly in x ∈ RN . Consequently,
u∗n(t¯+ n, x¯+ zn) ≥ v(t¯+ n, x¯+ zn)→ 1 as n→∞,
because x¯ and zn − c(t¯ + n)e belong to [0, 1)N . This contradicts the first condition
in (54). The proof of the Metatheorem is thereby complete.
6 Multilevel speeds of propagation
This section is dedicated to the proof of Theorem 1.7. Observe preliminarily that the
hypothesis (32) yields
∃S ∈ (0, 1), f > 0 in (S, 1), (55)
because otherwise there would exist constant supersolutions of (30) arbitrarily close
to 1, preventing any solution smaller than 1 from invading.
The quantities in Theorem 1.7 come from the one-dimensional result of [13]. This
asserts that, under the hypotheses (31)-(32), the solution v of (30) in dimension
N = 1 with initial datum v0 = 1(−∞,0] converges to the minimal propagating terrace
connecting 1 to 0. As a consequence, there exist M˜ ∈ N, 0 = θ˜0 < · · · < θ˜M˜ = 1 and
c˜1 ≥ · · · ≥ c˜M > 0 such that
∀c > c˜m, lim sup
t→+∞
(
sup
x≥ct
v(t, x)
)
≤ θ˜m−1, ∀c < c˜m, lim inf
t→+∞
(
inf
x≤ct
v(t, x)
)
≥ θ˜m.
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Moreover, for any m = 1, . . . , M˜ , there exists a planar wave connecting θ˜m to θ˜m−1
with speed c˜m, that is, a strictly decreasing solution of the type φ(x − c˜mt) with
φ(−∞) = θ˜m, φ(+∞) = θ˜m−1. We actually need an extension to more general initial
data, provided by [24, Theorems 1.1, 2.14(v)]. Namely, letting S be from (55), the
result holds true for v0 satisfying
v0(−∞) ∈ (S, 1], v0 = 0 in R+, v0 nonincreasing. (56)
Then, the sequences (θm)m=1,...,M , (cm)m=1,...,M in Theorem 1.7 are obtained removing
from (θ˜m)m=1,...,M˜ , (c˜m)m=1,...,M˜ all the elements θ˜m, c˜m such that c˜m = c˜n for some
n > m. Notice that, in such way, (cm)m=1,...,M is strictly decreasing and v satisfies
(33)-(34) for x ≥ 0.
Now, in order make the arguments of the proof of the Metatheorem work we just
need the above 1-dimensional spreading result to hold true with 1 replaced by any of
the levels θm. Namely, we need the analogue of hypothesis (32).
Proposition 6.1. For any m ∈ {1, . . . ,M}, there exists a solution w of (30) in
dimension N=1, having a compactly supported, continuous initial datum 0≤w0<θm,
such that w(t, x)→ θm as t→ +∞.
The first ingredient to prove Proposition 6.1 is the stability of the θm from below:
∀m ∈ {1, . . . ,M}, ∃Sm ∈ (θm−1, θm), f > 0 in (Sm, θm). (57)
This property in the case m = M is just (55), whereas the other cases are provided
by [13, Lemma 4.3]. The second ingredient is the following ODE result.
Lemma 6.2. Let φ be a bounded, strictly decreasing solution of φ′′ + cφ′ + f(φ) = 0
in R, with c > 0, and let q be a solution of q′′ + f(q) = 0 in R satisfying q(0) = φ(0)
and q′(0) ≤ φ′(0) (resp. φ′(0) ≤ q′(0) < 0). Then
inf
R+
q < φ(+∞), (resp. sup
R−
q < φ(−∞)).
Proof. Observe preliminarily that φ′ is a nonpositive solution of (φ′)′′ + c(φ′)′ +
f(φ)′φ′ = 0, thus it cannot vanish anywhere because otherwise it would be iden-
tically equal to 0. Direct computation reveals that the function Φ(u) := φ′(φ−1(u))
solves the equation Φ′Φ + cΦ + f(u) = 0 for u ∈ (φ(−∞), φ(+∞)).
Let q satisfy one of the two hypotheses of the lemma. In both case we have that
q′(0) < 0, because φ′(0) < 0. Let (x1, x2) be the largest interval (possibly unbounded)
containing 0 in which q′ < 0. Then call η := φ(0) = q(0) and
α := max{q(x2), φ(+∞)} < η < β := min{q(x1), φ(−∞)}.
The function Q(u) := q′(q−1(u)) is a solution of Q′Q + f(u) = 0 for u ∈ (α, β).
Subtracting the equations for Q and Φ and integrating between η and u ∈ (α, β) yields
Q2(u)− Φ2(u) = Q2(η)− Φ2(η) + 2c
∫ u
η
Φ = (q′(0))2 − (φ′(0))2 + 2c
∫ u
η
Φ. (58)
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Suppose that q′(0) ≤ φ′(0). Then, by (58),
lim inf
u→α+
Q2(u) ≥ 2c
∫ α
η
Φ > 0.
If q(x2) ≥ φ(+∞) then α = q(x2) and the above inequality rewrites
lim inf
x→x2
(q′(x))2 > 0,
which contradicts the definition of x2. As a consequence, infR+ q ≤ q(x2) < φ(+∞).
Consider now the case φ′(0) ≤ q′(0) < 0. Using again (58) we get
lim inf
u→β−
Φ2(u) ≥ lim inf
u→β−
Q2(u)− 2c
∫ β
η
Φ ≥ −2c
∫ β
η
Φ > 0.
If q(x1) ≥ φ(−∞) then β = φ(−∞) and therefore we have that
lim inf
x→−∞
(φ′(x))2 > 0,
which is impossible because φ is bounded. This shows that q(x1) < φ(−∞). If
x1 = −∞ we are done. Otherwise we necessarily have that q′(x1) = 0. It follows
from the uniqueness for the Cauchy problem that q(x1 + ·) is even and then q has a
strict local maximum point at x1. If q does not have other stationary points then x1
is a global maximum point. Otherwise q is even with respect to the other stationary
point too and therefore it is periodic, whence x1 is again a global maximum point.
We have thereby shown that supR− q = q(x1) < φ(−∞).
Proof of Proposition 6.1. If m = M the statement reduces to the hypothesis (32).
Let m < M . Using the same notation as in the beginning of this section, we have
that θm = θ˜j for some j < M˜ . Consider the profile φ of the planar wave connecting
θ˜j to θ˜j−1 translated in such a way that φ(0) ∈ (Sm, θm), where Sm is from (57).
Then let q be the solution of q′′ + f(q) = 0 in R with q(0) = φ(0) q′(0) = φ′(0). It
follows from Lemma 6.2 that supR− q < θm and infR+ q < θ˜j−1. From supR− q < θm
and f > 0 in (Sm, θm) one readily sees that q cannot be decreasing in the whole R−,
and then there exists x1 < 0 such that q
′(x1) = 0. Namely, q(x1 + ·) is even. In the
case j = 1, infR+ q < θ˜j−1 means that q vanishes at some positive point. If j > 1, it
implies that q intersects at some xj > 0 a suitable translation of the profile φ˜ of the
wave connecting θ˜j−1 to θ˜j−2 . Then, again by Lemma 6.2, sup(xj ,+∞) q < θ˜j−2. We
can repeat this argument until we find that q vanishes at some positive point. Let x2
be the smallest of such points. Then define
w0(x) =
{
q(x) for x ∈ (2x1 − x2, x2)
0 otherwise.
This is a generalised subsolution of q′′+ f(q) = 0. Hence, the solution w of (30) with
N = 1 emerging from w0 is strictly increasing in t. As t→ +∞, it converges locally
uniformly to some limit w(x) satisfying w0 < w ≤ θm and w′′ + f(w) = 0. We show
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that w ≡ θm using a variant of the sliding method. First, there exists h0 > 0 such
that w(x) ≥ w0(x±h) for all h ∈ [0, h0]. Then, by comparison, the evolutions by (30)
of the initial data w(x) and w0(x ± h) remain ordered, that is, w(x) ≤ w(t, x ± h).
Letting t → +∞ we eventually derive w(x) ≥ w(x ± h) for all h ∈ [0, h0], which
means that w is constant. We deduce that f(w) = 0 from which, recalling that
Sm < w0(0) < w ≤ θm and that f > 0 in (Sm, θm), we eventually get w ≡ θm.
Proof of Theorem 1.7. Let u be a bounded solution with a compactly supported ini-
tial datum 0 ≤ u0 ≤ 1 such that u(t, x)→ 1 as t→ +∞ locally uniformly in x ∈ RN .
The upper bound (33) is a direct consequence of the 1-dimensional result of [13]
reclaimed at the beginning of the section. Namely, take R > 0 such that suppu0 ⊂
BR. Then, the solution v of (30) in dimension 1 with initial datum 1(−∞,R] satisfies
∀c > cm, lim sup
t→+∞
(
sup
|x|≥ct
v(t, |x|)
)
≤ θm−1.
Moreover, by comparison, u(t, x) ≤ v(t, x · e) for all e ∈ SN−1, whence u(t, x) ≤
v(t, |x|). It follows that u satisfies (33).
Let us prove the lower bound. Assume by contradiction that (34) does not hold
for some m. Then, proceeding exactly as in the proof of Theorem 2.3, for any η < θm
close enough to θm, we find a sequence of translations of u converging to a function
u∗ which is an entire solution of the same equation (30) and satisfies in addition
u∗(0, 0) = η, ∀T ≥ 0, x · e < −cT, u∗(−T, x) ≥ η,
for some e ∈ SN−1 and c < cm. It is not restrictive to assume that η > Sm, where Sm is
given by (57). Define the family of functions (u∗T )T≥0 by u
∗
T (t, x) := u
∗(t−T, x−cTe).
They satisfy u∗T (0, x) ≥ η for x ·e < 0. Consider a continuous, nonincreasing function
v0 : R→ R such that v0(−∞) ∈ (Sm, θm), v0 = 0 in R+ and
∀T ≥ 0, x ∈ RN , u∗T (0, x) ≥ v0(x · e).
Let v be the solution of (30) in dimension N = 1 with initial datum v0. From one
hand, the comparison principle yields v(t, x·e) ≤ u∗T (t, x) for all T ≥ 0, t > 0, x ∈ RN .
From the other, v0 fulfils the hypothesis (56) with (S, 1] replaced by (Sm, θm). Thus,
owing to Proposition 6.1, we are in the hypotheses of [24, Theorems 1.1, 2.14(v)] and
therefore we know that the solution v converges to the minimal propagating terrace
connecting θm to 0. Thanks to [13, Theorem 1.10(ii)], this terrace has the same
levels θ˜j and speeds c˜j as the minimal terrace connecting 1 to 0 up to the level θm.
In particular, because c < cm, we deduce that
lim inf
t→+∞
v(t, ct) ≥ θm.
Consequently, observing that u∗(0, 0) = u∗T (T, cTe) ≥ v(T, cT ), we eventually infer
that u∗(0, 0) ≥ θm, which is a contradiction because u∗(0, 0) = η < θm.
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Appendix
Proof of Lemma 2.2. We consider the perturbations (uε)ε>0 of u defined by u
ε(t, x) :=
u(t, x) + ε. By hypothesis, for ε > 0, there exists Tε ≤ 0 such that uε(t, x) > u(t, x)
for all t ≤ Tε, x ∈ RN . Assume by contradiction that there is ε0 > 0 such that
∀ε ∈ (0, ε0), ∃t ∈ (Tε, 0], x ∈ RN , uε(t, x) < u(t, x),
otherwise the lemma is proved by letting ε→ 0. For ε ∈ (0, ε0), let tε ∈ [Tε, 0) be the
infimum of t for which uε(t, x) < u(t, x) for some x ∈ RN . Thus, uε ≥ u if t ≤ tε and,
by the uniform continuity of u and u, infx∈RN (uε − u)(tε, x) = 0. The hypotheses on
u and u imply the existence of some ρε ∈ R such that
inf
x·e=ρε
(uε − u)(tε, x) = 0. (59)
We distinguishing three possible situations.
Case 1) (ρε)ε∈(0,ε0) is bounded.
Let (xε)ε∈(0,ε0) be such that
xε · e = ρε, uε(tε, xε)− u(tε, xε) < ε.
The functions uε(· + tε, · + xε) and u(· + tε, · + xε) converge (up to subsequences)
locally uniformly, as ε → 0, respectively to a subsolution u∗ and a supersolution u∗
of a limiting equation (22) on R− × RN satisfying
u∗(0, 0) = u∗(0, 0), ∀t ≤ 0, x ∈ RN , u∗(t, x) ≥ u∗(t, x),
where the last inequality holds because uε ≥ u if t ≤ tε. The strong comparison
principle then yields u∗ = u∗ in R− × RN . But the boundedness of xε · e = ρε for
ε ∈ (0, ε0) implies on one hand that lim infx·e→−∞ u∗(t, x) ≥ 1 uniformly in t ≤ 0,
by (37), and on the other that
∀x ∈ RN , lim sup
t→−∞
u∗(t, x) ≤ 0,
by (39) or (38). This case is thereby ruled out.
Case 2) infε∈(0,ε0) ρε = −∞.
Let S be from (19), and take ε ∈ (0, ε0) such that −ρε is large enough to have
inf
t<0
x·e≤ρε+1
u(t, x) > S.
It follows from the second condition in (19) that uε is a supersolution of (36) for
x ∈ Ω := {x : x · e < ρε + 1}. By (59), there is a sequence (yn)n∈N in RN such that
yn · e = 0, lim
n→∞
(uε − u)(tε, yn + ρεe) = 0.
Passing to the limit on a subsequence of spatial translations by (yn)n∈N of u and uε, we
end up with a subsolution u∞ and a supersolution u
ε
∞ to some limiting equation (22)
in R− × Ω satisfying
uε∞(tε, ρεe) = u∞(tε, ρεe), ∀t ≤ tε, x ∈ RN , uε∞(t, x) ≥ u∞(t, x).
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It then follows from the strong comparison principle that uε∞ = u∞ for t ≤ tε, x ∈ Ω,
which is impossible because, by (37), uε∞(t, x) > 1 if −x · e is large enough, while
u∞ ≤ 1.
Case 3) supε∈(0,ε0) ρε = +∞.
This case is ruled out when u satisfies (39) because, in such case, (59) yields ρε <
γtε + L < L. Then, suppose that f satisfies (20) and that u satisfies (38). By the
latter, there is ε ∈ (0, ε0) for which ρε is sufficiently large to have
u(t, x) ≤ θ for t ≤ 0, x ∈ Ω := {x : x · e > ρε − 1},
where θ is from assumption (20). It follows from that assumption that the function
uε := u−ε is a subsolution of (36) for x ∈ Ω. Moreover, u ≥ uε if t ≤ tε and, by (59),
infx·e=ρε(u − uε)(tε, x) = 0. Arguing as in the case 2, one finds that the limits u∞,
uε∞ of some sequences of translations of u, u
ε by vectors orthogonal to e coincide for
t ≤ tε, which is impossible because uε < 0 if x · e is large enough.
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