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ABSTRACT 
 
 
 
It has been well established that one of the main causes of rupture in high-temperature alloys is 
intergranular cavitation: the nucleation, growth, and coalescence of voids along grain boundaries.  
It is also well known that intergranular voids grow under the influence of several physical 
processes, including matter diffusion along the void surface, matter diffusion along the grain 
boundary, and bulk creep of the surrounding grains.  Creep rupture modeling efforts to date have 
considered at most two of these three void growth mechanisms at a time.  Furthermore, when 
bulk creep is accounted for, primary creep effects are rarely, if ever, addressed.  The purpose of 
this dissertation is to develop more accurate micromechanical models of creep rupture that can 
be used to gain further insight into the failure of high temperature alloys.  We consider such 
model systems as a stationary crack tip in the absence of voids, a single intergranular void 
growing under the influence of surface diffusion, grain boundary diffusion, and bulk creep 
(including primary creep effects), and several intergranular voids growing ahead of a crack tip.  
We find that the interplay between the three aforementioned void growth mechanisms can lead to 
interesting and sometimes unexpected predicted rupture behavior.  We also find that void growth 
can be significantly accelerated in the primary creep regime, compared to the secondary creep 
regime.  Our results lead us to believe that these physical processes, when present, play an 
important role in the rupture of high temperature alloys, and should therefore be taken into 
account when designing high-temperature system components.  Failure to do so might result in 
overestimates of component lifetimes, and consequently, unsafe operating conditions. 
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CHAPTER 1  
INTRODUCTION 
 
 
 
1.1   Background and related work 
There are many engineering applications in which metallic components are subjected to elevated 
temperatures.  Energy conversion systems, for instance, rely on high temperatures for increased 
thermal efficiency, as well as to facilitate thermo-chemical processing.  As the need for clean 
energy increases, so will the need to push mechanical components to higher temperatures.  By 
way of example, one leading design for Generation IV nuclear reactors is the so-called Very 
High Temperature Reactor (VHTR), in which temperatures are expected to exceed 900°C [1].  
By operating at such high temperatures, not only can the VHTR achieve unprecedented thermal 
efficiency; it can also leverage excess heat to facilitate the production of hydrogen gas, a clean 
alternative to fossil fuels.  Regardless of the application, though, when structural metals are 
subjected to high temperatures, creep, creep fatigue, and creep rupture during operation are all 
major concerns.  Design codes set strict limitations on the maximum allowable creep strain a 
component can undergo during its lifetime (typically no more than 1%), as well as time to 
rupture.  From the design engineer’s perspective, it is important to understand as much as 
possible about the underlying causes of creep rupture, and so to be able to design safe and 
reliable components for extended service.  The purpose of this dissertation is to develop 
micromechanical models of creep rupture that can be used to gain insight into the failure of high 
temperature alloys. 
 
1.1.1   Intergranular cavitation: the micromechanical cause of creep rupture 
Before one can model a process, one must first understand the underlying causes and physical 
mechanisms by which that process takes place.  By now it is well known that creep rupture at 
high temperatures is a fundamentally microscopic process that is caused primarily by 
intergranular cavitation: the nucleation, growth, and coalescence of voids along grain 
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boundaries [2].  This fact has been established based on decades of experiments on a myriad of 
structural metals.   
 Of particular interest in the present work are Alloy 230 and Alloy 617, two nickel-based 
superalloys with excellent high-temperature mechanical properties and corrosion resistance.1  
Both of these alloys are used in industrial furnace components and gas turbine combustors [3] 
[4], and they were both considered for the Intermediate Heat Exchanger (IHX) of the VHTR as 
recently as the year 2014 [5], although it appears that, at the time of this writing, Alloy 230 is no 
longer under consideration for the IHX.  Nonetheless, it is useful to consider the creep rupture 
behavior of Alloy 230, not only from a practical standpoint (in that there are many high 
temperature components made of this alloy), but also from a scientific standpoint.  Alloy 230 is 
distinctive in that it does not exhibit a significant primary creep response at high temperatures, 
and so it provides a good counterexample to alloys that do exhibit primary creep, such as 2 1/4 
Cr-1 Mo Steel, which we will return to shortly. 
 Uniaxial creep rupture tests performed by Pataky et al. [6] on tensile specimens made of 
Alloy 230 at 800°C and 900°C revealed that failure occurred by a combination of intergranular 
and transgranular cracking.  They also observed the presence of carbide particles (believed to be 
M23C6, where M consists primarily of chromium [6,7]) along grain boundaries, as well as 
extensive intergranular void damage, particularly at 900°C.  Carbides are known to serve as void 
nucleation sites, because when a grain boundary carbide separates from the surrounding grains (a 
process known as particle debonding), it leaves behind an intergranular void [6].  Carbide 
particles form in Alloy 617 as well.  It has been observed that carbides redistribute during creep, 
preferring grain boundaries normal to the direction of the applied tensile stress [8].  In addition, 
Alloy 617 oxidizes easily, forming two oxide layers (Cr2O3 and Al2O3) on surfaces exposed to 
oxygen [9].  Near exposed surfaces, decarburization (the depletion of carbides) along grain 
boundaries can allow oxidation to proceed along the grain boundary surfaces, leading to 
intergranular cracks [9].  Uniaxial creep rupture tests performed on tensile specimens made of 
Alloy 617 at 850°C, 900°C, and 950°C [10] have also revealed extensive void damage along the 
fracture surface, indicating that intergranular cavitation was indeed the primary cause of rupture. 
 More recently, Tung et al. [5] performed biaxial creep rupture tests on thin, internally 
pressurized tubes made of Alloy 230 and Alloy 617 at 850°C and 950°C.  The tubes, which had a 
                                                 
1
 The limiting chemical compositions of both of these alloys can be found in [5]. 
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mean radius of 2.159 mm and a thickness of 0.254 mm, were heated to the desired testing 
temperature in a furnace, pressurized with argon gas to a desired internal pressure (ranging from 
1-8 MPa), and then allowed to creep until failure occurred.  Tung et al. [5] observed extensive 
intergranular void damage in samples of both alloys at both temperatures considered.  In these 
experiments, failure did not occur by catastrophic rupture of the specimens.  Instead, it was 
observed that the tubes would eventually depressurize after being allowed to creep for an 
extended period of time.  It is believed that the gas was able to leak through the observed 
intergranular cracks formed by the coalescence of voids during the experiments.  Independent 
biaxial creep rupture tests performed on Alloy 617 tubes at 950°C also exhibited extensive void 
damage along grain boundaries [11].  Based on the overwhelming experimental evidence, it 
appears that the primary cause of failure in Alloy 230 and 617 at high temperatures is grain 
boundary cavitation. 
 We pause here to note that the experimental results of Tung et al. [5] are considered 
puzzling, in that they did not agree with a widely used empirical creep rupture relation due to 
Hayhurst [12].  Typically, when one plots a measure of the applied stress versus rupture time, the 
trend is linear (using logarithmic axes), with uniaxial and biaxial data lying on parallel lines.  
Contrary to this expected behavior, however, the biaxial data obtained by Tung et al. [5] were 
not parallel to independently obtained uniaxial data for Alloy 617 at both 850°C and 950°C.  
Indeed, the tube test specimens made of Alloy 617 were found to fail faster than would be 
predicted assuming the expected parallel behavior.  Interestingly, this behavior was not observed 
to the same degree in the specimens made of Alloy 230.  Qualitatively similar behavior has been 
reported by Abe [13] for a modified 9 Cr-1 Mo Steel.  This accelerated rupture behavior has 
puzzled the community since its observation, and to date its origin remains a mystery. 
 In addition to Alloy 230 and Alloy 617, another material of interest in the present work is 
2 1/4 Cr-1 Mo Steel, which has been used in Liquid-Metal-Cooled Fast Breeder Reactor 
(LMFBR) components [14].  Cr-Mo steels at high temperatures are known to fail by both 
transgranular creep fracture and intergranular creep fracture with intergranular cavitation [15].  
Additionally, 2 1/4 Cr-1 Mo Steel is distinctive in that it exhibits a significant primary creep 
phase [14], and the modeling of its constitutive behavior has received considerable attention, 
most notably at Oak Ridge National Laboratory [14,16,17]. 
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 In short, it has been firmly established by experiments that rupture in structural metals at 
high temperatures—and in particular those of interest in the present work—is caused primarily 
by creep cavitation.  When the material creeps, precipitates (such as carbide particles) migrate to 
grain boundaries perpendicular to the remotely applied tensile stress.  These precipitates 
eventually debond from the surrounding grains, nucleating voids in their place.2  The voids 
continue to grow under the influence of the applied loads, until at some point they coalesce, 
forming microscopic intergranular cracks, which eventually link together to form macroscopic 
cracks.  This process ultimately leads to the failure of the material. 
 
1.1.2   The physics of void growth 
Once voids have nucleated (via particle debonding or otherwise), they begin to grow.  Clearly, 
creep of the surrounding grains will contribute to the growth of a void, as the material within 
which the void exists deforms plastically under the influence of the remotely applied stresses.  
However, matter diffusion can also play a significant role in the void growth process.  In 
particular, atoms can migrate along the void surface (i.e., by surface diffusion), and along the 
grain boundary (i.e., by grain boundary diffusion).  The seminal work of Hull and Rimmer [18] 
was one of the first to make this observation. 
 Over the last several decades, the modeling of intergranular void growth has received 
much attention in the literature.  Now it is well known that, depending on the relative strengths 
of the surface diffusion and grain boundary diffusion processes, a void can grow by different 
modes.  When surface diffusion occurs much more rapidly than grain boundary diffusion, the 
void maintains its original shape as it grows, a process referred to as quasi-equilibrium void 
growth.  This assumption provides the basis for many works, including those of Needleman and 
Rice [19], Sham and Needleman [20], and Van der Giessen et al. [21] (all of which will be 
discussed in more detail shortly).  Alternatively, when grain boundary diffusion occurs much 
more rapidly than surface diffusion, the void becomes elongated in the direction of the grain 
boundary.  Chuang and Rice [22] considered the extension of such an elongated void, assuming 
that it grew in such a way that the void profile near the tip remained constant, a process referred 
to as crack-like void growth. 
                                                 
2
 It should be noted that we will not consider void nucleation effects in this work; we will assume that voids already 
exist prior to the onset of loading.  This is a common assumption in the void growth literature [23,28]. 
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 Chuang et al. [23] were the first to consider void growth in the presence of both surface 
diffusion and grain boundary diffusion, allowing the shape of the void to be determined by the 
analysis.  They considered both axisymmetric and cylindrical voids under remotely applied 
uniaxial tension, and they treated the grains as rigid (that is, they neglected creep deformation of 
the surrounding material).  By linearizing the surface diffusion equation, Chuang et al. [23] 
derived three different (but related) solutions for the void profile: one solution for quasi-
equilibrium void growth, another solution for crack-like void growth, and a third solution—the 
so-called “self-similar” solution—whose predictions for the curvature and mass flux at the void 
tip agree with those of the quasi-equilibrium solution or the crack-like solution, depending on the 
value of a certain dimensionless parameter.  On the basis of their results, Chuang et al. [23] 
established quantitative criteria for quasi-equilibrium void growth versus crack-like void growth 
of an axisymmetric void.  Kagawa [24] had previously taken a similar approach to Chuang et al. 
[23] and derived analogous criteria for the case of a cylindrical void. 
 Needleman and Rice [19] were the first to study how bulk creep deformation interacts 
with grain boundary diffusion to bring about void growth.  In particular, they simulated the 
growth of axisymmetric voids in uniaxial tension under the influence of both grain boundary 
diffusion and bulk creep numerically, using the finite element method.  The seminal contribution 
of Needleman and Rice was the introduction of a diffusion length L , such that the ratio of L  to 
the average cavity radius a  is a measure of the relative importance of grain boundary diffusion 
versus bulk creep.  When this ratio is large (typically 20 or greater), grain boundary diffusion is 
the driving mechanism for void growth, and when this ratio is small (typically 4 or less), bulk 
creep is the driving mechanism.  For intermediate values, the effects of diffusion and bulk creep 
are comparable.  Budiansky et al. [25] subsequently developed analytical expressions for the 
cavity growth rate under the influence of bulk creep by itself.  Sham and Needleman [20] went 
on to extend the work of Needleman and Rice [19] to multiaxial stress states, and proposed a 
closed-form expression for the cavity growth rate that approximated their numerical results by 
stitching together the analytical expressions of Chuang et al. [23] (modified according to an 
observation by Chen and Argon [26]) and Budiansky et al. [25].  This expression of Sham and 
Needleman was developed for stress triaxialities greater than unity.  Van der Giessen et al. [21] 
extended the results of Sham and Needleman [20] to triaxialities less than unity by stitching on 
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additional expressions due to Tvergaard [27], and to higher porosities (i.e., higher void volume 
fractions) by incorporating additional expressions of their own. 
 A notable limitation of the work cited above is consideration of only two of the following 
three void growth mechanisms at a time: (i) surface diffusion, (ii) grain boundary diffusion, and 
(iii) bulk creep of the surrounding material.  Chuang et al. [23] and Kagawa [24] only considered 
(i) and (ii), while Needleman and Rice [19] and subsequent work [20,21] only considered (ii) and 
(iii).  Furthermore, the latter work [19-21] only considered secondary creep, without accounting 
for the influence of primary creep.  To date, it appears that no one has modeled void growth with 
all three mechanisms acting in tandem, much less taking primary creep into account. 
 
1.1.3   Criteria for void coalescence 
Once neighboring voids have become sufficiently large, they coalesce.  The prevailing theories 
of void coalescence at high temperatures are concerned with the relative size of voids with 
respect to some dimension of the surrounding material.  For example, Chuang et al. [23] take 
coalescence to occur when the void radius a  in their calculations becomes equal to a limiting 
radius b .  Similarly, Cocks and Ashby [28] assume that coalescence occurs when the area 
fraction of voids—as measured by 2( / )a b , where b  is identified with the mean half-spacing 
between consecutive voids—reaches a critical value (e.g., 0.25).  Clearly, these criteria are 
equivalent.  The important thing is that coalescence occurs when neighboring voids become 
sufficiently large, or equivalently, when the ligament between neighboring voids becomes 
sufficiently short.   
 
1.1.4   Mechanics of a stationary crack tip 
When a number of voids have coalesced, they form an intergranular microcrack.  Such 
microcracks in turn link together to form macroscopic cracks.  At this stage in the rupture 
process, rupture is controlled by the advance of one or more macroscopic cracks by coalescence 
with neighboring voids.  It is therefore desirable to identify one or more parameters, associated 
with the remotely applied loads, that govern the magnitude of the stress, strain, and displacement 
fields near the crack tip.  This endeavor, known as crack-tip asymptotics, is a classical problem 
in the field of fracture mechanics.   
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 For isotropic, linearly elastic materials, Williams [29] obtained the singular elastic 
solution, in which the asymptotic fields are controlled by the stress intensity factor K .  
Hutchinson [30] and Rice and Rosengren [31] derived independently the celebrated HRR 
solution: the asymptotic fields near a stationary crack tip in a material whose constitutive 
behavior is given by a combination of isotropic, linear elasticity and deformation plasticity 
theory with power-law strain hardening.  They found that the asymptotic fields are in general 
controlled by the J-integral [32,33], but for small-scale yielding (when the plastic zone is small 
compared to the specimen), J  is directly proportional to the stress intensity factor K , and so the 
asymptotic fields are still controlled by K  under small-scale yielding conditions.  Subsequently, 
Riedel and Rice [34] considered the analogous problem with power-law creep in place of power-
law hardening plasticity.  Their solution, now known as the RR solution, is formally similar to 
the HRR solution, but with J  replaced by a different path-independent integral ( )C t , which is a 
rate-dependent analog to J .  In the limit of very small times (and hence small-scale creep), 
Riedel and Rice [34] showed that ( )C t  is directly proportional to J  (with a time-dependent 
scaling factor), which is in turn proportional to K .  Hence, under small-scale creep conditions, 
the fields are still controlled by K , even for power-law creep.  In the limit of very large times, at 
which there is extensive creep of the entire specimen, ( )C t  approaches a steady-state value *C , 
and it is *C  that governs the magnitude of the asymptotic fields at large times.3  The validity of 
the RR solution has been verified numerically by Bassani and McClintock [35].  Riedel [36] has 
performed similar analyses for power-law hardening models of primary and tertiary creep.  For 
small-scale primary creep, Riedel’s [36] asymptotic solution, while different from the RR 
solution for small-scale power-law creep, is still controlled by the stress intensity factor K . 
 In short, all of the prevailing theories of crack-tip asymptotics for creeping solids at high 
temperatures predict that, under small-scale creep conditions, there is an annular region ahead of 
the crack tip in which the fields are characterized by the stress intensity factor K .  It follows that 
K  is the relevant loading parameter for experimental creep crack growth experiments, under 
small-scale creep conditions.  Under extensive creep conditions, the relevant loading parameter 
is not K , but rather *C . 
 
                                                 
3
 For a more detailed review of the RR solution, please see Appendix C. 
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1.1.5   Unified creep-plasticity models 
A limitation of the vast majority of the literature cited above is the consideration of secondary 
(power-law) creep alone, without taking into account primary creep effects.  It is true that many 
materials, such as Alloy 230, do not exhibit a noticeable primary creep phase [37], in which case 
neglecting primary creep is perfectly justified.  However, other materials, such as 2 1/4 Cr-1 Mo 
Steel, do exhibit a significant primary creep phase [14], and it is unclear what effects, if any, 
neglecting primary creep might have on creep rupture predictions.  Moreover, when primary 
creep is accounted for, it is typically treated separately from secondary creep with a strain-
hardening power-law relation [36].  This approach is somewhat artificial, as it fails to address the 
microstructural transition from primary creep to secondary creep. 
 The above problem has motivated researchers to propose so-called unified creep-
plasticity models [38].  As the name suggests, such models capture plastic and creep deformation 
simultaneously, and account for both primary and secondary creep.  The models do this by 
incorporating a local deviatoric tensor α  (often referred to as the “back stress”), which is 
analogous to the kinematic hardening variable of classical plasticity theory and helps to represent 
the material microstructure.  The inelastic deformation is formulated in terms of the effective 
stress = −Σ σ α , which is simply the difference between the local Cauchy stress tensor σ  and 
the local back stress α .  The time dependence of the back stress is governed by an evolution 
equation, which models strain hardening and recovery of the material.  It is the competition 
between strain hardening and recovery that brings about the transition between transient and 
steady-state conditions.  In a classical, uniaxial creep test, in which the applied stress is fixed, 
transient and steady-state conditions model primary and secondary creep, respectively.  In a 
classical, uniaxial stress-strain test, in which the applied strain rate is fixed, steady-state 
corresponds to saturation of the axial stress at a constant value.  At the heart of these models is 
the particular dependence of the equivalent creep strain rate cεɺ  on the equivalent effective stress 
eΣ .  Bammann and coworkers [39-41] have proposed a hyperbolic sine relation.  Still others 
have proposed an exponential relation [38].  Of particular interest in the present work, however, 
is a model due to Robinson, Pugh, and Corum [14] at Oak Ridge National Laboratory, who have 
proposed a power-law relation.  The Robinson-Pugh-Corum model (which we will refer to as the 
“RPC model” or “RPC creep” in the present work) is distinctive in that it reduces to classical, 
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power-law creep in the limit in which the back stress α  is negligible compared to the Cauchy 
stress σ .4 
 One major theme throughout the present work (with the exception of Chapter 2) is the 
effect of primary creep on void growth and ductile creep rupture.  To investigate its effect, we 
will employ the RPC model [14] discussed above. 
 
1.2   Research objectives 
During the course of the preceding discussion, we have identified two major shortcomings of 
existing high-temperature creep rupture models: 
 
(a) Neglecting one or more of the following mechanisms of intergranular void growth: 
 (i) void surface diffusion 
 (ii) grain boundary diffusion 
 (iii) bulk creep 
 
(b) Neglecting primary creep effects altogether, or else treating primary creep separately 
from secondary creep, without regard to the microstructural transition between the two 
 
These issues prompt the following sets of questions: 
 
1.  Are there previously unexplained experimental results that might be understood in 
terms of the interaction between the aforementioned void growth mechanisms (i)-(iii)? 
 
2.  How does the microstructural transition from primary creep to secondary creep affect 
the predicted stress, strain, and displacement fields ahead of a stationary crack tip?  What 
is the relevant loading parameter characterizing the crack-tip fields before, during, and 
after the transition from primary creep to secondary creep? 
 
                                                 
4
 For a more detailed discussion of the Robinson-Pugh-Corum unified creep-plasticity model, please see Chapter 3. 
10 
 
3.  How do individual voids grow in the presence of all three of the aforementioned void 
growth mechanisms (i)-(iii) acting simultaneously?  How does bulk creep affect the 
predicted conditions [24] under which voids grow in the quasi-equilibrium mode versus 
the crack-like mode?  How does primary creep affect individual void growth? 
 
4.  How does primary creep affect crack propagation by void coalescence? 
 
5.  Do practicing engineers need to concern themselves with such issues as “void growth 
mechanisms” and “primary creep effects” when designing components for high-
temperature applications? 
 
As stated at the beginning of this chapter, the purpose of this dissertation is to develop more 
accurate models of creep rupture.  The above sets of questions will serve as the motivation for 
Chapters 2-6, respectively.  In attempting to answer the above questions, we will gain greater 
insight into the failure of high temperature alloys. 
 The remainder of this dissertation is organized as follows.  In Chapter 2, we revisit the 
puzzling accelerated rupture behavior observed by Tung et al. [5] in their biaxial creep rupture 
experiments on Alloy 230 and Alloy 617.  In an attempt to reproduce their experimental data, we 
employ the void growth model of Van der Giessen et al. [21], which accounts for two void 
growth mechanisms: grain boundary diffusion and bulk power-law creep.  Based on our results, 
we will argue that the observed accelerated rupture behavior might be explained in terms of the 
interplay between these two void growth mechanisms. 
 In Chapter 3, we investigate numerically the stress fields ahead of a blunted crack tip 
within a compact tension specimen, modeling the constitutive behavior of the material by a 
combination of isotropic, linear elasticity and RPC creep [14].  Material parameters are chosen to 
represent two kinds of materials: Alloy 230, which does not exhibit a significant primary creep 
phase [37], and 2 1/4 Cr-1 Mo Steel, which does exhibit a significant primary creep phase [14].  
In each case, we compare the results of our simulations to the RR solution of Riedel and Rice 
[34] for power-law creep.  By doing so, we attempt to find a parameter that characterizes the 
stress fields before, during, and after the transition from primary creep to secondary creep. 
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 In Chapter 4, following a similar approach to Needleman and Rice [19], we simulate the 
growth of a single intergranular void in the presence of all three of the following void growth 
mechanisms: (i) surface diffusion, (ii) grain boundary diffusion, and (iii) bulk creep.  The creep 
response of the material is modeled using alternatively the power-law creep model, which does 
not account for primary creep, or the RPC model [14], which does account for primary creep.  In 
either case, the material parameters used are chosen to represent 2 1/4 Cr-1 Mo Steel.  Based on 
our results, we are able to see the effects of all these processes on high-temperature void growth. 
 In Chapter 5, we simulate the growth of six intergranular voids ahead of a blunted crack 
tip under small-scale creep conditions.  We again model the creep response of the material by 
power-law creep and RPC creep [14], with material parameters representing 2 1/4 Cr-1 Mo Steel.  
Consistent with the coalescence criteria mentioned in Section 1.1.3, we take coalescence to occur 
when the ligament between the crack tip and the nearest void shrinks to a certain fraction of its 
original length.  By comparing the results obtained using the two constitutive models, we are 
able to see the effect of primary creep on the predicted rupture behavior. 
 Finally, in Chapter 6, we summarize our results and the insights we have gained into the 
creep rupture of high-temperature alloys.  We also discuss the broader implications of those 
insights for the design of high-temperature components.  We then conclude with several avenues 
for future research in the area of high-temperature creep rupture. 
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CHAPTER 2  
ON THE FRACTURE OF HIGH TEMPERATURE ALLOYS 
BY CREEP CAVITATION UNDER UNIAXIAL OR BIAXIAL 
STRESS STATES 
 
 
 
This chapter is based on work published in the Journal of the Mechanics and Physics of Solids 
[42]. 
 
It is well known that creep rupture in high temperature alloys is caused by grain boundary 
cavitation: the nucleation, growth, and coalescence of voids along grain boundaries.  However, it 
has been observed recently [5] that the multiaxial rupture behavior of a promising class of high 
temperature alloys cannot be captured by a well-known empirical creep rupture model due to 
Hayhurst [12].  In an effort to gain a better understanding of rupture in these materials, we depart 
from empirical models and simulate the underlying rupture mechanisms directly, employing two 
related models of void growth from the literature: one due to Sham and Needleman [20], and an 
extension of Sham and Needleman’s model due to Van der Giessen et al. [21].  Our results 
suggest that the experimental observations might be explained in terms of the interplay between 
bulk creep and gain boundary diffusion processes.  Such a mechanism-based understanding of 
the influence of multiaxial stress states on the creep rupture behavior of high temperature alloys 
promises to be of value and to provide a basis for the qualification of these alloys for extended 
service in a variety of elevated temperature applications. 
 
2.1   Introduction 
There are several elevated temperature applications in which the long term durability of metallic 
alloys limits the design and service lives.  This can be due to a number of factors, including 
strength and corrosion concerns.  However, a major limitation is the resistance to creep and 
creep-rupture under anticipated service conditions which may extend to 950°C or above.  These 
13 
 
conditions are of interest for high temperature energy systems and include applications where 
thermo-chemical processing becomes an attractive alternative to electricity generation.  One 
example is the construction of Generation IV nuclear power plants, where the leading design is 
the Very High Temperature Reactor (VHTR), so called because its target operating temperatures 
lie somewhere in the range of 650°C-950°C.  Candidate materials currently under consideration 
include nickel-based Alloy 230 and Alloy 617.  The limiting chemical compositions of Alloys 
230 and 617 can be found in [5].  A major limitation to this and other high temperature energy 
conversion systems is the ability of the material to resist creep deformation over very long 
periods of service, extending to 60 years.  In addition, service loading conditions include 
multiaxial stress states, while standard materials testing is typically performed on uniaxially 
loaded specimens.  Design considerations include strict limitations on creep strain, typically less 
than 1%, and limitations on time to tertiary creep as well as time to rupture over the entire 
component service life.  Clearly, it is important that we understand the mechanisms by which 
these materials might fail under service operating conditions.  Such an understanding will assist 
in the certification of these alloys, which will in turn enable engineers to design safe and reliable 
components for long-term, elevated temperature service. 
 To date, design of components is based on the conventional approach of consulting a plot 
of some measure of the applied stress σ  versus rupture time rt  (or other limiting parameters) for 
a given material at a given temperature, developed from experimental data such as those shown 
in Figure 2.1 [5].  When a logarithmic scale is used for both axes, such plots tend to be linear for 
a given stress state (e.g., uniaxial or biaxial tension) for the stress range considered.  Moreover, 
many times uniaxial and biaxial data are found to be approximately parallel, as they are in Figure 
2.1 (a) for Alloy 230 at 850°C.  This empirical observation led Hayhurst [12] to propose the 
following relation between stress and rupture time: 
 
 ( 3 ) ,I m e rA tχασ βσ γσ= + +  (2.1) 
 
where  A  and χ  are material parameters independent of the stress state, α , β , and γ  are fitting 
constants which sum to unity, Iσ  is the maximum principal stress, / 3m kkσ σ=  is the mean  
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(a)      (b) 
 
(c)      (d) 
 
Figure 2.1.  Experimental remote equivalent stress versus time to rupture data for Alloy 230 at 
(a) 850°C and (b) 950°C, and Alloy 617 at (c) 850°C and (d) 950°C.  Uniaxial data courtesy of 
Haynes International, Inc. and Schubert et al. [43].  Biaxial data courtesy of Tung et al. [5]. 
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stress5, and (3/ 2)e ij ijσ σ σ′ ′=  is the Mises equivalent stress, with ij ij m ijσ σ σ δ′ = −  the 
components of the deviatoric stress and ijδ  the Kronecker delta.  Note that the form of (2.1) 
guarantees linear and parallel stress versus rupture time behavior when Iσ , mσ , and eσ  are in 
fixed proportions, as they are for the cases of uniaxial tension and biaxial tension within the wall 
of an internally pressurized tube. 
 Recently, Tung et al. [5] observed that their experimental results for internally 
pressurized tubes made of Alloys 230 and 617 at 850°C and 950°C were not consistent with (2.1)
.  Of the four alloy/temperature combinations they considered, they observed parallel behavior 
only for Alloy 230 at 850°C, as shown in Figure 2.1 (a).  For each of the other combinations, 
their biaxial data and independently obtained uniaxial data were not parallel, as shown in Figure 
2.1 (b), (c), and (d).  Furthermore, nonlinear rupture behavior has also been reported by Abe [13] 
for 9Cr-1Mo steel.  Such behavior cannot be captured by (2.1).  Tung et al. speculate in [5] that 
this behavior might be associated with specimen size effects arising from the formation of voids 
within the tube walls.  It is possible that this size effect is directly related to the stress state itself 
(e.g., differences in the triaxiality between uniaxial and biaxial tension).  In an attempt to gain a 
better understanding of this behavior, we depart from phenomenological models such as (2.1) 
and instead simulate the underlying rupture mechanisms directly. 
 Rupture in structural metals at high temperatures is known to be caused by creep 
cavitation (i.e., the nucleation, growth, and coalescence of voids) along grain boundaries [2,5].  
Over the last several decades, a great deal of effort has been put into arriving at a model for grain 
boundary void growth in creeping solids.  The seminal work of Hull and Rimmer [18] observed 
that void growth occurs under the influence of grain boundary diffusion and surface diffusion.  
Chuang et al. [23] developed analytical expressions for cavity growth rates assuming surface 
diffusion and grain boundary diffusion to be the dominant mechanisms.  Needleman and Rice 
[19] were the first to study how bulk creep deformation interacts with grain boundary diffusion 
to bring about void growth.  In particular, they simulated the growth of axisymmetric voids in 
uniaxial tension under the influence of both grain boundary diffusion and bulk creep 
numerically, using the finite element method.  The seminal contribution of Needleman and Rice 
was the introduction of a diffusion length L , such that the ratio of L  to the average cavity radius 
                                                 
5
 Here Einstein summation convention is used, where repeated indices are summed over from 1 to 3. 
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a  is a measure of the relative importance of grain boundary diffusion versus bulk creep.  When 
this ratio is large (typically 20 or greater), grain boundary diffusion is the driving mechanism for 
void growth, and when this ratio is small (typically 4 or less), bulk creep is the driving 
mechanism.  For intermediate values, the effects of diffusion and bulk creep are comparable, and 
this interplay between the two mechanisms is at the heart of the present work.  Budiansky et al. 
[25] subsequently developed analytical expressions for the cavity growth rate under the influence 
of bulk creep by itself.  Sham and Needleman [20] went on to extend the work of Needleman and 
Rice [19] to multiaxial stress states, and proposed a closed-form expression for the cavity growth 
rate that approximated their numerical results by stitching together the analytical expressions of 
Chuang et al. [23] (modified according to an observation by Chen and Argon [26]) and 
Budiansky et al. [25].  This expression of Sham and Needleman was developed for stress 
triaxialities / 1m eσ σ∞ ∞ > , where mσ ∞  and eσ ∞  are the mean and Mises equivalent stresses, 
respectively, corresponding to the remotely applied load.  Finally, Van der Giessen et al. [21] 
extended the results of Sham and Needleman [20] to triaxialities / 1m eσ σ∞ ∞ <  by stitching on 
additional expressions due to Tvergaard [27], and to higher porosities (i.e., higher void volume 
fractions) by incorporating additional expressions of their own. 
 The remainder of this chapter is organized as follows.  In Section 2.2, we review the void 
growth model of Sham and Needleman [20], and its extension by Van der Giessen et al. [21], in 
detail.  In Section 2.3, we investigate the rupture behavior predicted by these two models in 
uniaxial tension and biaxial tension, noting the effects of the dominant cavitation mechanism and 
the stress triaxiality on rupture time.  In Section 2.4, we apply both models in an effort to 
reproduce Tung et al.’s [5] experimental stress-rupture time data for Alloys 230 and 617, using 
constitutive parameters inspired by creep test data from Pataky et al. [6], Maldini et al. [37], and 
Wright and Wright [11].  We then discuss the effectiveness of the models at capturing the 
experimental creep rupture data.  Finally, in Section 2.5, we conclude with a summary of the 
insights we have gained into the creep rupture process, and propose a possible explanation for 
the results observed by Tung et al. [5]. 
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2.2   Failure by void growth and coalescence in creeping solids 
A model approach to void growth and coalescence processes in power-law creeping solids often 
employed in the literature (see for example [23,28,44]) is as follows.  The constitutive response 
of the material in uniaxial tension is characterized by the power law relation: 
 
 0 0( / ) ,nε ε σ σ=ɺ ɺ  (2.2) 
 
where εɺ  is the creep strain rate, σ  is the applied stress, 0εɺ  and 0σ  are the reference strain rate 
and stress, respectively, and n  is the creep exponent.  For three-dimensional stress states the 
constitutive description of the material is such that the same relationship holds between the 
effective strain rate, 2 / 3e ij ijε ε ε=ɺ ɺ ɺ , and the Mises equivalent stress eσ , where ijεɺ  are the 
components of the creep strain rate tensor [6].  Voids are modeled as spherical cap-shaped 
regions of radius a  and mean half-spacing b , as shown in Figure 2.2.  The volume of such a 
void is given by 
 
 
34 ( ),
3
V a gpi ψ=
 (2.3) 
 
where the dihedral angle ψ  is the angle the void surface makes with the grain boundary, and 
 
 
1 1 1( ) cos .
sin 1 cos 2
g ψ ψ
ψ ψ
 
= − + 
 (2.4) 
 
Under the influence of the applied stresses, the voids expand from some initial radius of 0a  
according to the following equation: 
 
 2 ,4 ( )
V
a
a gpi ψ
=
ɺ
ɺ
 (2.5) 
 
which can be obtained by differentiating (2.3).  It is assumed that surface diffusion occurs 
rapidly enough to maintain the spherical-cap shape of the voids (i.e., ψ  is constant).  
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Figure 2.2.  Axisymmetric, spherical cap-shaped void model schematic, illustrating the void 
radius a , mean half-spacing b , and angle ψ .  Adapted from Chuang et al. [23]. 
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Coalescence, and thus rupture, is taken to occur when the ratio /a b  reaches some critical value 
λ .  All that remains is to specify the volumetric growth rate Vɺ . 
 
2.2.1   The Sham-Needleman model 
One important contribution of Needleman and Rice’s work [19] consisted of tabulated values for 
the volumetric growth rate of the kind of voids described above (in axisymmetric unit cells) in 
the presence of bulk creep and grain boundary diffusion, which they generated numerically using 
the finite element method.  However, their results were derived under remotely applied 
(macroscopic) uniaxial tension.  Sham and Needleman [20], taking the same approach as 
Needleman and Rice [19], tabulated similar numerical data for an axisymmetric stress state with 
greater triaxiality.  They further found that they were able to approximate their results by 
considering the total volumetric growth rate to be the sum of the growth rate due to grain 
boundary diffusion and that due to bulk creep deformation: 
 
 
df cr
,V V V= +ɺ ɺ ɺ  (2.6) 
 
where the grain boundary diffusion term, based on the work of Chuang et al. [23] and Chen and 
Argon [26], is given by 
 
 ( )
3df
3
/ (1 ) /4 ,
ln 1/ (3 )(1 ) / 2
I e s efV L
a a f f f
σ σ σ σ
pi
ε
∞ ∞ ∞
∞
 
− − 
=   
− − −   
ɺ
ɺ
 (2.7) 
 
and the bulk creep term, based on the work of Budiansky et al. [25], is given by 
 
 
cr
3 2 ( ) .
n
m
n n
e
V g
a
σ
pi ψ α β
ε σ
∞
∞
∞
  
= +  
  
ɺ
ɺ
 (2.8) 
 
In the above equations, Iσ ∞ , mσ ∞ , and eσ ∞  are the maximum principal stress, mean stress, and 
Mises equivalent stress, respectively, corresponding to the remotely applied load, in the 
axisymmetric cell calculations.  For the application of the models, the remote effective strain rate  
20 
 
ε
∞
ɺ
 is related to 
eσ
∞
 through (2.2).  The diffusion length L  introduced by Needleman and Rice 
[19] is given by 
 
 
1/3( / ) ,b eL σ ε∞ ∞= ɺD  (2.9) 
 
where 
 
 
/
0 /
Q RT
b D e kTδ −= ΩD  (2.10) 
 
is a quantity related to the grain boundary diffusion coefficient, in which 0D δ  is a pre-
exponential factor, Q  is the activation energy for grain boundary diffusion, 8.314 J/mol KR = ⋅  
is the universal gas constant, T  is the absolute temperature, Ω  is the atomic volume, and 
231.38 10  J/Kk −= ×  is Boltzmann’s constant.  The so-called sintering stress sσ  at the tip of the 
cavity is given by 
 
 2 sin / ,s s aσ γ ψ=  (2.11) 
 
where sγ  is the surface energy.  The factor f  is given by 
 
 
2 2
max , ,
1.5
a af
b a L
    
=     +     
 (2.12) 
 
and nα  and nβ  are given by the following: 
 
 
23 / 2,    ( 1)( 0.4319) / .n nn n n nα β= = − +  (2.13) 
 
It should be noted that (2.6), (2.7), and (2.8) were found to be accurate for / 10a L ≤ , 
/ 4s eσ σ
∞ ≤ , and triaxialities / 1m eσ σ∞ ∞ > .2. 
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2.2.2   Van der Giessen et al.’s model 
Van der Giessen et al. [21] also considered spherical cap-shaped voids growing in the presence 
of both grain boundary diffusion and bulk power-law creep.  They extended the model of Sham 
and Needleman [20] to lower triaxialities ( / 1m eσ σ∞ ∞ < ) and higher porosities, when void-void 
interactions become important.  To account for lower triaxialities, they incorporated work by 
Tvergaard [27], who had proposed a linearized form of (2.8) valid for / 1m eσ σ∞ ∞ < .  To account 
for higher porosities, they modified Budiansky et al.’s [25] approach, which assumed a single 
void in an infinite matrix, instead considering each void to be embedded within an infinitely long 
cylinder of radius b .  Their final result is as follows.  The total growth rate is taken to be the 
maximum of a “Low-porosity” term (subscript L) and a “High-porosity” term (subscript H): 
 
 
df cr df cr
L Lmax( , ).H HV V V V V= + +ɺ ɺ ɺ ɺ ɺ  (2.14) 
 
For low porosities, dfLVɺ  is given by (2.7), and 
 
 
( )
[ ] ( )
cr
L
3
2 ( ) / ( ) if / 1
2 ( ) ( ) / if / 1
n
n m e n m e
n
n n m e m e
g m mV
a g m
pi ψ α σ σ β σ σ
ε pi ψ α β σ σ σ σ
∞ ∞ ∞ ∞
∞ ∞ ∞ ∞
∞
  + ≥  
= 
 + <
ɺ
ɺ
 (2.15) 
 
where the first term is identical to (2.8) for mean stresses 0mσ ∞ ≥ , and the second term is the 
linearized form proposed by Tvergaard [27].  For high porosities (corresponding in their analysis 
to each void being embedded within an infinitely long cylinder of radius b ), dfHVɺ  is given by 
(2.7) with f  simply given by 2( / )f a b= , rather than by (2.12), and 
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 (2.16) 
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Here sgn( )mm σ ∞= , and 
 
 
2
2
( 1)( 0.4319) / if 0( ) ( 1)( 0.4031) / if 0
m
n
m
n n n
m
n n n
σβ
σ
∞
∞
 − + ≥
= 
− + <
 (2.17) 
 
We would like to emphasize here that Van der Giessen et al.’s model [21] is a direct extension of 
Sham and Needleman’s model [20].  For low porosities, high stress triaxialities ( / 1m eσ σ∞ ∞ > ), 
and positive remote mean stresses, the volumetric void growth rate proposed by Van der Giessen 
et al. [21] is identical to that of Sham and Needleman [20].  The modifications proposed by Van 
der Giessen et al. [21] come into play for (i) high porosities, (ii) low stress triaxialities (
/ 1m eσ σ
∞ ∞ < ), and (iii) negative remote mean stresses.  It should be noted, however, that for small 
positive stress triaxialities, the Van der Giessen et al.’s model reduces to Sham and Needleman’s 
model.  That is, even though the two void growth expressions are different for small and positive 
triaxialities, for all practical purposes they yield the same results.  Furthermore, negative remote 
mean stresses will not be considered in the present work.  Consequently, we will see that the 
results obtained for the two models are identical in what follows. 
 
2.3   Model predictions in uniaxial and biaxial tension 
In this section, we present model predictions for rupture time in uniaxial tension and biaxial 
tension, the latter case representing the stress state in the wall of an internally pressurized, 
circular tube.  Henceforth, we will neglect any anisotropies associated with the tube stock 
forming process and assume that the material is isotropic in both uniaxial tension and biaxial 
tension. 
 In uniaxial tension, there is only one nonzero stress component: the axial stress zzσ , as 
shown in Figure 2.3(a).  While the applied load P  is fixed during a creep rupture test, the axial 
stress will in general increase during the course of the test due to a decrease in the cross sectional 
area A  of the test specimen caused by incompressible creep deformation.  It is straightforward to 
show (see Appendix A for the details) that the stress is given by 
 
 0( / ) ,ezz P A eεσ =  (2.18) 
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(a)      (b) 
 
Figure 2.3.  Infinitesimal material elements illustrating the nonzero stress components for (a) 
uniaxial tension and (b) biaxial tension within the wall of an internally pressurized, circular 
cylindrical tube. 
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where 0/P A  is the nominal stress ( 0A  being the original cross-sectional area), and 
 
 
0
( )te e dε ε τ τ= ∫ ɺ  (2.19) 
 
is the total accumulated creep strain.  In this case, I e zzσ σ σ∞ ∞= =  and / 3m zzσ σ∞ = , from whence 
it follows that 
 
 / 1,    / 1 / 3.I e m eσ σ σ σ
∞ ∞ ∞ ∞
= =  (2.20) 
 
Notice that these ratios are not sensitive to creep-induced strain, and that the stress triaxiality is 
less than unity.   
 Within the wall of a capped, circular cylindrical tube of mean radius r  and thickness h  
under internal pressure p , there are in general three nonzero stress components: the radial stress 
rr
σ , the hoop stress θθσ , and the axial stress zzσ .  These are illustrated in Figure 2.3(b).  Under 
the thin-walled tube approximation, these stress components are given below: 
 
 0,    2 / .
rr zz pr hθθσ σ σ= = =  (2.21) 
 
We pause here to note that the tubes tested by Tung et al. [5] had inner and outer radii of 
2.032 mm and 2.286 mm, respectively.  This means that the thickness was roughly 11% of the 
outer radius, and so the thin-walled approximation is valid.  While the internal pressure p  is 
fixed during typical tube rupture tests, the hoop and axial stresses will in general increase due to 
an increase in the mean radius r  and a decrease in the thickness h  caused by creep straining.  It 
is straightforward to show (again, see Appendix A for the details) that the ratio /r h  is given by 
 
 
3
0 0/ ( / ) ,er h r h e ε=  (2.22) 
 
where 0r  and 0h  are the original radius and thickness, respectively, and eε  is the total 
accumulated creep strain given by (2.19).  The nominal stresses are calculated from (2.21) with 
0r r=  and 0h h= .  Expressions (2.21) give rise to the following: 
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/ ,    / 2 ,    3 / 2 .I m epr h pr h pr hσ σ σ
∞ ∞ ∞
= = =
 (2.23) 
 
Notice that 
eσ
∞
 is directly proportional to the internal pressure p .  From (2.23), the following 
ratios are obtained: 
 
 
/ 2 / 3 1.15,    / 1/ 3 0.577.I e m eσ σ σ σ
∞ ∞ ∞ ∞
= ≈ = ≈
 (2.24) 
 
Again, these ratios are not affected by creep.  Note how close /I eσ σ∞ ∞  here is to unity, as in 
(2.20).  In addition, the triaxiality under biaxial tension is larger than that in uniaxial tension by 
about 73%, though it is still less than unity.  The importance of these observations will be 
discussed shortly. 
 For a given stress state, we can find the time to rupture 
r
t  by integrating (2.5): 
 
 
0
2
4 ( ) ,( , )
b
r
a
a
t g da
V a
λ
pi ψ
σ
= ∫ ɺ  (2.25) 
 
where Vɺ  is the volumetric growth rate of either Sham and Needleman (2.6) or Van der Giessen 
et al. (2.14).  Again, these two models will give identical results for the same remote stress state 
when the stress triaxiality is positive.  In general, the integration in (2.25) must be carried out 
numerically.  Henceforth, for all simulations, the reference strain rate is taken to be 60 1 10ε −= ×ɺ  
s-1 (note that this choice sets the numerical values of 0σ  reported in this work), and the various 
material parameters are assigned values representative of nickel-chrome alloys shown in Table 
2.1 (note that we have assumed an initial void radius of 0 0.5a =  µm, and we have chosen the 
following values: 50b =  µm, 0.5λ = ).  In the case of the biaxial stress state (i.e., the internally 
pressurized tube), the mean radius and thickness are taken to be those of Tung et al. [5]:
2.159r =
 mm and 0.254h =  mm, respectively. 
 Figure 2.4 shows representative void radius histories toward fracture for nominal remote 
equivalent stress 35eσ ∞ =  MPa, 0 153σ =  MPa, 6.75n = , and 800T = °C.  It can be seen that for 
each curve the void radius starts at its assumed initial value of 0 0.5a =  µm, and rupture occurs  
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Table 2.1.  Parameter and material values used in all simulations.  The material values are 
representative of Ni-Cr alloys.  Here we have assumed an initial void radius of 0 0.5a =  µm, and 
we have chosen the following values: 50b =  µm, / 0.5a bλ = = .   
 
Parameter Symbol Value 
Initial void radius 0a  0.5 µm  
Void half-spacing b  50 µm 
Critical /a b  ratio λ  0.5 
Dihedral angle ψ  70° [19] 
Pre-exponential factor 0D δ  2.8×10-15 m3/s [45] 
Activation energy Q  115 kJ/mol [45] 
Atomic volume Ω  1.1×10-29 m3 [45] 
Surface energy sγ  0.5 J/m2 [46] 
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Figure 2.4.  Simulated evolution of void radius over time using the models of Sham and 
Needleman [20] and Van der Giessen et al. [21] under nominal remote equivalent stress 35eσ ∞ =  
MPa, creep parameters 0 153σ =  MPa, 6.75n = , and 800T = °C.  The other material parameters 
can be found in Table 2.1. 
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when / 2 25a b= =  µm.  Furthermore, the curve for uniaxial tension and the curve for biaxial 
tension are almost identical, and that consequently the rupture time in uniaxial tension is almost 
the same as that in biaxial tension.  For these simulations, the nominal value of /L a  at fracture 
came out to about 6.3, indicating predominantly bulk creep driven void growth. 
 We proceed with a parametric study of the model predictions for rupture time by varying 
the reference stress 0σ .  We emphasize that 0σ  does not by itself determine the dominant void 
growth mechanism (again, the dominant mechanism is determined by the non-dimensionalized 
diffusion length /L a ): rather, 0σ  is simply one of several parameters that can be varied 
independently of the others to illustrate the behavior of the two models.  Figure 2.5 shows 
representative nominal remote equivalent stress versus rupture time results for 6.5n = , 800T =
°C, and various values of 0σ  using the models of Sham and Needleman [20] and Van der 
Giessen et al. [21] (we will see in Section 2.4 that these are realistic parameter values for nickel-
chrome alloys).  Similar plots to Figure 2.5, not shown, can be found by varying n  or any of the 
other parameters.  Nominal values of /L a  at fracture are shown alongside the curves at various 
points. 
 From Figure 2.5, it can be seen that both the Sham-Needleman model [20] and Van der 
Giessen et al. model [21] exhibit three distinct types of rupture behavior.  For smaller values of  
/L a , the curves for uniaxial tension (solid line) and biaxial tension (dashed line) are roughly 
linear and parallel, as they are for the curves labeled 0 100σ =  MPa in Figure 2.5.  This 
corresponds to void growth in which bulk creep within the grains is the driving mechanism.  In 
the case of Sham and Needleman’s model, if we neglect the grain boundary diffusion 
contribution in (2.6), and we also neglect the effects of incompressible creep deformation on the 
stress (as justified in Appendix A), we can perform the integration in (2.25) analytically and 
obtain 
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Figure 2.5.  Simulated nominal remote equivalent stress versus time to rupture for various values 
of the parameter 0σ  using the models of Sham and Needleman [20] and Van der Giessen et al. 
[21] with 6.5n =  and 800T = °C.  The other material parameters can be found in Table 2.1.  The 
numbers next to the curves represent the value of the normalized diffusion length /L a  at 
rupture, illustrating bulk creep dominance (the curves with 0 100σ =  MPa), grain boundary 
diffusion dominance (the curves with 0 2σ =  GPa), and comparable bulk creep and grain 
boundary diffusion (the curves with 0 150 MPaσ = ).  Nominal stresses are calculated according 
to (A.19). 
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This confirms that, when grain boundary diffusion is negligible, a plot of log eσ ∞  versus log rt  
should be linear, with the same slope ( 1/ n− ) for both uniaxial tension and biaxial tension, but 
with different intercepts arising from the different values of /m eσ σ∞ ∞ . 
 For larger values of /L a , the curves for uniaxial tension and biaxial tension are parallel 
and very nearly collinear, as they are for the curves labeled 0 2σ =  GPa in Figure 2.5.  This 
corresponds to void growth in which grain boundary diffusion is the driving mechanism.  In the 
case of Sham and Needleman’s model, if we neglect the bulk creep term in (2.6) and simplify, 
we find that (2.5) reduces to 
 
 ( )2
(1 )
.( ) ln 1/ (3 )(1 ) / 2
I sfDa
a g f f f
σ σ
ψ
∞ 
− −
=  
− − − 
ɺ
 (2.27) 
 
That is, aɺ  only depends on Iσ ∞  (not on the ratio /I eσ σ∞ ∞ ).  This means that, when bulk creep is 
negligible, a plot of log Iσ ∞  versus log rt  should be the same for both stress states.  A plot of 
log eσ
∞
 versus log
r
t  will be different, but only slightly, due to the fact that the values of /I eσ σ∞ ∞  
are so close for the two stress states, as mentioned earlier.  This explains the very small offset 
between the diffusion dominated curves in Figure 2.5. 
 Finally, for intermediate values of /L a , the curves for uniaxial tension and biaxial 
tension are nonlinear, as demonstrated by the curves labeled 0 150σ =  MPa in Figure 2.5.  This 
corresponds to void growth in which the effects of grain boundary diffusion and bulk creep are 
comparable.  In such cases, the behavior transitions from approximately bulk creep dominated 
cavitation at high stresses to approximately grain boundary diffusion dominated cavitation at low 
stresses, resulting in a marked change in the slope of the curves.  We note that this is precisely 
the kind of behavior observed by Tung et al. [5] (cf.  Figure 2.1) and Abe [13] in their respective 
experiments.  Evidently, for fixed material parameters and a given stress triaxiality, it is possible 
to define a theoretical transition stress *eσ , near which bulk creep and grain boundary diffusion 
interact to bring about void growth.  At equivalent stresses sufficiently higher than the transition 
stress, the two void growth models predict that void growth occurs predominantly by bulk creep.  
At equivalent stresses sufficiently lower than the transition stress, the models predict that void 
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growth occurs predominantly by grain boundary diffusion.  For example, in Figure 2.5, the 
curves labeled 0 150 MPaσ =  exhibit a transition stress of about 
* 80 MPaeσ ≈ .  The other two 
curves do not exhibit a transition stress in the stress range plotted, although it is evident that the 
transition stress for the curves labeled 0 100 MPaσ =  is lower than the smallest stress shown, 
and the transition stress for the curves labeled 0 2 GPaσ =  is higher than the largest stress 
shown.  We will return to this observation in Section 2.4. 
 
2.4   Application to Alloys 230 and 617 
In this section, we attempt to reproduce the experimental creep rupture data in Figure 2.1 using 
the models we have presented.  To do so, it was necessary to choose numerical values for the 
creep parameters 0σ  and n .  Normally these parameters can be estimated from uniaxial creep 
test data.  Unfortunately, such data were not available at the same temperatures as the creep 
rupture data shown in Figure 2.1, namely, 850°C and 950°C.  To get an idea of what reasonable 
values might be, we consulted experimental creep test data from Pataky et al. [6] and Maldini et 
al. [37] for Alloy 230 at 800°C and 900°C, and data from Wright and Wright [11] for Alloy 617 
at 800°C, 900°C, and 1000°C.  These experimental parameter values for temperatures 800°C, 
900°C, and 1000°C are summarized in Table 2.2 and Table 2.3. 
 In our simulations, we tried to choose parameters that were consistent with the 
experimentally reported values listed in Table 2.2 and Table 2.3.  For Alloy 617 at 850°C, we 
averaged the values for 800°C and 900°C listed in Table 2.3.  Likewise, for Alloy 617 at 950°C, 
we averaged the values for 900°C and 1000°C listed in Table 2.3.  Determining the values for 
Alloy 230 was more challenging, due to the disagreement between Pataky et al. [6] and Maldini 
et al. [37].  In the end, we chose the parameters to optimize the fit between the model and the 
biaxial data (for more details on this fitting process, see Appendix B).  The parameter values 
chosen for each alloy and each temperature can be found in Table 2.4. 
 Figure 2.6 shows the nominal stress versus rupture time results obtained using the void 
growth and rupture model presented here with the material parameter values listed in Table 2.4.  
From Figure 2.6, it can be seen that the overall agreement between the model predictions and the 
combined uniaxial and biaxial experimental data is far from perfect.  Clearly, the rupture model 
presented here is not complete, and there is still much more work to be done in order to bring the  
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Table 2.2.  Material parameter values for Alloy 230 at 800°C and 900°C, based on experimental 
data from Pataky et al. [6] and Maldini et al. [37].  The reference strain rate is 60 1 10ε −= ×ɺ  s-1. 
 
  
Maldini et al. [37]  Pataky et al. [6] 
Alloy Temperature 0σ [MPa] n 0σ [MPa] n 
230 
800°C 153 6.75 92.1 5.19 
900°C 75.9 7.73 6.32 3.40 
 
 
 
 
Table 2.3.  Material parameter values for Alloy 617 at 800°C, 900°C, and 1000°C, based on 
experimental data from Wright and Wright [11].  The reference strain rate is 60 1 10ε −= ×ɺ  s-1. 
 
Alloy Temperature 0σ [MPa] n 
617 
800°C 122 6.94 
900°C 62.5 5.94 
1000°C 35.1 5.17 
 
 
 
 
Table 2.4.  Material parameter values used for the simulations in Figure 2.6.  The reference strain 
rate is 60 1 10ε −= ×ɺ  s-1. 
 
Alloy Temperature 0σ [MPa] n 
230 850°C 70 5.6 
 
950°C 30 3.3 
617 850°C 92 6.4 950°C 49 5.5 
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(a)      (b) 
  
(c)      (d) 
 
Figure 2.6.  Simulated nominal remote equivalent stress versus time to rupture for Alloy 230 at 
(a) 850°C and (b) 950°C, and Alloy 617 at (c) 850°C and (d) 950°C, using the models of Sham 
and Needleman [20] and Van der Giessen et al. [21], superposed on the data from Figure 2.1.  
The creep parameters 0σ  and n  used in each case can be found in Table 2.4.  The other material 
parameters can be found in Table 2.1.  Nominal stresses are calculated according to (A.19).  The 
numbers next to the curves represent the value of the normalized diffusion length /L a  at 
rupture. 
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model into better agreement with the data.  However, it is interesting to consider the predicted 
transition stresses, which we have estimated as 32 MPa, 5 MPa, 50 MPa, and 25 MPa for Figure 
2.6(a), (b), (c), and (d), respectively (refer to the dashed horizontal lines).  Notice that the 
predicted transition stresses are consistent with the stresses at which the observed changes in 
slope occur.  In Figure 2.6(a) and (b), the transition stresses fall below the data for Alloy 230 at 
both 850°C and 950°C.  This would seem to suggest that bulk creep is the dominant void growth 
mechanism for all the experimental results shown in Figure 2.6(a) and 6(b), which would explain 
why there is little (if any) change in slope between the uniaxial and biaxial data for Alloy 230.  
For Alloy 617 at both 850°C and 950°C, the transition stresses fall directly in the middle of the 
data points.  This would seem to suggest that bulk creep is the dominant void growth mechanism 
for the uniaxial data in Figure 2.6(c) and 6(d), while grain boundary diffusion is more dominant 
for the biaxial data in these figures, which would explain the observed change in slope. 
 We wish to emphasize that the observed discrepancies between the present model 
predictions and the experimental data are not necessarily due to any inaccuracies on the part of 
Van der Giessen et al.’s [21] void growth model.  Rather, it is quite possible that these 
discrepancies could be attributed to the nature of the rupture model we have used in the present 
work.  In particular, the offset between the uniaxial and biaxial curves shown in Figure 2.6 is 
quite small—smaller than the offset between the two sets of experimental data.  Future research 
might include the use of a more sophisticated rupture model, perhaps accounting for void 
nucleation effects, which were not considered here.  Since voids take longer to nucleate at lower 
triaxialities than at higher triaxialities [47], it is possible that accounting for void nucleation 
might increase the offset between the uniaxial and biaxial curves.  We leave this question for a 
future work. 
 
2.5   Conclusion 
Creep rupture in high temperature alloys is known to be caused by grain boundary cavitation 
processes, in which bulk creep and grain boundary diffusion each plays a role.  The dominant 
mechanism in a given circumstance is indicated by the ratio of Needleman and Rice’s [19] 
diffusion length L  to the void radius a : for small values, on the order of 4 or less, bulk creep is 
the driving mechanism; for large values, on the order of 20 or more, grain boundary diffusion is 
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the driving mechanism; and for intermediate values, the effects of both mechanisms are 
comparable.  To date, design of high temperature alloy components is based on the conventional 
approach of consulting a log-log plot of stress versus rupture time.  While such plots tend to be 
linear for a given material at a given temperature, Tung et al. [5] observed non-parallel behavior 
for different stress states for Alloy 230 at 950°C, as shown in Figure 2.1 (b), and for Alloy 617 at 
850°C and 950°C, as shown in Figure 2.1 (c) and (d).   Similar nonlinear behavior has also been 
reported by Abe [13] for 9Cr-1Mo steel.  The fracture model presented in this work on the basis 
of the void growth models of Sham and Needleman [20] and Van der Giessen et al. [21] suggests 
that the response curves are linear and parallel only when the fracture process is creep or grain 
boundary diffusion dominated.  When the effects of both bulk creep and grain boundary 
diffusion are comparable, both models predict nonlinear stress versus rupture time behavior.  In 
particular, there is a prominent transition from creep-dominated cavitation at high stresses to 
grain boundary diffusion-dominated cavitation at low stresses, resulting in a change in the slope 
of the stress versus rupture time curves, as seen in Figure 2.5.  This suggests that the 
experimental rupture data obtained by Tung et al. [5] and Abe [13], which could not be captured 
by a well-known empirical relation due to Hayhurst [12], might be explained in terms of the 
interplay between bulk creep and grain boundary diffusion.  However, the present model is by no 
means complete, and much work still needs to be done in order to bring the model into better 
agreement with the experimental data.  Possible improvements might include the use of a more 
sophisticated creep constitutive relation, taking into account both transient and steady-state creep 
(e.g., that of Robinson et al. [14]), or a more sophisticated rupture model that accounts for void 
nucleation effects. 
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CHAPTER 3  
CHARACTERIZATION OF THE NEAR CRACK-TIP FIELDS 
IN CREEPING SOLIDS: THE EFFECT OF PRIMARY CREEP 
 
 
 
This chapter is concerned with characterizing the singular stress, strain, and displacement fields 
ahead of a stationary crack tip in materials undergoing primary and secondary creep, as predicted 
by a unified creep-plasticity model due to Robinson, Pugh, and Corum [14].  This model 
accounts for primary creep through a kinematic hardening variable or “back stress” (which is 
related to the dislocation density of the material), and reduces to the classical, power-law creep 
model when the back stress is negligible compared to the Cauchy stress.  We begin by presenting 
numerical simulations of a standard compact tension test, using model parameters representative 
of two different materials: Alloy 230 at 800°C and 2 1/4 Cr-1 Mo Steel at 566°C.  Our 
simulations show that, for Alloy 230, the results are essentially identical for both the Robinson-
Pugh-Corum model and power-law creep.  Consequently, there is a region near the crack tip in 
which the RR solution of Riedel and Rice [34] (which was derived for power-law creep) is 
accurate under both small-scale creep conditions and extensive creep of the entire specimen.  
However, for 2 1/4 Cr-1 Mo Steel, we find that the RR solution is only accurate after the 
transition to extensive creep has occurred (but not before).  We argue that these distinct material 
behaviors can be understood in terms of the relative magnitudes of two time scales: RRt  (which 
characterizes the transition from small-scale creep to extensive creep) and τ  (which 
characterizes the transition from primary creep to secondary creep). 
 
3.1   Introduction 
Elevated temperatures are essential to the operation of many energy conversion systems.  A 
perfect example is Generation IV nuclear power plants.  By operating at high temperatures, not 
only can these plants achieve unprecedented thermal efficiency; they can also leverage excess 
heat to facilitate the thermo-chemical processing of hydrogen gas.  One leading design for 
37 
 
Generation IV reactors is the Very High Temperature Reactor (VHTR), in which temperatures 
are expected to reach anywhere from 650°C to 950°C.  Such conditions are expected to place a 
severe burden on the Intermediate Heat Exchanger (IHX).  Creep and creep-fatigue are major 
concerns, and design codes set strict limitations on the allowable creep strain a component can 
undergo during its lifetime, as well as time to rupture.  As such, a great deal of effort is being put 
into choosing a suitable material for the IHX.  A promising class of materials currently under 
consideration for the IHX are nickel-based superalloys.  Of particular interest in the present work 
is Alloy 230, which has recently been the subject of several experimental studies at high 
temperatures [5,6,37].  The limiting chemical composition of Alloy 230 [48] is shown in Table 
3.1.  Also of interest is 2 1/4 Cr-1 Mo Steel, another high temperature alloy, which was 
considered by Robinson, Pugh, and Corum [14] in the context of calibrating their unified creep-
plasticity model.  The approximate chemical composition of 2 1/4 Cr-1 Mo Steel is listed in 
Table 3.2.   
 Rupture in high temperature alloys is known to be caused primarily by creep cavitation: 
the nucleation, growth, and coalescence of voids, both in the bulk and along grain boundaries 
[2,5,6,11,42].  Once the voids coalesce, they form microcracks, which in turn link together to 
form macroscopic cracks, leading to failure of the material.  This chapter is concerned with 
characterizing the stress, strain, and displacement fields ahead of a stationary crack tip in high 
temperature alloys undergoing primary and secondary creep. 
 Crack-tip asymptotics is a classical problem in the field of fracture mechanics.  The goal 
of the analysis is the asymptotic form of the stress, strain, and displacement fields near a crack 
tip, and in particular one or more parameters, associated with the remotely applied loads, that 
govern the magnitude of the fields at the crack tip.  For isotropic, linearly elastic materials, 
Williams [29] obtained the singular elastic solution, in which the asymptotic fields are controlled 
by the stress intensity factor K .  Hutchinson [30] and Rice and Rosengren [31] derived 
independently the celebrated HRR solution: the asymptotic fields near a stationary crack tip in a 
material whose constitutive behavior is given by power-law strain hardening.  They found that 
the asymptotic fields are in general controlled by the J-integral [32,33], and for small-scale 
yielding, it is well known that J  is directly proportional to the stress intensity factor K , so the 
asymptotic fields are still controlled by K  under small-scale yielding conditions.  Subsequently, 
Riedel and Rice [34] considered the analogous problem with power-law creep in place of power- 
38 
 
 
 
 
 
 
 
 
 
 
Table 3.1.  Limiting chemical composition of Alloy 230 [48].  All values are percentage by 
weight. 
 
Al B C Co Cr Fe La 
0.3 0.015 (max) 0.1 5 (max) 22 3 (max) 0.02 
 
Mn Mo Nb Ni Si Ti W 
0.5 2 0.5 (max) 57 (balance) 0.4 0.1 (max) 14 
 
 
 
 
 
 
Table 3.2.  Approximate chemical composition of 2 1/4 Cr-1 Mo Steel [49].  All values are 
percentage by mass. 
 
C Cr Fe Mn Mo P S Si 
0.05-0.15 2.0-2.5 95 (balance) 0.3-0.6 0.9-1.1 0.025 0.025 0.5 
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law hardening plasticity.  Their solution, now known as the RR solution, is formally similar to 
the HRR solution, but with J  replaced by a different path-independent integral ( )C t , which is a 
rate-dependent analog to J .  In the limit of very small times (and hence small-scale creep), 
Riedel and Rice [34] showed that ( )C t  is directly proportional to J  (with a time-dependent 
scaling factor), which is in turn proportional to K .  Hence, under small-scale creep conditions, 
the fields are still controlled by K , even for power-law creep.  In the limit of very large times, at 
which there is extensive creep of the entire specimen, ( )C t  approaches a steady-state value *C , 
and it is *C  that governs the magnitude of the asymptotic fields at large times.  For a more 
detailed review of the RR solution, see Appendix C.  The validity of the RR solution has been 
verified numerically by Bassani and McClintock [35].  Riedel [36] has performed similar 
analyses for a region of primary creep expanding within an elastic field, as well as a region of 
secondary creep expanding within a primary creep field, using power-law hardening models of 
primary and secondary creep.  For small-scale primary creep, Riedel’s [36] asymptotic solution, 
while different from the RR solution for small-scale power-law creep, is still controlled by the 
stress intensity factor K . 
 A limitation of the crack-tip asymptotics literature cited above is the consideration of 
power-law hardening models of primary and secondary creep alone.  Such models treat primary 
and secondary creep separately, and consequently fail to account for the transition from primary 
to secondary creep.  This has motivated researchers to propose what are referred to as “unified 
creep-plasticity” models [38].  As the name suggests, such models capture (rate-dependent) 
plastic and primary/secondary creep deformation at the same time by incorporating a local 
deviatoric tensor α  (often referred to as the “back stress”), which is analogous to the kinematic 
hardening variable of classical plasticity theory and helps to represent the material 
microstructure.  The inelastic deformation is then formulated in terms of the effective stress 
= −Σ σ α , which is simply the difference between the local Cauchy stress tensor σ  and the local 
back stress α .  Within many unified creep-plasticity models, the creep strain rate cεɺ  has the 
following form: 
 
 ,
c cε=ε Nɺɺ  (3.1) 
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where cεɺ  is the equivalent creep strain rate and (3 / 2)( / )e′= ΣN Σ .  Here a prime denotes the 
deviatoric part of a tensor, and 
e
Σ  is the equivalent effective stress.6  At the very heart of these 
models is the particular dependence of cεɺ  on eΣ .  Bammann and coworkers [39-41] have 
proposed a hyperbolic sine relation.  Still others have proposed an exponential relation [38].  Of 
particular interest in the present work, however, is a model due to Robinson, Pugh, and Corum 
[14], who have proposed a power-law relation.  The Robinson-Pugh-Corum model (henceforth 
referred to as “RPC creep”) is distinctive in that it reduces to classical, power-law creep in the 
limit in which the back stress α  is negligible compared to the Cauchy stress σ .  The back stress 
itself evolves according to a differential equation of the form 
 
 ,
ch r= −α ε αɺ ɺ  (3.2) 
 
where a superscribed dot denotes differentiation with respect to time t , and h  and r are the 
hardening and recovery coefficients, respectively (not necessarily constants).  As the names of 
the two coefficients h  and r  suggest, the first and second terms on the right-hand side of (3.2) 
represent strain hardening and recovery of the material, respectively.  It is the competition 
between strain hardening and recovery that brings about the transition between transient and 
steady-state conditions, the latter of which corresponds to =α 0ɺ .  In a classical, uniaxial creep 
test, in which the applied stress is fixed, transient and steady-state conditions model primary and 
secondary creep, respectively.  In a classical, uniaxial stress-strain test, in which the applied 
strain rate is fixed, steady-state corresponds to saturation of the axial stress at a constant value. 
 The stationary crack-tip asymptotics of unified creep-plasticity models has received 
somewhat limited attention in the literature to date.  One notable exception is the work of Stamm 
and Walz [50,51], who performed both analytical and numerical investigations of the crack tip 
fields associated with unified creep-plasticity models due to Robinson and Swindeman [16,52] (a 
generalization of the RPC model) and Chaboche [53].  Stamm and Walz [50] argued that, for 
both models, the asymptotic stress field exhibited a singularity consistent with the RR solution of 
Riedel and Rice [34].  They also showed that the amplitude of the asymptotic stress field in the 
vicinity of the crack tip could be expressed as the sum of a far-field contour integral and two area 
                                                 
6
 These terms will be defined rigorously in the following section.  Here, we are simply giving an overview of the 
features common to all unified creep-plasticity models. 
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domain integrals.  Ning and Hui [54] have also investigated the asymptotic solution for the 
Chaboche [53] model numerically for both monotonic and cyclic loading.  However, the relevant 
loading parameter during the transition from primary to secondary creep is still an open question. 
 The remainder of this chapter is organized as follows.  In Section 3.2, we review the 
creep constitutive equations of Robinson, Pugh, and Corum [14] in detail, proposing two small 
modifications to the model to make its predictions more physically realistic.  In Section 3.3, we 
simulate compact tension tests for Alloy 230 at 800°C and 2 1/4 Cr-1 Mo Steel at 566°C, using 
the finite element method, and compare our numerical results to the RR solution of Riedel and 
Rice [34].  Finally, in Section 3.4, we summarize our results, and discuss the relevant loading 
parameter before, during, and after the transition from primary to secondary creep. 
 
3.2   The Robinson-Pugh-Corum (RPC) creep model 
We review here the unified creep-plasticity model of Robinson, Pugh, and Corum [14], capturing 
primary creep, secondary creep, and the transition between the two.  This model was originally 
formulated for small strains.  Here, for the purposes of exploring the large-strain response, we 
will adopt finite strain formalism. 
 In the RPC model, the creep contribution to the rate-of-deformation tensor is given by 
 
 ,
c cε=D Nɺ  (3.3) 
 
where the equivalent creep strain rate cεɺ  is given by 
 
 
,
c m
eAε = Σɺ  (3.4) 
 
and the tensor N  is given by 
 
 
3
.
2
e
′
=
Σ
ΣN
 (3.5) 
 
In the above equations, the scalars A  and m  are temperature-dependent material parameters; the 
effective stress = −Σ σ α  is the difference between the local Cauchy stress tensor σ
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local back stress tensor α ; a subscript e  denotes a Mises equivalent quantity such that, for any 
rank-two tensor T , 32 :eT ′ ′= T T ; and a prime denotes the deviatoric part of a tensor such that 
1
3 tr( )′ = −T T T δ , where tr( )⋅  is the trace operator and δ  is the rank-two identity tensor.  The 
mathematical form of (3.4) is meant to be reminiscent of classical power-law creep.  Indeed, the 
only difference in the mathematical formulations of the RPC model and the power-law model is 
the introduction of the back stress α .  In going from power-law creep to RPC creep, one simply 
replaces the Cauchy stress σ  with the effective stress = −Σ σ α .  Consequently, when the back 
stress α  is negligible compared to the Cauchy stress σ , RPC creep reduces to power-law creep. 
 Physically, Robinson et al. [14] interpret the back stress as an internal state variable that 
represents the local material microstructure.  In particular, they relate the equivalent back stress 
e
α  to the inherent resistance of the material to dislocation motion, setting 
 
 ,e Bα ρ=  (3.6) 
 
where ρ  is the local dislocation density and the scalar B  is a temperature-dependent material 
parameter.  According to this interpretation of the back stress, it is to be understood that the 
applied stress should exceed some critical value in order to cause dislocation motion (and 
thereby cause the material to creep).  The effective stress is a measure of how much the applied 
stress exceeds said critical value.  The time-dependence of the back stress is governed by the 
following evolution equation: 
 
 
22
,
3
c
e
e
C Dα
α
∇
= −α D α
 (3.7) 
 
where the scalars C  and D  are temperature-dependent material parameters, and a superscribed 
triangle denotes the Jaumann rate-of-change, such that, for any rank-two tensor T , 
∇
= + ⋅ − ⋅T T T W W Tɺ , where W is the skew-symmetric part of the velocity gradient.  As 
discussed in Section 3.1, the first and second terms on the right-hand side of (3.7) represent 
strain hardening and recovery of the material, respectively.  This becomes clearer when one 
considers the reduced forms of the equations in the case of uniaxial tension (for more details, see 
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Appendix D).  Again, it is the competition between strain hardening and recovery that brings 
about the transition from primary to secondary creep in the RPC model. 
 Notice that, even though the back stress α  plays the role of a classical kinematic 
hardening variable, it does not make sense for it to be zero.  Not only would this be physically 
unrealistic according to (3.6), since the dislocation density never vanishes, but it would also 
cause the hardening term in (3.7) to become singular.  It should be noted here that Robinson and 
Swindeman [16,52] proposed setting the back stress to zero initially, and avoided the singularity 
in (3.7) by artificially fixing the hardening and recovery coefficients until the dislocation density 
achieved a certain value.  The same approach was presumably taken by Stamm and Walz 
[50,51].  While there is nothing wrong with that approach from a mathematical standpoint, it 
does not seem consistent with the spirit of the model, in that it causes the physical interpretation 
of (3.6) to lose its meaning.  In order to preserve the physical interpretation of (3.6), the back 
stress must have a nonzero initial condition.  We observe here that the most general isotropic 
form of the initial back stress that is consistent with (3.6) is 
 
 
3
0 0
1
1
,
3 i ji j i
B ρ
= ≠
= ± ⊗∑∑α e e  (3.8) 
 
or, in matrix form, 
 
 0 0
0 1 1
1[ ] 1 0 1 ,
3
1 1 0
B ρ
 
 
= ±  
  
α   (3.9) 
 
where 0ρ  is the initial dislocation density7 and the ie  define an arbitrary orthonormal basis for 
Euclidean space.  However, of particular interest in the present work are the cases of plane stress 
and plane strain, since those are the stress states of relevance in the analysis of the crack-tip 
asymptotics problem.  In such cases, it does not make physical sense for there to be any nonzero 
antiplane shear components (i.e., 
xzα  and yzα ), and so it seems reasonable to take 
 
                                                 
7
 For metals at high temperatures, 0ρ  is typically on the order of 12 310 m/m  [55,56]. 
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 0 0 0
1 1
,
3 3x y y x
B Bρ ρ = ± ⊗ + ⊗ 
 
α e e e e  (3.10) 
 
or, in matrix form, 
 
 0 0
0 1 0
1[ ] 1 0 0 .
3 0 0 0
B ρ
 
 
= ±  
  
α   (3.11) 
 
The sign (either +  or − ) in (3.8)-(3.11) must be chosen based on physical considerations, and 
we will return to this issue shortly.  Unless otherwise specified, we will adopt (3.10)/(3.11) as the 
initial condition for the back stress in the present work. 
 Now because we do not allow the back stress to vanish, the model as it was originally 
formulated would predict physically unrealistic deformation in certain situations.  For example, 
in the absence of external loading ( =σ 0), there should be no creep response in a material.  
However, even if the applied stress were zero, the effective stress = −Σ α  would still be 
nonzero, and this would cause creep strain to accumulate according to (3.4).  To remedy this, and 
in keeping with the spirit of the model, we propose modifying the flow rule (3.4) as follows: 
 
 
( ),c me e eA Hε σ α= Σ −ɺ  (3.12) 
 
where ( )H ⋅  is the Heaviside step function.  Equation (3.12) states that creep strain accumulates 
only when 
e e
σ α≥ .  Physically, the stress on a given infinitesimal element must exceed the 
microstructural resistance in order to induce creep in that element.  Furthermore, using (3.7), it 
can be shown that 
 
 
2 3: ,ce e eC Dα α α
−
= −D αɺ
 (3.13) 
 
where we have used the fact that : :
∇
=T T T Tɺ
 for any rank-two tensor T .  Under the 
modification described in (3.12), (3.13) predicts that, in the absence of external loading, in which 
case c =D 0 , eα  (and therefore ρ ) would tend to zero as time t  approaches infinity, another 
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unrealistic result.  To remedy this, we propose modifying the back stress evolution equation (3.7) 
as follows: 
 
 ( )2 02 .3 c e e
e
C D H Bα α ρ
α
∇
= − −α D α
 (3.14) 
 
Equation (3.14) states that the material only recovers when 0e Bα ρ≥ .  What this means is that 
the dislocation density is only allowed to recover back to its original value; it is not allowed to 
decrease any further.  We will employ both of these proposed modifications in what follows. 
 The RPC model, as it has been formulated above, contains six temperature-dependent 
material parameters: A , B , C , D , m , and 0ρ  (although it should be noted that B  and 0ρ  only 
appear in the combination 0B ρ ).  As mentioned, 0ρ  can usually be estimated very reliably 
based on experimental measurements, and for metals at high temperatures it is typically on the 
order of 12 310 m/m  [55,56].  In Appendix D, we outline one possible method that can be used to 
calibrate the five remaining material parameters A , B , C , D , and m  to a given alloy at a given 
temperature.  This method will be used to calibrate the model to Alloy 230 at 800°C in the 
following section. 
 
3.3   Compact tension specimen 
As noted in Section 3.2, the RPC creep model reduces to classical, power-law creep when the 
back stress is negligible compared to the Cauchy stress.  Now it is well known that large stress 
concentrations develop near loaded crack tips, and these stress concentrations manifest as spatial 
singularities in the asymptotic fields.  In contrast, the back stress is always and everywhere finite.  
It is reasonable, then, to expect that the back stress should be negligible compared to the Cauchy 
stress sufficiently close to the crack tip.  If that is the case, then the RR solution of Riedel and 
Rice [34], which was derived for power-law creep, should also be accurate even for RPC creep.  
To check whether that is the case, we have performed several simulations of a classical compact 
tension test using the general-purpose, finite element program ABAQUS®. 
 Figure 3.1 illustrates the geometry of a standard, compact tension specimen [57].  In 
Mode I tension, antiparallel forces F  are applied at the two circular holes, as shown.  The values  
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Figure 3.1.  Schematic diagram of a standard compact tension specimen [57], with relevant 
geometry labeled. Applied loads F  are illustrated for the case of Mode I tension. 
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of the reference dimensions considered in the present work are 0.635cma =  and 2.6416 cmw = .  
Figure 3.2(a) shows a simplified model of the compact tension specimen used in our simulations.  
The corresponding finite element mesh is shown in Figure 3.2(b), and a close-up view of the 
notched crack tip is shown in Figure 3.2(c), which also shows the coordinate system that will be 
used here.  Standard, four-noded, plane strain, isoparametric elements were used in all 
simulations.  The crack-tip notch has a radius of 12.7 µm, and the element size in the vicinity of 
the crack tip is 2.03 µm, or about 43.2 10 a−× .  Due to the symmetry of the specimen and the 
applied loads, only the top half of the specimen is considered.  The boundary conditions are also 
illustrated in Figure 3.2(a).  All nodes ahead of the crack tip along the symmetry plane are 
constrained in the vertical direction, and the bottom right node is completely fixed in order to 
prevent rigid body motion.  A concentrated force of /10F  is applied at each of 10 nodes along 
the left-hand boundary.8  For a given value of F , the corresponding stress intensity factor IK  
can be computed according to a widely used expression due to Srawley [58]: 
 
 ( / ),I
FK g a w
b w
=   (3.15) 
 
where 
 
 ( ) ( )32
2 3 42( ) 0.886 4.64 13.32 14.72 5.6 .
1
xg x x x x x
x
+
= + − + −
−
  (3.16) 
 
In what follows, we consider three different applied loads, corresponding to 5IK = , 15, and 30 
MPa·m1/2.  We will refer to these as the “Small load,” “Moderate load,” and “Large load,” 
respectively.  The values of the loading parameters F  and IK  for each of these loading 
conditions are listed in Table 3.3. 
 In the simulations presented here, the constitutive behavior of the material is modeled as 
isotropic, linear elasticity and incompressible creep (using either the RPC model or the classical,  
 
                                                 
8
 During all simulations, the applied force is increased from zero to its maximum value at a constant rate over a 
period of 1 second, and held constant for the remainder of the simulation. 
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(a) 
 
 
(b) 
 
 
(c) 
 
Figure 3.2.  (a) Simplified model of the compact tension specimen, with applied load, boundary 
conditions, and relevant geometry labeled.  Due to the symmetry of the problem, only the top 
half of the specimen is considered.  (b) Corresponding mesh used for the finite element 
simulations in the present work.  (c) Close-up view of the blunted crack tip. 
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Table 3.3.  Loading parameters used for the simulations shown in the present work. 
 
Load Level F  [N] IK  [MPa·m1/2] 
Small 169,418.25 5.0 
Moderate 508,254.75 15.0 
Large 1,016,509.49 30.0 
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power-law model).  In particular, the rate-of-deformation tensor D  is decomposed additively 
into an elastic component eD  and a creep component cD , as follows: 
 
 ,
e c
= +D D D  (3.17) 
 
where 
 
 ( )1 1 tr ,e
E
ν ν
∇ ∇  
= + −     
D σ σ δ  (3.18) 
 
E  is Young’s modulus, and ν  is Poisson’s ratio.  For RPC creep, cD  is given by (3.3) and the 
equations that follow.  This constitutive model has been implemented in ABAQUS® via a user-
defined material subroutine (UMAT).  For the details of the numerical implementation of the 
model, see Appendix E.  Note that, for classical, power-law creep, the same equations hold in the 
absence of the back stress, with material parameters m n=  and 0 0/
nA ε σ= ɺ . 
 Regarding the initial condition for the back stress (3.10), we must choose an appropriate 
sign (either +  or − ).  The reflectional symmetry of the problem about the x -axis requires that 
 
 
( , ) ( , ).
xy xyx y x yα α− = −   (3.19) 
 
Thus, whichever sign we choose for the upper half of the specimen, we must use the opposite 
sign for the lower half.  In what follows, we will take the initial back stress to be positive for 
0y >  and negative for 0y < .  It follows from (3.14) that if (3.19) holds at time 0t = , it also 
holds at all subsequent times. 
 Because there are several physical processes involved in this problem, it will prove useful 
to identify a relevant time scale for each process.  In Appendix C, we review the RR solution of 
Riedel and Rice [34].  They defined a time scale characterizing the transition from small-scale 
creep to extensive creep of the entire specimen, given by 
 
 
2 2
*
(1 )
,( 1)
I
RR
K
t
n EC
ν−
=
+
  (3.20) 
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where n  is the power-law creep exponent and *C  is the steady-state value of the C-integral, 
which can be determined from numerical analysis.  For example, for a Mode I compact tension 
test, it is found [59] that 
 
 
* 1
0 0 1 0( / , )( / ) ,nC ch a w n F Fσ ε += ɺ   (3.21) 
 
where 0σ  and 0εɺ  are the reference stress and strain rate, respectively, in the power-law creep 
model, c w a= − , numerical values for 1( / , )h a w n  are tabulated in [59], 0 01.455F cη σ= , and 
 
 [ ]1/224( / ) 2( / ) 2 2( / ) 1 .a c a c a cη  = + + − +    (3.22) 
 
In Appendix D, we define another time scale τ , given by 
 
 ( )* 0
1
,
m
ACD B
τ
σ ρ
=
−
  (3.23) 
 
where *σ  is a scalar measure of the applied stress (which should be greater than 0B ρ ).  This 
τ
 characterizes the transition from primary to secondary creep in the RPC model.  For the 
purposes of computing τ  for a compact tension test, we define the following stress-like measure 
of the applied load: 
 
 
* / .IK aσ =   (3.24) 
 
We note that this is simply the opening stress predicted by the singular elastic solution at a 
distance of / 2a pi  from the crack tip.  Another useful reference stress can be defined in analogy 
to the reference stress of power-law creep as 
 
 ( )1/0 0 / ,mAσ ε= ɺ   (3.25) 
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where 0εɺ  is an arbitrary reference strain rate, which we set at 
6 1
0 1 10  sε
− −
= ×ɺ .  In what follows, 
we will normalize all times by τ  and all stresses by 0σ . 
 
3.3.1   Alloy 230 at 800°C 
The calibration procedure detailed in Appendix D has been used to calibrate the RPC model to 
Alloy 230 at 800°C, using experimental creep test data provided by Pataky et al. [6] and Maldini 
et al. [37].  The calibrated parameters are listed in Table 3.4.  The value of Young’s modulus E  
is taken to be the average of that estimated from the data of Pataky et al. [6] and that reported by 
HAYNES International [48], and a typical value of 0.3 is used for Poisson’s ratio ν .  A 
comparison between the model predictions and experimental uniaxial creep test data is shown in 
Figure 3.3, and a comparison between the model predictions and experimental uniaxial stress-
strain data is shown in Figure 3.4.  Because a perfect fit between the model predictions and all 
the experimental creep test data was not possible, priority was placed on matching the curve 
corresponding to the largest applied stress (i.e., 150 MPa) in Figure 3.3.  Interestingly, this 
results in relatively fair agreement between the model predictions and the experimental stress-
strain curves shown in Figure 3.4, considering that the stress-strain data was not used at all in the 
calibration process.  It should be noted that the experimental data from Maldini et al. [37] exhibit 
essentially no primary creep, and consequently neither does the model.  The importance of this 
observation will become more clear shortly. 
 The calibrated material parameters listed in Table 3.4 for Alloy 230 at 800°C yield the 
following reference quantities.  The reference stress is 0 145.4 MPaσ = .  For the Small load, 
Moderate load, and Large load, RRt  comes out to about 42,300 hr, 19.3 hr, and 0.151 hr, 
respectively (here we have set n m= ), and likewise, τ  comes out to about 2.79 hr, 0.0340 hr, 
and 0.00211 hr, respectively.  The ratio /RRt τ  between the two time scales is therefore about 
15100, 570, and 71.6, respectively.  These values are consistent with the observation that Alloy 
230 at 800°C exhibits essentially no primary creep, since the transition from small-scale creep to 
extensive creep of the entire specimen occurs at times much, much larger than the transition from 
primary to secondary creep.  Again, the importance of this observation will be discussed soon. 
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Table 3.4.  Material parameters for Alloy 230 at 800°C and 2 1/4 Cr-1 Mo Steel at 566°C used in 
all simulations shown in the present work. 
 
Parameter Units Alloy 230  
at 800°C 
2 1/4 Cr-1 Mo  
Steel at 566°C 
A  Pa-m·s-1 5.01×10-72 4.87×10-40 
B  Pa·m 0.4162 8.76 
C
 
Pa2 8.67×1016 7.9031×1017 
D  Pa-2·s-1 1.00×10-16 2.382×10-23 
m
 - 8 4 
0ρ  m/m3 1.00×1012 2.79×1011 
E  GPa 190 140 
ν  - 0.3 0.3 
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(a) 
 
Figure 3.3.  (a) Experimental creep test data for Alloy 230 at 800°C, along with corresponding 
numerical simulations of the RPC creep model with the calibrated parameters listed in Table 3.4.  
The data for the experiments at 50 MPa and 75 MPa come from Pataky et al. [6], and the rest of 
the experimental data come from Maldini et al. [37]. (b) Close-up view of (a) at small times. 
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(b) 
 
Figure 3.3 (continued) 
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Figure 3.4.  Experimental stress-strain test data for Alloy 230 at 800°C, along with 
corresponding numerical simulations of the RPC creep model with the calibrated parameters 
listed in Table 3.4.  The experimental data comes from Pataky et al. [6]. 
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 Figure 3.5 shows the opening stress distributions ( 0/yyσ σ  versus /r a ) directly ahead of 
the crack tip (i.e., at 0θ = ) at various times for the three loading levels, using the RPC creep 
constitutive model calibrated to Alloy 230 at 800°C.  Superimposed on each figure are the 
singular elastic solution  
 
 
0
/ 2 ,yy IK rθσ pi= =   (3.26) 
 
and the corresponding RR solutions at the same times.9  Additionally, the circular points mark 
the location of the creep zone boundary, within which the equivalent elastic strain is less than the 
accumulated creep strain.  It can be seen from Figure 3.5(a) that, for the Small load at the 
smallest time shown ( 2/ 1.00 10t τ −= × ), there is a region ( 3/ 3 10r a −< × ) in which the stress 
increases with distance from the crack tip.  However, at larger distances, the stress starts to 
decrease, and the singular elastic solution is a fairly accurate approximation to the numerically 
simulated field.  At that time, there has been very little creep, and as a result the specimen is still 
exhibiting the initial, elastic response.  As time increases, a region starts to form in which the RR 
solution is an accurate approximation to the numerically simulated field.  This is apparent at 
1/ 1.47 10t τ = ×  for distances 3 25 10 / 3 10r a− −× < < × , and at 2/ 1.00 10t τ = ×  for distances 
3 25 10 / 4 10r a− −× < < × .  These times are all less than the transition time / 15,100RRt τ = , which 
means that small-scale creep conditions still hold for all of the simulations shown in Figure 
3.5(a).  We have therefore shown that, for the Small load, there is a region in which the RR 
solution is valid under small-scale creep conditions—even for the RPC creep model.   
 Figure 3.5(b) shows analogous plots to Figure 3.5(a) for the Moderate load.  The 
qualitative behavior of Figure 3.5(b) is very similar to that of Figure 3.5(a).  There still develops 
a region in which the RR solution is valid, and that region grows with time.  In fact, this region 
develops more quickly for the Moderate load than it did for the Small load.  The only major 
difference here is that the largest time simulated ( 2/ 8.20 10t τ = × ) is larger than the transition 
time / 570RRt τ = .  Accordingly, the RR solution curve for 2/ 8.20 10t τ = ×  corresponds to the 
RR solution for extensive creep, and the other RR solution curves correspond to the RR solution  
                                                 
9
 By the “corresponding RR solutions,” we mean the RR solutions with the same reference stress 0σ  and 
8n m= = .  Here we have estimated (0,8) 2.4yyσ =ɶ  and 8 4.7I =  from Figures 5.12 and 5.14 of [93]. 
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(a) 
 
Figure 3.5.  Numerically simulated opening stress distributions (solid curves) directly ahead of 
the crack tip (i.e., along the line 0θ = ) at various times with RPC creep for (a) the Small load, 
(b) the Moderate load, and (c) the Large load.  Superimposed are the singular elastic solution 
(dashed black line) and the corresponding RR solutions (dashed colored lines) at the same times.  
The circular points mark the location of the creep zone boundary, within which the equivalent 
elastic strain is less than the equivalent creep strain.  The material is meant to represent Alloy 
230 at 800°C. 
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(b) 
 
Figure 3.5 (continued) 
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(c) 
 
Figure 3.5 (continued) 
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under small-scale creep conditions.  This means that, not only is there a region in which the RR 
solution is valid under small-scale creep conditions; the RR solution is valid within this region 
for extensive creep as well.   
 Figure 3.5(c) shows similar plots to Figure 3.5(b) for the Large load.  The qualitative 
behavior is much the same as that in Figure 3.5(b).  The largest time simulated ( 2/ 6.59 10t τ = × ) 
is again larger than the transition time / 71.6RRt τ = , and there still develops a region in which 
the RR solution is accurate for both small-scale creep and extensive creep.  However, the offset 
between the numerically simulated curves and the RR solution curves is slightly larger in Figure 
3.5(c) than it was in Figure 3.5(b).  That is, the RR solution is slightly less accurate for the Large 
load than for the Moderate load.  It is interesting to note that, for all three applied loads, there is a 
region in which the RR solution is approximately valid, even though we are using the RPC creep 
model instead of power-law creep, for which the RR solution was originally derived. 
 At this point, it is useful to compare Figure 3.5 to what it would have looked like using 
power-law creep (with the same creep modulus 0 0/ nA ε σ= ɺ  and creep exponent n m= ).  The 
results for power-law creep are shown in Figure 3.6.  Interestingly, Figure 3.6 is almost identical 
to Figure 3.5.  The only difference is that the offset between the numerically simulated curves 
and the corresponding RR curves is slightly smaller.  In other words, as expected, the RR 
solution is more accurate for power-law creep than it is for RPC creep—but the difference is 
extremely small.  Attention should be drawn to the fact that, for a sharp crack tip, the results 
(which are not shown here) are even closer to the RR solution.  The near crack-tip deviation from 
the RR solution in Figure 3.6 is a result of crack-tip blunting. 
 Recall that RPC creep reduces to power-law creep when the back stress α  is negligible 
compared to the Cauchy stress σ .  It is therefore of interest to check how the back stress 
compares to the Cauchy stress for the numerical simulations shown in Figure 3.5.  Figure 3.7 
shows the distributions of the ratio /
e e
α σ  directly ahead of the crack tip at various times for the 
three applied loads.  It can be seen from Figure 3.7 that 
e
α  is rather small compared to 
e
σ  at all 
of the times simulated for each of the three applied loads.  In particular, the ratio /
e e
α σ  peaks at 
about 6% for the Small load, 10% for the Moderate load, and 14% for the Large load.  This 
behavior is consistent with the observation that the near crack-tip stress fields are almost  
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(a) 
 
Figure 3.6.  Numerically simulated opening stress distributions (solid curves) directly ahead of 
the crack tip (i.e., along the line 0θ = ) tip at various times with power-law creep for (a) the 
Small load, (b) the Moderate load, and (c) the Large load.  Superimposed are the singular elastic 
solution (dashed black line) and the corresponding RR solutions (dashed colored lines) at the 
same times.  The circular points mark the location of the creep zone boundary, within which the 
equivalent elastic strain is less than the equivalent creep strain.  The material is meant to 
represent Alloy 230 at 800°C. 
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(b) 
 
Figure 3.6 (continued) 
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(c) 
 
Figure 3.6 (continued) 
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(a) 
 
Figure 3.7.  Numerically simulated /
e e
α σ  distributions directly ahead of the crack tip (i.e., 
along the line 0θ = ) at various times with RPC creep for (a) the Small load, (b) the Moderate 
load, and (c) the Large load.  The circular points mark the location of the creep zone boundary, 
within which the equivalent elastic strain is less than the equivalent creep strain.  The material is 
meant to represent Alloy 230 at 800°C. 
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(b) 
 
Figure 3.7 (continued) 
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(c) 
 
Figure 3.7 (continued) 
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identical for both RPC creep and power-law creep, since it can be argued that the back stress is 
much smaller in magnitude than the Cauchy stress.   
 It should be noted that the small oscillations present between 2 110 / 5 10r a− −< < ×  at time 
2/ 1.00 10t τ = ×  in Figure 3.7(a) are a result of the way we implemented one of the modifications 
(3.13) we proposed to the RPC model.  By time 2/ 1.00 10t τ = × , the equivalent back stress has 
relaxed to its initial value within the region 2 110 / 5 10r a− −< < × .  Whenever that happens, the 
UMAT subroutine temporarily sets the material parameter 0D = , so that there is no further 
recovery in the given element at the given time step.  It is then possible for the back stress to 
increase (since the material parameter 0C ≠ ) and subsequently decrease again (since D  is reset 
to its true value).  This cycle results in the “bouncing” behavior observed in Figure 3.7(a) at time 
2/ 1.00 10t τ = × .  While this numerical artifact is undesirable, we note that the oscillations in 
/
e e
α σ  are very small—no more than 1%.  In fact, these oscillations do not affect the simulated 
stress fields, and can therefore be regarded as negligible.  We note that the simulation shown in 
Figure 3.7(a) is the only simulation in the present work in which such bouncing behavior 
occurred. 
 Finally, we note that the equivalent back stress 
e
α  is related to the dislocation density ρ  
through (3.6), so it is also of interest to investigate the numerically predicted dislocation density 
distributions ( 0/ρ ρ  versus /r a ) directly ahead of the crack tip.  These are shown in Figure 3.8.  
It can be seen from Figure 3.8(a) that, even at the smallest time shown ( 2/ 1.00 10t τ −= × ), the 
dislocation density very close to the crack tip has already increased significantly, reaching 3 
orders of magnitude above its initial value.  However, there is still a region sufficiently far from 
the crack tip in which the dislocation density remains essentially equal to its initial value.  This 
region is pushed farther and farther away from the crack tip as time increases and creep strain 
begins to accumulate.  Additionally, it is evident that the dislocation density at a given distance 
from the crack tip first increases and then starts to decrease—this can be seen at all times in 
Figure 3.8(a).  This clearly illustrates hardening and recovery of the material.  Figure 3.8(b) and 
(c) exhibit qualitatively similar behavior to Figure 3.8(a).  The main difference is that, for larger 
loads, the dislocation density at a given distance from the crack tip tends to increase faster, and 
reaches a greater maximum value.  In particular, the dislocation density reaches almost 5 orders 
of magnitude above its initial value near the crack tip for the Large load in Figure 3.8(c).  Such  
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(a) 
 
Figure 3.8.  Numerically simulated dislocation density distributions directly ahead of the crack 
tip (i.e., along the line 0θ = ) at various times with RPC creep for (a) the Small load, (b) the 
Moderate load, and (c) the Large load.  The circular points mark the location of the creep zone 
boundary, within which the equivalent elastic strain is less than the equivalent creep strain.  The 
material is meant to represent Alloy 230 at 800°C. 
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(b) 
 
Figure 3.8 (continued) 
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(c) 
 
Figure 3.8 (continued) 
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high dislocation density values, on the order of 17 310  m/m , are not realistic, since the dislocation 
density typically does not exceed 16 310  m/m .  This is unfortunate, and it may indicate that the 
model needs to be modified to handle dislocation densities near a crack tip.  Nevertheless, we 
note that the unrealistic values are contained within a very small region close to the crack tip (on 
the order of 3/ 4 10r a −< × ), and only prevail for small times (on the order of / 0.5t τ = ).  After 
that period, the dislocation density returns to physically reasonable values everywhere ahead of 
the crack tip.  Furthermore, it is unclear whether a real specimen made of Alloy 230 at 800°C 
would withstand such large loads without the onset of cracking.  In other words, the question of 
whether the dislocation density values observed in Figure 3.8(c) are realistic may be moot. 
 Our results for Alloy 230 appear to be consistent with our initial prediction that the back 
stress should be small compared to the Cauchy stress near the crack tip for the loads under 
consideration, and that the RR solution should still be approximately accurate within an annular 
region ahead of the crack tip, even when the RPC model is used instead of power-law creep.  The 
accuracy of this approximation seems to be better for smaller loads, as evidenced by Figure 
3.5(a), and decreases for larger loads, as evidenced by Figure 3.5 (b) and (c).  However, we must 
emphasize here that the model calibrated to Alloy 230 at 800°C exhibits essentially no primary 
creep.  In retrospect, then, it is perhaps not surprising that almost identical results were obtained 
using both RPC creep and classical, power-law creep.  To see the effect of primary creep, we 
must study a material that exhibits a significant amount of primary creep.  For that, we turn to 2 
1/4 Cr-1 Mo Steel at 566°C. 
 
3.3.2   2 1/4 Cr-1 Mo Steel at 566°C 
In the original work by Robinson, Pugh, and Corum [14], where the RPC model was first 
proposed, the model was calibrated to 2 1/4 Cr-1 Mo Steel at 566°C.  A comparison between 
experimental uniaxial creep test data and the calibrated model predictions is shown in Figure 16 
of [14], which we reproduce here as Figure 3.9.  In contrast to the curves shown in Figure 3.3 for 
Alloy 230 at 800°C, the curves in Figure 3.9 for 2 1/4 Cr-1 Mo Steel at 566°C exhibit significant 
primary creep.  The calibrated RPC model parameters reported in [14] are as follows: 
40 4 14.87 10  Pa sA − − −= × ⋅  ( 21 4 13.96 10  psi hr− − −× ⋅ ), 8.76 Pa mB = ⋅  ( 0.05 psi in⋅ ), 
17 27.9031 10  PaC = ×  ( 10 21.6625 10  psi× ), 23 2 12.382 10  Pa sD − − −= × ⋅  ( 12 2 14.076 10  psi hr− − −× ⋅ ),  
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Figure 3.9.  Reproduction of Figure 16 from the original paper by Robinson et al. [14], showing 
a comparison between model predictions and experimental creep test data for annealed 2 1/4 Cr-
1 Mo Steel at 566°C.  Used with permission.  
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and 4m = .  Unfortunately, Robinson et al. [14] did not report the initial dislocation density 0ρ  
they used in their simulations, so this had to be estimated.  From Equation (D.3), 0ρ  is related to 
the initial slope 0
cεɺ
 of the creep curves by ( ) 21/ 20 0 / /mc A Bρ σ ε = −  ɺ .  From the data shown in 
Figure 3.9, we estimate that, for the curve labeled 69 MPa, 20 0.6 10 / (200 hr)cε −≈ ×ɺ .  From this, 
we find the initial dislocation density to be 11 30 2.79 10 m/mρ ≈ × , which is a physically realistic 
value.  Young’s modulus can be estimated from Figure 4 of [14] to be approximately 140 GPa 
for 2 1/4 Cr-1 Mo at 566°C.  Again, we take Poisson’s ratio to be 0.3.  These parameter values 
are summarized in Table 3.4. 
 The material parameters listed in Table 3.4 for 2 1/4 Cr-1 Mo Steel at 566°C yield the 
following reference quantities.  The reference stress is 0 212.9 MPaσ = .  For the Small load, 
Moderate load, and Large load, RRt  comes out to 153 hr, 5.68 hr, and 0.710 hr, respectively, and 
likewise, τ  comes out to 860 hr, 86.1 hr, and 21.0 hr, respectively.  The ratio /RRt τ  therefore 
comes out to about 0.178, 0.0660, and 0.0338, respectively.  Note that, in contrast to the values 
of /RRt τ  for Alloy 230, which were much larger than one, these values are much smaller than 
one.  This is consistent with 2 1/4 Cr-1 Mo Steel exhibiting significant primary creep, since the 
transition from small-scale creep to extensive creep of the entire specimen occurs at times much 
smaller than the transition from primary to secondary creep. 
 Figure 3.10 shows the simulated opening stress distributions ( 0/yyσ σ  versus /r a ) 
directly ahead of the crack tip ( 0θ = ) at various times for the three loading levels, using the RPC 
creep constitutive model calibrated to  2 1/4 Cr-1 Mo Steel at 566°C.  Superimposed on each 
subfigure are the singular elastic solution and the corresponding RR solutions at the same 
times.10  Note that, because the transition from small-scale creep to extensive creep occurs at 
times much smaller than τ , several of the RR solution curves overlap and therefore cannot be 
seen.  We will discuss this in more detail as we examine each individual subfigure.  Figure 
3.10(a) shows the results for the Small load.  At the smallest time shown ( 3/ 1.24 10t τ −= × ), the 
material exhibits the initial, elastic response.  As time progresses, a region starts to develop in 
which the RR solution becomes more and more accurate.  The transition to extensive creep  
                                                 
10
 Here we have estimated the quantities (0,4) 2.18yyσ =ɶ  and 4 5.25I =  from Figures 5.12 and 5.14 of [93]. 
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(a) 
 
Figure 3.10.  Numerically simulated opening stress distributions (solid curves) directly ahead of 
the crack tip (i.e., along the line 0θ = ) at various times with RPC creep for (a) the Small load, 
(b) the Moderate load, and (c) the Large load.  Superimposed are the singular elastic solution 
(dashed black line) and the corresponding RR solutions (dashed colored lines) at the same times.  
The circular points mark the location of the creep zone boundary, within which the equivalent 
elastic strain is less than the equivalent creep strain.  The material is meant to represent 2 1/4 Cr-
1 Mo Steel at 566°C. 
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(b) 
 
Figure 3.10 (continued) 
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(c) 
 
Figure 3.10 (continued) 
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occurs at 1/ 0.178 1.78 10t τ −= = × .  The three subsequent RR solution curves overlap, and the 
only one that can be seen on the figure is the curve corresponding to 2/ 1.00 10t τ = × .  Notice 
that the numerically simulated curve at time 2/ 1.00 10t τ = ×  is well approximated by the RR 
solution within the region defined by 3 14 10 / 1 10r a− −× < < × .  However, none of the curves at 
earlier times are well approximated by the RR solution.  In other words, there is no region in 
which the RR solution gives an accurate approximation to the numerically simulated behavior 
under small-scale creep conditions, but there is a region in which the RR solution is accurate 
under extensive creep conditions.  This region appears to form at some time at or before 
2/ 1.00 10t τ = × .  Figure 3.10(b) and (c) show the corresponding results for the Moderate load 
and Large load, respectively.  The qualitative behavior of these figures is very similar to Figure 
3.10(a).  The major difference is that the region in which the large-time RR solution is accurate 
is generally smaller for larger applied loads.  In fact, this region only extends between 
2 14 10 / 1 10r a− −× < < ×  for the Large load in Figure 3.10(c).  Still, it is interesting that the RR 
solution should be valid at all for the RPC model with these material parameters.  We will return 
to this observation shortly. 
 Again, it is of interest to see what Figure 3.10 would have looked like using power-law 
creep (with the same creep modulus 0 0/ nA ε σ= ɺ  and creep exponent n m= ).  The results for 
power-law creep are shown in Figure 3.11.  In contrast to Figure 3.6, which was almost identical 
to Figure 3.5, Figure 3.11 is quite different from Figure 3.10.  In each of the three subfigures, 
there is a region in which the RR solution is accurate, even before the transition from small-scale 
creep to extensive creep.  For example, in Figure 3.11(a), this region extends between 
3 13 10 / 1 10r a− −× < < ×  at time 1/ 1.08 10t τ −= × .  Comparing Figure 3.10 to Figure 3.11, it 
would appear that primary creep (which is present in Figure 3.10 but not in Figure 3.11) 
interferes with the validity of the RR solution under small-scale creep conditions.  It seems that 
the RR solution is not accurate while primary creep prevails, but once the transition to secondary 
creep has occurred, the RR solution becomes accurate within a finite region ahead of the crack 
tip. 
 Figure 3.12 shows the distributions of the ratio /
e e
α σ  directly ahead of the crack tip at 
various times for the three applied loads.  In contrast to Figure 3.7, in which /
e e
α σ  never 
exceeded about 14%, the vast majority of the curves in Figure 3.12 greatly exceed 10%.  The  
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(a) 
 
Figure 3.11.  Numerically simulated opening stress distributions (solid curves) directly ahead of 
the crack tip (i.e., along the line 0θ = ) tip at various times with power-law creep for (a) the 
Small load, (b) the Moderate load, and (c) the Large load.  Superimposed are the singular elastic 
solution (dashed black line) and the corresponding RR solutions (dashed colored lines) at the 
same times.  The circular points mark the location of the creep zone boundary, within which the 
equivalent elastic strain is less than the equivalent creep strain.  The material is meant to 
represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
Figure 3.11 (continued) 
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(c) 
 
Figure 3.11 (continued) 
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(a) 
 
Figure 3.12.  Numerically simulated /
e e
α σ  distributions directly ahead of the crack tip (i.e., 
along the line 0θ = ) at various times with RPC creep for (a) the Small load, (b) the Moderate 
load, and (c) the Large load.  The circular points mark the location of the creep zone boundary, 
within which the equivalent elastic strain is less than the equivalent creep strain.  The material is 
meant to represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
Figure 3.12 (continued) 
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(c) 
 
Figure 3.12 (continued) 
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local peak that develops just shy of 0/ 1 10r a = ×  at time 2/ 1 10t τ ≈ ×  appears to be an artifact, 
since 
e
σ  is very small there (this is near the point at which yyσ  transitions from positive to 
negative along the uncracked ligament).  Disregarding this peak, it appears that as time 
progresses, /
e e
α σ  becomes rather uniform at about 70%, regardless of the applied load.  It 
cannot be said, then, that the back stress is negligible compared to the Cauchy stress in these 
simulations.  In light of this observation, it is somewhat remarkable that the RR solution should 
be accurate at all, which it is within finite regions for times 2/ 1.00 10t τ = ×  in Figure 3.10(a), 
2/ 1.00 10t τ = ×  in Figure 3.10(b), and 2/ 1.06 10t τ = ×  in Figure 3.10(c). 
 Figure 3.13 shows the predicted dislocation density distributions ( 0/ρ ρ  versus /r a ) 
directly ahead of the crack tip at various times for the three applied loads.  Here the behavior is 
qualitatively similar to that in Figure 3.8 for Alloy 230.  One significant difference is that 2 1/4 
Cr-1 Mo Steel does not exhibit physically unrealistic dislocation density values.  The largest 
value reached is about 42 10×  times the initial value in Figure 3.13(c), which comes out to about 
15 35.6 10  m/m× .  It is possible that the model could exhibit higher dislocation densities at higher 
applied loads, but again, it is unclear whether a real specimen made of 2 1/4 Cr-1 Mo Steel at 
566°C could withstand such large loads without the onset of crack propagation. 
 To summarize the results of this section, we have seen that, for certain material 
parameters (representative of Alloy 230 at 800°C), the near crack-tip fields obtained with the 
RPC creep model are essentially identical to those obtained with classical, power-law creep 
(using the same creep modulus 0 0/ nA ε σ= ɺ  and creep exponent n m= ).  Consequently, the RR 
solution of Riedel and Rice [34], which was derived for power-law creep, is still accurate—even 
for RPC creep—within a finite region ahead of the crack tip, both before and after the transition 
from small-scale creep to extensive creep of the entire specimen.  For different material 
parameters (representative of 2 1/4 Cr-1 Mo Steel at 566°C), the RR solution is not accurate 
under small-scale creep conditions, although there is a region ahead of the crack tip in which the 
RR solution is valid after the transition to extensive creep has occurred.  These two distinct 
behaviors seem to be correlated with the amount of primary creep exhibited by the material, and 
in particular the dimensionless ratio /RRt τ .  When / 1RRt τ >>  (as it is for all three simulations of 
Alloy 230 at 800°C), it can be said that primary creep is negligible, since the transition to 
secondary creep occurs long before the transition to extensive creep of the entire specimen.   
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(a) 
 
Figure 3.13.  Numerically simulated dislocation density distributions directly ahead of the crack 
tip (i.e., along the line 0θ = ) at various times with RPC creep for (a) the Small load, (b) the 
Moderate load, and (c) the Large load.  The circular points mark the location of the creep zone 
boundary, within which the equivalent elastic strain is less than the equivalent creep strain.  The 
material is meant to represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
Figure 3.13 (continued) 
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(c) 
 
Figure 3.13 (continued) 
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Hence, it makes sense that the near crack-tip results would be almost identical, regardless of 
whether or not primary creep is present.  In contrast, when / 1RRt τ <<  (as it is for all three 
simulations of 2 1/4 Cr-1 Mo Steel at 566°C), it can be said that primary creep is significant, 
since the transition to extensive creep of the entire specimen occurs long before the transition to 
secondary creep.  Hence, it makes sense that the results would be different in the presence of 
primary creep.  In other words, when the material exhibits very little primary creep, the RR 
solution is still valid even with the RPC model, but when the material exhibits significant 
primary creep, the RR solution is not, in general, valid under small-scale creep conditions, prior 
to the transition to extensive creep.  Remarkably, however, it appears that the RR solution for 
extensive creep is still accurate after the transition to extensive creep, even when / 1RRt τ << . 
 
3.3.3   Maximum observed opening stress 
We conclude this section by reporting certain excessively large stresses observed in some of the 
simulations presented here.  Immediately after the loading phase—that is, at the instant the 
applied force has reached its maximum value, and is subsequently held constant—the maximum 
opening stress 
,maxyyσ  ahead of the crack tip was observed to be on the order of one gigapascal or 
more.  For example, with Alloy 230 and a stress intensity factor of 15 MPa mIK = , 
immediately after loading, the RPC model [14] and the power-law model both predict a 
maximum opening stress of 
,max ~ 1GPayyσ .  The stress relaxes during the remainder of the 
simulation, and eventually the maximum opening stress decreases to 
,max ~ 300 MPayyσ  after the 
transition to extensive creep.  Similarly high stresses were also observed for 2 1/4 Cr-1 Mo Steel 
and with 30 MPa mIK = .  Clearly, such large stresses are physically unrealistic.  It should be 
noted that the stresses observed for 5 MPa mIK =  were more realistic, on the order of 800 
MPa immediately after loading and 150 MPa after the transition to extensive creep. 
 We attribute the unrealistically high stresses observed here to the large stress 
concentration that develops near a loaded crack tip.  For a perfectly sharp crack, the RR solution 
[34] predicts that the stresses near the crack tip go like 1/( 1)1 / nr + , where r  is the radial distance 
from the crack tip and n  is the power-law creep exponent.  For a blunted crack tip, the stresses 
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are no longer singular, but evidently they can still become quite large.  In short, we regard the 
unrealistically large stresses observed in some of our simulations as artifacts of the numerical 
formulation.  In reality, we believe that the large stresses in the vicinity of a crack tip would be 
taken care of by relaxation of the local material. 
 
3.4   Discussion and conclusion 
In this chapter, we have considered the near crack-tip fields of a unified creep-plasticity model 
due to Robinson, Pugh, and Corum [14], accounting for primary and secondary creep, with a 
natural transition between the two.  This model reduces to the classical, power-law creep model 
when the back stress (an internal state variable) is negligible compared to the Cauchy stress.  
Because large stress concentrations develop near a loaded crack tip, one might expect the back 
stress to be negligible compared to the Cauchy stress within an annular region sufficiently close 
to the crack tip.  If that were the case, it stands to reason that the near crack-tip fields would be 
well approximated by the RR solution of Riedel and Rice [34], which was derived for power-law 
creep.  However, numerical simulations of a compact tension test reveal that that is only the case 
for certain material parameters.   
 For material parameters calibrated to Alloy 230 at 800°C, which exhibits very little 
primary creep, we have found that the near crack-tip fields obtained with the RPC creep model 
are almost identical to those obtained with classical, power-law creep (using the same creep 
modulus and creep exponent).  For those material parameters, the RR solution is accurate within 
a finite region ahead of the crack tip, both before and after the transition from small-scale creep 
to extensive creep of the entire specimen.  In contrast, for material parameters representative of 
2 1/4 Cr-1 Mo Steel at 566°C, which exhibits significant primary creep, we have found that the 
RR solution is only accurate after the transition to extensive creep has occurred, but not before.   
 It appears that these two behaviors can be quantified by the dimensionless ratio /RRt τ , 
where RRt  is the transition time between small-scale creep and extensive creep, and τ  is the 
transition time between primary creep and secondary creep.  When / 1RRt τ >>  (as it is for Alloy 
230 at 800°C), it appears that the RR solution is accurate for both small-scale creep and 
extensive creep of the entire specimen.  This makes sense, since in that case the transition to 
secondary creep occurs long before the transition to extensive creep of the entire specimen, and 
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hence primary creep can be considered negligible.  Consequently, when / 1RRt τ >> , the near 
crack-tip fields are still controlled by the stress intensity factor IK  for small times, and by *C  for 
large times.  When / 1RRt τ <<  (as it is for 2 1/4 Cr-1 Mo Steel at 566°C), it appears that the RR 
solution is not valid under small-scale creep conditions.  This makes sense, since in that case the 
transition to extensive creep of the entire specimen occurs long before the transition to secondary 
creep, and hence it can be said that primary creep is significant.  Interestingly, there is still a 
region ahead of the crack tip in which the RR solution is valid after the transition to extensive 
creep has occurred, even when / 1RRt τ << .  Consequently, it appears that the near crack-tip 
fields are still governed by *C  for large times, even when / 1RRt τ << . 
 Regardless of the transient primary creep behavior, under small-scale creep conditions, 
there appears to be a region ahead of the crack tip in which the singular elastic solution [29] is 
valid.  Similarly, under large-scale creep conditions, there appears to be a region ahead of the 
crack tip in which the RR solution [34] is valid.  It seems, then, that the relevant loading 
parameter is the stress intensity factor IK  for small-scale creep conditions, and *C  for extensive 
creep conditions.  These conclusions are consistent with those of Riedel [36] and Riedel and Rice 
[34], though they have been arrived at by means of the RPC creep model [14], rather than 
separate power-law hardening models of primary and secondary creep. 
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CHAPTER 4  
VOID GROWTH AT HIGH TEMPERATURES: THE 
INTERACTION BETWEEN SURFACE DIFFUSION, GRAIN 
BOUNDARY DIFFUSION, AND DISLOCATION CREEP, 
INCLUDING PRIMARY CREEP EFFECTS 
 
 
 
In this chapter, we study the growth of an intergranular void under the influence of three physical 
processes: (i) matter diffusion along the void surface, (ii) matter diffusion along the grain 
boundary, and (iii) bulk creep of the surrounding material.  To capture creep deformation, we 
employ two different constitutive models: the classical, power-law creep model, which models 
secondary creep, and the unified creep-plasticity model of Robinson, Pugh, and Corum [14], 
which models the material deformation as it transitions from the primary creep regime to the 
secondary creep regime.  Through dimensional analysis we identify three dimensionless groups 
that govern void growth: (i) the normalized grain boundary diffusion length introduced by 
Needleman and Rice [19], which indicates the relative importance of grain boundary diffusion 
with respect to bulk creep; (ii) an analogous normalized surface diffusion length, which indicates 
the relative importance of surface diffusion with respect to bulk creep; and (iii) a third parameter 
inspired by the work of Kagawa [24], which characterizes the strength of the remotely applied 
stress relative to the normal stress along the void surface.  Interestingly, for given values of these 
parameters, the void growth mode (quasi-equilibrium versus crack-like) appears to be the same, 
regardless of which of the two constitutive models is used.  Based on our results, we establish 
quantitative criteria for the different void growth modes.  Furthermore, while primary creep does 
not affect the observed void growth mode, we find that the rate at which the void grows can be 
significantly accelerated by primary creep.  For material parameters representing 2 1/4 Cr-1 Mo 
Steel at 566°C, we find that the void initially grows about 83 times faster in the primary creep 
regime than it does in the secondary creep regime.  This observation is bound to have 
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implications for rupture modeling, since many rupture models associate the time to rupture with 
the void growth rate, and these same models often neglect the influence of primary creep. 
 
4.1   Introduction 
As discussed in Section 2.1, the modeling of intergranular void growth has received much 
attention over the last several decades.  The seminal work of Hull and Rimmer [18] provided one 
of the first observations that matter diffusion plays a significant role in the void growth process.  
In particular, atoms can migrate along the void surface (i.e., by surface diffusion) and along the 
grain boundary (i.e., by grain boundary diffusion).  It is well known that, depending on the 
relative strengths of surface diffusion and grain boundary diffusion, a void can grow by different 
modes.  When surface diffusion occurs much more rapidly than grain boundary diffusion, the 
void maintains its original shape as it grows, a process referred to as “quasi-equilibrium void 
growth.”  This assumption provides the basis for many works, including those of Needleman and 
Rice [19], Sham and Needleman [20], and Van der Giessen et al. [21].  Alternatively, when grain 
boundary diffusion occurs much more rapidly than surface diffusion, the void becomes elongated 
in the direction of the grain boundary.  Chuang and Rice [22] investigated the extension of such 
an elongated void in the absence of bulk creep, assuming that it grew in such a way that the void 
profile near the tip remained constant, a process referred to as “crack-like void growth.” 
 Chuang et al. [23] were the first to consider void growth in the presence of both surface 
diffusion and grain boundary diffusion, allowing the shape of the void to be determined by the 
analysis.  They considered both axisymmetric and cylindrical voids under remotely applied 
uniaxial tension, and they treated the grains as rigid (that is, they neglected creep deformation of 
the surrounding material).  By linearizing the surface diffusion equation, Chuang et al. [23] 
derived three different (but related) solutions for the void profile: one solution for quasi-
equilibrium void growth, another solution for crack-like void growth, and a third solution—the 
so-called “self-similar” solution—whose predictions for the curvature and mass flux at the void 
tip agree with those of the quasi-equilibrium solution or the crack-like solution, depending on the 
value of a dimensionless parameter 
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,
s s
a aχ
γ
=
ɺ
D
  (4.1) 
 
where a  is the void tip radius, aɺ  is the time rate-of-change of the void tip radius (a measure of 
the void growth rate), 
s
γ  is the surface free energy, and /
s s s
D kTδ= ΩD , where 
s s
D δ  is the 
void surface diffusion coefficient, Ω  is the atomic volume of the diffusion species,
 
 is Boltzmann’s constant, and T  is the absolute temperature.  For small 
values of χ , the self-similar solution was found to agree with the quasi-equilibrium solution, and 
for large values of χ , it was found to agree with the crack-like solution.  On the basis of their 
results, Chuang et al. [23] established quantitative criteria for quasi-equilibrium void growth 
versus crack-like void growth of an axisymmetric void.   
 Kagawa [24] had previously taken a similar approach to Chuang et al. [23], and from his 
results, one can derive analogous criteria for the case of a cylindrical void.  Based on Kagawa’s 
[24] work, quasi-equilibrium void growth should occur under remote stresses S  given by 
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  (4.2) 
 
where ψ  is the angle, in radians, the void tip makes with the grain boundary ( / 2pi  for a circular 
void), b  is the void-to-void half-spacing, and /
s s b bD Dδ δ∆ =  is the ratio between the surface 
diffusion coefficient and the grain boundary diffusion coefficient.  Similarly, crack-like void 
growth should  occur under remotely applied stresses S  given by 
 
 
1/3 2/3
0 0
21 1 .
3
s
Sa a b
b a
ψ χ χ
γ
    
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    
  (4.3) 
 
The parameter 0χ  that appears in both (4.2) and (4.3) is an appropriate value  for χ  that 
describes the “cutoff” between quasi-equilibrium and crack-like void growth.  On the basis of his 
results, Kagawa [24] recommended taking 0 5χ = .  Again, these criteria were derived assuming 
rigid grains, neglecting creep deformation of the surrounding material. 
231.38 10  J/Kk −= ×
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 It is evident from (4.2) and (4.3) that the dimensionless quantities /
s
Sa γ  (which is 
simply the ratio between the applied stress and the normal stress /
s s
aγ κ γ=  along the void 
surface) 11 and /
s s b bD Dδ δ∆ =  both play important roles in determining the void growth mode.  
As discussed in Chapter 2, another important parameter in the context of void growth in creeping 
materials is the grain boundary diffusion length introduced by Needleman and Rice [19]: 
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where /b b bD kTδ= ΩD  and ε∞ɺ  is the remote creep strain rate.  In the case of power-law creep, 
0 0( / )nSε ε σ∞ =ɺ ɺ , where 0εɺ  is a reference strain rate, 0σ  is the reference stress for power-law 
creep, and n  is the power-law creep exponent.  Recall from Chapter 2 that the dimensionless 
ratio /bL a  between the grain boundary diffusion length and the void radius gives a measure of 
the relative importance of grain boundary diffusion with respect to bulk creep.  For large values 
of /bL a , grain boundary diffusion is more significant than bulk creep in bringing about 
macroscopic deformation, and conversely for small values of /bL a .12  When one considers 
surface diffusion and bulk creep to act in tandem (as we will in the present work), it is only 
natural to define another diffusion length 
s
L  analogous to bL  as 
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Just as /bL a  gives a measure of the relative importance of grain boundary diffusion with respect 
to bulk creep, the dimensionless ratio /
s
L a  gives a measure of the relative importance of 
surface diffusion with respect to bulk creep.  In this way, there are three independent 
                                                 
11
 Compare /
s
Sa γ  to the quantity 2 2/ 2 sin (1 / )ss Sa a bγ ψ = −   defined by Chuang et al. [23]. 
12
 See Equation (2.7). 
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parameters13 that characterize the physical processes responsible for void growth: /
s
L a , /bL a , 
and /
s
Sa γ . 
 A notable limitation of the previously cited literature is consideration of only two of the 
following three void growth mechanisms at a time: (i) surface diffusion, (ii) grain boundary 
diffusion, and (iii) bulk creep of the surrounding material.  Chuang et al. [23] and Kagawa [24] 
only considered (i) and (ii), while Needleman and Rice [19] and subsequent work [20,21] only 
considered (ii) and (iii).  Furthermore, the latter work [19-21] only considered power-law 
(secondary) creep, without addressing primary creep effects.  Here, we will consider all three 
void growth mechanisms (i)-(iii) acting in tandem.  The remainder of this chapter is organized as 
follows.  In Section 4.2, we formulate the relevant boundary value problem for a cylindrical,14 
intergranular void in a creeping material undergoing both surface and grain boundary diffusion.  
In Section 4.3, we present numerical simulation results using two different creep models: the 
classical, power-law model used by Needleman and Rice [19], as well as the RPC model [14] 
presented in Chapter 3, which captures primary creep, secondary creep, and the transition 
between the two.  We also compare the conditions under which we observe the two different 
void growth modes (quasi-equilibrium versus crack-like) to those given in (4.2) and (4.3).  In 
Section 4.4, we conclude with a summary of our results. 
 
4.2   Formulation of the void growth initial/boundary value problem 
Suppose we have an array of intergranular voids within a creeping material, which is subjected to 
a remotely applied uniaxial stress S  perpendicular to the grain boundary.  We wish to study the 
deformation of the voids, taking into account the following three physical processes: (i) matter 
diffusion along the void surface, (ii) matter diffusion along the grain boundary, and (iii) bulk 
creep of the surrounding material.  To that end, we model the voids as cylindrical (i.e., infinitely 
long in the out-of-plane direction15), with an initially circular cross section of radius 0a  and an 
initial center-to-center spacing of 02b .  We will restrict our attention to a square unit cell, of 
initial width and height each equal to 02b , centered on a single void.  Due to the symmetry of the 
                                                 
13
 Note that ∆  is related to the two diffusion lengths as 3( / )s bL L∆ = .   
14
 In mechanics terms, a cylindrical void undergoes a plane state of strain, or “plane strain.” 
15
 Again, this corresponds to a state of plane strain. 
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geometry and the applied loads, only one quarter of the unit cell is analyzed, as shown in Figure 
4.1, in which the grain boundary is aligned along the x -axis. 
 The bulk material, denoted here by Α , is modeled as an incompressible solid whose 
constitutive behavior is characterized by either power-law creep (to model purely secondary 
creep) or Robinson-Pugh-Corum creep [14] (to model both primary and secondary creep, with a 
smooth transition between the two).  For the details of the RPC model [14], see Chapter 3; for 
power-law creep, the same equations hold in the absence of the back stress, with m n=  and 
0 0/
nA ε σ= ɺ .  The boundary conditions are as follows.  By symmetry, the material along the y -
axis in Figure 4.1 is constrained against movement in the x -direction.  Along the top edge of the 
unit cell (denoted here by TS ), the material is subjected to a uniform and constant tensile stress 
yy Sσ =  corresponding to the remotely applied load.  Furthermore, TS  is constrained to remain 
horizontal at all times.  The right edge of the unit cell is taken to be traction-free, and is 
constrained to remain vertical at all times. 
 Denote by 
s
S  the surface of the void, which extends from point B  to point C  in Figure 
4.1.  This surface is subjected to an outward normal stress (perpendicular to the void surface) 
arising from its curvature.  It is a well-known result, and it is straightforward to show, that the 
magnitude of this stress is given by 
s
γ κ  [23], where 
s
γ  is the surface free energy and κ  is the 
curvature of the void surface.  Due to gradients in the chemical potential along the void surface 
(to be discussed in more detail below), the void surface undergoes matter diffusion, wherein 
material is deposited along 
s
S .  Let 
s
j  denote the volumetric flux of matter along the void 
surface (that is, the volume of matter diffused per unit out-of-plane length per unit time), and let 
α
 be the thickness of matter deposited onto the void surface by this process.16  Conservation of 
mass dictates that 
 
 
0   along ,s s
dj S
ds
α+ =ɺ
  (4.6) 
 
 
 
                                                 
16
 When α  is positive, that means that matter is deposited onto the void surface.  When α  is negative, that means 
that matter is depleted from the void surface. 
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Figure 4.1.  Quarter unit cell model of an intergranular void. 
 
 
 
 
Figure 4.2.  Finite element mesh used in the present work. 
 
  
99 
 
where a superscribed dot denotes differentiation with respect to time, and s  is the arc length 
measured along 
s
S , starting from zero at point B  (
s
j  is taken to be positive in the direction of 
increasing s ).  Modeling the surface diffusion process according to Fick’s law, 
s
j  is negatively 
proportional to the gradient of the chemical potential µ  of the atoms along the void surface.  
Along 
s
S , 0( ) ( )ss sµ µ γ κ= − Ω , where sγ κ  is the work required to deposit matter against the 
normal stress, Ω  is the atomic volume, and 0µ  is the reference chemical potential in the bulk.  
In particular, Fick’s law states that 
 
 
   along ,s s s s
dj S
ds
κγ=D
  (4.7) 
 
where /
s s s
D kTδ= ΩD , 
s s
D δ  is the void surface diffusion coefficient,  is 
Boltzmann’s constant, T  is the absolute temperature, and we assume that 
s
γ  is independent of 
the arc length.  By symmetry, the mass flux should vanish at the top B  of the void: (0) 0
s
j = . 
 Similarly, denote by bS  the grain boundary, which extends from point C  to point D  in 
Figure 4.1.  Again, gradients in the chemical potential along the grain boundary surface give rise 
to matter diffusion, so that matter arriving by surface diffusion is deposited on, and continues to 
diffuse along, the grain boundary.  Let bj  denote the volumetric flux of matter along the grain 
boundary (taken to be positive in the direction of increasing s , where s  continues where it left 
off at point C ).  We assume that there is no grain boundary sliding or cracking.  Hence, the rate 
at which matter is deposited onto the grain boundary coincides with the normal velocity 
n
v  of 
the grain boundary surface.  Conservation of mass requires that 
 
 0   along .b n b
dj
v S
ds
+ =   (4.8) 
 
Note that here we are employing the convention that the normal directions to the void surface 
and grain boundary point into the surrounding material, consistent with the convention of 
Needleman and Rice [19] (see Figure 4.1).  Modeling the grain boundary diffusion process 
according to Fick’s law, bj  is negatively proportional to the gradient of the chemical potential µ
231.38 10  J/Kk −= ×
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.  Along bS , 0( ) ( )ns sµ µ σ= − Ω , where nσ  is the tensile stress normal to the grain boundary, 
and the second term represents the work required to deposit matter against 
n
σ .  In particular, 
Fick’s law states that 
 
 
   along ,nb b b
dj S
ds
σ
=D
  (4.9) 
 
where /b b bD kTδ= ΩD  and b bD δ  is the grain boundary diffusion coefficient.  By symmetry, the 
mass flux should vanish at the edge D  of the unit cell.  That is, ( ) 0b Dj s = .   
 At point C , where the void surface meets the grain boundary, we require the mass flux to 
be continuous.  That is, ( ) ( )
s C b Cj s j s= .  We also require the chemical potential to be continuous 
at point C , so that 
 
 ,C s Cσ γ κ=   (4.10) 
 
where Cσ  is the “tip stress” (the stress normal to the grain boundary at point C ), and Cκ  is the 
curvature of the void surface at point C . 
 We may now formulate the governing equations for the initial/boundary value problem. 
Before we do so, however, we pause to discuss several assumptions that underpin our 
formulation.  As noted previously, the displacement by which the grains separate along bS  is 
related to the amount of matter deposited along the grain boundary in a relatively straightforward 
manner.  Specifically, at any point along the grain boundary, the normal velocity 
n
v  happens to 
be identical to the rate at which matter is deposited there, and that allows us to write (4.8) in 
terms of 
n
v .  This constraint arises from the assumption that there is no grain boundary sliding or 
cracking.  However, the void surface is not similarly constrained.  In fact, the void surface is free 
to deform due to the applied tractions in addition to matter deposition.  This makes the problem 
much more complicated, since (4.6) must be written not in terms of the normal velocity of the 
void surface, but rather in terms of the rate αɺ  at which matter is deposited along the void 
surface. 
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 Following Subramanian and Sofronis [60], we will treat matter deposition along the void 
surface separately from the other deformation.  Specifically, we decompose the displacement of 
the void surface as 0s α= −u u n , where 0u  is the “baseline” displacement of the void surface 
arising from processes other than surface diffusion, α  is the thickness of matter that has 
accumulated on the void surface, and n  is the inward normal vector to the void surface (as 
shown in Figure 4.1).  At a given time step 
n
t , the following two problems are solved 
sequentially: 
 (i) The deformation of the unit cell.  Following Needleman and Rice [19] and 
Subramanian and Sofronis [60], the principle of virtual work in rate form can be expressed as 
follows: 
 
 
: ,
T s b
s n n n
S S S
d ds v ds v dsδ δ γ κδ σ δ
Α
Α = ⋅ − −∫ ∫ ∫ ∫σ ε T vɺ   (4.11) 
 
where σ  is a statically admissible Cauchy stress field, δ v is a kinematically admissible 
(“virtual”) velocity field, δεɺ  is the associated strain rate compatible with δ v , T  is the applied 
traction on TS , all other parameters are as defined previously, and the negative signs result from 
the normality convention employed here, that the normal vector is taken to point into the material 
on both 
s
S  and bS  (again, see Figure 4.1).  The integral on the left-hand side of (4.11) 
represents the rate of virtual work done by internal forces, and the integrals on the right-hand 
side represent the rates of virtual work done by the forces acting along the boundaries, under the 
virtual displacement rate δ v .  Note that (4.11) enforces equilibrium of the unit cell under the 
applied tractions T , the normal stress 
s
γ κ  due to the curvature of the void surface, and the 
normal stress 
n
σ  along the grain boundary.  By finite element discretization, (4.11) is converted 
into a set of finite element equations, which are solved incrementally in time.  The finite element 
mesh used in the present work is shown in Figure 4.2.  A total of 256 eight-noded, biquadratic 
quadrilateral elements were used.  The finite element equations are solved via Newton-Raphson 
iteration for the displacement increments of each node.  This determines the baseline 
displacement increments 0∆u  of the void surface.  Once the Newton-Raphson scheme has 
converged, the mass flux along the entire grain boundary ( )bj s  is evaluated according to (4.8).  
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And in particular, since ( ) ( )
s C b Cj s j s= , the mass flux along the void surface at point C  is 
determined. 
 (ii) The matter deposited along the void surface.  Using the information obtained by 
solving Problem (i), Equations (4.6) and (4.7) are solved simultaneously for the rate αɺ  at which 
matter is being deposited onto the void surface, and thus the thickness tα α∆ = ∆ɺ  deposited 
during the time increment t∆ .  Once α∆  is known, the new shape of the void is constructed 
according to 0s α∆ = ∆ − ∆u u n .  This determines the curvature κ  along the entire void surface, 
as well as the tip stress Cσ  as given by (4.10), at the next time step 1n nt t t+ = + ∆ . 
 For the full mathematical details of this solution procedure, please see Appendix F.  It 
should be noted that Problems (i) and (ii) above are coupled through the curvature of the void 
surface.  Indeed, at each time step, the curvature κ  that appears in (4.11) is informed by the 
amount of matter α∆  deposited on the void surface during the previous time step.  However, the 
finite element equations corresponding to (4.11) only ever see the baseline displacements 0u  of 
the void surface.  As such, the surface diffusion equations are only partially coupled to the rest of 
the boundary value problem.  We will return to these issues in the following section, when we 
discuss the results of our simulations. 
 
4.3   Simulation results 
In this section, we will consider material parameters representative of 2 1/4 Cr-1 Mo Steel at 
566°C, the alloy used by Robinson et al. [14] in their original presentation and calibration of the 
RPC creep model.   
 Experimental micrographs of 2 1/4 Cr-1 Mo Steel (see Figure 4 of [17]) reveal that the 
local void distribution can vary dramatically, even within the same sample.  Voids can be 
anywhere from a fraction of a micron to one micron in diameter, and the void spacing can range 
from a fraction of a micron to several microns.  To be definite, here we will consider an initial 
void radius of 0 1a =  µm and an initial half-spacing of 0 10b =  µm.  For 2 1/4 Cr-1 Mo Steel at 
566°C, we estimate that 33~ 5 10b −×D  m6/J·s [45].  From the experimental creep test data 
reported by Robinson et al. [14], we find that, with 60 10ε −=ɺ  s-1, the power-law reference stress 
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and creep exponent are 0 550σ ≈  MPa and 4.4n ≈ , respectively; see Figure 4.3.  Typically, 
during tensile tests, the applied stress S  does not exceed the power-law reference stress 0σ .  In 
the present work, we will consider an applied stress of 100S =  MPa, which is less than (but still 
of the same order of magnitude as) the reference stress given above.  Using these parameter 
values, we estimate that 0/ ~ 10bL a , and in our simulations, we will consider values of 0/bL a  in 
this neighborhood.  Recall that, according to Needleman and Rice [19], grain boundary diffusion 
and bulk creep exert comparable influence on void growth for values of 0/bL a  between 4 and 
20, so we expect to see the influence of both mechanisms in our simulations.  As for 0/sL a , we 
will consider values up to 100, which we will see is a sufficiently wide range to observe the two 
different modes of void growth (i.e., quasi-equilibrium and crack-like).  Finally, we note that for 
metals at high temperatures, ~ 0.5
s
γ  J/m2 [46], and this is the value we will use for the surface 
free energy here.  We therefore have that 0 / 200sSa γ =  for all of the present simulations. 
 In what follows, we will explore void growth by assuming that the creep of the bulk of 
the grains (the region A  illustrated in Figure 4.1) is governed either by the classical, power-law 
creep model, or by the RPC model [14].  Again, for the details of the RPC model [14], we refer 
the reader to Chapter 3.  For power-law creep, the same equations hold in the absence of the back 
stress, with m n=  and 0 0/
nA ε σ= ɺ . 
 
4.3.1   Power-law creep 
We begin by modeling the material constitutive behavior according to the classical, power-law 
creep model, which models secondary creep (i.e., it does not account for primary creep effects).  
As mentioned previously, we have estimated the power-law creep parameters for 2 1/4 Cr-1 Mo 
Steel at 566°C to be 0 550σ ≈  MPa and 4.4n ≈  (with a reference strain rate of 60 10ε −=ɺ  s-1) 
based on experimental creep test data reported by Robinson et al. [14]. 
 Figure 4.4 shows a “void growth map” that summarizes the results of our simulations for 
0 / 200sSa γ = .  Each data point represents a single simulation with the given diffusion 
coefficients, represented by the normalized diffusion lengths 0/sL a  and 0/bL a , which are 
plotted on the vertical and horizontal axes, respectively.  The points are shaded based on the type  
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Figure 4.3.  Experimental steady-state strain rate versus stress data for 2 1/4 Cr-1 Mo Steel at 
566°C [14] (cf. Figure 3.9), along with a linear fit.  The slope of the trend line gives the power-
law creep exponent 4.4n ≈ , and the intercept gives the power-law reference stress 0σ .  With a 
reference strain rate of 6 10 10 sε
− −
=ɺ , we find that 0 550σ ≈  MPa.  The correlation coefficient is 
0.9341. 
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Figure 4.4.  Void growth map for 2 1/4 Cr-1 Mo Steel at 566°C with 0 / 200sSa γ = .  Each data 
point represents a simulation using the given values of 0/sL a  and 0/bL a , and the points are 
shaded based on the void growth mode observed: quasi-equilibrium (white), dynamic (grey), or 
crack-like (black).  The grey lines represent the void growth mode boundaries predicted by 
Kagawa [24] using nominal values 0/ / 0.10a b a b= =  and 0 5χ =  in Equations (4.2) and (4.3).  
The black lines represent boundaries consistent with our results, given by Equations (4.16) and 
(4.17).  Note that all of the lines shown here pass through the origin. 
 
  
106 
 
of void growth observed during the simulation: namely, quasi-equilibrium, crack-like, or 
something in between (which we will refer to as “dynamic” void growth).  The meaning of these 
classifications will become clear presently. 
 Figure 4.5 shows the simulated void profiles at various times for 0/ 8bL a =  and 
0/ 20sL a = , 40, and 60, illustrating the effect of increasing the surface diffusion coefficient 
while holding the grain boundary diffusion coefficient fixed.  Figure 4.6 shows the 
corresponding plots of the flux along the void surface and the grain boundary.  In these figures, 
the times are normalized by a reference time 320τ =  hr (a number which will become 
meaningful in Section 4.3.2 where we discuss primary creep effects).  In the case of Figure 4.6, 
the flux is normalized by a reference flux 
 
 
2
0 03 / ( ) ,ref bj Sb b a= −D   (4.12) 
 
and the arc length s  is normalized by its maximum value at point D , namely max 0 / 2s a bpi= + .  
We will see shortly that (4.12) gives a good estimate of the flux at the intersection between the 
void surface and the grain boundary (i.e., point C  in Figure 4.1). 
 Figure 4.5(a) shows the simulated void profiles for 0/ 20sL a =  (the data points indicate 
the locations of individual nodes along the void surface).  Notice that, in this case, the void only 
expands in the x -direction (the direction parallel to the grain boundary), which is the hallmark 
of crack-like void growth.  We note that, by time / 1.5t τ = , the nodes along the void surface 
near the tip of the void have expanded well beyond the neighboring nodes along the grain 
boundary.  This is an artifact of our decomposing the displacement of the pore surface as 
0s α= −u u n  and partially decoupling the surface diffusion equations from the rest of the 
boundary value problem.  We will refer to this phenomenon as “over-inflation” of the void 
surface.  To make sense of it, let us examine the behavior of the flux on the void surface.  From 
Figure 4.6(a), it can be seen that the mass flux along the void surface is negative near the top of 
the void, between max/ 0s s =  and max/ 0.1s s ≈ , and positive elsewhere.  Referring to (4.7), this 
means that the curvature decreases with arc length near the top of the void, and then increases 
with arc length up to the tip of the void, consistent with the observed void profiles in Figure 
4.5(a).  Furthermore, the flux initially  
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(a) 
 
Figure 4.5.  Simulated void shape profiles at various nondimensionalized times for (a) 
0/ 20sL a = , illustrating “crack-like” void growth, (b) 0/ 40sL a = , illustrating “dynamic” void 
growth, and (c) 0/ 60sL a = , illustrating “quasi-equilibrium” void growth.  In all three 
subfigures, 0/ 8bL a =  and 0 / 200sSa γ = .  The constitutive behavior of the material is modeled 
by power-law creep, and the material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 
566°C.  The data points indicate the locations of individual nodes along the void surface. 
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(b) 
 
Figure 4.5 (continued) 
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(c) 
 
Figure 4.5 (continued) 
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(a) 
 
Figure 4.6.  Simulated mass flux along the void surface and the grain boundary at various times 
for (a) 0/ 20sL a = , (b) 0/ 40sL a = , and (c) 0/ 60sL a = .  In all three subfigures, 0/ 8bL a =  and 
0 / 200sSa γ = .  The constitutive behavior of the material is modeled by power-law creep, and 
the material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
Figure 4.6 (continued) 
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(c) 
 
Figure 4.6 (continued) 
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decreases with arc length, down to a local minimum at max/ 0.05s s ≈ , before increasing up to its 
maximum value of about / 1.1refj j ≈  at the void tip.  From (4.6), we see that αɺ  is positive near 
the top of the void, and negative near the void tip.  In other words, matter is being deposited onto 
the void surface at the top of the void, but it is being depleted from the void surface near the 
grain boundary.  It is this depletion of matter 0α <  near the grain boundary that causes the over-
inflation of the void surface observed at time / 1.5t τ =  in Figure 4.5(a).  Again, this behavior is 
only an artifact of our simplified numerical formulation.  We certainly do not claim that such 
over-inflation occurs in reality.  Nevertheless, we interpret these results as an indication that the 
void would grow in the crack-like mode for these parameters. 
 Figure 4.5(b) shows the void profiles for 0/ 40sL a = .  In this case, there is some 
expansion in the y -direction, so it cannot be said that the void growth is truly crack-like.  
However, the expansion in the x -direction is more pronounced than that in the y -direction, so it 
cannot be said that the void growth is truly quasi-equilibrium either.  This is what we refer to as 
“dynamic” crack growth.  Examination of the flux in Figure 4.6(b) reveals that, at time 
/ 0.15t τ = , the qualitative behavior is similar to that in Figure 4.6(a), in that there is a region 
near the top of the void in which the flux is negative and decreasing, before increasing up to its 
maximum positive value at the void tip.  However, by time / 0.75t τ = , the flux along the void 
surface is everywhere positive and increasing.  At that and the subsequent times, matter is only 
depleted from the void surface, never deposited. 
 Figure 4.5(c) shows the void profiles for 0/ 60sL a = .  In this case, the amount of 
expansion in the x -direction is nearly the same as that in the y -direction.  From Figure 4.6(c), 
the flux along the void surface is everywhere positive and increasing for all times shown, 
indicating that matter is only ever depleted from the void surface with this choice of diffusion 
parameters and external loading.  We interpret this as a case of quasi-equilibrium void growth. 
 We pause here to note that labeling the behavior of a given simulation as either “crack-
like” or “quasi-equilibrium” to some extent, artificial.  Indeed, there is a sense in which the void 
growth mode can change as time goes on, even for a single set of parameters.  This is perhaps 
most evident from the behavior of the surface flux near the top of the void.  It could be argued 
from our discussion of Figure 4.6 that crack-like void growth is associated with there being a 
region near the top of the void in which the mass flux is negative.  If we use that as the criterion 
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for crack-like void growth, then we would conclude that Figure 4.5(b) and Figure 4.6(b)—which 
we have labeled “dynamic” void growth—actually exhibit a transition from crack-like void 
growth at small times to quasi-equilibrium void growth at large times.  When we say that the 
behavior of a given simulation is “crack-like,” then, we mean that, initially, the void exhibits 
crack-like growth for a significant period of time.  In general, for a fixed value of the grain 
boundary diffusion length 0/bL a , the duration of this period of crack-like void growth decreases 
as the surface diffusion length 0/sL a  increases, until it is no longer noticeable.  For instance, 
there is barely any crack-like growth noticeable in Figure 4.5(c)/Figure 4.6(c), which we have 
labeled as “quasi-equilibrium” appropriately.  This makes sense, since the larger the surface 
diffusion length 0/sL a  is relative to the grain boundary diffusion length 0/bL a , the more rapidly 
surface diffusion occurs.  And it is well known that when surface diffusion occurs much more 
rapidly than grain boundary diffusion, the void grows in the quasi-equilibrium mode [19]. 
 Figure 4.7 and Figure 4.8 show analogous plots to Figure 4.5 and Figure 4.6, 
respectively, for 0/ 11bL a =  and 0/ 40sL a = , 60, and 80.  The qualitative behavior of these 
figures is very similar to that of Figure 4.5 and Figure 4.6.  The main difference is that, all other 
things being equal, the voids grow faster for larger diffusion lengths.  Again, the classification of 
void growth modes is subjective.  Looking at these figures from a holistic standpoint, however, 
we have labeled Figure 4.7(a)/Figure 4.8(a) as “crack-like,” Figure 4.7(b)/Figure 4.8(b) as 
“dynamic,” and Figure 4.7(c)/Figure 4.8(c) as “quasi-equilibrium.” 
 
4.3.2   RPC creep 
Now we will investigate the effect of primary creep.  To that end, instead of modeling the 
material constitutive behavior with power-law creep, we will employ the unified creep-plasticity 
model of Robinson, Pugh, and Corum [14] (henceforth referred to as “RPC creep”), which 
accounts for primary and secondary creep, with a smooth transition between the two.  For the 
details of this model, see Section 3.2, and for the finite element implementation of this model 
(without elasticity), see Section E.2 of Appendix E.  The model parameters are again chosen to 
represent 2 1/4 Cr-1 Mo Steel at 566°C.  They can be found in Table 3.4, and we repeat them 
here for the reader’s convenience: 40 4 14.87 10  Pa sA − − −= × ⋅ , 8.76 Pa mB = ⋅ ,  
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(a) 
 
Figure 4.7.  Simulated void shape profiles at various times for (a) 0/ 40sL a = , illustrating 
“crack-like” void growth, (b) 0/ 60sL a = , illustrating “dynamic” void growth, and (c) 
0/ 80sL a = , illustrating “quasi-equilibrium” void growth.  In all three subfigures, 0/ 11bL a =  
and 0 / 200sSa γ = .  The constitutive behavior of the material is modeled by power-law creep, 
and the material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C.  The data 
points indicate the locations of individual nodes along the void surface. 
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(b) 
 
Figure 4.7 (continued) 
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(c) 
 
Figure 4.7 (continued) 
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(a) 
 
Figure 4.8.  Simulated mass flux along the void surface and the grain boundary at various times 
for (a) 0/ 40sL a = , (b) 0/ 60sL a = , and (c) 0/ 80sL a = .  In all three subfigures, 0/ 11bL a =  and 
0 / 200sSa γ = .  The constitutive behavior of the material is modeled by power-law creep, and 
the material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
 
Figure 4.8 (continued) 
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(c) 
 
 
Figure 4.8 (continued) 
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17 27.9031 10  PaC = × , 23 2 12.382 10  Pa sD − − −= × ⋅ , 4m = , and 11 30 2.79 10 m/mρ = × .17  As 
discussed in Section D.2 of Appendix D, the transition from primary to secondary creep in the 
RPC model is characterized by the transition time 
 
 ( )0
1
.
m
ACD S B
τ
ρ
=
−
  (4.13) 
 
With the material parameters given above and 100S =  MPa, the transition time comes out to 
about 320τ =  hr.  We used this value to normalize the times reported in Section 4.3.1 to make 
comparison with the results of this section straightforward. 
 Figure 4.9, Figure 4.10, Figure 4.11, and Figure 4.12 show analogous plots to Figure 4.5, 
Figure 4.6, Figure 4.7, and Figure 4.8, respectfully, using the RPC model instead of the power-
law creep model.  In other words, the only difference between these two sets of figures is the 
constitutive model used; all of the other parameters (such as the geometry, the applied load, and 
the diffusion lengths) remain the same between each pair of corresponding figures.18  The 
qualitative behavior of the void profile and the mass flux is essentially the same for RPC creep as 
it was for power-law creep—indeed, it is rather remarkable how similar the shapes of the plots 
are.  Evidently, the inclusion of primary creep does not affect the observed void growth mode 
(i.e., quasi-equilibrium versus crack-like).  However, there is one major difference.  Notice that, 
in both Figure 4.9 and Figure 4.11, by time / 0.018t τ = , the void has already reached the same 
size and shape as it did by time / 1.5t τ =  in Figure 4.5 and Figure 4.7, respectfully.  Apparently, 
when the RPC model [14] is used, the void initially grows about 1.5 / 0.018 83≈  times faster 
than it does when the power-law creep model is used.  That is, the void grows about 83 times 
faster in the presence of primary creep than it does in the presence of secondary creep alone.  
Such an acceleration is to be expected.  In a uniaxial creep test, the strain rate is initially quite 
high, and then decreases as steady-state conditions are reached.  Hence, we might have expected 
to see accelerated void growth during the primary creep stage compared to the secondary creep  
                                                 
17
 The corresponding reference stress is 1/0 ( / ) 213mAσ ε= ≈ɺ  MPa.  Compare this value and 4m =  to the 
power-law creep parameters 0 550σ =  MPa and 4.4n =  used in Section 4.3.1. 
18
 In computing the diffusion lengths 
s
L  and bL  for the RPC model, we are setting n m=  and 
1/
0 0( / ) mAσ ε= ɺ . 
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(a) 
 
Figure 4.9.  Simulated void shape profiles at various times for (a) 0/ 20sL a = , illustrating 
“crack-like” void growth, (b) 0/ 40sL a = , illustrating “dynamic” void growth, and (c) 
0/ 60sL a = , illustrating “quasi-equilibrium” void growth.  In all three subfigures, 0/ 8bL a =  and 
0 / 200sSa γ = .  The constitutive behavior of the material is modeled by RPC creep, and the 
material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C.  The data points 
indicate the locations of individual nodes along the void surface. 
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(b) 
 
 
Figure 4.9 (continued) 
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(c) 
 
 
Figure 4.9 (continued) 
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(a) 
 
Figure 4.10.  Simulated mass flux along the void surface and the grain boundary at various times 
for (a) 0/ 20sL a = , (b) 0/ 40sL a = , and (c) 0/ 60sL a = .  In all three subfigures, 0/ 8bL a =  and 
0 / 200sSa γ = .  The constitutive behavior of the material is modeled by RPC creep, and the 
material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
 
Figure 4.10 (continued) 
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(c) 
 
 
Figure 4.10 (continued) 
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(a) 
 
Figure 4.11.  Simulated void shape profiles at various times for (a) 0/ 40sL a = , illustrating 
“crack-like” void growth, (b) 0/ 60sL a = , illustrating “dynamic” void growth, and (c) 
0/ 80sL a = , illustrating “quasi-equilibrium” void growth.  In all three subfigures, 0/ 11bL a =  
and 0 / 200sSa γ = .  The constitutive behavior of the material is modeled by RPC creep, and the 
material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C.  The data points 
indicate the locations of individual nodes along the void surface. 
 
  
129 
 
 
 
(b) 
 
 
Figure 4.11 (continued) 
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(c) 
 
 
Figure 4.11 (continued) 
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(a) 
 
Figure 4.12.  Simulated mass flux along the void surface and the grain boundary at various times 
for (a) 0/ 40sL a = , (b) 0/ 60sL a = , and (c) 0/ 80sL a = .  In all three subfigures, 0/ 11bL a =  and 
0 / 200sSa γ = .  The constitutive behavior of the material is modeled by RPC creep, and the 
material parameters are meant to represent 2 1/4 Cr-1 Mo Steel at 566°C. 
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(b) 
 
 
Figure 4.12 (continued) 
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(c) 
 
 
Figure 4.12 (continued) 
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stage.  The acceleration factor A  can be estimated from the power-law and RPC material 
parameters.  One estimate is given by 
 
 
( )
( )
0
0 0
73.
/
m
n
A S B
S
ρ
ε σ
−
−
= ≈
ɺ
A   (4.14) 
 
This is simply the ratio between the initial strain rate (i.e., at time 0t = ) predicted by the RPC 
model and the strain rate predicted by the power-law creep model in a uniaxial creep test with a 
remotely applied stress S .  Another estimate can be obtained by omitting the factor of 0B ρ  in 
(4.14) as follows: 
 
 ( )0 0
88.
/
m
n
AS
Sε σ+
= ≈
ɺ
A   (4.15) 
 
As the corresponding subscripts are meant to suggest, (4.14) appears to give an underestimate for 
the acceleration factor, while (4.15) appears to give an overestimate.  As mentioned, the true 
acceleration factor for the simulations presented here was about 83, which falls in between these 
two estimates. 
 
4.3.3   Criteria for quasi-equilibrium versus crack-like void growth 
Because primary creep does not influence the observed void growth mode (i.e., quasi-
equilibrium or crack-like), the void growth map shown in Figure 4.4 applies to both the power-
law creep model and the RPC creep model.  Evidently, the void growth mode only depends on 
the relative values of 0/sL a , 0/bL a , and 0 / sSa γ  (not on whether primary creep is present).  To 
obtain quantitative criteria for quasi-equilibrium versus crack-like void growth, we take 
inspiration from the work of Kagawa [24].  Note that inequalities (4.2) and (4.3) define lines that 
separate the 0/bL a - 0/sL a  plane into two regions: one corresponding to quasi-equilibrium void 
growth, and another corresponding to crack-like void growth.  With / 2ψ pi= , 
0/ / 0.10a b a b= =  and Kagawa’s [24] suggested cutoff value of 0 5χ = , (4.2) and (4.3) imply 
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that quasi-equilibrium void growth should occur for / 1.92
s bL L > , and that crack-like void 
growth should occur for / 2.00
s bL L <  (note that these regions overlap, creating a region in 
which conditions (4.2) and (4.3) are met simultaneously).  These lines are illustrated in grey in 
Figure 4.4.  Clearly, our results (which account for creep) do not align with the grey lines (which 
were derived by neglecting creep).  However, there still appear to be linear boundaries between 
the crack-like, quasi-equilibrium, and dynamic void growth regions defined by the black, white, 
and grey data points in Figure 4.4.  We find that the quasi-equilibrium region is well 
approximated by the condition 
 
 / 5.63,
s bL L >   (4.16) 
 
and that the crack-like region is well approximated by the condition 
 
 / 4.77.
s bL L <   (4.17) 
 
For 4.77 / 5.63
s bL L< < , the void growth is dynamic, transitioning from crack-like to quasi-
equilibrium.  The corresponding boundaries are illustrated in black in Figure 4.4.  We emphasize 
that conditions (4.16) and (4.17) were derived for remotely applied stresses given by 
0 / 200sSa γ = .  The determination of analogous conditions for other values of 0 / sSa γ  is left for 
future work. 
 
4.4   Conclusion 
Based on the simulations presented here, it appears that, even in the presence of creep, the void 
growth mode (crack-like versus quasi-equilibrium, or something in between) depends only on 
the relative values of the parameters 0/sL a , 0/bL a , and 0 / sSa γ .  A void growth map 
illustrating this dependence is shown in Figure 4.4 for an intergranular void in 2 1/4 Cr-1 Mo 
Steel at 566°C under remote tension 0 / 200sSa γ = .  Remarkably, this dependence is not 
affected by whether or not the material exhibits primary creep before it transitions to secondary 
creep.  However, void growth occurs substantially faster during the primary creep phase than it 
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does in the secondary creep phase.  For 2 1/4 Cr-1 Mo Steel at 566°C and 0 / 200sSa γ = , we 
find that void growth occurs up to 83 times faster in the presence of primary creep.  It should be 
noted that current creep rupture models associate the time to rupture of a specimen (and by 
analogy, the lifetime of a component) with the rate of intergranular void growth, and such 
models typically neglect the effect of primary creep.  Our results suggest that neglecting primary 
creep can lead to overestimates of component lifetimes.  Therefore, it seems that primary creep 
should be accounted for in component lifetime predictions, unless it can be shown to be 
negligible. 
 We emphasize that the present results have been obtained using a small-strain 
formulation of the governing finite element equations.  Additionally, because of the way we treat 
the matter diffusion process along the void surface, we observe undesirable “over-inflation” 
behavior in some of our simulations, wherein the void surface expands disproportionately 
relative to the grain boundary.  It is quite possible that different results could be obtained using a 
large-strain formulation, in which the void surface diffusion equations are fully coupled to the 
rest of the boundary value problem, thereby eliminating the over-inflation behavior.  This could 
be achieved by updating the nodal positions at each time step, and implementing adaptive 
remeshing as needed.  We leave such an endeavor to a future work. 
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CHAPTER 5  
A MICROMECHANICAL MODEL OF INTERGRANULAR 
CREEP CRACK GROWTH BY DISCRETE CRACK-VOID 
COALESCENCE 
 
 
 
This chapter is concerned with modeling creep crack growth, which is well-known from 
experimental observations to be caused by intergranular cavitation: the coalescence of voids 
along grain boundaries.  To that end, we simulate the growth of six initially circular, 
intergranular voids ahead of a blunted crack tip under remotely applied Mode I tension.  To the 
best of our knowledge, this is one of the first times (if not the very first time) that creep crack 
growth has been studied using this discrete void approach.  The constitutive behavior of the 
material is modeled by a combination of isotropic, linear elasticity and incompressible creep.  
Two creep models are employed: the classical power-law creep model, which accounts for 
secondary creep alone, and a unified creep-plasticity model due to Robinson, Pugh, and Corum 
[14], which accounts for primary and secondary creep.  The material parameters are chosen to 
represent 2 1/4 Cr-1 Mo Steel at 566°C.  Consistent with prevailing theories of void coalescence, 
crack propagation is taken to occur when the ligament between the crack tip and the nearest void 
shrinks to a certain fraction of its original length.  In this way, the rupture time (the time at which 
the crack propagates) can be predicted based on the results of the simulation.  By varying the 
initial void volume fraction, the constitutive model, and the assumed critical ligament reduction, 
we investigate the effects of these variables on the predicted rupture behavior.  We find that the 
predicted rupture time is extremely sensitive to the initial void volume fraction and the assumed 
critical ligament reduction.  We also find that, depending on the magnitude of the applied load, 
primary creep can either accelerate, decelerate, or have no effect on the predicted rupture time.  
Because the void volume fraction varies significantly in real materials (even within the same 
specimen), and because it is not necessarily clear which value of the critical ligament reduction is 
best, we conclude that either these parameters must be adjusted to fit experimental data, or else a  
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more accurate rupture criterion must be established.  We leave that pursuit to future work. 
 
5.1   Background and literature review 
As discussed in detail in Chapters 2 and 4, it is well known that the rupture of structural metals at 
high temperatures is caused by grain boundary cavitation: the nucleation, growth, and 
coalescence of intergranular voids.  Nucleation typically occurs at the sites of carbides (or other 
particles), which tend to accumulate at grain boundaries under the influence of remotely applied 
stresses.  When an intergranular particle becomes separated from the surrounding grains (a 
process called “particle debonding”), a void is formed.  This is an inherently stochastic process.  
Initially, voids grow separately, although their rate of growth can certainly be influenced by the 
presence of neighboring voids.  However, once two adjacent voids reach a certain size, the 
ligament of material between them can no longer support the local stresses, leading to strain 
localization and failure of that ligament.  This results in the formation of a microcrack.  
Microcracks propagate by coalescing with neighboring voids, and can eventually join to form a 
macroscopic crack.  Thus, at a certain point during the rupture process, rupture occurs by 
coalescence between a crack and a neighboring void.  Clearly, the modeling and simulation of 
this process is extremely challenging, and it is no surprise that a universal theory of creep rupture 
remains elusive.  Still, great strides have been made.  In what follows, we give a brief review of 
the myriad approaches that have been taken in the literature. 
 
5.1.1   Modeling crack propagation at room temperature 
Because the ductile rupture of metals at room temperature also occurs by cavitation, much of the 
modeling effort to date has focused on room temperature rupture.  One of the biggest challenges 
to the accurate modeling of rupture is the stochastic nature of the underlying physical processes: 
one rarely knows a priori the exact location of each preexisting void.  To get around this 
difficulty, there are several approaches, which we will describe presently. 
 (i) Continuum damage approach   Continuum theories of rupture account for voids 
through homogenized constitutive laws, describing the average behavior of the material without 
modeling voids individually.  Examples include the Gurson-Tvergaard flow potential for porous 
plastic solids [61,62] as well as constitutive models developed by Ponte Castañeda and 
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coworkers [63-66].  These models incorporate a state variable (usually denoted by the letter f ), 
which tracks the local void volume fraction at a given material point.  In this way, it is not 
necessary to know the locations of individual voids—only the initial void volume fraction.  As 
noted by de Borst et al. [67], a problem with many continuum damage theories is the absence of 
a characteristic length scale describing, for example, the local void spacing.  One way to avoid 
this problem is to incorporate such a length scale through the finite element discretization.  For 
example, Ruggieri et al. [68] followed the so-called “computational cell” framework developed 
by Xia and Shih [69-71], in which the row of finite elements immediately ahead of a crack 
consisted of cubical cells of width D  (identified with the mean void spacing).  The constitutive 
behavior of the cells was given by the Gurson-Tvergaard model [61,62], and the rest of the 
elements obeyed classical 2J  plasticity theory.  When the void volume fraction within a cell 
reached a critical value, that cell was deleted, and the crack advanced by a distance D .  While 
these methods can predict coalescence in an average sense, they cannot resolve the deformation 
of individual voids. 
 (ii) Discrete void approach   As an alternative approach, some authors model voids 
explicitly as part of the geometry, in effect assuming the initial locations of the voids.  In this 
way, the deformation of individual voids can be resolved.  For example, Aravas and McMeeking 
simulated a single cylindrical void in plane strain near a blunted crack tip in materials obeying 
classical 2J  plasticity [72] and a modified Gurson model [73].  They found that the voids were 
pulled toward the crack, and stretched in the radial direction.  In [72], they also considered 
several criteria for crack-void coalescence (which will be discussed later, in Section 5.2), and 
compared a broad range of their results to experimental data for crack-tip opening displacements 
for a wide variety of materials.  They found that their finite element results agreed reasonably 
well with experimental data for EN1A mild steel [72].  Subsequently, Hom and McMeeking [74] 
simulated a periodic array of spherical voids near a 3D blunted crack tip in a material obeying 
2J  plasticity.  These works assumed rupture to be controlled by the interaction between the 
crack tip and the void closest to the crack tip. 
 Tvergaard and Hutchinson [75] took a similar approach to Aravas and McMeeking [72], 
but with six cylindrical voids ahead of a blunted crack tip instead of just one.  They observed that 
the degree to which voids interact with the crack tip depends on the initial void volume fraction 
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2
0 0 0( / )f R Xpi= , where 0R  is the initial radius of each void, and 0X  is the initial void spacing.  
Their finite element simulations revealed that, when 0f  was sufficiently small, only the void 
nearest the crack tip deformed significantly, but when 0f  was sufficiently large, several voids 
ahead of the crack tip deformed.  Moreover, by taking crack advance to occur when the ligament 
between the crack tip and the first void had shrunk to a certain fraction 
c
χ  (such as 1/2) of its 
original length, Tvergaard and Hutchinson [75] were able to predict the fracture toughness ICJ  
(the critical load at which crack growth commences), and established the dependence of ICJ  on 
0f .  Once the length of the first ligament had reached the critical value, they released the nodes 
along that ligament, thus allowing the crack to advance by an amount 0X .  In this way, they 
could simulate failure of the second ligament, etc.  By computing the change in ICJ  between 
failure of subsequent ligaments, they were able to establish crack growth resistance curves for 
various values of the initial void volume fraction 0f .  Wong et al. [76] took the same approach 
as Tvergaard and Hutchinson [75] to model voids ahead of a crack in a viscoelastic adhesive 
film.   
 (iii) Hybrid approach   Another approach—which could be described as a hybrid of 
approaches (i) and (ii) above—was taken by Tvergaard and Needleman and coworkers [77-80].  
Similar to approach (i), they simulated a blunted crack tip in a continuous material whose 
constitutive behavior was characterized by a combination of elasticity, thermal deformation, and 
viscoplasticity derived from a Gurson-type flow potential.  That is, they did not model voids 
explicitly as boundaries in the geometry.  However, similar to approach (ii), they considered 
several spherical regions (which they referred to as “islands”) ahead of the crack tip of large 
initial volume fraction 0f , meant to represent preexisting spherical inclusions.  Crack advance 
was identified with the development of regions of large void volume fraction between 
neighboring inclusions.  In this way, crack advance could be simulated in an approximate 
manner, without resorting to nodal release or element deletion. 
 
5.1.2   Modeling the onset of creep crack growth at high temperatures 
Efforts to model and simulate crack propagation in creeping materials at high temperatures have  
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focused on the continuum approach (i) described above.  Examples include work by Van der 
Giessen and Tvergaard [81,82] and Van der Burg and Van der Giessen [83-85], in which grains 
were incorporated explicitly in the finite element discretization.  The constitutive behavior of the 
elements within the grains was given by power-law creep.  The grain boundaries were modeled 
using specialized “grain boundary elements,” which accounted for cavity growth, thickening of 
the grain boundary layer, and grain boundary sliding through local state variables.  The cavity 
growth rate in each grain boundary element was given by the model of Van der Giessen et al. 
[21], using the average stresses over adjacent grain elements.  Coalescence was taken to occur as 
soon as the ratio between the cavity radius and the mean half-spacing reached a critical value 
(e.g., 0.5) in any of the grain boundary elements, at which point the simulation was terminated.  
A similar approach has been taken by Onck and Van der Giessen and coworkers [86-89], who 
simulated crack propagation by deleting grain boundary elements in which coalescence had 
occurred.  This is similar to the “node release” method used by Bassani and Hawk [90,91]. 
 It appears that, to date, the discrete void approach (ii) has not been used to model rupture 
in creeping materials.  That is the focus of the present chapter.  The remainder of this chapter is 
organized as follows.  In Section 5.2, we formulate a model boundary value problem with six 
cylindrical voids ahead of a blunted crack tip.  In Section 5.3, we present simulation results using 
two material constitutive models: the classical power-law creep model, which only accounts for 
secondary creep, and the unified creep-plasticity model of Robinson, Pugh, and Corum [14] 
(henceforth referred to as the RPC model), which accounts for both primary and secondary 
creep.  By comparing results obtained with these constitutive models, we investigate the effect of 
primary creep on the predicted rupture time.  Finally, in Section 5.4, we conclude with a brief 
summary of our results. 
 
5.2   Problem definition 
Inspired by the works of Aravas and McMeeking [72,73] and Tvergaard and Hutchinson [75], 
here we consider a discrete array of six cylindrical voids ahead of a blunted crack tip, as 
illustrated in Figure 5.1.  We imagine that the crack has been formed by the coalescence of a 
number of intergranular voids, so that the initial crack-tip radius and the initial radius of each  
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Figure 5.1.  Schematic diagram illustrating six initially circular, intergranular voids ahead of a 
blunted crack tip, with relevant geometry labeled.  The initial radius of the crack-tip notch and 
each void is 0R , and the initial void spacing is 0X . 
 
 
 
 
Figure 5.2.  Specimen used in the present simulations, with relevant boundary conditions labeled.  
The dimensions of the crack-tip and voids are consistent with those shown in Figure 5.1.  Far 
away from the crack-tip, along a circular arc of radius 0A , displacements are prescribed 
corresponding to the singular elastic solution (5.2). 
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void are equal, and we denote this by 0R .  Denoting by 0X  the initial spacing between the voids, 
the initial void volume fraction near the crack tip is given by  
 
 
2
0 0 0( / ) .f R Xpi=   (5.1) 
 
It is a straightforward result of dimensional analysis that the outcome of our simulations depends 
on 0R  and 0X  only through their ratio, or equivalently, 0f .   
 For the purposes of simulation, we consider the geometry shown in Figure 5.2, in which 
the dimensions of the crack tip and voids are consistent with those given in Figure 5.1.  Due to 
the symmetry of the geometry and applied loads (to be discussed presently), only the top half of 
the specimen is considered.  Recall from Chapter 3 that Riedel and Rice [34] and Bassani and 
McClintock [35] have shown that, for elastic/power-law creeping solids under small-scale creep 
conditions, there exists an annular region ahead of the crack tip in which the singular elastic 
solution [29] prevails.  Our simulations from Chapter 3 suggest that the same is true of materials 
that deform by a combination of elasticity and RPC creep [14].  We therefore imagine that the 
system shown in Figure 5.2 is contained within an annular region governed by the singular 
elastic solution.  Accordingly, far away from the crack tip, along a circular arc of radius 0A , we 
prescribe displacements consistent with the singular elastic displacement field, as follows: 
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  (5.2) 
 
where IK  is the applied stress intensity factor, / 2(1 )G E ν= +  is the shear modulus (wherein E  
is Young’s modulus and ν  is Poisson’s ratio), r  and θ  are the polar coordinates of a given 
point, as defined in Figure 5.1, and 3 4κ ν= −  in plane strain.  If rupture occurs under small-
scale creep conditions, it follows that the stress intensity factor IK  is the relevant loading 
parameter for creep crack growth. 
 In the simulations presented here, the constitutive response is modeled by a combination 
of isotropic, linear elasticity and incompressible creep (using either the RPC model [14] or the 
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classical, power-law model).  Specifically, the rate-of-deformation tensor D  is decomposed 
additively into an elastic component eD  and a creep component cD , as follows: 
 
 ,
e c
= +D D D  (5.3) 
 
where 
 
 ( )1 1 tr ,e
E
ν ν
∇ ∇  
= + −     
D σ σ δ  (5.4) 
 
a superscribed triangle denotes the Jaumann rate-of-change, tr( )⋅  is the trace operator, and δ  is 
the identity tensor of rank two.  In the case of RPC creep, cD  is given by (3.3) and the equations 
that follow (for more details, refer to Section 3.2 and Appendix E).  Recall from Chapter 3 that 
power-law creep can be considered a limiting case of RPC creep, in which the back stress 
vanishes.  Thus, in the case of power-law creep, the RPC equations hold in the absence of the 
back stress, with material parameters m n=  and 0 0/
nA ε σ= ɺ , where n  is the power-law 
hardening exponent, 0εɺ  is a reference strain rate which we take to be 
6 1
0 10 sε
− −
=ɺ , and 0σ  is the 
reference stress.  These constitutive models have been incorporated into ABAQUS® via user-
defined material subroutines (UMAT).  Recall that the RPC model [14] accounts for both 
primary and secondary creep, while the power-law model only accounts for secondary creep.  
Thus, by comparing the results obtained with these two models, we will be able to observe the 
effects of primary creep on the rupture behavior.   
 Unlike room-temperature plasticity, the creep constitutive models considered here are 
rate-dependent.  Therefore, not only is the remotely applied load IK  of interest, but also the rate 
IKɺ  at which the load is applied.  Creep often occurs over long periods of time, during which the 
applied loads remain more or less constant.  Accordingly, in all the simulations reported here, we 
first load the specimen by increasing the applied displacements at a constant rate /I IK K t= ∆ ∆ɺ  
up to their maximum values (5.2), and then hold the applied displacements constant thereafter.  
We will discuss the specific value of the loading rate shortly, when we discuss the simulation 
results. 
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 Of particular interest in the present work is the rupture time: the time it takes for the 
crack to begin to propagate.  This can be considered a direct result of the analysis by adopting a 
particular criterion for crack-void coalescence.  Many such criteria have been proposed, and a 
very good summary is given by Aravas and McMeeking [72] for rupture at room temperature.  
Several of these criteria are geometric in nature, in that they concern the length of the ligament 
between the crack tip and the nearest void, relative to some dimension of the voids themselves.  
For example, Rice and Johnson [92] supposed that coalescence would occur when the length of 
the ligament became equal to the vertical diameter of the void.  Similarly, Tvergaard and 
Hutchinson [75] assumed that crack propagation would occur when the length L  of the ligament 
had shrunk to a critical fraction 
c
χ  of its initial value 0L .  They found that, because the ligament 
shrinks very rapidly once it is less than about one-half of its original length, the predicted onset 
of crack growth is not sensitive to the assumed value of 
c
χ , provided it is 0.5 or less.  Similar 
geometric criteria have been employed for creep rupture at high temperatures.  As discussed in 
Chapter 2, void coalescence in creeping solids is typically assumed to occur when the ratio 
between the void radius a  and the mean half-spacing b  reaches a critical value λ .  This is 
mathematically equivalent to the condition that the ligament between two voids reaches a certain 
fraction of its initial value, since in that case the two ratios 0/L L  and /a b  are related according 
to 0 0/ (1 / ) / (1 / )L L a b a b= − − .  In the present work, we imagine the crack to have formed from 
several voids that have already coalesced, so it is only natural to use a similar geometric 
coalescence criterion here.  In particular, we will follow Tvergaard and Hutchinson [75] and use 
their rupture criterion.  To that end, we number each of six ligaments ahead of the crack tip, with 
the first ligament being the one closest to the crack tip, etc.  This numbering system is illustrated 
in Figure 5.3, which will be discussed in more detail in Section 5.3.  We take the onset of crack 
propagation to occur as soon as the length 1L  of the ligament closest to the crack tip reaches a 
critical fraction 
c
χ  of its initial value 0L .  We will see shortly that, unlike the case of Tvergaard 
and Hutchinson [75] for room-temperature plasticity, the results for high-temperature creep are 
very sensitive to the chosen value of 
c
χ .  This poses a significant challenge to a theory of creep 
rupture, and we will return to this observation in Section 5.4. 
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(a) 
 
 
(b) 
 
Figure 5.3.  (a) Undeformed mesh for simulations in which the initial void volume fraction is 
0 0.126f ≈ , illustrating the initial length 0L  of all six ligaments.  (b) Deformed mesh, illustrating 
the lengths L  of each of the six ligaments, when the length of the first ligament has reached 
approximately 0.30 of its initial value (i.e., 1 0/ 0.30L L ≈ ). 
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5.3   Simulation results 
The present simulations have been performed with the general-purpose, finite element program 
ABAQUS®.  The material parameters used in our simulations are meant to represent 2 1/4 Cr-1 
Mo Steel at 566°C.  Recall from Chapter 3 that this alloy is known to exhibit a significant 
amount of primary creep (see Figure 3.9 for experimental creep curves in uniaxial tension).  For 
the RPC creep model [14], we use the same material parameters as given in Table 3.4, and we 
repeat them here for the reader’s convenience: 40 4 14.87 10  Pa sA − − −= × ⋅ , 8.76 Pa mB = ⋅ , 
17 27.9031 10  PaC = × , 23 2 12.382 10  Pa sD − − −= × ⋅ , 4m = , and 11 30 2.79 10 m/mρ = × .  For the 
power-law creep model, we use the same material parameters as given in Chapter 4, namely, 
0 550σ ≈  MPa and 4.4n ≈  (with a reference strain rate of 60 10ε −=ɺ  s-1).  In either case, the 
elastic constants used are the same as those listed in Table 3.4, namely, 140 GPaE =  and 
0.3ν = .  By comparing the results obtained with these two constitutive models, we will be able 
to see the effect of primary creep on the predicted rupture behavior. 
 Experimental micrographs of 2 1/4 Cr-1 Mo Steel (see Figure 4 of [17]) reveal that the 
local void volume fraction can vary dramatically, even within the same sample.  Voids can be 
anywhere from a fraction of a micron to one micron in diameter, and the void spacing can range 
from a fraction of a micron to one micron or more.  For this reason, it is extremely difficult to 
say what a physically realistic initial void volume fraction 0f  might be.  However, if we assume 
that the larger voids are the ones that participate in the rupture process, we can form a rough 
estimate.  Supposing a void radius on the order of 0.25 µm and a void spacing on the order of 
1.25 µm, one obtains an initial void volume fraction of 0 ~ 0.126f .  That will be the baseline 
value used in the present work.  Recall that, for the purposes of simulation, it is not the 
individual values of 0R  and 0X  that matter, but rather their ratio, which is directly related to 0f  
through (5.1).  For the sake of simplicity, then, we will fix the initial void radius at 0 1R =  µm.  
In this way, an initial void spacing of 0 5X =  µm corresponds to the desired initial void volume 
fraction of 0 0.126f ≈ .  To see the effect of 0f  on our results, we will also consider an initial 
void spacing of 0 10X =  µm, which corresponds to an initial void volume fraction of 
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0 0.0314f ≈ .  For all simulations, we fix the outer radius of the specimen at 0 1A =  cm to 
represent the remote region of singular elastic dominance. 
 Because high precision was needed to capture the deformation of each void, a very fine 
mesh was used within a rectangular region enclosing the crack tip and all six voids.  The surface 
of each void was divided into 33 nodes (yielding 32 neighboring elements), and the ligament 
between each pair of voids was divided into 31 nodes (yielding 30 neighboring elements).  As an 
example, Figure 5.3 (a) shows the undeformed mesh near the crack tip for 0 0.126f ≈ . 
 We considered four values of the remotely applied stress intensity factor: 10IK = , 15, 
20, and 30 MPa m .  As for the initial loading rate, we imagine that during a compact tension 
test, the remotely applied stress intensity factor might be increased to as much as 20 MPa m  
over the span of as little as 10 seconds.  Therefore, we fixed the initial loading rate at 
2 MPa m / s .  The prescribed displacements (5.2) are applied incrementally at this fixed rate, up 
to the displacements corresponding to the maximum value of the stress intensity factor.  The 
displacements on the outer edge are then held constant during the remainder of the simulation.  
We will discuss the results of our simulations presently. 
 
5.3.1   Power-law creep 
We begin with results obtained by modeling the material constitutive behavior according to the 
classical, power-law creep model.  Recall that power-law creep accounts for secondary creep 
alone; it does not account for primary creep.  As a result, power-law creep underestimates the 
creep strain rate of an actual material during its initial primary creep phase. 
 Figure 5.4 shows a plot of the lengths L  of all six ligaments (normalized by their initial 
length 0L ) versus time for an initial void volume fraction of 0 0.126f ≈  and a remotely applied 
stress intensity factor of 30 MPa mIK = .  Here the times are normalized by a reference time 
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Figure 5.4.  Normalized length 0/L L  of each of the six ligaments versus normalized time /t τ  
for power-law creep with 30MPa mIK =  and an initial void volume fraction of 0 0.126f ≈ . 
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where * 0/ 6IK Xσ =  is a stress-like measure of the applied load.  As discussed in Appendix D, 
this τ  gives a rough measure of the transition between primary and secondary creep within the 
RPC model [14], and with the material parameters given previously and 0 5X =  µm, we find that 
0.0969τ ≈
 hr.  It should be emphasized that this time scale has no physical significance for the 
power-law creep model—we are simply using this value as a convenient normalizing quantity, in 
anticipation of comparing our results for power-law creep with corresponding results for RPC 
creep [14], much like we did in Chapter 4. 
 It can be seen from Figure 5.4 that, at small times, the length of the first ligament 
decreases at an increasing rate.  Mathematically speaking, the 1 0/L L  versus /t τ  curve is 
concave (“concave down”).  This is because the specimen is still being loaded during this time 
period.  While the specimen is being loaded, the length of the first ligament decreases very 
sharply.  After loading is finished, and the applied load is held constant, the material relaxes.  At 
that point, the length of the first ligament still decreases, but at a decreasing rate.  
Mathematically speaking, the 1 0/L L  versus /t τ  curve becomes convex (“concave up”), and the 
length of the first ligament begins to plateau.  Similar plots to Figure 5.4 have been generated for 
smaller applied stress intensity factors (specifically, 10IK = , 15, and 20 MPa m ), and the 
qualitative behavior is always the same: the length of the first ligament decreases sharply during 
the loading phase, and then levels off once the load has become constant.  In no case was the 
length of the first ligament observed to decrease all the way to zero, no matter how much time 
was allowed to pass.  It is therefore possible that the length of the first ligament approaches a 
horizontal asymptote, although that can never be determined from inspection of numerical plots 
alone.  In any case, this leveling-off of the ligament length poses a significant challenge for a 
micromechanical theory of creep rupture.   
 Our rupture criterion states that the crack will advance as soon as 1 0/ cL L χ= .  Because 
the length of the first ligament begins to level off after the load has become constant, the time 
r
t  
at which initial rupture occurs is highly sensitive to the particular value of 
c
χ  that we choose.  
Referring again to Figure 5.4, if one chooses 0.5
c
χ = , one will obtain / 0.0625
r
t τ = .  If one 
chooses 0.3
c
χ = , one will obtain / 0.1125
r
t τ = , almost twice the value for 0.5
c
χ = .  If one 
chooses 0.1
c
χ = , the rupture time will be even greater (this value was not achieved during the 
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time period simulated).  And if one chooses 0
c
χ = , rupture may or may not ever occur.  We 
note that this was not an issue for theories of rupture at room temperature.  For example, 
Tvergaard and Hutchinson [75], who performed similar simulations with 2J  plasticity theory 
instead of power-law creep, found that the predicted fracture toughness was not sensitive to 
c
χ .  
It appears that this was due to the fact that room-temperature deformation is time-independent.  
In other words, in their simulations, there was no relaxation.  This sensitivity of the predicted 
rupture behavior to the critical length reduction 
c
χ , then, is specific to high-temperature rupture. 
 Figure 5.5 shows a plot of the remotely applied stress intensity factor (as measured by the 
dimensionless quantity 2 2 0 0(1 ) /IK E Rν σ− ) versus the predicted rupture time /rt τ  for power-
law creep.  In order to facilitate comparison of the rupture times, we are using the same reference 
time 0.0969τ ≈  hr for all cases (in other words, we do not change τ  according to the applied 
load, so that the ratios between different values of 
r
t  for different IK  can be read easily from the 
figure).  Results are shown for two values of the initial void volume fraction 0f  ( 0.126  and 
0.0314 ), as well as three values of 
c
χ  (0.3, 0.4, and 0.5), illustrating the effects of both of these 
parameters on the predicted rupture time.  Consistent with intuition, the smaller the initial void 
volume fraction 0f , the larger the predicted rupture time.  This makes sense, because if there are 
fewer voids (or if the voids are more spread out), the more difficult it will be for rupture to occur.  
It can be seen that the predicted rupture time is very sensitive to 0f , since reducing 0f  by a 
factor of about 4 leads to increases in /
r
t τ  by as many as five orders of magnitude.  Given how 
difficult it is to estimate 0f  experimentally, this is a serious challenge to the accurate prediction 
of rupture time.  The sensitivity of the model predictions to 
c
χ  can also be seen in Figure 5.5.  
With 0 0.126f ≈ , the predicted rupture time /rt τ  can vary by as much as a single order of 
magnitude between 0.5
c
χ =  and 0.3
c
χ = .  This difference is even more pronounced for 
0 0.0314f ≈ , as the predicted rupture time varies by up to two orders of magnitude.  In general, it 
appears that the model predictions are sensitive to both 0f  and cχ , and that this sensitivity 
increases as the applied load decreases.  Again, this is a significant challenge to accurate 
predictions of rupture time.  We will return to these observations in Section 5.4. 
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Figure 5.5.  Normalized applied stress intensity factor 2 2 0 0(1 ) /IK E Rν σ−  versus normalized 
rupture time /
r
t τ  (the time at which crack propagation occurs) for power-law creep, illustrating 
the effects of the initial void volume fraction 0f as well as the assumed critical length reduction 
c
χ .  In order to facilitate comparison of the rupture times, we are using the same reference time 
0.0969τ ≈
 hr for all cases.  Two values of the initial void volume fraction are shown: 0 0.126f =  
and 0 0.0314f = .  In general, the larger the initial void volume fraction, the larger the rupture 
time.  Additionally, three critical length reductions are shown: 0.3
c
χ = , 0.4, and 0.5.  In general, 
the smaller the assumed value of 
c
χ , the  larger the rupture time.  The predicted rupture time is 
very sensitive to both of these parameters. 
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5.3.2   RPC creep 
We are also interested in the effect of primary creep on the predicted rupture times.  Recall that 
in Chapter 4, we found that void growth could be significantly accelerated by primary creep.  
Indeed, for 2 1/4 Cr-1 Mo Steel at 566°C, we found that void growth could occur up to 83 times 
faster when primary creep was accounted for, compared to when primary creep was neglected.  
This acceleration is consistent with the ratio between the initial creep strain rate in the primary 
creep regime versus the steady-state creep strain rate.  One might expect, then, that rupture 
would occur faster when primary creep is accounted for than it would in the absence of primary 
creep.  We will investigate this hypothesis presently, and to that end, we will employ the RPC 
creep model, which accounts for primary and secondary creep. 
 Figure 5.6 shows a similar plot to Figure 5.5 with results obtained using both power-law 
creep and RPC creep, illustrating the effect of primary creep.  Here we are focusing on an initial 
void volume fraction of 0 0.126f ≈ , and in the interest of clarity, we are focusing on two values 
of 
c
χ : 0.3 and 0.5.  Again, in order to facilitate the comparison, we are using the same reference 
time 0.0969τ ≈  hr and the same reference stress 0 550 MPaσ ≈  in all cases.  It can be seen from 
Figure 5.6 that, depending on the magnitude of the applied stress intensity factor, primary creep 
effects may or may not be important.  For example, with 15 MPa mIK = , which corresponds to 
2 2
0 0(1 ) / 2.6IK E Rν σ− ≈ , the difference in rupture time between using the RPC creep model and 
the power-law creep model is very small.  However, the difference is greater for other applied 
loads.  For greater applied stress intensity factors, the rupture time is less using the RPC model 
than it is using the power-law creep model.  This was to be expected, as discussed at the 
beginning of this section.  Interestingly, however, at the lowest applied stress intensity factor 
shown (namely, 10 MPa mIK = , which corresponds to 2 2 0 0(1 ) / 1.2IK E Rν σ− ≈ ), the rupture 
time is actually greater using the RPC model [14] than it is using the power-law creep model.  In 
other words, at sufficiently low applied loads, rupture occurs more slowly when primary creep is 
accounted for.  In an effort to make sense of this, let us examine the time-dependence of the first 
ligament in these cases. 
 Figure 5.7 shows the normalized length 1 0/L L  of the first ligament versus normalized 
time /t τ  using the power-law creep model and the RPC creep model [14] with an initial void  
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Figure 5.6.  Normalized applied stress intensity factor 2 2 0 0(1 ) /IK E Rν σ−  versus normalized 
rupture time /
r
t τ  (the time at which crack propagation occurs) for 0 0.126f ≈  with both power-
law creep and RPC creep [14], illustrating the effect of primary creep.  In order to facilitate the 
comparison of different rupture times, we are using the same reference time 0.0969τ ≈  hr and 
the same reference stress 0 550 MPaσ ≈  in all cases.  Two critical ligament ratios are shown: 
0.3
c
χ =  and 0.5
c
χ = .  For large applied loads, the rupture time is smaller when primary creep 
is accounted for.  However, at sufficiently small applied loads, the rupture time is actually larger 
when primary creep is accounted for. 
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(a) 
 
Figure 5.7.  Normalized length of the first ligament 1 0/L L  versus normalized time /t τ  for an 
initial void volume fraction of 0 0.126f ≈  with power-law creep and RPC creep [14] and an 
applied stress intensity factor of (a) 10 MPa mIK =  and (b) 20 MPa mIK = .  At sufficiently 
small applied loads, the RPC model can predict rupture times greater than the power-law model. 
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(b) 
 
Figure 5.7 (continued) 
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volume fraction of 0 0.126f ≈  for (a) 10 MPa mIK = , which corresponds to 
2 2
0 0(1 ) / 1.2IK E Rν σ− ≈ , and (b) 20 MPa mIK = , which corresponds to 
2 2
0 0(1 ) / 4.7IK E Rν σ− ≈ .  In both cases, initially the first ligament shrinks faster with the RPC 
model [14] than it does with the power-law model, as expected.  In other words, when primary 
creep is accounted for, the void closest to the crack tip grows faster initially than it does when 
primary creep is not accounted for.  At sufficiently large applied stress intensity factors, the 
ligament is always shorter with the RPC model [14] than it is with the power-law model.  This is 
evident from Figure 5.7(b) for 20 MPa mIK = .  However, when the applied stress intensity 
factor is sufficiently small, the power-law creep response can “catch up” to the RPC creep 
response.  This can be seen in Figure 5.7(a) for 10 MPa mIK = .  In that figure, the two curves 
intersect at / 13t τ ≈ , after which point the first ligament is actually longer with the RPC model 
[14] than it is with the power-law model.  Given the complicated stress state experienced by the 
ligaments between voids, and the complicated hardening/recovery behavior of the RPC model 
[14], there may not be a simple explanation for this.  However, we note that the power-law 
model can overestimate the creep strain rate in uniaxial tension for certain applied stresses, while 
the RPC model [14] reproduces the observed strain rates more accurately across the board (see 
Figure 3.9).  Thus, it may not be a coincidence that failure occurs more quickly with the power-
law model for certain applied loads. 
 
5.3.3   Maximum observed opening stress 
We conclude this section by reporting certain excessively large stresses observed in all of the 
simulations presented here.  Not unsurprisingly, the maximum opening stress 
,maxyyσ  at any 
given time occurs along the first ligament, between the crack tip and void nearest the crack tip.  
Immediately after the loading phase—that is, at the instant the applied stress intensity factor has 
reached its maximum value, and is subsequently held constant—the maximum opening stress is 
observed to be on the order of several gigapascals.  For example, with an initial void volume 
fraction of 0 0.126f ≈  and at an applied stress intensity factor of 10 MPa mIK = , immediately 
after loading, the RPC creep model [14] predicts a maximum opening stress of 
,max ~ 5 GPayyσ , 
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and the power-law creep model predicts a maximum opening stress of 
,max ~ 7 GPayyσ , both of 
which occur in the element closest to the crack tip.  The stress relaxes during the remainder of 
the simulation, and eventually the maximum opening stress decreases to 
,max ~ 500 MPayyσ  for 
the RPC model and 
,max ~ 400 MPayyσ  for the power-law model, once the ligament has shrunk 
below 40% of its original length.  Clearly, such large stresses are physically unrealistic, and their 
occurrence along the ligament of interest to the rupture criterion is problematic, to say the least.   
 We attribute these unrealistically high stresses to the large stress concentration that 
develops ahead of a loaded crack tip.  For a perfectly sharp crack tip in the absence of voids, the 
RR solution [34] predicts that the stresses near the crack tip go like 1/( 1)1 / nr + , where r  is the 
radial distance from the crack tip, and n  is the power-law creep exponent.  For a blunted crack 
tip in the absence of voids, the stresses are no longer singular, but they can still be quite large, on 
the order of 1 GPa as we saw in Chapter 3.  It makes sense that the presence of voids would 
create additional stress concentrations, which would amplify the stresses in the ligaments 
connecting the voids.  In short, we regard the unrealistically large stresses observed in these 
simulations as artifacts of the numerical formulation.  In reality, we believe that the large stresses 
in the vicinity of a crack tip would be taken care of by relaxation of the local material. 
 
5.4   Summary and conclusion 
In this chapter, we have investigated intergranular creep crack propagation within the framework 
of a model system inspired by the works of Aravas and McMeeking [72,73] and Tvergaard and 
Hutchinson [75].  Six initially circular, intergranular voids have been modeled discretely ahead 
of a blunted crack tip, which is loaded by a remotely applied stress intensity factor IK , consistent 
with small-scale creep conditions.  To the best of our knowledge, this is one of the first times—if 
not the very first time—that creep crack growth has been modeled using discrete voids ahead of 
the crack tip.  Two material constitutive models have been considered: the classical power-law 
creep model, which only accounts for secondary creep, and a unified creep-plasticity model due 
to Robinson, Pugh, and Corum [14], which accounts for both primary and secondary creep, with 
a smooth transition between the two.  In both cases, material parameters were chosen to 
represent 2 1/4 Cr-1 Mo Steel at 566°C, which is known to exhibit significant primary creep 
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response.  Consistent with existing void coalescence criteria at high temperatures, rupture (and 
hence crack propagation) is assumed to occur when the ligament between the crack tip and the 
nearest void shrinks to a certain fraction 
c
χ  of its original length.  In this way, the rupture time 
can be predicted as a direct outcome of the simulation.  By varying the initial void volume 
fraction 0f , the constitutive model, and the assumed value of cχ , we have seen how these 
parameters affect the predicted rupture behavior. 
 The predicted rupture time /
r
t τ  is very sensitive to both the initial void volume fraction 
0f  and the assumed critical ligament reduction cχ , as seen in Figure 5.5.  In general, the smaller 
the initial void volume fraction 0f , the greater the predicted rupture time /rt τ .  Small variations 
in the assumed value of 0f  lead to dramatic differences in the predicted rupture time /rt τ .  For 
example, when 0f  is reduced by a factor of four, the predicted rupture time can increase by up to 
five orders of magnitude for the parameters considered here.   Additionally, small changes in the 
assumed value of the critical ligament reduction 
c
χ  also lead to large differences in the predicted 
rupture time /
r
t τ .  For example, when 
c
χ  is reduced from 0.5 to 0.3, the predicted rupture time 
can increase by as many as two orders of magnitude for the parameters considered here.  The 
reason for this is creep relaxation: as long as the applied load increases, the ligament length 
shrinks at an increasing rate, but as soon as the applied load is held constant, the ligament length 
starts to plateau.  It is possible that the ligament length approaches a constant value (not 
necessarily zero) in the limit of very large times, but this cannot be determined from our 
numerical results.  Because the void volume fraction 0f  varies significantly in real materials, 
even within the same specimen, and because it is not necessarily clear which value of 
c
χ  is best, 
it would be extremely difficult to use the present model in its current state to predict rupture 
times with any certainty.  It might be possible to “fit” the model predictions to experimental data 
by viewing 0f  and cχ  as adjustable parameters.  Alternatively, it may be possible to find a more 
accurate rupture criterion than the one employed here, which is based on prevailing theories of 
void coalescence.  We leave such an investigation for future work. 
 Also noteworthy is the effect of primary creep on the predicted rupture time.  For 
sufficiently large applied loads, primary creep tends to accelerate rupture.  However, for 
sufficiently small applied loads, our results suggest that it is possible for rupture to occur more 
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slowly in the presence of primary creep.  While there may not be a simple explanation for this, 
one possibility is that the power-law creep model (which accounts for secondary creep but not 
primary creep) can overestimate the experimentally observed creep strain rates in uniaxial 
tension for certain applied stresses, whereas the RPC creep model [14] (which accounts for 
primary creep and secondary creep) tends to reproduce the experimentally observed strain rates 
more accurately across the board.  In any case, our results suggest that primary creep, when it is 
present, should be accounted for when modeling rupture. 
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CHAPTER 6  
CONCLUSION 
 
 
 
6.1   Summary 
In this dissertation, we have sought to develop improved models of creep rupture in high 
temperature alloys such as Alloy 230, Alloy 617, and 2 1/4 Cr-1 Mo Steel.  The experimental 
literature to date [2,5-11,15] provides overwhelming evidence that one of the main causes of 
rupture in these and similar materials is grain boundary cavitation: the nucleation, growth, and 
coalescence of intergranular voids, which leads to intergranular cracks.  Additionally, it is well 
known [18,19] that intergranular voids grow under the influence of several physical processes, 
including (i) matter diffusion along the void surface, (ii) matter diffusion along the grain 
boundary, and (iii) bulk creep of the surrounding grains.  Accordingly, we have focused the 
modeling efforts of the present work on the growth and coalescence of intergranular voids under 
one or more of these processes, and we have also investigated the effects of primary creep and its 
transition to secondary creep.  Our results have provided insights into the following questions. 
 
Are there previously unexplained experimental results that might be understood in terms of the 
interaction between the aforementioned void growth mechanisms? 
 
Recently, Tung et al. [5] reported puzzling biaxial creep test results for thin tubes made of Alloy 
230 and Alloy 617 at 850°C and 950°C.  They observed accelerated rupture behavior in Alloy 
617 at both temperatures, whereby the slope of the experimental stress versus rupture time data 
was steeper in biaxial tension than in uniaxial tension.  However, very little accelerated rupture 
was observed in Alloy 230.  These results run counter to a widely used empirical creep rupture 
model due to Hayhurst [12], which predicts that uniaxial and biaxial stress versus rupture time 
data should be parallel.  Similar accelerated rupture behavior has also been reported by Abe [13]. 
 In Chapter 2, in an effort to reproduce Tung et al.’s [5] experimental data, we applied a 
void growth model due to Sham and Needleman [20] and Van der Giessen et al. [21], which 
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accounts for void growth in the presence of grain boundary diffusion and bulk secondary creep.  
While we were not able to reproduce Tung et al.’s [5] experimental data exactly, our results did 
exhibit accelerated rupture at sufficiently low stresses.  This behavior was found to be the result 
of a transition in the model from creep-dominated void growth at high stresses to grain boundary 
diffusion-dominated void growth at low stresses.  The stress at which this transition occurs 
(which we have called the “transition stress”) was in good agreement with the stress at which the 
experimental data began to exhibit accelerated rupture behavior.  This suggests that the 
accelerated rupture behavior reported by Tung et al. [5] and Abe [13] may well be due to the 
interaction between grain boundary diffusion and bulk creep processes. 
 
How does the microstructural transition from primary creep to secondary creep affect the 
predicted stress, strain, and displacement fields ahead of a stationary crack tip?  What is the 
relevant loading parameter characterizing the crack-tip fields before, during, and after the 
transition from primary creep to secondary creep? 
 
Characterizing the stress fields ahead of a crack tip is a classical problem in the field of fracture 
mechanics.  However, the existing crack-tip asymptotics literature treats primary and secondary 
creep separately, without accounting for the microstructural transition between the two.  For 
example, Riedel and Rice [34] considered the growth of a zone governed by power-law creep, 
which only models the secondary creep regime, within an elastic field.  According to the RR 
solution [34], the singular stress field is characterized by the ( )C t -integral, with a spatial 
singularity that goes like 1/( 1)nr− + , where r  is the radial distance from the crack tip, and n  is the 
power-law creep exponent.  Under small-scale creep conditions, ( )C t  is proportional to the 
stress intensity factor IK .  Under extensive creep conditions, ( )C t  approaches a steady-state 
value *C .  Riedel [36] considered several similar situations, including the growth of a zone 
governed by strain hardening primary creep within an elastic field.  According to Riedel’s 
solution [36], the singular stress field is characterized by IK  under small-scale primary creep 
conditions, with a spatial singularity that goes like 1/( 1)sr− + , where / (1 )s n p= +  and p  is the 
strain hardening exponent for primary creep. 
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 In Chapter 3, we investigated the stationary crack-tip fields before, during, and after the 
transition from primary to secondary creep by employing a unified creep-plasticity model due to 
Robinson, Pugh, and Corum [14], which models the transition from primary to secondary creep 
organically through a kinematic hardening variable.  We found that the behavior of the fields 
depends on the relative magnitudes of two time scales: RRt , which characterizes the transition 
from small-scale creep to extensive creep of the specimen, and τ , which characterizes the 
transition from primary to secondary creep within the RPC model [14].  If the transition from 
primary to secondary creep occurs long before the transition to extensive creep (i.e., if RRtτ << , 
as it is for Alloy 230 at 800°C, which does not exhibit a significant primary creep phase), then 
the RPC model behaves like power-law creep, and the fields are well approximated by the RR 
solution [34] under both small-scale creep and extensive creep conditions.  However, if the 
transition to extensive creep occurs long before the transition from primary to secondary creep 
(i.e., if RRt τ<< , as it is for 2 1/4 Cr-1 Mo Steel at 566°C, which does exhibit a significant 
primary creep phase), then the fields are only well approximated by the RR solution [34] after 
the transition to extensive creep—but not before.  In either case, while small-scale creep 
conditions prevail, there appears to be a region ahead of the crack tip in which the singular 
elastic solution [29], which is characterized by the stress intensity factor IK  , is valid.  Based on 
our results, we conclude that the relevant loading parameter is IK  under small-scale creep 
conditions, and *C  under extensive creep conditions, in agreement with existing models. 
 
How do individual voids grow in the presence of all three of the aforementioned void growth 
mechanisms (i)-(iii) acting simultaneously? 
 
It is well known that, depending on the relative strength of surface diffusion and grain boundary 
diffusion, intergranular voids can grow by different modes [18,23].  When surface diffusion 
occurs much more rapidly than grain boundary diffusion, voids undergo quasi-equilibrium 
growth, wherein they maintain their original shape as they grow [19].  Conversely, when grain 
boundary diffusion occurs much more rapidly than surface diffusion, voids elongate in the 
direction of the grain boundary, a process known as crack-like void growth [22].  In addition to 
(i) surface diffusion and (ii) grain boundary diffusion, (iii) bulk creep also contributes to void 
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growth.  To date, void growth modeling has been restricted to considering only one or two of the 
three aforementioned void growth mechanisms at a time.  For example, Chuang et al. [23] and 
Kagawa [24] only considered (i) surface diffusion and (ii) grain boundary diffusion, without 
accounting for (iii) bulk creep.  Needleman and Rice [19] only considered (ii) grain boundary 
diffusion and (iii) bulk secondary creep, without accounting for (i) surface diffusion. 
 In Chapter 4, we simulated the growth of a single intergranular void in the presence of all 
three void growth mechanisms acting in tandem.  We found that, depending on the relative 
values of three dimensionless parameters (the normalized grain boundary diffusion length 0/bL a  
of Needleman and Rice [19], an analogous surface diffusion length 0/sL a , and the normalized 
applied stress 0 / sSa γ ), voids can indeed grow by different modes.  For a fixed applied stress, 
when the surface diffusion length is sufficiently larger than the grain boundary diffusion length, 
the void grows in the quasi-equilibrium mode, and when the grain boundary diffusion length is 
sufficiently larger than the surface diffusion length, the void grows in the crack-like mode.  In 
between these two extremes, void growth can transition from crack-like to quasi-equilibrium, a 
process we refer to as “dynamic” void growth.  Qualitatively, our results are consistent with 
those of Chuang et al. [23] and Kagawa [24], who did not consider the effect of bulk creep.  
However, in the presence of bulk creep, we found that the conditions under which voids grow in 
the quasi-equilibrium mode versus the crack-like mode are quantitatively different. 
 
How does bulk creep affect the predicted conditions [24] under which voids grow in the quasi-
equilibrium mode versus the crack-like mode? 
 
In general, it appears that the presence of bulk creep increases the threshold for quasi-
equilibrium void growth.  That is, for a fixed applied stress and a fixed grain boundary diffusion 
length, the surface diffusion length must be higher in the presence of bulk creep to induce quasi-
equilibrium void growth than in the absence of bulk creep (see Figure 4.4).  For example, in the 
absence of bulk creep, the results of Kagawa suggest that, for an applied stress of 0 / 200sSa γ = , 
quasi-equilibrium void growth should occur for / 2.00s bL L > , and crack-like void growth for 
/ 1.92s bL L < .  In contrast, for material parameters representative of 2 1/4 Cr-1 Mo Steel 
creeping at 566°C, we found in Chapter 4 that quasi-equilibrium void growth occurs for 
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/ 5.63s bL L > , and crack-like void growth occurs for / 4.77s bL L < .  For intermediate values of 
/s bL L , the void exhibits dynamic void growth. 
 
How does primary creep affect individual void growth? 
 
Our results from Chapter 4 suggest that, in general, voids grow faster in the primary creep 
regime than they do in the secondary creep regime.  This makes sense, given that the creep strain 
rates are higher during the primary creep regime than in the secondary creep regime.  As an 
example, for material parameters representative of 2 1/4 Cr-1 Mo Steel at 566°C, and at a 
remotely applied tensile stress of 0 / 200sSa γ = , we found that the void grew about 83 times 
faster initially with the RPC creep model [14] than it did with the power-law creep model.  
Interestingly, though, the presence of primary creep does not appear to affect the void growth 
mode (quasi-equilibrium versus crack-like).  In other words, for given values of 0/bL a , 0/sL a , 
and 0 / sSa γ , the predicted void growth mode is the same, regardless of whether primary creep is 
present or not. 
 
How does primary creep affect the onset of crack propagation by void coalescence? 
 
To date, the modeling of intergranular creep crack growth by void coalescence has focused on 
the continuum damage approach, wherein the presence of voids is modeled implicitly through a 
state variable describing the local void volume fraction [81-89].  As far as we can tell, there has 
been little (if any) work done in this area using the discrete void approach [72,73,75], wherein 
voids are modeled explicitly as part of the geometry.  In Chapter 5, we did just that, modeling six 
intergranular voids ahead of a blunted crack tip under small-scale creep conditions.  Consistent 
with our results from Chapter 4, we found that void growth ahead of the crack tip is accelerated 
by primary creep (as modeled by the RPC creep model [14]) in comparison to secondary creep 
(as modeled by the power-law creep model).  Interestingly, however, depending on the applied 
load and the void coalescence criterion used, the predicted rupture time can be either larger or 
smaller in the presence of primary creep.  This highlights the observation that rupture time 
predictions are highly sensitive to the chosen coalescence criterion, making it extremely difficult 
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to predict rupture time with certainty within the context of the discrete void model.  
Nevertheless, taking the discrete void approach has given us further insights into the behavior of 
individual voids ahead of a crack tip in creeping solids. 
 
Do practicing engineers need to concern themselves with such issues as “void growth 
mechanisms” and “primary creep effects” when designing components for high-temperature 
applications? 
 
The answer to this question depends on whether such effects are present in a given material at a 
given temperature.  If a material does not exhibit a significant primary creep phase (e.g., Alloy 
230 at 800°C), then it is not necessary to be concerned with primary creep effects.  Similarly, if 
surface diffusion occurs very rapidly compared to grain boundary diffusion, it is not necessary to 
be concerned with crack-like void growth.  That said, our results suggest that neglecting such 
effects when they are present could be ill-advised.  For example, we saw in Chapter 2 that 
rupture can be accelerated by the presence of grain boundary diffusion in comparison to bulk 
creep by itself.  If one were to assume that only one void growth mechanism was active—and 
that consequently biaxial stress versus rupture time data at low stresses should be parallel to 
uniaxial data at high stresses—one might overestimate component lifetimes by an order of 
magnitude or more.  Similarly, we saw in Chapters 4 and 5 that void growth can occur 
significantly faster in the primary creep regime than in the secondary creep regime.  If one were 
to neglect primary creep effects, when in fact the material does exhibit significant primary creep, 
one might again overestimate component lifetimes.  In short, from a holistic standpoint, we 
recommend taking these issues into account when designing high-temperature components. 
 
6.2   Future work 
Much work remains to be done before a definitive model of high-temperature creep rupture can 
be established.  We will conclude the present study by listing a few possible avenues for future 
research along those lines. 
 One relatively straightforward next step would be to expand on the results of Chapter 4, 
using a finite strain formulation of the initial/boundary value problem of an intergranular void 
growing in the presence of surface diffusion, grain boundary diffusion, and bulk creep.  In the 
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model’s current state, the surface diffusion equations are only partially coupled to the rest of the 
problem.  By using a finite strain formulation and adaptive remeshing, when necessary, the 
surface diffusion process could be completely coupled to the rest of the problem.  This would 
eliminate the undesirable “overinflation” behavior, and would provide more robust predictions of 
quasi-equilibrium versus crack-like void growth.  This could be done for both cylindrical and 
axisymmetric voids, and for different triaxialities (e.g., uniaxial versus biaxial stress states). 
 Once the above is accomplished, it will be possible to tabulate accurate numerical data 
for the growth rate of voids with different geometries and under various applied loads and 
loading conditions, similar to the work of Needleman and Rice [19] and Sham and Needleman 
[20], but accounting for surface diffusion effects.  We note that the radial growth rate (i.e., the 
time rate of change of the void’s radius along the grain boundary) is more illuminating than the 
volumetric growth rate (i.e., the time rate of change of the void’s volume), since void 
coalescence is related more to the voids’ intergranular dimension than to their volume.  Indeed, 
for a given increase in volume, crack-like voids exhibit a greater increase in length than quasi-
equilibrium voids.  In short, it is the radial growth rate that is of interest and should be tabulated.  
It may even be possible to establish an approximate analytical representation, similar to that of 
Van der Giessen et al. [21],19 of the void growth rate in the presence of surface diffusion, grain 
boundary diffusion, and bulk creep. 
 Another possible avenue of research would be to develop a homogenized constitutive 
model, similar to those developed by Gurson [61], Tvergaard [62], and Ponte Castaneda and 
coworkers [63-66], for porous solids creeping according to the model of Robinson, Pugh, and 
Corum [14].  Recall that the RPC model [14] already accounts for primary creep and the 
transition to secondary creep.  With a homogenized model based on the RPC model [14], one 
could potentially predict the creep deformation and rupture of entire high-temperature system 
components. 
  
                                                 
19
 See Section 2.2.2 for a summary of Van der Giessen et al.’s model [21]. 
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APPENDIX A 
EFFECT OF CREEP DEFORMATION ON STRESS 
 
 
 
In this appendix, we quantify the effects of creep straining on the stresses within both a tensile 
test specimen and an internally pressurized, thin-walled tube. 
 
A.1   Uniaxial tension 
In uniaxial tension, the only nonzero stress component is 
 
 / ,zz P Aσ =  (A.1) 
 
where P  is the applied load and A  is the instantaneous cross-sectional area.  The stress deviator 
therefore has cylindrical polar component 
 
 / 3.zzθθσ σ′ = −  (A.2) 
 
It follows that 
 
 / 2,
eθθε ε= −ɺ ɺ  (A.3) 
 
where eεɺ  is the equivalent strain rate.  But 
 
 / ,r rθθε =ɺ ɺ  (A.4) 
 
where r  is the radius of the specimen (assuming a circular cross section).  We thus have that 
 
 ( / 2) ,
e
r rε= − ɺɺ  (A.5) 
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from which it follows that 
 
 
( )/2
0( ) ,e tr t r e ε−=  (A.6) 
 
where 0r  is the nominal radius, and 
 
 
0
( ) ( )te et dε ε τ τ= ∫ ɺ  (A.7) 
 
is the accumulated creep strain.  Thus, the instantaneous cross-sectional area is given by 
 
 
2
0 ,
eA r A e εpi −= =
 (A.8) 
 
where 20 0A rpi=  is the nominal area.  It follows that the axial stress is given by 
 
 0/ ( / ) .ezz P A P A eεσ = =  (A.9) 
 
It can be seen from (A.9) that, as creep strain accumulates, the stress increases exponentially 
from its nominal value.  This is a well-known result. 
 
A.2   Biaxial tension (tube) 
Consider a capped, circular cylindrical, thin-walled tube of mean radius r  and thickness h  
under internal pressure p .  Under the thin-walled approximation, the boundary value problem is 
statically determinate, and the nonzero cylindrical polar stress components are given by 
 
 0,    2 / .
rr zz pr hθθσ σ σ= = =  (A.10) 
 
Note that the stresses are proportional to the ratio /r h .  From (A.10), the stress deviator is found 
to have cylindrical polar component 
 
 / 2 ,pr hθθσ ′ =  (A.11) 
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and the Mises equivalent stress is given by 
 
 
3 / 2 .e pr hσ =  (A.12) 
 
It follows that 
 
 ( )3 / 2 ,eθθε ε=ɺ ɺ  (A.13) 
 
where eεɺ  is the equivalent strain rate.  But 
 
 / / .r r h hθθε = = − ɺɺ ɺ  (A.14) 
 
We therefore have that 
 
 
( )
( )
3 / 2
3 / 2
e
e
r r
h h
ε
ε
=
= −
ɺɺ
ɺ ɺ
 (A.15) 
 
from which it follows that 
 
 
( )
( )
3/2 ( )
0
3/2 ( )
0
( )
( )
e
e
t
t
r t r e
h t h e
ε
ε−
=
=
 (A.16) 
 
where 0r  and 0h  are the nominal mean radius and thickness, respectively, and ( )e tε  is the 
accumulated creep strain as defined previously by (A.7).  From (A.16) we find that 
 
 
3
0 0/ ( / ) .er h r h e ε=  (A.17) 
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A.3   Estimates for the total accumulated creep strain 
For the application of the rupture model, we identify 
e
σ  with eσ
∞
 and eεɺ  with ε∞ɺ .  Thus, in both 
uniaxial tension and biaxial tension, we may write 
 
 
nom
,e e e
ξεσ σ ∞∞ =
 (A.18) 
 
where 
 
 
0nom
0 0
/ uniaxial tension
3 / 2 biaxial tensione
P A
pr h
σ

= 

 (A.19) 
 
is the nominal equivalent stress, 
 
 
1 uniaxial tension
3 biaxial tension
ξ = 

 (A.20) 
 
is a constant of order unity, and 
 
 
0
( ) .t dε ε τ τ
∞ ∞
= ∫ ɺ  (A.21) 
 
Now ε
∞
ɺ
 is related to eσ
∞
 as follows: 
 
 0 0( / ) .neε ε σ σ∞∞ =ɺ ɺ  (A.22) 
 
We therefore have that 
 
 
nom
0 0( / ) .nne e ξεε ε σ σ ∞∞ =ɺ ɺ  (A.23) 
 
This is a first-order, ordinary differential equation in ε
∞
, and it is straightforward to show that, 
with (0) 0ε
∞
= , ( )tε
∞
 is given by 
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nom
0 0( ) (1/ ) ln 1 ( )( / ) .net n n tε ξ ξ ε σ σ∞  = − − ɺ  (A.24) 
 
Notice that, for 0 1rtε <<ɺ  or 
nom
0/ 1eσ σ << , we may Taylor expand (A.24) to find that 
 
 
nom 2 nom 2
0 0 0 0( ) ( )( / ) ( ) ( / ) ,n ne et t tε ε σ σ ε σ σ∞  = + Ο  ɺ ɺ  (A.25) 
 
which in turn implies that 
 
 
nom
0 01 ( )( / ) .nee tξε ε σ σ∞  = + Ο  ɺ  (A.26) 
 
Hence, when 0 1rtε <<ɺ  or 
nom
0/ 1eσ σ << , the factor eξε ∞  will not vary much from unity, and we 
may neglect the effects of creep straining on the stresses.  We would like to point out that these 
conditions are met for many of the simulations presented in this work.  However, in order to be 
completely precise, we have included the effects of creep straining in all of our calculations for 
Chapter 2.
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APPENDIX B 
NUMERICAL FITTING PROCEDURE 
 
 
 
In order to fit the model predictions to the biaxial rupture data for Alloy 230, as shown in Figure 
2.6 (a) and (b), the following procedure was employed.  For a given temperature, the sum of the 
squared errors in rupture time 
 
 
pred exp 2
0 , 0 ,( , ) [ ( , ) ] ,r i r i
i
S n t n tσ σ= −∑  (B.1) 
 
where pred
,r it  is the numerically predicted rupture time, 
exp
,r it  is the experimentally observed rupture 
time, and the sum ranges over the biaxial data points, is regarded as a function of the alloy- and 
temperature-dependent parameters 0σ  and n .  When S  is plotted against 0σ  and n , the result is 
a two-dimensional surface in parameter space.  These parameters are chosen so as to minimize S  
within certain domains.  The domains used were 0 [70,150] MPaσ ∈  for Alloy 230 at 850°C, 
0 [25,75] MPaσ ∈  for Alloy 230 at 950°C, and [3, 7]n ∈  for both temperatures.  These values 
were inspired by data from Pataky et al. [6] and Maldini et al. [37]—see Table 2.2.  Since, in the 
present case, there is no closed-form expression for pred
,r it , the minimization was done numerically 
by direct inspection of the surface defined by S .  The optimal values can be found in Table 2.4. 
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APPENDIX C 
REVIEW OF THE RR SOLUTION 
 
 
 
Riedel and Rice [34] considered a material whose constitutive behavior is governed by a 
combination of isotropic, linear elasticity and power-law creep.  The small-strain formulation of 
the governing equations (local static equilibrium, the material constitutive law, and the strain-
displacement relation, respectively) in that case is summarized below: 
 
 
,
0,ij jσ =  (C.1) 
 ( )
1
0
0 0
1 31 ,
2
n
ije
ij ij kk ijE
σσ
ε ν σ νσ δ ε
σ σ
−
′ 
 = + − +   
 
ɺ ɺɺ ɺ
 (C.2) 
 ( )
, ,
1
,
2ij i j j i
u uε = +ɺ ɺ ɺ
 (C.3) 
 
where ijεɺ  is the total strain rate tensor, E  is Young’s modulus, ν  is Poisson’s ratio, 0εɺ  is a 
reference strain rate, 0σ  is a reference stress, n  is the stress exponent for power-law creep, iu  is 
the displacement field, and a comma represents the gradient operation, i.e., 
,
( ) ( ) /j jx⋅ = ∂ ⋅ ∂ . 
 Upon application of an external load, there is an initial elastic response such that the 
singular elastic solution prevails near the crack tip.  Subsequently, the material creeps, and since 
the stresses are largest in the vicinity of the crack tip, creep accumulates most rapidly there.  In 
this way, a region—similar in size and shape to the creep zone—in which the elastic strain rate is 
negligible compared to the creep strain rate, develops near the crack tip and begins to grow.  
Within this region (henceforth called the creep zone), the constitutive law (C.2) reduces to 
 
 
1
0
0 0
3
.
2
n
ije
ij
σσ
ε ε
σ σ
−
′ 
≈  
 
ɺ ɺ
 (C.4) 
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Riedel and Rice [34] noted that the governing equations within the creep zone are the same as 
those considered by Hutchinson [30] and Rice and Rosengren [31], except that the strain field 
has been replaced by the strain rate field, and the displacement field has been replaced by the 
velocity field.  They concluded that, within the creep zone, the HRR solution holds in rate form.  
Their solution (known as the RR solution) can be summarized as follows: 
 
 
1
1
0
0 0
( ) ( , ),
n
ij ij
n
C t
n
I r
σ σ σ θ
ε σ
+ 
=  
 
ɶ
ɺ
 (C.5) 
 
1
0
0 0
( ) ( , ),
n
n
ij ij
n
C t
n
I r
ε ε ε θ
ε σ
+ 
=  
 
ɺ ɺ ɶ
ɺ
 (C.6) 
 
1
0
0 0
( ) ( , ).
n
n
i i
n
C t
u r u n
I r
ε θ
ε σ
+ 
=  
 
ɺɺ ɶ
ɺ
 (C.7) 
 
Here 
n
I  is a known dimensionless function of n ; the quantities with a superscribed tilde are 
known dimensionless functions of θ  and n  but not r ; 
 
 
*
1( ) i ij j
uC t W n n ds
x
σ
Γ
∂ 
= − ∂ ∫
ɺ
 (C.8) 
 
is a path integral [93], the path Γ  originates on the lower crack surface, extends 
counterclockwise around the crack, and ends on the upper crack surface; n  is the unit outward 
normal vector to Γ ; and  
 
 
1
*
0 0
01
n
enW
n
σ
ε σ
σ
+
 
=  
+  
ɺ
 (C.9) 
 
is a potential function defined such that, within the creep zone, 
 
 
*
.ij
ij
W
σ
ε
∂
=
∂ ɺ
 (C.10) 
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In general, because (C.10) only holds within the creep zone, ( )C t  is only path independent 
within the creep zone, and it is understood that the path Γ  should be taken within the creep zone.   
 For small, finite times, when the creep zone is still small compared to the entire specimen 
(a condition known as “small-scale creep”), Riedel and Rice [34] argued based on dimensional 
considerations that the stress tensor must go like 1/( 1)(1 / ) nt + .  Using this result, it is possible to 
integrate (C.4) directly, and it can be shown that ( 1)ij ijn tε ε= + ɺ .  It follows that ( )C t  is related to 
the J-integral [32,33] as follows: 
 
 ( ) / ( 1) .C t J n t= +  (C.11) 
 
They also noted that, for small-scale creep, J  is path-independent everywhere in the specimen, 
and can therefore be related to the stress intensity factor as 
 
 
2 2
2
(1 ) / plane strain
/ plane stress
I
I
K E
J
K E
ν −
= 

 (C.12) 
 
Hence, for small times, the asymptotic crack tip fields are characterized by the stress intensity 
factor IK .  For large times, when the creep zone has grown to the point of enveloping the entire 
specimen, ( )C t  approaches a steady-state value 
 
 
* lim ( ),
t
C C t
→∞
=
 (C.13) 
 
which is path-independent everywhere in the specimen.  Hence, for large times, the asymptotic 
fields are characterized by *C .   
 A useful time scale can be defined by equating (C.11) and (C.13), yielding 
 
 
*
.( 1)RR
J
t
n C
=
+
  (C.14) 
 
This time scale characterizes the transition from small-scale creep to extensive creep of the 
whole specimen.  
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APPENDIX D 
CALIBRATION OF THE RPC MODEL AND 
IDENTIFICATION OF A TRANSITION TIME 
 
 
 
In this appendix, we outline one possible method that can be used to calibrate the five material 
parameters A , B , C , D , and m  of the RPC creep model to a given alloy at a given 
temperature.  We also identify a time scale characteristic of the transition from primary to 
secondary creep.  To that end, it will prove useful to consider the reduced form of the 
constitutive equations in the case of uniaxial tension. 
 
D.1   Calibration of the model parameters in uniaxial tension 
Consider a classical, uniaxial tension test, as illustrated in Figure 2.3(a).  Without loss of 
generality, we take the z -axis to coincide with the loading direction.  The only nonzero 
component of σ  is zzσ σ= , where σ  is the axially applied stress.  Following Robinson et al. 
[14], we will take the nonzero components of α  to be zzα α= , 12xx yyα α α= = − .  It follows that 
| |
e
σ σ= , 32 | |eα α= , and | |e e eσ αΣ = − .  In what follows, we will assume that eσ  is always 
greater than 
e
α ; otherwise, there would be no deformation.  We will also assume that 
e
α  is 
always greater than 0B ρ .  In such cases, (3.4) and (3.13) reduce to 
 
 
( ) ,c meAε σ α= −ɺ  (D.1) 
 
3
.
c
e e
e
C Dα ε α
α
= −ɺ ɺ
 (D.2) 
 
Putting these equations in terms of the dislocation density ρ  with the aid of (3.6), we have that 
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 ( ) ,mc A Bε σ ρ= −ɺ  (D.3) 
 
2 2
2
2 2 .cC DB
B
ρ ε ρ= −ɺ ɺ
 (D.4) 
 
In this form, the physical basis for the hardening and recovery terms becomes more clear.  As 
noted by Robinson et al. [14], (D.4) is consistent with a dislocation density evolution equation 
proposed by Lagneborg [94], who reasoned as follows.  In the absence of recovery, a small 
change in the dislocation density d ρ  gives rise to a small change in strain given by cd bldε ρ= , 
where b  is the magnitude of the Burgers vector and l  is the mean free path of dislocation 
motion.  Lagneborg [94] assumes that l  is approximately independent of ρ , so that, in the 
absence of recovery, cρ ε∝ɺ ɺ .  During recovery in the absence of hardening, when the dislocation 
line tension τ  provides the driving force for climb, the cell size 
m
R  evolves according to 
1
m mR M Rτ
−
=
ɺ
, where M  is the mobility of the climbing dislocation.  Setting 1/2mR ρ −= , 
Lagneborg [94] finds that 22Mρ τρ= −ɺ , so that, in the absence of hardening, 2ρ ρ∝ −ɺ .  In this 
way, the evolution equation given by (3.14) is given a firm physical justification. 
 Now consider an ideal uniaxial creep test, in which the axially applied stress σ  is held 
constant.  Assuming the additive decomposition of the total axial strain rate εɺ  into an elastic part 
eεɺ  and a creep part cεɺ , we have that e cε ε ε= +ɺ ɺ ɺ .  Furthermore, if we employ the logarithmic 
measure of strain, cεɺ  can be identified with the equivalent creep strain rate given by (D.3).  Now 
according to the isotropic form of Hooke’s law for elasticity, / 0e Eε σ= =ɺ ɺ , where E  is 
Young’s modulus.  Thus, the total strain rate εɺ  is identically equal to the creep strain rate cεɺ .  
What this means physically is that, upon application of the load, there is an initial elastic 
response, after which the only strain that accumulates is due to creep. 
 Now, as time goes by, the RPC model predicts that the strain rate and dislocation density 
will eventually approach steady-state values ε
∞
ɺ
 and ρ
∞
, respectively.  Evaluating (D.3) and 
(D.4) in the steady-state limit, we find that 
 
 
1/4
,
CB
D
ρ ε
∞ ∞
 
=  
 
ɺ
  (D.5) 
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1/4
.
m
CA
D
ε σ ε
∞ ∞
  
= −  
   
ɺ ɺ
 (D.6) 
 
To calibrate the parameters to a given material at a given temperature, we proceed as follows: 
• Fix m  at a physically reasonable value.  In the classical power-law creep model, the 
stress exponent (usually denoted n ) is typically found to be somewhere between 3 and 6 
for metals.  In the RPC model, the stress is reduced before being exponentiated, 
according to (D.6).  Therefore, the exponent m  should be slightly higher than n  in order 
to produce the same strain rate for a given stress. 
• Perform a series of N  uniaxial creep tests at different applied stresses iσ , and record the 
corresponding steady-state strain rates 
,iε∞ɺ . 
• Performing nonlinear least-squares regression on the relation given by (D.6), choose A  
and /C D  in order to minimize the “sum of squared errors” 
 
2
1/4
, ,
1
.
m
N
i i i
i
CSSE A
D
ε σ ε
∞ ∞
=
    = − −       
∑ ɺ ɺ   (D.7) 
• Choose a physically reasonable value for ρ
∞
 (no greater than 16 310 m/m ).  For Alloy 230 
at 800°C, we chose 13 35 10 m/mρ
∞
= × .  Using the chosen value, and performing standard 
linear least-squares regression on the relation given by (D.5), evaluate B  as follows: 
 
1/4
,
1
1
.
N
i
i
CB
DN
ε
ρ ∞=
∞
 
=  
 
∑ ɺ   (D.8) 
• Holding /C D  fixed at the value determined in Step 3, vary D  manually in order to 
achieve the best fit between the model predictions and the uniaxial creep test data. 
• Repeat Steps 1-5 for different values of m  if necessary. 
The above procedure has been used to calibrate the RPC model to alloy 230 at 800°C, using 
experimental creep test data provided by Pataky et al. [6] and Maldini et al. [37].  The calibrated 
parameters are listed in Table 3.4.  A comparison between the model predictions and 
experimental creep test data is shown in Figure 3.3, and a comparison between the model 
predictions and experimental stress-strain data is shown in Figure 3.4. 
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D.2   A characteristic time for the primary/secondary creep transition 
As discussed above, the transition from primary to secondary creep is brought about by the 
competition between strain hardening and recovery processes.  It is desirable to identify a time 
scale that characterizes this transition. 
 Consider again the model predictions in uniaxial tension, as summarized in (D.3) and 
(D.4).  In general, this system of differential equations is difficult—if not impossible—to solve 
analytically.  However, there are many practical applications in which the creep strain rate cεɺ  is 
effectively constant.  For example, during an ideal uniaxial creep test, the applied stress σ  is 
held constant, and if, as is sometimes the case, the quantity B ρ  can be neglected in 
comparison to σ , then c mAε σ≈ɺ .  Alternatively, during a uniaxial stress-strain test, the total 
strain rate e cε ε ε= +ɺ ɺ ɺ  is held fixed, and if the exponent m  is greater than unity, the elastic strain 
rate can be neglected in comparison to the creep strain rate, so that cε ε≈ɺ ɺ .  In both cases, cεɺ  is 
approximately constant, the system given by (D.3) and (D.4) decouples, and we may proceed 
analytically. 
 Direct integration of (D.4) with constant cεɺ  yields 
 
 
1 0tanh 2 tanh ,t ρρ
ρ τ ρ
−
∞ ∞
   
= +   
    
 (D.9) 
 
where the steady-state dislocation density is given by 
 
 2
1
,
cC
B D
ερ
∞
=
ɺ
  (D.10) 
 
and we have defined a natural characteristic time τ  by 
 
 
1
.
cCD
τ
ε
=
ɺ
  (D.11) 
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It is clear from (D.9) that τ  characterizes the transition from primary to secondary creep.  To get 
a quantitative idea of the role of τ , note that 0 /ρ ρ∞  is typically quite small.  For example, for 
metals at high temperatures this ratio is on the order of 41 10−× .  In that case, when / 1t τ =  , 
/ 0.964ρ ρ
∞
≈ .  This means that, with 40 / 1 10ρ ρ −∞ = × , τ  is the time required for ρ  to reach 
96.4% of its steady-state value. 
 In general, of course, cεɺ  is not constant, in which case the analytical solution given by 
(D.9) is no longer valid.  Nevertheless, we may still define a characteristic time inspired by 
(D.11).  In particular, making use of (D.3), we can define a characteristic time as 
 
 ( )* 0
1
,
m
ACD B
τ
σ ρ
=
−
  (D.12) 
 
where *σ  is some scalar measure of the applied stress (and it is understood that *σ  should be 
greater than 0B ρ ).  Note that τ  as defined by (D.12) depends on all five material parameters 
involved in the RPC model ( A , B ,C , D , m ), the initial dislocation density 0ρ  (which, in a 
multiaxial simulation, dictates the initial value of the back stress tensor), and a measure of the 
applied load.  It is therefore representative of both the material and the loading conditions. 
 To check whether the characteristic time given by (D.12) does indeed describe the 
transition from primary to secondary creep, we will compute it for several creep tests performed 
on two real materials: Alloy 230 at 800°C [6,37], and annealed 2 1/4 Cr-1 Mo Steel at 566°C 
[14].  For Alloy 230 at 800°C, we consider the curves shown in Figure 3.3.  We find that the 
transition times corresponding to the curves labeled 150 MPa, 125 MPa, 100 MPa, 85 MPa, 75 
MPa, and 50 MPa come out to approximately 0.0842 hr, 0.175 hr, 0.429 hr, 0.823 hr, 1.36 hr, 
and 6.97 hr, respectively.  For 2 1/4 Cr-1 Mo Steel at 566°C, we consider the curves shown in 
Figure 3.9.  We find that the transition times corresponding to the curves labeled 96.5 MPa, 83 
MPa, 69 MPa, and 55 MPa in Figure 3.9, come out to approximately 344 hr, 472 hr, 700 hr, and 
1140 hr, respectively.  Inspection of Figure 3.3 and Figure 3.9 confirms that these times 
accurately reflect the transition from primary to secondary creep for the corresponding curves.  
Based on these results, τ  as given by (D.12) appears to be a useful measure of the 
primary/secondary creep transition in the RPC creep constitutive model.  
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APPENDIX E 
LARGE-STRAIN FINITE ELEMENT IMPLEMENTATION 
OF THE RPC CREEP MODEL 
 
 
 
In a finite-element formulation, the solution is developed incrementally, and the constitutive 
equations are integrated numerically at each element Gauss integration point.  In a displacement-
based finite-element formulation, the solution is deformation-driven.  At a given Gauss point, the 
solution (
n
F , 
n
σ , 
n
α ) at time 
n
t  and the deformation gradient 1n+F  at time 1n nt t t+ = + ∆  are 
known, and we seek the solution ( 1n n+ = + ∆σ σ σ , 1n n+ = + ∆α α α ) at time 1nt + . 
 At any time 1[ , ]n nt t t +∈ , we may write the deformation gradient ( )tF  as follows: 
 
 ,
n n
= ∆ ⋅ = ⋅ ⋅F F F R U F  (E.1) 
 
where ( )t∆F  satisfies 
 
 
1
1 1( ) ,    ( ) ,n n n nt t −+ +∆ = ∆ = ⋅F δ F F F  (E.2) 
 
and ( )tR  and ( )tU  are the rotation and (right) stretch tensors, respectively, associated with ∆F .  
In this way, the total rate of deformation and spin tensors are given respectively by 
 
 
1 1 Tsym[ ] sym[ ] ,− −= ⋅ = ⋅ ⋅ ⋅D F F R U U Rɺ ɺ  (E.3) 
 
1 T 1 Tskew[ ] skew[ ] ,− −= ⋅ = ⋅ + ⋅ ⋅ ⋅W F F R R R U U Rɺ ɺ ɺ  (E.4) 
 
where we have used the fact that 1 T− =R R .  We proceed by writing U as 
 
 
3
1
( ) ( ) ,i i i
i
t tλ
=
= ⊗∑U n n  (E.5) 
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where ( )i tλ  and in  are the eigenvalues and eigenvectors, respectively, of U  for 1[ , ]n nt t t +∈ .  
Assuming that the in  are constant during this time, we have that 
 
 
3 3
1
1 1
1
,    .i i i j j
i j j
λ λ
−
= =
= ⊗ = ⊗∑ ∑U n n U n nɺɺ  (E.6) 
 
Introducing the logarithmic strain 
 
 
3
1
ln ln( ) ,i i i
i
λ
=
∆ = = ⊗∑E U n n  (E.7) 
 
we find that 
 
 
3
1
1
.
i
i i
i i
λ
λ
−
=
= ⊗ = ⋅∑E n n U U
ɺ
ɺ ɺ
 (E.8) 
 
It follows that 1−⋅U Uɺ  is symmetric, and (E.3) and (E.4) reduce to 
 
 
T
,= ⋅ ⋅D R E Rɺ  (E.9) 
 
T
.= ⋅W R Rɺ  (E.10) 
 
From (E.9), we have that  
 
 
T
,= ⋅ ⋅E R D Rɺ  (E.11) 
 
and from (E.10), 
 
 .= ⋅R W Rɺ  (E.12) 
 
Defining the corotational stresses 
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T T
ˆˆ ,    ,= ⋅ ⋅ = ⋅ ⋅σ R σ R α R α R  (E.13) 
 
we have that 
 
 ( )T T T T Tˆ ,∇= ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ = ⋅ − ⋅ + + ⋅ ⋅ = ⋅ ⋅σ R σ R R σ R R σ R R W σ σ σ W R R σ Rɺ ɺ ɺɺ ɺ  (E.14) 
 
where we have used (E.12) and the fact that T = −W W , and in the same way, 
 
 
T
ˆ .
∇
= ⋅ ⋅α R α Rɺ
 (E.15) 
 
Additionally, it will prove useful to define the tensors I , J , and K  as follows: 
 
 ( )12 ,ijkl ik jl il jkI δ δ δ δ= +  (E.16) 
 
1
3 ,=J δδ  (E.17) 
 
,= −K I J
 (E.18) 
 
where δ  is the rank-two identity tensor, whose components are given by the Kronecker delta, 
and I  is the symmetric rank-four identity tensor such that, for any rank-four tensor T  satisfying 
ijkl jikl ijlkT T T= = , 
 
 
: : .= =I T T I T
 (E.19) 
 
Furthermore, J  and K  satisfy the following relations: 
 
 : ,  : ,  : : ,= = = =J J J K K K K J J K 0  (E.20) 
 
and 
 
 : ,  : ,  : tr( ) / 3,  : .′ ′ ′ ′= = = =K σ σ K σ σ J σ σ δ J σ 0  (E.21) 
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E.1   Combined elasticity and RPC creep 
If the constitutive behavior of the material is characterized by a combination of elasticity and 
RPC creep, D  may be decomposed additively into an elastic component eD  and a creep 
component cD , as follows: 
 
 .
e c
= +D D D  (E.22) 
 
According to Hooke’s law for linear hypoelasticity, eD  is given by the following: 
 
 : : : ,e e e e c
∇
= = −σ C D C D C D  (E.23) 
 
where eC  is the rank-four stiffness tensor, which, assuming the material is isotropic, is given by 
 
 2 3 2 3 ,e kµ λ µ= + = +C I J K J  (E.24) 
 
µ
 and k  are, respectively, the shear and bulk moduli, and 
 
 2 / 3.kλ µ= −  (E.25) 
 
According to the RPC model, cD  is given by 
 
 ,
c cε=D Nɺ  (E.26) 
 
where the equivalent creep strain rate cεɺ  is given by 
 
 
2
: ( ),
3
c c c m
e e e
A Hε σ α= = Σ −D Dɺ  (E.27) 
 
and the tensor N  is given by 
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3
.
2
e
′
=
Σ
ΣN
 (E.28) 
 
In the above equations, the scalars A  and m  are temperature-dependent material parameters; the 
effective stress = −Σ σ α  is defined to be the difference between the local Cauchy stress tensor 
σ
 and a local deviatoric tensor α , analogous to the kinematic hardening variable of classical 
plasticity theory, which is often referred to as the “back stress”; a subscript e  denotes a Mises 
equivalent quantity such that, for any rank-two tensor T , 
 
 
3
: ;
2e
T ′ ′= T T  (E.29) 
 
and a prime denotes the deviatoric part of a tensor such that 
 
 
1
3 tr( ) ,′ = −T T T δ   (E.30) 
 
where tr( )⋅  is the trace operator and δ  is the rank-two identity tensor.  The back stress itself 
evolves according to the following evolution equation: 
 
 ( )2 02 ,3 c e e
e
C D H Bα α ρ
α
∇
= − −α D α
 (E.31) 
 
where the scalars B , C , and D  are temperature-dependent material parameters, 0ρ  is the initial 
dislocation density, and a superscribed triangle denotes the Jaumann rate-of-change, such that, 
for any rank-two tensor T , 
 
 
.
∇
= + ⋅ − ⋅T T T W W Tɺ
 (E.32) 
 
The governing constitutive equations are therefore as follows: 
 
 : : ,e e c
∇
= −σ C D C D  (E.33) 
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 ,
c cε=D Nɺ  (E.34) 
 
( ),c me e eA Hε σ α= Σ −ɺ  (E.35) 
 ( )2 02 .3 c e e
e
C D H Bα α ρ
α
∇
= − −α D α
 (E.36) 
 
For numerical purposes, we can handle the Heaviside functions by setting 0A =  whenever 
e e
σ α<  and setting 0D =  whenever 0e Bα ρ< .  With that in mind, we will drop the Heaviside 
functions in what follows.  Premultiplying (E.33)-(E.36) by TR  and postmultiplying by R , we 
obtain 
 
 
ˆ : : ,e e c= −σ C E C Eɺ ɺ ɺ
 (E.37) 
 
ˆ
,
c cε=E Nɺ ɺ
 (E.38) 
 
ˆ
,
c m
eAε = Σɺ  (E.39) 
 
22
ˆ ˆ ˆ ,
ˆ3
c
e
e
C Dα
α
= −α E αɺ ɺ
 (E.40) 
 
where we have defined the following: 
 
 
T
ˆ3 3 3
ˆ ˆ ˆ ˆˆ
ˆ ˆ ˆ ˆˆ,   ,   ,   : ,   : .
ˆ2 2 2
c c
e e
e
α
′
′ ′= ⋅ ⋅ = = − Σ = =
Σ
ΣE R D R N Σ σ α Σ Σ α αɺ  (E.41) 
 
That ˆ e eΣ = Σ  is not trivial, but it can be shown as follows: 
 
 
T T T T
ˆ ˆ
,ij ij ik kl lj im mn nj ki im lj jn kl mn km ln kl mn mn mnR R R R R R R R δ δ′ ′ ′ ′ ′ ′ ′ ′ ′ ′Σ Σ = Σ Σ = Σ Σ = Σ Σ = Σ Σ  (E.42) 
 
from which it follows that ˆ e eΣ = Σ .  In the exact same way, it can be shown that ˆe eα α= . 
 Now, approximating the derivatives in (E.37)-(E.40) with finite differences, and 
evaluating all quantities at time 1nt +  according to the backward Euler method, we obtain 
 
 1
ˆ
ˆ : : : 2 ,e e c e c nµ ε +∆ = ∆ − ∆ = ∆ − ∆σ C E C E C E N  (E.43) 
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1
ˆ
,
m
c
e
n
A tε
+
∆ = Σ ∆  (E.44) 
 
1 2 1 2
1 1 11 1 1 1
2 2
ˆ
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ,
3 3
c c
e e n e n e nn n n n
C D t C D tα α α ε α− −+ + ++ + + +∆ = ∆ − ∆ = ∆ − ∆α E α N α  (E.45) 
 
where we have used the fact that 1ˆ
c c
nε +∆ = ∆E N .  This constitutes a system of 13 coupled, 
algebraic equations for the 13 unknowns ˆ∆σ , cε∆ , and ˆ∆α .  In standard form, we have the 
following: 
 
  1 1
ˆ
ˆ : 2 ,e c nµ ε += ∆ − ∆ + ∆ =f σ C E N 0  (E.46) 
 2 1
ˆ 0,
m
c
e
n
f A tε
+
= ∆ − Σ ∆ =  (E.47) 
 
1 2
3 1 11 1
2
ˆ
ˆ ˆ ˆ ˆ .
3
c
e n e nn n
C D tα ε α− + ++ += ∆ − ∆ + ∆ =f α N α 0  (E.48) 
 
To solve this system, we can use Newton-Raphson iteration.  Starting from an initial guess, we 
obtain the following successive approximations for the increments in the unknowns: 
 
 
1
2
3
ˆ
[ ] ,
ˆ
c
k
k
d fε
∆   
   ∆ = −   
   ∆   
σ f
J
α f
 (E.49) 
 
where the Jacobian matrix is given by 
 
 
6 6 6 1 6 6
1 1 1
1 6 1 1 1 6
2 2 2
6 6 6 1 6 6
3 3 3
ˆˆ
[ ]
ˆˆ
ˆˆ
x x x
c
x x x
c
x x x
c
f f f
ε
ε
ε
 ∂ ∂ ∂
 ∂∆ ∂∆ ∂∆ 
 ∂ ∂ ∂
=  ∂∆ ∂∆ ∂∆ 
 ∂ ∂ ∂
 ∂∆ ∂∆ ∂∆ 
f f f
σ α
J
σ α
f f f
σ α
 (E.50) 
 
and a subscript of k  denotes that a quantity is evaluated at ˆˆ{ , , }c kε∆ ∆ ∆σ α .  The elements of the 
Jacobian matrix are listed below: 
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1
1
ˆ
2 ,
ˆ ˆ
c
n
µ ε
+
∂ ∂
= + ∆
∂∆ ∂
f NI
σ σ
 (E.51) 
 
1
1
ˆ2 ,nc µε +
∂
=
∂∆
f N
 (E.52) 
 
1
1
ˆ
2 ,
ˆ ˆ
c
n
µ ε
+
∂ ∂
= ∆
∂∆ ∂
f N
α α
 (E.53) 
 
1
2
1
1
ˆ
ˆ
,
ˆ ˆ
m
e
e
n
n
f
mA t
−
+
+
∂Σ∂
= − Σ ∆
∂∆ ∂σ σ
 (E.54) 
 
2 1,
c
f
ε
∂
=
∂∆
 (E.55) 
 
1
2
1
1
ˆ
ˆ
,
ˆ ˆ
m
e
e
n
n
f
mA t
−
+
+
∂Σ∂
= − Σ ∆
∂∆ ∂α α
 (E.56) 
 
13
1
1
ˆ2
ˆ ,
ˆ ˆ3
c
e n
n
Cα ε−
+
+
∂ ∂
= − ∆
∂∆ ∂
f N
σ σ
 (E.57) 
 
13
11
2
ˆ
ˆ ,
3 e nc n
Cα
ε
−
++
∂
= −
∂∆
f N
 (E.58) 
 
2 1 23
1 11 1 1 1
1 11
ˆ
ˆ ˆ2
ˆ
ˆ ˆ ˆ ˆ ˆ2 .
ˆ ˆ ˆ ˆ3
c e e
e n e e n en n n n
n nn
C D tα αε α α α α− −+ ++ + + +
+ ++
   ∂ ∂ ∂∂
= − ∆ − + + ∆ +    ∂∆ ∂ ∂ ∂  
f NI N α I
α α α α
(E.59) 
 
All that remains is to find the following: 
 
 
ˆ ˆ3
,
ˆ ˆ2
e
e
α
α
∂
=
∂
α
α
 (E.60) 
 
ˆ ˆ
ˆ ˆ
,    ,
ˆˆ
e e∂Σ ∂Σ
= = −
∂ ∂
N N
σ α
 (E.61) 
 
ˆ ˆ1 3 1 3
ˆ ˆ ˆ ˆ
,    .
ˆ ˆˆˆ 2 2
e e
∂ ∂   
= − = − −   ∂ ∂Σ Σ   
N NK NN I NN
σ α
 (E.62) 
 
Using (E.60) and factoring like terms, (E.59) reduces to 
 
 ( )2 3 13 1 1 1 11 1 1
1
ˆ2
ˆ
ˆ ˆ ˆ ˆ ˆ ˆ1 3 .
ˆ ˆ3
c c
e e n n n n en n n
n
D t C D t Cα ε α ε α− −+ + + ++ + +
+
∂ ∂
= + ∆ + ∆ + ∆ − ∆
∂∆ ∂
f NI N α α α
α α
(E.63) 
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Once 1ˆ n+σ  and 1ˆ n+α  have been found, 1n+σ  and 1n+α  can be determined by inverting (E.13). 
 To find the corotational tangent modulus, ˆ /∂∆ ∂∆σ E , we differentiate the first expression 
on the RHS of (E.43): 
 
 
ˆ
: .
c
e e∂∆ ∂∆
= −
∂∆ ∂∆
σ EC C
E E
 (E.64) 
 
Now 1ˆ
c c
nε +∆ = ∆E N , so 
 
 
1
1
ˆ
ˆ
.
c c
c n
n
ε
ε ++
∂∂∆ ∂∆
= + ∆
∂∆ ∂∆ ∂∆
NE N
E E E
 (E.65) 
 
From (E.44), 
 
 
1
1
1
ˆ
ˆ
,
c
m e
n
e
n
mA tε
−
+
+
∂ Σ∂∆
= Σ ∆
∂∆ ∂∆E E
 (E.66) 
 
and by definition of ˆ eΣ  and ˆ ′Σ (E.41), 
 
 
1 1
1
ˆ
ˆ
ˆ : ,
e
n n
n
+ +
+
∂ Σ ′∂
=
∂∆ ∂∆
ΣN
E E
 (E.67) 
 
1 1 1
ˆ
ˆˆ
.
n n n+ + +
′ ′∂ ∂ ∂
= −
∂∆ ∂∆ ∂∆
Σ σ α
E E E
 (E.68) 
 
Now 
 
 1 1ˆ ˆ ˆ ˆ ˆ ˆ: : ( ) : ,n n n n+ +′ ′= = + ∆ = + ∆σ K σ K σ σ σ K σ  (E.69) 
 
from which we obtain 
 
 
1ˆ ˆ: .n+
′∂ ∂∆
=
∂∆ ∂∆
σ σK
E E
 (E.70) 
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To find 1ˆ ˆ/ /n+∂ ∂∆ = ∂∆ ∂∆α E α E , we differentiate the first expression on the RHS of (E.45): 
 
 
2 1 21 1 1 1
11 1 1 1
ˆ ˆˆ ˆ2
ˆ ˆ ˆ ˆ ˆ2 .
3
c
e ecn n n n
e e e n en n n n
C D t
α α
α α α α
− −+ + + +
++ + + +
 ∂   ∂ ∂ ∂∂∆
= − ∆ + − ∆ +      ∂∆ ∂∆ ∂∆ ∂∆ ∂∆   
α αEE α
E E E E E
(E.71) 
 
Grouping like terms, we obtain the following: 
 
 ( )2 1 21 111 1 1 1 ˆˆ 2 2ˆ ˆ ˆ ˆ ˆ1 2 ,3 3
c
ecn n
e e e e nn n n n
D t C C D t
α
α α α α
− −+ +
++ + + +
∂∂ ∂∆  
+ ∆ = − ∆ + ∆ ∂∆ ∂∆ ∂∆ 
α E E α
E E E
(E.72) 
 
or, defining the following parameters, 
 
 
2
1 1
ˆ1 ,
e n
Q D tα
+
= + ∆
 (E.73) 
 
1
2 1
2
ˆ ,
3 e n
Q Cα −
+
=
 (E.74) 
 
2
1 11 1
2
ˆ ˆ ˆ2 ,
3
c
e e nn n
C D tα α− ++ += ∆ + ∆S E α  (E.75) 
 
we have 
 
 
1 1
1 2 1
ˆˆ
.
c
en nQ Q α+ +∂∂ ∂∆= −
∂∆ ∂∆ ∂∆
α E S
E E E
 (E.76) 
 
Now, by definition of ˆ
e
α  (E.41), 
 
 
1 1
2
ˆ ˆ
: ,
e n n
α
+ +
∂ ∂
=
∂∆ ∂∆
αS
E E
 (E.77) 
 
where we have defined 
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1
2
1
ˆ3
.
ˆ2
n
e n
α
+
+
=
αS  (E.78) 
 
In this way, (E.76) becomes 
 
 
1 1
1 2 1 2
ˆ ˆ
: .
c
n nQ Q+ +∂ ∂∂∆  = −  ∂∆ ∂∆ ∂∆ 
α αE S S
E E E
 (E.79) 
 
To proceed, we make use of the following tensor identity: 
 
 ( : ) ( ) : ,=a b C ab C  (E.80) 
 
where C  is an arbitrary rank-four tensor, and a  and b  are arbitrary rank-two tensors.  The proof 
of this identity is trivial using indicial notation.  Thus, (E.79) becomes 
 
 ( )1 11 2 1 2ˆ ˆ: .
c
n nQ Q+ +∂ ∂∂∆= −
∂∆ ∂∆ ∂∆
α αE S S
E E E
 (E.81) 
 
Collecting like terms, we find that 
 
 ( ) 11 1 2 2ˆ: ,
c
nQ Q+∂ ∂∆+ =
∂∆ ∂∆
α EI S S
E E
 (E.82) 
 
from which we obtain 
 
 
1
1
ˆ
: ,
c
n+∂ ∂∆
=
∂∆ ∂∆
α EF
E E
 (E.83) 
 
where we have defined 
 
 ( ) 11 2 1 1 2 .Q Q −= +F I S S  (E.84) 
 
Now, substituting (E.70) and (E.83) into (E.68), we have that 
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1
1
ˆ
ˆ
: : .
c
n+
′∂ ∂∆ ∂∆
= −
∂∆ ∂∆ ∂∆
Σ σ EK F
E E E
 (E.85) 
 
We still need 1ˆ /n+∂ ∂∆N E .  Using the chain rule, we have 
 
 
1 1
2
ˆ ˆ
: ,n n+ +
′∂ ∂
=
∂∆ ∂∆
N ΣF
E E
 (E.86) 
 
where we have defined 
 
 
1
1 1
2 1 11
11
ˆ ˆ3
ˆ ˆˆ
.
ˆ ˆ2
n n
e n n
n
nn
−
+ +
+ +
+
++
∂ ∂ 
= = Σ − = −  ∂′∂  
N NF I N N
αΣ
 (E.87) 
 
Now, substituting (E.66), (E.67), and (E.86) into (E.65), we find that 
 
 
1
1 1
1 1 21
ˆ ˆ
ˆ ˆˆ : : ,
c
m
cn n
e n n
n
mA t ε
−
+ +
+ +
+
 ′ ′∂ ∂∂∆
= Σ ∆ + ∆ ∂∆ ∂∆ ∂∆ 
Σ ΣE N N F
E E E
 (E.88) 
 
which we rearrange using (E.80) as follows: 
 
 ( )1 1 11 1 21 ˆ ˆˆ ˆˆ : : ,
c
m
cn n
e n n
n
mA t ε
−
+ +
+ +
+
′ ′∂ ∂∂∆
= Σ ∆ + ∆
∂∆ ∂∆ ∂∆
Σ ΣE N N F
E E E
 (E.89) 
 
or, defining 
 
 ( )13 1 1 21 ˆ ˆˆ ,m ce n nnmA t ε− + ++= Σ ∆ + ∆F N N F  (E.90) 
 
we have 
 
 
1
3
ˆ
: .
c
n+
′∂∂∆
=
∂∆ ∂∆
ΣE F
E E
 (E.91) 
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Using (E.85), we have that 
 
 4 5
ˆ
: : ,
c c∂∆ ∂∆ ∂∆
= −
∂∆ ∂∆ ∂∆
E σ EF F
E E E
 (E.92) 
 
where we have defined 
 
 ( )1 14 3 1 11
1
ˆ
ˆ ˆˆ:
ˆ
m
c n
e n n
n
n
mA t ε
−
+
+ +
+
+
∂
= = Σ ∆ + ∆
∂
NF F K N N
σ
 (E.93) 
 
and 5 3 1:=F F F .  Thus, 
 
 5 4
ˆ( ) : : ,
c∂∆ ∂∆
+ =
∂∆ ∂∆
E σI F F
E E
 (E.94) 
 
from which we obtain 
 
 6
ˆ
: ,
c∂∆ ∂∆
=
∂∆ ∂∆
E σF
E E
 (E.95) 
 
where we have defined 
 
 
1
6 5 4( ) : .−= +F I F F  (E.96) 
 
Substituting (E.95) into (E.64), we at last obtain 
 
 6
ˆ ˆ
: : ,e e
∂∆ ∂∆
= −
∂∆ ∂∆
σ σC C F
E E
 (E.97) 
 
which we rearrange as follows: 
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 6
ˆ( : ) : .e e∂∆+ =
∂∆
σI C F C
E
 (E.98) 
 
Finally, letting 
 
 ( ) 17 6: ,e −= +F I C F  (E.99) 
 
we get that 
 
 7
ˆ
: .e
∂∆
=
∂∆
σ F C
E
 (E.100) 
 
This is the corotational tangent modulus.  To find the tangent modulus proper, we can simply 
make the following transformations in the above calculations: 1 1ˆ n n+ +→α α , 1 1ˆ n n+ +→N N .  The 
reason for this is that, for any rank-four tensors A  and B , and any rank-two tensor N , 
 
 
  1 1ˆ ˆ ˆ ˆ ˆ
,    : : ,    ,− −= = =A A A B A B NN NN  (E.101) 
 
as can be shown using indicial notation. 
 
E.2   Pure RPC creep 
If the constitutive behavior of the material is characterized purely by RPC creep, then 
 
 ,
c
=D D  (E.102) 
 
where cD  is given by 
 
 ,
c cε=D Nɺ  (E.103) 
 
the equivalent creep strain rate cεɺ  is given by 
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2
: ( ),
3
c c c m
e e e
A Hε σ α= = Σ −D Dɺ  (E.104) 
 
and the tensor N  is given by 
 
 
3
.
2
e
′
=
Σ
ΣN
 (E.105) 
 
In the above equations, the scalars A  and m  are temperature-dependent material parameters; the 
effective stress = −Σ σ α  is defined to be the difference between the local Cauchy stress tensor 
σ
 and a local deviatoric tensor α , analogous to the kinematic hardening variable of classical 
plasticity theory, which is often referred to as the “back stress”; a subscript e  denotes a Mises 
equivalent quantity such that, for any rank-two tensor T , 
 
 
3
: ;
2e
T ′ ′= T T  (E.106) 
 
and a prime denotes the deviatoric part of a tensor such that 
 
 
1
3 tr( ) ,′ = −T T T δ   (E.107) 
 
where tr( )⋅  is the trace operator and δ  is the rank-two identity tensor.  The back stress itself 
evolves according to the following evolution equation: 
 
 ( )2 02 ,3 c e e
e
C D H Bα α ρ
α
∇
= − −α D α
 (E.108) 
 
where the scalars B , C , and D  are temperature-dependent material parameters, 0ρ  is the initial 
dislocation density, and a superscribed triangle denotes the Jaumann rate-of-change, such that, 
for any rank-two tensor T , 
 
 
.
∇
= + ⋅ − ⋅T T T W W Tɺ
 (E.109) 
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The governing constitutive equations are thus as follows: 
 
 
( ) ,c me e eA H σ α= Σ −D N  (E.110) 
 ( )2 02 .3 c e e
e
C D H Bα α ρ
α
∇
= − −α D α
 (E.111) 
 
For numerical purposes, we can handle the Heaviside functions by setting 0A =  whenever 
e e
σ α<  and setting 0D =  whenever 0e Bα ρ< .  With that in mind, we will drop the Heaviside 
functions in what follows.  Premultiplying (E.110) and (E.111) by TR  and postmultiplying by 
R , we obtain 
 
 
ˆ
,
cε=E Nɺ ɺ
 (E.112) 
 
22
ˆ ˆ ˆ ,
ˆ3 e
e
C Dα
α
= −α E αɺ ɺ
 (E.113) 
 
where we have defined the following: 
 
 
ˆ3 3 3
ˆ ˆ ˆ ˆˆ
ˆ ˆ ˆ ˆˆ,   ,   : ,   : .
ˆ2 2 2e e
e
α
′
′ ′= = − Σ = =
Σ
ΣN Σ σ α Σ Σ α α  (E.114) 
 
That ˆ e eΣ = Σ  is not trivial, but it can be shown as follows: 
 
 
T T T T
ˆ ˆ
,ij ij ik kl lj im mn nj ki im lj jn kl mn km ln kl mn mn mnR R R R R R R R δ δ′ ′ ′ ′ ′ ′ ′ ′ ′ ′Σ Σ = Σ Σ = Σ Σ = Σ Σ = Σ Σ  (E.115) 
 
from which it follows that ˆ e eΣ = Σ .  In the same way, it can be shown that ˆe eα α= . 
 Note that, since we know the deformation gradient 1n+F  at time 1nt + , we also know 1n+Eɺ .  
This means that we can solve (E.112) analytically for the deviatoric effective stress 
1 1 1
ˆ
ˆˆ
n n n+ + +
′ ′= −Σ σ α .  Therefore, we need only numerically integrate (E.113) to find the back stress 
1ˆ n+α .  Once 1ˆ n+α  is known, the deviatoric Cauchy stress 1ˆ n+′σ  can be found using the analytical 
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solution for 1ˆ n+′Σ .  To complete the solution, we then need only determine the hydrostatic 
Cauchy stress.  Once that has been accomplished, we can then compute the tangent modulus 
analytically, and our work is done. 
 
E.2.1  Numerical solution for the back stress 
Approximating the time derivatives in (E.113) with finite differences, and evaluating all 
quantities at time 1nt +  according to the backward Euler method, we obtain 
 
 
1 2
11 1
2
ˆ ˆ ˆ ˆ .
3 e e nn n
C D tα α− ++ +∆ = ∆ − ∆α E α  (E.116) 
 
This constitutes a system of 6 coupled, algebraic equations for the 6 unknowns ˆ∆α .  In standard 
form, we have the following: 
 
 
1 2
11 1
2
ˆ ˆ ˆ ˆ .
3 e e nn n
C D tα α− ++ += ∆ − ∆ + ∆ =f α E α 0  (E.117) 
 
To solve this system, we can use Newton-Raphson iteration.  Starting from an initial guess, we 
solve the following linearized system for successive corrections to ˆ∆α : 
 
 { } { }ˆ { },
ˆ
k
k
∂ 
+ ∆ ∆ = ∂∆ 
ff α 0
α
 (E.118) 
 
where a subscript of k  denotes that a quantity is evaluated at ˆ k∆α .  The elements of the Jacobian 
matrix are given as follows: 
 
 
2 2
11 1 1
1 1
ˆ ˆ2
ˆ ˆ ˆ ˆ2 .
ˆ ˆ ˆ3
e e
e e n en n n
n n
C D tα αα α α− ++ + +
+ +
 ∂ ∂∂
= + ∆ + ∆ + ∂∆ ∂ ∂ 
f I E α I
α α α
 (E.119) 
 
Now we find that 
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ˆ ˆ3
.
ˆ ˆ2
e
e
α
α
∂
=
∂
α
α
 (E.120) 
 
Thus, the final form of (E.59) is as follows: 
 
 ( ) ( )2 3 1 11 1ˆ ˆ ˆ ˆ1 3 .
ˆ
e e n nn n
D t C D tα α − + ++ +
∂
= + ∆ + ∆ + ∆
∂∆
f I E α α
α
 (E.121) 
 
where we have used (E.60) and grouped like terms.  Once the residual for f  has reached zero to 
within a specified tolerance, the solution for ˆ∆α , and thus 1ˆ n+α , has been determined. 
 
E.2.2   Analytical solution for the deviatoric Cauchy stress 
From (E.104), we have that 
 
 
1/( / ) .c me AεΣ = ɺ  (E.122) 
 
Therefore, from (E.105), 
 
 
1/3
.
2
m
c
A
ε
 
′=  
 
N Σ
ɺ
 (E.123) 
 
Substituting (E.123) into (E.102), we find that 
 
 
1/ ( 1)/3 ( ) .
2
m c m mA ε − ′=D Σɺ
 (E.124) 
 
We therefore have that 
 
 
(1 )/
1/
2 ( ) .
3
c m m
mA
ε −′ =Σ Dɺ
 (E.125) 
 
And since ′ ′= −Σ σ α , we have that 
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(1 )/
1/
2 ( ) .
3
c m m
mA
ε −′ = +σ α Dɺ
 (E.126) 
 
 
 
E.2.3   Determination of the hydrostatic Cauchy stress 
The hydrostatic stress is defined as 
 
 ( )hyd 1 tr .
3
=σ σ δ
 (E.127) 
 
Now the Robinson-Pugh-Corum constitutive equations only determine the deviatoric stress; the 
hydrostatic stress is indeterminate. To determine the hydrostatic stress, we model the material as 
incompressible and “elastic,” in the sense that 
 
 ( )1 tr .
E E
ν ν+
= −D σ σ δ
 (E.128) 
 
From this, we find that 
 
 
1 2
tr tr ,
E
ν−
=D σ
 (E.129) 
 
and therefore 
 
 
tr tr .
1 2
E
ν
=
−
σ D
 (E.130) 
 
Noting that the bulk modulus k  is defined as 
 
 ,
3(1 2 )
Ek
ν
=
−
 (E.131) 
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we have that 
 
 
tr 3 tr .k=σ D
 (E.132) 
 
Substituting (E.132) into (E.127), we find that 
 
 ( )hyd tr .k=σ D δ  (E.133) 
 
The total stress is obtained by adding the deviatoric and hydrostatic stresses.  From (E.126) and 
(E.133), we have that 
 
 ( )(1 )/1/2 ( ) tr .3
c m m
m
k
A
ε −= + +σ α D D δɺ
 (E.134) 
 
Applying the corotation operation T (  )⋅ ⋅R R  to each side of the above equation yields 
 
 ( )(1 )/1/2ˆˆ ( ) tr .3 c m mm kA ε −= + +σ α E E δɺ ɺɺ  (E.135) 
 
Factoring out Eɺ  from the last two terms in the above, 
 
 
(1 )/
1/
2
ˆˆ ( ) 3 : .
3
c m m
m
k
A
ε −
 
= + +  
σ α I J Eɺɺ
 (E.136) 
 
Evaluating (E.136) at time 1nt +  and defining 
 
 
(1 )/
1 11/
22 ( ) ,
3
c m m
n nmA
µ ε −+ += ɺ  (E.137) 
 
we have that 
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 [ ]1 1 1 1ˆˆ 2 3 : .n n n nkµ+ + + += + +σ α I J Eɺ  (E.138) 
 
E.2.4   Analytical solution for the tangent modulus 
The tangent modulus is used to form the element stiffness matrix in the finite element solution.  
It is defined as 
 
 
ˆ
.
∂∆
=
∂∆
σC
E
 (E.139) 
 
To determine the tangent modulus, we begin by noting that, since 1ˆ ˆ ˆn n+∆ = −σ σ σ , where ˆ nσ  has 
already been determined at each time step and is therefore independent of the deformation, 
 
 
1ˆˆ
.
n+∂∂∆
=
∂∆ ∂∆
σσ
E E
 (E.140) 
 
Now, from (E.135), and noting that / t= ∆ ∆E Eɺ , we have that 
 
 
(1 )/1 1 1
11/
1
ˆˆ 1 2 1( ) 3 .
3
c
c m mn n n
nm c
n
m k
t A m
ε
ε
ε
−+ + +
+
+
  ∂ ∂ ∂−
= + ∆ + +  ∂∆ ∂∆ ∆ ∂∆  
σ α E I J
E E E
ɺ
ɺ
ɺ
 (E.141) 
 
Let’s start with 1ˆ /n+∂ ∂∆α E .  By the same reasoning as in (E.140), we have that 
 
 
1ˆ ˆ
,
n+∂ ∂∆
=
∂∆ ∂∆
α α
E E
 (E.142) 
 
and from (E.116), we have that 
 
 
2 1 21 1 1
11 1 1 1
ˆ ˆ ˆˆ 2
ˆ ˆ ˆ ˆ ˆ2 .
3
e en n n
e e e n en n n n
C D t
α α
α α α α
− −+ + +
++ + + +
 ∂   ∂ ∂∂∆
= − ∆ + − ∆ +      ∂∆ ∂∆ ∂∆ ∂∆   
αα E I α
E E E E
 (E.143) 
 
Grouping like terms, and making use of (E.142), we obtain the following: 
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 ( )2 1 21 111 1 1 1 ˆˆ 2 2ˆ ˆ ˆ ˆ ˆ1 2 .3 3 en ne e e e nn n n nD t C C D t αα α α α− −+ +++ + + + ∂∂  + ∆ = − ∆ + ∆ ∂∆ ∂∆ α I E αE E  (E.144) 
 
Defining the following parameters, 
 
 
2
1 1
ˆ1 ,
e n
Q D tα
+
= + ∆
 (E.145) 
 
1
2 1
2
ˆ ,
3 e n
Q Cα −
+
=
 (E.146) 
 
2
1 11 1
2
ˆ ˆ ˆ2 ,
3 e e nn n
C D tα α− ++ += ∆ + ∆S E α  (E.147) 
 
we have 
 
 
1 1
1 2 1
ˆˆ
.
en nQ Q α+ +∂∂ = −
∂∆ ∂∆
α I S
E E
  (E.148) 
 
Now, by definition of 
e
α , we have 
 
 
1 1
2
ˆ ˆ
: ,
e n n
α
+ +
∂ ∂
=
∂∆ ∂∆
αS
E E
 (E.149) 
 
where we have defined 
 
 
1
2
1
ˆ3
.
ˆ2
n
e n
α
+
+
=
αS  (E.150) 
 
In this way, (E.148) becomes 
 
 
1 1
1 2 1 2
ˆ ˆ
: .n nQ Q+ +∂ ∂ = −  ∂∆ ∂∆ 
α αI S S
E E
  (E.151) 
 
To proceed, we make use of the following tensor identity: 
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 ( : ) ( ) : ,=a b C ab C  (E.152) 
 
where C  is an arbitrary fourth-order tensor, and a  and b  are arbitrary second-order tensors.  
The proof of this identity is trivial using indicial notation.  Thus, (E.151) becomes 
 
 ( )1 11 2 1 2ˆ ˆ: .n nQ Q+ +∂ ∂= −∂∆ ∂∆
α αI S S
E E
  (E.153) 
 
Collecting like terms, we find that 
 
 ( ) 11 1 2 2ˆ: .nQ Q+∂+ =∂∆
αI S S I
E
  (E.154) 
 
from which we obtain 
 
 ( ) 11 2 1 1 2ˆ : .n Q Q −+∂ = +∂∆
α I S S I
E
  (E.155) 
 
Now by definition of cεɺ , we find that 
 
 
1
2
1
2
.
3( )
c
n
c
n
t
ε
ε
+
+
∂ ∆
=
∂∆ ∆
E
E
ɺ
ɺ
 (E.156) 
 
Substituting (E.155) and (E.156) into (E.141), we have 
 
 ( ) 1 (1 )/2 1 1 2 1 1 11/ 2
1
1 2 2(1 )
: ( ) 3 .
3 3 ( )
c m m
n n nm c
n
mQ Q k
t A m
ε
ε
−
−
+ + +
+
  
−
= + + + +  ∆   
C I S S I E E I Jɺ ɺɺ
ɺ
 (E.157) 
 
E.2.5   Summary of the solution 
To summarize, the relevant contributions of the constitutive equations for pure RPC creep to the 
finite element formulation are obtained as follows.  First, the back stress 1ˆ n+α  at a given time step 
is computed from known strain increments ∆E  according to the Newton-Raphson iteration 
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scheme outlined in Section E.2.1.  Once 1ˆ n+α  is known, the Cauchy stress can be evaluated 
according to (E.138): 
 
 [ ]1 1 1 1ˆˆ 2 3 : ,n n n nkµ+ + + += + +σ α I J Eɺ  (E.158) 
 
where 
 
 
(1 )/
1 11/
22 ( ) .
3
c m m
n nmA
µ ε −+ += ɺ  (E.159) 
 
The tangent modulus can be evaluated as 
 
 ( ) 12 1 1 2 1 1 12
1
1 2(1 )
: 2 3 ,
3 ( )n n ncn
mQ Q k
t m
µ
ε
−
+ + +
+
  
−
= + + + +   ∆   
C I S S I I E E Jɺ ɺ
ɺ
 (E.160) 
 
where 
 
 
2
1 1
ˆ1 ,
e n
Q D tα
+
= + ∆
 (E.161) 
 
1
2 1
2
ˆ ,
3 e n
Q Cα −
+
=
 (E.162) 
 ( )31 2 1 11ˆ ˆ ˆ3 .e n nnC D tα − + ++= ∆ + ∆S S E α α  (E.163) 
 
It is useful to note that the term 1 1 2Q +I S S  is identical to the Jacobian ˆ/∂ ∂∆f α  for the Newton-
Raphson method to compute the back stress, as given by (E.121). 
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APPENDIX F 
SMALL-STRAIN FINITE ELEMENT FORMULATION OF 
THE VOID GROWTH BOUNDARY VALUE PROBLEM 
 
 
 
Here we present in full detail the mathematical formulation of the void growth initial/boundary 
value problem, and the solution procedure.  As discussed in the text of Chapter 4, at a given time 
step 
n
t , the following two problems are solved sequentially: 
 (i) The deformation of the unit cell.  First, the finite element equations corresponding to 
(4.11) are solved via Newton-Raphson iteration for the displacement increments of each node, 
thereby determining the baseline displacement increments 0∆u  of the void surface.  Once the 
Newton-Raphson scheme has converged, the mass flux along the entire grain boundary ( )bj s  is 
evaluated according to (F.49).  And in particular, since ( ) ( )s C b Cj s j s= , the mass flux along the 
void surface at point C  is determined. 
 (ii) The matter deposited along the void surface.  Using the information obtained by 
solving Problem (i), Equations (4.6) and (4.7) are solved simultaneously for the rate αɺ  at which 
matter is being deposited onto the void surface, and thus the thickness tα α∆ = ∆ɺ  deposited 
during the time increment t∆  (the details will be given shortly).  Once α∆  is known, the new 
shape of the void is constructed according to 0s α∆ = ∆ − ∆u u n .  This determines the curvature 
κ
 along the entire void surface, as well as the tip stress Cσ  as given by (4.10), at the next time 
step 1n nt t t+ = + ∆ .  This process is then repeated until the last desired time step. 
 
F.1   Problem (i): The deformation of the unit cell 
To recast (4.11) in finite element form, we begin by rearranging the equation as follows: 
 
 
: 0.
s b T
s n n n
S S S
d v ds v ds dsδ γ κδ σ δ δ
Α
Α + + − ⋅ =∫ ∫ ∫ ∫σ ε T vɺ   (F.1) 
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Let us focus momentarily on the third integral in (F.1), namely 
 
 
.
b
n n
S
v dsσ δ∫   (F.2) 
 
From (4.8), we have that, along bS , 
 
 ,
d d
n b bds dsv j jδ δ δ= − = −   (F.3) 
 
so that (F.2) becomes 
 
 
( ) .
b b
d
n n n bds
S S
v ds j dsσ δ σ δ= −∫ ∫   (F.4) 
 
We will now integrate by parts.  First, note that 
 
 ( ) ( ) ( ),d d d
n b n b n bds ds dsj j jσ δ σ δ σ δ= +   (F.5) 
 
so 
 
 ( ) ( ) ( ).d d d
n b n b n bds ds dsj j jσ δ σ δ σ δ− = −   (F.6) 
 
Moreover, from (4.9), we have that, along bS , 
 
 
1
.
d
n bds
b
jσ =
D
  (F.7) 
 
In this way, (F.4) becomes 
 
 
1 ( ) .
b b b
d
n n b b n bds
bS S S
v ds j j ds j dsσ δ δ σ δ= −∫ ∫ ∫
D
  (F.8) 
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Evaluating the second integral on the right-hand side of (F.8), we find that 
 
 [ ] ( )( ) ,D
CC
b
s sd
n b n b C bds s ss s
S
j ds j jσ δ σ δ σ δ=
==
= = −∫   (F.9) 
 
since the matter flux along the grain boundary at point D  is zero.  Substituting (F.9) into (F.8), 
we have that 
 
 ( )1 ,
C
b b
n n b b C b s s
bS S
v ds j j ds jσ δ δ σ δ
=
= +∫ ∫
D
  (F.10) 
 
and substituting this back into (F.1), we obtain 
 
 ( )1: 0.
C
s b T
s n b b C b s s
bS S S
d v ds j j ds j dsδ γ κδ δ σ δ δ
=
Α
Α + + + − ⋅ =∫ ∫ ∫ ∫σ ε T vɺ
D
  (F.11) 
 
In this form, the governing equations are ready to be converted into finite element form. 
 To that end, we discretize the region Α  into several elements, each with N  nodes.  Let 
P  be the total number of nodes in Α .  Each node has two degrees of freedom: one for each of 
the two dimensions of the xy -plane.  We proceed incrementally in time.  At a given time step 
n
t , 
we know the current displacements 2 1{ }N Pu ×  of all the nodes, and we seek the displacement 
increments 2 1{ }N Pu ×∆  such that, at time 1nt + , the nodal displacements are given by
2 1 2 1{ } { }N NP Pu u× ×+ ∆ .  To solve for 2 1{ }N Pu ×∆ , we need 2P  equations, which we will obtain by 
writing (F.11) in the following form: 
 
 
T
1 2 2 1{ } { } 0,N P Pv fδ × × =   (F.12) 
 
where 2 1{ }N Pvδ ×  is a 2 1P×  column matrix of the virtual nodal velocities and 2 1{ } Pf ×  is a 2 1P×  
column matrix whose elements are functions of the displacement increments.  Since the virtual 
velocities are arbitrary, we have that 
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 2 1 2 1{ } {0} ,P Pf × ×=   (F.13) 
 
which is the desired system of equations.  To solve it, we will employ the Newton-Raphson 
method.  Starting from an initial guess for the displacement increments, we iterate on the 
following linearized equation: 
 
 
2 1
2 1 2 1
2 1
{ } { } { } ,{ }
NP
P PN
P
f
u f
u
×
× ×
×
 ∂ ∆ ∆ = − ∂ ∆ 
  (F.14) 
 
where 2 1{ }N Pu ×∆ ∆  are the updates to our guess for the nodal displacements at each iteration.  In 
this context, the square matrix in (F.14) is referred to as the “Jacobian matrix” or the “stiffness 
matrix” and is denoted 2 2[ ] P PK × , and 2 1{ } Pf ×−  is referred to as the “residual” or the “force 
vector.”  Once the elements of the force vector have reached zero to within a specified tolerance, 
the system is deemed to have converged for the current time step.  The force vector and stiffness 
matrix are assembled using contributions from each element.  To that end, we will consider the 
contributions from an arbitrary element. 
 
F.1.1   The force vector and stiffness matrix due to internal stresses 
The first integral term on the left-hand side of (F.11) represents the rate of virtual work done by 
internal stresses.  To evaluate it, let 2 1{ }N Nv ×  denote a 2 1N ×  column matrix containing the nodal 
velocities within the element (i.e., both 
x
v  and yv  for each of the N  nodes).  Next, introduce a 
2 2N×
  interpolation matrix 2 2[ ] NN ×  such that the velocities of any point (and in particular, each 
Gauss point) within the element are approximated by 
 
 2 1 2 2 2 1{ } [ ] { } .x NN N
y
v
v N v
v× × ×
 
= = 
 
  (F.15) 
 
Then the strain rate components can be expressed as 
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 4 1 4 2 2 1{ } [ ] { } ,
2
xx
yy N
N N
zz
xy
B v
ε
ε
ε
ε
ε
× × ×
 
 
 
= = 
 
  
ɺ
ɺ
ɺ
ɺ
ɺ
  (F.16) 
 
where 4 2[ ] NB ×  is a 4 2N×  matrix containing the appropriate spatial derivatives of 2 2[ ] NN × .  Note 
that, for plane strain, 0zzε ≡ɺ , so the third row of 4 2[ ] NB ×  contains all zeros.  Finally, let 
 
 4 1{ }
xx
yy
zz
xy
σ
σ
σ
σ
σ
×
 
 
 
=  
 
  
  (F.17) 
 
denote a 4 1×  column matrix containing the stresses at a given Gauss point (which are calculated 
using the constitutive equation).  Then, at a given Gauss point, :δσ εɺ  can be written as 
T T T
1 4 4 1 1 2 2 4 4 1{ } { } { } [ ] { }N N Nv Bδε σ δ σ× × × × ×=ɺ , and the rate of virtual work done by internal stresses 
within the element is approximated as 
 
 
T T
1 2 2 4 4 1: { } [ ] { } .
e e
N
N Nd v B dδ δ σ× × ×
Α Α
Α = Α∫ ∫σ εɺ   (F.18) 
 
It can be seen from (F.18) that the element force vector due to internal stresses is given by 
 
 
T
2 1 2 4 4 1{ } [ ] { } .
e
e
N Nf B dσ σ× × ×
Α
− = − Α∫   (F.19) 
 
The corresponding stiffness matrix is obtained by differentiating (F.19) with respect to 
2 1{ }N Nu ×∆ .  Noting that  
 
 
4 1 4 1 4 1
4 4 4 2
2 1 4 1 2 1
{ } { } { } [ ] [ ] ,{ } { } { } NN NN N
C B
u u
σ σ ε
ε
× × ×
× ×
× × ×
    ∂ ∂ ∆ ∂ ∆
= =    ∂ ∆ ∂ ∆ ∂ ∆    
  (F.20) 
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where 4 4[ ]C ×  is the 4 4×  matrix corresponding to the tangent modulus (evaluated elsewhere), we 
have that  
 
 
T2 1
2 2 2 4 4 4 4 2
2 1
{ }[ ] [ ] [ ] [ ] .{ }
e
e
e N
N N N NN
N
fK B C B d
u
σ
σ
×
× × × ×
× Α
 ∂
= = Α ∂ ∆  ∫
  (F.21) 
 
The domain integrals in (F.19) and (F.21) are computed using 2 2×  point Gaussian quadrature. 
 
F.1.2   The force vector and stiffness matrix due to curvature 
The second integral term on the left-hand side of (F.11) represents the rate of virtual work done 
by the stresses arising from the curvature of the void surface.  To evaluate it, we first note that, 
along an arbitrary infinitesimal segment along sS , a virtual normal displacement nuδ  will give 
rise to a virtual change in arc length ( )dsδ  given by ( ) nds u dsδ κδ= .  It follows that  
 
 ( ).
n
v ds dsκδ δ= ɺ   (F.22) 
 
To evaluate the integral, we perform a Riemann sum over the elements that border vS : 
 
 
1
,
s
s
E
s n s i
iS
v dsγ κδ γ δ
=
= ∑∫ ɺℓ   (F.23) 
 
where sE  is the number of elements bordering sS , and iɺℓ  is the rate at which the length of the 
thi  element side along sS  is changing.  Consider now the thi  element side, whose endpoints are 
the thi  node and the th( 1)i +  node.  We need to express  iδ ɺℓ  in terms of the virtual nodal 
velocities.  Letting iθ  denote the angle that the tangent to sS  makes with the horizontal at the thi  
node, the unit normal vector is given by 
 
 
sin{ } ,
cos
i
i
i
n
θ
θ
− 
=  
 
  (F.24) 
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and similarly for the th( 1)i +  node.  Now, let the thi  node be given a virtual displacement 
T{ } { }i x yv t v v tδ δ δ∆ = ∆  during a small time increment t∆ .  Then the displacement in the 
normal direction will be given by 
 
 ( )T 1 2{ } { } sin cos ,i i in i i i iu v n t v v tδ δ δ θ δ θ= ∆ = − + ∆   (F.25) 
 
and similarly for the th( 1)i +  node.  Denote by T{ } { }i i iX X Y=  the original position of the thi  
node and by T{ } { }i i ix x y=  its new position, after the virtual displacement.  We have that 
 
 ( )1 2 sin{ } { } { } { } sin cos ,
cos
ii i i i i i
n i i i
i
x X u n X v v t
θδ δ θ δ θ
θ
− 
= + = + − + ∆ 
 
  (F.26) 
 
and similarly for the th( 1)i +  node.  The displacement between the thi  node and the th( 1)i +  node 
after the virtual displacement is then 
 
 ( ) ( )1 1{ } { } { } { } { } ,i i i ix x X X V tδ+ +− = − + ∆   (F.27) 
 
where 
 
 
T 2
T 2
T
1 2
1 1 1
1 2
1 1 1
sin sin cos
cos sin cos{ } .
sin sin cos
cos sin cos
i
x i i i
i
x y i i i
i
y x i i i
i
y i i i
v
V v
V
V v
v
δ θ θ θ
δ δ θ θ θδ δ δ θ θ θ
δ θ θ θ
+
+ + +
+
+ + +
   −
   
  −   
= =     
−      
−   
  (F.28) 
 
The old length of the thi  element side (before the virtual displacement) is given by 
 
 ( ) ( )T2 1 1old( ) { } { } { } { } ,i i i i iX X X X+ += − −ℓ   (F.29) 
 
and likewise the new length (after the virtual displacement) is given by 
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 ( ) ( )T2 1 1new( ) { } { } { } { } .i i i i ix x x x+ += − −ℓ   (F.30) 
 
Using (F.27), and neglecting terms of order 2( )t∆  , we have that 
 
 ( )2 2 T 1new old( ) ( ) 2 { } { } { } ,i i i it V X Xδ += + ∆ −ℓ ℓ   (F.31) 
 
from which it follows that 
 
 ( )T 1new 2
old old
21 { } { } { } .( )
i
i i
i i
t V X Xδ +∆= + −ℓ
ℓ ℓ
  (F.32) 
 
Taylor expanding about 0t∆ = , and again neglecting terms of order 2( )t∆  and higher, we have 
 
 ( )T 1new 2
old old
1 { } { } { } .( )
i
i i
i i
t V X Xδ +∆= + −ℓ
ℓ ℓ
  (F.33) 
 
It follows that 
 
 ( )T 1new old
old
{ } { } { } ,i i i ii
t V X Xδ +∆− = −ℓ ℓ
ℓ
  (F.34) 
 
and therefore that 
 
 ( )T 1new old
old
1 { } { } { } .
i i
i i
i i V X Xt
δ δ +−= = −
∆
ℓ ℓ
ɺℓ
ℓ
  (F.35) 
 
Using (F.28), we have that 
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T 2
2 1
1 2 1
old 1 1 1
1 2
1 1 1
sin sin cos
cos sin cos1
.
sin sin cos
cos sin cos
i
x i i i
i i i
y i i i
i i i i i
x i i i
i
y i i i
v
v X X
v Y Y
v
δ θ θ θ
δ θ θ θδ δ θ θ θ
δ θ θ θ
+
+ +
+ + +
+
+ + +
   −
   
 − −   
=     
− −     
−   
ɺℓ
ℓ
  (F.36) 
 
Substituting (F.36) into (F.23), we arrive at the following result: 
 
 
T 1 2 1
1 1 2
1 1 2 1
old 1 1 1
1 1 1
1 1
( ) sin ( ) sin cos
( ) cos sin ( ) cos1
( )sin ( )sin cos
( ) cos sin (
s
i i i i i
x i i i
i i i i i
y i i i
s n s i i i i i i
x i i iS
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y i i
v X X Y Y
v X X Y Y
v ds
v X X Y Y
v X X Y Y
δ θ θ θ
δ θ θ θγ κδ γ δ θ θ θ
δ θ θ
+ +
+ +
+ + +
+ + +
+ + +
+ +
 
− − + −
 
− − − 
=  
− − − 
 
− − + − 
∫
ℓ1
2
1
.
) cos
sE
i
iθ
=
+
 
 
 
 
 
  
∑   (F.37) 
 
For an arbitrary element, we may write 
 
 
T
1 2 2 1{ } { } .
b
N
s n s N N
a
v ds v pγ κδ γ δ × ×=∫   (F.38) 
 
For an element that borders sS  along the arc defined by [ , ]s a b∈ , 2 1{ } Np ×  is assembled using 
(F.37), adding the contributions from all of the nodes that lie along sS  from s a=  to s b= .  For 
elements that do not border sS , there is no contribution from surface curvature, and 2 1{ } Np ×  is 
simply zero. 
 It can be seen from (F.38) that the element force vector due to curvature is given by 
 
 2 1 2 1{ } { } .e N s Nf pγ γ× ×− = −   (F.39) 
 
The corresponding stiffness matrix is obtained by differentiating (F.38) with respect to 
2 1{ }N Nu ×∆ : 
 
 
2 1 2 1
2 2
2 1 2 1
{ } { }[ ] .{ } { }
e
Ne N
N N sN N
N N
f pK
u u
γ
γ γ× ××
× ×
 ∂  ∂
= =   ∂ ∆ ∂ ∆    
  (F.40) 
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The elements of the stiffness matrix can be read directly from (F.37).  For example, consider the 
contribution from the thi  node (i.e., the first row).  From (F.37), we see that 
 
 
2
old
1
sin ,
i i
x x
ii i i
x
p p
u X
θ∂ ∂= =
∂∆ ∂ ℓ
  (F.41) 
 
old
1
sin cos ,
i i
x x
i ii i i
y
p p
u Y
θ θ∂ ∂= = −
∂∆ ∂ ℓ
  (F.42) 
 
and so on and so forth. 
 
F.1.3   The force vector and stiffness matrix due to grain boundary diffusion 
The third integral term on the left-hand side of (F.11) represents the rate of virtual work done by 
normal stresses along the grain boundary bS  arising from grain boundary diffusion processes.  
To evaluate these terms, we proceed as follows.  First, we write the velocity of an arbitrary point 
along bS  as 
 
 2 1 2 1
1
{ } ( ){ } ,
bN
i i
i
v s vϕ× ×
=
= ∑   (F.43) 
 
where bN  is the total number of nodes along the grain boundary, 2 1{ }iv ×  is a 2 1×  column matrix 
representing the velocity of the thi  node, and the interpolation functions ( )i sϕ  are given by  
 
 
1
1
1
1
1
1
1
1
0
( )
0
i
i
i i
i i
i
i
i i
i i
i
s s
s s
s s s
s s
s
s s
s s s
s s
s s
ϕ
−
−
−
−
+
+
+
+
<

− ≤ <
−
= 
− ≤ ≤

−

>
  (F.44) 
 
Now we integrate (4.8) in order to express bj  as 
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( ) ( ) ( ) .
Ds
b b D n
s
j s j s v s ds′ ′= + ∫   (F.45) 
 
But ( ) 0b Dj s = , so we have 
 
 
T
1 2 2 1
1
( ) ( ) ( ){ } { } .
D D D bs s s N
b n i i i
is s s
j s v s ds ds s n v dsϕ × ×
=
′ ′ ′ ′ ′= = ⋅ = ∑∫ ∫ ∫n v   (F.46) 
 
This we may write more succinctly as 
 
 1 2 2 1
1
( ) { } { } ,
bN
b i i
i
j s m v× ×
=
=∑   (F.47) 
 
where 
 
 
T
1 2 1 2{ } ( ){ } .
Ds
i i i
s
m s n dsϕ× ×′ ′= ∫   (F.48) 
 
For an arbitrary element, we may write 
 
 
T
1 2 2 1( ) { } { } .Nb N Nj s m v× ×=   (F.49) 
 
For an element that borders bS , 2 1{ } Nm ×  is assembled using (F.48), adding the contributions 
from each of the nodes that lie along bS .  For elements that do not border bS , there is no 
contribution from grain boundary diffusion, and 2 1{ } Nm ×  is simply zero. 
 Having now established (F.49), we may evaluate the third integral in (F.11): 
 
 
T T
1 2 2 1 1 2 2 1
1 1{ } { } { } { } .
D
b C
s
N N
b b N N N N
b bS s
j j ds v m m ds vδ δ × × × ×
 
=  
 
 
∫ ∫
D D
  (F.50) 
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From (F.50), it can be seen that the element force vector due to grain boundary diffusion is given 
by 
 
 
T
2 1 2 1 1 2 2 1
1{ } { } { } { } .
D
C
s
e N
D N N N N
b s
f m m ds v× × × ×
 
− = −  
 
 
∫
D
  (F.51) 
 
The corresponding element stiffness matrix is obtained by differentiating (F.51) with respect to 
2 1{ }N Nu ×∆ .  Noting that 
 
 [ ]2 1 2 2
2 1
{ } 1
,{ }
N
N
N N N
N
v
u t
δ×
×
×
 ∂
= ∂ ∆ ∆ 
  (F.52) 
 
where [ ]2 2N Nδ ×  is the identity matrix, we have 
 
 
T2 1
2 2 2 1 1 2
2 1
{ } 1[ ] { } { } .{ }
D
C
se
e D N
D N N N NN
N b s
fK m m ds
u t
×
× × ×
×
 ∂
= = ∂ ∆ ∆  ∫D
  (F.53) 
 
The line integrals in (F.51) and (F.53) are carried out using a 10-point Gaussian quadrature 
scheme. 
 
F.1.4   The force vector due to the tip stress 
The fourth term on the left-hand side of (F.11) represents the rate of virtual work done by the tip 
stress.  Using (F.49), we have that 
 
 ( ) T1 2 2 1{ } { } .C CNC b C N Ns s s sj v mσ δ σ δ × ×= ==   (F.54) 
 
From (F.54), it can be seen that the element force vector due to the tip stress is given by 
 
 2 1 2 1{ } { } .C
e
C N C N s sf mσ× × =− = −   (F.55) 
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F.1.5   The force vector due to applied tractions 
The fifth term on the left-hand side of (F.11) represents the rate of virtual work done by the 
applied tractions.  To evaluate it, let T2 1{ } { }x yT T T× =  denote a 2 1×  column matrix containing 
the applied tractions at any point within an arbitrary element along TS .  Then we may write 
 
 
T T T
1 2 2 1 1 2 2 2 2 1{ } { } { } [ ] { } .
T T T
N
N N
S S S
ds v T ds v N T dsδ δ δ× × × × ×⋅ = =∫ ∫ ∫T v   (F.56) 
 
From (F.56), it can be seen that the element force vector due to the applied tractions is given by 
 
 
T
2 1 2 2 2 1{ } [ ] { } .
T
e
T N N
S
f N T ds× × ×− = − ∫   (F.57) 
 
F.1.6   The assembled finite element equations 
The element force vectors and stiffness matrices are assembled together to form the global force 
vector an stiffness matrix.  Specifically, (F.14) can be written as 
 
 [ ] 2 1 2 12 2 { } { } ,N P PP PK u f× ×× ∆ ∆ = −   (F.58) 
 
where 
 
 
[ ] [ ] [ ] [ ],e e eDK K K Kσ γ= + +   (F.59) 
 
and 
 
 
{ } { } { } { } { } { }.e e e e eD C Tf f f f f fσ γ= + + + +   (F.60) 
 
At a given time step, the set of 2P  nonlinear finite element equations given by (F.58) are solved 
for the updates { }Nu∆ ∆  to the nodal displacement increments until the residual { }f  reaches 
zero to within a specified tolerance, at which point convergence is deemed to have been reached. 
 
219 
 
F.2   Problem (ii): The matter deposited along the void surface 
To solve (4.6) and (4.7) for the rate at which matter is being deposited along the void surface, we 
proceed similarly to the case of grain boundary diffusion.  We start by writing the rate of matter 
deposition along sS  as 
 
 
1
( ) ,
sN
i i
i
sα ϕ α
=
=∑ɺ ɺ   (F.61) 
 
where sN  is the total number of nodes along the void surface, iαɺ  is the rate of matter deposition 
at the thi  node, and the interpolation functions ( )i sϕ  are the same as those given by (F.44).  
Next, we integrate (4.6) in order to express sj  as 
 
 
0
( ) ( ) ( ) ( ) ,
B
s s
s s B
s
j s j s s ds s dsα α′ ′ ′ ′= − = −∫ ∫ɺ ɺ   (F.62) 
 
where we have used the facts that ( ) 0s Bj s =  and 0Bs = .  Substituting (F.61), we have 
 
 
1 10 0
( ) ( ) ( ) ,
s s
s sN N
s i i i i
i i
j s s ds s dsϕ α ϕ α
= =
 
′ ′ ′ ′= − = −  
 
∑ ∑∫ ∫ɺ ɺ   (F.63) 
 
which we can write more succinctly as 
 
 
1
( ) ( ) ,
sN
s i i
i
j s m s α
=
= −∑ ɺ   (F.64) 
 
where 
 
 
0
( ) ( ) .
s
i im s s dsϕ ′ ′= ∫   (F.65) 
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Evaluating (F.64) at point C , we have that 
 
 
1
( ) ( ).
sN
i C i s C
i
m s j sα
=
− =∑ ɺ   (F.66) 
 
Now, according to (4.7), we may write 
 
 
1
( ) ( ) .
sN
s i i s s
i
dj s m s
ds
κ
α γ
=
= − =∑ ɺ D   (F.67) 
 
To evaluate the derivative of the curvature, let us write the curvature iκ  at the thi  node along sS  
as follows: 
 
 
1 1
0 0
1 1
,
i ii i
i i i
i i
t
κ κ
κ κ α κ α
α α
+ +
= − = −
∂ ∂
= + ∆ = + ∆
∂∆ ∂∆∑ ∑ℓ ℓℓ ℓℓ ℓ
ɺ
  (F.68) 
 
where 0
iκ
 is the curvature without taking the deposited thickness into account, and the sums 
range over the nodes immediately before, after, and including the node in question.  To evaluate 
the partial derivatives of the curvature with respect to the thickness increments, we note that a 
thickness increment of  α∆
ℓ
 will result in displacement increments normal to the void surface 
given by 
 
 sin ,    cos .x yu uα θ α θ∆ = ∆ ∆ = −∆ℓ ℓℓ ℓ ℓ ℓ   (F.69) 
 
Hence, we may write 
  
 
1 2 sin cos .
i i i i i
x y x y
u u
u u u u
κ κ κ κ κθ θ
α α α
∂∆ ∂∆∂ ∂ ∂ ∂ ∂
= + = −
∂∆ ∂∆ ∂∆ ∂∆ ∂∆ ∂∆ ∂∆
ℓ ℓ
ℓ ℓℓ ℓ ℓ ℓ
ℓ ℓ ℓ
  (F.70) 
 
We may now approximate /d dsκ  at the midpoint between two nodes as follows: 
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1
1 .
i i
i i
d
ds s s
κ κ κ+
+
−
=
−
  (F.71) 
 
Substituting (F.68) into (F.71), and letting  1i is s s+∆ = − , we have that 
 
 
1 12 1
0 0
1
1
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i i i ii i
i i
d
t
ds s s
κ κκ κ κ
α α
α α
+ ++ +
= = −
 − ∂ ∂
= + − ∆ ∆ ∆ ∂∆ ∂∆ 
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ℓ ℓℓ ℓ
ɺ ɺ
  (F.72) 
 
Evaluating (F.67) at 1( ) / 2i is s ++ , and substituting (F.72), we obtain 
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1 0 0
1 1
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sN i i i ii i
i i
i i s s
i i i
s s t
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κ κ κ κ
α γ α α
α α
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ɺ ɺ ɺD
  (F.73) 
 
Putting all of the terms involving the iαɺ  on the left-hand side, we have 
 
 
1 12 1
11
0 0
1 1
( ).
2
sN i ii i
i ii i s s s s
i i
i i i
s s t
m
s s
γ γκ κ
α α α κ κ
α α
− ++ +
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= = = −
 + ∆ ∂ ∂ 
− − − = −   ∆ ∂∆ ∂∆ ∆   
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ℓ ℓℓ ℓ
ɺ ɺ ɺ
D D
  (F.74) 
 
These 1sN −  equations represent the enforcement of Equations (4.6) and (4.7) at the midpoints 
of the segments between each of the nodes along sS .  Combined with (F.66), they yield a system 
of sN  equations for the sN  unknowns iαɺ . 
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