By analogy with the join in topology, the join A * B for operator algebras A and B acting on Hilbert spaces H and K, respectively, was defined by Gilfeather and Smith (Amer. J. Math. 116 (1994) 541-561). Assuming that K is finite dimensional, they calculated the Hochschild cohomology groups for A * B with coefficients in L(K ⊕ H). We assume that A is a maximal abelian von Neumann algebra acting on H, A is a subalgebra of A ⊗ L(K), and B is an ultraweakly closed subalgebra of M n (A) containing A ⊗ 1 n . We show that B may be decomposed into a finite sum of free modules. In this context, we redefine the join of A and B, generalize the calculations of Gilfeather and Smith, and calculate H m (A * B, A ⊗ L(C n ⊕ K)), for all m 0.
Introduction
A commutative subspace lattice L on a Hilbert space H is a commuting lattice of projections in L(H) containing 0 and 1 that is closed in the strong operator topology. The algebra A of operators leaving L invariant is called a CSL-algebra. The core of A is the commutative von Neumann algebra L generated by L.
Gerstenhaber and Schack [3] proved that the simplicial cohomology of a locally finite simplicial complex is the Hochschild cohomology of an associated triangular algebra of matrices. The set of minimal core projections P of a finite-dimensional CSL-algebra A is strictly ordered and determines a finite simplicial complex . In unpublished work, Kraus and Schack observed that the algebra associated with is Morita equivalent to A and, hence, the Hochschild cohomology groups H * (A, A) are isomorphic to the simplicial cohomology groups H * ( , C).
Every finite simplicial complex has a geometric realization as a compact Hausdorff space. Motivated by the work of Kraus and Schack, Gilfeather and Smith [4, 5] defined analogues of constructions in topology for operator algebras. The join A * B of operator algebras A and B acting on Hilbert spaces H and K, respectively, was defined as the subalgebra of L(K ⊕ H) given by
When A or B is acting on a finite-dimensional space, they calculated the Hochschild cohomology groups for all n 2. Although Gilfeather and Smith [5, Theorem 6 .1] demonstrated that a formula for the cohomology of the join of two arbitrary operator algebras A and B in terms of the cohomologies of A and B alone is not possible, we extend their formula to a larger class of operator algebras. Let A be an abelian von Neumann algebra acting on H and let M n (A) be the algebra of matrices with entries from A. Suppose A is a norm closed subalgebra of A ⊗ L(K) and B is a norm closed subalgebra of M n (A), where both H and K may be infinite dimensional. We define the join A * B of A and B to be the subalgebra of A ⊗ L(C n ⊕ K) given by
L(K ⊕ H)) of A * B with coefficients in L(K ⊕ H) to be
where L(C n , K) is regarded as a norm closed subalgebra of L(C n ⊕K) and ⊗ * denotes the spatial tensor product. Although our definition of the join differs from the above definition, they coincide when A = C.
We assume that B is ultraweakly closed and contains A ⊗ 1 n . Using techniques from the theory of type I finite von Neumann algebras, we show that B is the finite sum of free modules. This decomposition is essential in the cohomology calculations that follow. Under the further assumption that A is maximal, our main result is that H 0 (A * B)A,
and
for all m 2, which generalizes the formula of Gilfeather and Smith.
Banach algebra cohomology
Let A be a Banach algebra and let M be a Banach space that is a bimodule over A. If the left module action (A, m) → Am and right module action (m, A) → mA are bounded, then M is called a Banach bimodule over A. In this case, we define L 0 (A, M) to be M and let L n (A, M) denote the space of all bounded n-linear maps,
We define the subspace of n-coboundaries B n (A, M) to be the image of * n−1 and the subspace of n-cocycles Z n (A, M) to be the kernel of * n . Since * 2 = 0, every coboundary is also a cocycle and we define the Hochschild cohomology groups of A with coefficients in M, denoted H n (A, M), to be the quotient spaces
A Banach bimodule M over A is said to be a dual bimodule over A, if M is isometrically isomorphic to the dual space of a Banach space M * and the maps m → Am and m → mA on M are weak* continuous for every A ∈ A. In this case, Johnson [6] observed that L n (A, M) is isometrically isomorphic to the dual space of A⊗ · · ·⊗ A⊗ M * , where⊗ denotes the projective tensor product, there are n copies of A, and the duality is defined by
In calculations involving continuous cocycles, it is often useful to replace a given cocycle ∈ Z n (A, M) with an equivalent one that vanishes whenever one of its arguments is in a closed subalgebra B of A. This is referred to as averaging in the theory of continuous cohomology.
A Banach algebra B is called amenable, if H 1 (B, M) = 0 whenever M is a dual Banach bimodule over B. Johnson et al. [7, Theorem 4.1] proved that if ∈ L n (A, M) and * vanishes whenever any of its arguments is in B, then there exists ∈ L n−1 (A, M) such that + * vanishes whenever any of its arguments is in B. In particular, this is true for cocycles.
Let B be a C * -algebra and let U be its unitary group with the relative weak topology (B, B * ) of B. Then U is a topological group and B is amenable if and only if RU C(U), the C * -subalgebra of ∞ (U) of right uniformly continuous functions, has a left invariant mean [9, Theorem 2] . In applications, it is always possible to average over an abelian C * -algebra B because abelian groups are amenable with respect to the discrete topology-that is, there is a left invariant mean on ∞ (U).
Definition 1.
Let A be an algebra, let B be a subalgebra of A, and let M be a bimodule
(a 1 , . . . , a n−1 , a n b) = (a 1 , . . . , a n )b for all a 1 , . . . , a n ∈ A and b ∈ B, we call multimodular with respect to B or B-multimodular.
If ∈ Z n (A, M) and vanishes whenever any of its entries is in B, then is B-multimodular [10, Lemma 4.1]. Evidently, when A is a Banach algebra and M is a dual Banach bimodule over A, ∈ Z n (A, M) may be replaced with ∈ Z n (A, M) within the same equivalence class of H n (A, M) that is multimodular with respect to any closed amenable subalgebra B of A.
Let A be a norm closed subalgebra of L(H), let M be a dual Banach bimodule over A, and let B be an abelian C * -subalgebra of the center of A. If ∈ L n (A, M) is multimodular with respect to B, then * is also multimodular. We let {L n (A, M : B), * n } n 0 denote the subcomplex of {L n (A, M), * n } n 0 consisting of multimodular maps and use similar notation for coboundaries, cocycles and cohomology groups. In this case, the scalar field C may be replaced by B in our cohomology calculations. More generally, Sinclair and Smith [11, Theorem 3.2.7] showed that if B is a C * -subalgebra of A with an amenable unitary group, then it suffices to consider the multimodular complex.
Submodules of M n (A)
Let A be an abelian von Neumann algebra. Then M n (A) is an AW * -module over A ⊗ 1 n , as defined by Kaplansky [8] , with the tracial inner product A, B = tr(B * A) for all A, B ∈ M n (A). Every ultraweakly closed submodule M of M n (A) is an AW * -submodule and its orthogonal complement M ⊥ is the set of all B ∈ M n (A) such that A, B = 0 for all A ∈ M. Clearly M ⊥ is also an ultraweakly closed submodule of M n (A) and Kaplansky [8, Theorem 3] proved that M ⊥ is the algebraic complement of M.
The maximal ideal space of A is compact and extremally disconnected, or Stonian. In particular, the closure of every open subset G of is compact and open. The Gelfand transformation : A → C( ) allows us to identify M n (A) with C( , M n (C)), the algebra of continuous matrix-valued functions on , and, henceforth, we tacitly use this fact.
Stone [12, Theorem 17] proved that the algebra of real-valued continuous functions C R ( ) on is a boundedly complete lattice-that is to say, every uniformly bounded subset of C R ( ) has a least upper bound in C R ( ). The following lemma is a consequence that was first noted by Deckard 
Proof. If M = {0}, the statement is trivial, so we assume that M = {0}.
k=1 is a basis for M( 0 ) over C and A k ( 0 ) < 1 for all 1 k d 0 . By appending rows together, for example, we may also consider
to be continuous functions taking values in C n 2
. Then the set of functions
k=1 is a linearly independent set in M n (C) for all ∈ U 0 , and for every B ∈ M, there are unique scalar-valued functions
Let F be the collection of all families of pairwise disjoint compact open subsets of O 0 , such that for all G = { G i } i∈I ∈ F, there is a set of matrix-valued functions
and for all B ∈ M, there are unique functions
Then F is not empty and we define a partial order on F by writing
is an open subset of , given 0 ∈ , there is a compact open neighborhood V 0 ⊆ of 0 and a set of matrix-valued functions 
Proof. By using the decomposition of Theorem 3 for N , we may assume that N is a free module of finite type over A ⊗ 1 n and there exists an open set O that is dense in such that dim N( ) = m > 0 for all ∈ O. We fix a basis {A k } m k=1 for N over A ⊗ 1 n and, using the technique in the proof of Theorem 3, we obtain a finite number
Remark 5. Note that N need not be ultraweakly closed for the proof of Corollary 4 to be valid. It suffices that there exist a set of pairwise orthogonal projections
is linearly independent over C for all ∈ i and 1 i k. Of course, when N is ultraweakly closed, the proof of Theorem 3 shows that these conditions are satisfied.
In later calculations it will not be possible to satisfy the conditions of Corollary 4, but we will be able to satisfy the weaker conditions of Remark 5. Consequently, we will need to know what linear independence over A⊗1 n implies about pointwise linear independence over C. We use a technique developed by Deckard and Pearcy [2] to solve systems of linear equations in Stonian spaces. As stated, Lemma 6 is applicable in a variety of situations, but we are only concerned with the following one: 
Lemma 6. Let be a Stonian space and let A = (a ij ) ∈ M m,n (C( )). Suppose that
Proposition 7. Let {A i } k i=1 be ak i=1 (f i ⊗ 1 n )A i = 0, a contra- diction.
The structure of multilinear maps
We begin be recalling the definition of the join to be used in our calculations. 
Example 9. Let A be the abelian von Neumann algebra whose maximal ideal space consists of two points and let A be a proper subalgebra of M 2 (C). Then A ⊗ A A ⊕ A is always an algebra whose linear dimension is even. On the other hand, if D 2 and T 2 denote the subalgebras of diagonal and upper triangular matrices in M 2 (C), respectively, then
of odd linear dimension. Evidently, there are subalgebras of A ⊗ M 2 (C) that are not unitarily equivalent to A ⊗ A for some proper subalgebra A of M 2 (C).
It will become necessary to distinguish between elements of the tensor product of Hilbert spaces and rank one operators between Hilbert spaces. Suppose that h 0 ∈ H and k 0 ∈ K. Then h 0 ⊗ k 0 denotes a vector in H ⊗ K, while k 0⊗ h 0 will denote the rank one operator defined by h → h, h 0 k 0 for all h ∈ H.
For the remainder of this paper, A will denote an maximal abelian von Neumann algebra acting on H, A will denote a norm closed subalgebra of A ⊗ L(K), and B will denote an ultraweakly closed subalgebra of M n (A) containing A ⊗ C1 n . Furthermore, 
where X j ∈ A * B and j is a bounded m-linear mapping with values in the ultra-
(K)) and ∈ Z m (B, M n (A)).
Note that the multilinear maps appearing in (1) inherit the multimodularity of . In particular, for all a ∈ A and 1 j m, we have
and is homogeneous with respect to A ⊗ 1 n . The multilinear maps appearing in the (2, 1) entry of (1) may be further decomposed. We continue to follow the outline and the techniques set forth by Gilfeather and Smith [5] . However, in the present context, there are significant differences in both the statements and proofs of the intermediate steps and, of course, in the final results. 
Lemma 11. Let
: A × · · · × A × A ⊗ * L(C n , K) × B × · · · × B → (A ⊗ L(C n , K)) − be
. , B m ), where S ∈ A ⊗ L(K) and : B × · · · × B → M n (A) is a bounded (m − 1)-linear map that is homogeneous with respect to
Proof. The proof of (2) 
. . , E i r j r )(h ⊗ e q ).
Since A is maximal, 
By linearity, (3) holds for all U m−r ∈ A ⊗ L(C n , K), B 1 , . . . , B r ∈ B, and x ∈ H ⊗ C n . Since is bounded, (3) must also be true for U m−r ∈ A ⊗ * L(C n , K).
In our subsequent calculations, it is valuable to know when the sums appearing in Lemma 11 are equal to zero.
Lemma 12. Let 0 r < m and p ∈ N. Suppose
i : A × · · · × A → A ⊗ L(K) is a (m − r − 1
)-linear map and i : B × · · · × B → M n (A) is a r-linear map for all
is linearly independent with respect to A ⊗ 1 n and (A 1 , . . . , A m−r−1 )U i (B 1 , . . . , B Every A ∈ A ⊗ L(K) has a matrix (a ) , ∈T with respect to {f } ∈T , where a ∈ A for all , ∈ T . In particular, we let S i = (s i ) , ∈T for all 1 i p. Then, for all h 1 , h 2 ∈ H, , ∈ T , and 1 s, t n, we have
for all 1 i p, and, consequently
Since
is linearly independent with respect to A ⊗ 1 n , s i = 0 for all 1 i p and , ∈ T , and, therefore, S i = 0 for all 1 i p. 
are linearly independent over A ⊗ 1 n , we conclude that i (A 1 , . . . , A m−r−1 ) = 0 for all 1 i p. Since A 1 , . . . , A m−r−1 ∈ A were arbitrary, i = 0 for all 1 i p, and the proof is complete.
Note that the proof of Lemma 12 does not require that A be maximal. In certain calculations, we shall replace A by a von Neumann subalgebra of A. More precisely, the following lemma will be applicable.
Lemma 13. Let 0 r < m, let t ∈ N, and let p ∈ A be a projection.
By Proposition 10 and Lemma 11, every ∈
is a linear combination of maps of the form (B m−r+1 , . . . , B m ) (A 1 , . . . , A m ) ,
where 0 r < m and X 1 , . . . , X m ∈ A * B. The coboundaries of the constituent elements of were calculated separately by Gilfeather and Smith [5] and recorded in a table that we reproduce for the sake of reference. Each coboundary in Table 1 is evaluated at X 1 , . . . , X m+1 ∈ A * B.
We now demonstrate that every cocycle in
is equivalent to a cocycle with zeros on the diagonal. 
where X 1 , . . . , X m ∈ A * B. Furthermore, j satisfies (2) for all 1 j m.
Proof.
We begin by applying Proposition 10 to and, using the notation in (1), we evaluate (* )(X 1 , . . . , X m+1 ), where X j ∈ A * B and B j = 0 for all 1 j m + 1. By Lemma 11, we may assume that 1 Table 1 , the (2,1) entry of (* )(
Now let N be the ultraweakly closed submodule of M n (A) over A ⊗ 1 n generated by 1 H ⊗ 1 n and { i } i=1 . By Theorem 3, there exist pairwise orthogonal projections
Choose j 0 such that 1 j 0 t and multiply (6) on the right by (p j 0 ⊗ 1 n ). We may assume, by redefining and replace with = + * , then is an equivalent cocycle to for which = 0. By Table 1 , retains the form of (1) and the maps in the (2, 1) entry of satisfy (2) . A similar calculation allows us to replace with an equivalent cocycle having the same form as (1) and such that = = 0.
The cohomology groups of A * B
Having chosen B to be a algebra of matrices with entries in A rather than C necessitates corresponding changes to the various coefficient spaces involved in our calculations. In particular, all multilinear maps on A * B will take values in A ⊗ L(C n ⊕ K), all multilinear maps on A will take values in A ⊗ L(K), and all multilinear maps on B will take values in M n (A). The coefficient spaces will be omitted from future notation, for brevity.
These new coefficient spaces are all bimodules over A and type I von Neumann algebras whose respective centers are * -isomorphic to A. We shall express the cohomology groups of A * B as the tensor product of A-bimodules which will be denoted ⊗ A in contrast to the tensor product of complex vector spaces which we continue to denote by ⊗.
The results of the previous section demonstrate that cocycles on A * B taking values in A ⊗ L(C n ⊕K) have a particularly simple form. We use it to determine the cohomology groups of A * B.
Proof. Since A * B contains the abelian algebra (A⊗C1 n )⊕C1 A , every Y ∈ H 0 (A * B) must have the form Y = T ⊕ S, where T ∈ M n (A) and S ∈ A ⊗ L(K). Let {e j } n j =1 be the canonical basis for C n , let {f } ∈M be an orthonormal basis for K, and let X ∈ A * B, where
Let T = (t ij ) n i,j =1 be the matrix of T with respect to {e j } n j =1 and let S = (s ) , ∈M be the matrix of S with respect to {f } ∈M . In component form, the (2, 1) entry of XY becomes
for all h 1 , h 2 ∈ H, , ∈ M, and 1 i, j n, while the (2,1) entry of YX is
Apparently, if i = j (respectively, = ), then t ij = 0 (respectively, s = 0). On the other hand, when i = j and = , t ii = s = a ∈ A for all 1 i n and ∈ M.
The cohomology of B is determined by the cochains that are homogeneous with respect to A ⊗ 1 n . Furthermore, by Proposition 11, the multilinear maps on B that will appear in the calculation of H m (A * B) are also homogeneous with respect to A ⊗ 1 n . It will suffice, therefore, to consider cochains in
. Analogous notation will be used for cocycles, coboundaries, and cohomology groups.
Let p ∈ A be a projection and let Apply Theorem 3 to B to obtain a set of pairwise orthogonal projections
is a free module of finite type over (p i ⊗ 1 n )(A ⊗ 1 n ) for all 1 i t. We will assume that various weak* closed modules of multilinear maps on B i are free over (p i ⊗ 1 n )(A ⊗ 1 n ) of finite type. This is possible because only a finite number of steps are involved in the calculation of any particular cohomology group and we may refine a given partition of 1 H at each step in such a way that every module involved in our calculation is a free module of finite type. The non-zero terms involving i,1,j and i,3,j may be subtracted from by adding a coboundary, because (3) and Table 1 imply that Since (1), (4), and (5) are precisely the conditions in the statement of the lemma, the proof is complete.
The calculation of H m (A * B) is now a formality, as a large majority of the work is contained in Lemmas 16 and 17.
