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Arifin Kurniawan, Analisis Sentimen Opini Film Menggunakan Metode Naïve 
Bayes dan Lexicon Based Features 
Pembimbing: Indriati, S.T, M.Kom dan Sigit Adinugroho, S.Kom., M.Sc 
Perkembangan teknologi informasi yang semakin pesat mengakibatkan 
banyak orang yang menulis opini mereka di media sosial seperti pada forum 
KASKUS. KASKUS merupakan situs forum online yang menyediakan tempat untuk 
mencari informasi dan berbagi hobi. Salah satunya adalah forum Movies yang 
berisi diskusi mengenai suatu film yang telah ditonton. Pengguna menuliskan 
opininya mengenai suatu film apakah film tersebut bagus atau jelek. Opini-opini 
tersebut dapat dianalisis untuk mengetahui bagaimana tanggapan pengguna 
tentang film tersebut agar menghasilkan output yang bermanfaat bagi pembuat 
film dengan melakukan analisis sentimen untuk mengklasifikasikan opini ke dalam 
kelas positif atau kelas negatif. Analisis sentimen dilakukan menggunakan metode 
Naïve Bayes untuk klasifikasi dan Lexicon Based Features untuk pembobotan nilai 
sentimen suatu kata. Proses yang dilakukan dimulai dari text preprocessing, term 
weighting, Naïve Bayes training, dan Naïve Bayes testing dengan pembobotan 
lexicon based features menggunakan kamus Barasa. Berdasarkan hasil pengujian 
yang dilakukan, dengan menggunakan metode Naïve Bayes dan Lexicon Based 
Features didapatkan nilai accuracy, precision, recall, dan f-measure sebesar 0,8, 
0,8, 0,8 dan 0,8. Sedangkan dengan menggunakan metode Naïve Bayes tanpa 
pembobotan Lexicon Based Features didapatkan nilai accuracy, precision, recall, 
dan f-measure sebesar 0,95, 1, 0,9 dan 0,9474. Sehingga penggunaan metode 
Naïve Bayes dengan Lexicon Based Features masih belum dapat memberikan hasil 
lebih baik. 





Arifin Kurniawan, Sentiment Analysis Movie Opinion Using Naïve Bayes Method 
and Lexicon Based Features 
Supervisors: Indriati, S.T, M.Kom and Sigit Adinugroho, S.Kom., M.Sc 
The rapid development of information technology has resulted in many 
people writing their opinions on social media as in the KASKUS forum. KASKUS is 
an online forum site that provides a place to find information and share hobbies. 
One is called Movies forum which contains discussions about a movie that has been 
watched. Users writes their opinion about a film whether the film is good or bad. 
These opinions can be analyzed to determine how the user feedback about the film 
in order to produce useful output for the filmmaker by perform sentiment analysis 
to classify opinions into positive or negative classes. The process of sentiment 
analysis was performed using methods Naïve Bayes for classification and Lexicon 
Based Features to weight the sentiment value of a word. The process starts from 
text preprocessing, term weighting, Naïve Bayes training, and Naïve Bayes testing 
with Lexicon Based Features weighting using Barasa’s lexicon. Based on the results 
of tests performed, using Naïve Bayes and Lexicon Features Based method, the 
values of accuracy, precision, recall, and f-measure were 0.8, 0.8, 0.8 and 0.8. 
While using the Naïve Bayes method without Lexicon Based Features, the values 
of accuracy, precision, recall, and f-measure are 0.95, 1, 0.9 and 0.9474. So, the 
use of Naïve Bayes and Lexicon Based Features methods still cannot provide better 
results. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Film adalah salah satu media komunikasi yang memiliki sifat audio visual (suara 
dan gambar) yang mana berisi pesan tersirat yang disampaikan oleh pembuat film 
kepada sekelompok orang yang menyaksikannya (Effendy, 1986). Pesan yang 
tersirat pada suatu film berpengaruh kepada pemikiran penonton terhadap 
maksud dari film tersebut. Dengan menyaksikannya, penonton seakan-akan 
dibawa masuk mengikuti jalan cerita sehingga dapat mempengaruhi persepsi 
penonton untuk menyampaikan opini mereka tentang bagaimana alur, latar, 
penokohan, dan ending cerita.  
Opini atau pendapat adalah pandangan seseorang terhadap suatu persoalan 
(Abdullah, 2001). Opini yang disampaikan oleh seseorang terhadap suatu hal yang 
sama dapat menyebabkan munculnya penilaian yang berbeda. Semakin pesatnya 
perkembangan teknologi informasi, semakin banyak orang yang menulis opini 
mereka tentang sebuah produk atau layanan di media sosial (Ratnawati & 
Winarko, 2018). Opini-opini tersebut dituliskan pada sebuah blog atau website. 
Beberapa blog dan website yang mengulas tentang suatu film menggunakan 
Bahasa Indonesia antara lain Cinemags Magazine, Cenayang Film, Watchmen ID, 
dan Forum Movies Kaskus. Blog dan website tersebut mengulas tentang film yang 
berupa opini dari sudut pandang penulis. Opini-opini tersebut dapat dianalisis 
untuk mengetahui bagaimana tanggapan penulis tentang film tersebut yang 
menghasilkan output yang bermanfaat bagi pembuat film. Salah satunya adalah 
dengan melakukan analisis sentimen.  
Pada penelitian sebelumnya mengenai analisis sentimen mengunakan metode 
naïve bayes terhadap data opini di twitter di beberapa situs online marketplace di 
Indonesia. Dari hasil pengujian yang dilakukan, didapatkan rata-rata akurasi 
sebesar 93.33% (Artanti, Syukur, Prihandono, & Setiadi, 2018). Penelitian 
selanjutnya mengenai implementasi algoritme naïve bayes terhadap analisis 
sentimen opini film pada twitter. Berdasarkan hasil pengujian yang dilakukan, 
didapatkan nilai akurasi sebesar 90% (Ratnawati, 2018). 
Pada penelitian yang dilakukan oleh Siddiqua, et al., (2017) yang melakukan 
penggabungan rule-based classifier dengan ensemble features dan metode 
machine learning untuk analisis sentimen pada microblog, penggunaan lexicon 
based features berperan penting untuk analisis sentimen. Penelitian selanjutnya 
yang dilakukan oleh Suryadi & Winarko (2017) yang menggunakan metode naïve 
bayes classifier dan pendekatan lexicon based untuk analisis sentimen review 
hotel. Dari hasil pengujian yang dilakukan, didapatkan nilai rata-rata akurasi 
sebesar 89,95%, nilai rata-rata presisi sebesar 98,55%, dan nilai rata-rata f-
measure sebesar 91,07%. 
Penelitian selanjutnya mengenai analisis sentimen yang menggunakan metode 
Learning Vector Quantization (LVQ) dan lexicon based features untuk klasifikasi 




Berdasarkan pengujian yang dilakukan, hasil klasifikasi dengan hanya 
menggunakan metode Learning Vector Quantization didapatkan akurasi sebesar 
54,54%, precision sebesar 1, recall sebesar 0,1667, dan f-measure sebesar 0,2858. 
Sedangkan hasil klasifikasi dengan menggunakan metode Learning Vector 
Quantization dan lexicon based features didapatkan akurasi sebesar 90,91%, 
precision sebesar 0,8571, recall sebesar 1, dan f-measure sebesar 0,9231. Hal 
tersebut membuktikan penggunaan lexicon based features dapat meningkatkan 
akurasi sistem. 
Berdasarkan uraian di atas, penulis mengusulkan penelitian mengenai analisis 
sentimen dengan menggunakan metode naïve bayes untuk klasifikasi dan untuk 
mengatasi masalah apakah suatu kata termasuk positif atau negatif digunakan 
lexicon based features. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan sebelumnya, maka dapat 
dibuat rumusan masalah sebagai berikut: 
1. Bagaimana penggunaan metode Naïve Bayes dan lexicon based features untuk 
analisis sentimen opini film? 
2. Bagaimana tingkat akurasi pada analisis sentimen opini film menggunakan 
metode Naïve Bayes dan lexicon based features? 
1.3 Tujuan 
Tujuan dari penelitian ini adalah sebagai berikut: 
1. Melakukan analisis sentimen opini film menggunakan metode Naïve Bayes dan 
lexicon based features agar mengetahui apakah sebuah opini mengandung 
sentimen positif atau sentimen negatif.  
2. Menguji tingkat akurasi pada pada analisis sentimen opini film menggunakan 
metode Naïve Bayes dan lexicon based features 
1.4 Manfaat 
Manfaat yang diharapkan dari penelitian ini adalah sebagai berikut: 
1. Dapat membantu para penonton film dalam mengambil keputusan saat ingin 
menonton sebuah film agar lebih efisien dibandingkan jika harus membaca 
ulasan yang dapat memakan waktu cukup lama. 
2. Dapat digunakan sebagai referensi untuk penelitian-penelitian selanjutnya 
dengan topik analisis sentimen 
1.5 Batasan Masalah 
Agar perumusan permasalahan lebih terfokus dan tidak meluas, sehingga 
diberikan batasan-batasan sebagai berikut: 




2. Dokumen opini yang digunakan diperoleh dari forum Movies www.kaskus.com 
3. Sentimen diklasifikasikan ke dalam dua kelas yaitu positif dan negatif 
4. Dokumen yang digunakan sebagai dataset sebanyak 150 dokumen dengan 130 
dokumen sebagai data latih dan 20 dokumen sebagai data uji 
1.6 Sistematika Pembahasan 
Sistematika pembahasan merupakan gambaran secara umum pada setiap bab 
yang dituliskan dalam penelitian ini. Adapun sistematika pembahasan dalam 
penelitian ini adalah sebagai berikut: 
BAB 1 PENDAHULUAN 
Bab ini menguraikan tentang latar belakang, rumusan masalah, tujuan 
penelitian, manfaat penelitian, batasan masalah, dan sistematika pembahasan. 
BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini membahas tentang teori, metode, penelitian terdahulu dan referensi 
yang terkait dengan penelitian ini. 
BAB 3 METODOLOGI 
Bab ini menguraikan metode atau cara yang digunakan pada penelitian ini yang 
terdiri dari tipe penelitian, strategi penelitian, partisipan penelitian, lokasi 
penelitian, teknik pengumpulan data, metode analisis data dan pembahasan hasil, 
peralatan pendukung yang digunakan, dan implementasi algoritme. 
BAB 4 PERANCANGAN DAN IMPLEMENTASI 
Bab ini menguraikan tentang rancangan proses yang terjadi pada sistem dalam 
bentuk flowchart, perhitungan manual, perancangan pengujian, dan implementasi 
sistem. 
BAB 5 PENGUJIAN DAN ANALISIS 
Bab ini berisi tentang pengujian dan analisis dari sistem yang telah dibangun. 
BAB 6 PENUTUP 
Bab ini berisi kesimpulan dari penelitian yang telah dilakukan. Kekurangan 





BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Kajian Pustaka 
Penelitian pertama yang dilakukan oleh Muljono, et al., (2018) yang 
melakukan analisis sentimen untuk penilaian situs belanja online menggunakan 
algoritme naïve bayes. Pada penelitian ini, dilakukan analisis sentimen terhadap 
opini pelanggan online marketplace di Indonesia pada Twitter yang nantinya 
digunakan untuk menentukan rating online marketplace agar masyarakat tidak 
salah memilih situs marketplace untuk berbelanja. Berdasarkan pengujian yang 
dilakukan menggunakan 10 kali validasi silang (10-fold cross validation) didapatkan 
rata-rata akurasi sebesar 93.33%. 
Penelitian kedua yang dilakukan oleh Ratnawati (2018) yang melakukan 
implementasi algoritme naïve bayes untuk analisis sentimen opini film pada 
Twitter. Berdasarkan pengujian yang dilakukan menggunakan 5-fold cross 
validation didapatkan nilai evaluasi tertinggi pada fold kedua dengan rincian: 
akurasi sebesar 90%, precision 92%, recall 90%, dan f-measure 90%. 
Penelitian selanjutnya yang dilakukan oleh Siddiqua, et al., (2016) yang 
melakukan analisis sentimen menggunakan kombinasi rule-based classifier 
dengan ensemble feature dan metode machine learning pada Twitter. Pada 
penelitian ini, fitur dikategorikan ke dalam beberapa kategori yaitu twitter specific 
features, textual features, parts-of-speech (POS) features, lexicon based features, 
dan bag-of-words (BoW) features. Untuk metode klasifikasinya digunakan Naïve 
Bayes classifier, multinomial Naïve Bayes classifier, sequential minimal 
optimization (SMO) untuk support vector machine (SVM) yang diimplementasikan 
menggunakan WEKA. Metode klasifikasi tersebut dilakukan konfigurasi 
menggunakan pendekatan ensemble untuk meningkatkan performa klasifikasi. 
Berdasarkan pengujian yang dilakukan, dengan melakukan beberapa kombinasi 
didapatkan akurasi sebesar 87.74%, precission 84.35%, recall 92.31%, dan f1 score 
88.42%. Pada penelitian ini juga disimpulkan penggunaan lexicon based features 
berperan penting untuk analisis sentimen.  
Penelitian selanjutnya yang dilakukan oleh Suryadi & Winarko (2017) yang 
menggunakan metode naïve bayes classifier dan pendekatan lexicon based untuk 
analisis sentimen review hotel. Pada penelitian ini juga digunakan metode support 
vector machine sebagai pembanding. Dari hasil pengujian yang dilakukan, metode 
naïve bayes classifier memberikan nilai rata-rata akurasi sebesar 89,95%, nilai 
rata-rata presisi sebesar 98,55%, dan nilai rata-rata f-measure sebesar 91,07% 
yang mana lebih baik daripada metode support vector machine. 
Penelitian selanjutnya mengenai analisis sentimen yang menggunakan 
metode Learning Vector Quantization (LVQ) dan lexicon based features untuk 
klasifikasi video clickbait pada YouTube yang dilakukan oleh Lestari, et al. (2019). 
Berdasarkan pengujian yang dilakukan, hasil klasifikasi dengan hanya 
menggunakan metode Learning Vector Quantization didapatkan akurasi sebesar 




Sedangkan hasil klasifikasi dengan menggunakan metode Learning Vector 
Quantization dan lexicon based features didapatkan akurasi sebesar 90,91%, 
precision sebesar 0,8571, recall sebesar 1, dan f-measure sebesar 0,9231. 
Penggunaan metode klasifikasi lain seperti support vector machine yang 
juga menggunakan lexicon based features yang dilakukan oleh Rofiqoh, et al., 
(2017) untuk analisis sentimen tingkat kepuasan pengguna penyedia layanan 
Telekomunikasi Seluler Indonesia pada data twitter. Dari hasil pengujian yang 
dilakukan, penambahan lexicon based features berpengaruh untuk analisis 
sentimen, namun tingkat akurasinya lebih rendah  dibandingkan tanpa 
menggunakan lexicon based features. Hal tersebut dikarenakan terdapat kata 
yang bersentimen positif pada data uji yang sebenarnya bersentimen negatif dan 
sebaliknya. Nilai accuracy yang didapatkan sebesar 79%, precision sebesar 65%, 
recall sebesar 97%, dan f-measure sebesar 78%. 
2.2 Dasar Teori 
2.2.1 KASKUS 
 KASKUS adalah situs forum online tempat Berbagi Hobi & Berkomunitas 
pertama serta terbesar di Indonesia. KASKUS didirikan pada tanggal 6 November 
1999 oleh Andrew Darwis, Ronald, dan Budi saat sedang melanjutkan studi di 
Seattle, Amerika Serikat. Berikut tampilan halaman awal KASKUS dapat dilihat 
pada Gambar 2.1. 
 
Gambar 2.1 Tampilan halaman awal KASKUS 
KASKUS menyediakan tempat untuk mencari informasi, berbagi hobi, 
bergabung dan berinteraksi dengan komunitas, bertransaksi jual beli pada empat 
platform yaitu: Forum, Jual Beli (JB), TV, dan Podcast. Pada Forum terdapat 
beberapa kategori dan subforum di setiap kategori. Salah satunya adalah Movies. 




yang disebut thread. Di dalam sebuah thread, pengguna yang terdaftar atau yang 
disebut Kaskuser dapat melakukan komentar atau balasan. 
 
Gambar 2.2 Tampilan forum Movies KASKUS 
2.2.2 Text Mining 
Text mining adalah proses menemukan pola atau informasi yang 
sebelumnya tidak terlihat pada sebuah dokumen teks atau sumber tertentu yang 
nantinya akan digunakan sebagai informasi yang bermanfaat untuk tujuan 
tertentu (Adeva & Calvo, 2006). Penggunaan text mining dapat menyelesaikan 
masalah seperti analisis sentimen, clustering dokumen, klasifikasi dokumen, 
ekstraksi informasi, pencarian informasi, dan web mining.  
Text mining merupakan penerapan konsep dan teknik dari data mining, 
namun tahapan dalam text mining lebih banyak dibandingkan data mining karena 
text mining mengolah data teks yang tidak terstruktur. Berdasarkan hal tersebut, 
diperlukan tahap awal yaitu preprocessing untuk mendapatkan data teks yang siap 
untuk diproses. 
2.2.3 Analisis Sentimen 
Analisis sentimen atau disebut juga opinion mining adalah bidang ilmu 
yang menganalisis opini, sentimen, evaluasi, penilaian, sikap, dan emosi terhadap 
suatu entitas seperti produk, layanan, organisasi, individu, isu, peristiwa, dan topik 
(Liu, 2012). Analisis sentimen berfokus pada opini yang mengekspresikan 
sentimen positif atau negatif. Metode yang digunakan dalam melakukan analisis 
sentimen antara lain K-Nearest Neighbor (K-NN), Naïve Bayes, Support Vector 
Machine (SVM), dan Lexicon Based. 
2.2.4 Text Preprocessing 
Text preprocessing adalah tahap awal pada proses text mining untuk 




dalam text preprocessing yaitu: stemming, tokenizing, dan filtering. Tahapan text 
preprocessing menghasilkan kumpulan kata yang nantinya dijadikan sebagai 
indeks. 
2.2.4.1 Stemming 
Stemming adalah proses mengubah bentuk suatu kata menjadi kata 
dasarnya. Setiap kata berimbuhan (awalan dan akhiran) akan dihilangkan dan 
membentuk kata dasar sehingga proses text mining dapat lebih optimal. Beberapa 
library stemming teks berbahasa Indonesia yaitu Sastrawi Stemmer, Arifin dan 
Setiono Stemmer, dan Nazief dan Adriani Stemmer. Pada penelitian ini, library 
stemming yang digunakan adalah library Python Sastrawi Stemmer. 
Python Sastrawi stemmer adalah pengembangan dari library PHP Sastrawi 
stemmer, dimana library tersebut menerapkan algoritme Nazief dan Andriani, 
kemudian ditingkatkan oleh Algoritma CS (Confix Stripping), kemudian 
ditingkatkan lagi oleh algortima ECS (Enhanced Confix Stripping), lalu ditingkatkan 
lagi oleh Modified ECS (Librian, 2016). Pada library ini juga dilakukan case folding, 
yaitu pengubahan semua huruf menjadi huruf kecil, penghilangan karakter selain 
huruf, dan juga penghilangan tanda baca. 
2.2.4.2 Tokenizing 
Tokenizing adalah proses memecah kata-kata yang menjadi penyusun 
suatu dokumen. Pada proses ini dilakukan penghilangan terhadap karakter 
whitespace seperti spasi. Karakter-karakter tersebut dianggap sebagai pemisah 
kata dan tidak memiliki pengaruh terhadap text preprocessing.  
2.2.4.3 Filtering 
Filtering adalah proses penyaringan kata dari hasil proses tokenizing. 
Metode yang dapat digunakan untuk proses filtering yaitu stoplist atau wordlist. 
Stoplist adalah kumpulan kata yang tidak penting yang dapat dibuang dengan 
pendekatan bag-of-words. Kata-kata hasil tokenizing akan dibandingkan dengan 
kata yang ada dalam stoplist. Jika suatu kata dalam dokumen hasil tokenizing juga 
terdapat pada kata yang ada dalam stoplist, maka kata dalam dokumen hasil 
tokenizing dihilangkan. Wordlist adalah kumpulan kata penting yang 
dipertahankan dengan pendekatan bag-of-words. Kata-kata hasil tokenizing juga 
dibandingkan dengan kata yang ada dalam wordlist. Akan tetapi, jika kata dalam 
dokumen hasil tokenizing tidak terdapat dalam wordlist, maka kata tersebut 
dihilangkan. 
2.2.5 Term Weighting 
Term weighting atau pembobotan kata adalah proses mengubah indeks 
atau fitur dari hasil preprocessing yang berupa data kualitatif menjadi data 
kuantitatif dengan memberi nilai atau bobot. Hasil dari proses term weighting 
dapat digunakan untuk proses klasifikasi. Beberapa metode term weighting antara 
lain: binary-term weighting, raw-term frequency weighting, log-frequency 




inverse document frequency (TF-IDF). Metode term weighting yang digunakan 
pada penelitian ini adalah metode raw-term frequency weighting. 
Term frequency (TF) adalah banyaknya kemunculan kata pada suatu 
dokumen. Raw-term frequency weighting adalah bobot suatu kata pada suatu 
dokumen berdasarkan jumlah kemunculan kata tersebut pada dokumen. Untuk 
menghitung bobot dari raw-term frequency weighting (Wtd) dapat dilihat pada 
Persamaan 2.1. 
𝑤𝑡,𝑑 = 𝑡𝑓𝑡,𝑑 
(2.1) 
Keterangan: 
 𝑤𝑡𝑓𝑡,𝑑  : bobot kemunculan kata 𝑡 pada dokumen 𝑑 
  𝑡𝑓𝑡,𝑑 : kemunculan kata 𝑡 pada dokumen 𝑑 
2.2.6 Klasifikasi 
Klasifikasi adalah memasukan suatu data yang kelasnya belum diketahui 
berdasarkan data yang kelasnya sudah didefinisikan sebelumnya. Proses klasifikasi 
dibagi menjadi dua yaitu learning step dan classification step. Pada learning step, 
dilakukan pembuatan model klasifikasi dengan menggunakan algoritme yang 
mempelajari data yang kelasnya sudah didefinisikan sebelumnya atau data latih. 
Karena kelasnya sudah diketahui sebelumnya, tahap ini disebut supervised 
learning. Selanjutnya model hasil learning step digunakan pada classification step 
untuk memprediksi suatu data yang kelasnya belum diketahui (Han, et al., 2011). 
2.2.7 Naïve Bayes Classifier 
Naïve bayes classifier adalah metode klasifikasi berbasis statistik 
berdasarkan teorema Bayes yang berdasarkan peluang bersyarat untuk 
mengklasifikasikan suatu data ke dalam kelas yang sudah ditentukan sebelumnya 
(Han, et al., 2011). Disebut ‘naïve’ karena nilai dari suatu atribut tidak berpengaruh 
atau independen terhadap nilai dari atribut lainnya yang disebut conditional 
independence. Naïve bayes classifier juga menunjukkan tingginya akurasi dan 
cepat ketika diimplementasikan ke data yang besar dibandingkan dengan 
performa dari decision tree dan beberapa algoritme klasifikasi neural network 
(Han, et al., 2011). Secara umum persamaa naïve bayes classifier dapat dilihat 
pada Persamaan 2.2 
𝑃(𝑐|𝑤) =







 𝑃(𝑐|𝑤) : Posterior, peluang kelas 𝑐 terhadap kata 𝑤 




 𝑃(𝑐) : Prior, peluang kemunculan kelas 𝑐  
 𝑃(𝑑) : Evidence, peluang kemunculan kata 𝑤 
 Pada Persamaan 2.2 terdapat prior, likelihood, dan posterior. Perhitungan 






 𝑁𝑐 : jumlah dokumen pada data latih yang berkelas 𝑐 
 𝑁 : jumlah dokumen pada data latih 
 Pada penelitian ini, untuk menghitung likelihood atau conditional 
probability menggunakan model multinomial. Model ini memperhitungkan jumlah 









 𝑐𝑜𝑢𝑛𝑡(𝑤, 𝑐) : jumlah kemunculan kata 𝑤 pada kelas 𝑐 
 𝑐𝑜𝑢𝑛𝑡(𝑐) : jumlah kemunculan semua kata pada kelas 𝑐 
 Terdapat permasalahan yang sering terjadi pada perhitungan model 
multinomial dimana kemunculan kata tidak pernah terjadi akan membuat 
perhitungan bernilai nol yang disebut zero frequency problem (Kikuchi, et al., 
2015). Untuk mengatasi masalah tersebut, dilakukan laplace smoothing. Laplace 
smoothing mengatasi masalah tersebut dengan melakukan penambahan 1 pada 
kata yang tidak pernah muncul atau pada pembilang sehingga dianggap pernah 
muncul sekali dan penambahan kata unik pada penyebut. Perhitungan laplace 
smoothing dapat dilihat pada Persamaan 2.5. 
𝑃(𝑤|𝑐) =







 |𝑣| : jumlah kata unik 













 |𝑤| : jumlah kata 𝑤 yang muncul 
  |𝑆| : jumlah keseluruhan kata yang muncul pada seluruh dokumen 
2.2.8 Lexicon Based Features 
Lexicon based features adalah fitur atau kata yang telah diberi bobot 
berdasarkan kamus atau lexicon. Pemberian bobot dilakukan untuk setiap kata 
yang bersentimen positif atau bersentimen negatif. Penggunaan lexicon based 
features bertujuan untuk menentukan orientasi sentimen suatu kata. Kamus atau 
lexicon yang digunakan pada penelitian ini adalah kamus Barasa milik David 
Moeljadi. Barasa adalah SentiWordnet berbahasa Indonesia yang berasal dari 
gabungan Bahasa WordNet v1.1 dan SentiWordNet 3.0 Bahasa Inggris. Struktur 
dari Barasa yaitu: synset, language, goodness, lemma, PosScore, dan NegScore. 
Kamus Barasa didapat dari proses generate file barasa.py menggunakan Anaconda 
Prompt. Berikut isi dari file Barasa. 
 
Gambar 2.3 Isi file Barasa 
Pada penelitian ini digunakan nilai sentimen yang didapat dari perhitungan 
jumlah dari nilai PosScore atau NegScore dibagi dengan nilai total dari PosScore 
dan NegScore untuk pembobotan masing-masing kata. Perhitungan jumlah nilai 
PosScore dan NegScore dapat dilihat pada Persaman 2.7, dan Persamaan 2.8 












 𝑠𝑢𝑚_𝑃𝑜𝑠𝑆𝑐𝑜𝑟𝑒 : jumlah nilai PosScore suatu kata 
 𝑃𝑜𝑠𝑆𝑐𝑜𝑟𝑒  : nilai positif suatu kata berdasarkan kamus 








 𝑠𝑢𝑚_𝑁𝑒𝑔𝑆𝑐𝑜𝑟𝑒 : jumlah nilai NegScore suatu kata 
 𝑁𝑒𝑔𝑆𝑐𝑜𝑟𝑒  : nilai negatif suatu kata berdasarkan kamus 
 Perhitungan nilai total dari PosScore dan NegScore dari suatu kata dapat 
dilihat pada Persamaan 2.9. 





 𝑡𝑜𝑡𝑎𝑙_𝑠𝑐𝑜𝑟𝑒 : jumlah nilai sum_PosScore dan sum_NegScore suatu kata 
 Perhitungan nilai sentimen suatu kata pada kelas positif dan kelas negatif 


















𝑠𝑒𝑛𝑡𝑖_𝑠𝑐𝑜𝑟𝑒_𝑛𝑒𝑔(𝑘𝑎𝑡𝑎) : nilai sentimen suatu kata pada kelas negatif 
 
Nilai sentimen suatu kata berupa bilangan real dengan interval 0 sampai 1. 
Jika nilai sentimen suatu kata mendekati 1, maka kata tersebut memiliki sentimen 




sentimen yang semakin negatif. Nilai sentimen tersebut nantinya akan 
diintegrasikan ke dalam perhitungan posterior untuk masing-masing kelas positif 
dan kelas negatif. Perhitungan tersebut dapat dilihat pada Persamaan 2.12 (Goel, 
et al., 2017). 
𝑃(𝑐|𝑤) =







Evaluasi dilakukan untuk mengetahui apakah sistem yang dibuat telah 
sesuai antara hasil sistem analisis sentimen dengan hasil sebenarnya. Metode 
evaluasi yang digunakan pada penelitian ini adalah evaluasi temu kembali tak 
berperingkat menggunakan metode confusion matrix dan evaluasi relevansi 
menggunakan kappa measure.  
2.2.9.1 Evaluasi Temu Kembali Tak Berperingkat 
Confusion matrix adalah tabel yang digunakan untuk menganalisa 
keakuratan sebuah metode klasifikasi untuk memprediksi kelas suatu data (Han, 
et al., 2011). Pada penelitian ini, data diklasifikasikan ke dalam dua kelas yaitu 
positif dan negatif atau disebut klasifikasi biner. Pada klasifikasi biner, tabel 
confusion matrix dapat dilihat pada Tabel 2.1. 
Tabel 2.1 Confusion Matrix 
Data Class Classified as Positive Classified as Negative 
positive true positive (tp) false negative (fn) 
negative false positive (fp) true negative (tn) 
Sumber: (Sokolova & Lapalme, 2009) 
Pada Tabel 2.1 terdapat empat istilah ukuran evaluasi yang 
merepresentasikan hasil klasifikasi yaitu true positive (tp), true negative (tn), false 
positive (fp), dan false negative (fn). Penjelasan dari keempat istilah tersebut 
dijelaskan sebagai berikut (Han, et al., 2011): 
• true positive (tp): data kelas positif yang diklasifikasikan sebagai kelas 
positif. 
• true negative (tn): data kelas negatif yang diklasifikasikan sebagai kelas 
negatif. 
• false positive (fp): data kelas negatif yang diklasifikasikan sebagai kelas 
positif. 





Berdasarkan tabel confusion matrix, dapat dilakukan evaluasi untuk 
mengukur performa dari sistem yang dibuat yaitu dengan menghitung nilai 
accuracy, precision, recall, dan f-measure. 
Accuracy adalah persentase dari data uji yang kelasnya diklasifikasikan 
secara benar oleh sistem sesuai dengan kelas aslinya (Han, et al., 2011). 
Perhitungan accuracy dapat dilihat pada Persamaan 2.13. 
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝 + 𝑡𝑛





Precision adalah nilai kesesuaian antara kelas data yang dihasilkan sistem 
dengan kelas sebenarnya (Han, et al., 2011). Perhitungan nilai precision dapat 








Recall adalah nilai dari ketepatan banyaknya data yang berhasil dihasilkan 
sistem berdasarkan kelas sebenarnya (Han, et al., 2011). Perhitungan nilai recall 








 F-measure adalah ukuran hubungan timbal balik antara precision dan 
recall. F-measure juga disebut sebagai alternatif dengan menggabungkan precision 
dan recall menjadi satu ukuran evaluasi (Han, et al., 2011). Perhitungan f-measure 
dapat dilihat pada Persamaan 2.16. 
𝐹 =






2.2.9.2 Evaluasi Relevansi 
Evaluasi relevansi dilakukan untuk menilai apakah dokumen-dokumen 
yang dijadikan dataset relevan. Metode yang digunakan pada penelitian ini adalah 
kappa measure. Kappa measure digunakan untuk mengukur kesepakatan antara 
para penilai (Han, et al., 2011). Perhitungan kappa measure dapat dilihat pada 











 𝑃(𝐴) : proporsi banyaknya penilai yang sama 
 𝑃(𝐸) : proporsi banyaknya penilai yang sama karena kebetulan 
 Kappa bernilai 1 jika semua penilai selalu setuju, bernilai 0 jika penilai 
hanya setuju dengan nilai yang diberikan berdasarkan peluang, dan bernilai 
negatif jika penilai lebih buruk dari relevansi secara acak. Nilai kappa lebih dari 0,8 
termasuk kesepakatan yang baik, nilai kappa antara 0,67 sampai 0,8 termasuk 






BAB 3 METODOLOGI PENELITIAN 
3.1 Tipe Penelitian 
Penelitian ini merupakan penelitian yang bertipe nonimplementatif. Tipe 
nonimplementatif menekankan pada penyelidikan terhadap suatu fenomena atau 
situasi tertentu yang disebut deskriptif atau menjelaskan hubungan sebuah objek 
penelitian terhadap suatu fenomena atau situasi tertentu yang disebut analitik. 
Secara umum penelitian tipe nonimplementatif mengutamakan penggalian 
informasi dan bertujuan untuk mengidentifikasi elemen-elemen penting sebuah 
objek yang nantinya menghasilkan hasil investigasi atau hasil analisis. Pendekatan 
pada penelitian ini termasuk nonimplementatif analitik karena menghasilkan 
analisis sebagai hasil sistem yaitu apakah penggunaan metode Naïve Bayes dan 
lexicon based features cukup efektif untuk menentukan hasil analisis sentimen. 
3.2 Strategi dan Rancangan Penelitian 
3.2.1 Strategi 
Strategi pada penelitian ini menggunakan strategi penelitian eksperimen. 
Penelitian eksperimen adalah strategi penelitian yang mencari tahu apakah 
sebuah treatment yang dilakukan berpengaruh terhadap hasil penelitian yang 
dikontrol oleh peneliti. Treatment atau metode yang digunakan pada penelitian 
ini yaitu naïve bayes dan lexicon based features. 
3.2.2 Partisipan Penelitian 
Partisipan atau yang terlibat pada penelitian ini adalah 3 orang mahasiswa 
Fakultas Ilmu Komputer Universitas Brawijaya. Peran dari partisipan tersebut 
adalah sebagai pakar yang memvalidasi apakah dokumen-dokumen yang dijadikan 
dataset termasuk ke dalam kelas positif atau kelas negatif.  
3.2.3 Lokasi Penelitian 
Penelitian dilakukan di Laboratorium Komputasi Cerdas Fakultas Ilmu 
Komputer Universitas Brawijaya Kota Malang, Jawa Timur. Pemilihan lokasi 
tersebut ditujukan untuk menerapkan metode Naïve Bayes dan Lexicon Based 
Features untuk analisis sentimen. 
3.2.4 Teknik Pengumpulan Data 
Pengumpulan data dilakukan dengan mengumpulkan data primer yang 
berupa balasan dari sebuah thread atau disebut komentar yang berasal dari Forum 
Kaskus kategori Movies dengan judul thread “[Thread Review Film] The Last Film 
You Saw - Good/bad/Biasa? MASUK!!” part 3 dan part 2. Komentar yang dipilih 
untuk dijadikan dataset adalah komentar dengan rentang waktu tahun 2011 
sampai tahun 2019. Kriteria pemilihan komentar yaitu komentar yang berbahasa 
Indonesia, menyertakan judul film, dan bukan balasan dari pengguna yang 




latih dan data uji, dimana setiap data terdiri dari dua kelas yaitu kelas positif dan 
kelas negatif. Dataset selanjutnya disimpan dalam file text (.txt) dengan tab 
delimited sebagai pemisah antara ulasan dengan kelas. 
3.2.5 Metode Analisis Data dan Pembahasan Hasil 
Metode yang digunakan untuk analisis data adalah dengan menghitung 
nilai accuracy, precission, recall, dan f-measure. Nilai tersebut digunakan untuk 
mengetahui apakah sistem telah berhasil memprediksi kelas sebuah data sesuai 
dengan kelas aslinya. Metode selanjutnya adalah menghitung nilai kappa-
measure. Nilai tersebut digunakan untuk mengukur relevansi data. 
3.2.6 Peralatan Pendukung 
Peralatan pendukung yang digunakan pada penelitian ini dibagi menjadi dua, 
yaitu: piranti keras dan piranti lunak. Adapun spesifikasi dari piranti keras dan 
piranti lunak yang digunakan antara lain: 
1. Piranti keras berupa laptop dengan spesifikasi: 
• CPU AMD Dual Core 1.35GHz 
• Memory 2GB 
• Harddisk Drive 500GB 
2. Piranti lunak yang meliputi: 
• Windows 10 Pro sebagai sistem operasi 
• IDE Spyder untuk menuliskan kode program dan menguji sistem yang 
mendukung Bahasa pemrogaman Python versi 3.6.4 dan library yang 
digunakan adalah Python Sastrawi stemmer 
• Microsoft Office Word 2015 untuk penyusunan dokumen 
• Microsoft Office Excel 2015 untuk menyimpan data 
• Google Chrome sebagai browser untuk pengambilan data pada situs 
www.kaskus.com 
3.2.7 Implementasi Algoritme 
Pada penelitian ini, sebelum dilakukan proses klasifikasi apakah suatu 
ulasan termasuk sentimen positif atau sentimen negatif dilakukan proses text 
preprocessing baik pada data latih maupun data uji. Selanjutnya untuk proses 
klasifikasi digunakan metode naïve bayes untuk klasifikasi kelas sentimen yaitu 
positif atau negatif dan lexicon based features untuk pembobotan kata yang 




BAB 4 PERANCANGAN 
4.1 Deskripsi Umum Sistem 
Sistem analisis sentimen opini film menggunakan metode Naïve Bayes dan 
lexicon based features diimplementasikan menggunakan Bahasa pemrograman 
Python versi 3.6.4. Tujuan dari sistem adalah untuk mempersingkat waktu untuk 
membaca dan mengetahui apakah suatu film yang diulas termasuk sentimen 
positif atau sentimen negatif. Manfaat dari sistem ini adalah untuk membantu 
para penikmat dan penonton dalam mengambil keputusan saat ingin menonton 
sebuah film tanpa harus membaca suatu ulasan yang dibuat oleh orang lain. 
4.2 Diagram Alir Sistem 
Diagram alir sistem menjelaskan tahapan-tahapan atau proses yang dilakukan 

































Gambar 4.1 Diagram alir sistem 
Proses pada sistem dibagi menjadi dua fase, yaitu: fase training dan fase 
testing. Pada fase training, masukan berupa data latih. Selanjutnya data latih 





















Naïve Bayes Testing 
Keluaran Posterior 
Selesai 




stemming, tokenizing, dan filtering. Selanjutnya hasil dari text processing 
dilakukan pembobotan kata atau term weighting dengan menggunakan metode 
pembobotan raw-term frequency. Kata yang telah diberi bobot selanjutnya 
digunakan pada proses training menggunakan metode Naïve Bayes, yaitu pada 
perhitungan nilai prior, likelihood, dan evidence. Nilai tersebut akan digunakan 
sebagai masukan pada fase testing. 
Pada fase testing, masukan berupa data uji, kamus Barasa, dan nilai prior, 
likelihood, dan evidence. Proses awal yang dilakukan adalah text preprocessing, 
dimana pada proses tersebut dilakukan stemming, tokenizing, dan filtering. 
Selanjutnya dilakukan pembobotan lexicon based features berdasarkan kata yang 
terdapat di kamus Barasa dengan menghitung nilai sentimen (senti_score). 
Selanjutnya dilakukan proses klasifikasi Naïve Bayes, yaitu dengan menghitung 
nilai posterior sebagai keluaran dari fase testing. Nilai posterior tertinggi akan 
menentukan kelas dari data uji. 
4.2.1 Diagram Alir Text Preprocessing 
Text preprocessing adalah tahap awal pada proses text mining untuk 
mendapatkan data yang siap untuk diproses. Tahapan dalam text preprocessing 
yaitu: stemming, tokenizing, dan filtering. Diagram Alir proses Text Preprocessing 





















Gambar 4.2 Diagram alir text preprocessing 
Berdasarkan Gambar 4.2, proses text preprocessing diawali dengan 
memasukkan data latih dan data uji yang selanjutnya dilakukan proses stemming, 
Text Preprocessing Mulai 
Masukan Data 














tokenizing, dan filtering. Hasil keluaran dari proses text preprocessing adalah list 
kata. 
4.2.1.1 Diagram Alir Stemming 
Proses awal text preprocessing  dilakukan proses stemming. Pada penelitian ini 
metode atau library stemmer yang digunakan adalah library stemmer Sastrawi 
Python. Pada proses stemming dilakukan case folding atau mengubah setiap kata 
penyusun dokumen menjadi huruf kecil, menghilangkan tanda baca dan 
pengubahan kata berimbuhan baik awalan maupun akhiran ke dalam bentuk kata 
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Suffixes (-lah, -kah, -ku, -mu, 
atau -nya) 
Kata berupa 
particles -lah, -kah, 
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Gambar 4.3 Diagram alir stemming 
Berdasarkan Gambar 4.3, proses stemming diawali dengan masukan data 
latih dan data uji yang selanjutnya dilakukan case folding dan penghilangan 
karakter tanda baca. Lalu seleksi apakah kata merupakan kata dasar. Jika ya maka 
kata akan dilewatkan dan masuk ke keluaran list hasil stemming. Jika tidak maka 
kata akan diproses untuk dihilangkan Inflection Suffixes (-lah, -kah, -ku, -mu, atau 
-nya). Jika kata berupa particles -lah, -kah, -tah atau -pun maka langkah ini diulangi 
lagi untuk menghapus Possesive Pronouns (-ku, -mu, atau -nya). Jika tidak maka 
akan masuk ke proses selanjutnya yaitu menghilangkan derivational suffix 
(imbuhan turunan) -i, -kan, -an. Selanjutnya dilakukan proses menghilangkan 
derivational prefix (awalan turunan) be-, di-, ke-, me-, pe-, se- dan te-. Keluaran 
dari proses stemming adalah list yang telah dilakukan proses stemming yang 
selanjutnya akan digunakan pada proses tokenizing. 
4.2.1.2 Diagram Alir Tokenizing 
Tokenizing adalah proses memecah kata-kata yang menjadi penyusun 






Kata dihilangkan imbuhan 
-i, -kan, -an 
Kata dihilangkan awalan 






























Gambar 4.4 Diagram alir tokenizing 
Berdasarkan Gambar 4.4, proses tokenizing diawali dengan memasukan 
list kata hasil stemming yang selanjutnya setiap kata yang dipisahkan oleh spasi 
akan dipecah atau disebut split dengan menghilangkan karakter spasi tersebut. 
Hasil dari proses tokenizing adalah list kata yang akan digunakan pada proses 
filtering. 
4.2.1.3 Diagram Alir Filtering 
Kata-kata hasil proses tokenizing akan disaring atau dihilangkan pada 
proses filtering. Metode yang digunakan untuk proses filtering yaitu stoplist. Pada 
proses ini, kata-kata hasil tokenizing akan dibandingkan dengan kata yang ada 
dalam stoplist. Jika suatu kata dalam dokumen hasil tokenizing juga terdapat pada 
kata yang ada dalam stoplist, maka kata dalam dokumen hasil tokenizing 
dihilangkan. Stoplist yang digunakan adalah stopword list Tala dengan 
penambahan kata seperti singkatan dan keyword emoticon Kaskus. Diagram alir 
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Gambar 4.5 Diagram alir filtering 
Berdasarkan Gambar 4.5, proses filtering diawali dengan masukan hasil 
proses tokenizing yaitu list kata yang selanjutnya akan dilakukan seleksi apakah 
kata pada list kata juga terdapat pada stoplist. Jika terdapat pada stoplist maka 
kata pada list kata akan dihilangkan, sedangkan jika tidak terdapat pada stoplist 
kata pada list kata tidak akan dihilangkan. Keluaran dari proses filtering adalah list 
kata yang telah dilakukan proses filtering yang selanjutnya akan digunakan pada 
proses term weighting. 
List kata hasil 
Filtering 
j = 0, j < jumlah 
kata 




List kata hasil 
Tokenizing 
Membaca stoplist Tala 








4.2.2 Diagram Alir Raw-Term Frequency Weighting 
Raw-term frequency weighting adalah bobot suatu kata pada suatu 
dokumen berdasarkan jumlah kemunculan kata tersebut pada dokumen. Diagram 























Gambar 4.6 Diagram alir term weighting 
Berdasarkan Gambar 4.6, proses term weighting diawali dengan masukan 
list kata hasil proses text preprocessing data latih. Selanjutnya dilakukan 
perulangan sebanyak jumlah dokumen dan perulangan di dalam perulangan 
sebanyak jumlah kata. Lalu dihitung jumlah term frequency atau banyaknya kata 
pada data latih dan data uji hasil proses text preprocessing. Keluaran dari proses 
ini adalah bobot setiap kata yang akan digunakan pada proses klasifikasi 
menggunakan metode Naïve Bayes. 
i = 0, i < jumlah 
dokumen 
Dok i Kata j += 1 















4.2.3 Diagram Alir Pembobotan Lexicon Based Features 
Pembobotan lexicon based features dilakukan untuk memberi bobot suatu 
kata apakah cenderung bersentimen positif atau bersentimen negatif. 
Pembobotan dilakukan berdasarkan kamus Barasa. Proses pembobotan lexicon 

































Gambar 4.7 Diagram alir pembobotan lexicon based features 
 Berdasarkan Gambar 4.7, proses pembobotan lexicon based features 







i = 0, i < data 


























goodness, lemma, PosScore, dan NegScore. Selanjutnya dilakukan proses 
perulangan sebanyak jumlah data. Lalu dilakukan perhitungan jumlah PosScore 
dan jumlah NegScore. Selanjutnya dilakukan perhitungan total_score dari 
penjumlahan sum_PosScore dengan sum_NegScore. Selanjutnya dilakukan 
perhitungan senti_score yang didapat dari perhitungan jumlah dari nilai PosScore 
atau NegScore dibagi dengan total_score. Keluaran dari proses ini adalah nilai 
sentimen yang akan digunakan pada fase Naïve Bayes testing, 
4.2.4 Diagram Alir Naïve Bayes Training 
Pada fase training, dilakukan perhitungan prior, likelihood, dan evidence. 

























i = 0, i < Dokumen 
𝑃𝑟𝑖𝑜𝑟 =
𝑗𝑢𝑚𝐷𝑜𝑘 𝑖 𝐾𝑒𝑙𝑎𝑠 𝑐
𝑗𝑢𝑚𝐷𝑜𝑘
 
Dokumen, Kata w, 
Kelas c, Bobot Raw-
term frequency 
j = 0, j < Kata 
Likelihood  
𝑃(𝐾𝑎𝑡𝑎 𝑤|𝐾𝑒𝑙𝑎𝑠 𝑐) =






|𝐽𝑢𝑚𝑙𝑎ℎ 𝐾𝑎𝑡𝑎 𝑤 𝑑𝑖 𝑘𝑒𝑙𝑎𝑠 𝑐|



















Gambar 4.8 Diagram alir Naïve Bayes training 
Berdasarkan Gambar 4.8, proses pada fase training diawali dengan 
masukan bobot raw term frequency. Selanjutnya dilakukan loop atau perulangan 
sebanyak jumlah kelas lalu dilakukan perhitungan prior atau peluang dari masing-
masing kelas dan nested loop atau perulangan di dalam perulangan sebanyak 
jumlah kata. Selanjutnya dilakukan perhitungan likelihood atau peluang bersyarat 
suatu kata w terhadap kelas c dan perhitungan evidence atau peluang munculnya 
kata w pada seluruh kejadian. Keluaran dari proses fase training adalah nilai prior, 
likelihood, dan evidence. 
4.2.5 Diagram Alir Naïve Bayes Testing 
Pada fase testing, dilakukan perhitungan posterior dengan pembobotan 

























Data Uji, Prior, 
Likelihood, dan 
Evidence 
i = 0, i < Dokumen 



























Gambar 4.9 Diagram alir Naïve Bayes testing 
Berdasarkan Gambar 4.9, proses fase testing diawali dengan masukan nilai 
objektifitas, data uji, nilai prior, nilai likelihood, dan nilai evidence. Selanjutnya 
dilakukan loop atau perulangan sebanyak jumlah dokumen dan nested loop atau 
perulangan di dalam perulangan sebanyak jumlah kata. Selanjutnya dilakukan 
seleksi apakah kata terdapat pada term unik dan kamus. Jika tidak maka proses 
dihentikan. Jika ya maka dilakukan proses perhitungan posterior untuk setiap kelas 
yaitu dengan menjumlahkan nilai likelihood dengan ObjScore terlebih dahulu lalu 
dilakukan perkalian dengan nilai prior. Selanjutnya hasil perkalian akan dibagi 
dengan nilai penjumlahan antara nilai evidence dengan ObjScore. Keluaran dari 
proses fase testing adalah nilai dari posterior yang digunakan untuk penentuan 
kelas dari data uji. 
4.3 Perhitungan Manual 
Tahapan pada perhitungan manual yaitu: mempersiapkan data latih dan 
data uji, text preprocessing, term weighting, dan klasifikasi menggunakan metode 
Naïve Bayes dan pembobotan lexicon based features. Pada perhitungan ini 
digunakan 10 dokumen sebagai data latih dengan rincian 5 kelas positif dan 5 kelas 
𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟_𝑝𝑜𝑠 𝑖 =
(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑_𝑝𝑜𝑠 𝑗 + 𝑠𝑒𝑛𝑡𝑖_𝑠𝑐𝑜𝑟𝑒_𝑝𝑜𝑠  𝑗) ∗ 𝑃𝑟𝑖𝑜𝑟 𝑝𝑜𝑠 
𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒 𝑗 + 𝑠𝑒𝑛𝑡𝑖_𝑠𝑐𝑜𝑟𝑒_𝑝𝑜𝑠 𝑗
 
𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟_𝑛𝑒𝑔 𝑖 =
(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑_𝑛𝑒𝑔 𝑗 + 𝑠𝑒𝑛𝑡𝑖_𝑠𝑐𝑜𝑟𝑒_𝑛𝑒𝑔  𝑗) ∗ 𝑃𝑟𝑖𝑜𝑟 𝑛𝑒𝑔 












negatif. Untuk data uji yang digunakan sebanyak 2 dokumen. Data latih yang 
digunakan dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Data latih 
No Ulasan Kelas 
1 
Filmnya bagus, gw lebih nekenin ke chemistry dari masing - 
masing pemainnya. Chemistrynya bagus banget, aktingnya asik 
emoticon-Big Grin Unsur pendukung dari film ini yaitu sound-
nya juga penempatannya cocok banget sama scene2nya, jadi 
lebih ngena gitu apa yang mau disampaikan dari film ini. Yang 
kurang menurut gw adalah kisah struggle perjuangan-nya itu 
terkesan cepet banget, gada masalah yang bisa lebih digali lagi. 
Padahal bisa lebih digali lagi masing - masing masalah dari tiap 
individu itu. Kesimpulannya, gw tetep puas dan enjoy selama 
nonton film ini emoticon-Big Grin 
Positif 
2 
Suka dengan film ini karena cerita cintanya beda dari 
kebanyakan film-film indo lainnya. Sinematografinya juga bisa 
dibilang kelas film-film internasional. Musiknya juga asik-asik. 
Akting julie estelle & tio pakusadewo juga bagus menurut saya. 
Demen liat julie estelle di film ini kalo udah megang piano trus 
nyanyi. Tone film ini agak lambat tapi saya gak ngantuk karena 
terbius dengan musik-musik & sinematografi yang bagus 
Positif 
3 
Cerdas ! premis yang sederhana dikombinasikan dengan 
scoring dan atmosfer yang dingin dan mampu menghadirkan 
ketakutan yang mencengkram hanya dengan set yang sempit 
dan akting murphy-rachel yang sama sama sangat bagus. 
Positif 
4 
Saya nonton yang extended 195 menit. Bagus nih niat bikinnya 
keren. Setting latar, properti, art dll bagus. Apalagi backsound 
musik scoringnya enak pas banget (ini teknis yang paling saya 
suka). Cuma di akting aja yang menurut saya agak kurang cocok 
terutama Junot sama Pevita. kalo Reza udah pas banget. 




Film ini mengangkat seri Cloverfield ke tingkatan yang lebih 
tinggi dari sepupunya. Pembangunan susana Dari tengah 
mendekati klimaks sangat dapet ditambah akting para cast nya 
yang menurut ane sangat bagus. Terutama aktor senior Josh 
Goodman patut diancungi jempol. Satu yang ane suka adalah 
sisi suspensnya yang pelan dan rapi terbangun. Bahkan, alien 




Wtf....ini film asli parah cast nya, kaya baru lulus sekolah akting 
semua, akting datar, cerita standar, dialog lemah, scoring 





No Ulasan Kelas 
penasaran dgn pertanyaan dan jawabannya eh tapi tau nya gitu 
doang, mana konklusi nya ga jelas, nyesel gw nontonnya 
7 
Sebuah film horor lanjutan yang sepanjang film nya 
membosankan dan garing tentunya. Film yang lebih buruk 
ketimbang film film sebelumnya, tak ada adegan adegan yang 
membuat kita ketakutan. 
Negatif 
8 
Film sampah, alur lambat, cerita dangkal dan membosankan, 
buang waktu dan bikin ngantuk emoticon-Najis 
Negatif 
9 
Dari judulnya aja udah nggak banget, tapi daripada gak ada 
tontonan hajar aja. Jelek nggak cuma rada membosankan. Yang 
membuat film ini menarik dialog-dialog puitisnya asik juga 
Negatif 
10 
WTH... Jelek bangettt... Datar, konyol, ga nyambung, akting 




Data uji yang digunakan dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Data uji 
No Ulasan Kelas 
1 Mantap dah nih film. Aksinya bagus banget. emoticon-Hammer 
(S) 
? 
2 Jelek banget.. Filmnya ngebosenin, cerita ga jelas, bikin ngantuk ? 
4.3.1 Text Preprocessing 
Pada proses ini dilakukan pemrosesan data latih dan data uji sebelum 
digunakan pada proses term weighting. Tahapan-tahapan yang dilakukan yaitu: 
stemming, tokenizing, dan filtering.  
4.3.1.1 Stemming 
Pada proses stemming dilakukan case folding atau mengubah setiap kata 
penyusun dokumen menjadi huruf kecil, penghilangan tanda baca, dan 
pengubahan kata berimbuhan baik awalan maupun akhiran ke dalam bentuk kata 
dasar. Hasil stemming data latih dapat dilihat pada Tabel 4.3. 
Tabel 4.3 Hasil stemming data latih 
No Ulasan 
1 film bagus gw lebih nekenin ke chemistry dari masing - masing main 
chemistrynya bagus banget akting asik emoticon-big grin unsur dukung 
dari film ini yaitu sound-nya juga tempat cocok banget sama scene2nya 
jadi lebih ngena gitu apa yang mau sampai dari film ini yang kurang turut 





bisa lebih gali lagi padahal bisa lebih gali lagi masing - masing masalah dari 
tiap individu itu simpul gw tetep puas dan enjoy lama nonton film ini 
emoticon-big grin 
2 suka dengan film ini karena cerita cinta beda dari banyak film indo lain 
sinematografi juga bisa bilang kelas film internasional musik juga asik-asik 
akting julie estelle tio pakusadewo juga bagus turut saya demen liat julie 
estelle di film ini kalo udah megang piano trus nyanyi tone film ini agak 
lambat tapi saya gak ngantuk karena bius dengan musik sinematografi 
yang bagus 
3 cerdas premis yang sederhana kombinasi dengan scoring dan atmosfer 
yang dingin dan mampu hadir takut yang mencengkram hanya dengan set 
yang sempit dan akting murphy-rachel yang sama sama sangat bagus 
4 saya nonton yang extended 195 menit bagus nih niat bikin keren setting 
latar properti art dll bagus apalagi backsound musik scoringnya enak pas 
banget ini teknis yang paling saya suka cuma di akting aja yang turut saya 
agak kurang cocok utama junot sama pevita kalo reza udah pas banget 
padahal lagi adegan sedih tapi saya malah ketawa liat akting si junot 
hahaha 
5 film ini angkat seri cloverfield ke tingkat yang lebih tinggi dari sepupu 
bangun susana dari tengah dekat klimaks sangat dapet tambah akting para 
cast nya yang turut ane sangat bagus utama aktor senior josh goodman 
patut diancungi jempol satu yang ane suka adalah sisi suspensnya yang 
pelan dan rapi bangun bahkan alien yang kejar tidak tampak detilnya buah 
pikir yang genius 
6 wtf ini film asli parah cast nya kaya baru lulus sekolah akting semua akting 
datar cerita standar dialog lemah scoring hampir ga ada bela bain gw 
nonton sampe abis karna penasaran dgn tanya dan jawab eh tapi tau nya 
gitu doang mana konklusi nya ga jelas nyesel gw nontonnya 
7 buah film horor lanjut yang panjang film nya bosan dan garing tentu film 
yang lebih buruk ketimbang film film belum tak ada adegan adegan yang 
buat kita takut 
8 film sampah alur lambat cerita dangkal dan bosan buang waktu dan bikin 
ngantuk emoticon-najis 
9 dari judul aja udah nggak banget tapi daripada gak ada tonton hajar aja 
jelek nggak cuma rada bosan yang buat film ini tarik dialog puitis asik juga 
10 wth jelek bangettt datar konyol ga nyambung akting bosok emoticon-







Hasil stemming data uji dapat dilihat pada Tabel 4.4 
Tabel 4.4 Hasil stemming data uji 
No Ulasan 
1 mantap dah nih film aksi bagus banget emoticon-hammer s 
2 jelek banget film ngebosenin cerita ga jelas bikin ngantuk 
 Hasil proses stemming selanjutnya menjadi masukan pada proses 
tokenizing. 
4.3.1.2 Tokenizing 
Pada proses tokenizing dilakukan pemecahan kata-kata yang menjadi 
penyusun dokumen data latih dan data uji. Hasil tokenizing data latih dapat dilihat 
pada Tabel 4.5. 
Tabel 4.5 Hasil tokenizing data latih 
No Ulasan 
1 'film', 'bagus', 'gw', 'lebih', 'nekenin', 'ke', 'chemistry', 'dari', 'masing', '-', 
'masing', 'main', 'chemistrynya', 'bagus', 'banget', 'akting', 'asik', 
'emoticon-big', 'grin', 'unsur', 'dukung', 'dari', 'film', 'ini', 'yaitu', 'sound-
nya', 'juga', 'tempat', 'cocok', 'banget', 'sama', 'scene2nya', 'jadi', 'lebih', 
'ngena', 'gitu', 'apa', 'yang', 'mau', 'sampai', 'dari', 'film', 'ini', 'yang', 
'kurang', 'turut', 'gw', 'adalah', 'kisah', 'struggle', 'juang', 'itu', 'kes', 'cepet', 
'banget', 'gada', 'masalah', 'yang', 'bisa', 'lebih', 'gali', 'lagi', 'padahal', 'bisa', 
'lebih', 'gali', 'lagi', 'masing', '-', 'masing', 'masalah', 'dari', 'tiap', 'individu', 
'itu', 'simpul', 'gw', 'tetep', 'puas', 'dan', 'enjoy', 'lama', 'nonton', 'film', 'ini', 
'emoticon-big', 'grin' 
2 'suka', 'dengan', 'film', 'ini', 'karena', 'cerita', 'cinta', 'beda', 'dari', 'banyak', 
'film', 'indo', 'lain', 'sinematografi', 'juga', 'bisa', 'bilang', 'kelas', 'film', 
'internasional', 'musik', 'juga', 'asik-asik', 'akting', 'julie', 'estelle', 'tio', 
'pakusadewo', 'juga', 'bagus', 'turut', 'saya', 'demen', 'liat', 'julie', 'estelle', 
'di', 'film', 'ini', 'kalo', 'udah', 'megang', 'piano', 'trus', 'nyanyi', 'tone', 'film', 
'ini', 'agak', 'lambat', 'tapi', 'saya', 'gak', 'ngantuk', 'karena', 'bius', 'dengan', 
'musik', 'sinematografi', 'yang', 'bagus' 
3 'cerdas', 'premis', 'yang', 'sederhana', 'kombinasi', 'dengan', 'scoring', 
'dan', 'atmosfer', 'yang', 'dingin', 'dan', 'mampu', 'hadir', 'takut', 'yang', 
'mencengkram', 'hanya', 'dengan', 'set', 'yang', 'sempit', 'dan', 'akting', 
'murphy-rachel', 'yang', 'sama', 'sama', 'sangat', 'bagus' 
4 'saya', 'nonton', 'yang', 'extended', '195', 'menit', 'bagus', 'nih', 'niat', 
'bikin', 'keren', 'setting', 'latar', 'properti', 'art', 'dll', 'bagus', 'apalagi', 
'backsound', 'musik', 'scoringnya', 'enak', 'pas', 'banget', 'ini', 'teknis', 
'yang', 'paling', 'saya', 'suka', 'cuma', 'di', 'akting', 'aja', 'yang', 'turut', 'saya', 





'udah', 'pas', 'banget', 'padahal', 'lagi', 'adegan', 'sedih', 'tapi', 'saya', 
'malah', 'ketawa', 'liat', 'akting', 'si', 'junot', 'hahaha' 
5 'film', 'ini', 'angkat', 'seri', 'cloverfield', 'ke', 'tingkat', 'yang', 'lebih', 'tinggi', 
'dari', 'sepupu', 'bangun', 'susana', 'dari', 'tengah', 'dekat', 'klimaks', 
'sangat', 'dapet', 'tambah', 'akting', 'para', 'cast', 'nya', 'yang', 'turut', 'ane', 
'sangat', 'bagus', 'utama', 'aktor', 'senior', 'josh', 'goodman', 'patut', 
'diancungi', 'jempol', 'satu', 'yang', 'ane', 'suka', 'adalah', 'sisi', 
'suspensnya', 'yang', 'pelan', 'dan', 'rapi', 'bangun', 'bahkan', 'alien', 'yang', 
'kejar', 'tidak', 'tampak', 'detilnya', 'buah', 'pikir', 'yang', 'genius' 
6 'wtf', 'ini', 'film', 'asli', 'parah', 'cast', 'nya', 'kaya', 'baru', 'lulus', 'sekolah', 
'akting', 'semua', 'akting', 'datar', 'cerita', 'standar', 'dialog', 'lemah', 
'scoring', 'hampir', 'ga', 'ada', 'bela', 'bain', 'gw', 'nonton', 'sampe', 'abis', 
'karna', 'penasaran', 'dgn', 'tanya', 'dan', 'jawab', 'eh', 'tapi', 'tau', 'nya', 
'gitu', 'doang', 'mana', 'konklusi', 'nya', 'ga', 'jelas', 'nyesel', 'gw', 
'nontonnya' 
7 'buah', 'film', 'horor', 'lanjut', 'yang', 'panjang', 'film', 'nya', 'bosan', 'dan', 
'garing', 'tentu', 'film', 'yang', 'lebih', 'buruk', 'ketimbang', 'film', 'film', 
'belum', 'tak', 'ada', 'adegan', 'adegan', 'yang', 'buat', 'kita', 'takut' 
8 'film', 'sampah', 'alur', 'lambat', 'cerita', 'dangkal', 'dan', 'bosan', 'buang', 
'waktu', 'dan', 'bikin', 'ngantuk', 'emoticon-najis'  
9 'dari', 'judul', 'aja', 'udah', 'nggak', 'banget', 'tapi', 'daripada', 'gak', 'ada', 
'tonton', 'hajar', 'aja', 'jelek', 'nggak', 'cuma', 'rada', 'bosan', 'yang', 'buat', 
'film', 'ini', 'tarik', 'dialog', 'puitis', 'asik', 'juga' 
10 'wth', 'jelek', 'bangettt', 'datar', 'konyol', 'ga', 'nyambung', 'akting', 'bosok', 
'emoticon-berbusa', 's', 'emoticon-berbusa', 's', 'emoticon-berbusa', 's' 
 
Hasil tokenizing data uji dapat dilihat pada Tabel 4.6. 
Tabel 4.6 Hasil tokenizing data uji 
No Ulasan 
1 mantap', 'dah', 'nih', 'film', 'aksi', 'bagus', 'banget', 'emoticon-hammer', 's' 
2 'jelek', 'banget', 'film', 'ngebosenin', 'cerita', 'ga', 'jelas', 'bikin', 'ngantuk' 
Hasil proses tokenizing selanjutnya menjadi masukan pada proses filtering. 
4.3.1.3 Filtering 
Pada proses filtering, kata-kata hasil proses tokenizing akan disaring atau 





Tabel 4.7 Hasil filtering data latih 
No Ulasan 
1 'film', 'bagus', 'nekenin', 'chemistry', 'main', 'chemistrynya', 'bagus', 
'akting', 'asik', 'unsur', 'dukung', 'film', 'sound-nya', 'cocok', 'scene2nya', 
'ngena', 'film', 'kisah', 'struggle', 'juang', 'kes', 'cepet', 'gali', 'gali', 'individu', 
'simpul', 'puas', 'enjoy', 'nonton', 'film' 
2 'suka', 'film', 'cerita', 'cinta', 'beda', 'film', 'indo', 'sinematografi', 'bilang', 
'kelas', 'film', 'internasional', 'musik', 'asik-asik', 'akting', 'bagus', 'demen', 
'liat', 'film', 'megang', 'piano', 'nyanyi', 'tone', 'film', 'lambat', 'ngantuk', 
'bius', 'musik', 'sinematografi', 'bagus' 
3 'cerdas', 'premis', 'sederhana', 'kombinasi', 'scoring', 'atmosfer', 'dingin', 
'hadir', 'takut', 'mencengkram', 'set', 'sempit', 'akting', 'bagus' 
4 'nonton', 'extended', 'bagus', 'niat', 'keren', 'setting', 'latar', 'properti', 'art', 
'bagus', 'backsound', 'musik', 'scoringnya', 'enak', 'pas', 'teknis', 'suka', 
'akting', 'cocok', 'utama', 'pas', 'adegan', 'sedih', 'ketawa', 'liat', 'akting' 
5 'film', 'angkat', 'seri', 'cloverfield', 'tingkat', 'sepupu', 'bangun', 'susana', 
'klimaks', 'akting', 'cast', 'bagus', 'utama', 'aktor', 'senior', 'patut', 
'diancungi', 'jempol', 'suka', 'sisi', 'suspensnya', 'pelan', 'rapi', 'bangun', 
'alien', 'kejar', 'detilnya', 'pikir', 'genius' 
6 'wtf', 'film', 'asli', 'parah', 'cast', 'lulus', 'sekolah', 'akting', 'akting', 'datar', 
'cerita', 'standar', 'dialog', 'lemah', 'scoring', 'bela', 'bain', 'nonton', 
'penasaran', 'konklusi', 'nyesel', 'nontonnya' 
7 'film', 'horor', 'film', 'bosan', 'garing', 'film', 'buruk', 'ketimbang', 'film', 
'film', 'adegan', 'adegan', 'takut' 
8 'film', 'sampah', 'alur', 'lambat', 'cerita', 'dangkal', 'bosan', 'buang', 
'ngantuk' 
9 'judul', 'tonton', 'hajar', 'jelek', 'bosan', 'film', 'tarik', 'dialog', 'puitis', 'asik' 
10 'wth', 'jelek', 'datar', 'konyol', 'nyambung', 'akting', 'bosok' 
 
Hasil filtering untuk data uji dapat dilihat pada Tabel 4.8. 
Tabel 4.8 Hasil filtering data uji 
No Ulasan 
1 mantap', 'film', 'aksi', 'bagus' 
2 'jelek', 'film', 'ngebosenin', 'cerita', 'ngantuk' 
Hasil proses filtering untuk data latih selanjutnya menjadi masukan pada 




4.3.2 Term Weighting 
Hasil proses text preprocessing data latih selanjutnya akan dilakukan 
pembobotan kata atau term weighting. Metode yang digunakan adalah Raw-term 
frequency weighting. Raw-term frequency weighting adalah bobot suatu kata 
pada suatu dokumen berdasarkan jumlah kemunculan kata tersebut pada 
dokumen. Sebagai contoh digunakan Dokumen 10 untuk perhitungan bobot setiap 
katanya. 
Dokumen 10 hasil preprocessing: 
'wth', 'jelek', 'datar', 'konyol', 'nyambung', 'akting', 'bosok' 
Berikut contoh perhitungan bobot raw-term frequency berdasarkan Persamaan 
2.1: 
𝑤𝑡,𝑑 = 𝑡𝑓𝑡,𝑑 
𝑤𝑗𝑒𝑙𝑒𝑘,𝐷10 = 𝑡𝑓𝑗𝑒𝑙𝑒𝑘,𝐷10 
𝑤𝑗𝑒𝑙𝑒𝑘,𝐷10 = 1 
Hasil perhitungan bobot raw-term frequency untuk Dokumen 10 dapat 
dilihat pada Tabel 4.9. 
Tabel 4.9 Hasil term weighting dokumen 10 









Hasil term weighting untuk data latih dapat dilihat pada Tabel 4.10. Kolom 
term menyatakan kata-kata yang terdapat pada dokumen, kolom D1 sampai 
dengan D10 menyatakan dokumen 1 hingga dokumen 10, kolom Pos menyatakan 
jumlah suatu kata pada seluruh dokumen yang termasuk kelas positif, kolom Neg 
menyatakan jumlah suatu kata pada seluruh dokumen yang termasuk kelas 
negatif, dan kolom Total menyatakan jumlah suatu kata pada seluruh dokumen. 
Tabel 4.10 Hasil term weighting data latih 
 Term D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Pos Neg Total 
1 film 4 5 0 0 1 1 5 1 1 0 10 8 18 




 Term D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Pos Neg Total 
3 nekenin 1 0 0 0 0 0 0 0 0 0 1 0 1 
4 chemistry 1 0 0 0 0 0 0 0 0 0 1 0 1 
5 main 1 0 0 0 0 0 0 0 0 0 1 0 1 
6 chemistrynya 1 0 0 0 0 0 0 0 0 0 1 0 1 
7 akting 1 1 1 2 1 0 0 0 0 0 6 0 6 
8 asik 1 0 0 0 0 2 0 0 0 1 1 3 4 
9 unsur 1 0 0 0 0 0 0 0 1 0 1 1 2 
10 dukung 1 0 0 0 0 0 0 0 0 0 1 0 1 
11 sound-nya 1 0 0 0 0 0 0 0 0 0 1 0 1 
12 cocok 1 0 0 1 0 0 0 0 0 0 2 0 2 
13 scene2nya 1 0 0 0 0 0 0 0 0 0 1 0 1 
14 ngena 1 0 0 0 0 0 0 0 0 0 1 0 1 
15 kisah 1 0 0 0 0 0 0 0 0 0 1 0 1 
16 struggle 1 0 0 0 0 0 0 0 0 0 1 0 1 
17 juang 1 0 0 0 0 0 0 0 0 0 1 0 1 
18 kes 1 0 0 0 0 0 0 0 0 0 1 0 1 
19 cepet 1 0 0 0 0 0 0 0 0 0 1 0 1 
20 gali 2 0 0 0 0 0 0 0 0 0 2 0 2 
21 individu 1 0 0 0 0 0 0 0 0 0 1 0 1 
22 simpul 1 0 0 0 0 0 0 0 0 0 1 0 1 
23 puas 1 0 0 0 0 0 0 0 0 0 1 0 1 
24 enjoy 1 0 0 0 0 0 0 0 0 0 1 0 1 
25 nonton 1 0 0 1 0 1 0 0 0 0 2 1 3 
26 suka 0 1 0 1 1 0 0 0 0 0 3 0 3 
27 cerita 0 1 0 0 0 0 0 0 0 0 1 0 1 
28 cinta 0 1 0 0 0 0 0 0 0 0 1 0 1 
29 beda 0 1 0 0 0 1 0 1 0 0 1 2 3 
30 indo 0 1 0 0 0 0 0 0 0 0 1 0 1 
31 sinematografi 0 2 0 0 0 0 0 0 0 0 2 0 2 
32 bilang 0 1 0 0 0 0 0 0 0 0 1 0 1 
33 kelas 0 1 0 0 0 0 0 0 0 0 1 0 1 
34 internasional 0 1 0 0 0 0 0 0 0 0 1 0 1 
35 musik 0 2 0 1 0 0 0 0 0 0 3 0 3 
36 asik-asik 0 1 0 0 0 0 0 0 0 0 1 0 1 
37 demen 0 1 0 0 0 0 0 0 0 0 1 0 1 




 Term D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Pos Neg Total 
39 megang 0 1 0 0 0 0 0 0 0 0 1 0 1 
40 piano 0 1 0 0 0 0 0 0 0 0 1 0 1 
41 nyanyi 0 1 0 0 0 0 0 0 0 0 1 0 1 
42 tone 0 1 0 0 0 0 0 0 0 0 1 0 1 
43 lambat 0 1 0 0 0 0 0 1 0 0 1 1 2 
44 ngantuk 0 1 0 0 0 0 0 1 0 0 1 1 2 
45 bius 0 1 0 0 0 0 0 0 0 0 1 0 1 
46 cerdas 0 0 1 0 0 0 0 0 0 0 1 0 1 
47 premis 0 0 1 0 0 0 0 0 0 0 1 0 1 
48 sederhana 0 0 1 0 0 0 0 0 0 0 1 0 1 
49 kombinasi 0 0 1 0 0 0 0 0 0 0 1 0 1 
50 scoring 0 0 1 0 0 1 0 0 0 0 1 1 2 
51 atmosfer 0 0 1 0 0 0 0 0 0 0 1 0 1 
52 dingin 0 0 1 0 0 0 0 0 0 0 1 0 1 
53 hadir 0 0 1 0 0 0 0 0 0 0 1 0 1 
54 takut 0 0 1 0 0 0 1 0 0 0 1 1 2 
55 mencengkram 0 0 1 0 0 0 0 0 0 0 1 0 1 
56 set 0 0 1 0 0 0 0 0 0 0 1 0 1 
57 sempit 0 0 1 0 0 0 0 0 0 0 1 0 1 
58 extended 0 0 0 1 0 0 0 0 0 0 1 0 1 
59 niat 0 0 0 1 0 0 0 0 0 0 1 0 1 
60 keren 0 0 0 1 0 0 0 0 0 0 1 0 1 
61 setting 0 0 0 1 0 0 0 0 0 0 1 0 1 
62 latar 0 0 0 1 0 0 0 0 0 0 1 0 1 
63 properti 0 0 0 1 0 0 0 0 0 0 1 0 1 
64 art 0 0 0 1 0 0 0 0 0 0 1 0 1 
65 backsound 0 0 0 1 0 0 0 0 0 0 1 0 1 
66 scoringnya 0 0 0 1 0 0 0 0 0 0 1 0 1 
67 enak 0 0 0 1 0 0 0 0 0 0 1 0 1 
68 pas 0 0 0 2 0 0 0 0 0 0 2 0 2 
69 teknis 0 0 0 1 0 0 0 0 0 0 1 0 1 
70 utama 0 0 0 1 1 0 0 0 0 0 2 0 2 
71 adegan 0 0 0 1 0 0 2 0 0 0 1 2 3 
72 sedih 0 0 0 1 0 0 0 0 0 0 1 0 1 
73 ketawa 0 0 0 1 0 0 0 0 0 0 1 0 1 




 Term D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Pos Neg Total 
75 seri 0 0 0 0 1 0 0 0 0 0 1 0 1 
76 cloverfield 0 0 0 0 1 0 0 0 0 0 1 0 1 
77 tingkat 0 0 0 0 1 0 0 0 0 0 1 0 1 
78 sepupu 0 0 0 0 1 0 0 0 0 0 1 0 1 
79 bangun 0 0 0 0 2 0 0 0 0 0 2 0 2 
80 susana 0 0 0 0 1 0 0 0 0 0 1 0 1 
81 klimaks 0 0 0 0 1 0 0 0 0 0 1 0 1 
82 cast 0 0 0 0 1 1 0 0 0 0 1 1 2 
83 aktor 0 0 0 0 1 0 0 0 0 0 1 0 1 
84 senior 0 0 0 0 1 0 0 0 0 0 1 0 1 
85 patut 0 0 0 0 1 0 0 0 0 0 1 0 1 
86 diancungi 0 0 0 0 1 0 0 0 0 0 1 0 1 
87 jempol 0 0 0 0 1 0 0 0 0 0 1 0 1 
88 sisi 0 0 0 0 1 0 0 0 0 0 1 0 1 
89 suspensnya 0 0 0 0 1 0 0 0 0 0 1 0 1 
90 pelan 0 0 0 0 1 0 0 0 0 0 1 0 1 
91 rapi 0 0 0 0 1 0 0 0 0 0 1 0 1 
92 alien 0 0 0 0 1 0 0 0 0 0 1 0 1 
93 kejar 0 0 0 0 1 0 0 0 0 0 1 0 1 
94 detilnya 0 0 0 0 1 0 0 0 0 0 1 0 1 
95 pikir 0 0 0 0 1 0 0 0 0 0 1 0 1 
96 genius 0 0 0 0 1 0 0 0 0 0 1 0 1 
97 wtf 0 0 0 0 0 1 0 0 0 0 0 1 1 
98 asli 0 0 0 0 0 1 0 0 0 0 0 1 1 
99 parah 0 0 0 0 0 1 0 0 0 0 0 1 1 
100 lulus 0 0 0 0 0 1 0 0 0 0 0 1 1 
101 sekolah 0 0 0 0 0 1 0 0 0 0 0 1 1 
102 datar 0 0 0 0 0 1 0 0 0 1 0 2 2 
103 standar 0 0 0 0 0 1 0 0 0 0 0 1 1 
104 dialog 0 0 0 0 0 1 0 0 1 0 0 2 2 
105 lemah 0 0 0 0 0 1 0 0 0 0 0 1 1 
106 bela 0 0 0 0 0 1 0 0 0 0 0 1 1 
107 bain 0 0 0 0 0 1 0 0 0 0 0 1 1 
108 penasaran 0 0 0 0 0 1 0 0 0 0 0 1 1 
109 konklusi 0 0 0 0 0 1 0 0 0 0 0 1 1 




 Term D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Pos Neg Total 
111 nontonnya 0 0 0 0 0 1 0 0 0 0 0 1 1 
112 horor 0 0 0 0 0 0 1 0 0 0 0 1 1 
113 bosan 0 0 0 0 0 0 1 1 1 0 0 3 3 
114 garing 0 0 0 0 0 0 1 0 0 0 0 1 1 
115 buruk 0 0 0 0 0 0 1 0 0 0 0 1 1 
116 ketimbang 0 0 0 0 0 0 1 0 0 0 0 1 1 
117 sampah 0 0 0 0 0 0 0 1 0 0 0 1 1 
118 alur 0 0 0 0 0 0 0 1 0 0 0 1 1 
119 dangkal 0 0 0 0 0 0 0 1 0 0 0 1 1 
120 buang 0 0 0 0 0 0 0 1 0 0 0 1 1 
121 judul 0 0 0 0 0 0 0 0 1 0 0 1 1 
122 tonton 0 0 0 0 0 0 0 0 1 0 0 1 1 
123 hajar 0 0 0 0 0 0 0 0 1 0 0 1 1 
124 jelek 0 0 0 0 0 0 0 0 1 1 0 2 2 
125 tarik 0 0 0 0 0 0 0 0 1 0 0 1 1 
126 puitis 0 0 0 0 0 0 0 0 1 0 0 1 1 
127 wth 0 0 0 0 0 0 0 0 0 1 0 1 1 
128 konyol 0 0 0 0 0 0 0 0 0 1 0 1 1 
129 nyambung 0 0 0 0 0 0 0 0 0 1 0 1 1 
130 bosok 0 0 0 0 0 0 0 0 0 1 0 1 1 
TOTAL 30 30 14 26 29 22 13 9 10 7 129 61 190 
 Hasil proses term weighting selanjutnya akan menjadi masukan pada 
proses perhitungan nilai prior, nilai likelihood, dan nilai evidence. 
4.3.3 Pembobotan Lexicon Based Features 
Pembobotan lexicon based features dilakukan untuk memberi bobot suatu 
kata apakah cenderung bersentimen positif atau bersentimen negatif. Bobot kata 
tersebut atau nilai sentimen didapat dari perhitungan jumlah dari nilai PosScore 
atau NegScore dibagi dengan nilai total dari PosScore dan NegScore untuk 
pembobotan masing-masing kata. Berikut contoh perhitungan nilai sentimen kata 
‘film’. 
 





Kata ‘film’ dengan nilai posScore adalah 0 dan nilai negScore adalah 0 dan 
hanya terdapat 1 kata ‘film’ (unigram) dalam kamus Barasa. Perhitungan 
sum_PosScore berdasarkan Persamaan 2.7: 




𝑠𝑢𝑚_𝑃𝑜𝑠𝑆𝑐𝑜𝑟𝑒(𝑓𝑖𝑙𝑚) = 0 
Perhitungan sum_NegScore berdasarkan Persamaan 2.8: 




𝑠𝑢𝑚_𝑁𝑒𝑔𝑆𝑐𝑜𝑟𝑒(𝑓𝑖𝑙𝑚) = 0 
Perhitungan total_score berdasarkan Persamaan 2.9: 
𝑡𝑜𝑡𝑎𝑙_𝑠𝑐𝑜𝑟𝑒(𝑓𝑖𝑙𝑚) = 𝑠𝑢𝑚_𝑃𝑜𝑠𝑆𝑐𝑜𝑟𝑒(𝑓𝑖𝑙𝑚)  + 𝑠𝑢𝑚_𝑁𝑒𝑔𝑆𝑐𝑜𝑟𝑒(𝑓𝑖𝑙𝑚) 
𝑡𝑜𝑡𝑎𝑙_𝑠𝑐𝑜𝑟𝑒(𝑓𝑖𝑙𝑚) = 0 + 0 = 0 
Selanjutnya dilakukan perhitungan nilai sentimen kata film untuk kelas 


















Perhitungan nilai sentimen suatu kata dilakukan terhadap seluruh kata 
pada kamus Barasa. Hasil perhitungan nilai sentimen untuk kata yang terdapat 
pada data uji dapat dilihat pada Tabel 4.11. 
Tabel 4.11 Hasil pembobotan lexicon based features 
Term senti_score_pos senti_score_neg 
film 0 0 
bagus 0,978378378 0,021621622 
jelek 0,17699115 0,82300885 
cerita 0,3125 0,6875 
mantap 0,676056338 0,323943662 




 Hasil proses pembobotan lexicon based features selanjutnya akan 
digunakan pada proses perhitungan nilai posterior yaitu dengan menjumlahkan 
nilai likelihood dan evidence dengan senti_score. 
4.3.4 Klasifikasi Naïve Bayes 
Hasil dari proses term weighting digunakan pada proses klasifikasi Naïve 
Bayes. Tahapan-tahapan pada proses ini yaitu: menghitung nilai prior, nilai 
likelihood, nilai evidence, dan nilai posterior. 
4.3.4.1 Prior 
Perhitungan nilai prior dilakukan untuk mengetahui peluang dari masing-
masing kelas. Pada penelitian ini terdapat 2 kelas yaitu: kelas positif dan kelas 
negatif. Masing-masing kelas terdapat 5 dokumen dengan total 10 dokumen. 









𝑃(𝑃𝑜𝑠𝑖𝑡𝑖𝑓) = 0,5 
Perhitungan nilai prior dilakukan terhadap seluruh kelas. Hasil perhitungan 
nilai prior secara keseluruhan dapat dilihat pada Tabel 4.11. 
Tabel 4.12 Hasil perhitungan prior 
No Kelas Nilai Prior 
1 Positif 0,5 
2 Negatif 0,5 
 
4.3.4.2 Likelihood 
Perhitungan likelihood dilakukan untuk mengetahui nilai suatu kata w 
terhadap kelas c. Berikut contoh perhitungan likelihood pada kata ‘film’ dengan 
kelas positif. Berdasarkan Tabel 4.10, jumlah kata ‘film’ kelas positif berjumlah 10, 
banyaknya kata pada kelas positif berjumlah 129 dan |v| adalah jumlah banyaknya 
kata atau term unik pada data latih berjumlah 130.  
𝑃(𝑓𝑖𝑙𝑚|𝑝𝑜𝑠𝑖𝑡𝑖𝑓) =















Perhitungan likelihood dilakukan untuk semua kata terhadap seluruh kelas. 
Hasil perhitungan likelihood secara keseluruhan dapat dilihat pada Tabel 4.12. 
Tabel 4.13 Hasil perhitungan likelihood 
Term P(w|positif) P(w|negatif) 
film 0,042471042 0,047120419 
bagus 0,034749035 0,005235602 
gali 0,007722008 0,005235602 
nekenin 0,007722008 0,005235602 
chemistry 0,007722008 0,005235602 
main 0,007722008 0,005235602 
chemistrynya 0,027027027 0,005235602 
akting 0,007722008 0,020942408 
asik 0,007722008 0,010471204 
unsur 0,007722008 0,005235602 
dukung 0,007722008 0,005235602 
sound-nya 0,011583012 0,005235602 
cocok 0,007722008 0,005235602 
scene2nya 0,007722008 0,005235602 
ngena 0,007722008 0,005235602 
kisah 0,007722008 0,005235602 
struggle 0,007722008 0,005235602 
juang 0,007722008 0,005235602 
kes 0,007722008 0,005235602 
cepet 0,011583012 0,005235602 
individu 0,007722008 0,005235602 
simpul 0,007722008 0,005235602 
puas 0,007722008 0,005235602 
enjoy 0,007722008 0,005235602 
nonton 0,011583012 0,010471204 
sinematografi 0,015444015 0,005235602 
musik 0,007722008 0,005235602 
suka 0,007722008 0,005235602 
cerita 0,007722008 0,015706806 




Term P(w|positif) P(w|negatif) 
beda 0,011583012 0,005235602 
indo 0,007722008 0,005235602 
bilang 0,007722008 0,005235602 
kelas 0,007722008 0,005235602 
internasional 0,015444015 0,005235602 
asik-asik 0,007722008 0,005235602 
demen 0,007722008 0,005235602 
liat 0,011583012 0,005235602 
megang 0,007722008 0,005235602 
piano 0,007722008 0,005235602 
nyanyi 0,007722008 0,005235602 
tone 0,007722008 0,005235602 
lambat 0,007722008 0,010471204 
ngantuk 0,007722008 0,010471204 
bius 0,007722008 0,005235602 
cerdas 0,007722008 0,005235602 
premis 0,007722008 0,005235602 
sederhana 0,007722008 0,005235602 
kombinasi 0,007722008 0,005235602 
scoring 0,007722008 0,010471204 
atmosfer 0,007722008 0,005235602 
dingin 0,007722008 0,005235602 
hadir 0,007722008 0,005235602 
takut 0,007722008 0,010471204 
mencengkram 0,007722008 0,005235602 
set 0,007722008 0,005235602 
sempit 0,007722008 0,005235602 
pas 0,007722008 0,005235602 
extended 0,007722008 0,005235602 
niat 0,007722008 0,005235602 
keren 0,007722008 0,005235602 
setting 0,007722008 0,005235602 




Term P(w|positif) P(w|negatif) 
properti 0,007722008 0,005235602 
art 0,007722008 0,005235602 
backsound 0,007722008 0,005235602 
scoringnya 0,007722008 0,005235602 
enak 0,011583012 0,005235602 
teknis 0,007722008 0,005235602 
utama 0,011583012 0,005235602 
adegan 0,007722008 0,015706806 
sedih 0,007722008 0,005235602 
ketawa 0,007722008 0,005235602 
bangun 0,007722008 0,005235602 
angkat 0,007722008 0,005235602 
seri 0,007722008 0,005235602 
cloverfield 0,007722008 0,005235602 
tingkat 0,007722008 0,005235602 
sepupu 0,011583012 0,005235602 
susana 0,007722008 0,005235602 
klimaks 0,007722008 0,005235602 
cast 0,007722008 0,010471204 
aktor 0,007722008 0,005235602 
senior 0,007722008 0,005235602 
patut 0,007722008 0,005235602 
diacungi 0,007722008 0,005235602 
jempol 0,007722008 0,005235602 
sisi 0,007722008 0,005235602 
suspensnya 0,007722008 0,005235602 
pelan 0,007722008 0,005235602 
rapi 0,007722008 0,005235602 
alien 0,007722008 0,005235602 
kejar 0,007722008 0,005235602 
detilnya 0,007722008 0,005235602 
pikir 0,007722008 0,005235602 




Term P(w|positif) P(w|negatif) 
wtf 0,003861004 0,010471204 
asli 0,003861004 0,010471204 
parah 0,003861004 0,010471204 
lulus 0,003861004 0,010471204 
sekolah 0,003861004 0,010471204 
datar 0,003861004 0,015706806 
standar 0,003861004 0,010471204 
dialog 0,003861004 0,015706806 
lemah 0,003861004 0,010471204 
bela 0,003861004 0,010471204 
bain 0,003861004 0,010471204 
penasaran 0,003861004 0,010471204 
konklusi 0,003861004 0,010471204 
nyesel 0,003861004 0,010471204 
nontonnya 0,003861004 0,010471204 
horor 0,003861004 0,010471204 
bosan 0,003861004 0,020942408 
garing 0,003861004 0,010471204 
buruk 0,003861004 0,010471204 
ketimbang 0,003861004 0,010471204 
sampah 0,003861004 0,010471204 
alur 0,003861004 0,010471204 
dangkal 0,003861004 0,010471204 
buang 0,003861004 0,010471204 
judul 0,003861004 0,010471204 
tonton 0,003861004 0,010471204 
hajar 0,003861004 0,010471204 
jelek 0,003861004 0,015706806 
tarik 0,003861004 0,010471204 
puitis 0,003861004 0,010471204 
wth 0,003861004 0,010471204 
konyol 0,003861004 0,010471204 




Term P(w|positif) P(w|negatif) 
bosok 0,003861004 0,010471204 
4.3.4.3 Evidence 
Perhitungan evidence dilakukan untuk mengetahui peluang munculnya 
kata w pada seluruh kejadian. Berikut contoh perhitungan evidence untuk kata 
‘film’. Berdasarkan Tabel 4.10, jumlah kemunculan kata ‘film’ adalah 18 pada 
seluruh dokumen dan total banyaknya kemunculan seluruh kata adalah 190. 
  
𝑃(𝑓𝑖𝑙𝑚) =
𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑎𝑡𝑎 𝑓𝑖𝑙𝑚 𝑝𝑎𝑑𝑎 𝑠𝑒𝑙𝑢𝑟𝑢ℎ 𝑑𝑜𝑘𝑢𝑚𝑒𝑛






𝑃(𝑓𝑖𝑙𝑚) = 0.094736842 
Perhitungan evidence dilakukan untuk semua kata terhadap seluruh kelas. 
Hasil perhitungan evidence secara keseluruhan dapat dilihat pada Tabel 4.13. 
Tabel 4.14 Hasil perhitungan evidence 
No Term Nilai Evidence 
1 film 0,094736842 
2 bagus 0,042105263 
3 gali 0,005263158 
4 nekenin 0,005263158 
5 chemistry 0,005263158 
6 main 0,005263158 
7 chemistrynya 0,031578947 
8 akting 0,021052632 
9 asik 0,010526316 
10 unsur 0,005263158 
11 dukung 0,005263158 
12 sound-nya 0,010526316 
13 cocok 0,005263158 
14 scene2nya 0,005263158 
15 ngena 0,005263158 
16 kisah 0,005263158 
17 struggle 0,005263158 




No Term Nilai Evidence 
19 kes 0,005263158 
20 cepet 0,010526316 
21 individu 0,005263158 
22 simpul 0,005263158 
23 puas 0,005263158 
24 enjoy 0,005263158 
25 nonton 0,015789474 
26 sinematografi 0,015789474 
27 musik 0,005263158 
28 suka 0,005263158 
29 cerita 0,015789474 
30 cinta 0,005263158 
31 beda 0,010526316 
32 indo 0,005263158 
33 bilang 0,005263158 
34 kelas 0,005263158 
35 internasional 0,015789474 
36 asik-asik 0,005263158 
37 demen 0,005263158 
38 liat 0,010526316 
39 megang 0,005263158 
40 piano 0,005263158 
41 nyanyi 0,005263158 
42 tone 0,005263158 
43 lambat 0,010526316 
44 ngantuk 0,010526316 
45 bius 0,005263158 
46 cerdas 0,005263158 
47 premis 0,005263158 
48 sederhana 0,005263158 
49 kombinasi 0,005263158 
50 scoring 0,010526316 




No Term Nilai Evidence 
52 dingin 0,005263158 
53 hadir 0,005263158 
54 takut 0,010526316 
55 mencengkram 0,005263158 
56 set 0,005263158 
57 sempit 0,005263158 
58 pas 0,005263158 
59 extended 0,005263158 
60 niat 0,005263158 
61 keren 0,005263158 
62 setting 0,005263158 
63 latar 0,005263158 
64 properti 0,005263158 
65 art 0,005263158 
66 backsound 0,005263158 
67 scoringnya 0,005263158 
68 enak 0,010526316 
69 teknis 0,005263158 
70 utama 0,010526316 
71 adegan 0,015789474 
72 sedih 0,005263158 
73 ketawa 0,005263158 
74 bangun 0,005263158 
75 angkat 0,005263158 
76 seri 0,005263158 
77 cloverfield 0,005263158 
78 tingkat 0,005263158 
79 sepupu 0,010526316 
80 susana 0,005263158 
81 klimaks 0,005263158 
82 cast 0,010526316 
83 aktor 0,005263158 




No Term Nilai Evidence 
85 patut 0,005263158 
86 diacungi 0,005263158 
87 jempol 0,005263158 
88 sisi 0,005263158 
89 suspensnya 0,005263158 
90 pelan 0,005263158 
91 rapi 0,005263158 
92 alien 0,005263158 
93 kejar 0,005263158 
94 detilnya 0,005263158 
95 pikir 0,005263158 
96 genius 0,005263158 
97 wtf 0,005263158 
98 asli 0,005263158 
99 parah 0,005263158 
100 lulus 0,005263158 
101 sekolah 0,005263158 
102 datar 0,010526316 
103 standar 0,005263158 
104 dialog 0,010526316 
105 lemah 0,005263158 
106 bela 0,005263158 
107 bain 0,005263158 
108 penasaran 0,005263158 
109 konklusi 0,005263158 
110 nyesel 0,005263158 
111 nontonnya 0,005263158 
112 horor 0,005263158 
113 bosan 0,015789474 
114 garing 0,005263158 
115 buruk 0,005263158 
116 ketimbang 0,005263158 




No Term Nilai Evidence 
118 alur 0,005263158 
119 dangkal 0,005263158 
120 buang 0,005263158 
121 judul 0,005263158 
122 tonton 0,005263158 
123 hajar 0,005263158 
124 jelek 0,010526316 
125 tarik 0,005263158 
126 puitis 0,005263158 
127 wth 0,005263158 
128 konyol 0,005263158 
129 nyambung 0,005263158 
130 bosok 0,005263158 
4.3.4.4 Posterior 
Proses perhitungan posterior merupakan tahap terakhir pada klasifikasi 
Naïve Bayes. Pada perhitungan posterior akan dilakukan perkalian antara nilai 
likelihood dengan nilai prior lalu hasilnya akan dibagi dengan nilai evidence. Pada 
penelitian ini, nilai likelihood dan nilai evidence akan dijumlahkan dengan nilai dari 
senti_score. Berikut contoh perhitungan nilai posterior untuk data uji pertama 
untuk kelas positif.  
Data uji 1 hasil text preprocessing: 
‘mantap', 'film', 'aksi', 'bagus' 
Keempat kata tersebut dilakukan pengecekan apakah terdapat pada term 
unik (dalam perhitungan manual terdapat pada Tabel 4.10). Kata yang telah 
diseleksi menjadi ‘film’ dan ‘bagus’. Kedua kata tersebut akan digunakan pada 
proses perhitungan posterior. Pada perhitungan ini, senti_score disimbolkan 
menjadi s_pos untuk nilai sentimen positif. 
𝑃(𝑃𝑜𝑠𝑖𝑡𝑖𝑓|𝐷𝑈𝑗𝑖1)
=
(𝑃(𝑓𝑖𝑙𝑚|𝑃𝑜𝑠𝑖𝑡𝑖𝑓) + 𝑠_𝑝𝑜𝑠(𝑓𝑖𝑙𝑚)) ∗ (𝑃(𝑏𝑎𝑔𝑢𝑠|𝑃𝑜𝑠𝑖𝑡𝑖𝑓) + 𝑠_𝑝𝑜𝑠(𝑏𝑎𝑔𝑢𝑠)) ∗ 𝑃(𝑃𝑜𝑠𝑖𝑡𝑖𝑓) 




(0,042471042 + 0) ∗ (0,034749035 + 0,978378378) ∗ 0.5










Perhitungan posterior dilakukan untuk semua data uji terhadap semua 
kelas. Hasil perhitungan posterior pada semua data uji terhadap semua kelas 
dapat dilihat pada Tabel 4.15.  
Tabel 4.15 Hasil perhitungan posterior 
No P(Kelas|DUji-ke i) Nilai Posterior 
1 P(Positif|DUji1) 0,222536903 
2 P(Negatif|DUji1) 0,104809022 
3 P(Positif|DUji2) 0,154694202 
4 P(Negatif|DUji2) 0,248897336 
Penentuan kelas untuk data uji dilihat dari nilai posterior kelas tertinggi. 
Pada perhitungan manual ini dokumen data uji 1 masuk ke kelas Positif sedangkan 
dokumen data uji 2 masuk ke kelas Negatif. 
4.4 Perancangan Pengujian 
Pengujian atau evaluasi dilakukan untuk mengetahui apakah sistem yang 
dibuat telah sesuai antara hasil implementasi sistem analisis sentimen dengan 
hasil sebenarnya. Pengujian yang dilakukan adalah evaluasi temu kembali tak 
berperingkat dan evaluasi relevansi.  
4.4.1 Evaluasi Temu Kembali Tak Berperingkat 
Evaluasi temu kembali tak berperingkat akan dilakukan dengan dua 
skenario. Skenario pengujian yang dilakukan antara lain: 
1. Skenario pertama adalah melakukan klasifikasi menggunakan metode Naïve 
Bayes dengan pembobotan lexicon based features. 
2. Skenario kedua adalah melakukan klasifikasi menggunakan metode Naïve 
Bayes tanpa pembobotan lexicon based features. 
Dari kedua skenario tersebut dilakukan pengujian menggunakan confusion 
matrix. Pengujian dilakukan terhadap kelas positif dan kelas negatif. 
Perancangan pengujian menggunakan confusion matrix dapat dilihat pada Tabel 
4.16. 





Positif   









4.4.2 Evaluasi Relevansi 
Evaluasi relevansi dilakukan untuk mengukur kesepakatan antara tiga 
penilai. Perhitungan evaluasi relevansi dilakukan dengan menghitung kappa 
measure. Perancangan evaluasi relevansi dapat dilihat pada Tabel 4.17. 
Tabel 4.17 Perancangan pengujian Kappa Measure 
 
Penilai Y 
Positif Negatif Total 
Penilai X 
Positif    
Negatif    
Total    
Kappa-Measure  
4.5 Implementasi Sistem 
Implementasi sistem dilakukan berdasarkan perancangan menggunakan 
diagram alir yang telah dibuat sebelumnya. Implementasi yang dilakukan pada 
penelitian ini yaitu: implementasi text preprocessing, implementasi raw-term 
weighting, implementasi pembobotan lexicon based features, implementasi Naïve 
Bayes training, dan implementasi Naïve Bayes testing. 
4.5.1 Implementasi Text Preprocessing 
Pada implementasi text preprocessing dilakukan 3 tahapan yaitu: 
stemming, tokenizing, dan filtering. 
4.5.1.1 Implementasi Stemming 
Stemming adalah proses mengubah bentuk suatu kata menjadi kata 








from Sastrawi.Stemmer.StemmerFactory import StemmerFactory 
 
factory = StemmerFactory() 
stemmer = factory.create_stemmer() 
pos_stemmed = [stemmer.stem(str(doc)) for doc in pos] 
neg_stemmed = [stemmer.stem(str(doc)) for doc in neg] 
Kode Program 4.1 Stemming 
Penjelasan Kode Program 4.1: 
Baris 1 : Mengimport package Sastrawi 




Baris 5-6  : Inisialisasi variabel pos_stemmed dan neg_stemmed bertipe list 
dan melakukan stemming pada setiap dokumen 
4.5.1.2 Implementasi Tokenizing 
Tokenizing adalah proses memecah kata-kata yang menjadi penyusun 
suatu dokumen. Pada proses ini dilakukan penghilangan terhadap karakter 






tokenize = lambda doc: doc.split(" ") 
pos_token = [tokenize(doc) for doc in pos_stemmed] 
neg_token = [tokenize(doc) for doc in neg_stemmed] 
Kode Program 4.2 Tokenizing 
Penjelasan Kode Program 4.2: 
Baris 1 : Inisialisasi fungsi tokenize dengan memanggil fungsi lambda yang 
melakukan pemanggilan fungsi split untuk memisahkan kalimat 
berdasarkan spasi 
Baris 2-3  : Inisialisasi variabel pos_token dan neg_token bertipe list dan 
melakukan tokenizing pada setiap dokumen dengan memanggil 
fungsi tokenize 
4.5.1.3 Implementasi Filtering 
Filtering adalah proses penyaringan kata dari hasil proses tokenizing. 
Metode yang digunakan untuk proses filtering yaitu stoplist. Implementasi 










with open("stopwords.txt") as a: 
    content = a.readlines() 
stopwords = [x.strip() for x in content] 
filter = lambda doc: [w for w in doc if w not in stopwords] 
pos_filtered = [filter(d) for d in pos_token] 
neg_filtered = [filter(d) for d in neg_token] 
Kode Program 4.3 Filtering 
Penjelasan Kode Program 4.3: 
Baris 1 : Inisialisasi variabel stopwords bertipe list 
Baris 2-3  : Membuka file berisi stoplist dan membaca file stoplist 
Baris 4 : Menghilangkan whitespace pada file stoplist 
Baris 5 : Inisialisasi fungsi filter dengan memanggil fungsi lambda dan 
melakukan proses filtering lalu disimpan dengan menyeleksi 
kata yang tidak terdapat pada stoplist 
Baris 6-7 : Inisialisasi variabel pos_filtered dan neg_filtered bertipe list dan 





4.5.2 Implementasi Term Weighting 
Metode term weighting atau pembobotan kata yang digunakan adalah 
raw-term weighting. Implementasi term weighting hanya dilakukan pada data 



























































docFiltered = pos_filtered, neg_filtered 
 
def term_unik(dokumen, terms): 
    for docs in dokumen: 
        for doc in docs: 
            for term in doc: 
                if term not in terms: 
                    terms.append(term) 
    return(terms) 
 
terms = [] 
terms = term_unik(docFiltered, terms) 
     
#raw tf 
tf_pos = [] 
tf_neg = [] 
for term in terms: 
    row = [] 
    for doc in pos_filtered: 
        row.append(doc.count(term)) 
    tf_pos.append(row) 
 
for term in terms: 
    row = [] 
    for doc in neg_filtered: 
        row.append(doc.count(term)) 
    tf_neg.append(row) 
 
#jumlah term tiap kelas 
term_sum_pos = {} 
for i in range(0, len(terms)): 
    term_sum_pos[terms[i]] = sum(tf_pos[i]) 
 
term_sum_neg = {} 
for i in range(0, len(terms)): 
    term_sum_neg[terms[i]] = sum(tf_neg[i]) 
 
#kemunculan term di semua dokumen 
term_sum_alldoc = {} 
for i in range(0, len(terms)): 
    term_sum_alldoc[terms[i]] = sum(tf_pos[i] + tf_neg[i]) 
         
#banyak kata tiap kelas 
def count(tf_docs): 
    x = [] 
    for doc in tf_docs: 
        x.append(sum(doc)) 
    return sum(x) 
 
count_pos = count(tf_pos) 
count_neg = count(tf_neg) 
 
#total kemunculan semua term 
term_sum = 0 




Kode Program 4.4 Term Weighting 
Penjelasan Kode Program 4.4: 
Baris 2 : Inisialisasi variabel docFiltered 
Baris 4-10 : Membuat fungsi untuk mendapatkan term unik 
Baris 12-13 : Membuat list terms yang memanggil fungsi term_unik 
Baris 16-17 : Deklarasi list bernama tf_pos dan tf_neg 
Baris 18-28 : Inisialisasi list tf_pos dengan menghitung jumlah masing-masing 
kata di dokumen pos_filtered dan Inisialisasi list tf_neg dengan 
menghitung jumlah masing-masing kata di dokumen 
neg_filtered 
Baris 31-37 : Deklarasi dictionary term_sum_pos dan inisialisasi nilainya 
dengan menjumlahkan banyaknya tiap kata pada list tf_pos dan 
deklarasi dictionary term_sum_neg dan inisialisasi nilainya 
dengan menjumlahkan jumlah tiap kata pada list tf_neg 
Baris 40-42 : Deklarasi dictionary term_sum_alldoc dan inisialisasi nilainya 
dengan menjumlahkan banyaknya tiap kata pada list tf_pos 
dengan banyaknya tiap kata pada list tf_neg 
Baris 45-49 : Membuat fungsi count untuk menghitung banyaknya kata yang 
muncul 
Baris 51-52 : Inisialisasi variabel count_pos dan count_neg yang memanggil 
fungsi count untuk menghitung banyaknya kata pada kelas 
positif dan kelas negatif 
Baris 55-56 : Inisialisasi variabel term_sum dengan menjumlahkan count_pos 
dengan count_neg 
4.5.3 Implementasi Pembobotan Lexicon Based Features 
Pembobotan Lexicon Based Features menggunakan kamus Barasa. 
Implementasi pembobotan lexicon based features dapat dilihat pada Kode 
Program 4.5. 
















#pembobotan kata berdasarkan lexicon 
with open('barasa.txt', encoding="utf-8") as file: 
    syn, lang, good, lem, pos, neg = [], [], [], [], [], [] 
    for element in file.readlines(): 
        infile = element.replace('\n','').split('\t') 
        if infile[0]: 
            syn.append(infile[0]) 
        if infile[1]: 
            lang.append(infile[1]) 
        if infile[2]: 
            good.append(infile[2]) 
        if infile[3]: 
            lem.append(infile[3]) 
        if infile[4]: 


































        if infile[5]: 
            neg.append(infile[5]) 
 
posscore = [float(i) for i in pos] 
negscore = [float(i) for i in neg] 
 
a = list(zip(lem , posscore, negscore)) 
 
dict_score = dict() 
for i in a: 
    if i[0] not in dict_score.keys(): 
        tmp = dict() 
        tmp['pos'] = i[1] 
        tmp['neg'] = i[2] 
        dict_score[i[0]] = tmp 
    else: 
        dict_score[i[0]]['pos'] += i[1] 
        dict_score[i[0]]['neg'] += i[2] 
         
senti_score = dict() 
for k,v in dict_score.items(): 
    total_score = v['pos'] + v['neg'] 
    senti_score[k] = dict() 
    if total_score == 0: 
        senti_score[k]['posScore'] = 0 
        senti_score[k]['negScore'] = 0 
    else: 
        senti_score[k]['posScore'] = v['pos'] / total_score 
        senti_score[k]['negScore'] = v['neg'] / total_score 
Kode Program 4.5 Implementasi Pembobotan Lexicon Based Features 
Penjelasan Kode Program 4.5: 
Baris 2 : Membuka file Barasa 
Baris 3 : Inisialisasi list bernama syn, lang, good, lem, pos, neg 
Baris 4-17 : Membaca isi file Barasa, menghilangkan enter, dan memecah file 
berdasarkan tab, dan inisialisasi masing-masing indeks kolom ke 
dalam list syn, lang, good, lem, pos, neg 
Baris 19-20 : Mengubah isi list pos dan neg menjadi float 
Baris 22 : Menggabungkan list lem, pos, neg 
Baris 24-33 : Deklarasi dictionary dict_score, perulangan setiap elemen pada 
list a dan seleksi apakah kata di list indeks 0 belum menjadi key 
untuk dictionary, deklarasi dictionary tmp dan inisialiasi key-
valuenya menjadi value dictionary dict_score, inisialisasi untuk 
setiap key dan value dengan key pos dengan menjumlahkan nilai 
dari list indeks 1 dan inisialisasi untuk setiap key dan value 
dengan key neg dengan menjumlahkan nilai dari list indeks 2 
Baris 35-43 : Deklarasi dictionary senti_score, perulangan untuk setiap key 
dan value pada item di dict_score, inisialisasi variabel total_score 
dengan menjumlahkan value ber-key pos dengan value ber-key 
neg, inisialisasi key dict_score menjadi key senti_score, seleksi 




key negScore bernilai 0, jika tidak value dengan key posScore dan 
key negScore diinisialisasikan dengan membagi nilai dari value 
ber-key pos dibagi dengan total_score atau nilai dari value ber-
key neg dibagi dengan total_score 
4.5.4 Implementasi Naïve Bayes Training 
Pada fase training, dilakukan implementasi perhitungan prior, likelihood, 
dan evidence. 
4.5.4.1 Implementasi Prior 
Perhitungan nilai prior dilakukan untuk mengetahui peluang dari masing-





prior_pos = len(pos)/jumData 
prior_neg = len(neg)/jumData 
Kode Program 4.6 Implementasi Prior 
Penjelasan Kode Program 4.6: 
Baris 1 : Inisialisasi variable prior_pos dengan nilai hasil pembagian antara 
banyaknya data pos dengan jumData 
Baris 2 : Inisialisasi variable prior_neg dengan nilai hasil pembagian 
antara banyaknya data neg dengan jumData 
4.5.4.2 Implementasi Likelihood 
Perhitungan nilai likelihood dilakukan untuk mengetahui nilai suatu kata w 












def likelihood(terms, count, term_sum): 
    likelihood = {} 
    for term in terms: 
        likelihood[term] = (term_sum[term] + 1)/(count + 
len(terms)) 
    return likelihood 
 
likelihood_pos = likelihood(terms, count_pos, term_sum_pos) 
likelihood_neg = likelihood(terms, count_neg, term_sum_neg) 
Kode Program 4.7 Implementasi Likelihood 
Penjelasan Kode Program 4.7: 
Baris 1 : Membuat fungsi likelihood berparameter terms, count, dan 
term_sum 
Baris 2 : Inisialisasi dictionary bernama likelihood 
Baris 4-5 : Perulangan untuk setiap kata pada terms (term unik), 
menghitung nilai likelihood masing-masing kata sebagai key 




dengan banyaknya kata pada suatu kelas + jumlah term unik, 
mengembalikan nilai likelihood 
Baris 7-8 : Inisialisasi variabel likelihood_pos dan likelihood_neg dengan 
nilai dari pemanggilan fungsi likelihood dengan parameter untuk 
likelihood_pos adalah terms (term unik), count_pos (banyaknya 
kata di kelas positif), term_sum_pos (banyak suatu kata pada 
kelas positif) dan parameter untuk likelihood_neg adalah terms 
(term unik), count_neg (banyaknya kata di kelas negatif), 
term_sum_neg (banyak suatu kata pada kelas negatif) 
4.5.4.3 Implementasi Evidence 
Perhitungan nilai evidence dilakukan untuk mengetahui peluang 
munculnya kata w pada seluruh kejadian.  Implementasi perhitungan evidence 









def evidence(terms, termsumdoc, termsum): 
    evidence = {} 
    for term in terms: 
        evidence[term] = termsumdoc[term]/termsum 
    return evidence 
 
evidence_allterms = evidence(terms, term_sum_alldoc, term_sum) 
Kode Program 4.8 Implementasi Evidence 
Penjelasan Kode Program 4.8: 
Baris 1 : Membuat fungsi evidence berparameter terms, termsumdoc, 
dan termsum 
Baris 2 : Inisialisasi dictionary bernama evidence 
Baris 4-5 : Perulangan untuk setiap kata pada terms (term unik), 
menghitung nilai evidence masing-masing kata sebagai key 
dengan value yang didapat dari banyaknya suatu kata muncul di 
semua kelas dibagi dengan banyaknya kata muncul di seluruh 
kelas, mengembalikan nilai evidence 
Baris 7 : Inisialisasi variabel evidence_allterms dengan nilai dari 
pemanggilan fungsi evidence dengan parameter terms (term 
unik), term_sum_alldoc (banyaknya suatu kata muncul di semua 
kelas), term_sum (banyaknya kata muncul di seluruh kelas) 
4.5.5 Implementasi Naïve Bayes Testing 
Pada fase testing, dilakukan implementasi perhitungan nilai posterior 
dengan pembobotan lexicon based features. Implementasi perhitungan nilai 





hasil = [] 

































    like_pos = 1 
    like_neg = 1 
    evid_pos = 1 
    evid_neg = 1 
    for kata in docs: 
        if kata in terms: 
            try: 
                like_pos *= 
likelihood_pos[kata]+senti_score[kata]['posScore'] 
                like_neg *= 
likelihood_neg[kata]+senti_score[kata]['negScore'] 
                evid_pos *= 
evidence_allterms[kata]+senti_score[kata]['posScore'] 
                evid_neg *= 
evidence_allterms[kata]+senti_score[kata]['negScore'] 
            except KeyError: 
                like_pos *= likelihood_pos[kata]+0 
                like_neg *= likelihood_neg[kata]+0 
                evid_pos *= evidence_allterms[kata]+0 
                evid_neg *= evidence_allterms[kata]+0 
 
    post_pos = (prior_pos * like_pos) / evid_pos 
    post_neg = (prior_neg * like_neg) / evid_neg 
     
    text = " ".join(doc) 
    if post_pos > post_neg: 
        hasil.append([text, "Positif"]) 
    else: 
        hasil.append([text, "Negatif"])       
Kode Program 4.9 Implementasi Posterior 
Penjelasan Kode Program 4.9: 
Baris 1 : Deklarasi list hasil 
Baris 2 : Perulangan setiap dokumen pada data uji hasil filtering 
Baris 3-6 : Inisialisasi variabel like_pos, like_neg, evid_pos, evid_neg dengan 
nilai 1 
Baris 7 : Perulangan setiap kata pada dokumen data uji 
Baris 8 : Seleksi apakah kata pada dokumen data uji terdapat pada terms 
(kata unik) 
Baris 9-13 : Inisialisasi nilai dari variabel like_pos dengan mengkalikan nilai 
dari pernjumlahan nilai variabel likelihood_pos dengan variabel 
senti_score yang valuenya memiliki key posScore berdasarkan 
key kata, inisialisasi nilai dari variabel like_neg dengan 
mengkalikan nilai dari pernjumlahan nilai variabel likelihood_neg 
dengan variabel senti_score yang valuenya memiliki key 
negScore berdasarkan key kata, inisialisasi nilai dari variabel 
evid_pos dengan mengkalikan nilai dari pernjumlahan nilai 
variabel evidence_allterms dengan variabel senti_score yang 
valuenya memiliki key posScore berdasarkan key kata, inisialisasi 
nilai dari variabel evid_neg dengan mengkalikan nilai dari 




senti_score yang valuenya memiliki key negScore berdasarkan 
key kata 
Baris 14-18 : Exception jika tidak terdapat key kata pada senti_score, 
Inisialisasi nilai dari variabel like_pos dengan mengkalikan nilai 
dari pernjumlahan nilai variabel likelihood_pos dengan 0 
berdasarkan key kata, inisialisasi nilai dari variabel like_neg 
dengan mengkalikan nilai dari pernjumlahan nilai variabel 
likelihood_neg dengan 0 berdasarkan key kata, inisialisasi nilai 
dari variabel evid_pos dengan mengkalikan nilai dari 
pernjumlahan nilai variabel evidence_allterms dengan 0 
berdasarkan key kata, inisialisasi nilai dari variabel evid_neg 
dengan mengkalikan nilai dari pernjumlahan nilai variabel 
evidence_allterms dengan 0 berdasarkan key kata 
Baris 20-21 : Inisialisasi variabel post_pos dengan nilai dari perkalian variabel 
prior_pos dengan like_pos lalu dibagi dengan nilai dari variabel 
evid_pos, inisialisasi variabel post_neg dengan nilai dari 
perkalian variabel prior_neg dengan like_neg lalu dibagi dengan 
nilai dari variabel evid_neg 
Baris 23-27 : Proses penentuan kelas data uji dengan menyeleksi apakah nilai 
post_pos lebih besar dari post_neg maka hasil masuk ke kelas 






BAB 5 PENGUJIAN DAN ANALISIS 
Pengujian yang dilakukan adalah evaluasi temu kembali tak berperingkat 
dan evaluasi relevansi. Hasil dari pengujian selanjutnya dianalisis apakah 
penggunaan metode Naïve Bayes dan pembobotan lexicon based features efektif 
dalam klasifikasi hasil sentimen. 
5.1 Evaluasi Temu Kembali Tak Berperingkat 
Evaluasi temu kembali tak berperingkat akan dilakukan dengan dua 
skenario, skenario pertama adalah klasifikasi menggunakan metode Naïve Bayes 
dengan pembobotan lexicon based features dan skenario kedua adalah klasifikasi 
menggunakan metode Naïve Bayes tanpa pembobotan lexicon based features. 
5.1.1 Skenario Pengujian Menggunakan Metode Naïve Bayes dengan 
Pembobotan Lexicon Based Features 
Pengujian dilakukan dengan menggunakan 150 data dengan pembagian 
130 data latih yang terdiri dari 65 kelas positif dan 65 kelas negatif, dan 20 data uji 
yang terdiri dari 10 kelas positif dan 10 kelas negatif. Hasil pengujian 
menggunakan metode Naïve Bayes dengan pembobotan lexicon based features 
dapat dilihat pada Tabel 5.1. 
Tabel 5.1 Hasil pengujian menggunakan metode Naïve Bayes dengan 





Positif 8 2 





Berdasarkan Tabel 5.1, penggunaan metode Naïve Bayes dan pembobotan 
lexicon based features menghasilkan accuracy sebesar 0,8, precision sebesar 0,8, 
recall sebesar 0,8, dan f-measure sebesar 0,8. 
5.1.2 Skenario Pengujian Menggunakan Metode Naïve Bayes tanpa 
Pembobotan Lexicon Based Features 
Pengujian dilakukan dengan menggunakan 150 data dengan pembagian 
130 data latih yang terdiri dari 65 kelas positif dan 65 kelas negatif, dan 20 data uji 
yang terdiri dari 10 kelas positif dan 10 kelas negatif. Hasil pengujian 
menggunakan metode Naïve Bayes tanpa pembobotan lexicon based features 




Tabel 5.2 Hasil pengujian menggunakan metode Naïve Bayes tanpa 





Positif 9 0 





Berdasarkan Tabel 5.2, penggunaan metode Naïve Bayes tanpa 
pembobotan lexicon based features menghasilkan nilai accuracy sebesar 0,95, 
precision sebesar 1, recall sebesar 0,9, dan f-measure sebesar 0,9474. 
5.2 Evaluasi Relevansi 
Evaluasi relevansi dilakukan untuk mengukur kesepakatan antara tiga 
penilai dengan melakukan perhitungan kappa-measure. Perhitungan dilakukan 
terhadap 3 perbandingan, yaitu antara penilai 1 dengan penilai 2, penilai 1 dengan 
penilai 3, dan penilai 2 dengan penilai 3. Hasil pebandingan antara penilai 1 
dengan penilai 2 dapat dilihat pada Tabel 5.3. 
Tabel 5.3 Hasil perbandingan antara penilai 1 dengan penilai 2 
 
Penilai 2 
Positif Negatif Total 
Penilai 1 
Positif 75 0 75 
Negatif 0 75 75 
Total 75 75 150 
Kappa-Measure 1 
Berdasarkan Tabel 5.3, hasil perbandingan antara penilai 1 dengan penilai 
2 menghasilkan nilai kappa-measure sebesar 1. 





Tabel 5.4 Hasil perbandingan antara penilai 1 dengan penilai 3 
 
Penilai 2 
Positif Negatif Total 
Penilai 1 
Positif 74 1 75 
Negatif 1 74 75 
Total 75 75 150 
Kappa-Measure 0,9867 
Berdasarkan Tabel 5.4, hasil perbandingan antara penilai 1 dengan penilai 
3 menghasilkan nilai kappa-measure sebesar 0,9867. 
Hasil perbandingan antara penilai 2 dengan penilai 3 dapat dilihat pada 
Tabel 5.5. 
Tabel 5.5 Hasil perbandingan antara penilai 2 dengan penilai 3 
 
Penilai 2 
Positif Negatif Total 
Penilai 1 
Positif 74 1 75 
Negatif 1 74 75 
Total 75 75 150 
Kappa-Measure 0,9867 
Berdasarkan Tabel 5.5, hasil perbandingan antara penilai 2 dengan penilai 
3 menghasilkan nilai kappa-measure sebesar 0,9867. 
5.3 Analisis 
5.3.1 Analisis Evaluasi Temu Kembali Tak Berperingkat 
Berdasarkan hasil pengujian yang telah dilakukan pada Tabel 5.1 dan Tabel 5.2, 





 Gambar 5.1 Hasil pengujian 
 Berdasarkan Gambar 5.1, hasil pengujian menggunakan metode Naïve 
Bayes tanpa pembobotan lexicon based features menghasilkan nilai accuracy, 
precision, recall, dan f-measure yang lebih baik daripada menggunakan metode 
Naïve Bayes dengan pembobotan lexicon based features. Perbedaan hasil 
klasifikasi dengan hasil sebenarnya dapat dilihat pada Tabel 5.6. 








1 Awalnya lawan jd kawan senasib 
emoticon-Big Grin Bagus 
animasinya looks real, story bagus. 
Positif Positif Positif 
2 Awalnya ane udah yakin nih film 
animasi bakal luar biasa, eh 
ternyata memang sangat luar 
biasa. Banyak sekali hal positif yg 
bisa diambil dari animasi 
menakjubkan ini. 
Positif Positif Positif 
3 Film dengan jenis yang sama 
dengan Unfriended. Akan tetapi 
dengan kualitas yang jauh 
berbeda, dan genre yang juga 
berbeda. Searching berhasil 
membuat para penonton masuk 
kedalam perasaan sang ayah 
(David Kim), directornya menurut 
gua sangat cerdas dimana kita 
diikutkan dalam perkembangan 
dari Margot Kim mulai dari kanak-





















kanan hingga usia 16 tahun 
(dimana kejadian ini terjadi). Plot 
yang bagus, dan gak membuat kita 
bosan meskipun kita seolah-olah 
hanya melihat layar dari laptop 
dan hp. Dalam film ini kita akan 
diberikan twist satu persatu secara 
beruntun, yang mana melengkapi 
kehebatan dari film ini. 
4 Seorang petugas emergency 
hotline yang harus berpacu 
dengan waktu ketika menjawab 
panggilan darurat dari seorang 
wanita yang diculik. Dengan 
premis yang terasa sederhana, film 
Denmark ini mampu memberikan 
ketegangan yang bertahap melalui 
ekspresi karakter utama, phone 
call ke sejumlah orang yang 
terlibat dalam penculikan dan 
sisanya imajinasi penonton. Plus 
pengeditan, musik dan sintog yang 
cukup bagus juga. Bisa jadi ini 
menjadi salah satu film low budget 
terbaik dengan hasil yang cukup 
mengesankan. Walau mungkin 
menawarkan twist yang terlalu 
dini tapi malah terasa momen 
dalam film ini menjadi lebih 
dramatis. 
Positif Positif Positif 
5 Sebuah film anthologi yang terdiri 
dari enam cerita kehidupan yang 
berbeda di alam Wild West. 
Seperti biasa Coen Brothers 
menghadirkan film yang sangat 
enjoyable ditonton, berkisah 
dengan cerdas dan setiap scene 
nya secara visual sangat 
menakjubkan. Walau tidak 
memiliki sesuatu yang khusus 
dalam alur ceritanya, tetapi setiap 
kisahnya berhasil menangkap 
momen kehidupan seseorang 
tepat sebelum kematian mereka. 
Dan juga itu semua keluar dari 
aturan baku happy ending seperti 
pada umumnya. Akting dari semua 
castnya bagus seperti biasanya, 




terutama karakter yang sangat 
menonjol dari Tim Blake Nelson, 
Liam Neeson dan Tom Waits. 
6 Nonton film ini bikin gua gak bisa 
nafas karna suasana yang 
menegangkan. Udah ulasannya 
gitu aja, film ini bagus. 
Positif Negatif Positif 
7 Barusan nonton dan bagus banget. 
Stres & depresi korban 
pemerkosaannya tersampaikan 
buat ane. Akting bagus tiap 
karakternya. Gak rugi sih ini 






8 Mantap dah nih film. Aksinya 
bagus banget. emoticon-Hammer 
(S)  
Positif Positif Positif 
9 bagus story dan visual di beberapa 
scene cukup bagus 
Positif Positif Positif 
10 Bukan sekedar film sci-fi. Sisi 
drama dan kemanusiaan 
ditonjolkan dengan sangat baik. 
Positif Positif Positif 
11 entah kenapa gw liat ini film 
langsung kecewa abis .. ga sesuai 
ekspektasi gw ( karena sebelom2 
nya ga baca ini film tentang apa 
emoticon-Hammer ) gw kira bicar 
sejarah metallica dr dia awal 
sampe sekarang. lah ternyata cm 
kaya kurir yg nganter barng waktu 
metallica konser. ni film ga jauh 
beda sama video video konser yg 
serig gw donlot di yutup. yg jelas 
kecewa deh gw .. dialog nya 
dikitttttt bgt . emoticon-Hammer 
Negatif Negatif Negatif 
12 ini maksudnya film drama crime 
thriller sih, diawali dengan 
ketidaksengajaan seorang petani 
yg sedang berburu dan tak sengaja 
menembak gadis cantik, yg 
ternyata memiliki sekotak uang, 
darisinilah drama dimulai.. 
ternyata ada pihak yg ingin 
mengambil uang itu dan 
mengancam kehidupan si petani 
tadi dan keluarganya yg juga lagi 




berantakan... bikin ngantuk ah. 
jelek 
13 remake yang gagal banget nih 
emoticon-Cape d... (S) jokes nya 
sama semua kaya yang versi 
orinya,cuma di ubah dikit-dikit aja. 
cuma beberapa bit jokes yang 
bikin gua ketawa sisanya cengo 
emoticon-Cool 
Negatif Positif Negatif 
14 cowo putus ama cewenye trus ke 
rumah bapaknye, sampe sono 
ternyata mantanye itu jadian ama 
bapaknye. karena dia shock and 
stress temen"nye nyaranin buat 
nyari cewe lagi , di telponlah 
semua kontak cewe yg ada di 
hpnye. skip" ternyata dia udah di 
rumah tuh cewe yg ternyata 
mantannye waktu kecil dulu. nah 
masalahnye tuh cewe g mau 
pacaran cuman mau s*ks doang. 
paraaah ini film , kecewa banget 
nontonnye. film comedy tapi g ada 
lucunye menurut ane. endingnye 
juga su*ks abis tadinye pas mau 
ending mau ane close tapi karena 
tanggung terpaksa di lanjutin. 
Negatif Negatif Positif 
15 Parah banged ini film, ancurr, bikin 
mual, ga bakal tahan. Tapi karena 
saya orang yang berprinsip, saya 
harus menyelesaikan apa yang 
saya mulai. emoticon-Cape d... (S) 
Actingnya sih mending, tapi jalan 
ceritanya, konfliknya, sumpah 
ngga banged Film ini bener2 
membuang waktu. emoticon-Cape 
d... (S) 
Negatif Negatif Negatif 
16 Bercerita tentang kehidupan 
Napoleon Dynamite. Yap ini adalah 
pilem komedi yang sangat sukses 
buat ane ga ketawa sama sekali 
emoticon-Ngakak (S) karakternya 
yang idiot sukses buat ane merasa 
bodoh nonton ni pilem emoticon-
Nohope bukannya ngakak lepas 
malah kesel sendiri ane emoticon-
Hammer film yang membosankan 
imo emoticon-Big Grin walaupun 




begitu ni pilem tetep ada pesan 
moralnya kok emoticon-Smilie 
17 ....paractivity terjelek IMO.....baru 
baca kalo masih lanjut terus nih 
franchise.... 
Negatif Negatif Negatif 
18 Gue gak baca bukunya, dan gue 
bersyukur, karena gue gak perlu 
buang-buang waktu buat cerita 
yang basi dan gak menarik macam 
ini, gampang ketebak, standart ala 
aksi-adventure murahan, konflik 
yang terlalu banyak sehingga gak 
jelas fokusnya dimana, dan aksi 
yang seharusnya jadi epic, malah 
berakhir "lah gitu doank?" 
emoticon-Cape d... (S) Dan sisi 
paling buruknya adalah CGI nya, 
mengerikan. Dan entah kualitas 
dari rilisnya atau emang dari 
sananya, (Bluray 720p YIFY) tapi 
sound nya itu annoying banget, 
gue serasa nonton telenovela yang 
udah di dubbing ke english. 
Kacau.... 
Negatif Negatif Negatif 
19 WTH... Jelek bangettt... Datar, 
konyol, ga nyambung, akting 
bosok... emoticon-Berbusa (S) 
emoticon-Berbusa (S) emoticon-
Berbusa (S) 
Negatif Negatif Negatif 
20 ini film berpotensi bagus 
sebenarnya, cuma ekting nya jelek 
banget  
Negatif Positif Negatif 
 
Berdasarkan Tabel 5.6, cell yang berwarna oranye menggambarkan kesalahan 
klasifikasi dengan pembobotan, cell berwarna ungu menggambarkan kesalahan 
klasifikasi tanpa pembobotan, dan cell berwarna biru menggambarkan kesalahan 
kedua klasifikasi baik dengan pembobotan dan tanpa pembobotan. Kesalahan 
klasifikasi dengan pembobotan seperti pada data ke-20 disebabkan oleh kata 
penyusun dokumen yang ambigu. Kata-kata pada dokumen ke-20 yang masuk ke 
dalam perhitungan nilai posterior yaitu: ‘film’, ‘potensi’, ‘bagus’, dan ‘jelek’. 
Karena terdapat kata ‘bagus’ yang memiliki perbedaan nilai sentimen positif jauh 
lebih besar nilai sentimen negatif yaitu berdasarkan Tabel 4.11 sebesar 
0,978378378 untuk nilai sentimen positif, sedangkan untuk nilai sentimen negatif 
sebesar 0,021621622, maka penambahan nilai sentimen kelas positif pada nilai 




evidence kelas negatif yang membuat perhitungan nilai posterior kelas positif 
menjadi lebih besar. Kesalahan klasifikasi tanpa pembobotan disebabkan oleh 
adanya perbedaan nilai likelihood positif dengan nilai likelihood negatif yang besar 
dari kata-kata yang masuk ke dalam perhitungan nilai posterior. 
5.3.2 Analisis Evaluasi Relevansi 
Berdasarkan hasil perbandingan yang telah dilakukan pada Tabel 5.3, Tabel 5.4, 
dan Tabel 5.5, perbandingan nilai kappa-measure antara 3 penilai dapat dilihat 
pada Gambar 5.2. 
 
Gambar 5.2 Perbandingan nilai Kappa-Measure antara 3 penilai 
Berdasarkan Gambar 5.2, perbandingan nilai kappa-measure antara 3 penilai 
masing-masing memiliki nilai kappa-measure yang lebih besar dari 0,8. Hal 
tersebut membuat ketiga perbandingan termasuk kesepakatan yang sangat baik 
























BAB 6 PENUTUP 
Bab ini memuat kesimpulan dan saran terhadap penggunaan metode Naïve 
Bayes dan lexicon based features untuk analisis sentimen opini film yang telah 
dilakukan. 
6.1 Kesimpulan  
Berdasarkan hasil pengujian dan analisis yang dilakukan terhadap analisis 
sentimen opini film menggunakan metode Naïve Bayes dan lexicon based features, 
diperoleh kesimpulan sebagai berikut: 
1. Penggunaan metode Naïve Bayes dan lexicon based features untuk analisis 
sentimen opini film dilakukan dengan melalui beberapa tahapan dimulai dari 
text preprocessing, term weighting, dan klasifikasi Naïve Bayes dengan 
pembobotan nilai sentimen berdasarkan kamus Barasa. 
2. Penggunaan metode Naïve Bayes dan lexicon based features untuk analisis 
sentimen opini film menghasilkan nilai accuracy sebesar 0,8, precision sebesar 
0,8, recall sebesar 0,8, dan f-measure sebesar 0,8. Hal tersebut disebabkan 
adanya suatu kata yang memiliki nilai sentimen positif jauh lebih besar 
dibandingkan dengan nilai sentimen negatif pada dokumen yang kelas 
sebenarnya negatif, dan sebaliknya. Adanya perbedaan antara nilai sentimen 
positif dengan nilai sentimen negatif yang sangat besar dapat mengakibatkan 
kesalahan klasifikasi. Sedangkan penggunaan metode Naïve Bayes tanpa 
lexicon based features untuk analisis sentimen opini film menghasilkan nilai 
accuracy sebesar 0.95, precision sebesar 1, recall sebesar 0,9, dan f-measure 
sebesar 0,9474 yang mana hasil tersebut lebih baik dibandingkan dengan 
menggunakan lexicon based features. 
6.2 Saran 
Saran dari kekurangan yang ada untuk penelitian analisis sentimen opini film 
menggunakan metode Naïve Bayes dan lexicon based features di masa mendatang 
antara lain: 
1. Penggunaan postag untuk mencocokan bobot kata sesuai dengan synset pada 
kamus Barasa. 
2. Penambahan bobot positif dan bobot negatif dengan menggunakan emoticon 
Kaskus. 
3. Perbaikan kata pada data menjadi kata baku agar sesuai dengan kata pada 
kamus Barasa. 
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LAMPIRAN A DATASET 
Dataset selengkapnya dapat diunduh di: http://bit.ly/2NBRCca  
Data Latih 
No Judul Ulasan Kelas 
1 God Bless America (2011) Gilak,ini film bagus banget 
pesan moralnya Kehidupan 
sosial di masyarakat sampe 
soal acara yg alay 
alay...keren..thumbs up Buat 
yg suka brisiik waktu nonton 
di bioskop wajib nonton 
ini..dijamin gk bakalan mau 
ke bioskop lg..wkwkwkwkkw 
Positif 
2 Bohemian Rhapsody 
(2019) 
Kisah Lengkap band rock 
legendaris Queen dan vokalis 
Freddie Mercury, mengarah 
ke penampilan terkenal 
mereka di Live Aid Tahun 
1985 Filmnya bagus jadi tau 
sejarah lengkap band Rock 
Queen.Rami malek jongosnya 
mirip emoticon-Big Grin Film 
musikal arahan Bryan 
Singer(Valkyrie,The Usual 
Suspects) dan akting castnya 
ini memang bikin betah 
alurnya bagus suasana 
1970annya juga dapet juga 
bisa mengenal sejarah lagu-




3 The Belko Experiment 
(2017) 
Suka sama genre dan 
premisnya yang simple 
walaupun familiar. Ceritanya 
langsung to the point dan 
pengembangan ceritanya so 
so lah. Gore nya lumayan 
walaupun sintognya kurang 
bagus. Naskahnya memang 
biasa aja dan masih terlihat 





masih bisa melihat satu hal 
positif dari naskahnya yang 
mana film ini memberikan 
komedi hitam yang cukup 
pintar dan agak nyeleneh. 
Alhasil film ini memberikan 
sajian yang ringan dan asik 
untuk ditonton . 
4 John Wick Chapter 2 
(2017) 
Musik sama tiap adegan di 
film ini asik dan pas banget. 
Sinematografinya juga 
mantep euy. Keanu Reeves 
keren banget pas lagi 
nembak-nembakin dan 
berantem sama musuhnya. 
Film ini benar-benar 
menghibur dan menegangkan 
karena perpaduan itu semua. 
Film kedua ini dijadikan ajang 
pelebaran dunia john wick 
yang bisa dijadikan pondasi 
untuk film selanjutnya. 
Kekurangan di film ini 
terletak pada figurannya yang 
terkadang emosi 
ketakutannya masih kurang 
terlihat walaupun memang 
tidak terlalu menganggu. 
Sisanya, imo John Wick 
Chapter 2 merupakan film 
paling asik di tahun 2017 
sejauh ini. 
Positif 
5 Hacksaw Ridge (2016) Diangkat dari kisah nyata 
tentang kehidupan Desmond 
Doss, pemuda penentang 
perang namun terpanggil 
untuk berbakti kepada 
negara. Dia masuk dalam 
militer dan terjun dalam 
perang sebagai petugas 
medis. Film dengan genre 
biography sejarah ini 
memiliki cerita yang sangat 





Membawa pesan moral 
jangan pernah menyerah 
untuk menyelamatkan nyawa 
manusia dan pesan anti 
perang. Desmomd Doss, 
pemuda ceking terpanggil 
untuk berbakti kepada 
negara dengan masuk militer. 
Dia menolak mengangkat 
senjata dan berpegang teguh 
kepada prinsipnya untuk 
tidak membunuh. Terjun ke 




6 Midnight Special (2016) Film sampah, alur lambat, 
cerita dangkal dan 
membosankan, buang waktu 
dan bikin ngantuk emoticon-
Najis 
Negatif 
7 Exam (2009) Wtf....ini film asli parah cast 
nya, kaya baru lulus sekolah 
akting semua, akting datar, 
cerita standar, dialog lemah, 
scoring hampir ga ada, bela 
belain gw nonton sampe abis 
karna penasaran dgn 
pertanyaan dan jawabannya 
eh tapi tau nya gitu doang, 
mana konklusi nya ga jelas, 
nyesel gw nontonnya 
Negatif 
8 Return to Sender (2015) Filmnya bertele - tele sih 
sebenernya kl gw bilang, 
banyak scene yang ga perlu 
dimasukin dan ga ngaruh ke 
inti cerita yang mau 
disampaikan. Aktingnya 
Rosamund Pike juga ga bisa 
ngebantu banyak buat film 
ini. Premis ceritanya rada 
dangkal sih menurut gw, 
harusnya lebih digali lagi 





masing karakternya. Yah, 
intinya menurut gw film ini 
jauh dari kata memuaskan 
sih. 
9 Paranormal Activity 4 
(2012) 
Sebuah film horor lanjutan 
yang sepanjang film nya 
membosankan dan garing 
tentunya. Film yang lebih 
buruk ketimbang film film 
sebelumnya, tak ada adegan 
adegan yang membuat kita 
ketakutan.  
Negatif 
10 Aach Aku Jatuh Cinta 
(2016) 
Dari judulnya aja udah nggak 
banget, tapi daripada gak ada 
tontonan hajar aja. Jelek 
nggak cuma rada 
membosankan. Yang 
membuat film ini menarik 
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