Reliability of metal cutting tools:: Stochastic tool life modelling and optimization of tool replacement time by Vagnorius, Žydrunas
Reliability of metal cutting tools:
Stochastic tool life modelling and optimization of tool 
replacement time
Thesis for the degree of Philosophiae Doctor
Trondheim, October 2010
Norwegian University of Science and Technology
Faculty of Engineering Science and Technology
Department of Production and Quality Engineering
Žydrunas Vagnorius  
NTNU
Norwegian University of Science and Technology
Thesis for the degree of Philosophiae Doctor
Faculty of Engineering Science and Technology
Department of Production and Quality Engineering
© Žydrunas Vagnorius 
ISBN 978-82-471-2328-7 (printed ver.)
ISBN 978-82-471-2329-4 (electronic ver.)
ISSN 1503-8181 
Doctoral theses at NTNU, 2010:177
Printed by NTNU-trykk
Preface
Conducting a PhD study is an important step in becoming a member of the
scientific community. This has been on my mind for a long time. From the young
age I was interested in how things worked and why they were as they were. This
curiosity followed me through my engineering studies, my early industrial career
and eventually impelled me to search for a PhD position.
My pursuit of becoming a researcher began to materialise in March 2007
when I was accepted to PhD studies in the Department of Production and
Quality Engineering at the Norwegian University of Science and Technology
(NTNU). This way I was given a unique chance to work with scientist and to
prove that I was worth being a member of their community. Now after three
years of hard work I can reflect on this period and present the results that I
have achieved.
My studies were a part of the AVROPROS project. The name is the acronym
of the Norwegian title “Avanserte verktøy og robust prosessoptimalisering”
meaning “Advanced Tools and Robust Process Optimization”. This project was
a cooperation between NTNU, SINTEF and Volvo Aero Norge AS and was
sponsored by the Research Council of Norway. Its main goal was to increase the
level of automation in aerospace industry via development of new, robust ma-
chining processes and new advanced tools and via implementation of advanced
process monitoring and control systems.
The main focus of the PhD project was robustness and efficiency of machin-
ing processes. While these topics are not new, there is still much work to be done.
A particular issue is the reliability of cutting tools. The industry today is still
relying on deterministic models developed over a century ago, despite the fact
that variability is an inherent feature of all machining processes. Therefore in
this thesis we develop a stochastic tool life model and propose new approaches
for determining the most economic tool replacement time. Besides that we in-
vestigate high pressure cooling and show that this modern technique can help
to make the machining process more efficient and more robust. Moreover, we
demonstrate how statistical tools can be used to perform a macro reliability
analysis and spot the “low hanging fruits”, i.e., easy improvement opportuni-
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ties. These issues are elaborated in Part I of this thesis and are covered in the
six scientific articles written during this three year period.
The papers are included in Part II of this thesis and are arranged in the
chronological order of writing. Articles 1, 2, 4 and 5 have been presented in
international conferences. All of these papers have been peer-reviewed and ap-
pear in conference proceedings. Article 3 has been published and Article 6 has
been accepted for publication in international journals. Moreover, Articles 2
and 5 have been selected by the organizers of the corresponding conferences for
publication (subject to further review) in international journals.
In addition to the main articles a number of other documents including
meeting minutes, presentation slides, internal reports and term papers have
been produced during the study period. Even though these documents were
not indented for publication, I believe that some of the material given there
might have a certain value to both academics and practitioners. Therefore one
literature review article, two term papers and one report are included in Part III
of this thesis.
Writing these papers and the thesis was an unique experience, as was the
whole period of PhD studies. It has given me a taste of the scientific work,
has helped me to develop my research skills and has allowed me to establish
valuable contacts for my future carrier. I also hope that the knowledge developed
during these PhD studies will give rise to new research ideas and at least to
some extent will be applied in practice, this way contributing to improvement
of manufacturing processes.
Trondheim, Žydru¯nas Vagnorius
September 2010
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Summary
This PhD thesis is based on six articles and proposes new approaches for mod-
elling of the life of cutting tools and for determining the optimal tool replace-
ment time. These issues are very closely related and play a critical role in
machining economics. Replacing a tool too early means wasting of its potential
and leads to high costs and reduced productivity. Late replacement poses a risk
of wear-out and other types of tool failures, which can damage the component
being produced and can cause expensive equipment downtimes. Therefore a lot
of work has been done to develop models for predicting the life of a tool and to
optimize its replacement time. Probably the best known of them is the Taylor’s
tool life equation.
Developed in 1906 Taylor’s equation expresses the tool life in terms of the
cutting speed. Despite being over a century old, this model is still widely used
in practice. However, Taylor’s equation has a few drawbacks. For example, it
ignores the effect of other, though less important, process parameters such as
the depth of cut and the feed. To walk around this issue several extensions of
Taylor’s equation have been proposed and are discussed in this thesis. Neverthe-
less all these models share another common flaw. They assume that tool life is
deterministic, i.e., that given the process parameters the exact time to wear-out
can be calculated. Unfortunately, in real machining processes there are a lot of
sources of variation that affect the rate of tool wear and influence its life. As
a result, deterministic models rarely give accurate estimates and are only valid
as approximations.
To improve tool life predictions and assist process planners in choosing the
optimal replacement time this PhD thesis proposes new methods. The under-
lying assumption is that tool life is a stochastic quantity and follows a certain
probability distribution. With this in mind the reliability function is derived.
Based on the physical analysis of machining processes it is assumed that a
tool can fail due to the three main causes: (i) wear, (ii) internal defects and
(iii) external stresses.
Tool wear depends on a number of factors, including the characteristics of
the tool itself, such as its material, geometry and coating, properties of the
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workpiece material, cutting parameters, rigidity of the machine tool and the
efficiency of the cooling process. This last factor is particularly important as
most of the tool wear mechanisms depend on temperature. Therefore in this
PhD thesis a lot of attention is given to high pressure cooling, which is an
effective way to reduce the temperature in the cutting zone.
Internal defects are micro voids and cracks that develop inside the tool ma-
terial during its manufacturing process or as a result of inappropriate handling.
They act as stress concentrators and lead to shorter than normal tool life. Exter-
nal stresses are severe overloads that cause immediate tool failure regardless of
its quality. They are random in nature and may originate from machine operator
errors, failure of supporting equipment or some other external sources.
Considering all three failure modes total tool reliability function is found.
It is assumed that in a given batch a certain percentage of tools are “bad”,
i.e., they contain internal defects, while the rest are “good”. The life of the
normal tools is modelled by a two-parameter Weibull distribution. Failures due
to internal defects are also accounted for by the Weibull distribution, but with
different parameters. Then the life of a tool chosen at random is predicted by
the mixture model. In addition, tools of both types can fail due to external
stresses, the occurrence of which is model by a homogeneous Poisson process.
The derived tool reliability function is used to determine the replacement
time. Two models are proposed for this purpose. The first one is called the min-
imum acceptable reliability approach. The idea is to select such a replacement
period that the reliability of the tool during it would not fall below a certain
minimum level. We show that, when the reliability function is known, this can
be done by using a simple graphical procedure.
The second model is based on the age replacement policy, which attempts to
balance the costs of preventive and failure provoked tool changes. To solve this
optimization problem the total time on test (TTT) transform of the reliability
function is introduced, and a method for estimating it form the experimental
data is proposed. Then, as in case of the first model, the replacement time is
found by employing a simple graphical procedure.
For the above approach to be used in practice the expected costs of pre-
ventive and failure provoked replacements need to be known. It is shown that
the former one can be determined by applying traditional formulas found in
machining economics handbooks. The penalty cost, on the other hand, is not
so well defined, and no good estimation models are available. Therefore, a new,
probability tree-based approach is developed in this thesis.
The relevance and the applicability of the proposed models is tested in a few
experimental and case studies described in the appended articles. In Article 1
reliability of machining systems as a whole is investigated, and the stochastic
nature of the processes involved is clearly shown. In Article 2 it is demonstrated
that a two-parameter Weibull distribution can be used to model the tool life,
and a simple replacement model based on the reliability function is proposed.
In Article 3 a more generic tool life model is developed, but a two-parameter
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Weibull distribution is still found to be a good approximation. The replacement
time is than found by employing an optimization procedure based on the age
replacement policy. In Article 4 an approach for estimating the penalty cost,
which is a key input to the age replacement model, is developed. Finally in
Articles 5 and 6 it is shown that high pressure cooling can help to extend the
tool life and possibly to reduce its variation, which is the main reason why
probabilistic models are needed.
Based on this experimental work and case studies the thesis concludes that
stochastic approaches for tool life modelling and for determination of replace-
ment time are relevant and applicable in practice. Therefore further work needs
to be done to extend the use of these methods beyond the set-ups and conditions
tested throughout the research described in this PhD thesis.
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Part I
Report

1Introduction
Cutting tools lie at the core of machining operations, which are considered to be
the most versatile manufacturing techniques for production of highly accurate
parts. In the old days potters used their hands, strings, sticks and various chips
to shape a piece of clay while rotating it on a foot-driven wheel – the earliest
form of a machine tool [1]. Carpenters employed sharp stones and metal chisels
in primitive lathes (see Fig. 1.1) to turn wood. The history of metal cutting
started in 1774 when the first real boring mill was built [2]. Since that time
a number of different purpose machine tools have been constructed, and their
efficiency has increased a hundred-fold. According to Benhabib [2], the primary
reason for that is the advancement in materials used in cutting tools.
Fig. 1.1: Ancient lathe [1] with (A) workpiece holding pivots,
(B) tool support, (C) workpiece and (D) power transmission cord
4 1 Introduction
The earliest metal cutting tools were made in hardened carbon steels. They
were inexpensive, but softened at just 250◦C and were therefore limited to low
cutting speeds [3]. The first major leap in the tool making technology was the
invention of the Taylor-White hardening process at the beginning of the 20th
century. This led to development of high speed steel (HSS) tools [4], which had
a better wear resistance and could be used at higher cutting speeds. Despite this
improvement the productivity of machining processes was still rather low as the
properties of HSS tools deteriorated rapidly at elevated temperatures. A real
breakthrough occurred in 1930s when cemented carbide tools were introduced.
The supreme properties of these materials, such as high hot hardness, high
elastic modulus, perfect thermal conductivity and low thermal expansion [5],
made them so versatile that over 50% of the tools used world wide today are
estimated to be based on cemented carbides [3]. Other important tool materials
are ceramics, cubic boron nitride (CBN) and diamond. All these substances are
extremely hard and have an exceptional wear resistance.
The performance of cutting tools, particularly those made in carbides, can be
further improved by coating them with multiple protective layers of titanium
nitride (TiN), titanium carbide (TiC), titanium carbonitride (TiCN) and/or
aluminium oxide (Al2O3). This reduces the friction on the surface of the tools,
increases their toughness and further improves wear resistance.
Despite these technological improvements tool wear and failure are still the
major concerns in all machining processes. Tool wear, such as flank and nose
wear, or built-up edge, can negatively affect the finish of the produced sur-
faces and can cause costly rework [5, 6]. Chipping, or gross fracture can lead
to scrapping of the part being machined, while catastrophic tool failure can
idle expensive equipment and can even bring down the whole production line,
resulting in delayed shipments and loss of customer’s good will [7, 8].
A lot efforts have been invested by the researchers to develop models that
would allow to predict the tool life and would help to avoid the above-mentioned
consequences. However, in most cases variation, which is an inherent property
of machining processes, was disregarded. As a result the estimates of the tool
life were rarely accurate. Therefore a common practice used in industry today
is to replace the tools well before the end of their useful lifetime. Unfortunately,
such a conservative strategy leads to increased costs.
In general cost of the cutting tools is said to make only 2–4% of the total
manufacturing cost [5]. This estimate is disputed in several studies. Jeang [9]
claims that tool costs in metal cutting constitute about one third of the unit
production costs. Sharit and Elhence [10] estimate that tool related activities
in flexible manufacturing systems (FMS) stand for 25% of the operating costs.
This opinion is supported by Gray et al. [11], who review several papers provid-
ing industrial data, and conclude that tooling can account for 25–30% of both
fixed and variable production costs in an automated machining environment.
A similar estimate can be achieved by studying and reprocessing the data pre-
sented by Hong [12]. This shows that in conventional machining of Ti–6Al–4V,
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a typical material used in the aerospace industry, tool costs make up from 9%
to over 35% of unit production expenses.
The above estimates show that tool costs are already high in some manu-
facturing systems. Moreover, the ever-present need for higher productivity, new
and often difficult to cut workpiece materials, and the emerging trend of dry or
near dry machining (NDM) [3, 5, 13] necessitate the use of more advanced, hence
more expensive, tools. This suggests that economic implications of conservative
tool replacement policies will become more significant in the near future.
From this discussion it follows that there is a need for new models for predict-
ing the life of cutting tools and for new methods to optimize their replacement
time. The proposed approaches should take into account the effects of variabil-
ity in machining processes and should seek for a balance between the traditional
tool costs and the expenses of possible tool failures. These issues are addressed
in this PhD thesis.
1.1 Background
The decision when to replace a cutting tool depends on its expected life, which
is largely determined by the choice of the process parameters. Cutting speed vc
usually has the biggest effect. Therefore, as discussed in the following sections,
the prevailing industry practice is to control this variable in order to adjust the
tool life so that the cost-, production time- or profit-related objectives of the
machining process are achieved.
1.1.1 Tool life definition
Definition of the tool life varies among different authors and often depends on
the intended application. In this thesis I will use ISO3685 [14] as my main
reference. This standard emphasizes that the main function of a cutting tool is
to produce workpieces of the desired size and surface quality. Thus in the ideal
case it should be replaced as soon as the quality of the produced parts becomes
unsatisfactory (unacceptable). In practice, however, in-process monitoring of
workpiece quality is difficult. Therefore it must be predicted indirectly from the
tool wear, which is defined by ISO3685 as a change of shape of the tool from its
original shape, during cutting, resulting from the gradual loss of tool material
or deformation. This is a complex process involving several mechanisms and
will be discussed in more detail in Section 2.1.
Besides gradually wearing out a cutting tool can fail abruptly. This makes
it physically incapable of further cutting and can be caused by the defects
introduced during the manufacture of the tool or by various random overloads.
Such events are referred to as the occurrence of a phenomenon by ISO3685 and
are discussed in more detail in Sections 2.2 and 2.3.
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Considering these failure modes ISO3685 gives the following definition:
tool life T is the cutting time required to reach a tool life criterion
and the tool life criterion is a predetermined threshold value of a tool wear
measure, i.e., the dimension to be measured to evaluate the amount of wear, or
the occurrence of a phenomenon.
This formal definition of the tool life is well suited for laboratory tests, where
the cutting process can be stopped at predefined intervals, and the tool can be
inspected for wear with the help of an optical microscope1. Such technique was
used extensively in the experimental work presented in this PhD thesis.
1.1.2 Current tool life modelling practice
The most popular empirical model used today is the so-called Taylor’s tool life
equation [4]. Based on his 26 years of experimental work, Taylor determined
that, in rough machining of steel forgings with HSS tools, the cutting speed vc
and the tool life T were related through the equation vc = Constant × T−1/8.
This relationship has been generalised and is usually written as
vcT
n = C (1.1)
where n is an exponent, which depends primarily on the tool material [3, 24], and
C is a constant determined by the combination of the tool- and work materials,
as well as the geometry of the tool [24].
The physical meaning of the above parameters is illustrated in Fig. 1.2.
The experimental data here is taken from Article 2. It is plotted on a double-
logarithmic scale and the best fit line is drawn. The exponent n is then the
inverse of the slope of this curve and shows how sensitive the life of a tool
made in a particular material is to the changes in the cutting speed. HSS tools,
for example, have a low n (0.10–0.17), which means that a small increase in
machining velocity leads to a significant reduction in their life. Ceramic inserts,
on the other hand, have a high n (0.40–0.60), thus they can be used over a wider
range of speeds. In this particular example n is approximately 0.32, which is a
typical value for coated carbide inserts [24].
Constant C shows the cutting speed that would result in the tool life of one
minute and can be determined by extending the fitted line until it intersects the
1 On the shop floor direct measurements of tool wear can be difficult or impractical. Therefore
indirect methods are sometimes employed (e.g, see reference [15] for a general overview of
tool condition monitoring techniques). In this case tool wear is estimated by observing the
changes in the characteristics of the cutting process due to the tool wear. Examples of such
characteristics are cutting forces [16–19], spindle torque and power [17, 20] or acoustic
emissions [21–23]. Some of these methods have already found application in industry, and
their use will probably become more widespread in the near future.
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Fig. 1.2: Taylor’s tool life curve
abscissa axis. In the above example C is approximately equal to 126m/min. By
substituting it together with the value of n into (1.1) we find that the Taylor’s
equation for this particular case is vc T 0.32 = 126.
As shown in Fig. 1.2, when the data is plotted on a double logarithmic
scale, the relationship between the tool life and the cutting speed becomes
roughly linear. This makes it easier to draw a fitted line, which was probably
the main reason for using the logarithmic scale at the time when computers
were not available. The linear relationship is generally true for machining of
traditional materials, such as steels and cast irons, within the range of typical
cutting speeds, where the dominant failure mechanism is flank wear. In case of
heat resistant alloys and other high strength materials, however, the straight
line relationship does not always apply [25]. One of the reasons is the extreme
temperature generated when machining these materials. Narutaki et al. [26] and
Kitagawa et al. [27], for example, have shown that in turning of Inconel 718,
a heat resistant nickel based alloy used in aerospace industry, temperature on
the rake face of the tool can reach 1300◦C. Such conditions promote diffusion
and therefore lead to increased crater wear. This phenomenon is also common
in high speed machining. As a consequence Taylor’s equation is least accurate
here [24]. The straight line relationship also fails at low cutting speeds, where
built-up edge, followed by plucking out of the tool material, typically occurs [3].
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Another limitation of equation (1.1) is the fact that it relates the tool life
only with the main variable, i.e., the cutting speed, but ignores other, though
less important, factors, such as the feed fn and the depth of cut ap. To account
for the effect of these parameters several extensions of the original formula have
been proposed.
Taylor [4] himself studied the influence of the feed on the tool life. The
general form of the equation that he has derived can be written as vcT nfyn = C,
where y is an experimentally determined exponent.
Woldman and Gibbons [28] went one step further. They observed that con-
stant C in equation (1.1) varied with both the feed and the depth of cut and
could be expressed as C = C1/(axpfyn). By substituting this expression into (1.1)
they obtained what became known as the extended Taylor’s tool life equation
vcT
naxpf
y
n = K (1.2)
Constant K and the exponents x and y here depend on the tool- and work
materials. Moreover, K varies considerably with the rake angle of the tool [24].
A number of other empirical models, including further extensions of Taylor’s
equation, have been proposed to account for the effect of workpiece hardness,
tool geometry, cutting temperature and other factors on the tool life. A brief
overview of these models can be found in [29] and [13].
1.1.3 Current tool life optimization practice
Since tool life is usually the most important practical consideration in selecting
cutting conditions [24], tool life prediction equations are an important input to
machining process optimization models. These approaches attempt to define a
set of cutting parameters that enable to reach the cost or productivity objectives.
In general the goal of a machining process is to do maximum possible amount of
work in the shortest possible time at the lowest possible cost. These objectives,
however, are not always compatible. For example, to maximise the output rate
(the amount of work done during a certain time) it might sound intuitive to set
the cutting parameters at their highest values. However, this would lead to very
short tool life and therefore tool costs would become very high. Moreover, due to
frequent replacements a lot of productive time would be lost, thus the output
rate would drop. On the other hand, machining at very low cutting speeds,
feeds and depths of cut would not do any good either. Even though tool-related
costs would decrease, machining time would become very long leading to low
output rate. This also implies that to do the same amount of work one would
need more man- and machine-hours. Thus the operating costs would increase.
In addition to these trade-offs a number of other constraints such the quality of
the produced parts, rigidity of the machine tool and the available power need
to be taken into account when choosing the machining parameters. Considering
all these aspects allows determining the optimal set of cutting conditions.
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Choice of feed and depth of cut
As mentioned in Section 1.1.2, feed and depth of cut have less significant influ-
ence on the tool life then the cutting speed. However, these two parameters play
other important roles. The choice of the feed and the depth of cut defines the
cross section of the chip being removed, which in turn affects the metal removal
rate and the chip breaking process.
Increasing feed and/or depths of cut leads to higher metal removal rate,
hence better productivity. However, at the same time forces, hence power con-
sumption, required to remove the chip also become higher. As a consequence
cutting tool is deflected and the whole machine is subjected to more elastic
deformation. Therefore the quality of the produced part decreases. Moreover,
increasing the feed produces rougher surfaces. Hence, the choice of the depth of
cut and the feed depends on the required product quality. When it is low or not
critical, as in the case of roughing operations, highest possible feeds and depths
of cut can be used. Their maximum values will then be determined by the power
available on the machine tool. In finishing operations, though, lower depths of
cut and lighter feeds must be used to increase the geometrical accuracy of the
part and to achieve smother surfaces.
As mentioned above, the choice of the feed and the depth of cut (as well as
the cutting speed) will affect the formation of chips. At light cuts they tend to
be thin, flexible and therefore continuous. Even though such chips usually lead
to good surface finish [3, 5] they are undesirable due to several reasons. First,
continuous chips tend to tangle around the tool holder, the fixtures and the work-
piece. Thus they can begin to rub against the machined surface and can damage
it. Second, long chips can jam the chip disposal equipment. Such blocks need to
be cleared away manually, which for continuous chips are especially undesirable
in automated manufacturing. Moreover this poses a safety risk, because chips
have sharp edges and can injure the operator who is attempting to remove them.
Hence, improving chip breaking is an important consideration when designing
a machining process. Besides other measures this can be achieved by increas-
ing the depth of cut and the feed. As a result chips become wider and thicker,
thus they are less flexible and are more likely to break into smaller segments.
On the other hand, large depth of cut increases the tendency to form built-up
edge [5], which is one of the principle factors adversely affecting the finish of
the produced surface.
To summarise this discussion we can conclude that high feeds and large
depths of cut are desirable, because the metal removal rate is increased and chip
breaking can be improved. However, this increases cutting forces, hence power
consumption, and can lead to poor quality of the produced part. Therefore the
choice needs to be made by taking into account the specific requirements of a
particular operation.
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Choice of cutting speed
Once the feed and the depth of cut are selected the cutting speed can be de-
termined. As mentioned previously, this parameter not only affects the metal
removal rate, but has a substantial influence on the tool wear and life. Therefore,
neither very low nor very high speeds yield good results. Thus, methodologies
for determining the optimal cutting velocity in terms of machining cost and
output rate have been developed. As an example let us discuss the approach
proposed by Boothroyd and Knight [3].
Let us say we have a batch of Nbp parts that needs to be produced. Then
the average cost of machining one component can be found as
Cpr =M · tl +M · tm +M Nt
Nbp
tct +
Nt
Nbp
Ct (1.3)
In this equation M is the total machine and operator rate including the over-
heads, Nt is the number of cutting tools needed to machine the batch of com-
ponents, Ct is the cost of providing a sharp cutting tool or a sharp cutting edge
(when the tool has more than one usable cutting edges) to the machine tool, tct
is the tool changing time, tl is the time taken to load and unload a component
and to return the tool to the beginning of the cut and tm is the machining time
per component.
The first item in equation (1.3) is the non-productive cost of preparing the
component for the operation, removing it from the machine and returning the
tool to its initial position. This cost depends on a number of variables, such
as the complexity, the size and the weight of the component, the type of the
machine tool, the design of the work holding fixtures and other. For a particular
operation, where the same type of components is produced, this cost will be
constant. The remaining terms of equation (1.3) will depend on the choice of
the cutting parameters.
As mentioned previously, machining time tm decreases as the cutting speed,
the feed and the depth of cut are increased. For example, for a cylindrical
turning operation tm = (pilD)/(fn ·vc). Here l is the length to be machined and
D is the diameter of the workpiece. Since these parameters, as well as the feed,
remain constant during each tool path2, machining time is only a function of
the cutting speed.
The ratio Nt/Nbp appearing in the two last terms of equation (1.3) shows
the number of tools consumed for machining one component. For simple parts
2 In many occasions more than one path of the tool is needed to complete an operation. For
example, several roughing cuts would usually be followed by a finishing cut and the feed
in each case might need to be adjusted to achieve the required surface quality. Moreover
the total number of paths, hence the overall machining length, would depend on the
depth-of-cut settings, and the diameter of the workpiece would also decrease after each
cut. Finally, at the end of the path the tool would normally have to be retracted to the
starting position, thus the non-productive costs would also become variable. Therefore, in
general the optimal cutting speed needs to be determined separately for each tool path.
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it would be less than one, while in case of complex components, such as large
jet engine parts, several tools would be used, thus Nt/Nbp would be big. For
a particular type of a component this ratio is equivalent to the ratio between
the total amount of work to be done and the tool life, i.e., tm/T . Machining
time is found in the same way as explained previously, and the tool life can be
expressed from equation (1.1) (alternatively equation (1.2) could be used) as
T =
(
C
vc
)1/n
(1.4)
Thus, since both the machining time and the tool life are expressed in terms of
the cutting speed, tm/T , hence Nt/Nbp, is also a function of the speed.
Coming out from the above discussion we can conclude that, given a partic-
ular component and the operation that produces it, the first element in equa-
tion (1.3) is constant, while the remaining ones mainly depend on the cutting
speed. Then taking the derivative ddvcCpr and equating it to zero gives the speed
that minimizes the cost per piece
vcoc = C
(
n
1− n
M
M · tct + Ct
)n
(1.5)
Cost minimization is intuitive and is therefore embedded deep into the minds
of managers. While this is obviously an important consideration, in today’s
volatile markets time often becomes more critical [30]. Thus let us take a look
how machining processes can contribute to this new objective.
Examining equation (1.3) we can find out that the production time per
component is
tpr = tl + tm +
Nt
Nbp
tct (1.6)
Taking the derivative of this equation with respect to the cutting speed and
equating it to zero, we find that
vcot = C
(
n
1− n
1
tct
)n
(1.7)
is the cutting velocity that will yield the minimum production time.
Profit maximization
Substituting equations (1.5) and (1.7) into equation (1.4) gives the tool re-
placement time that would yield the minimum cost per piece and the shortest
production time respectively. It should be noted, however, that being able to
produce at low cost or in a short time are not the goals of a company. These are
only the measures that under certain market conditions can give a competitive
advantage. As emphasized by Goldratt and Cox [31], the true goal of a company
is to earn money. Thus the ultimate objective is to maximize the profit.
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Boothroyd and Knight’s [3] approach for maximizing the profit is a follows.
Let S be the amount of money that a machine shop receives for a finished
component. The profit rate is then
Pr =
S − Cpr
tpr
(1.8)
Substituting equations (1.3) and (1.6) for Cpr and tpr respectively, finding the
derivative with respect to the cutting speed and equating it to zero gives the
cutting speed for the maximum profit rate. Then entering the determined speed
into equation (1.1) yields the optimum tool replacement time. For the case of
cylindrical turning this can be written as
Tef =
1− n
n
(
tct +
tl · Ct
S
)
+ pilD · Ct
nf · SC T
n
ef (1.9)
Even though the tool life in this equation is expressed implicitly, Boothroyd and
Knight [3] state that certain approximations can be used to find the solution.
To conclude this section I must note that this PhD thesis does not focus on
the traditional tool life modelling and optimization methods. Therefore only the
main principles were presented here. For more details the reader should consult
general literature on machining economics (e.g., see references [3] and [5]).
1.2 Drawback of traditional approaches
Modelling and optimization approaches discussed in Sections 1.1.2 and 1.1.3
are based on the assumption that tool life is deterministic. This implies that
when the input parameters, such as the cutting speed, the feed and the depth
of cut, are given, the exact tool life can be found. Unfortunately, real machining
processes are dynamic. This means that, rather than being constant, cutting
parameters fluctuate around their pre-set values. Moreover, there are many
other factors that cannot be completely controlled. Consequently tool wear and
tool life also vary.
In his experiments Taylor [4] was trying to control all the parameters in
order to keep them at their fixed values. The magnitude and the cost of his
efforts can be appreciated by considering the fact that the pace of all machine
tools (they were driven by the same steam engine) in the whole factory often
had to be slowed down for lengthy periods in order to allow him to run the
tests at a selected constant speed. Despite that, Taylor observed that variation
still existed and caused inconsistency in the observed tool life. For example, it
is mentioned that even minor deviations from the so-called “standard speed”
led to a significant spread of time until wear-out of “identical” tools.
In fact, no two cutting tools are really identical. The differences might lie
in their geometry and material composition or might arise from micro defects
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introduced during the manufacturing process. As a result “identical” tools do
not behave the same even when used for the same machining operation.
Besides the variation in the cutting conditions, differences in the shape and
the internal structure of the tools, other possible sources of variation are non-
uniformity of workpiece properties, such as hardness, micro-structure, composi-
tion and surface characteristics, variation in coolant concentration and changes
in its condition [24]. To this list one could add the characteristics of the machine
tool that promote or limit vibrations, behaviour of fixtures and other support-
ing equipment when subjected to high cutting forces, actions of the operators
and other factors.
Due to the process variation the actual tool life rarely matches the predic-
tions of the deterministic models [32]. As shown by Fenton and Joseph [33], the
cost, the productivity and the profit rate estimates given by these approaches
are too optimistic. This poses a risk of early wear-outs and high failure costs.
To buffer against such uncertainty conservative tool replacement strategies are
employed. It is estimated that only 50–80% of the expected tool life is typically
used [34]. This means that tool costs are unnecessarily high. Moreover, due to
frequent replacements a lot of productive time is wasted, thus the rate of output
is lower than possible. In addition to these issues, Noël et al. [35] demonstrate
that ignoring process variation leads to inefficient planning of tool supply and
hence low availability of minimal manned machining systems.
1.3 Objectives
The analysis of the available models and industrial practices shows that, due to
the process variation, tool life estimates are inaccurate, and the choice of the
replacement time can be suboptimal. Therefore
the main objective of the PhD project and this thesis is to propose new models
that would enable predicting the life of metal cutting tools more accurately and
would aid process planners in choosing the most economic tool replacement time.
This objective can be translated into the following tasks:
1. Performing a physical analysis of machining processes
2. Identification of the main factors that determine the life of a cutting tool
3. Proposing new ways to model the effect of these factors on the tool life
4. Developing methods for determining the optimal tool replacement time
that would use the new tool life model as an input
Since this PhD project is carried out in a close cooperation with an industrial
partner, practical applicability of the proposed approaches is important. Other
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ways, apart from the improved modelling, to make the tool life predictions more
accurate are also welcome. Therefore additional objectives are:
5. Testing of the developed tool life modelling and optimization approaches
in a realistic manufacturing environment
6. Proposing other, practical ways for improving the accuracy of the tool
life predictions
1.4 Scope
Cutting tools are employed in a wide range of machining operations. This PhD
thesis does not intend to cover all of them. Due to its simplicity turning opera-
tion was used for analysis. Nevertheless the results could be extended to other
processes, for example milling, where similar tools (inserts) can be used, but
care should be taken of the specifics of the process.
It should also be mentioned that in this PhD project we have closely coop-
erated with a manufacturer of jet engine components. Therefore many aspects
of the work discussed in this thesis are first of all relevant for the aerospace
industry. For example, a typical material that the jet engine components are
made in is Inconel 718. Therefore this nickel based alloy was used exclusively
in the experiments described in this thesis. The machining parameters, cost
estimates and other data are also typical for the aerospace industry. Neverthe-
less, the proposed approaches are generic and could be adopted to specifics of
machining processes used in other types of companies.
1.5 Research approach
The activities performed in this PhD project can be classified as applied research.
Even though the methods used in each particular case differed slightly, the basic
approach was similar and included the following steps:
1. Identification of the need for new knowledge
2. Formulation of hypotheses
3. Performing of experiments or collection of industrial data
4. Data analysis
5. Testing of hypothesis based on the data analysis
6. Dissemination of the new knowledge
The reason for carrying out any kind of research activities is the actual or
foreseeable need for new knowledge. Different methods are available for iden-
tifying it. In my case this was done through elaborate discussions with my
supervisor and our industrial partners. Some additional needs emerged while
working on particular issues. This can be seen in Fig. 1.3, which shows how the
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Fig. 1.3: Relationship between research activities
major pieces of work done during these PhD studies build on each other and
how they contribute to the thesis as a whole.
Considering the identified gaps in the existing knowledge, hypotheses about
possible ways of filling them were formulated. This meant development of new
models or proposing of process improvements and claiming that this might
solve the problem. To test these hypotheses experiments were performed or real
industrial data were collected and were analysed by making use of statistical
and mathematical tools. Based on this, conclusions concerning the trueness of
the postulated hypotheses were drawn.
The collected new knowledge was disseminated through publications in in-
ternational journals, presentations in international conferences and meetings
with industrial partners. This was done regardless of whether the hypotheses
were confirmed or rejected, because both results contribute to the understand-
ing of the phenomena studied and therefore yield new knowledge. In total six
articles were published or accepted for publication in journals and conference
proceedings. The main methods used in each case are listed in Table 1.1.
This research approach includes a number of possible feedback loops. While
developing a model or another solution more insights about the problem to be
solved are gained. At the same time it might turn out that additional inputs are
required or that the needs for new knowledge have to be clarified. Hypothesis
testing might reveal that the collected data is insufficient and that additional
experiments need to be carried out. Finally, when disseminating the results,
feedback from peers and other parties involved is collected. This way the models
and approaches are fine-tuned and turned into new knowledge.
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Table 1.1: Use of statistical and mathematical tools
Tool Main articles
1 2 3 4 5 6
Linear interpolation × × × ×
Nelson-Aalen plot ×
t-test ×
Distribution fitting × × × ×
TTT transform × ×
Probability tree ×
F-test ×
Levene’s test ×
Wilcoxon (Mann-Whitney) test ×
1.6 Structure of this thesis
This PhD thesis has three parts. Part I contains the main report and is subdi-
vided into six chapters, including the current one. In Chapter 2 the main causes
of a cutting tool failure, such as wear, internal defects and external stresses, are
discussed. Modelling of the tool life with respect to these causes and derivation
of the total tool reliability function is covered in Chapter 3. In Chapter 4 it is
showed how the reliability function can be used for determining of the optimal
tool replacement time. A method for solving the optimization problem is sug-
gested in Chapter 5. The relevance and practical applicability of the proposed
approaches is discussed in Chapter 6. Copies of the six main articles, arranged
in the chronological order of writing, are enclosed in Part II of this thesis. Other
significant documents, including one literature review article, two term papers
and one internal report, are presented in Part III.
2Causes of cutting tool failure
The ISO3685 [14] definition given in Section 1.1.1 states that a cutting tool
reaches the end of its life when it develops a critical level of wear or when a
certain phenomenon, such as a catastrophic failure, occurs. In this section I will
discuss these causes in more detail. Since in practice wear-out is the main issue,
I will analyse this type of a tool failure first. Then I will discuss two kinds of
phenomena that can occur – failure due to internal defects and failure caused by
external stresses. As will be seen later, these two modes are different in nature
and therefore require a different modelling approach.
2.1 Wear
Tool wear is the change of the shape of the tool from its original shape, during
cutting, resulting from the gradual loss of tool material or deformation [14]. The
main mechanisms causing this process are: abrasion, adhesion and diffusion [3].
In addition to that, tools suffer from oxidation and corrosion [24, 36, 37].
As the name suggests, abrasion is a process when hard particles that are
present in the workpiece or that form during the cutting rub against the tool and
mechanically erode it. Adhesion occurs when a chip flows over the tool or when
the tool itself slides over a newly produced surface of the component. Since these
interfaces are oxide-free, workpiece material can easily weld to the tool, and
when the junctions are fractured by the sliding action, small fragments of the
tool material are plucked out. Diffusion occurs at high temperature generated
during cutting and is characterised by the flow of atoms from the workpiece to
the lower concentration zones in the tool material and vice versa. This process
changes the structure of the tool material and weakens it. Oxidation takes place
when hot tool surfaces are exposed to the atmospheric gasses. As a result hard
particles are produced, which promotes abrasion. Corrosion is caused by water
that is the main constituent of cutting fluids and leads to development of soft
compounds that are easily removed by abrasive forces. The combined action of
these mechanisms produces several types of wear on the faces of the tool.
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Fig. 2.1: Development of flank wear land and depth-of-cut notch
2.1.1 Types of tool wear
The most common and most broadly studied type of tool damage is the for-
mation of a wear land on its flank face. This damage is called the flank wear
and occurs when the relief face of the tool rubs against the newly produced
surface of the workpiece. Due to this abrasive action a wear land is formed and
its width (usually denoted by VB) increases as machining continues. This can
be seen in Fig. 2.1, which shows the development of the flank wear land on a
ceramic tool used in experiments described in Article 6.
The rate of the flank wear throughout the life of a tool is not constant. A
typical example, based on the experimental data from Article 5, is shown in
Fig. 2.2. As can be seen here, a tool would usually undergo a period of rapid
initial degradation, called the burn-in, which would be followed by a steady
wear phase, and eventually the wear-out would start. During this last period,
the land produced by the flank wear gets so big that the damage done by the
rubbing action on the newly produced workpiece surface becomes unacceptable.
Moreover, large frictional forces increase the deflection of the tool, which causes
a reduction in the dimensional accuracy of the component and poses an increas-
ing risk of a catastrophic tool failure. Therefore the tool needs to be replaced
before it enters the wear-out phase. In practice this is usually done when the
average width of the flank wear land (VB) is expected to reach 0.3mm or when
the maximum width (VBmax) is around 0.6mm.
On the right side of the flank wear lands, shown in Fig. 2.1, a small notch can
be seen. This type of damage typically occurs at the boundary of tool’s contact
with the workpiece and is therefore sometimes called the depth-of-cut notch
wear. Usually it develops when the tool cuts through the scale on the surface of
the machined part. This hard layer could be the result of work-hardening during
the previous path of the tool or could have formed during the fabrication of the
workpiece. It causes severe abrasion and leaves a “scar” on both the major flank
face and the adjacent area of the rake face of the tool. Such notch acts as a
stress concentrator and can lead to tool fracture. As discussed in Articles 5
and 6, this can be a serious issue in machining of nickel-based materials with
ceramic tools.
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In addition to the depth-of-cut notch, in some of the experiments described
in Article 5, we observed a notch on the minor flank face of the tool3. This
kind of damage is sometimes called groove wear [36] or nose radius wear [24]
and is shown in Fig. 2.3. Since it occurs on the trailing side of the tool, which
has only a limited contact with the machined surface of the workpiece, groove
wear cannot be explained by the abrasion alone. It is likely to be initiated by
the corroding action of the water in the coolant [36] or by oxidation, which
takes place as the hot surfaces of the tool are exposed to oxygen and nitrogen
present in the surrounding atmosphere [37]. In both cases hard oxides can be
built and can cause abrasion. The same wear mechanism could also be acting
in the depth-of-cut region.
Flank and notch wear were studied explicitly in this PhD project. Other
common types of tool degradation are crater wear and edge build-up. Crater
wear is the formation of a pit on the rake face of the tool. As mentioned in
Article 3, a small crater can be beneficial because it acts as a chip breaker.
However, when its depth increases, the tool gets weaker and can eventually
break. Since crater wear is mainly governed by diffusion [3, 5, 24], this can be a
problem when machining at high cutting speeds, or in turning of heat resistant
alloys, where even at low speeds temperatures can exceed 1000◦C [26, 27].
3 In the experiments under discussion the tool was a round insert. In such case there is no
clear limit between the major and the minor flank faces. What is meant here is the side of
tool’s flank which was in contact with the machined surface of the part.
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Edge build-up is a process when several layers of work material adhere to
the tool and is caused by the high friction between the rake face of the tool
and the chip. Presence of the welded material further increases the friction
and leads to the formation of new layers [3]. The resulting pile of material is
known as the built-up edge (BUE). As it grows larger, BUE breaks apart and
is carried away by the chip. This process repeats in a cyclic manner and can
sometimes be desirable, because a thin BUE protects the tool and reduces its
wear [5]. However, the deposited material blunts the cutting edge, which causes
an increase in the cutting forces [3] and has a negative affect on the quality of
the produced surface [3, 5, 24].
2.1.2 Factors affecting tool wear
Wear of cutting tools depends on a number of factors. They include the prop-
erties of a particular tool, such as its material, geometry and applied coatings,
characteristics of the workpiece material being machined, cutting parameters,
efficiency of the cooling process and the specifics of the machine tool.
Effect of tool material and geometry
As discussed in Section 1, development of more advanced materials has increased
the wear resistance of cutting tools significantly. Carbides were said to be the
most versatile of all. Moreover, their characteristics can be further enhanced by
applying different coatings, which reduce friction, improve resistance to abrasion
and act as a diffusion barrier. Nevertheless, in some applications, tools made
in other materials perform better. For example, in machining of heat resistant
aerospace alloys with ceramics, several times higher metal removal rate can
be achieved [38]. Obviously, ceramics also have limitations. A particular issue
is their sensitivity to thermal shocks. Consequently cooling, which in general
significantly reduces wear, has to be used with caution or cannot be applied
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at all [3]. Tools made in other materials, even the newest ones, have their own
weaknesses. Therefore in order to achieve the best results it is important to find
the right tool for the right application.
Appropriate choice of tool geometry and chip breakers also helps to maximize
the performance. For example, use of positive rake angles leads to lower cutting
forces and in general reduces tool wear [24]. However, in the case of brittle tools,
negative rake angles and high nose radii are needed to increase their toughness.
Chip breakers allow to control the flow of the chips, which otherwise might
hinder the cooling process and might cause alternating heating and cooling of
the cutting edge [3]. This is especially important, when machining materials,
which tend to form continuous chips.
Effect of workpiece properties
Tendency to form long chips and other properties of the work material, such
as hardness, heat conductivity, chemical affinity to the tool material and prone-
ness to work-hardening, have a substantial affect on the tool wear. However,
they usually cannot be changed, because this would affect the properties of the
component being produced.
Effect of machine tool properties
Modifying the characteristics of the machine tool, such as the rigidity and vi-
bration damping capacity, is even more problematic. This might take a long
time and might require big investments, which can be difficult to justify.
Effect of cutting parameters
Unlike the properties of the workpiece and the characteristics of the machine
tool, cutting parameters are at the disposition of the process planner. The effect
of cutting speed, feed and depth of cut was discussed previously in this thesis. In
general, milder cutting conditions lead to lower tool wear. However this reduces
the metal removal rate, thus it should be considered only as the last resort in
most operations [24].
Effect of cooling
To conclude this section we will discuss the effect of cooling on tool wear. Tem-
perature generated in metal cutting processes can exceed 1000◦C and is the
major factor governing all types of wear mechanisms [5, 36]. At high temper-
ature tool materials soften and can be easier eroded by abrasive forces. Heat
generated as a result of friction between the tool and the chip or between the
tool and the workpiece causes adhesion. Rate of diffusion wear is directly pro-
portional to temperature, therefore the location of the maximum depth of a
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crater (crater wear is mainly driven by diffusion) coincides with the position
of the hottest area of the tool [5]. Finally, the intensity of oxidation and corro-
sion also gets higher when temperature rises because this increases the speed
of chemical reactions.
The above discussion implies that reducing temperature generated during
the cutting process is an important means of minimizing tool wear. Traditionally
this has been achieved by pouring copious quantities of water-based fluids onto
the tool. This method (also called conventional cooling) has its limitations.
Pigott and Colwell [39] state that conventional cooling is inefficient, because
fluids are poured onto the chip, thus cutting tool is cooled indirectly. Moreover at
high temperatures coolants are rapidly evaporated. As a result a steam “blanket”
is created, which stops the fresh coolant from reaching the tool-chip interface
thus rendering conventional flushing ineffective. A few alternative techniques,
including internal chilling of the insert, cryogenic-, CO2- and high pressure
cooling, have been tested. The latter method seems to be particularly promising
and was studied extensively in this PhD project (see Articles 5 and 6).
The principle behind the high pressure cooling is to supply the cutting fluid
in the form of a small jet as it is illustrated in Fig. 2.4. Already the early
experiments [39] showed that, in rough turning of aircraft exhaust valves made
in a nickel-based alloy, this method could increase the output per tool by over
18 times. Similar enhancement in the life of carbide inserts were obtained in
turning of Inconel 718 [40, 41], Waspaloy [42] and Ti–6Al–4V [43–47], milling
of titanium [48] and grooving of Inconel 718 [49] and Ti–6Al–4V [50].
The reason behind the above-mentioned improvements is the ability of the
high pressure jet to penetrate deeper between the tool and the chip or between
the tool and the workpiece. This way cooling takes place closer to the highest
temperature zone and is therefore more efficient [39, 51, 52]. Another impor-
tant advantage to mention is improved chip breaking. Moreover, high pressure
cooling can reduce friction [53, 54] and can consequently lead to lower cutting
forces [46, 48, 51, 54] and reduced tendency to form built-up edge [39]. It should
be mentioned, though, that in some cases application of high pressure cooling
requires a special care. A good example is machining with ceramic tools.
Due to the exceptional hot hardness and very good abrasion resistance tools
made in ceramics outperform carbides, especially in machining of heat resistant
alloys, where very high temperatures are generated [38]. Unfortunately, ceramic
materials are sensitive to thermal stresses and have been reported to perform
poorly under high pressure cooling [55–58]. The experiments described in Ar-
ticle 5 revealed that one of the reasons for this could be inappropriate system
design and configuration leading to an unstable cooling process. Another issue
to consider is the sensitivity of ceramic tools to notch wear, which is usually
accelerated when high pressure cooling is applied. As we have demonstrated
in the study described in Article 6, when these issues are taken care of, sig-
nificantly improved performance could be achieved. In this particular study a
rigid system with a minimal jet impingement angle was designed, and a special
2.2 Internal defects 23
W
or
kp
ie
ce
Tool
(a)
W
or
kp
ie
ce
Tool
(b)
W
or
kp
ie
ce
Tool
(c)
W
or
kp
ie
ce
Tool
(d)
Fig. 2.4: Types of high pressure cooling systems
grade of tools with improved resistance to notching was chosen. As a result,
notch wear became insignificant, while flank wear was much lower under high
pressure cooling as compared to conventional flushing. Consequently a signifi-
cantly longer tool life was achieved. Moreover there was some evidence that the
wear process was more stable. Therefore tool life variability was slightly lower.
2.2 Internal defects
Most modern cutting tools are produced by blending hard particles with a
metallic or a ceramic binder and sintering the mixture at a high temperature.
The resulting heterogeneous structure can contain various internal defects, such
as pores, micro cracks, impurities, unsintered powder and agglomerates of one
of the constituents [2, 59, 60]. Additional flaws can appear as a result of socks
incurred during transportation and handling of the tools [24].
Internal defects act as stress concentrators and can initiate a fracture mecha-
nism. When a tool is subjected to cyclic loads, which can result from interrupted
cutting, vibrations or repeated heating and cooling cycles, cleavage along the
stressed zones begins. This weakens the material, thus the crack starts to prop-
agate. Eventually a piece of the tool breaks away. When this takes place close
to the cutting edge the consequence is edge chipping. As a result, the tool be-
comes dull, produces surfaces of poor quality and therefore has to be replaced.
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If the crack propagates deeper, big portion of the tool can break apart. This
phenomenon is called gross fracture and leads to immediate tool failure.
2.3 External stresses
External stresses are severe overloads of the tool that arise from external sources,
i.e., other than the machining conditions, workpiece properties or the state of
the tool itself. Such stresses are random in nature, but are usually so great
that they lead to immediate tool failure, irrespective of the level of wear and
regardless of whether the tool contains some internal defects or not. A typical
analogy is a human being hit by a car or by a bomb blast. In such case the
age or the physical condition of the person makes little difference, as the sock
exerted by the car or the blast is overwhelming.
One of the causes of external stresses is various human errors. For example,
the operator might crash the tool into the workpiece, the programmer might
specify wrong positions or cutting parameters in the part program, the tool
handler might not clamp the insert properly, and so on. Such failures are a
serious concern in machining processes. At the same time this is a very sensitive
issue. Therefore it is seldom that the officially reported cause of a failure is a
human error. Below is an example.
During the case study described in Article 1 we have learned that after a
breakdown the operator would often manipulate the machine manually in order
to return the tool to a “safe” position and to restart the automatic cutting
cycle. Unfortunately “safe” positions are rarely really safe, and new failures, es-
pecially tool breakages, often happen. Taken straightforward such occurrences
are human failures. However, the operator was actually forced to run the ma-
chine manually, therefore it is unfair to blame him or her. For such reasons
collecting data for analysing human failures is difficult. Finding a certain law
helping to predict them is even more complicated due to individuality and often
unpredictability of the human behaviour. Some of these issues are discussed in
Article 1. However, some other interesting findings had to be left out due to the
sensitivity of the topics involved.
Besides the human failures, external stresses could result from malfunction-
ing of sensors, failure of fixtures, tool holders, clamps and other supporting
equipment, instabilities in the cooling process, or various other sources. When
working on the case study mentioned before, we found a number of notes about
machine crashes, likely followed by catastrophic tool failures, which occurred
when limit switches got contaminated or otherwise did not function properly.
Part fixtures, tool holders, and insert clamps can give way under extreme loads
acting in metal cutting. Cooling system can be clogged by small chip fragments
or can come to a halt due to a pump failure, which would lead to a rapid
overheating and failure of the tool. In addition, various other random and un-
predictable events can happen and can cause a catastrophic tool failure.
3Stochastic tool life modelling
Process variation and different failure modes make the tool life difficult to pre-
dict. To deal with this issue, Ermer [61] proposed to periodically update the
constants of Taylor’s tool life equation on the basis of real production data.
Maropoulos and Alamin [62] reported that in practice, such an approach could
improve the predictability of the tool life. Others argued that a more natural
way of incorporating variation into the modelling was to treat the tool life as
a random variable. To the best of our knowledge, this idea was first proposed
by Taylor [63], and its feasibility was demonstrated by Wager and Barash [32],
who carried out several hundreds of machining tests and found that the real life
of HSS tools differed significantly from the deterministic estimates. Therefore
in this PhD thesis it will be assumed that tool life is a stochastic quantity and
a probabilistic model to predict it will be proposed.
3.1 Probability distributions for tool life modelling
Starting with the study carried out by Taylor [63], different probability distri-
butions, including the normal (Gaussian) [32, 64–66], the lognormal [63, 67–70],
the Gamma [68], the inverse Gaussian [71], the Bernstein [72–74], the exponen-
tial [67, 75] and the Weibull [32, 70, 76–78], have been proposed for modelling
the tool life. As discussed in Articles 2 and 3, some of these distributions are not
very adequate for this particular application, while others are more realistic.
The normal distribution is simple to use and has symmetrical properties.
However, it allows obtaining negative tool lives, which obviously makes it a non-
realistic model. The lognormal distribution has a strange failure rate function,
which increases for a certain time, but then starts decreasing and approaches
zero [79]. While the expected rate of tool failures might be decreasing in some
special situations (see Articles 2 and 3), it is strictly increasing in the long run,
meaning that the tool is more and more likely to fail as the cutting continues.
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For this reason the lognormal distribution is not a realistic tool life model
either. The failure rate function of the inverse Gaussian distribution and the
Bernstein distributions, which can be reduced to the inverse Gaussian [72], is
similar to that of the lognormal distribution. However, instead of decreasing to
zero, it approaches a certain non-zero value when the time increases [79]. The
problem with the Bernstein and the inverse Gaussian distributions, however, is
the difficulty of parameter estimation. Due to this reason, they are not very
easy to use in practice. The Weibull distribution, on the other hand, is rather
simple to apply and is very flexible, thus it can be adopted for modelling of
several shapes, such as decreasing, constant, and increasing, of the failure rate
function (e.g., see [79].)
Flexibility and the closed form of the reliability (survivor) and failure rate
functions of the Weibull distribution were emphasized by Liu [78] and El War-
dany and Elbestawi [70]. Ramalingam and Watson [76] have showed that the
Weibull distribution was an appropriate model when the tool failed after the
first incurred shock. Following them von Turkovich and Henderer [77] applied
Weibull distribution with the shape parameter α < 1, i.e., with a decreasing
failure rate, to model the life of HSS taps, which primarily failed due to edge
chipping. Similarly Rossetto and Levi [67] assumed that the exponential dis-
tribution, which is a special case of the Weibull distribution, could be used to
model the tool life with respect to fractures. Pandit [75] suggested that the
exponential distribution was also a suitable tool life approximation, when high
cutting speeds were used, while El Wardany and Elbestawi [70] stated that the
Weibull distribution was appropriate, when it was not possible to distinguish
between the different failure modes.
Suitability of the Weibull distribution was also verified in our own studies
described in Articles 1, 2 and 3. In the case study discussed in Article 1 it
appeared to be the most appropriate model for various types of machine tool
failures. Unfortunately, we could not check if this distribution was suitable for
predicting the wear-outs and breakages of the cutting tools, because very few
such failures were mentioned in the maintenance reports. The reason for that
was the fact that worn and broken tools were usually replaced by the machine
operators. Thus no maintenance intervention was required unless a tool failure
occurred as a results of a more serious breakdown. In studies described in Ar-
ticles 2 and 3, on the other hand, the Weibull distribution turned out to be a
fairly good fit for our experimental tool life data. This was especially the case
of the study described in Article 2 where a set of coated carbide inserts was
tested. In experiments described in Article 3 the tools were based on CBN. In
this case a few inserts wore out earlier than predicted by the Weibull model,
but the fit to the remaining data points was very good.
From this discussion it follows that the Weibull distribution is very flexi-
ble and can be adopted for various applications, including tool life prediction.
Therefore the Weibull distribution will used extensively in the models described
in the following sections.
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3.2 Tool reliability function
In Section 2 of this thesis I have discussed three possible causes of a tool failure:
(i) wear, (ii) internal (hidden) tool material defects and (iii) external stresses.
Imagine that we have purchased a batch of tools (inserts). We expect that
a certain part of them are “bad”, i.e., they contain internal defects and will
probably fail early in the cutting process. The rest are “good” tools and will
have a normal life. Regardless of their quality, all tools can fail due to external
stresses. Modelling of these three scenarios is presented in this section. Then the
total tool reliability function, which in general is defined as R(t) = Pr (T > t)
for t > 0 and shows the probability that an item will survive to and will still
be functioning at a certain time t, is derived.
3.2.1 Modelling of tool wear
As discussed in Section 2.1, tool wear is a gradual, progressive process indicating
that the failure rate function should be an increasing function of time. The
Weibull distribution has been shown to be an adequate life distribution for
wear processes [79] and is so flexible that it can be adapted to most practical
cases. The two-parameter Weibull distribution is hence an obvious choice of
model for the wear-life of the tool. Then the reliability (survivor) function of
the “good” tools can be written as
Rg(t) = exp (−(λgt)αg) (3.1)
where t is the time from the start-up of the tool, λg > 0 is a scale parameter, and
αg is a shape parameter. The shape parameter is an indicator of the progressive
effect of the wear, while the scale parameter is an indicator of the speed of
the wear process. For a fixed value of αg, the mean time to tool failure will be
inversely proportional to the scale parameter λg.
3.2.2 Modelling of failures due to internal defects
“Bad” tools are attacked by the same wear mechanisms. Thus, the reliability of
these tools can also be modelled by a two-parameter Weibull distribution and
can hence be written as
Rb(t) = exp (−(λbt)αb) (3.2)
where αb is the shape and λb is the scale parameter for the “bad” tools. Since
“bad” inserts contain internal defects, they will generally fail earlier than the
“good” ones. Therefore the scale parameter for the “bad” tools must be higher,
i.e., λb > λg.
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3.2.3 Modelling of external stresses
As discussed previously, external stresses are random by nature and are usually
overwhelming. Thus it is reasonable to assume that the very first occurrence of
such a stress causes a complete tool failure, regardless of the level of wear at
that instant of time and regardless of whether the tool is “good” or “bad”. On
the other hand, such failures could introduce micro cracks in the tool and could
theoretically accelerate the wear of the rest of its edges. However, in practice
the whole insert is usually discarded immediately after a catastrophic failure.
Therefore possible correlation between the external stresses and the rest of the
tool failure modes can be disregarded. From this discussion it follows that the
external stresses are random events, the very first occurrence of which results
in a tool failure, and that other failure modes are independent of the external
stresses. Such situations can be adequately modelled by a homogeneous Poisson
process [79]. Then the reliability of the cutting tools with respect to external
stresses can be expressed as
Rs(t) = exp (−λst) (3.3)
where λs is the rate (also called the frequency) of external stresses.
3.3 Total tool reliability function
Considering all three types of failure modes the total tool reliability function
can be derived. Let us imagine that we pick at random a tool from our batch.
Then there is a certain probability, say p, that it is a “bad” tool. This implies
that the probability that the tool is “good” is (1 − p). The reliability function
of a tool that is picked at random from a sample and is subjected to wear
mechanisms is hence
Rw(t) = (1− p) · exp (−(λgt)αg) + p · exp (−(λbt)αb) (3.4)
This is the so-called mixed model, which is often used to model failures due to
internal defects [80].
If the cutting process was under complete control, as it often happens in
laboratory experiments, equation (3.4) could be used to model the tool life. In
real production systems, though, the chance that something unpredictable will
happen and that the tool will undergo a random overload needs to be taken
into account. Then it can be assumed that the tool will fail either due to the
combined effect of the wear and the internal defects, modelled by equation (3.4),
or due to an external stress, modelled by a homogeneous Poisson process with
frequency λs, whichever comes first. Such a situation can be modelled as a series
system of two virtual components.
A series connected system fails as soon as one of its components breaks down.
As an example let us take a simple electrical circuit illustrated in Fig. 3.1. It
3.3 Total tool reliability function 29
R1 R2
Fig. 3.1: Series-connected system
consists of two lamps connected in series, similarly as in some old Christmas-
tree lights. Such a circuit functions as long as all the lamps (in this case two)
are in tact. However, as soon as one of them burns, the current stops flowing
and the light goes off.
The reliability of such a system can be represented as the product of the
reliability functions of the individual components, i.e., R1 · R2, [79]. Following
this analogy, the total reliability function of the tool can be written as
R(t) = [(1− p) · exp (−(λgt)αg) + p · exp (−(λbt)αb)] · exp (−λst) (3.5)
The parameters entering this equation can be found experimentally. Lets us
assume that we have tested n tools and in each case have determined the time
until wear-out or other kind of failure, i.e., the tool life T(i), where i = 1, 2, ..., n.
Let us also assume that some of the tools, say Nb < n, appeared to have
significantly shorter life then the rest. Then it is reasonable to suspect that
these tools contained internal defects. Given that we can estimate p by Nb/n.
The shape and the scale parameters of the Weibull distributions describing
the life of both “good” and “bad” tools can be found by applying the maximum
likelihood approach to the corresponding data sets. This can be done by using
statistical software packages, for example Minitab. As it is showed in Articles 2
and 3, other method could also be applied.
Finding the rate of external stresses experimentally can be difficult, unless n
is very large. If this is the case we could estimate λs by Ns/
∑n
j=1 T(j), where Ns
is the number of tools that failed due to external stresses and
∑n
j=1 T(j) is the
total observation time. In most cases, however, carrying out a large number of
experiments is not practical. Therefore a smarter solution for estimating the rate
of external stresses might be finding information about similar processes run
elsewhere. A good example is the OREDA database that contains data about
the reliability of offshore equipment. If, however, such data is not available, one
could start with an educated guess and then improve the estimate as soon as
the real production data gets collected.
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3.4 Tool failure rate function
Equation (3.5) can be used to determine the tool failure rate function z(t),
which is the conditional probability that a tool, that has been used and has
survived up to a certain time t, will fail in a next short instance of time ∆t.
Hence, the failure rate function can be expressed as
Pr(t < T ≤ t+∆t | T > t) ≈ z(t) ·∆t (3.6)
and can be found as z(t) = − ddt lnR(t) (e.g., see [79]).
For our case, the shape of z(t) is shown in Fig. 3.2 for selected values of
the parameters. This graph illustrates the expected behaviour of the tool. Since
both the “good” and the “bad” tools are modelled by Weibull distributions with
increasing failure rate functions, the probability of a breakdown during the first
few seconds should be negligible. However, due to the external stresses, it is
not equal to zero, and the tool can fail even at the very start of the cutting
process. Since external stresses are random, we do not know when they are more
likely to strike. Therefore, the probability of their occurrence remains the same
throughout the process. In the example shown in Fig. 3.2 it is represented by
the dashed line and is equal to 0.012 failures per minute, which is equivalent to
one failure occurring each 83 minutes.
In addition to the constant risk of sustaining an external stress, the tool soon
starts to wear. If we, by chance, have got a “bad” insert, it will tend to chip off
or fracture and eventually fail early in the cut. Thus we will have an increasing
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probability of a failure. If, however, nothing will happen during some time, we
will start believing that we have actually got a “good” tool, which will have a
normal life. These tools would be unlikely to fail very early, thus for a certain
time the probability of a failure would be decreasing.
Good examples of other systems that have a similar failure rate function are
Roman bridges. When they were built there were probably some concerns about
possible miscalculations, mistakes made during the construction, or internal
flaws in the stones used. In spite of that, many of the Roman bridges were long
lasting, some of them, like the Pons Fabricius in Italy, have survived for over
two millennia. In cases like this our confidence in the system grows – probably
the construction work was done properly, and the quality of the stones was
most likely good. After all, if nothing has happened during so many years, why
should something go wrong now? Thus in our eyes the probability of a failure
is decreasing as the time goes.
Unfortunately, all physical systems have a limited life. Erosion and other de-
structive forces cause degradation even of such reliable structures as the Roman
bridges. Thus, if no maintenance was done, sooner or later they would fail. The
same is true for the cutting tools. Therefore after some time (approximately
after half a minute in the example in Fig. 3.2) the failure rate starts to grow as
we realise that the tool is wearing and is more and more likely to fail soon.

4Models for determining tool replacement time
The replacement time for a cutting tool can be determined directly from its total
reliability function. A simple procedure for that was developed in Article 2. It
is based on the minimum acceptable level of reliability and is illustrated in
the following section. Then it will be shown that the reliability function could
also serve as an input to more advanced tool replacement time optimization
models. One such approach was developed in Article 3. It is based on the age
replacement policy, which seeks for the minimum cost during a replacement
cycle, and will be introduced in this chapter.
4.1 Minimum acceptable reliability approach
In the study described in Article 2 we have performed machining experiments
and found the tool reliability function R(t). Since no external stresses occurred
and all tools seemed to be “good”, it was appropriately modelled by a two-
parameter Weibull distribution, the general form of which is
R(t) = exp (−(λt)α) for t > 0
In such case the replacement time for the tool could be found as follows. Let us
say that the minimum reliability that would be acceptable in a given situation
is Rmin. This implies that the maximum risk that we are willing to take on is
(1−Rmin). Then, substituting Rmin for R(t) in the above equation and solving
it for t0 yields
t0 =
1
λ
(
ln 1
Rmin
) 1
α
This expression implies that t0 is the longest cutting time during which the
reliability of a cutting tool would be at least Rmin. Beyond this limit the risk of
a failure would be grater than what we have defined as acceptable. Therefore
the tool needs to be replaced no later than at time t0.
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Fig. 4.1: Determining tool replacement time from reliability function
In more general cases, where neither the internal defects nor the external
stresses can be ignored, expressing t0 from the reliability function could be
difficult. Thus in Article 2 we have proposed a graphical method, which is
illustrated in Fig. 4.1. In this exampleRmin = 0.95 and the resulting replacement
time is t0 ≈ 4.7min.
4.2 Minimum cost rate approach
The advantage of the above approach is its simplicity, which makes it easy to
apply in practice. The drawback, though, is the fact that the choice of the
acceptable level of reliability is arbitrary, that is, it is not supported by the cost
calculations. In real situations the perception of what risk is acceptable does
depend on the expected consequences and costs of a failure. Therefore taking
these factors into account is important.
Let us assume that the cost of a tool failure is very low. A possible example
could be mass production, where individual components made are relatively in-
expensive and equipment often has excessive capacity. In such cases it might be
reasonable to take a bigger risk in order to reduce the frequency of replacements.
In the extreme case the tool would be changed only upon failure. This way the
consumption of tools and the time lost for replacements would be minimized.
A different example is the aerospace industry. The production costs here
are high and materials used are expensive. Therefore reworking or scrapping a
component due to the damage inflicted by a tool failure is very costly. For such
reasons risk tolerance in aerospace industry is low. Consequently cutting tools
are replaced more frequently. This, however, means that more productive time
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is lost for replacements and the consumption of tools is high. Hence, in order to
minimize the overall expenses a certain balance between the failure and other
related costs needs to be found. Two common strategies to achieve that are
scheduled and preventive tool replacements [6, 9, 73, 81–84].
Under the scheduled replacement strategy, also called the block replacement
policy, the tool would be changed at fixed time intervals regardless of its age.
This resembles the practices used in real machining processes, where the tool
is replaced at pre-programmed instances of time or when it fails. However, as
stated by Rausand and Høyland [79], the drawback of the block replacement
strategy is its wastefulness. Imagine that we perform multiple cuts with the
same type of tools, and the scheduled replacement time is at the end of each
cut. Then assume that the tool has failed just before the planned replacement.
In such case it would be replaced manually and the cut would be completed.
Immediately after that the tool would have to be replaced again at the pre-
programmed moment. Otherwise it might fail, because the cutting parameters
were probably determined so that the useful life of the tool would be consumed
during one cut. Thus a nearly new tool would be thrown away.
Under the preventive replacement strategy, also called the age replacement
policy, the tool would be changed when it had been used for a certain time or
upon failure, and the “clock” would be restarted after each replacement. Thus,
the newly installed tool in the previous example would not be changed after
completing the cut, but would continue to be used until its age would reach the
predetermined limit. This strategy was further elaborated in Article 3, where
an optimization model for the tool replacement time was developed.
4.2.1 Age replacement model
Let us imagine that we are running a machining process. We have installed a
new tool at time t = 0 and are planning to replace it at time t0, as it is illustrated
in Fig. 4.2. In such case we would incur a cost c, which must cover the price of
the tool, the expenses of time lost for replacing it and some other elements (see
Section 4.2.2). However, the fact that tool life is a stochastic quantity implies
that a failure can occur before the planned replacement. In such case the tool
would have to be replaced earlier. The costs of such an unplanned tool change
would be c, plus a penalty cost k, which must cover all extra expenses that are
incurred as a result of a tool failure (see Section 4.2.2).
From this discussion it follows that the cost c is incurred each time a tool
is replaced, while the penalty k needs to be paid only if the tool fails before
the planned replacement. Then the expected tool cost for a given preventive
replacement time t0 is
CT (t0) = c+ k · F (t0) (4.1)
where F (t0) = Pr(T < t0), i.e., the probability that the tool will fail before the
selected replacement time t0.
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Fig. 4.2: Age replacement policy
Using the same reasoning the time between replacements will be equal to t0
if the tool does not fail and equal to any value 0 < t < t0 if a failure occurs.
Then the mean time between replacements (MTBR) can be found as
MTBR(t0) =
∫ t0
0
t · f(t)dt+ t0 · Pr(T ≥ t0)
=
∫ t0
0
t · f(t)dt+ t0 ·R(t0)
=
∫ t0
0
t · f(t)dt+ t0 · (1− F (t0))
Integrating by parts and simplifying yields
MTBR(t0) =
∫ t0
0
(1− F (t))dt (4.2)
Note that in machining operations where tool replacement time can usually not
be ignored it is more appropriate to call this quantity the expected cutting time
until replacement.
Dividing the expression in equation (4.1) by the expression in equation (4.2)
gives the rate of tool costs during the selected replacement period
C(t0) =
c+ k · F (t0)∫ t0
0 (1− F (t)) dt
(4.3)
Obviously the optimal replacement time t0 is the one which minimizes the cost
rate. This is called an age replacement policy [79].
4.2.2 Estimation of tool replacement costs
To determine the optimal tool replacement time by equation (4.3), the tool
failure function F (t), the preventive replacement cost c and the penalty cost k
need to be known. The failure function can be determined as F (t) = 1− R(t),
where R(t) is the reliability function given by equation (3.5). The preventive tool
replacement and the penalty costs are unknown yet and need to be determined.
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Estimation of preventive tool replacement cost
Examining equation (1.3) given in Section 1.1.3 we can observe that the cost of
preventively replacing a tool4 can be found as
c = Ct +M · tct (4.4)
where Ct is the cost of providing a sharp cutting tool or edge to the machine
tool, M is the machine and operator rate and tct is the tool replacement time.
These cost elements will obviously depend on the type of the cutting tool,
machine and operator rate, tool magazine replenishment strategy and other
factors. In general we could say that the cost of providing a sharp cutting
edge would include the price of the tool, the cost of purchasing, storing and
performing other internal activities, the costs of mounting the tool on a tool
holder, delivering it to the machine tool and installing it into the tool magazine.
After using-up all available edges the worn tool would have to be disposed as
a result of which certain additional expenses would be incurred. Then if these
costs are accumulated over a long period of time, dividing them over a total
number of cutting edges used during the same time would give the average cost
of providing a sharp cutting edge.
The machine and operator rate includes the wage of the operator per time
unit and the rate of machine depreciation cost. On the top of that an overhead
cost needs to be added to cover the administrative expenses of running the
machining and the supporting processes.
The average replacement time could be determined by carrying out a time
study. It would depend on both the operator (or the tool handler) and the
type of the machine tool. In simple systems the operator would need to index
the insert or to unclamp the tool and to install a new one manually. Most of
these activities would be done while the machine would remain idle. In modern
machining systems several identical copies of a tool would be inserted into the
magazine and the replacement would be done automatically. The operator or
the tool handler would still need to remove the tool from the magazine, index
the insert and re-install the tool back. The average time per tool (or edge) to
perform these activities would have to be added to the replacement time. It
should be mentioned, though, that in some cases removing the tool from the
magazine, indexing the insert and re-installing the tool back could be done
in parallel without interrupting the machining process. Thus the time spent
for performing these activities would not add to the replacement time. The
associated costs could then be included in the cost of providing a sharp edge.
4 Note that deterministic approaches disregard tool failures. Therefore all costs in equa-
tion (1.3) are preventive replacement costs.
38 4 Models for determining tool replacement time
Estimation of penalty cost
Determining the penalty cost is more difficult. As suggested by a few literature
sources, a tool failure might cause rework or could lead to scrapping of the
component being machined [85, 86], might bring down key equipment causing
a loss of productive time and a reduction in throughput [82, 86, 87], and in the
worst case could even lead to a loss of customer’s good will [8]. To account for
such costs an approach was developed in Article 4.
The basic idea of the proposed model is illustrated in Fig. 4.3. Here it is
assumed that a workpiece, the value of which is C1, has been delivered for
machining at a cost C2. However, after completing a certain part of the job,
say p2 (here 0 ≤ p2 ≤ 1), a tool failure has occurred. The most forgiving case
is when this happens during the early stages of the cutting process. Then the
damage inflicted by the failure might be possible to repair by the next operation.
Let us say that the probability that this is the case is p1. The penalty cost then
would be rather low and would mainly arise from the need to return the tool
to a safe position before the point where the failure occurred and to restart the
process. Let this cost be C3.
A more serious situation occurs when the tool fails during the finishing
operations. In some of these cases it might still be possible to save the component
via rework. Let the probability of this happening be p3. The penalty cost C4
in this case would be higher, i.e., C4 > C3.
In the worst case, the part would be scrapped. Then the penalty cost would
be all its value, including the price of the workpiece, plus the cost of the work
done up to the failure. Part of this value, say C5, could be salvage by selling
the component as scrap.
Given these scenarios the expected penalty cost can be found as
k = p1 ·C3 + (1− p1) · p3 ·C4 + (1− p1) · (1− p3) (C1 + C2 · p2− C5) (4.5)
Costs C1 and C2 could be extracted directly from the enterprise resource plan-
ning (ERP) system. C3 and C4 would need to be estimated on the bases of the
previous experience, and C5 would depend on the market price of the material.
Finding probabilities p1 through p3 would be more tricky. A possible solution
could be to follow the approach proposed for estimating the rate of external
stresses, i.e., to start with a qualified guess in each case and to improve the
estimates as soon as real failure data gets collected.
Equation (4.5) can be generalized and can be written as
k =
n∑
i=1
mi∏
j=1
pij
 · ki (4.6)
where i = 1, 2, ..., n is the scenario index, j = 1, 2, ...,mi is a decision step in the
ith scenario, pij is the probability at the jth decision step of the ith scenario,
and ki is the penalty cost in case of the ith scenario.
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Fig. 4.3: Estimation of tool failure cost
As shown in Article 4, this probability tree-based approach is very flexible
and can be extended beyond the machining process, for example, to include
the costs of the quality control and customer losses. This gives a more realistic
picture of the tool failure costs. However, the model becomes quite complex
and requires more parameters to be estimated. Therefore its practical usability
reduces. Hence, the most appropriate level of detail for a particular situation
has to be chosen.

5Solving optimization problem
In the previous section we introduced the age replacement model, given by
equation (4.3), which enables to balance the costs of the preventive and failure
provoked tool replacements, and showed how these costs could be estimated.
Given that, the optimal tool replacement time can be found by minimizing
equation (4.3). This includes calculating the integral
∫ t0
0 (1 − F (t)) dt, which
can be difficult due to the complexity of the tool reliability function (note that
R(t) = 1 − F (t)). One solution is to use computer programs, such as Matlab.
Another approach is to apply the total time on test (TTT) transform to the tool
reliability function. As will be demonstrated next, with the help of this technique
the task of finding the optimal tool replacement time can be accomplished by
following a simple graphical procedure.
5.1 Total time on test transform
Let us say we know the tool life distribution function F (t). Then
H−1F (v) =
∫ F−1(v)
0
(1− F (t)) dt (5.1)
is its TTT transform. In this equation F−1(v) is the inverse of the probability
distribution function F (t). For example, for the two-parameter Weibull distri-
bution F (t) = 1− exp (−(λt)α) for t ≥ 0, λ > 0 and α > 0. By rearranging this
expression and by taking logarithms of both sides we find that the inverse func-
tion is t = 1λ(− ln(1−F (t)))1/α. Then by denoting F (t) = v, hence t = F−1(v),
we can write the inverse function of the two-parameter Weibull distribution as
F−1(v) = 1λ(− ln(1− v))1/α.
Note that since v = F (t) it satisfies the condition 0 ≤ v ≤ 1. Moreover,
when v → 1, F−1(v)→ ∞. This implies that
H−1F (1) =
∫ F−1(1)
0
(1− F (t)) dt =
∫ ∞
0
(1− F (t)) dt = MTTF (5.2)
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i.e., H−1F (1) is the mean time to tool failure. Then the scaled TTT transform
of the distribution F (t) is given by
φF (v) =
H−1F (v)
MTTF (5.3)
The function φF (v) is defined for 0 ≤ v ≤ 1 and takes values 0 ≤ φF (v) ≤ 1,
such that the plot of the function φF (v) is contained in a 1 × 1 square. This
graph is called the TTT-plot and is unique for each distribution.
5.2 Application of TTT transform to age replacement model
TTT transform can be used to find the optimal tool replacement time. For
this let us return to equation (4.3). Since F−1(F (t)) = t, we can express the
denominator in terms of the TTT transform as follows∫ t0
0
(1− F (t)) dt =
∫ F−1(F (t0))
0
(1− F (t)) dt = H−1F (F (t0)) (5.4)
Moreover equation (5.3) implies that
H−1F (F (t0)) = φF (F (t0)) ·MTTF (5.5)
Then by combining equations (4.3), (5.4) and (5.5) we get
C(t0) =
1
MTTF ·
c+ k · F (t0)
φF (F (t0))
(5.6)
For the age t0 to be the optimal tool replacement time, the condition C ′(t0) = 0
must be fulfilled. By introducing v0 = F (t0), that is, t0 = F−1(v0), we can write
the derivative as follows
d
dv0
C(v0) =
( 1
MTTF ·
c+ k · v0
φF (v0)
)′
= 1MTTF ·
(
c+ k · v0
φF (v0)
)′
= 1MTTF ·
(c+ k · v0)′ · φF (v0)− (c+ k · v0) · φ′F (v0)
φ2F (v0)
= 1MTTF ·
k · φF (v0)− (c+ k · v0) · φ′F (v0)
φ2F (v0)
Then the optimality condition can be written as
1
MTTF ·
k · φF (v0)− (c+ k · v0) · φ′F (v0)
φ2F (v0)
= 0 (5.7)
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By multiplying both sides of equation (5.7) by MTTF · φ2F (v0) we get
k · φF (v0)− (c+ k · v0) · φ′F (v0) = 0
From this we can express φ′F (v0)
φ′F (v0) =
k · φF (v0)
c+ k · v0
Finally by dividing both the numerator and the denominator by k we obtain
φ′F (v0) =
φF (v0)
c/k + v0
(5.8)
which is the derivative of the scaled TTT transform of the tool life distribution
function F (t) at the optimal point v0.
5.3 Parametric optimization procedure
Equation (5.8) implies that if t0 = F−1(v0) is the optimal tool replacement
time, then the slope of the tangent line to the TTT transform of the tool life
distribution function F (t) at the point v0 must be equal to φF (v0)/(c/k + v0).
This is illustrated in Fig. 5.1. By making use of it we can derive the following
procedure for determining the optimal tool replacement time:
1. Construct the scaled TTT-plot of the tool life distribution function F (t).
2. Extend the abscissa axis to the left of the TTT-plot and indicate the
point (−c/k, 0).
3. Draw a tangent to the TTT-plot from (−c/k, 0).
4. Read the abscissa value v0 for the tangent point.
5. Calculate the optimal replacement time as t0 = F−1(v0).
The scaled TTT-transform of the tool life distribution function can be con-
structed and the inverse can be found with special computer programs. It is
also possible to use general purpose mathematical software packages, such as
Matlab or other.
5.4 Non-parametric approach
The optimization approach shown above requires the tool life distribution func-
tion F (t) to be known. This is usually not the case. A possible solution is to
run a set of tool life test, fit a probability distribution to the data and then
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Fig. 5.1: Finding optimal tool replacement time from parametric TTT-plot
apply the above procedure. A more practical approach, though, is to estimate
the TTT-plot. A procedure for that is described in [79] and will be illustrated in
the following section. Then the estimated TTT-plot will be used to determine
the optimal tool replacement time.
5.4.1 Estimation of TTT-plot
To illustrate the estimation of the TTT-plot let use an example. During the
experiments described in Article 3 a set of 12 CBN inserts was tested. The
recorded tool lives are listed in Table 5.1. Assuming that all 12 test runs were
started at the same time t = 0, the first failure occurred after 62 seconds. The
rest of the tools were still functioning, thus the total time on test (i.e., the
cumulated operating time) was 62 + 11 × 62 = 744 seconds. The next failure
occurred at the 97th second (counting from t = 0) and the cumulated operating
time was 62 + 97 + 10× 97 = 1129 seconds. Then
T (T(i)) =
i∑
j=1
T(j) + (n− i)T(i) (5.9)
is the total (or accumulated) time on test when the ith tool fails at time T(i).
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Table 5.1: Observed tool life data and TTT estimates
i T(i)
∑i
j=1 T(j)
∑i
j=1 T(j) + (n− i)T(i) = T (T(i)) i/n
T (T(i))
T (T(n))
1 62 62 62 + 11× 62 = 744 0.08 0.374
2 97 159 159 + 10× 97 = 1129 0.17 0.568
3 113 272 272 + 9× 113 = 1289 0.25 0.648
4 149 421 421 + 8× 149 = 1613 0.33 0.811
5 151 572 572 + 7× 151 = 1629 0.42 0.819
6 175 747 747 + 6× 175 = 1797 0.50 0.904
7 182 929 929 + 5× 182 = 1839 0.58 0.925
8 189 1118 1118 + 4× 189 = 1874 0.67 0.943
9 202 1320 1320 + 3× 202 = 1926 0.75 0.969
10 205 1525 1525 + 2× 205 = 1935 0.83 0.973
11 215 1740 1740 + 1× 215 = 1955 0.92 0.983
12 248 1988 1988 + 0× 248 = 1988 1.00 1.000
Correspondingly, T (T(n)) is the total time on test after the last (i.e., nth) tool
fails at time T(n). By plotting the T (T(i))/T (T(n)) versus i/n, as it is shown in
Fig. 5.2, we get the empirical (non-parametric) TTT-plot of our data. According
to Rausand and Høyland [79], T (T(i))/T (T(n)) is the natural estimate for the
scaled TTT transform φF (v) for v = i/n; i = 0, 1, 2, . . . , n.
This plot is very useful. For instance, we could check if a certain probability
distribution is an appropriate model for our data. In the example in Fig. 5.2
it was assumed that the two-parameter Weibull distribution with the shape
parameter α = 3.80 could be used. By comparing its scaled TTT transform
against the experimental data points we can conclude that in general the match
is quite good, even though some deviation on the left-hand side can be seen.
The empirical TTT-plot also reveals the failure trends in the process under
analysis. In general, a concave curve, as the one in Fig. 5.2, signals that the
failure rate is increasing, convex shape means that it is decreasing and in case
of the constant failure rate the TTT-plot is a straight line [79]. Combination
of these patterns is also possible. An S-shaped TTT-plot, for instance, would
indicate that the failure rate function has a bathtub form, which is common to
many systems. Take for example a machine tool.
As we have learned during the case study described in Article 1, the rate of
machine tool failures at the start of its exploitation can be considerably higher
than that of similar equipment that has been in production for a longer period.
This could be due to manufacturing defects, control software bugs or other
problems. As these issues are worked out the number of problems, hence the
failure rate, gradually decreases. This burn-in phase is followed by the useful
life period, where the rate of failures is quite stable, though slight increasing
due to the natural ageing. Eventually equipment enters the wear-out phase,
and the number of failures starts increasing, unless serious maintenance and
replacement of the worn parts is done.
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5.4.2 Non-parametric optimization procedure
Besides having other useful features, the empirical TTT-plot offers a simple way
to find the optimal tool replacement time. The procedure is as follows:
1. Build a data table similar to Table 5.1.
2. Plot T (T(i))/T (T(n)) versus i/n to construct the empirical TTT-plot.
3. Extend the abscissa axis to the left of the empirical TTT-plot and indicate
the point (−c/k, 0).
4. Draw a line through the point (−c/k, 0) and one of the data points making
up the TTT-plot, so that all other data points remain under the line.
5. Go back to the data table that was built in Step 1 and find the exper-
imentally observed tool life linked to the data point through which the
line passes. This is the optimal tool replacement time.
This procedure is illustrated in Fig. 5.3. Its main advantage is that we do
not need to assume any specific distribution for the tool life, i.e., it is non-
5.4 Non-parametric approach 47
10
i/n   [v] 
1
φ F
(i/
n)
  [
φ F
(v
)]
v0-c/k
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parametric. Moreover this method is very simple. All that is needed to construct
the empirical TTT-plot, is a data table similar to Table 5.1. Such a table can
easily be made with a spreadsheet program or even by hand calculations.

6Summary and recommendations for future work
In this thesis the results of the work done during a three-year PhD project at
the Norwegian University of Science and Technology are presented. Through-
out this period some important issues concerning the efficiency of machining
processes were studied. A special attention was given to the cutting tool as
it plays a critical role in the economics of the process and is one of the main
elements determining the reliability of the whole system. It was shown that due
to the various sources of uncertainty the existing tool life prediction models
gave inaccurate estimates, which lead to conservative tool replacement strate-
gies and reduced the efficiency of the machining processes. To deal with the
uncertainty, it was suggested treating the life of a cutting tool as a stochastic
variable. Based on this, a set of new models and approaches for determining
the optimal replacement time for the tool was proposed. Moreover a few other
means, such as high pressure cooling, faster and more accurate reporting about
machine tool breakdowns and more thorough analysis of the failure causes, to
extend the tool life, reduce its variation and improve the availability and the
efficiency of machining processes were studied. Based on this work a number of
articles have been written, the copies of which can be found in the remaining
two parts of this PhD thesis. The goal of the current part was to present the
most important results, and in this concluding section their practical applica-
bility as well as the contribution to the academic society is discussed. At the
end a few recommendations for the future work are given.
6.1 Summary and discussion of the main results
The core of the method proposed in this thesis is the tool reliability function,
which shows the probability that a tool will survive and will still be functioning
at a certain time t. The analysis of the cutting processes revealed that this
probability was affected by a few major factors, including wear, presence of
internal defects and occurrence of external stresses.
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Wear was said to be the most significant issue. Therefore various types of
wear, the main physical mechanisms causing them and the means of control-
ling wear, including the high pressure cooling, which was studied extensively
during this PhD project, were discussed. This analysis showed that tool wear
was a gradual, progressive process. It was argued that in such cases the two-
parameter Weibull distribution with an increasing failure rate function was the
most appropriate model. Since tools with internal defects also suffer from wear,
their reliability was also modelled by the Weibull distribution. However, the pa-
rameters in this case were assumed to be different to account for the fact that
the life of the tools with internal defects is usually much shorter than that of
the normal ones. Then it was assumed that the expected fraction of tools with
internal defects was p, and the life of a tool picked at random was suggested to
be modelled by a mixture approach. In addition to that, a tool, regardless of
its quality, was assumed to be exposed to random external stresses, like opera-
tor errors or failure of auxiliary equipment. Such failures were included in the
general tool life model as a homogeneous Poisson process.
Development of this reliability function is an important contribution. This
allows us to determine the probability of survival until the selected moment of
time. Having such information the planner of a machining process can decide if
the risk is acceptable or not. In the latter case he or she could choose to replace
the tool earlier, thus increasing the probability of survival. With this principle
in mind we have developed two tool replacement models.
The idea of the first approach was to establish the minimum acceptable re-
liability level and then to choose the longest tool replacement time that would
result in the selected probability of survival. The main advantage of this method
is its simplicity, which makes it easy to implement in practice. The drawback,
though, is that the lower reliability bound is established subjectively, i.e., with-
out explicit consideration of various tool costs. Nevertheless this model could
still be applied in practice, especially in those cases where the cost of a tool
failure is difficult to estimate.
The second approach is based on the same principle, but in this case the de-
cision represents a balance between the costs of preventive and failure provoked
tool replacements. For this purpose an age replacement model was proposed.
Based on it, the optimal tool replacement time is such that minimizes the mean
total cost per a replacement period. To solve this optimization problem it was
suggested to employ the TTT transform of the tool life distribution function.
It was demonstrated that in this case the optimal tool replacement time could
be determined graphically. The advantage of such approach is its simplicity,
which again makes it relatively easy to apply in practice. A technical challenge,
though, would be keeping track of the actual age of the tool. In modern man-
ufacturing systems, this can be accomplished through the use of identification
chips attached to tool holders. Another issue would be determining the cost of
a tool failure, which is an essential input to the proposed approach.
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Studying of the available literature showed that there were no good methods
for calculating the costs of a cutting tool failure. Therefore a new model was
developed and presented in this thesis. The approach is based on the probability-
tree, which makes it very flexible and allows including various possible conse-
quences of a tool failure. In general, a higher level of detail and a wider per-
spective give a more realistic picture of the real costs. However, this makes the
model more complex. Therefore it was recommended for the user to choose the
most appropriate level of detail according to his/her particular needs.
Besides considering the tool replacement problem we have investigated the
effect of high pressure cooling on the tool life. This technique provides several
benefits, such as prolonged tool life and improved chip breaking. During this
PhD project we have demonstrated that these advantages also applied to ce-
ramic tools, despite the fact that in most other studies an opposite result was
achieved. This is an important contribution, because it means that the efficiency
of the processes employing ceramic tools, for example rough machining of heat
resistant alloys, could be improved with the help of high pressure cooling. More-
over we have found some evidence that the variability of the tool life could be
reduced, which would make the tool life more predictable.
6.2 Recommendations for further work
The goal of this PhD thesis was to demonstrate how stochastic approaches could
be used to model and predict the life of a cutting tool and to determine its re-
placement time. The validity of the concept was tested by publishing the results
in peer reviewed journals and conferences and was verified in experimental and
case studies. The next step is to extend the applicability of these ideas. For this
some additional work needs to be done.
One particular issue of interest is testing of the proposed approaches under
different sets of machining conditions. In the experiments conducted during
this PhD project it was assumed that the cutting speed, the feed and the depth
of cut were fixed. Changing one of these parameters would inevitably affect
the reliability of the tool, hence the optimal replacement time. Therefore, to
extend the applicability of the approach beyond the conditions tested during
this PhD project, a law relating the parameters of the tool life distribution
function to the cutting conditions would have to be found. This would mainly
concern the “good” tools. Hence the functions of interest are αg = f(vc, fn, ap)
and λg = f(vc, fn, ap). The life of the “bad” tools is first of all determined by
the number of defects that they contain and only then by the wear. Therefore
the effect of the process parameters on the life of these tools could be ignored.
The rate of external stresses would not be affected either. This was illustrated
in this thesis by using the car accident and the bomb blast analogies.
The above extension would allow to use the proposed concept for optimiza-
tion of the total cost in a machining process. As it was discussed in this thesis,
52 6 Summary and recommendations for future work
the choice of the cutting conditions affects the machining time, hence the pro-
ductivity and the costs. This factor is not accounted for by the proposed mod-
els. It was assumed that the cutting parameters were determined in advance,
and given that the balance between the preventive and the failure provoked
tool replacement costs was found. Knowing functions αg = f(vc, fn, ap) and
λg = f(vc, fn, ap), on the other hand, would allow finding the replacement time
and the expected tool costs under different machining conditions. Then an it-
erative procedure for determining the optimal combination of the machining
conditions and the tool replacement time could be developed.
Another issue that requires some additional consideration is the estimation
of the tool failure costs. The model presented in this report contained only a few
probabilities and cost elements which could be found by using simple procedures.
In a more general case, like the one shown in Article 4, the model becomes more
complex and the number of probabilities and related costs increases. In such
case methods for estimation of these parameters would have to be developed.
The last recommendation for future work is to study the ways for reducing
the process variation. As discussed in this thesis, process variation is the cause
of poor tool life predictability and cannot be completely eliminated, which is
the main reason for using stochastic tool life modelling methods. This however
does not mean that variation cannot be reduced. In this PhD project we have
studied high pressure cooling and showed that this technique could possibly
make the process more predictable. These experiments should be extended to
include different cutting conditions, other types of tools and workpiece materials.
Besides the high pressure cooling other solutions for reducing process variation
and making the life of cutting tools more predictable might also be feasible and
need to be investigated.
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  Abstract – Probabilistic cutting tool replacement models 
assume that tool life is stochastic in nature. This implies that 
a tool can wear out before the planned replacement, as a 
result of which penalty costs are incurred. If these costs, as 
well as the tool failure function and the cost of scheduled 
replacement, are known, optimal tool replacement time can 
be found. While many researchers have focused on the latter 
two elements, there are very few articles explaining what 
penalty costs are and how they should be calculated. 
Therefore this article presents an approach for estimating 
the costs of tool failure for a one-stage machining operation.   
 
Keywords – cost, failure, machining, tool 
 
 
I. INTRODUCTION 
 In one of our earlier studies [1] we have showed that 
due to variation in machining processes it is most 
appropriate to treat tool life as a random variable. This 
implies that the real tool life can be either longer or 
shorter than expected. In the former case tools are 
replaced too early, thus the replacement cost, including 
the losses resulting from reduced throughput, is incurred 
more frequently. On the other hand, when a tool fails 
earlier than expected there is a risk of damaging the 
workpiece and incurring other extra costs, which are 
collectively called penalty costs. 
 The two types of costs are inversely related, because 
replacing tools earlier, thus increasing the replacement 
costs, usually reduces the risk of incurring the penalty 
costs and vice versa. Therefore, statistical approaches, 
such as the age replacement model [2-5], seek for a tool 
replacement time that balances the two costs, so that the 
total cost is minimized. To apply these ideas practically, 
however, requires the values of the costs to be known. 
This is usually not a problem when it comes to traditional 
tool replacement costs. Calculation of the penalty costs, 
though, appears to be difficult. 
 Literature on this topic is rather scarce. Taylor [6] 
states that unit machining costs are likely to increase by 
100% as a result of a tool failure. Similar estimates are 
given by Koulamas et al. [7]. They assume that while 
some tool failures might not affect the quality of the 
product, others might lead to rework and 50% increase in 
unit cost, or scrapping of the part and the loss of 100% of 
its value. The same consequences are studied by Zdeblick 
et al. [8], who employ a Markov chain to determine the 
machining costs. They suggest that when a part is 
scrapped penalty costs are even higher than the money 
spent for making it, because a replacement part needs to 
be produced to maintain the required output. This opinion 
is supported by La Commare et al. [9]. They assume that 
upon scrapping a part total penalty cost is equal to unit 
production expenses plus an extra charge equivalent to the 
cost of 2.5 – 100 labor minutes. Iakovou et al. [10] point 
to another important issue – the loss of productive time, 
and suggest that penalty costs be proportional to the 
downtime caused by the failure. Hui and Leung [4], who 
employ Taguchi’s quadratic loss function to study the 
effect of tool condition on product quality, go even 
further. They claim that a poor condition of the tool can 
not only lead to immediate scrapping of the part, but can 
also result in wastage of subsequent production resources, 
and can even cause a loss of customers good will.    
 Apart from the above examples, most other papers 
dealing with tool replacement focus on the model itself, 
while failure costs are not explicitly analyzed. Thus, if 
stochastic tool replacement models are to be applied in 
practice, generalized approaches for calculating these 
expenses are needed. To start with we propose a model 
for calculating the expected cost of a tool failure for a 
one-stage machining operation.  
 
 
II. TOOL LIFE AND FAILURE 
 According to ISO 3685:1993(E) [11], tool life 0t  is 
the cutting time required to reach a tool life criterion. This 
can be illustrated graphically as shown in Fig. 1. Since 
tool life criteria are generally conservative, replacing a 
tool slightly after 0t does not necessarily result in 
workpiece damage or other extra costs. At the time ,crt  
though, tool degradation reaches a critical limit where it 
becomes detrimental to the quality of the produced part. 
We will call this Type 1 tool failure. 
 
 
Fig. 1. Typical tool wear curve. 
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  Continuing machining with a worn tool leads to a 
rapid increase in cutting forces. Eventually the load 
becomes unbearable, as a result of which the tool breaks 
at the time ft  and needs to be replaced immediately. We 
will call this Type 2 or a catastrophic tool failure. 
 If machining processes were deterministic all tools 
would be replaced before the wear-out. In practice, 
however, tool wear varies significantly. Therefore at the 
selected replacement time the wear can have exceeded the 
critical limit. In some other cases the wear rate is so high 
that the tool breaks before being replaced. In addition, 
catastrophic tool failures can occur independently from 
gradual wear. They can result from external stresses 
causing severe tool overloads, or micro defects, which 
weaken the tool and lead to its breakage. 
 
 
III. EFFECT OF TOOL FAILURE 
 The distinction between the two types of failures is 
important to keep in mind, because the consequences in 
the two cases are different. To analyze them let us 
consider a production process shown in Fig. 2. 
 A supplier (either external or internal) delivers a part 
for finish machining. The operation is supervised by an 
operator or a monitoring system. In both cases Type 2 tool 
failures, can be detected and the process can be stopped. 
Detecting Type 1 failures is technically also possible [12-
16], but is more complicated and is not commonly applied 
yet. If the damage caused by the failure can be repaired, 
the process is restarted. Otherwise the part is scrapped. 
The penalty for delivering a defective part is high, thus all 
but the scrapped parts are inspected for quality. Defective 
parts can be sent back for rework or must be scrapped. 
Good parts are delivered to a customer (either external or 
internal), who also checks the product and can return it. 
 Let us now assume that the tool life distribution 
function is known, thus the probability of Type 1 and 
Type 2 failures can be determined. Possible consequences 
of such events are illustrated in Fig. 3. The notations used 
in the figure are defined in Table I and will only be 
commented in the text when necessary. 
 If a failure has occurred the probability that it is of 
Type 2 is 1p . As mentioned before, these failures can be 
detected. In practice, though, monitoring process is not 
completely reliable. Therefore, it is reasonable to 
introduce 2p as the probability of detecting a Type 2 
failure. Let us assume that the failure has been detected 
and machining has been stopped. The operator would then 
 
 
Fig. 2. Production process. 
replace the broken tool, retract it to a “safe” position and 
try to restart the process. Unfortunately, “safe” positions 
are not always safe, thus manual restarts can result in new 
tool failures. The breakage could also occur during the 
last path of the tool. Then there would be little room for 
correcting possible damage on the part, and it might 
eventually need to be scrapped. Penalty cost in such case 
would have to cover the money invested in making the 
part, which at the moment of the failure is equal to parts 
initial value plus the cost of the work completed before 
the occurrence of the failure, i.e., 1 2 3C C p+ ⋅  (see dashed 
boxes). To this it would have to be added the restart 
cost 3C , covering the costs resulting from increased tool 
consumption and wasted productive time. Some of these 
losses could be recovered by selling the rejected part as 
scrap at price 4.C  Thus, the penalty cost would be 
1 2 3 3 4.C C p C C+ ⋅ + −  
 Another scenario would occur if the restart was 
successful. Then the work on the part would be completed 
and the part would be sent for quality control. Since tool 
failures can introduce surface distortions and cause other 
problems, the likelihood of such part failing the quality 
control would be increased (note that cases when a part 
fails the inspection due to reasons not directly attributable 
to tool failure should be disregarded here). If this 
happened, the part would be reworked. Failure of the 
repair would lead to scrapping of the part, the value of 
which by then would be increased by the cost of the 
quality control 5C and the cost of the rework 6C . 
 Successfully reworked parts would be delivered to the 
customer, where they would undergo further inspection 
and could still be rejected. Penalties in such case could 
differ significantly. Some customers would return the 
product in exchange for a replacement part. The rejected 
unit could be reworked again or would have to be 
scrapped. The losses would then include the value of the 
part, as well as the overhead, delivery and the return costs. 
Other customers might refuse to take the replacement 
product and would request money refund, which in 
addition would mean the lost of actual and possibly future 
sales. Since such costs are difficult to quantify, we will 
not go further into this discussion, but will assume that 
the penalty here is the average cost of handling customer 
complains per a returned part. 
 When the customer does not complain the penalty is 
the sum of all other extra expenses incurred as a result of 
the tool failure. In this example these are 3C  and 6C . 
 Now let us return to the quality control and check 
what happens when the part passes the inspection. Such 
product could be immediately delivered to the customer. 
If the customer would reject it, the cost would be the same 
as in the previous example. However, if the part was 
accepted, the penalty cost would be only 3,C  as no 
rework is done on the parts passing the quality control. 
 Going even further back we assume that a Type 2 
failure has occurred, but was not detected. This would 
usually cause severe damage, so it would be very unlikely 
that the part would pass the quality control. The chance of
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Fig. 3. Tool failure scenarios and resulting costs. 
 
a successful rework would also be much lower than 
previously, i.e. 8 6.p p<<  The remaining logic is the 
same as in the previous scenario. 
 Now let us have a look at Type 1 tool failures. As 
mentioned before, in-process detection of these failures is 
difficult. Thus, we will assume that Type 1 failures can 
only be detected if they lead to Type 2 failures. 
 The damage caused by a Type 1 tool failure can be 
small, so it is possible that such a defective part would 
slip through the quality control and would be delivered to 
the customer. If the customer rejected such a part, the cost 
would be the same as in previously discussed cases. The 
probability of the reject, though, would be grater here, i.e., 
11 7.p p> On the other hand, it is also possible that the 
damage would be so insignificant that the customer would 
not complain about it and no penalties would be incurred. 
 If the defect was detected during the quality control, 
the part would be reworked. The probability of success 
12p  here would generally be grater than in case of 
rework after a Type 2 failure. 
 The scenario when a Type 1 failure develops into a 
Type 2 failure is similar to the one when a Type 2 failure 
happens at once. We would expect, however, that the time 
to failure would be longer, thus the part would be closer 
to completion, i.e., 14 3.p p> This implies that the chance 
of successful restart would be lower here, i.e. 15 4p p< .  
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 TABLE I 
NOMENCLATURE 
 
Symbol Description 
1C  initial part (workpiece) value 
2C  machining cost per part 
3C  expected restart cost, given that Type 2 tool failure was detected 
4C  scrap value of a part 
5C  quality inspection cost per part 
6C  expected rework cost, given that the part has sustained a 
detected Type 2 tool failure, but has failed quality control 
7C  average cost of handling customer complaints per defective part 
8C  expected rework cost, given that the part has sustained an 
undetected Type 2 tool failure 
9C  expected rework cost, given that the part has sustained an 
undetected Type 1 tool failure 
10C  expected rework cost, given that the part has sustained a Type 1 
followed by an undetected Type 2 tool failure 
1p  probability that the tool failure is of Type 2 
2p  probability of detecting Type 2 tool failure 
3p  mean time to Type 2 tool failure, expressed as a fraction of the 
operation time 
4p  probability of successful restart upon detecting a Type 2 tool failure 
5p  probability of passing quality control, given that the part has 
sustained a detected Type 2 tool failure 
6p  probability of successful rework, given that the part has sustained 
a detected Type 2 tool failure, but has failed quality control 
7p  probability that a customer will reject a part, given that the part 
has sustained a tool failure, but has met the quality requirements
8p  probability of successful rework, given that the part has 
sustained an undetected Type 2 tool failure 
9p  probability that a Type 1 failure will lead to a Type 2 tool failure 
10p  probability of passing quality control, given that the part has 
sustained an undetected Type 1 tool failure 
11p  probability that a customer will reject a defective part 
12p  probability of successful rework, given that the part has 
sustained an undetected Type 1 tool failure 
13p  probability of successful rework, given that the part has sustained 
a Type 1 followed by an undetected Type 2 tool failure 
14p  mean time to Type 1 followed by Type 2 tool failure, expressed 
as a fraction of the operation time 
15p  probability of successful restart, given that the part has 
sustained an undetected Type 1 followed by a detected Type 2 
tool failure 
  
  
IV. ESTIMATION OF EXPECTED PENALTY COST 
We have discussed possible scenarios and costs 
resulting from Type 1 and Type 2 tool failures. When 
selecting the replacement time, though, we do not know 
which of the scenarios will occur. Therefore, we need to 
determine the expected cost of a tool failure. 
The starting point here is to estimate the values of the 
inputs listed in Table I. Calculation of costs would usually 
not be a problem. 1, 2C C and 5C can be extracted directly 
from the ERP. Rework and complaints handling expenses 
are often “accumulated” in separate cost centers, thus they 
can also be found. 4C can be obtained from a local scrap 
dealer, while 3C can be calculated based on the average 
downtime caused by a Type 2 tool failure. Finding 
various probabilities, on the other hand, is more difficult. 
Some data can be extracted from historical maintenance 
or quality control records. These records, however, are 
often collected for specific purposes and can therefore be 
difficult to use for other purposes. In such case one should 
start with the best estimates of experienced personnel. 
Later on a system for collecting the required data should 
be put in place and the initial estimates updated. 
Once the input parameters are estimated the expected 
penalty cost can be determined by calculating the 
probability of each scenario, multiplying it by the 
corresponding cost, and summing the resulting products 
over all scenarios. For example, the probability that the 
failure will be of Type 2 and will be detected, but the 
restart will fail is ( )1 2 1 4 .p p p⋅ ⋅ − The corresponding 
penalty cost is 1 2 3 3 4.C C p C C+ ⋅ + −  If we repeat these 
calculations for all scenarios and sum the resulting 
products we will find the expected penalty cost. 
Mathematically this can be written as: 
 
 
1 1
imn
ij i
i j
k p k
= =
⎛ ⎞
= ⋅⎜ ⎟⎝ ⎠∑ ∏  (1) 
 
where 1,2,...,i n=  is scenario index, 1,2,..., ij m=  is a 
decision step in the -thi scenario, ijp is the probability at 
the -thj decision step of the -thi scenario, and ik is the 
penalty cost in case of -thi  scenario. 
 Equation (1) can be plugged into the age replacement 
or other statistical models to find the optimal tool 
replacement time. Discussion about these models is out of 
the scope of this short article. Therefore the reader should 
consult general literature on replacement models. 
 
 
V. DISCUSSION 
The model presented in this paper is based on a 
simple manufacturing process. Real processes are usually 
more complex and may consist of several machining 
operations carried out in multiple roughing and finishing 
steps. Moreover, products often undergo other processing 
before being checked for quality. This increases unit 
production costs, thus scrapping a part becomes costlier. 
The supply network could be more complex as well. 
A product might be sold to a wholesaler or a dealer and 
only then reach the consumer. The defect made by the 
tool failure could thus propagate all the way down the 
supply chain, and the cost could become huge. 
Another issue is constrained resources. In traditional 
accounting rework immediately increases the production 
cost. Obviously, power consumed by the machine tool or 
its depreciation need to be taken into account. If, 
however, rework is performed by operators with 
excessive capacity, then their work does not cost anything 
extra, unless they need to work overtime. Situation 
becomes different when machines and operators are 
constrained resources. Then every rejected piece or time 
lost for rework reduces throughput, hence sales. 
Proceedings of the 2009 IEEE IEEM
 265
Authorized licensed use limited to: Norges Teknisk-Naturvitenskapelige Universitet. Downloaded on January 10, 2010 at 12:13 from IEEE Xplore.  Restrictions apply. 
 Yet another point to consider is tool room’s capacity. 
Tool failures lead to increased demand for cutting tools, 
thus more load on the tool room. If their capacity was 
limited, then frequent tool failures could hinder the supply 
of tools to all processes and have a negative affect on the 
smooth operation and the output of the whole system.  
On the other hand, the model can sometimes be 
simplified. For example, we have mentioned that the 
penalty for delivering a defective part to a consumer could 
be very high. Such costs, however, are very difficult to 
quantify. Moreover, the product would usually undergo 
several inspections before reaching the consumer. This 
means that the probability of incurring penalties would be 
decreasing rapidly when going down the supply chain, 
and the contribution to the expected penalty cost would be 
low. It is therefore reasonable to stop the calculations at a 
certain level, for example at the first-tie customers. 
Other simplifications are possible too. For example, if 
the monitoring process is absolutely reliable, the 
probability of a catastrophic tool failure propagating 
further can be set to zero, thus disregarding all related 
consequences. It is also likely that after rework parts 
would undergo scrutinized quality control, so the 
probability of complains would become negligible. 
 
 
VI. CONCLUSIONS 
In this paper we have developed an approach for 
estimation of expected cutting tool failure cost. Within the 
model a process is defined by its customer and supplier. 
Both of them can be generalized and can mean a sub-
process or even a single cut. The approach can therefore 
be used to study various machining processes on different 
levels of detail. What is needed is to split the process into 
manageable steps, estimate the probabilities and costs of a 
tool failure in these steps and then build a probability tree. 
Having built the probability tree calculation of expected 
tool failure cost becomes straight forward. 
The expected tool failure cost is a necessary input to 
statistical tool replacement models. These models have 
been shown to be superior to deterministic techniques. 
Therefore, the development of this approach should 
facilitate the implementation of statistical replacement 
models and this way would contribute to reduction of 
cutting tool related costs.   
The issue of course is the amount of the required 
input data, collecting which might be cumbersome. 
Nevertheless, we believe that the expected gains, 
especially in the industries where cutting tool costs are 
high, would outweigh the required efforts.  
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Abstract High pressure cooling has proven to be very ef-
fective when machining with carbide inserts. Longer tool
life and improved chip breaking are among the most com-
monly mentioned advantages. Nevertheless this cooling me-
thod has been reported to reduce the life of ceramic tools
in machining of heat resistant alloys. The main reason for
that is said to be the accelerated notch wear. Therefore in
this study SiAlON ceramic inserts with improved resistance
to notching were tested in machining of Inconel 718 under
high pressure cooling. The results were compared to con-
ventional cooling. It turned out that while notch wear was
still slightly increased when high pressure cooling was ap-
plied, it was no longer critical for the tool life. Flank wear,
on the other hand, was reduced, which led to significantly
longer tool life. The variation of the tool life appeared to be
slightly less and chip breaking was considerably improved.
This shows that when used properly high pressure cooling
can help to increase the productivity in machining of heat-
resistant alloys with ceramic tools.
Keywords High pressure cooling · SiAlON cutting tools ·
Inconel 718 · Tool life
1 Introduction
Machining of heat resistant aerospace materials, such as the
nickel-based alloy Inconel 718, is characterised by low cut-
ting speeds and therefore poor productivity. The main rea-
sons for that are high hardness and low thermal conductivity
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of these materials. As a result a very high temperature is
generated in the cutting zone. Narutaki et al. [1] and Kita-
gawa et al. [2] have experimentally shown that, in turning of
Inconel 718 under conventional cooling, temperature on the
rake face of ceramic inserts can reach 1300◦C. At such tem-
perature cutting tools soften significantly, thus they can be
easier eroded by abrasion. In addition, heat promotes diffu-
sion wear and can cause thermal shocks and fatigue. There-
fore, to achieve a reasonable tool life heat resistant alloys
are often machined at speeds as low as 30 to 100m/min [2].
One way to raise the efficiency in machining of heat re-
sistant alloys is to use more advanced cutting tool materials.
A good example is ceramics. As shown by Vigneau et al. [3],
when turning Inconel 718 with alumina, cermet and silicon
nitride-based inserts, metal removal rate can be increased up
to four times as compared to carbides. The reason for this
is the exceptional hardness and abrasion resistance of these
tool materials. Moreover, ceramics have a very high melt-
ing point, thus they remain stable and retain their supreme
properties at elevated temperatures.
Besides the desirable properties ceramic tools also have
some weaknesses. A particular concern is their sensitivity
to thermal stresses. Owing to this drawback it is sometimes
recommended to use no or very small quantities of coolant
when working with ceramic tools [4]. However, due to ex-
treme temperatures generated when machining heat resis-
tant alloys, dry cutting can only be performed at relatively
low speeds [5] and is therefore inefficient [6]. Thus, despite
the improved heat resistance of ceramics tools, measures to
reduce temperature in the cutting zone need to be taken.
Traditionally large quantities of fluids have been poured
onto the tool to extract the heat. This technique has proven to
be effective in machining of steels and other materials, but,
as shown by Kitagawa et al. [2], provides insufficient cool-
ing in cutting of heat resistant alloys. The issue is that in the
range of temperatures developed in machining of these ma-
2terials coolants are rapidly evaporated. As a result a steam
“blanket” is created, which stops the coolant from reaching
the tool-chip interface thus rendering conventional flushing
ineffective. A few alternative techniques, including internal
chilling of the insert, cryogenic-, CO2- and high pressure
cooling, have been tested. The latter method seems to be
particularly promising.
In high pressure cooling cutting fluid is supplied in the
form of a small jet. This “pushes” the coolant closer to the
cutting edge, hence cooling becomes more effective. Already
the early experiments performed by Pigott and Colwell [7]
showed that, in rough turning of aircraft exhaust valves made
in a nickel-based material, this method could increase the
output per carbide tool by over 18 times. Later applications
of high pressure cooling in various machining operations
confirmed the effectiveness of this method.
From the above discussion it follows that high pressure
cooling is an effective way to reduce the temperature in the
cutting zone and therefore leads to improved tool life. Then,
if the same advantage also applied to ceramic inserts, pro-
ductivity in machining of heat resistant alloys could be in-
creased significantly. As mentioned previously, these tool
materials are generally sensitive to temperature variations.
Nevertheless certain sorts of ceramics, such as alumina re-
inforced with SiC whiskers and SiAlON, have improved re-
sistance to thermal shocks [8, 9]. It is therefore interesting
to investigate whether these tools could be used under high
pressure cooling. A few studies involving SiC-whiskers re-
inforced inserts have already been carried out and are re-
viewed in Section 3. In the present work the focus was placed
on SiAlON tools, which were used in machining of a heat
resistant alloy, Inconel 718, under high pressure cooling.
2 Effect of high pressure cooling on machining
performance
The effect of high pressure cooling has been studied from
various perspectives, including its influence on friction [10,
11], cutting forces [11–16], surface finish [12–18] and sur-
face integrity [19]. The most significant advantages of using
high pressure cooling, though, are considerably improved
chip breaking and reduced temperature in the cutting zone,
leading to longer tool life.
2.1 Effect on chip breaking
The most noticeable benefit of using high pressure cool-
ing is very efficient chip breaking. In nearly all studies that
will be reviewed next, high pressure cooling produced short
chips. Under conventional cooling the same test conditions
resulted in long continuous chips, which are undesirable, es-
pecially in automated machining. Mazurkiewicz et al. [11]
suggest that this improvement is due to the hydro-wedge,
which is created as the focussed coolant jet penetrates be-
tween tool’s rake face and the chip. This wedge acts as a
regular chip breaker, i.e., it lifts the chip up and reduces
its curl radius. Eventually the chip is broken down and is
flushed away by the powerful jet.
2.2 Effect on temperature and tool life
Applying cutting fluids at high pressure significantly im-
proves the efficiency of the cooling process. As shown by
Nagpal and Sharma [12], this way an up to 45% reduction
in tool-chip interface temperature can be achieved. Similar
observations have been made by Kaminski and Alvelid [20].
Due to these improvements high pressure cooling usually
leads to significantly longer tool life.
Wertheim et al. [21] applied through-tool high pressure
cooling in grooving of Inconel 718 and a few more materi-
als. As result both crater and flank wear of carbide inserts
was considerably reduced. Consequently tool life increased.
Ezugwu and Bonney [15, 18] applied high pressure cool-
ing in rough and finish turning of Inconel 718 with coated
carbide tools. They used a number of rejection criteria, such
as the level of tool wear (flank, nose and notch), cutting edge
failure and workpiece’s surface roughness, and showed that
under correct choice of machining and system parameters a
considerably longer tool life can be achieved.
The effect of high pressure cooling on the performance
of carbide tools has also been investigate in machining of
other aerospace materials. Sørby et al. [22] used high pres-
sure cooling in turning of Waspaloy. This reduced the flank
wear and resulted in less edge chipping. Similar effects were
observed in grooving of Ti–6Al–4V [23]. Application of
high pressure cooling in turning of Ti–6Al–4V has been
investigated by Machado et al. [24], Nandy and Paul [25],
Nandy et al. [16] and Ezugwu et al. [26]. In all of these
cases significant reduction in tool wear, hence improvement
in tool life, was observed.
To explain the above-discussed improvements in tool life
under high pressure cooling a few theories have been pro-
posed. Kaminski and Alvelid [20] suggested that the key
was the ability of the jet to break the steam barrier, which
builds up when coolant gets evaporated. As a result fresh
coolant can reach the tool and can carry away the heat.
Another critical factor is the ability of the pressurized
fluid to penetrate deeper into the interface between tool’s
flank face and the workpiece (in flank face cooling) or be-
tween the rake face and the chip (in rake face cooling). In the
former case the jet is not obstructed by the chip. Therefore
coolant can be pushed closer to the cutting edge. In rake face
cooling the chip is in the way of the jet. However, according
to Mazurkiewicz et al. [11], in this case a hydro-wedge is
3created. As a result the chip is lifted up giving access for the
coolant to the cutting edge.
Lifting up of the chip has another important effect. Mea-
surements of the width of the worn area on the rake face of
the tool show that the length of the contact between the tool
and the chip is reduced in high pressure cooling [8, 16, 27].
Meanwhile Sadik and Lindström [28] have demonstrated
that reducing the chip contact length leads to a decrease in
tool temperature and consequently to lower flank wear. This
suggests that the drop in temperature, followed by improved
tool life, in high pressure cooling is at least partially due to
the mechanisms provoked by the shorter chip contact length.
On the other hand, Sadik and Lindström [28] observed that,
when the chip contact length was reduced beyond a cer-
tain limit, both the temperature and the flank wear increased
substantially. Sadik and Lindström explain that in this case
forces act on a very small area, thus compressive stress is in-
creased. Moreover, the reduction in the chip contact length
means that the highest temperature region is “pushed” closer
to the cutting edge. This causes elastic deformation of the
tool. Consequently the area of contact between it and the
workpiece is enlarged leading to increased flank wear.
Reduction in the chip contact length, followed by the
concentration of stresses and shift of the highest temperature
zone closer to the cutting edge, is a possible explanation for
those cases, where high pressure cooling led to shorter tool
life. Machado et al. [24] and Ezugwu et al. [8], for example,
observed reduced life of uncoated carbide tools in turning of
Inconel 901 (though some improvement was achieved at the
highest cutting speed). Results presented by Sharman et al.
[19] show that, in machining of Inconel 718 under high pres-
sure cooling, tool life was worse than, or at best equivalent
to, that obtained under conventional flushing. Under some
test conditions shorter tool life in turning of Inconel 718 was
also observed by Ezugwu and Bonney [15, 18].
3 Effect of high pressure cooling on performance of
ceramic tools
As discussed in the previous section, high pressure cooling
leads to more efficient chip breaking and usually extends
the tool life. Despite these improvements the number of re-
ported studies on the application of this technique when ma-
chining with ceramic tools is scarce, and, as shown by the
examples below, the results can be mixed.
Ezugwu et al. [8] experimented with high pressure cool-
ing in turning of Inconel 901 with SiC-whiskers reinforced
ceramic inserts. They observed that cooling at a pressure of
14 MPa enhanced chip breaking. However, it generally led to
reduced tool life as compared to conventional flushing. The
reason for this was said to be the accelerated notch wear.
Analogous results were achieved by Öjmertz and Os-
karson [31], who tested rough turning of Inconel 718 with
SiC-whiskers reinforced ceramic tools. They observed that
high pressure cooling led to better chip control, reduced ten-
dency to built-up edge formation and therefore better surface
quality as compared to dry machining. However, a clear ten-
dency towards increasing depth-of-cut notch wear was ob-
served as the pressure was raised from 80 to 360 MPa.
A similar work was done by Ezugwu and Bonney [29],
who applied coolant at a pressure of 11–20 MPa in rough
turning of Inconel 718 with SiC-whiskers reinforced cera-
mic tools. Despite the lower pressure they also observed
that jet cooling caused severe notching and therefore led to
shorter tool life as compared to conventional flushing.
Ezugwu et al. [30] achieved slightly more promising re-
sults under finishing conditions. In general the tool life im-
proved at coolant pressures of 11 and 15 MPa. At 20 MPa,
though, it dropped significantly due to the accelerated notch
wear. Tool life was also shorter at 11 MPa when the speed
was increased to 300 m/min.
According to Ezugwu and Bonney [29], the reduction in
the life of ceramic tools that has been observed when high
pressure cooling was applied could be caused by hydrody-
namic erosion. They suggest that when the jet hits the tool
it comes to a sudden rest and builds a stagnation pressure.
To release it coolant tries to escape through the depth-of-
cut region. This way small abrasive particles caught in the
fluid are flushed away at a high velocity, which causes severe
wear in this region. Öjmertz and Oskarson [31] on the other
hand, suggest that cooling at a high pressure could reduce
the temperature of the workpiece below a certain threshold.
This would increase its strength and would result in a higher
tool contact pressure. Consequently the wear would inten-
sify leading to shorter tool life.
4 Hypotheses
The review of the previous work on high pressure cooling
shows that this technique is very effective when machining
with carbide tools, but in general has a negative influence
on the performance of ceramic inserts. It should be empha-
sized, however, that in the studies reported so far only ce-
ramics based on alumina reinforced with SiC-whiskers have
been used under high pressure cooling, while tools made
in SiAlON have not been tested. Therefore performance of
SiAlON inserts in machining of Inconel 718 under high pres-
sure cooling will be investigated in this study.
Since tool life is one of the main considerations in ma-
chining economics, the main goal of this study is to check
whether the application of high pressure cooling could pro-
long the life of SiAlON tools. Thus, the central hypothesis
to be tested is:
(1) H01 : µhpc= µconv versus H11 : µhpc > µconv
4where µ is the mean tool life and indexes hpc and conv stand
for high pressure- and conventional cooling respectively.
In addition it is important to note that it is now com-
monly accepted that tool life is a stochastic rather than a de-
terministic quantity (e.g., see [32]). As a consequence the
actual tool life rarely matches the predicted values. This
leads to conservative replacement strategies. According to
Wiklund [33], only 50–80% of the expected life is typically
used. As a result tool consumption and related replacement
costs are higher than necessary, as are the losses in terms
of the productive time. For these reasons it is important to
investigate not only the mean, but also the variance of the
tool life. Demonstrating that it could be reduced by apply-
ing high pressure cooling, would mean that this way the ser-
vice length of cutting tools would become more predictable,
which can be expected to have a substantial economical ef-
fect. Such outcome would be reasonable considering the fact
that a focussed high pressure jet is more stable than a low
pressure stream and should therefore result in a more sta-
ble cooling process. Improved chip breaking should also add
stability to the cooling process as it would not be obstructed
by long chips. Hence the second hypotheses to be tested in
this study is:
(2) H02 : σ2hpc= σ2conv versus H12 : σ2hpc < σ2conv
where σ2 is the variance of the tool life, while indexes hpc
and conv stand for high pressure- and conventional cooling
respectively.
5 Experimental work
In order to test the above hypotheses machining experiments
were performed. For this purpose 20 SiAlON ceramic in-
serts and an Inconel 718 workpiece were prepared. As men-
tioned in Section 1, very high temperatures have been re-
corded when machining this material. Therefore it was de-
cided that, in order to maximize the extraction of heat, high
pressure cooling should be used in combination with con-
ventional flushing. This technique will be referred to as high
pressure-assisted cooling in the following text. The physi-
cal configuration of the experimental cooling system and the
test conditions are described next.
5.1 Experimental set-up
Cutting experiments were carried out with a Hessapp DV80
lathe (see Fig. 1). The machine is equipped with an auxil-
iary pump, which delivers pressurised (up to 40 MPa) cut-
ting fluid to the outlet on the tool turret. From this point
coolant is transported via a copper tube to a custom-made
insert clamp with internal channels (see Fig. 2). Such sys-
tem is very rigid, thus the direction and the target point of
Insert
Insert clamp with
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Fig. 1: Experimental set-up
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Fig. 2: Insert clamp with coolant channels
the jet do not change as a result of the reactive forces. This
was expected to add stability to the cooling process, hence to
minimize thermal variation, which ceramic tools are known
to be sensitive to.
Since ceramic tools are also known to be brittle, spe-
cial measures were taken to minimize the occurrence of me-
chanical shocks. Workpiece was securely clamped on the
pallet, and a few millimetres of material were removed from
its sides to compensate for the centring error. Moreover, the
tool was programmed to follow an arc-shaped trajectory at
the start and the end of each cut. This way a smooth entrance
to and exit from the workpiece was achieved.
Cutting conditions used in these experiments are typi-
cal for semi-rough machining of Inconel 718 with ceramic
tools. They were kept constant and were the same during
both high pressure-assisted cooling and the control tests,
where only conventional cooling was applied. This was done
in order to assure that the only source of possible difference
in the observed results was the cooling method. For further
experimental details please see Table 1.
5Table 1: Experimental conditions
Workpiece Material Inconel 718
Hardness 33 HRC
Shape Solid cylinder
Diameter 400 mm
Height 150 mm
Tool Material SiAlON
Insert type RCGX 120700 E
Holder type PCLN
Cutting data Operation Facing
Speed, vc 300 m/min
Feed, fn 0.2 mm/rev
Depth of cut, ap 1.0 mm
Cooling Coolant Emulsion, 4%
Control method Flooding at 0.7 MPa
Test method Flooding + High pressure
cooling at 20 MPa
5.2 Procedure
Test inserts were labelled with numbers from 1 to 20. Half of
them were selected for high pressure-assisted cooling tests.
The rest were controls and were used for machining under
conventional cooling alone.
The experiment was carried out in multiple tool paths
divided into several cuts. To make sure that the conditions
in each of the test cuts were approximately the same, each
path of the tool was executed in three stages.
Stage I. The previous experience has showed that a burr
tends to form on the outer edge of the cylindrical
workpiece. As a result the tool sustains a shock
at the beginning of the next path. To avoid this, a
dummy tool was used to remove the burr.
Stage II. At this stage the test tools were used. Due to the
size of the workpiece each path was split into
three parts resulting into three cuts of equal dura-
tion. In order to avoid any possible bias due to in-
homogeneity of workpiece material or scale that
could have formed on its surface during the pre-
vious tool path, experiments were randomized.
To accomplish that, a number from 1 to 20 was
drawn to select the tool. After completing the
cut, which on average took 35 seconds, the insert
was removed from the tool holder and the wear
was measured with a Mitutoyo toolmaker’s mi-
croscope. Then a new random number was drawn
to determine the tool to be used in the next cut.
Stage III. After completing the third cut a dummy insert
was used again to remove a few millimetres of
material. The reason for this last operation was
to avoid the contact between the test tool and the
core that formed in the centre of the workpiece.
Having finished one path, the tool was lowered by the
amount of the depth of cut, i.e., by 1 mm, and the three-stage
procedure was repeated again. This work was continued un-
til each insert had performed four cuts. By that time the wear
on all test tools had reached the limit to be defined in the fol-
lowing section.
5.3 Tool life criterion
According to ISO 3685 [34], the most common life mea-
sures for tools of ceramics are the average and the maxi-
mum width of the flank wear land. Depth-of-cut notch wear,
which is often mentioned to be an issue when machining
nickel-based alloys with ceramic tools, is said to depend on
the accuracy of repeated depth settings and must therefore
be excluded from the flank wear measurements. Another
common problem with ceramic tools is edge chipping. Ac-
cording to ISO 3685 [34], to a certain extent this type of
wear is taken into account by the maximum width of the
flank wear land, which for the latter is the recommended
measure when edge chipping is expected. Thus the maxi-
mum width of the flank wear land VB max of 0.6 mm was
chosen as the tool life criterion in this study.
6 Results
This section presents the results of the experiments. It starts
with a discussion about the observed wear of SiAlON in-
serts under conventional and high pressure-assisted cooling.
Coming out from this, tool lives are derived and the hypoth-
esis postulated in Section 4 are tested. In addition the ob-
served effect of high pressure cooling on chip breaking is
briefly discussed.
6.1 Tool wear
As mentioned in Section 3, notch wear at the depth-of-cut
region is usually the most serious issue when machining
nickel-based alloys with ceramic tools under high pressure
cooling. In our experiments notch wear only became signif-
icant at later stages of the cutting process (see Fig. 3). In
general it was more intense under high pressure than un-
der conventional cooling. In the latter case the maximum
length of the depth-of-cut mark was 0.59 mm and in case of
high pressure cooling it was 0.82 mm. Such level of notch
wear was considered to be within reasonable limits, hence
not critical for the tool life.
Flank wear was clearly visible from the first cuts (see
Fig. 3) and was increasing steadily as machining continued.
As illustrated in Fig. 4, its rate was slightly higher under
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Fig. 3: Tool wear under high pressure-assisted and conventional cooling
conventional cooling, and the gap was growing as the cut-
ting progressed further. Moreover, in case of conventional
cooling there was more work material being welded to the
tool. This attached layer was carefully removed in order to
expose the flank face of the tool and to measure the true
amount of wear.
6.2 Tool life
In Section 5.3 the critical width of the maximum flank wear
land was set at 0.6 mm. The time when this limit was reached
was determined by interpolating between the two nearest ex-
perimental points. The results together with the basic sample
statistics are shown in Table 2 (note that the tool lives seen
here are typical for semi-rough machining of Inconel 718
with ceramic inserts). This data will now be used to test the
hypotheses postulated in Section 4. Since most of the com-
monly used statistical methods are based on the assumption
of equal variances we will test H02 first, and will then pro-
ceed with H01 .
6.2.1 Comparison of variances
The data shown in Table 2 suggest that the variance was
lower when high pressure cooling was applied. However,
this difference could be due to random rather than system-
atic causes. To check this let us assume that the two data
samples came from two normal distributions. Then we can
verify the validity of hypothesis H02 by applying the F-test.
Given our experimental data, the statistic of the test is
f0 = s2hpc/s2conv = 0.6449. We would reject H02 if
f0 < f1−α ,nhpc−1,nconv−1 (1)
where n is the sample size and α is the significance level.
In our case nhpc = nconv = 10, and we chose α to be 0.05.
Thus we would reject H02 if f0 < f0.95,9,9. By making use of
the identity f1−α ,u,v = 1/ fα ,u,v and by looking up the tables
for the F-distribution we find that f0.95,9,9 is approximately
equal to 0.3145. Since this number is less than our test statis-
tic we cannot reject H02 , i.e., we do not have enough ev-
idence to claim that the variances under the two types of
cooling are different. In fact the p-value in this case is 0.524.
Thus it is very likely that the cause of the observed differ-
ences was random variation.
Despite the fact that we cannot reject H02 it should be
mentioned that, based on the collected data, standard devia-
tion of the tool life was approximately 1.25 times larger in
case of the conventional cooling. However, this estimate is
based on samples of size 10, which are small from a statisti-
cal point of view. Given that, we can read from the operating
curves for the F-distribution (found in statistical handbooks)
that even if the difference revealed by the experimental data
represented the true difference between the standard devi-
ations, which would imply that the alternative hypothesis
H12 was true, the probability of accepting H02 would still
be more than 80%.
In the above calculations we have assumed that the data
sets were normally distributed. Due to its simplicity and
symmetrical shape normal distribution is sometimes used
to model the life of cutting tools (e.g., see [32, 35–37]).
Nevertheless, there are a couple issues with this assumption.
First, the normal distribution allows for negative values and
is therefore not a realistic life model. Second, careful exam-
ination of the data shows that even if it was a viable model,
the normal distribution does not describe the tool lives ob-
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Fig. 4: Development of flank wear land (each point repre-
sents the average of 10 observations)
served under the conventional cooling well. Therefore, to
check whether the conclusion drawn above is correct, we
have dropped the normality assumption and applied the Lev-
ene’s test.
The calculated test statistic is W = 0.0216 (the calcu-
lations are cumbersome and therefore not shown here). We
would reject H02 if
W > fα ,k−1,N−k (2)
where N is the total number of data points and k is the num-
ber of subgroups. In our case N = 20 and k = 2. Then if we
kept α at 0.05 we would reject H02 if W > f0.05,1,18. Look-
ing up the tables for the F-distribution we find that f0.05,1,18
is approximately equal to 4.4139. Since this value is much
grater than our test statistic we cannot reject H02 , i.e., we do
not have enough evidence that the variances under the two
types of cooling are different. The p-value for this test is
0.885 and is even greater than under the normality assump-
tion. Thus it is very likely that the differences were due to
the random variation.
6.2.2 Comparison of means
In the previous section we concluded that the normal distri-
bution was not an appropriate model for our experimental
data. Thus we cannot use the t-test to compare the means,
i.e., to test the hypothesis H01 . An alternative solution is
to apply the non-parametric Wilcoxon (Mann-Whitney) test
for the medians T˜hpc and T˜conv.
The test statistic Whpc is the sum of ranks for the tool
lives observed under high pressure-assisted cooling and is
Table 2: Observed tool lives (in seconds)
High pressure-assisted Conventional
cooling cooling
Tool life, T 136 115
134 110
126 108
140 112
113 101
131 109
133 90
128 83
117 108
129 107
Sample mean, T 129 104
Median, T˜ 129.9 108.2
Sample variance, s2 69 107
equal to 154. The probability of obtaining such a high num-
ber, given that T˜hpc = T˜conv, is 0.0001. In other words it is
very unlikely that experimentally collected data would show
such a difference if the true medians were equal. Indeed, the
95% confidence interval for T˜hpc − T˜conv is (16.84, 31.57).
Based on these calculations we can reject H01 in favor of
H11 , i.e., we can conclude that the life of SiAlON ceramic
tools seems to be longer when high pressure cooling is ap-
plied.
6.3 Chip breaking
Besides affecting the tool wear, high pressure cooling had a
considerable influence on chip flow. As can be seen in Fig. 5,
the discoloured area, i.e., the region where the chip was in
contact with the tool, covers nearly half of the rake face of
the insert used under conventional cooling, while on the tool
used under high pressure-assisted cooling there is almost no
discolouration. This shows that in the latter case the chip
was curling up much earlier. As a consequence it was broken
into shorter segments. This is illustrated in Fig. 6. As can be
seen here, chips produced under high pressure cooling were
very short, needle-like, while under conventional flushing
they were long tubular.
7 Discussion
In this study machining of a heat-resistant aerospace mate-
rial, Inconel 718, with SiAlON ceramic inserts under high
pressure cooling was tested. The presented overview of ear-
lier research shows that the latter technique usually leads
to longer tool life and significantly improves chip break-
ing. When applied in machining of nickel-based alloys with
ceramic tools, however, high pressure cooling has been re-
ported to accelerate notch wear and therefore to lead to re-
8Conventional cooling High pressure-assisted cooling
Fig. 5: Effect of cooling method on chip contact length
duced tool life. To overcome this problem, in this study ce-
ramic tools with improved resistance to notching were used,
and special measures were taken to minimize the occurrence
of thermal and mechanical shocks.
The above set-up proved to be effective. Even though
notch wear was still more intense under high pressure-assis-
ted cooling, it remained within reasonable limits and was
not critical for the tool life. Flank wear, on the other hand,
was reduced as a result of high pressure cooling. Therefore
tool life was significantly longer.
The reduction in flank wear and consequently the im-
provement in tool life is the result of more efficient cool-
ing. As indicated by the observed reduction in chip contact
length, when applied at a high pressure, coolant overcomes
the resistance of the chip, lifts it up and penetrates closer
to the cutting edge, where the highest temperature occurs.
Moreover, the speed of the coolant flow is much higher un-
der high pressure cooling, which for the dissipation of heat is
more rapid. Combination of these two factors leads to more
efficient cooling of the cutting edge. As a consequence, the
intensity of wear processes is reduced. On the other hand,
rapid cooling can lead to thermal cracking, followed by mi-
cro chipping. This effect can be expected to be pronounced
in the depth-of-cut region, where coolant has a direct con-
tact with the heated cutting zone. For this reason the rate of
cooling, hence the likelihood of thermal cracking and micro
chipping, should be particular high here, which would ex-
plain the observed increase (though not very significant) in
notch wear.
The results of this study also suggest that the variance
of the tool life might be reduced by applying high pres-
sure cooling. This would be reasonable considering the fact
that in such case cooling process is not obstructed by long
chips and is probably more stable. However, we did not have
enough statistical evidence to support this claim, despite the
fact that the sample sizes that we used in our experiments
are rather big for this type of studies.
Conventional cooling High pressure-assisted cooling
Fig. 6: Effect of cooling method on chip breaking
8 Conclusions
The results achieved in this study show that, when the ma-
chining process is properly designed, high pressure-assisted
cooling can help to extend the life of SiAlON ceramic tools,
hence reduce the costs in machining of heat resistant alloys.
Alternatively the cutting speed could be increased, which
would make the process more productive. Moreover, high
pressure-assisted cooling significantly improved chip break-
ing. Since long chips can scratch the workpiece and can
block the disposal equipment, this advantage is important,
especially in unattended machining.
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1 INTRODUCTION 
 
Traditional mass production lines have evolved at the beginning of the twentieth century and were 
based on big batches and high volumes. Since then markets have changed significantly, so today 
Henry Ford would hardly be able to sell his Model T car in any colour as long as it was black. 
Nowadays, demand is shifting towards more and more customized, higher quality products, faster 
deliveries, while harsh competition in global markets means that individual products are sold in 
smaller quantities and lower prices. In such environment flexible manufacturing systems (FMS) and 
their subset, called flexible manufacturing cells (FMC), are gaining popularity [1, 2]. 
 
As the name suggests the main advantage these systems offer is flexibility. Flexibility is an umbrella 
term for ability to respond to changing business conditions. For this reason understanding of what it 
is depends on the business sector that a company is engaged in. In case of manufacturing enterprises 
flexibility usually means the ease of switch between different product types, called product mix 
flexibility, ability to cope with fluctuations in production quantities, called volume flexibility, 
ability to operate economically in small batch environment, deal with tight schedules, and potential 
to produce customized goods. 
 
Another important feature of FMSs is interlinking of resources through centralized computer 
control and automated transportation system, which enables coordination of such activities as 
scheduling, material handling and tool sharing. The benefits of integration are synergetic and 
include reduction of lead time, predictability of operation and consistency of results [3]. Interlinking 
also allows using equipment more efficiently. Vineyard and Meredith [4] state that compared to 
regular machines, which run around 20% of time, FMSs can reach up to 70 – 80% utilization rates. 
Luggen [1] claims that asset usage in FMS can even be as high as 80 – 90%. These statements are 
backed by case studies carried out by Hackstein and Budenbender [2], which show average actual 
utilization of machines in two different companies of 84.8% and 84.9% respectively, and Wiendahl 
and Springer [5], who report that actual utilization of different resources in two investigated 
systems varied between 64% and 92%.   
 
Other benefits from implementing FMS include 60 – 80% inventory reduction, 30 – 50% percent 
direct labour savings and 40 – 50% floor space reduction [1]. Despite of these improvements users 
are often not satisfied after establishment of FMS [2, 5]. One of the main reasons for the 
disappointment is said to be unrealistic user expectations [1]. FMS cannot create order out of chaos 
nor can it solve problems of mismanaged or poorly organised plant. Lack of strategic necessity is 
another issue. Many FMSs fail because technology is sold for the sake of technology rather than to 
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solve strategic tasks [1]. Moreover, successful implementations require management commitment 
and close cooperation with system supplier throughout the lifetime of FMS. 
 
While these are quite political reasons having more to do with company’s management than FMS 
itself, there is another and more serious concern. In general we know that complex systems tend to 
be less reliable than their simpler counterparts and FMS is of course a complex system. Moreover, 
due to extremely high equipment utilization FMSs will experience bigger amount of wear and tear 
than traditional machine tools [4]. Eventually, there seems to be a trade-off between the main 
characteristic features of FMS and reliability. These last issues will be our main focus throughout 
this paper, but before we elaborate on them, let us first discuss two things: the concept of reliability 
and its place in production systems. 
 
2 THE CONCEPT OF RELIABILITY 
 
Rausand and Høyland [6] say that reliability, as human attribute, has been praised for a very long 
time, but for technical purposes this concept has not been applied before the end of World War I. 
Indeed, we can think about reliable ally, reliable spouse, reliable company or reliable information, 
which refers to the degree we can trust these non-technical “entities”. In technical terms, however, 
reliability is the ability of an item to perform a required function, under given environmental and 
operational conditions and for a stated period of time [6]. 
 
Let us consider a car example. Those interested in Formula 1 racing remember last year’s Japanese 
Grand Prix, when engine of Michael Schumacher’s bolide failed costing him the eighth world 
champion title. This example first of all demonstrates how crucial is the ability of a system to 
perform a required function or in other words how frustrating its failure might be. Another point 
that this example emphasizes is the role of operational conditions. 
 
Despite their technological superiority Formula 1 bolides break down much more often than regular 
cars. The reason for this is extreme operating conditions. Racing cars are pushed to the limits of 
their capabilities, which causes huge over-stresses and accelerated wear. For example, tyres have to 
be replaced at least once during the race, because, due to aggressive driving and extreme operating 
temperature, they wear out rapidly. On the other hand an old Lithuanian saying has it that a 
ploughshare loses the shine (starts to rust) if not used. Similarly, a drop of tyre temperature below a 
specified level reduces grip and causes graining of rubber, which eventually leads to vibration of the 
wheel and often damages the suspension. Thus, operating conditions affect reliability of a system. 
The same can be said about environment. In both cases neither of the extremes is good, so the best 
is if operating and environmental conditions stay within a certain optimal band. 
 
The concluding part of reliability definition says that an item should perform its function for a stated 
period of time. In most cases a part or a product is desired to serve as long as possible. Nevertheless it 
is evident that no item can live forever. This is not possible technically nor might even be desirable, 
because in some cases extended system lifetime is a drawback rather than an advantage. While this 
last claim might sound contradictory, below examples show that in certain situations it is true. 
 
One of earlier world champions has once said that an engine of a Formula 1 car should fail 
immediately after crossing the finish line. If it does not so, than it means that an engine was built 
too reliable at the expense of extra weight and reduced speed. Therefore, if the engine of Michael 
Schumacher’s bolide would have failed only 17 laps later, nobody would have even noticed that.  
 
Another example comes from the history of wars, which has contributed significantly to the 
development of reliability. It is said that bearings of German tanks in World War II were so reliable 
that could have served for years. However, the lifetime of the whole tank in the battlefield was only 
 - 3 -
a few minutes. Under such conditions long lifetime of components did not pay off, but quantity and 
speed of production did. For this reason Russia, whose tanks were very crude in finish, but therefore 
could be produced faster and in bigger numbers, had a crucial advantage.  
 
These last examples do not disparage the importance of reliability – without any doubt it is very 
important. What these examples do say, though, is that reliability, like any other feature of an item, 
must be coupled to the requirements of a particular system and specific condition of its use. In other 
words we should think about reliability in terms of the effect on the expected performance of the 
system as a whole. 
3 PLACE OF RELIABILITY IN PRODUCTION SYSTEMS 
 
FMS is a type of production systems. Individual installations may differ from industry to industry, 
but usually consist of value adding equipment, such as machine tools, automatic painting, welding 
and assembly stations, and supportive resources, such as coordinate measuring and washing 
machines. The resources are linked together by material and tool handling systems and jointly 
controlled by centralized computer system. Failure of any of these subsystems is directly associated 
with repair costs, including the replacement of expensive units, scrapping of broken tools and 
debugging of programs, to mention but few. Moreover, in industries, such as aerospace, where raw 
material costs are substantial, damaged parts due to equipment failure, also count. However, 
focusing purely on direct failure cost has one clear disadvantage. 
 
Thomas Corbett, inspired by Eliyahu Goldratt, the father of Theory of Constrains (TOC), in his 
book Throughput Accounting [7] argues that there is a clear bound for any cost reduction efforts – 
cost can not be less than zero. Therefore an alternative strategy to improve company’s profitability 
is to maximize output, which is only limited by the ability of the market to consume goods. From 
this it follows that cost reduction attitude is the right strategy for mature products, the markets of 
which are saturated or declining, while for any industry that experiences growth maximization of 
throughput must be of supreme importance. 
 
Back to reliability, failure of a resource does not only mean expensive repairs, it also means that 
while being down, equipment is not available for further production. This disrupts regularity of the 
flow, might cause “starvation” of other resources, and eventually leads to reduced throughput and 
associated income. What is more important, equipment failures might result in missed deadlines and 
damaged reputation of a reliable supplier, thus reduced future earnings. So, besides direct costs, 
another important effect of reliability is on availability of resources. 
 
Rausand and Høyland [6] define average availability as: 
 
av
MTTFA
MTTF MTTR
   
 
Here, MTTF stands for mean time to failure, denoting the mean functioning time, and MTTR is 
mean time to repair, marking the mean downtime after a failure has occurred. Sometime a third 
factor, MWT – mean waiting time, is added to the denominator of this equation, because repairs 
might be delayed by missing replacement parts, limited capacity of service personnel or a need for a 
specialist to come and solve the problem. Expressed this way, availability shows the proportion of 
the total time that equipment was functional. Unfortunately functional does not mean functioning. 
 
In real manufacturing systems, machines may not be running, even though they are in order. This 
can be caused by the lack of raw parts or ongoing maintenance activities. Hackstein and 
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Budenbender [2] refer to disturbances of this type as organisational. According to them, technical 
downtimes include systematic non-productive times, such as run-up of the plant at the beginning of 
a shift, direct technical problems occurring in the machine itself, such as tool changing faults, and 
indirect technical disturbances that immerge elsewhere in the system, such as interrupted part 
supply due to failure of transportation system. As mentioned before, availability of resources is 
further reduced by non-technical, i.e. organisational, non-productive times such as lack of raw 
materials or planned maintenance. 
 
Similar classification is advocated by Wiendahl and Springer [5]. They distinguish between 
technical and organisational failures as well as breakdowns conditioned by linkage and conception. 
Linkage is a common name used for shop floor logistics system and central computer control, thus 
downtimes condition by linkage are equivalent to Hackstein and Budenbender’s [2] indirect 
technical failures. Downtimes conditioned by conception are embedded in the system during design 
phase, thus are similar to systematic disturbances.  
 
A further extension of these ideas is Nakajima’s overall equipment effectiveness (OEE) model [8], 
which assumes that system performance is decreased by the so called six big losses: 
 
 Downtime: 1. Equipment failures. 
2. Setups and adjustments. 
  
 Speed losses: 3. Idling and minor stoppages. 
4. Reduced speed. 
  
 Defects: 5. Process defects (scrap and rework). 
6. Reduced yield. 
 
The first two losses reduce the time that machine is available for production, because neither in the 
failed state nor during the setups machines do produce any output. Thus, availability of a resource is 
calculated as: 
 
- 100%Loading time DowntimeAvailability
Loading time
   
 
Loading time is total time during a certain period (day or month) less planned downtime, such as 
maintenance or daily production meetings. Downtime refers to unexpected problems, such as 
equipment failures. The difference between loading time and downtime gives operating time that 
will be used later on. So availability shows the percentage of time, which was available for 
manufacturing after planned and unplanned breakdowns. 
  
As before, available does not imply running and running does not mean producing at maximum 
possible speed. First, this is because machines might not work due to organisational issues, such as 
interrupted material supply, as well as minor technical stoppages caused by sensor contamination 
and resulting signal errors or by limit switch failure [2, 8]. Next, to achieve the required process 
capability less reliable machines might need to run at speeds below theoretical values. Speed can 
also be reduced by partial failures, which do not bring a machine completely down, but limit its 
capabilities. For any of these reasons real cycle times can be longer than rated ones, therefore actual 
output will be below estimated amount. This reduction is evaluated by performance efficiency: 
 
100%Theoretical cycle time Processed amountPerformance efficiency
Operating time
   
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It might sound paradoxical, but there can be found cases, when performance efficiency is more than 
100%. This happens if the actual cycle time is shorter than the rated time, so the real output exceeds 
the estimated amount. Occurrences like that are common in manual operations and relate to the way 
theoretical cycle time is determined. 
 
One method to estimate cycle time is to use historical data from similar processes. If such 
information is not available, rated time can be calculated employing scientific methods, based on 
motion analysis. In the worst case cycle time is “estimated” by guessing. Neither of these methods 
is accurate, because any estimation is subjected to error. An alternative way is to measure the actual 
time during the test batch production, but then a human factor comes into play. As the time goes on 
operators naturally get faster due to learning effect. Moreover, in some companies people are paid 
for productivity, which is measured as throughput in excess of theoretical output. In such cases 
people tend to work slower when measurements are taken to make it easier to exceed the theoretical 
yield and earn a bonus later on. 
 
The following issues can distort efficiency measurements, encourage unreasonable optimism, and 
what is worse they can reduce the motivation to continue with further improvements. To avoid these 
pitfalls it is important to update theoretical cycle times periodically and keep the records as accurate 
as possible. At the same time we should note that machines, as opposed to manual operations, are 
less influenced by the factors mentioned above. However, rated time should still be updated each 
time a process is modified. 
 
The last two big losses stand for parts that fail quality inspection at any place in the process and 
have to be scrapped or reworked. In both cases they are considered as defects, because even if an 
item can be salvaged through rework it distorts regular flow and consumes extra time that otherwise 
could be used to make other parts. Then the rate of quality products is: 
 
100%Processed amount Defect amountRate of quality products
Processed amount
   
 
After availability, performance efficiency and rate of quality products are determined, overall 
effectiveness of a particular machine can be expressed as a product of the three: 
 
OEE Availability Performance Efficiency Rate of Quality Products    
 
It is easy to see that OEE is closely linked to reliability and is also in line with earlier discussed 
models. First, reliability directly influences availability – the more reliable the machines, the less 
downtimes and the more time available for production. This corresponds to technical availability. 
Next, by taking into account planned downtimes, availability (in OEE) considers some of the 
organisational non-productive times. Organisational issues, as well as technical problems, are 
further taken care of by performance efficiency, because both organisational disturbances and minor 
technical stoppages mean that less amount will be processed during the same period of operation. 
Finally, reduced speeds due to technical condition of equipment or for the sake of process capability 
increase real cycle time and further reduce output. 
 
In addition OEE adds a quality dimension, which in terms of reliability can be justified as follows. 
If a machine produces a defective part it fails to perform the required function – to make a good 
product. In the worst case defective part has to be scrapped and the whole time to manufacture it is 
wasted. Even if the effects of such a failure can be minimized through rework, it still consumes 
extra time, which otherwise could be used to generate more throughput. Finally, it was already 
mentioned that a physical failure of a machine can lead to damaged parts. Therefore poor reliability 
will deteriorate quality and overall equipment efficiency.  
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Unfortunately, despite its attractiveness, OEE, as well as other models discussed so far, has one 
inherent problem – it is best suited for individual machines. In practice, however, resources seldom 
operate alone. In general they are part of a complex network, which on the product level reduces to 
separate lines. Allcock [9] quotes a representative from Siemens company, who says that OEE does 
not take account of factors upstream and downstream in the supply chain. As the below example 
shows, this might be a serious drawback. 
 
Let us consider a simple production process shown in Figure 1. The system consists of three non-
identical machining centres MC1, MC2 and MC3 (in practice even machines of the same type and 
age will rarely exhibit identical performance) with maximum theoretical capacity of 80, 50 and 90 
parts per day respectively. For simplicity let us consider only technical availability, which is most 
sensitive to reliability, i.e. we will assume that setups are negligibly short and process is simple, so 
no serious organisational troubles occur. Statistics shows that machine MC1 has an average 
technical availability of 80 percent, machine MC2 is quite new thus is available 90 percent of time 
and the average technical availability of MC3 is 70 percent. 
 
 
 
Figure 1. Production system with a constraint. 
 
From the first glance it may seem that due to frequent failures machine MC3 requires the biggest 
attention, while MC2 is doing best, so is the least important. However, a closer look shows that an 
improved efficiency of MC3 will lead nowhere, because the line can at best produce 50 × 0.9 = 45 
finished products, which is the best possible output of MC2 taking into account its reliability. At the 
same time MC3 with a poor technical availability of 70 percent, can still finish 90 × 0.7 = 63 pieces 
per day. Thus, investment in improved reliability of MC3 can only be justified if the cost savings 
from less frequent failures are greater than the invested efforts, or if the gained capacity can be used 
for other operations (e.g. to help MC2). However, as long as the maximisation of the throughput of 
and profit from the product in question is concerned, main efforts should be devoted to machine 
MC2, because it is the bottleneck of the line and every minute lost in it means a minute lost in the 
whole line. From this point of view, the second most important resource is MC1, because it feeds 
MC2 and the least important is MC3. 
 
This is an oversimplified example of course, because in general we should consider other factors 
affecting performance of a manufacturing line. Moreover, average values should be replaced with 
corresponding confidence intervals to have a more accurate picture of the system. Nevertheless, this 
example shows that focusing on individual machines can be misleading as it may not contribute to 
the overall improvement. Thus, to avoid sub-optimisations, a different approach, which considers the 
system as a whole, is needed. 
 
During the research in former Western Germany, Hackstein and Budenbender [2] used earlier 
introduced model of availability to evaluate the productivity of two complete manufacturing cells. 
Even though no calculations are shown, from the presented results it appears that performance of the 
whole system was measured in terms of the performance of machine tools, which on their own are 
assumed to be independent.  
 
Associating of system performance with the efficiency of machine tools is inline with our example, 
because machine tools directly contribute to the throughput and, just like MC2, act as a limiting 
resource that determines the throughput of entire system. Other equipment, such as transportation 
system, washing or measuring machines, are supportive and their efficiency should be viewed in 
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terms of the affect on the performance of value adding activities. For example, just like a lengthy 
failure of MC1 can cause starvation of the bottleneck MC2, a long breakdown of automated guided 
vehicle (AGV) can lead to lack of material at machine tools and therefore will be immediately 
reflected on reduced output. Short failures of AGV’s, however, would remain “unnoticed” as long 
as they were able to serve the machine tools, just like low reliability of MC3 is not significant, as 
long as it is able to maintain the required production rate. 
  
The assumption of independency is revealed by the fact that system losses appear to have been 
evaluated by adding up capacity lost at each individual machining centre. Total non-productive time 
was then expressed as a percentage of the total available hours, which is again the sum of individual 
capacities. Such approach is only valid for parallel structures, where resources do not directly 
depend on each other (as long as they do not have to “compete” for jobs). In parallel arrangements 
machines can be viewed as common pool, so individual capacities and productivity losses can be 
added together. In general case, however, parallel structures would be part of longer lines, and 
efficiency of the whole pool would depend on other resources.   
   
Nachiappan and Anantharaman [10] report that some researches have proposed an extended OEE 
approach for flow lines, where availability, performance efficiency and rate of quality products are 
replaced by line availability (LA), flow line performance efficiency (LP) and flow line quality 
efficiency (LQ) respectively. Then, like OEE, overall line effectiveness (OLE) is determined as a 
product of these three parameters. To calculate the contributing factors themselves two rules of 
thumbs are proposed. According to the first rule LA, LP and LQ are determined as an average of 
corresponding efficiencies of individual machines. The second rule multiples availabilities, 
performance efficiencies and rates of quality products of machines to get corresponding efficiencies 
of the whole line. To examine the validity of these rules let us return to example in Figure 1.  
 
We have already shown that efficiency of MC3 was limited by the output of MC2 and could not be 
improved, unless excessive capacity was used elsewhere. What is more, efficiency of MC1 also 
depends on MC2, because running MC1 at the rate exceeding the capability of MC2 would only 
increase work-in-process inventory (WIP) and associated costs, but the output of the system would 
remain unchanged. In order to avoid build-up of inventories, the output rate of all resources has to 
be subordinated to the slowest member of the chain. So in our case all machines will run at the rate 
of approximately 45 parts per day. 
 
Let us now apply the first rule of thumbs. Average capacity of machines MC1 through MC3 is 
73.33 units per day, and average availability, i.e. line availability LA, is 80%. Since we have not 
considered yet any other losses, but availability, this suggests that we should have around 58 parts 
(73.33 × 0.8) at the end of a day. However, we know that instead the line will produce only 45 
finished products per day. This discrepancy arises because simple average ignores the existence of 
constrains in the line. The issue can be solved by assigning different weights to machines. However, 
we are going to show that averaging is not suitable for LQ either. 
 
Let us assume that 10% of parts are scrapped at each machine, i.e. rate of quality products of MC1 
through MC3 is 90%. Then the first machine will make 45 × 0.9 = 40.5 good parts. Of course we 
should take this reduction into account and release a bit more parts to MC1 to retain the output of 
45 parts, so that no bottleneck capacity would be wasted. However, let us ignore this possibility for 
the sake of simplicity of this example. Then after the parts will have gone through MC2 there will 
remain 40.5 × 0.9 = 36.5 good parts and finally 36.5 × 0.9 = 32.8 good parts will exit the line. But 
according to the first rule of thumbs, line quality efficiency LA is the average of individual rates of 
quality parts, i.e. 90%. This for the line should produce 45 × 0.9 = 40.5 good items. This is another 
demonstration that the first rule of thumbs is not a valid approximation.  
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In fact to determine the real output of the defect-prone line we have just used the second rule of 
thumbs. But now let us assume that quality problems have been eliminated, while availability issues 
remain. Then we shall make 45 parts at each machine and their performance efficiencies will be 
56.3% (45 / 80 × 100%), 90% and 50% respectively. Applying the second rule of thumbs we should 
multiply these figures to determine the performance efficiency of the line. However, in such way 
we would assume that the throughput of the line would be reduced at each stage. Unfortunately, this 
is not true, because even in a non-subordinated line the output of MC3 will be the same as MC2 – 
45 parts, i.e. the performance will not be reduced at the last stage. Thus, despite that the second 
rules of thumbs works for line quality efficiency, it is not valid for line performance efficiency, 
which for neither of the two rules is valid for all three constituents of overall line efficiency metrics. 
 
The conclusion to be drawn here is that in spite of the apparent simplicity, extended OEE and 
Hackstein and Budenbender’s [2] availability models are not suitable for a general case of flow 
lines. Instead, Nachiappan and Anantharaman [10] have developed an alternative method to 
evaluate OLE. It is based on the fact that the output of a machine, operating in a continuous line, 
will be the input for the next resource, just like 45 parts form MC2 were the input for MC3. The 
authors also argue that since defective parts will not be transferred to the next machine, there is no 
sense in distinguishing between LP and LQ. Instead a new parameter, called line production quality 
performance efficiency (LPQP), is introduced and OLE is calculated as: 
 
OLE = LA × LPQP 
 
LA is the operating time of n-th machine (OTn), expressed as a percentage of loading time (LT): 
 
100
[ ]
nOTLA
LT
   
 
Loading time of the line is total available or calendar time (CT) less planned downtime (PD), which 
is the same as loading time in OEE model. However, what is different is that loading time is 
calculated only once – at the beginning of the line, whereas in extended OEE model it would be 
determined for each single machine.   
 
LT = CT – PD1 
 
Operating time at any machine is determined by subtracting planned and unplanned downtimes 
(DT) of the machine in question from the operating time of the previous machine: 
 
OTi = [OTi-1 – PDi] – DTi 
 
This equation assumes that the output or the operating time of the previous machine is the input or 
the calendar time for the succeeding resource. We should note, however, that this assumption is not 
absolutely correct, because even in a well balanced line in short term machines will not run at 
exactly the same rate, which for some WIP is inevitable and even necessary for smooth operation. 
Given that, when a machine stops, the next one can still continue running as long as inventory, 
which was possibly built by the preceding machine before it broke down, is depleted. Moreover, 
after repair, the first resource might be able to catch up, which way the second machine would not 
be influenced by the failure of the first one. So the validity of the above assumption largely depends 
on the degree of line balance, the amount of margin that each resource possesses and the time to 
repair the broken machine. 
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If this limitation is ignored, OTn can be determined by applying the equation downstream the chain, 
i.e. starting with the first and finishing with the n-th machine. Note that the first work centre is 
assumed to be independent of other resources, which for the operating time of the first machine is: 
 
OT1 = [CT – PD1] – DT1 
 
This, however, is not an absolute truth either, because if the first machine is not the bottleneck it 
will probably not need to run full time to satisfy the demand. To compensate for this problem, the 
unavoidable idle time of the first machine can be included in its planned downtimes. 
 
So, by dividing the operating time of the last member of the chain by the time that was input at the 
beginning of the line, LA evaluates the total time loses in the line. The second parameter LPQP is 
calculated by multiplying the number of good products made at the n-th machine (Gn) by the cycle 
time of the bottleneck resource (CYT) and dividing it by the operating time of the first machine: 
 
1
( ) 100nG CYTLPQP
OT
   
 
Cycle time of the bottleneck resource is used, because it determines the output of all whole line. 
Thus LPQP is the ratio between the total time that was theoretically needed to make the number of 
good parts actually produces and the time that was available at the beginning of the line. 
 
The number of good parts produced is the maximum possible output (n) of a machine under given 
conditions (taking into account the effect of constraints) minus the degraded quality (D) and 
rejected parts (R): 
 
Gi = ni – (Di + Ri) 
 
The first machine is said to be independent of other resources, so its maximum possible output will 
be equal to its theoretical throughput (n1 = N1). Note once again that this is not an absolute truth, 
because even the machines located upstream the bottleneck resource have to be subordinated to it in 
order to avoid the build-up of inventories. However, since only the final number of good parts 
matters, you will soon see that this drawback will have no effect on LPQP. 
 
In general for any machine theoretical throughput can be calculated as operating time, less setups 
and other idle times, which the authors call performance reduction time (PRT), divided over part 
cycle time (cyt) at a particular machine: 
 
-i i
i
i
OT PRTN
cyt
  
 
The output of all other machines, but the first one, will depend on previous resources in such way, 
that maximum possible output will be less or equal to the output of the previous machine. In our 
example, machine MC3 can in the best case make 50 parts (in case of no failures of MC2), even 
though it is cable to produce 90 pieces per day. So if the next machine is less capable than the 
previous one feeding it or if their capacities match, i.e. if Ni ≤ Gi-1, then the machine will at best 
match its theoretical output, i.e. ni = Ni. In the opposite case, when the next machine is capable to 
process more than the previous one, i.e. when Ni > Gi-1, the machine will only produce as much as 
the previous one will supply, i.e. ni = Gi-1. 
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So, LPQP is a joint measure, which takes into account the reduction of line performance due to 
setups and other minor disturbances as well as quality issues, because only the yield of the good 
parts is counted at the end of the line.  
 
Applying this approach Nachiappan and Anantharaman [10] have achieved several interesting 
results. The result of interest for us is the one that confirms the conclusion that we have made using 
our simple example in Figure 1 – efficiency of the whole line depends on the efficiency of the 
bottleneck resource. If we now focus on this critical resource, we can observe that higher reliability 
will help to improve both line availability and production quality performance efficiency. 
 
Similarly like in OEE model effect on line availability efficiency is straightforward. Recall that LA 
is proportional to operating time, which on its turn depends on downtimes (OTi = [OTi-1 – PDi] – 
DTi). So the more reliable the machine, the fewer downtimes and the higher time available for 
production. If there is more time available, then the potential to produce good parts is bigger too. So 
reliability will also affect LPQP. Moreover, due to the fact that machine failures often lead to 
damaged parts, higher reliability implies less damaged parts, thus more good parts produced at the 
end of the line (LPQP = (Gn × CYT) / OT1 × 100). 
 
Thus, improved reliability of the bottleneck resource pays off immediately. However, quite often 
reliability is improved at the expense of reduced cutting speed or more conservative tool lives. 
Unfortunately, this will extend the cycle time of the bottleneck machine and further reduce its 
output, so as long as the efficiency of the bottleneck is concerned increasing its reliability by 
reducing cutting speed and going for more conservative tool lifetimes is not a solution, because the 
net result might be reduced throughput and OLE. 
 
To sum it up, we have analyzed our system requirements and effects of reliability on its 
performance. We have determined that reliability improvement gives best results if applied on 
critical resources. Once again, we do not intend to say that reliability of other machines or elements 
of the system is not important. For example, if each machine produces only good quality products, 
the LPQP will be improved considerable. However, we have demonstrated that the first priority 
must be assigned to limiting resources.  
 
4 FAILURES IN FMS 
 
Now when we have discussed the role of reliability on the performance of production systems, let 
us return to our earlier discussion about FMS and look at some particular reliability questions 
related to this type of production systems. 
 
4.1 Reliability versus Flexibility and Integration 
 
Earlier we have mentioned that there seems to be a trade-off between the main characteristic 
features of FMS and reliability. Bennett and Jenney [11] have studied 100 machine tools of 
different complexity and have found evidence to suggest that equipment designed for small batch 
production, i.e. to provide more flexibility, could be likely to fail more frequently than machines, 
which run for long periods between setups. This is probably because longer runs mean more stable 
manufacturing environment, while each setup is associated with potential workpiece positioning, 
tool changing and other random faults.   
 
Meredith [3] states that integration, the second pillar of FMS, is also a source of most of the 
problems, because it increases system complexity. This claim is supported by the research carried 
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out by Hackstein and Budenbender [2], who have observed two FMSs for 20 and 15 days 
respectively. In both cases big drops (compared to the average) in technical availability were 
observed on a few particular days. In the first FMS this was caused by control software faults, while 
in the second company problems with pallet transporter were said to be responsible for reduced 
productivity.  
 
The authors have also analyzed a third case, where a large mechanical engineering concern has 
reconfigured its stand-alone machines as an FMS. Observations showed that due to interlinking of 
resources this reorganisation had a significant positive effect on organisational problems and system 
availability in general, but taking technical availability separately, number of downtimes has 
increased, as compared to stand alone mode. The increase was attributed mainly to disturbances in 
transportation system. 
 
The essential role of linkage is further emphasised by Wiendahl and Springer [5]. In one of the 
FMSs, observed for 83 hours, they have counted seven technical failures that lasted more than one 
hour. The main cause of these lengthy downtimes was said to be control system failures, which in 
spite of the low frequency resulted in 50% of the overall time losses. In addition there were 40 
transport car faults observed, which in total lasted 2.8 hours, but caused a loss of 6.8 hours of 
productive time of machine tools.  
  
The above case studies back up the findings of Meredith [3] that interlinking of resources is an 
important advantage of FMS, but at the same time it is a major source problems. This calls for 
particular attention to elimination of failures of integrating subsystems, such as automated material 
handling or centralized computer control, because in the worst case their breakdowns can 
deteriorate the performance of entire system.  
 
4.2 Vital Few versus Trivial Many 
 
The two FMSs observed by Hackstein and Budenbender [2] experienced a total of 442 
stochastically distributed technical (for comparison 444 organisational) problems during 20 days 
and 159 technical (for comparison 336 organisational) issues during 15 days respectively. Wiendahl 
and Springer [5] report that over a period of 122 operational hours 620 downtimes (including 
organisational) with a total duration of 113.6 hours were recorded in one FMS. Another system was 
observed for 83 hours. During this time 753 non-productive events (including organisational) were 
observed and accounted for a total of 84.7 hours. In addition 40 technical failures, 2.8 hours in total, 
of transport cart were registered. 
 
Most of the above failures turned out to be short. As many as 48% of downtimes in the first FMS 
and 32% of downtimes in the second FMS, observed by Hackstein and Budenbender [2], had lasted 
up to 10 minutes, but totalled only for 13% and 5% of total non-productive times in the first and 
second FMS respectively. The same tendency was observed with organisational troubles. Wiendahl 
and Springer [5] have calculated that two thirds of downtimes in the first FMS were shorter than 
five minutes, but shared only 12.6% of total duration. In the second case, half of downtimes lasted 
up to 10 minutes, but amounted for only 3% of total non-productive time. 
 
Other researchers, for example, Vineyard, Meredith and Amoako-Gyampah [12] and Thilander 
[13], also conclude that firms will usually experience a big number of short failures. Hackstein and 
Budenbender [2] suggest that a big number of short breakdowns should be interpreted as a sign of 
operating team’s ability to eliminate problems quickly. Wiendahl and Springer [5] also point to the 
essential role of operators when dealing with frequent disturbances. However, there are other points 
to see here. 
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Frequent, although short, failures distort regularity of the flow and are a threat for unmanned 
manufacturing [5], because in such case operator is not available to eliminate those problems and 
they turn into long downtimes. Moreover, the fact that a big number of problems stands for a small 
portion of total non-productive time means that efforts to avoid those numerous disturbances will 
have minor positive effect on equipment availability. For comparison let us consider the effect of 
long breakdowns. 
 
Hackstein and Budenbender [2] report that only 6% of failures have lasted longer than 120 minutes, 
but in spite of that were responsible for more than 40% of the total technical non-productive time. 
Wiendahl and Springer [5] mention that in the first case study 3.7% of downtimes were over one 
hour, but still were responsible for nearly 40% time losses. Similar analysis in the second FMS 
showed that as few as 7 out of 40 technical failures lasted longer than one hour, but resulted in 50% 
of technical non-productive time. These ratios show that unlike the frequent failures, a small 
number of long issues had a major effect on the system. This is a well known Pareto’s phenomenon, 
widely employed in Total Quality Management and other areas. It states that 80% of quality 
problems are caused by just 20% of factors, so the key point is to determine and eliminate those 
vital few causes, as Joseph Juran, one of quality gurus, calls them. 
 
The conclusion that we would like to make here is that as long as availability of resources is 
concerned the focus should be placed on the few long downtimes. This task is much easier if 
problems are of similar character. For example, Hackstein and Budenbender [2] state that in the 
second FMS lengthy downtimes were caused by pallet transporter failures, while in the first one the 
most likely source of long non-productive periods was control software. In general however, 
problems can be split over different categories, making them difficult to predict and prevent. So 
identification of main failures modes and categorisation of collected failure data is important step in 
reliability analysis. 
 
4.3 Failure Modes 
 
Such information, however, seems to be difficult to find in literature. Bennett and Jenney [11] 
distinguish between mechanical, electrical and hydraulic failures of machine tools. Unfortunately, 
FMS is more than just machines, thus Hackstein and Budenbender [2], besides sporadic disturbances 
in electrical subassemblies (failure of limit switches, failure of contacts, signal transmission errors 
due to sensor contamination), sporadic disturbances in pneumatic and hydraulic subassemblies 
(mechanical failure of valves, failure of lines) and failure of mechanical subassemblies due to wear 
outs, speak about software and material handling system failures. 
 
A similar classification is used by Vineyard and Meredith [4] and Vineyard et al. [12]. The two 
papers present data from a nine-month case study, where an FMS, working on a simple corrective 
maintenance bases, was observed. Corrective maintenance means that equipment was repaired after 
failures, but no preventive actions were taken, so the data is assumed to be pure, not influenced by 
earlier maintenance activities. The authors have come up with the following set of failure types: 
 
1. Mechanical – screws, turrets, bearings, and slides. 
2. Hydraulic – pumps, solenoids, and fuses. 
3. Electronic – solid state components, circuit boards, drives, and controls. 
4. Electrical – motors, transformers, relays, and switches. 
5. Software – logic errors in the system or part programs. 
6. Human – stoppages due to personnel inaction or inappropriate actions. 
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All failures had decreasing rates and followed Weibull probability distribution, which is said to be 
consistent with failure patterns of other complex systems [12]. Apparently in case of FMS it is 
difficult to control all factors, influencing reliability, at the installation stage. For this reason, most 
of the problems show up in the beginning of the service, after which system performance stabilizes.     
 
Concerning the frequency, a total of 1310 individual failures were observed, 520 of which were 
human, 243 software, 213 electrical, 165 mechanical, 107 hydraulic, and 62 electronic. Figure 2 
below gives a graphical representation of the data. As can be seen, human failures accounted for 
nearly 40% of the total number of problems. However, we have previously demonstrated that 
frequent disturbances do not necessary consume a lot of productive time. So a better measure is 
length of downtime attributed to each category. 
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Figure 2. Number of failures [4, 12]. 
 
An estimate of downtime per failure category can be obtained by multiplying the above frequencies 
by average repair times, which were shown to follow the Lognormal probability distribution [12]. 
Data reveals that the longest to repair were hydraulic problems and there were quite a few of them. 
This is inline with earlier discussion about Pareto’s Law, according to which we should see a few 
very long failures. But on the other hand human failures, which were the most frequent, also 
required long repairs, with total downtime of 470 hours (see Figure 3), which stands for nearly 43% 
of the total losses.  
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Figure 3. Downtime (based on data from [4] and [12]). 
 
This contradiction can partially be explained by the way downtimes are assigned to certain 
categories. For example, operators’ mistakes are very short failures, but often lead to mechanical 
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damage and long downtimes. Employing the root cause principle these breakdowns are classified as 
human, rather than mechanical. On the other hand the root cause method can be difficult to apply in 
practice. A particular problem concerns humans, because people fear to admit that their actions or 
inactions have caused the damage. For this reason it is likely that some of the mechanical failures, 
in the case study under discussion, should have actually been classified as human failures [12]. This 
would counterbalance the previous assignment of mechanical breakdowns to human failures and 
drive us even further from the Pareto’s principle. 
 
Another explanation could be possible interaction between individual failures [12], meaning that a 
small problem can provoke a serious failure. The relationship between human and mechanical 
failures is one example. Interaction between other types of failures is possible two. If we consider a 
car analogy, leaking oil (hydraulic failure) can cause poor lubrication and jam the engine 
(mechanical failure) if not noticed on time. Moreover, new problems can be triggered by 
maintenance personnel, because when attempting to repair such complex systems as FMS, it is easy 
to forget small things, like tightening a bolt, which later on can develop into a new failure [4, 12]. 
 
So failures do not occur in isolation, they interact, therefore care must be taken when collecting and 
interpreting the data. In the case under discussion, results contradict with the Pareto’s Law in the 
sense that most frequent disturbances also took long time to eliminate. But on the other hand the 
results obey the law, because the above analysis shows that there is one clear group of problems, 
which stands for a vast amount – 43% or even bigger (if we assume that some mechanical failures 
were actually human failures) share of downtime. Thus from the above data it looks that human 
factor is the most crucial one affecting the reliability of FMS. 
 
4.4 Dealing with Human Failures 
 
Frequent failures and long downtimes caused by human mistakes suggest that in order to improve 
the reliability of FMS one should attempt to limit the involvement of people in production process. 
The first thing that comes to mind is automation. Unfortunately, even in unmanned manufacturing 
the role of operators and other personnel remains important. Such activities as fixturing and 
unclamping of workpieces, packaging and other operations, especially those requiring subtitle 
judgement, like various visual inspections or initialization of rework, still need to be done manually. 
What is more important, Nakajima [8] states that  maintenance is difficult to automate. Therefore, in 
spite that humans cause lots of downtimes, it looks that production systems will have to live with it 
for the nearest future. Thus, if people can not be completely eliminated, some measures need to be 
taken in order to reduce the negative effects of their activity. 
  
4.4.1 Training 
 
Human failures were said to be stoppages due to personnel inaction or inappropriate actions. Very 
few people do this deliberately. Instead, in many cases they just do not know how to deal with a 
particular situation and what actions to take. Or, even if they know what to do, it takes too long time 
to accomplish and problems, which could have been avoided, evolve into big breakdown. Such 
issues can be prevented through instructions and training. 
 
As a proverb says, nobody was born educated. All the skills are gained through hard work and 
experience. Thus, through training people first of all learn how to do their job right. Next, they find 
out what the critical things, which should be taken care of, are. In addition people learn the 
procedures that need to be followed and actions that need to be taken if things go wrong. Finally, by 
training people develop these skills, so it takes less time to act when necessary.  
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As will be discussed later, Vineyard and Meredith [4] have proven that such preventive measures 
have a big positive effect on human failures. Moreover, training does not only prevent human 
mistakes, but also helps to eliminate failures of other types. Wiendahl and Springer [5] report that 
nearly 60% of the downtimes in one of their case studies were possible to eliminate by operators. 
Hackstein and Budenbender [2] second their words by saying that the greater the number of faults, 
which can be eliminated by the operators, the shorter the non-productive time, since there will be no 
need to wait for the repair and maintenance staff. Finally, Vineyard and Meredith [4] wrap it up 
stating that by eliminating operators automation has also removed a valuable maintenance resource. 
 
4.4.2 Loyalty and Favourable Work Environment 
 
Training is an important way to attack human failures. However employee turnover reduces its 
efficiency and increases cost, because new employees need to be trained for the same things for 
which previous workers had already been trained. If this work is omitted, earlier problems will 
reappear. So employee turnover should be reduced if a reliable process is to be achieved. Measures 
to do this include pay system and other incentives, promotion of employee loyalty, through 
company picnics, open door days, and other. 
 
Unfortunately even well trained and experienced people do make mistakes. The reasons are fatigue, 
stress, the so called slips [14], when intended action does not occur as planned, and other physical 
and psychological problems. To minimize the effect of these soft factors companies should create 
favourable working conditions. 
 
A good example is Volvo engine plant in Skövde, Sweden. Local told once that in the old days 
working conditions in the factory were so bad, that parents used to intimidate their children that if 
they were not going to improve at school they would have to work in Volvo. Today however, things 
are very different. Factory looks like a big park with corridors full of natural trees and flowers, 
benches to take a rest during the breaks. In the workshops machines are painted in green, because 
this colour is believed to have a positive relaxing effect. We think that this is a good example how 
stress at work can be addressed in order to reduce the number of human errors. 
 
4.4.3 Poka-yoke 
 
Effective training and creation of favourable atmosphere can considerably reduce the number of 
human errors. However, as the time goes, old problems reappear, because people tend to forget 
things, especially in repetitive operations. In addition new errors occur for different random causes. 
This makes human errors difficult to predict and control. Moreover, some of people’s mistakes are 
not necessarily their fault, as poorly-designed processes that require a great deal of attention can 
contribute severely to problems [15]. A system that both encourages the development or 
reengineering of processes in such a way that a probability of error occurrence is minimized and 
helps to prevent them from happening during the operation is called poka-yoke. 
 
Poka-yoke is a Japanese word meaning mistake-proofing. In fact the original term introduced in 
1961 by Shigeo Shingo, a Japanese quality guru, was baka-yoke, meaning fool-proofing. The two 
English version are now used interchangeable, but mistake-proofing is preferred because fool-
proofing turned out to be dishonourable and offensive [16].  
 
The first poka-yoke device that Shigeo Shingo proposed was based on the idea of a checklist. Just 
like an unchecked box informs us that something has not been done, a spring remaining on a small 
dish after assembly was a signal for Yamada Electric workers that a spring had been left out and the 
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assembly had to be corrected [16]. Later on various mistake-proofing techniques, based on limit 
switches, sensors, gauges, sound and light alarms and complex systems, such as fuzzy logic neural 
network that detects tool breakage automatically and stops the machine [14], were developed. From 
this point of view poka-yoke is closely related to monitoring systems, which will be discussed later 
in this article. However, the reason for considering poka-yoke here is the fact that it is not limited to 
physical devices. Instead, poka-yoke is a more general term meaning any design technique or a 
device that make it impossible or at least very difficult to make a mistake. 
 
Shingo’s first mistake-proofing attempt, that we have presented, was actually a redesign of a push-
button assembly process. Other examples of inexpensive process modification, given by Shingo 
[16], are arrangement of insulating tapes into groups of 10 rather than into continuous line to ensure 
that all 10 tapes have been applied, or redesign of a bridge so that left-hand and right-hand parts 
could not be mixed. Concerning the FMS, these ideas can be applied in fixture design to safeguard 
correct positioning of workpiece. For instance, if orientation of a part maters, a simple pin on the jig 
and a corresponding hole in the workpiece will allow to clamp it only one way. Or, if parts are 
asymmetrical, the asymmetry should be increased, which will both allow the positioning only in the 
desired orientation and will make it easier for operator to notice shape irregularity and insert the 
workpiece into the fixture quicker.     
 
4.5 Debugging 
 
Software appears to be the second most vulnerable element of FMS. As mentioned before it is an 
important feature of the system. Software is at the heart of contemporary numerical control (NC). 
Moreover it enables to link all resources and coordinate their actions. However, due to the same 
essential role, software failure can bring the whole FMS down. 
 
The origin of software problems is human in nature. They are “embedded” into the package during 
programming. The good thing about software problems, however, is that unlike human mistakes 
once eliminated they seldom return [12]. Thus an effective debugging during the installation and 
test runs of FMS should prevent software problems from appearing during production. However, all 
possible cases are not possible to simulate at the initial stage. Moreover, design and part program 
changes as well as modifications of the control software will introduce new errors. This emphasizes 
the role of cooperation between programmer, who might not be a specialist of the cutting process, 
and process designers. 
 
Eventually, some of the problems will still pop up during production. Thus it is a smart idea to have 
a backup of part programs and a few software storage options. It is even more important to leave a 
possibility to run machines in a stand alone mode open, which will quickly pay-off in case of 
FMS’s control system failure [1]. 
  
4.6 Maintenance 
 
As discussed earlier equipment in FMS configuration is utilized much heavier compared to 
conventional machines, thus is more prone to failures. This emphasises the importance of 
maintenance. Approaches developed in this area, such as Preventive Maintenance, Productive 
Maintenance and Total Productive Maintenance, focus on preventive maintenance. Nakajima [8] 
uses the analogy of healthcare. Just like daily hygiene, periodic health checks and early treatment 
prevent illnesses and extend human life, daily maintenance, inspections and preventive repairs 
prevent failures of machines and prolong their useful lifetime. 
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However, preventive maintenance alone is not sufficient. This is because equipment failure 
mechanisms change throughout different stages of its use. Thus, trial runs during start-up period, 
simple tidiness, promoted by procedures like 5S, and delegation of maintenance tasks to operators, 
this way showing trust and improving employee participation, are needed. Such principles should 
become part of company’s daily live and must be guided by overall maintenance policy. These 
issues are universal and are well explained in Nakajima’s book on TPM [8], so will not be discussed 
in more detail. Instead we shall have a look at some specific FMS’s maintenance problems, because 
FMS is a very complex system and behaviour of equipment was said to be very different here. 
 
Vineyard and Meredith [4] have used the empirical data, presented in chapter 4.3, to model the 
affects of different maintenance policies on the performance of FMS. Total number of maintenance 
tasks was chosen as a parameter. Analysis of simulation results showed that the choice of the 
maintenance policy had a significant effect on the total number of maintenance tasks. Surprisingly, 
simple corrective approach, i.e. applying no preventive actions, but repairing broken machines, 
turned out to be the best, resulting in least amount of maintenance work required. The only policy, 
which could not statistically be proven to be worse, was a hybrid 30-day opportunistic on failure 
approach. The latter policy means that system is run on the same corrective bases for 30 days, after 
which it switches to an on failure opportunistic policy. The latter approach means that maintenance 
is triggered by a failure, after which not only the broken unit is repaired, but also preventive 
maintenance on other parts of the machine is performed. Then, policy is reset back to corrective for 
another 30 days and the cycle repeats.  
 
At the same time, applied alone the on failure opportunistic policy caused the biggest total number 
of maintenance tasks. These controversial findings are explainable by the extreme complexity of 
FMS. As mentioned before, new failures can be triggered when attempting to repair broken 
machines. As Nakajima [8] states, maintenance is still difficult to automate, so even in unmanned 
operation, maintenance will have to be done manually. Unfortunately, human errors were showed to 
be the most frequent and crucial for performance of FMS. Thus any activity involving human 
intervention, like maintenance, can be a source of new troubles. 
 
An interesting example to support this assumption comes from aviation history. It has been reported 
that on British Airways’ flight No.5390 from Birmingham to Malaga a big part of aircrafts 
windshield blew out nearly sucking out the captain. The investigation revealed that this failure was 
caused by the maintenance staff that had replaced a worn out window, but by mistakenly used 
wrong size screws. 
 
Comparison of the effect of maintenance policies on separate failure categories provided no 
evidence that the choice would have a significant influence on any failure type, except for human 
and electronic failures. While the number of electronic failures was increased significantly when on 
failure opportunistic maintenance policy was applied, the same policy, as well as 30-day 
opportunistic on failure policy, has minimised the average number of human errors. The result was 
explained by the nature of the two types of failures. Because of the difficulty to measure the state of 
components and because of high infant mortality of new elements, testing and replacement of 
functioning electronic items for preventive reasons was said to be infeasible. On the other hand, as 
discussed earlier, humans tend to respond well to preventive measures, such as training. 
 
 
The final point that Vineyard and Meredith [4] mention is that their study did not consider the long 
term effects of preventive maintenance. As suggested by Nakajima[8], preventive maintenance is 
the health care for equipment, thus extends its lifetime. Therefore, 30-day opportunistic on failure 
policy was proposed for FMSs, as statistically it was not worse than corrective policy in terms of 
total number of maintenance tasks, it was as good as other policies in case of electronic failures, and 
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included preventive maintenance, which kept the number of human mistakes low and was most 
likely to offer payoffs in the long term.   
 
A similar study was carried out by Savsar [17]. However, he has come to a completely opposite 
conclusions, stating that opportunity triggered maintenance policy, which seems to be identical to 
on failure opportunistic policy, would lead to the best system performance, while corrective policy 
would do worst. In fact, Savsar [17] has used production rate, over number of maintenance tasks, as 
a performance measure. This makes the comparison of the results a bit difficult. 
 
In general we believe that system output is a better indicator than the number of maintenance tasks, 
because maximisation of productivity and associated income must be the ultimate target of any 
company. Next, it is normal that any policy involving preventive maintenance will lead to more 
maintenance task, because in addition to breakdowns, every preventive activity also counts, as it 
consumes some of the productive time. Moreover, this drawback can be overcome by scheduling 
maintenance for off-work hours, for example during the third shift. On the other hand, however, in 
unmanned operation company might want to run machines all three shifts, so then preventive 
maintenance, whenever performed, would still cause non-productive periods. 
 
Another reason discouraging the use of number of maintenance tasks as a parameter is earlier 
discussion about the duration of different failures and corresponding frequencies. We have found 
enough evidence to state that numerous failures, therefore the corresponding maintenance tasks, do 
not necessarily consume most of the productive time. But at the same time we have also discussed 
that short and frequent disturbances is a real obstacle for unattended manufacturing, in which case 
counting the number of required maintenance tasks makes sense. 
 
What is more, Vineyard and Meredith’s [4] research has a solid empirical backup, which seems to 
be missing in Savsar’s [17] model. Moreover, in the latter case it is assumed that all failures due to 
wear-outs can be eliminated by preventive measures. While this might seem to be reasonable in 
theory, we think that it is difficult to achieve in real life situations, because FMS consists of a huge 
number of components and keeping the wear of each part under full control is complicated. Finally, 
Savsar [17] does not consider the human factor, i.e. the possibility of new failures being introduced 
during maintenance. 
 
After all it looks that comparison of maintenance policies is sensitive to the choice of performance 
measures and different assumptions allowed in the models. Nevertheless conclusions drawn by 
Vineyard and Meredith [4] seem to be more solid. However, contradictory findings of Savsar [17] 
do not allow to point towards one best maintenance policy for FMS. This echoes the opinion of 
Nakajima’s [8] that preventive maintenance, or any other policy, applied alone is not sufficient and 
should be complemented by other measures that are company, equipment type and age specific. 
 
4.7 Monitoring 
 
Besides other advantages brought by FMS and advanced technology around it is the reduced 
dependency of production systems on skilled labour. However, elimination of humans from 
manufacturing process at the same time means elimination a valuable maintenance management 
resource, because in addition to their daily work operators used to continuously monitor the system 
[4]. Through long years of experience humans develop such tacit skills as ability to recognize 
process abnormalities through vision, hearing, smell and even intuition, which are of great 
importance when identifying emerging disturbances at an early stage [13]. However in FMS, 
especially in unattended operation, these advantages are gone, so maintenance of the systems must 
rely purely on sophisticated monitoring system.   
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Monitoring consists of two tasks: detection and diagnosis [18, 19]. The role of detection is to 
determine abnormal behaviour of the supervised system by collecting information about 
representative parameters and comparing it against the established limit values. If any misbehaviour 
is detected information is sent to diagnosis block. In general diagnosis consists of fault localisation, 
identification of its origin and prognosis of potential consequences of a particular failure [18]. 
According to Hu  et al. [20] this job can take up to 80% of the whole downtime resulting from the 
failure, which for rapid fault diagnosis is a pre-requisite to attainment of high plant availability [2]. 
  
As we come to the object of monitoring, Ly, Toguyeni and Craye [18] say that it is both production 
processes and control system. Surveying of the latter is called direct control monitoring, which aims 
to avoid sending of control orders to the system if some of its components are in inappropriate 
states. A typical example is said to be assuring that the door of a machine is closed before cutting 
starts. Thus, direct control monitoring acts like information filter. Diagnosis in this case is restricted 
to localisation of faults and the main purpose is to improve system security. 
 
Production process monitoring, as the name says, surveys operation of resources. It also aims to 
improve the security of people and machines, but at the same time it tends to assure maximum 
availability of resources. This task can be divided into curative and predictive monitoring. The 
difference between the two approaches is the type of failures addressed: curative monitoring deals 
with complete failures, such as sudden breakdowns, while predictive monitoring takes into account 
progressive failures and tries to predict the breakdowns before they happen. 
 
Detection principle in curative monitoring is entirely based on physical sensors [18]. Signals are 
collected, analyzed and classified. In case of misbehaviour symptoms are generated and reported to 
diagnosis. The analysis of the symptoms is carried out using knowledge base. According to Hu et 
al. [20] acquisition of knowledge for such database consists of fault tree analysis, studying of 
control information and principles, such as electric or hydraulic circuit drawings, acquisition of 
condition-monitoring knowledge, which reflects the faults or abnormalities from the condition-
monitoring point of view, and collection of expertise. Based on the results of analysis immediate 
actions to be taken to guarantee human and equipment safety are determined. 
 
Detection in principle in predictive monitoring can be either direct or indirect [18, 19]. Direct 
predictive monitoring, just like curative monitoring, uses physical sensors to detect any signs of 
component wear, age or other types of progressive failures that might affect the performance of the 
system and suggest replacing failing parts. For example, an increased load on spindle drive motor, 
higher feed-forces or excessive acoustic emissions are all signs of tool wear, because a worn tool 
draws more power than a sharp one, it also needs more force to push it against the workpiece and 
just before failure of  worn tool acoustic emissions increase up to five times  [1]. Degradation of 
other systems can be detected in a similar fashion. For example, heat and vibrations at a joint can 
signal excessive friction due to poor lubrication, caused by oil leaks. 
 
Such detection approach is very reactive and efficient because the decision to replace a part or a 
unit can be made on the basis of real-time information about the condition of the item, rather than 
on the statistical service time. The issue with latter policy is that like any estimate, statistical service 
time is subjected to error. In one case the real lifetime of a part can turn out to be shorter than 
estimated, which for such item will break down before the scheduled replacement. Such failure will 
probably be detected by curative monitoring system and serious damages will be prevented. 
However, time losses are usually lower, if the replacement is planned rather than forced. On the 
other extreme, an item may appear to be more durable than expected; this for replacing it too early 
would mean wasting of the residual life and associated money.  
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However, besides these advantages direct predictive monitoring has a few disadvantages. First of all 
direct predictive monitoring system has to be planned in the FMS implementation stage, because 
later on it might not be technically possible to install the required sensors. Second, such system 
needs a lot of physical instrumentation, so it can be rather expensive [18]. Third, Vineyard and 
Meredith [4] have demonstrated that some systems, such as electronics, do not benefit from 
predictive monitoring. Nevertheless the main issue with direct predictive monitoring is that a big 
number of sensors increases system complexity and makes it less reliable [19]. This conflict arises 
because sensors, like any other item, are not 100% reliable; therefore they can physically fail and 
cause serious issues. An example is temperature sensor in a car, which is supposed to turn on the 
cooling fan as soon as the cooling liquid temperature reaches 90°C. Fails of such device may easily 
lead to engine overheating. In order to avoid such problems critical systems are equipped with 
redundant sensors. This diminishes the effect of single device failure, but on the other hand it 
increases the probability of false alarms and associated downtimes. For example, a false fire alarm 
may lead to evacuation of manufacturing facilities and lengthy searches for a possible fire. 
 
For the above reasons Ly et al. [18] have proposed an indirect predictive monitoring approach, 
which unlike direct predictive monitoring is based on logical sensors. The idea of the method is 
observation of material flows. Any deviation from the planned throughput is assumed to be either 
due to self failure of a machine, failure of the transportation system or failure of other resources, 
which may lead to starvation of the machine in question or blockage of its output due to the 
saturation of buffers at the succeeding resource. Such deviations are called drift. Drift is analyzed 
by a diagnostics algorithm, which uses mathematically described operating data to trace the failure 
back to its source.  
 
In fact the detection of drift still needs a few physical sensors to measure the flows. However, the 
number of these devices can be minimised by careful analysis of workshop layout. This is a 
considerable advantage as it simplifies the system. Ly et al. [18] say that other important features of 
indirect predictive monitoring are its capacity to diagnose multiple failures and ability to control 
and improve the performance of the manufacturing system. This for this approach is suggested to be 
used as complementary technique to curative and direct predictive monitoring.  
 
Unfortunately, Toguyeni, a co-author of the above method, and Korbaa [19] state that although 
innovating on many aspects, the suggested approach has several limitations, especially from the 
point of view of reactivity. This for they have proposed a new indirect monitoring method for FMS 
under cyclic planning. Cyclic planning recognizes the existence of bottleneck resources in the 
process and by building the manufacturing schedule around those critical machines attempts to 
maximise the output of the system, while at the same time minimizing WIP. Moreover the output of 
the system becomes predictable, as parts are always made in the same order and finished at roughly 
predefined moments. For this reason to detect a failure is enough to observe a deviation from the 
planned output date at the end of the line. On the one hand this does not give a direct answer on 
which of the resource is failing. Such information needs to be extracted, i.e. diagnosed, by 
employing resolution trees. But on the other hand, positioning of monitoring sensor only in one 
place makes the system even simpler, which increases its reliability [19].  
 
Nevertheless, reactivity of this monitoring approach still remains the major drawback. Moreover, 
this implies that the method is sensitive to existence of margins in the system. As discussed 
previously, a machine with excessive capacity can easily catch up after own failures. In such case, 
breakdowns shorter than the margin of corresponding resources will not disturb the regularity of the 
flow, measured at the end of the line, which for they will remain “hidden”. Thus, in spite of 
innovative ideas and offered advantages, due to low reactivity indirect predictive monitoring seems 
to have a limited practical applicability. 
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4.8 Scheduling of Failures 
 
Training of operators, encouragement of loyalty, reduction of stress at work, poka-yole, debugging 
maintenance and monitoring are important ways to improve the reliability of FMS. However, it is 
naïve to think that each single problem can be prevented. Moreover, some machines will be more 
prone to failures than others, as well as some specific products and processes will be more likely to 
cause troubles than others. Identification of such risk factors can be especially important for 
unmanned production, because problems occurring during the day, when maintenance staff is 
available, will probably cause much less downtime than those happening during unattended night 
shift, when no operator is available to restore automatic cycle. For this reason, as many problems as 
possible should be “scheduled” for the first and second shift when operators’ and other maintenance 
staff’s availability is maximum. 
 
“Scheduling of failures” involves classifying of products according to complexity. The most 
complex parts should be produced during the day, while the simplest ones can be left for night shift. 
The same stands for new products. Even though they might look simple, new products are 
unfamiliar, thus are more likely to cause troubles. Therefore, the new parts should be made under 
supervision of an operator, while standard pieces can be machines unattended. 
 
In addition to the above, the possibility of jams, snarled chips and broken tools can be minimized by 
programming the system to operate at more conservative speeds and feeds with lighter than usual 
depth of cut [1]. The issue arises when there are one or a few bottleneck resources in the system. 
Then, as discussed earlier, any time lost at those critical machines will decrease the throughput. To 
compensate for this reduction, more aggressive process parameters can be used during the day 
shifts. 
 
Next, due to complexity of FMS and its failure mechanisms, cooperation with equipment provider 
is important. Sometimes local maintenance staff will need to consult the manufacturer via “hot line” 
in order to solve the problem [1]. This is yet another reason for scheduling of problems for the day 
time, as specialist at suppliers office will hardly be available during the night. 
 
4.9 Don’t Automate, Obliterate 
 
“Scheduling of problems” for the right time can reduce the time to repair the equipment. However, 
what to do if the products have been sorted out, leaving only the simple and standard ones for 
unattended manufacturing, but the process of those selected parts still has to go through a highly 
unreliable machine? Don’t Automate, Obliterate! With this slogan Hammer [21] points towards the 
importance of reengineering. If the process is inefficient, why should one try to improve it? Perhaps 
it is easier to change it? In case of unreliable machine, perhaps the parts could be routed through 
other resources, or perhaps the process could be rethought this way that the troublesome operation 
would no longer be needed? 
 
Hammer [21] presents two case studies, which show that by simplifying business processes 
outstanding improvements can be achieved. Nachiappan and Anantharaman [10] have experimented 
with their model by gradually shortening the line, i.e. reducing process complexity, and have 
observed that OLE was improved significantly. Since we have demonstrated that OLE is directly 
linked to reliability, the role of reengineering and simplification should not be forgotten if process 
reliability is to be improved. 
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5 CONCLUSIONS 
 
In this paper we have analyzed some of FMS’s reliability issues. The main conclusions that we have 
come up with are as follows: 
 
1. Reliability of FMS, like any other feature of a system, must be coupled with the 
requirements of particular business situation. 
 
2. Reliability in productions systems does not only mean costly repairs, but also affects the 
availability of resources for further production and influences product quality. 
 
3. Availability of machines is reduced by both technical and organisational disturbances. 
 
4. Reliability must be seen in the context of the system as a whole, because focussing on 
reliability of individual machines may not contribute to overall improvement. 
 
5. Performance of the system first of all depends on efficiency and reliability of constraining 
resources. However, improvement of reliability of those machines via more conservative 
operating parameters is not a solution, as it will reduce the output of the system. 
 
6. From the presented case studies there seems to be an inverse relationship between 
flexibility and integration features offered by FMS and its own reliability. Especial 
attention needs to be placed on reliability of central control, material and tool handling 
systems, as their failures affect operation of entire FMS. 
 
7. Companies will usually experience a big number of short downtimes. Despite their 
duration, these disturbances are a big threat for unmanned operation, when no operator is 
available to restore automatic cycle. Nevertheless, short failures consume a minor portion 
of production time, while very few long problems have major effect. Thus sorting out and 
prevention of the latter is essential for system performance. 
 
8. Human mistakes appear to be most common and serious failure of FMS. In spite of that it 
is not possible to eliminate people from production process. 
 
9. Measure to reduce the negative consequences of human activity include training, reducing 
employee turnover, attacking stress at work and poka-yoke. 
 
10. Software is the second most vulnerable element of FMS. Countermeasures include close 
cooperation between programmers and process experts, debugging and backup of part 
programs, as well as possibility to run machines in stand-alone mode. 
 
11. Maintenance is the main remedy for the remaining types of failures. Research in this area 
demonstrates that the choice of maintenance policy has a significant effect on system 
performance, but contradictory findings of two similar studies dos not allow to choose one 
best maintenance approach. 
 
12. In the absence of operators during unattended operation monitoring systems plays an 
essential role in assuring high availability and performance of FMS. 
 
13. Monitoring must survey both the software and hardware part of the system and can be 
curative or predictive. Predictive monitoring can be achieved in direct or indirect way. 
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14. Direct predictive monitoring is very reactive and efficient, but high number of required 
sensors can eventually reduce system reliability instead of improving it. 
 
15. Indirect predictive monitoring is more simple and reliable, but lacks reactivity, so has 
limited practical applicability. 
 
16. Reliability of FMS can be further improved by “making” failures happen at the right time, 
i.e. when maintenance staff and manufacturer support is available. This involves 
classifying products and processes by complexity and likelihood to fail. 
 
17. Reliability can also be improved by eliminating volatile processes, i.e. by reengineering 
and simplifying them, o by replacing prone to failure machines by more reliable ones.         
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ABSTRACT. Resent changes and trends in aerospace market are encouraging component manufacturers to expand 
production capacity. At the same time competition, record high fuel prices and other factors force to keep a close eye 
on costs. Several approaches, like Lean Manufacturing, automation or process optimisation employing mathematical 
methods provide support to this type of problem. However, these methods are not directly suited for the specifics of 
aerospace industry. Therefore this paper combines techniques from different approaches to develop an analysis and 
improvement method adopted for aerospace. The approach was applied in a real company and helped to study the 
manufacturing system, enabled to identify critical areas, and pointed towards viable solutions. A few of the solutions 
are presented in the article. In the concluding part possible extensions of the method beyond aerospace are discussed.    
1 INTRODUCTION 
Aviation is recovering after the crisis caused by the Gulf War and terrorist attacks of 11 September 2001. 
The International Air Transport Association reports considerable increase in passenger numbers [1, 2]. 
Freight demand, even though moderately, has also been growing over the last few years. These trends had a 
positive effect on the aerospace industry. Airbus claims having received a record number of firm orders in 
2005 and having delivered more aircraft in 2006 than ever before [3]. Boeing reports having received over 
1000 commercial airplane orders for the third consecutive year and having set a company record for total 
orders in 2007 [4]. Moreover it is estimated that due to aging around 40% of the planes flying today will 
retire in 20 years [5, 6]. This suggests that demand for new vehicles will continue to rise in the near future. 
Growing demand for airplanes immediately transforms into new orders for components manufacturers and 
further members of the supply chain. To capitalize on this upturn, market players are expanding their capac-
ity by investing in new manufacturing resources [7]. However, Crute et al. [8] state that global aerospace 
market already has over-capacity, as a result of which profits are declining. Other factors adding to the pres-
sure in this industry are record high jet fuel prices [9] and plans of European Commission to include aviation 
into emission trading system [10, 11]. Therefore Korane [5] concludes that with production volumes ramping 
up aerospace manufactures are facing demands to hold the line on costs and improve on other aspects.  
To summarise, two market requirements can be identified. The major focus for the players today is to in-
crease the throughput. The second requirement is cost efficiency. Several authors compare this situation in 
aerospace to challenges in automotive industry a few decades ago. As discussed by Womak et al. [12], west-
ern car makers have faced a serious crises, as they struggled to compete against cheaper, but higher quality, 
Japanese products. This has forced manufacturers to rethink their strategies and focus on the wastes in their 
value chains. Crute et al. [8]  claim that similar challenges will provoke Lean revolution in aerospace. 
This opinion is questioned by James-Moore and Gibbons [13]. They have interviewed employees in several 
aerospace companies and concluded that the driving forces to adopt Lean practices were similar to automo-
tive case. Types of products, though, were found to be significantly different. Aerospace companies typically 
make highly customised parts at irregular time intervals, which is a complete opposite of stable volume mass 
products in car industry. Therefore, according to James-Moore and Gibbons [13], in some areas aerospace 
might need modified or fundamentally different approaches. A contra argument from Crute et al. [8] is that 
lower volume production is even closer to Lean ideals. They show two examples, where application of Lean 
philosophy in aerospace has led to capacity gains, reduced scrap rates and other advantages.  
Another allusion to automotive industry is automation. According to Webb and Eastwood [14] greater use of 
automation in aerospace is desirable due to a number of factors including cost, the requirement for greater flexi-
bility, safety legislations and other. This view is paralleled by Korane [5], who suggest that current 
developments in the market are an excellent opportunity to benefit from advanced technologies. On the other 
hand, a manufacturing engineer from one aerospace company states that automation is more economically fea-
sible in car business due to very high production rates [15]. Nevertheless, he admits that there are important 
things to learn from the experience of automotive industry. 
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Hackstein and Budenbender [16] also emphasise the importance of advanced manufacturing systems under 
current economic constrains. However, they note that real benefits of such systems are not clear. Therefore 
they propose a model to analyse operational behaviour of automated manufacturing systems. According to 
the model, production capacity is determined by technical and organisational downtimes. Authors test the 
model in two real systems. They demonstrate that automation can slightly increase the number of technical 
disturbances, but reduces the amount organisational issues and has an overall positive effect.          
Vineyard and Meredith [17] suggest that as manufacturing systems get more sophisticated, their performance 
becomes highly dependant on maintenance. According to them this is especially profound in JIT environment, 
where unexpected stoppages can disrupt the flow of finished goods, delay shipments and add to intangible, but 
real, costs of customer good will. Therefore they employed statistical methods to determine the strategy that 
would minimise the number of different failures in a manufacturing system. A similar approach to the same 
problem was taken by Savsar [18]. He used a different set of assumptions and therefore came to completely 
opposite conclusions. For this reason no generalised conclusions can be drawn here. 
A few more ways to study and improve manufacturing performance discussed in the literature include opti-
misation of process parameters [19], viewing production systems as socio technical entities [20], or complete 
reengineering of processes [21]. The latter approaches, as the ones discussed before, have arguments both 
supporting and discouraging their use in particular cases. Nevertheless all of them provide useful insights. 
Therefore in the following sections different ideas will be combined to develop a method for analysis and 
improvement of a real aerospace manufacturing system.   
The remaining part of the paper is structured as follows. First, the underlying approach is chosen and analy-
sis technique is developed. Next, company under study is introduced. After that, data collection process is 
described. Gathered data is plugged into analysis model to study the production system. Based on the analy-
sis, possible improvement areas are identified. This is followed by a discussion of a few viable solutions. The 
concluding part is a reflection of the work, giving the main findings and discussing possible application of 
the model for analysis of other manufacturing systems.   
2 ANALYSIS AND IMPROVEMENT APPROACH 
Aerospace market demands simultaneous increase in productivity and cost efficiency. This echoes the advan-
tages offered by Lean Manufacturing [12]. However, the author of this article agrees with James-Moore and 
Gibbons [13] that while some principles, for example waste elimination,  and tools, such as mapping tech-
niques, are definitely applicable to aerospace, all aspects of the philosophy cannot be adopted here. The main 
problem is the difficulty to achieve continuous flow, which is one of the milestones of Lean Manufacturing. 
The reasons for this are: 
 Irregular production rates. 
 Bulkiness of equipment, which makes layout optimisation difficult and expensive. 
 Strict regulations, which limit the possibilities to change operations and balance the lines.  
 Geographical spread of suppliers, producers and customers, which makes piecemeal deliveries im-
possible. 
Another approach suggested in the literature was automation. Full scale solutions, such as flexible manufac-
turing systems (FMS), have been reported to have a positive effect on both cost and productivity [22-24]. 
This results from better coordination and improved shop floor logistics. The factor limiting implementation 
of FMS are high investment costs [16, 22]. Smaller scale automation solutions are cheaper and desirable. 
However, their primary merit is cost reduction and not necessarily productivity improvement [25]. After all 
automation needs to be supported by analytical tools, which help to identify critical areas to be addressed.  
Previously mentioned attempts to optimize the performance by employing mathematical methods [17, 18] 
gave contradictory results. This suggests that full scale manufacturing systems might be too complex for 
purely mathematical analysis. Therefore mathematical methods must be based on experimental data and used 
in combination with qualitative tools. 
The conclusion to be made here is that available methods are of limited use in aerospace industry. Therefore 
there is a need to develop an approach which is better suited for the specifics of this sector. The author of this 
article believes that current situation in aerospace industry looks somewhat similar to the case described in 
Goldratt’s “Goal” [26]. The hypothetical factory in the book has sufficient demand, has installed new re-
sources, but still can not achieve the desired performance. Goldratt [26] argues that the reason for this is 
existence of bottlenecks in the system. For illustrative purposes consider a simple system in Figure 1. 
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FIGURE 1. Production line with an internal constraint. 
Let’s assume that there are enough raw materials and sufficient market demand. Then work centre WC1 can 
produce 70 pieces per day. However WC2 can process only 50 parts. The remaining 20 units accumulate as 
work in process inventory (WIP). The capacity of WC3 is 100 units, but only 50 pieces are supplied by WC2. 
Thus the throughput of the whole line is 50 parts, i.e. the capacity of work centre WC2. WC2 is the bottleneck 
of the system. Therefore its throughput must be increased to raise the output of the line. The production rate of 
other resources needs to be adjusted (subordinated) to the bottleneck to avoid inventory build-up [26]. 
This approach has several advantages: 
 It enables to identify critical resources. 
 Management (elevation) of bottlenecks improves the throughput of the system. 
 Subordination of other resources to the bottleneck reduces inventory carrying costs. 
The disadvantage is the assumption of infinite supply and demand. This drawback is overcome by extending 
the concept of the bottleneck. Goldratt [27] says that constraint is any internal (e.g. insufficient capacity) or 
external (e.g. saturated markets, lack of raw materials) factor that limits the throughput. Any system has one 
or more constrains. Otherwise throughput and profit would go to infinity. Thus, performance of the system 
can only be improved by identifying and elevating of constraints. These are the basic ideas of the Theory of 
Constraints (TOC). The author of this paper thinks that the principles of TOC can be used in response to the 
issues of aerospace industry. For this reason TOC will be the underlying idea of the approach discussed next. 
The methodology that was developed is illustrated by Figure 2. The author suggests to start drilling down to 
constraints by performing product family analysis. The reasons for that are: 
 Individual products, especially in aerospace manufacturing, might be made in relatively low vol-
umes. Therefore focussing on them might not give considerable improvement. 
 Not all products are of equal importance for the customer or profitability of the company. 
Carrying out product family analysis allows arriving at bigger groups of similar items. This requires informa-
tion about product range (product codes), routing tables and sales data of main items. For more details see, 
for example, Bicheno [28]. 
 
FIGURE 2. Analysis approach. 
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Next step is drawing the “Big Picture” of the system. Experience of the author of this paper shows that dif-
ferent people within an organisation can have different understanding of what is critical for the 
manufacturing performance. Thus, starting with a high level study of the whole system allows avoiding bias 
from the very beginning. This can be accomplished by following the production flow of a chosen product, 
and drawing symbols for the main steps. Any flow chart symbols are suitable here.    
Keeping the “Big Picture” in mind the process needs to be screened for possible constraints. Goldratt [26] 
suggest that an area with the biggest amount of WIP is a “good” candidate to be a bottleneck. Another way is 
to perform a rough capacity analysis. Data for it can usually be extracted from ERP systems. An area with 
the lowest output rate can also be suspected to be a constraint. 
“Candidate” area/areas have to be studied in more detail. For each work centre the following information 
needs to be obtained: 
 Lead time (LT). The most reliable way to determine the lead time is to perform a time study. This is 
because information in company database can be outdated or represent the best possible scenario. 
 Full capacity can be calculated as the theoretical total number of hours at each work centre. 
 Activated capacity. Due to different amount of work at different operations, resources might work 
on different schedules during the day. Thus, activated capacity is the total number of hours planned 
for a work centre per day. 
 Availability (technical) can be determined as: 
( )
100%corrective preventive
Total PT Total DT Total DT
Availability
Total PT
    
In the above formula PT stands for planned time and DT for down time. Some researchers assign 
preventive maintenance to organisational downtimes [16]. However earlier work of the author of 
this paper has shown that in practice the distinction between corrective and preventive repairs in not 
always clear [29]. Thus it is more reasonable to look at availability as a percentage of time available 
for production after all kinds of repairs. 
 Effective capacity is determined by multiplying activated capacity by availability. Note that re-
sources are not likely to fail when they are not active, so using of full capacity here is not 
reasonable. 
 Production rate can be calculated by dividing the sales volume of all products in the chosen family 
over the number of working days. The time periods must be the same. 
 Capacity requirements are determined by multiplying the production rate by lead time at particular 
work centre. 
 Utilization of effective, activated and full capacity can be calculated by dividing capacity require-
ments over the corresponding capacity and multiplying it by 100%.  
More details on the above calculations can be found in Rother and Shook [30] and Hoop and Spearman [31]. 
The main input for further analysis is utilization of effective capacity. It shows how heavily a resource is 
loaded during up time (when it is not failed). A resource with the highest utilization of effective capacity is 
critical for the system. Following the logic of TOC, such resource must be the focus of further work if the 
throughput is to be increased. 
To searched for possible wasted activities in critical work centre the author of this paper proposes to use the 
model developed by Hackstein and Budenbender [16]. As mentioned earlier they suggest that utilization is 
determined by technical downturns and organizational non-productive time. 
Extent of technical problems can be estimated from availability values. If availabilities are low this means 
that there are a big number of technical failures. In such case improvements activities should focus on main-
tenance. Analysis of maintenance reports can reveal the main types and sources of problems. 
If availability is not an issue, but utilization of effective capacity is low, then problems are most likely of 
organizational nature. Examples of organisational issues are lack of raw materials, cleaning and other [16]. 
Identification of these problems can be complicated. In some companies employees are asked to report, what 
caused their non-productive time. Such reports can be biased, but can still provide useful information. 
The final step of the approach is elevation of constraints. Proposed solutions must be based on technical and 
organisational problems in a particular company. 
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3 CASE STUDY 
In this section the developed method is applied to a real manufacturing system. The steps from the Choice of 
Product Family through Identification of Suspected Bottleneck Area were performed in direct cooperation 
with the company. Later analysis is mainly the work of the author of this paper.   
3.1 COMPANY DESCRIPTION 
The company under study is a European manufacturer of jet engine parts, including: 
 Low pressure turbine cases (hereafter turbine cases) 
 Exhaust cases 
 Jet engine shafts 
Main customers are suppliers of engines for civil aircraft builders (Boeing, Airbus). Smaller part of the busi-
ness is manufacturing of components for military planes. In recent years company’s production volumes 
have been steadily rising [32]. To expand the capacity investment in several new machining systems was 
done. However, the throughput of the system is still said to be below the market demand [7]. At the same 
time company faces a challenge to reduce cost in order to stay competitive [33]. 
3.2 DATA COLLECTION 
Data necessary to test the approach was collected at different time moments (on as required bases). This 
process is described next.   
 Data on the range of turbine cases (see §3.3 Choice of Product Family) and sales of main models 
during a period of 22 months was received by courtesy of company’s sales department. 
 Routing tables of turbine cases were received by courtesy of Process Manager. 
 No information about inventories was supplied for analysis. 
 Capacity data (detailed). The number of machines, operators and planned working hours in each 
work centre was recorded during factory tour (courtesy of Process Manager). 
 Lead time. The initial idea was to perform a time study and collect primary information about lead 
times. However, due to existing agreements with local labour union, the author of this article was 
not allowed to carry out any measurements. Therefore lead times used in later analysis are based on 
statistical data extracted from company’s database (courtesy of Process Manager). They represent 
long term average time to complete an operation and include setup time, cutting time, tool change-
overs and measurements. Tool changeovers are dictated by the wear and are unavoidable part of the 
cutting process. Measurements need to be done while part is still fixed in the machine, so that minor 
corrections can be done immediately. The reason why setups are also included is that each part 
needs a setup at every machine (batch size is one through entire production process), so all setup 
time is allocated to one piece. 
 Maintenance reports for a period of 22 months were received by courtesy of Maintenance Manager. 
These reports are prepared manually and show: equipment failures, preventive repairs, descriptions 
of failures and repairs, and associated repair times. The author of this paper used this information to 
calculate availability of resources and analyse technical problems. 
 “Spindle-on” reports for a period of 22 months were received by courtesy of Maintenance Manager. 
These reports show the time that machine spindle was active (rotating). Data is regularly downloaded 
(by maintenance engineers) from machine tool controllers. The author of this paper used this informa-
tion to support the analysis of both technical and organisational problems. 
 Non-productive time reports for a period of 22 months were received by courtesy of Planning Man-
ager. These reports showed the reasons and total number of man-hours lost in different cost centres. 
They were used for analysis of organisational non-productive times. It must be noted that down-
times reported in the reports are related to, but not the same as, machine time losses. For example, if 
a particular machine is not running due to lack of raw materials, but its operator can do productive 
work on another work station, then downtime of the first machine is not reflected in the reports. For 
this reason quantitative data given in the reports was not used. 
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3.3 CHOICE OF PRODUCT FAMILY 
Turbine cases are company’s best selling products. Therefore after informal interview with company repre-
sentatives this group was chosen for further analysis. Turbine cases are made in a few versions: one main 
model and several low volume options. Routing for all of them is the same. Minor customisations are han-
dled by modifying the control software. Due to these differences cycle times are slightly different too. 
However, according to the sales data, the main model constituted nearly 95% of the total production volume 
over the last two years. Thus its cycle times were used throughout the analysis. 
3.4 BIG PICTURE 
Figure 3 below shows a simplified representation of the production process (drawn with the help of Process 
Manager). The starting point is the reception of raw material from suppliers. Parts are physically stored in a 
dedicated section of the central warehouse. Raw materials are then delivered to machining cell where the 
main job on the part is done. Resources here are flexible turning and machining centres and are dedicated to 
turbine cases. The remaining operations are mainly supporting and make use of men and general purpose 
equipment shared between several product families. 
 
FIGURE 3. Production process of a turbine case. 
After machining, turbine cases undergo post-machining processing. 
 
The text describing the post-machining part of the process has been removed. 
As will be seen in the next section it was not essential for further analysis. 
 
 
 
 
 
 
 
 
 
3.5 ANALYSIS OF MACHINING PROCESSES 
After having studied the manufacturing process a discussion was held to identify the areas limiting the 
throughput of the system. The possibility that market is a constraint was immediately excluded, as customer 
demand is beyond current system capacity. The other end of the channel – material supply, was mentioned as 
one source of problems. No data, however, was available to continue the analysis here. A more serious con-
cern was said to be the machining section. Despite resent investments the output of this section is lower than 
expected, suggesting that it could be the bottleneck of the whole line. Observed amounts of inventories also 
support this conclusion (as mentioned in §2, detailed data on inventories was not available). For this reason 
the decision was taken to perform a more detailed analysis in machining section. 
As shown in Figure 4, machining consists of turning and milling operations. Some turning operations, as well as 
some milling operations share machines, so they are represented by a single box and will be analysed as one 
work centre. First work centre also performs rework on as required bases. The frequency, amount and duration 
of these corrective jobs are very variable. Moreover, this information is of restricted use. Therefore rework was 
not considered in later analysis. 
As mentioned before no data on inventories was available, so only the incoming and outgoing material stor-
age locations are depicted in the figure. Work in progress inventory (WIP) is not shown. 
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Inventory I1
TURNING 1
(AND REWORK)
Inventory I2
TURNING 2 + 3 TURNING 4 MILLING 1 + 2
 
  
 Number of machines = *  Number of machines = *  Number of machines = *  Number of machines = *  
 Number of operators = *  Number of operators = *  Number of operators = *  Number of operators = *  
 LT = * h  LT = * h  LT = * h  LT = * h  
 Full capacity = * h/day  Full capacity = * h/day  Full capacity = * h/day  Full capacity = * h/day  
 Activ.capacity = * h/day   Activ.capacity = * h/day   Activ.capacity = * h/day   Activ.capacity = * h/day   
 Availability = 99.2%   Availability = 94.3%  Availability = 96.6%  Availability = 92.0%  
 Effect.capacity = * h/day  Effect.capacity = * h/day  Effect.capacity = * h/day  Effect.capacity = * h/day  
 Prod. rate = * pc/day  Prod. rate = * pc/day  Prod. rate = * pc/day  Prod. rate = * pc/day  
 Capacity req. = * h/day  Capacity req. = * h/day  Capacity req. = * h/day  Capacity req. = * h/day  
 Utilization of ef.c.= 25.7%  Utilization of ef.c.= 70.9%  Utilization of ef.c.= 48.6%  Utilization of ef.c.= 39.1%  
 Utilization of act.c. = *%  Utilization of act.c. = *%  Utilization of act.c. = *%  Utilization of act.c. = *%  
 Utilization of full c.= *%  Utilization of full c.= *%  Utilization of full c.= *%  Utilization of full c.= *%  
Note. Calculations were performed following the procedure described in §2 Analysis and Improvement Approach (data marked with * has been 
removed). 
FIGURE 4. Machining processes. 
3.6 IDENTIFICATION OF BOTTLENECK PROCESS 
Table 1 summarises the main results of the calculations. With nearly 71% utilisation of effective capacity 
turning 2 + 3 is the busiest work centre. This makes it the constraint of the machining section and the whole 
production line. 
TABLE 1. Utilization of work centres 
WORK CENTRE UTILISATION OF EFFECTIVE CAPACITY 
Turning 2 + 3 70.9% 
Turning 4 48.6% 
Milling 1 + 2 39.1% 
Turning 1 25.7% 
The following comments need to be added to the above conclusion. On one hand 71% is quite high utiliza-
tion, especially taking into account that market demand continues to increase. On the other hand XX hours 
every day (see Figure 4) are not even activated. The latter point looks strange, because milling 1 + 2 is run 
full three shifts even though it does not appear to be a critical work centre. Discussion of this issue with 
Process Manager revealed that milling operations used to be the biggest problem, mainly due to frequent 
failures. Our earlier study on reliability of machine tools [29] confirms that milling machines have highest 
rates of occurrence of failures (ROCOF). Moreover, as will be discussed later, real availability and effective 
capacity of machines is probably lower due to waiting time for service. Because milling operations have 
highest ROCOF, it is likely that the effect of this waiting is also most substantial here. In that case milling 1 
+ 2 might become the true capacity constrain of the system. Unfortunately, there was no data to confirm this 
hypothesis.     
3.7 NON-PRODUCTIVE TIME ANALYSIS 
To search for any wasted potential in the identified critical work centre, the author of this article studied the 
use of resources belonging to it. Figure 5 shows an example of the best machine. The time of interest here is 
spindle utilization. It shows the proportion of time during which equipment was cutting metal, i.e. adding 
value to the product. In this example average utilisation is around 40%. Later on it was found out that spindle 
normally rotates when tool is approaching the workpiece, as well as during some tool measurements. These 
are clearly non-value adding activities, thus the true value adding time is lower. 
TECHNICAL NON-PRODUCTIVE TIME. From Figure 5 the effect of equipment failures and preventive 
repairs appears to be insignificant. This observation is paralleled by earlier results (recall Figure 4). Avail-
ability of turning 2 + 3, as well as other work centres, is fairly high and looks too optimistic even for 
aerospace industry. More thorough consideration of this question revealed that maintenance reports, that 
were the bases for availability analysis, did not include waiting time for maintenance assistance. No statistics 
is currently available about these waiting times. The company admitted that this was a serious problem. If 
waiting times were substantial, availability, and therefore effective capacity, of machines could be consid-
erably lower. 
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FIGURE 5. Distribution of manufacturing time. 
Part of the remaining time loses could be attributed to setups, tool changeovers and measurements. These 
activities were included in the lead time (recall the discussion about data collection in §3.2), but none are 
productive. Thus, even though setups, tool changeovers or measurements cannot be completely eliminated, 
the time associated with them should be reduced as much as possible. 
ORGANISATIONAL PROBLEMS. While various setups and measurements are obvious causes for non-
productive time, they can not explain all remaining losses. Following the research of Hackstein and Buden-
bender [16], most of the wastes labelled “Other” in Figure 5 should be linked to organisational problems. To 
see what kind of problems these could be, the author has analysed non-productive time reports. The follow-
ing main categories of non-productive time were identified: 
 Training 
 Miscellaneous side tasks 
 Waiting for materials 
 Training provoked by material shortages 
 Waiting for tools 
Analysis showed that the most significant time “losses” were due to training. This can be explained by ex-
panding production and a big number of new operators needed to run the equipment. In fact, it is 
increasingly challenging to find people with required qualification (according to statistical data, unemploy-
ment in the country, where the company is based, stood at 2.4% in March 2008 [34]). As a consequence 
more time needs to be spent for training of operators before they can do their job. 
Miscellaneous side tasks mean that operators were given jobs different from their main responsibility. While 
all machines are automatic to some extent, in most cases operator’s presence is required to monitor the proc-
ess. Thus if an operator is busy with another task, in most cases machine is not running. 
Waiting for materials was the third biggest category of time losses. To it could be added training provoked 
by material shortages. These problems are directly related, but not limited, to raw material delivery troubles. 
Currently there are very few raw material suppliers in the world. Under growing demand for aircraft compo-
nents they are struggling to supply enough raw materials required to satisfy this demand. In addition raw 
material received from some of the suppliers has been observed to behave very differently compared to raw 
parts from other sources. These variations in material behaviour are causing serious quality problems and are 
said to be the main reason for the discussions with customers. Material shortages could also result from lo-
gistical problems in the factory itself. 
Waiting for tools could be linked to lack of capacity in the tool presetting room. On the other hand it could 
be due to too frequent tool replacements, or internal logistics problems. 
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4 ELEVATION OF CONSTRAINTS 
In the previous section the analysis model was used to identify problems in the production system. This sec-
tion discussed how these issues could be handled in order to improve the productivity. The main focus is on 
turning 2 + 3. However, it is important to remember that as this constrain gets elevated, other resources 
might become critical [26]. Therefore some of the improvement ideas will be more general and applicable to 
all work centres. It must also be mention that part of the solutions discussed next were developed by the 
company and are already adopted in production. These will be presented as practical examples. 
Calculations showed that turning 2 + 3 is the capacity constraint of the system. However it is not a real bot-
tleneck, because there is still room to increase its throughput. The easiest way to do that is activating of the 
remaining capacity. The reason, why it has not been done yet is lack of man power. On the other hand, mill-
ing 1 + 2 is run full three shifts even though it does not appear to be a critical work centre. Thus, if additional 
men power cannot be found it might be smart to reallocate the time of available operators from non-critical 
machines to the critical ones.  
Another way to improve productivity of the system is to raise reliability of critical resources. This would 
have several positive effects, including improved availability, hence increased throughput, less time lost for 
rework and better product quality. On the one hand, availability of resources is already high, so it might not 
be easy to raise it higher. Moreover, preventive maintenance was included in availability calculations. Re-
duction of this time is hardly possible and could have adverse consequences. On the other hand, waiting time 
for maintenance assistance is manageable. The first thing to do is to start continuously observing time spent 
for waiting. Today it is believed that the main cause for delayed repairs is insufficient maintenance capacity, 
which is again related to availability of qualified engineers in the labour market. Even so, it is possible to 
review the priorities of actual maintenance engineers making it clear that whenever possible critical ma-
chines should be serviced first, while other ones should be repaired during the remaining time.          
Next improvement typically recommended to save bottleneck time is setup reduction. Today every part 
needs a setup at the beginning of each operation. This includes delicate positioning of a turbine case in the 
fixture, clamping and attachment of part-fixture unit to a specific pallet before it can be sent to machine. The 
need for this last setup operation arises because of different pallet systems employed by different machine 
tool manufacturers. To reduce time losses here, company has developed a new fixture with an adaptation 
layer. This solves the problem of different pallet systems and eliminates manual attachment of fixture to a 
pallet, saving a lot of time. Yet another advantage is simplified measurements. 
As mentioned before, measurements used to be done while a part was still fixed in the machine, to make it 
possible to do required correction immediately. Using the new design, fixture can be removed from the ma-
chine in a short time. Machine can start working on a new part, while measurements are performed in 
parallel. If measurements show that minor corrections are needed, part can be sent back to the machine with-
out loosing too much time.     
Besides setups and measurements, other time losses are related to tool changeovers. Traditional way to de-
termine tool life is by using Taylor’s Law [19]. Detailed discussion of this approach is out of the scope of the 
article, therefore only points important for understanding of implication on productivity will be mentioned. 
Taylor’s equation uses two empirical constants to determine tool life under given cutting speed. Since it is 
not practical to perform big number of experiments constants are generalized to remain valid for wider range 
of applications. For this reason they tend to be conservative, i.e. tool life determined by Taylor’s formula is 
shorter than the real one. Moreover, aircraft industry itself is known to be conservative, so manufacturers add 
their own safety margin. As a result typical time between tool replacements in manufacturing of aircraft com-
ponents is only four to five minutes. At the same time changeover, which involves tool measurement, is a 
machine constant and takes around two minutes. The consequence of such conservativeness is a lot of pro-
ductive time wasted for changeovers. 
The straightforward solution to this problem would be to extend the tool life and free some of the capacity. 
The concern, though, is that such approach would have negative effect on process and product reliability. 
Thus, to choose optimal tool life, productivity gains due to extended tool life should be traded against the 
increased risk of failures. We are quite convinced that such approach would extend the tool life and have a 
positive effect on the productivity.  
The solutions discussed so far were directed towards technical issues. Further ones will address organisa-
tional troubles. One such issue was the dependence of the manufacturing system on manpower. To walk 
round these problems company is investing in unattended manufacturing. The concept has been proven by 
automating a few processes in other manufacturing cells within the factory. However, there is still a lot of 
work to be done. As an example issues of process monitoring and tool delivery are discussed. 
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Process monitoring is one of the main functions of an operator today. His/her responsibility is to observe the 
production process and take necessary actions if something goes wrong. This is a subtle work and needs 
highly developed skills. Unfortunately, due to complicated situation in labour market, skilled operators are 
difficult to find. Thus the challenge in solving this problem is to develop an automated system, which would 
replace operator’s eyes, ears and nose, so that production process could be monitored effectively. 
Tool delivery problems were previously mentioned to be one of the reasons for organisational downtimes. In-
dustrial tool delivery systems already exist. Their feasibility was studied in the company. On one hand, study 
has shown that people can do the job more efficiently than automated systems [32]. Unfortunately this only true 
provided that operators are available. A solution could be a hybrid system, where tool delivery would be auto-
mated, but could be switched to manual mode if necessary. 
The last organisational problem to be discussed is raw material shortages. It was found out that these were 
mainly due to lack of suppliers. In addition some of the existing suppliers were facing problems to supply 
raw parts with consistent properties. The problem is believed to be technological process. To improve the 
situation, suppliers need to be assisted in process development, so that it results in more uniform raw mate-
rial behaviour.  
5 CONCLUDING REMARKS 
In this paper some of the latest developments in aerospace industry were discussed. The general trend was 
growing demand for both passenger and cargo aircrafts, which immediately transformed into increasing de-
mand for aircraft components. This trend emphasised the need to improve productivity. At the same time 
competition, rocketing fuel prices and legal regulations were forcing to have a tight control over costs. To 
help to respond to these conflicting demands this paper has proposed an analysis and improvement approach. 
The method uses theory of constrains as an underlying idea, but combines it with mapping and performance 
evaluation tools offered by other analysis techniques. The approach was applied to a real manufacturing sys-
tem in aerospace industry and had the following benefits: 
 It allowed to construct the “Big Picture” of the system, thus helped to avoid sub optimisations. 
 It enabled to identify critical resources. 
 It pointed towards possible solutions. 
Moreover the method proved to be useful as a learning tool. Both during the high level and detailed process 
analysis important facts about the system were uncovered.  
On the other hand the fact that the approach was developed to address the specific manufacturing problems 
of one industry sector can also be seen as its drawback. However, the author thinks that main ideas, such as 
the principle of constrained resources, are universal. Therefore the approach and some of the suggested im-
provements could be equally applicable to other types of industries. For instance, the problem of setups is an 
important issue in all manufacturing companies. The solution that was discussed is an example of “conver-
sion” of internal setups to external ones and this way saving of valuable production time. 
In some cases, of course, extending the use of the approach might require some modifications. For example, 
in simpler systems two steps to dig to core problems might not be needed. In other companies it might be 
desirable to penetrate even deeper, for example operation level. Then the procedure could be continued by 
splitting critical operations into subroutines and identifying the “slow mowers”.  
Another possible weakness of the method is big amount of required data. The study has showed that some of 
these data might be sensitive and therefore difficult to get (e.g. lead times or data on inventories). Other data 
might not be accurate enough (e.g. maintenance or non-productive time reports). However, it was discussed 
that models not based on real data can give confusing recommendations. Thus despite the difficulties, data 
needs to be collected if reliable analysis is to be performed. 
As a concluding remark the author must repeat a well known truth, that self analysis and improvement proc-
ess must be continuous. Once solutions are implemented the approach should be reapplied to check for new 
“candidates” to be critical resources. If this work is done after significantly long time, during which impor-
tant changes might have taken place, the whole procedure, starting with the product family analysis might 
need to be repeated.   
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Abstract 
The properties of heat resistant alloys used in aerospace make them difficult to ma-
chine. A particular problem is high temperature generated in the cutting zone, which 
leads to short tool lives and low productivity. One of the solutions to the problem is to 
use cutting tool materials, such as ceramics, which can tolerate higher temperature. Ad-
ditional improvements can be achieved through more efficient heat extraction from the 
cutting zone. High pressure cooling has proven to be very effective for this purpose. 
Therefore it was tested in machining of a nickel based aerospace material Inconel 718. 
The results of the study have showed, on one hand, that this technique has a negative 
effect on the lifetime of SiAlON-based tools. On the other hand a very efficient chip 
breaking was achieved. Moreover, a potential to improve the tool life and productivity 
was identified and is discussed in this paper. 
 
 
1 INTRODUCTION 
Machining of heat resistant aerospace materi-
als such as Inconel 718 or Inconel 901 is char-
acterised by low cutting speeds and therefore 
low productivity and high production costs. The 
main reasons for that are high hardness and 
low thermal conductivity of these nickel-based 
alloys. As a result very high temperature is 
generated in the cutting zone. Narutaki et al.[1] 
and Kitagawa et al. [2] have experimentally 
shown  that, in turning of Inconel 718 under 
conventional cooling, temperature on the rake 
face of ceramic tools reaches 900°C at the cut-
ting speed of just 30 m/min and climbs to as 
high as 1300°C at 300 m/min. Such high tem-
perature can have a considerable negative ef-
fect on the dimensional accuracy and surface 
quality of produced parts. Moreover tempera-
ture is an important factor governing the tool 
life. As it increases tool materials soften, thus 
they can be easier eroded by abrasion. In addi-
tion, high temperature promotes diffusion wear 
and can cause thermal shocks and fatigue. 
Therefore, to achieve a reasonable tool life and 
avoid other problems caused by high tempera-
ture, heat resistant alloys are often machined at 
cutting speeds as low as 30 to 100 m/min [2].  
 
One way to raise the efficiency in machining of 
these materials is to use more advanced cut-
ting tools. Plain and coated carbide inserts are 
the industry standard today. In machining of 
nickel base alloys, though, materials such as 
ceramics perform much better [3]. Ceramics 
are very hard and have good abrasion resis-
tance. Their melting point is very high, thus 
hardness is retained even at high tempera-
tures. This for ceramic tools can be used at 
higher cutting speeds. Moreover, ceramics are 
chemically more stable than carbides, thus the 
tendency to form built-up edge is reduced. 
 
Despite the improvements achieved with ce-
ramic tools, productivity in machining of aero-
space materials is still relatively low. Therefore 
additional measures need to be taken to deal 
with high temperatures. Traditionally copious 
quantities of fluids have been poured onto the 
tool to extract the heat. This technique is quite 
effective in machining of steels and other mate-
rials, but, as shown by Kitagawa et al. [2], has 
a negligible effect in cutting of aerospace al-
loys. The issue is that at the range of tempera-
tures developed in machining of these materi-
als coolants are rapidly evaporated. As a result 
a steam “blanket” is created, which stops the 
fresh coolant from reaching the tool-chip inter-
face thus rendering conventional flushing inef-
fective. A few alternative techniques, including 
internal chilling of the insert, cryogenic and 
2CO cooling, or high pressure cooling, have 
been tested. The latter method seems to be 
particularly promising. 
 
The principle behind the high pressure cooling 
is to supply the cutting fluid in the form of a 
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small jet. Already the early experiments 
showed that, in rough turning of aircraft ex-
haust valves made in inconel, this method 
could increase the output per tool grind by over 
18 times [4]. Similar results were obtained in 
machining of steels. The reason behind these 
impressive improvements is the ability of the 
high pressure jet to penetrate deeper into the 
interfaces between the tool and the chip or the 
workpiece. This way cooling takes place closer 
to the highest temperature zone and is there-
fore more efficient. Moreover, high pressure 
cooling has been reported to enhance chip 
control, reduce cutting forces, eliminate the 
tendency to form built-up edge, improve di-
mensional accuracy and surface integrity. 
 
The impressive results achieved in using high 
pressure cooling in various applications en-
courage us to try it in machining of aerospace 
materials with ceramics. A concern, though, is 
the sensitivity of these materials to thermal 
stresses. Due to this weakness it is often rec-
ommended to use no or very small quantities of 
coolant when machining with ceramic tools [5]. 
However, due to extreme temperatures gener-
ated in cutting of aerospace alloys, one or an-
other way to dissipate heat has to be used. 
Moreover, some ceramics, such as alumina 
reinforced with SiC whiskers or SiAlON have 
improved resistance to thermal shocks [6, 7]. It 
is therefore interesting to investigate whether 
the performance of ceramic tools, hence the 
productivity in machining of heat resistant ma-
terials, could be further improved by using high 
pressure cooling. A few attempts to apply this 
technique when machining with SiC-whiskers 
reinforced tools have been reported and will be 
reviewed in later sections. In the present study 
we will focus on SiAlON. Thus, machining of 
Inconel 718 with tools based on this material 
will be performed under high pressure cooling. 
 
The results of our experiments are presented, 
discussed and summarised in Sections 4, 5 
and 6 respectively. In addition an overview of 
main aspects of high pressure cooling is pro-
vided in Section 2, and in Section 3 a few ear-
lier attempts to apply this technique when ma-
chining with ceramic tools are discussed. 
 
2 HIGH PRESSURE COOLING 
2.1 Principle 
According to Vosough and Svenningsson [8], 
the experiments with high pressure cooling 
were started in 1938 by O. W. Boston. The  
credit for inventing the method, however, is 
usually given to Pigott and Colwell [4]. In the 
paper published in 1952 they argued that con-
ventional overhead streams were inefficient 
because cutting tool was cooled indirectly 
through the chip, and only a very small quantity 
of the fluid was doing the actual cooling. Pigott 
and Colwell [4] demonstrated that a much bet-
ter performance could be achieved if the cutting 
edge was cooled directly by supplying a small 
0.25 mm  stream of neat oil from below to the 
wedge formed by tool’s flank face and the 
workpiece. To make the coolant flow upwards a 
pressure of 0.2 – 4.1 MPa had to be main-
tained. This concept was called the “Hi-Jet” 
system and is roughly illustrated in Figure 1a. 
 
Most of the later researchers abandoned Pigott 
and Colwell’s [4] original idea of cooling the 
flank face or used this method mainly for com-
parison purposes. It was recognized that an 
even more efficient cooling could be achieved if 
fluids were delivered to the interface between 
the chip and the tool’s rake face, where the 
highest temperature occurred. To reach this 
zone Sharma et al. [9] injected coolant through 
a hole in the tool as it is illustrated in Figure 1b. 
This idea has also been tested in grooving [10], 
milling [11, 12] and drilling [13]. 
 
Another way to deliver the coolant to the tool-
chip interface is through channels in the tool 
holder as shown in Figure 1c. This system is 
robust, does not required custom-made tools 
and does not obstruct tool changing, which for 
it is used in industrial applications of high pres-
sure cooling. It has also been employed in 
 
(a) (b) 
(c) (d) 
Figure 1: Types of high pressure cooling systems. 
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research studies done by Ezugwu et al. [7, 14-
19], Kaminski and Alvelid [20], Sørby et al. [21, 
22] and Sharman et al. [23]. 
 
The last system configuration to be discussed 
is shown in Figure 1d. It employs an external 
nozzle for coolant delivery. This makes the sys-
tem simple as standard tools and tool holders 
can be used. Moreover, the position of the 
nozzle can be easily adjusted to achieve the 
desired distance from the tool, required jet im-
pingement angle and the location of the target 
point. Simplicity and flexibility is probably what 
makes this design so common in research 
studies [13, 24-27]. This configuration was also 
used in the current study. 
 
2.2 Effects of high pressure cooling 
Tool temperature 
Removing the heat generated during the ma-
chining process is one of the main functions of 
cutting fluids. Therefore water or water soluble 
oils usually give the best performance. In the 
original study on high pressure cooling, how-
ever, Pigott and Colwell [4] achieved the long-
est tool life when using neat oil. To explain this 
strange result the authors suggested that the 
cooling effect was caused by oil boiling. In this 
case, however, temperature of the cutting edge 
was only 24°C lower than in dry machining and 
only 7°C below that recorded in flooding with 
neat oil. Therefore it is more likely that the im-
provements were due to better lubrication 
rather than improved cooling. 
 
In later studies traditional coolants were usually 
used. Moreover in most cases fluids were de-
livered to the tool-chip interface, where the 
highest temperature occurs. The study per-
formed by Nagpal and Sharma [28] shows that, 
compared to conventional cooling, application 
of soluble oil under high pressure can lead to 
up to 45% reduction in tool-chip interface tem-
perature. Similar results are also reported by 
Kaminski and Alvelid [20]. 
  
There are a few possible explanations to such 
reduction in temperature. As argued by Pigott 
and Colwell [4], flood cooling is indirect and 
hence inefficient. When applied in the form of a 
jet fluid is delivered directly to the tool’s rake 
or/and flank face. Therefore cooling becomes 
more effective. Moreover, according to Ma-
zurkiewicz et al. [25], fluid applied at high pres-
sure creates a hydro-wedge, which lifts up the 
chip. This way coolant gets access to the high-
est temperature zone, thus cooling is improved. 
 
Lifting up of the chip has another important ef-
fect. Measurements of the width of the worn 
area on the tool’s rake face [7, 27] show that 
the length of the contact between the tool and 
the chip is reduced in high pressure cooling. 
Meanwhile Sadik and Lindström [29] have 
demonstrated that reducing the chip contact 
length (up to a certain limit) leads to a decrease 
in tool temperature. This suggests that tem-
perature drop observed in high pressure cool-
ing is at least partially due to shorter chip con-
tact length. 
 
Yet another possible explanation for consider-
able temperature reduction as a result of high 
pressure cooling is the ability of the jet to break 
the steam barrier, which builds up when cool-
ant gets evaporated. Kaminski and Alvelid [20] 
suggest that the breakthrough occurs when a 
certain pressure is reached. This hypothesis is 
supported by the results of a resent study per-
formed by Ezugwu et al. [19]. They report that 
applying coolant at 7 MPa has doubled the life-
time of uncoated carbide tools in machining of 
Ti-6Al-4V. However, the advantage was dimin-
ishing rapidly as the cutting speed was in-
creased. From these results we can suspect 
that at higher cutting speeds the amount of 
heat, and therefore steam, was so great that at 
a 7 MPa jet was too weak to break through it 
and reach the highest temperature zone. 
 
Friction 
Heat generated during the machining process 
is at least to some extent due to the rubbing of 
the workpiece and the chip against the tool. 
Therefore cooling must be combined with lubri-
cation in order to reduce friction. As discussed 
previously, the results presented by Pigott and 
Colwell [4] suggest that in high pressure cool-
ing improvement in lubrication can be so re-
markable that it might provide more advantage 
than cooling. Sharma et al. [9] have also focus-
sed on this issue. They have found out that, 
when injected through a hole on the tool’s rake 
face, mineral oil with 1.2% of sulphur reduced 
the friction by 60%. It is suggested that effec-
tive lubrication was thanks to the formation of a 
sulphide film. This film, however, remained sta-
ble only up to 800°C, which indicates that using 
oils as cutting fluids is inefficient at higher tem-
peratures. Mazurkiewicz et al. [25] on the other 
hand have shown that, when applied at a high 
pressure, even tap water, which is a good cool-
ant, but a poor lubricant, can reduce the friction 
coefficient from 0.75 to just 0.4. 
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Pigott and Colwell [4] also mention that built-up 
edge was eliminated and suggest that this was 
a sign of the effectiveness of lubrication. Simi-
larly, Kovacevic et al. [11, 12] have observed 
that chips produced under high pressure cool-
ing had smoother surface than those collected 
after conventional flushing. This shows that 
less seizure between the tool and the chip must 
have occurred and indicates that lubrication 
was better. 
 
Cutting forces 
Due to reduced friction high pressure cooling 
usually leads to lower cutting forces and there-
fore reduced energy consumption. The results 
presented by Nagpal and Sharma [28] show 
that both the cutting force and specific energy 
were generally lower in rough turning of carbon 
steel under high pressure cooling than in flood-
ing or dry cutting. Mazurkiewicz et al. [25] re-
port having achieved a 23% and 50% reduction 
in cutting and feed forces respectively. Nandy 
et al. [27] observed a significant decrease in 
feed force in turning of Ti-6Al-4V, while Kova-
cevic et al. [11, 12] have found out that, under 
various process parameters, cutting force in 
milling of stainless steel and Ti-6Al-4V was 
considerably lower under high pressure cool-
ing. On the other hand some researchers [17, 
18, 20] have observed that the effect of high 
pressure cooling on the cutting forces can be 
either insignificant or even detrimental. 
 
Kaminski and Alvelid [20] have noticed that, 
compared to dry machining, cutting forces de-
creased only marginally when high pressure 
cooling was applied. They suggest that the an-
swer lies in chip contact length. As it is de-
creased the frictional forces are also reduced. 
However, in those cases when the chip contact 
length is already small, it is difficult to reduce it 
even further. Thus the effect on the cutting 
forces becomes insignificant. 
 
Another explanation for possible increase in 
cutting forces is provided by Ezugwu and Bon-
ney [17]. Their data shows that, depending on 
the process parameters, forces in finish turning 
of Inconel 718 under high pressure cooling can 
be either lower or higher than in conventional 
flushing. However, in the former case both the 
feed and the cutting forces rose as the speed 
was increased, while in the latter case they re-
mained quite stable. Ezugwu and Bonney [17] 
suggest that the increase was due to a reactive 
force introduced by the high pressure jet. 
 
Tool wear and tool life 
One of the most significant advantages offered 
by high pressure cooling is improved tool life. 
When discussing tool life, though, care should 
be taken of how it is defined. Traditionally tool 
life has been considered to be the time it took 
to reach the critical width of the flank wear land. 
In some operations, though, other types of 
wear such as notch or nose wear become 
dominant and define the tool life. Therefore it is 
more precise to speak about reduced wear 
than improved tool life.  
   
Reduction in tool wear in high pressure cooling 
is a joint effect of improved cooling, more effi-
cient lubrication and lower cutting forces. Pigott 
and Colwell [4] have observed that unlike in 
flooding, tool nose of high speed tools did not 
wear appreciably in high pressure cooling. Fail-
ure was mainly caused by crater wear, which 
was much more uniform than in flooding. 
Moreover, it is mentioned that high pressure 
cooling eliminated built-up edge. As a result of 
these improvements tool life in turning of car-
bon, alloy and stainless steels increased more 
than 17 times. 
 
Wertheim et al. [10] applied through-tool (see 
Figure 1b) high pressure cooling in grooving. 
This reduced the crater wear, which was critical 
for the tool life in machining of alloy steel with 
of coated carbide inserts. When grooving alloy 
and stainless steels as well as Inconel 718 with 
coated carbide tools, flank wear became domi-
nant. In all cases it was considerably reduced 
when high pressure cooling was applied. 
 
Machado et al. [15] tested high pressure cool-
ing in turning of Ti-6Al-4V with uncoated car-
bide tools. They have observed that the main 
failure modes were maximum flank and crater 
wear. The main mechanism behind these types 
of wear was diffusion. Since high pressure 
cooling reduces the temperature, diffusion wear 
was reduced. Therefore up to 300% increase in 
tool life was achieved. 
 
Similar improvement in the life time of uncoated 
carbide tools when turning Ti-6A-4V was 
achieved by Ezugwu et al. [19] and Nandy et 
al. [27]. In the former study high pressure cool-
ing resulted in significantly less nose wear, 
which was the dominant failure mode. In the 
latter case high pressure cooling reduced flank 
wear and minimized edge depression. Lower 
flank wear and edge depression were also ob-
served by Nandy and Paul [26]. In this case, 
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however, the results were compared to dry ma-
chining, and the coolant was neat oil. 
 
Improved tool life of uncoated carbide tools as 
a result of high pressure cooling was also ob-
served by Ezugwu et al. [18]. They have used 
these results as a baseline to evaluate the per-
formance of cubic boron nitride tools in turning 
of Ti-6Al-4V. In general these tools performed 
very poorly due to severe notching and chip-
ping. However, high pressure cooling had a 
clearly positive effect on the inserts which con-
tained only 50% cubic boron nitride.  
 
Yet another study on application of high pres-
sure cooling in machining of titanium was per-
formed by Kovacevic et al. [12]. The presented 
results show that at the start of a down milling 
operation the rate of the flank wear was similar 
in both high pressure and conventional cooling. 
After six minutes, though, the wear rate in 
flooding increased rapidly, while in high pres-
sure cooling it remained stable. Thus, in the 
latter case longer tool life was achieved.    
  
Ezugwu and Bonney have investigated the ef-
fect of high pressure cooling in rough [16] and 
finish [17] turning of Inconel 718 with coated 
carbide tools. They claim to have used a com-
plex set of rejection criteria, such as the level of 
tool wear (flank, nose and notch), workpiece’s 
surface roughness and cutting edge failure. 
The studies have showed that under correct 
choice of machining and system parameters a 
considerably longer tool life can be achieved. 
 
Sørby et al. [21] have tested high pressure 
cooling in finish turning of Waspaloy (a nickel 
based aerospace material) with carbide tools. 
They have observed reduced flank wear and 
less edge chipping, hence longer tool life.  
 
The above cases show that high pressure cool-
ing can significantly reduce wear and therefore 
prolong tool life. Nevertheless there is evidence 
that in some situations high pressure cooling 
can have a detrimental effect on tool life. 
 
Machado et al. [15] and Ezugwu et al. [7] have 
observed shorter life of uncoated carbide tools 
in turning of Inconel 901 (some improvement 
was observed at the highest cutting speed 
where cooling is most critical). In both cases 
the main reason for reduced tool life was in-
creased depth of cut notch wear. Ezugwu and 
Bonney [14] suggest that the increase in notch 
wear under high pressure cooling could be 
caused by hydrodynamic erosion. When the jet 
hits the tool, it comes to a sudden rest and 
builds a stagnation pressure. To release it cool-
ant tries to escape through the depth of the cut 
region. This way small abrasive particles 
caught in the fluid are flushed away at high ve-
locity and cause severe wear. 
 
Under some conditions reduction in the life of 
carbide tools when machining nickel based al-
loys under high pressure cooling has also been 
observed by Ezugwu and Bonney [16, 17] and 
Sharman et al. [23]. This was particularly the 
case at higher coolant pressures. A possible 
explanation to these results is offered by 
Öjmertz and Oskarson [24]. They suggest that 
at high pressure workpiece might be cooled 
down below a certain threshold temperature. 
This would increase its strength and result in 
higher tool contact pressure. Another clue is 
given by Sadik and Lindström [29], who have 
investigated the effect of the tool-chip contact 
length on tool temperature and wear. 
 
As discussed previously, high pressure cooling 
reduces tool-chip contact length. Sadik and 
Lindström [29] have experimentally demon-
strated that this leads to lower flank face tem-
perature and consequently reduced flank wear. 
However, when the contact length is reduced 
beyond certain limit both the temperature and 
the flank wear increase substantially. Sadik and 
Lindström [29] explain that in this case forces 
act on a very small area, thus compressive 
stress is increased. Moreover, the reduction in 
the chip contact length means that the highest 
temperature region is pushed closer to the cut-
ting edge which undergoes elastic deformation. 
Consequently the contact area between the 
workpiece and tool’s flank face is enlarged 
leading to increased flank wear. Thus it is likely 
that at high coolant pressure the chip contact 
length is reduced so much that the phenomena 
described by Sadik and Lindström [29] come 
into action.  
 
Chip breaking 
The most noticeable and therefore most often 
mentioned benefit of high pressure cooling is 
very efficient chip breaking. In nearly all studies 
reviewed here high pressure cooling produced 
short segmented chips. Under conventional 
cooling the same test conditions resulted in 
long continuous chips, which are a serious 
hazard, especially in automated machining. 
Mazurkiewicz et al. [25] suggests that this im-
provement is due to the hydro-wedge, which is 
created as the focussed coolant jet penetrates 
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between the tool’s rake face and the chip. This 
wedge acts as a regular chip breaker, i.e. it lifts 
the chip up and reduces its’ curl radius. Even-
tually the chip breaks and is flushed away by 
the powerful jet. 
 
In a few rare cases, though, high pressure 
cooling did not provide sufficient chip breaking. 
The explanation here seems to be the proper-
ties of the workpiece material and the choice of 
the system parameters, discussed in Sec-
tion 2.3. Sharma et al. [9] have applied high 
pressure cooling in machining of steel tubes. 
The coolant was injected into the tool-chip in-
terface through a hole on the rake face. As a 
result chip curl diameter reduced to 1.3 – 
2.5 cm compared to 10 cm in dry machining. 
Nevertheless, in the latter case chips were 
segmented, while in high pressure cooling they 
became ribbon-like. Continuous chips in milling 
of steel under high pressure cooling were also 
observed by Senthil Kumar et al. [30]. 
 
Machado et al. [15] have focussed on the chip 
control when turning Ti-6Al-4V and In-
conel 901. In general good fragmentation was 
observed. However, at low speeds and feeds 
continuous chips were produced. It is thought 
that at low speeds the presence of the built-up 
edge changed the chip shape, thus high pres-
sure jet could not hit it at a critical point and 
break. At low feed the chip was very thin and 
thus too flexible to be broken. 
 
Some issues with chip breaking in machining of 
nickel based alloys are reported by Scharman 
et al. [23], Ezugwu and Bonney [17] and Sørby 
et al. [21]. In all three studies short segmented 
chips were produced at 15 – 20 MPa. At lower 
pressure Ezugwu and Bonney [17] observed 
short tubular chips, while in conventional cool-
ing long tubular chips were produced. Sørby et 
al. [21] mention that at 10 MPa chip breaking 
was usually satisfactory. However, in some 
cases unbroken chips were produced. 
 
Surface finish 
Pigott and Colwell [4] observed that in high 
pressure cooling surface roughness improved 
from 5 m  to 1.3 m . They assumed that this 
was due to reduced nose wear. Moreover 
Pigott and Colwell [4] mention that high pres-
sure cooling eliminated built-up edge, which 
could have also contributed to better surface 
quality. Kovacevic et al. [11, 12] have analysed 
surface finish in milling. Their results show that 
under all combinations of cutting parameters 
surface roughness was better in high pressure 
cooling than in flooding. Improved surface 
roughness is also reported by Kaminski and 
Alvelid [20]. However, in this case high pres-
sure cooling was compared to dry machining. 
 
In other studies the effect on surface rough-
ness depends on process parameters or the 
results are inconclusive [19, 23]. Data pre-
sented by Nagpal and Sharma [28] shows that 
at the feed of 0.2 mm/min surface roughness 
was smaller in high pressure than in conven-
tional cooling. On the other hand, at both lower 
and higher feeds the results appear too be 
mixed. Sentil Kumar et al. [30] have focussed 
on the relationship between the surface finish 
and workpiece hardness. They have found out 
that surface in high pressure cooling was al-
ways smother than in dry milling. The differ-
ence from conventional cooling, on the other 
hand, became significant only when workpiece 
hardness exceeded 35 HRC. 
 
Finally there are a few documented cases were 
surface finish was worse. Nandy et al. [27] re-
port that, compared to conventional cooling, 
roughness increased under high pressure cool-
ing with both neat and water soluble oil. Simi-
larly, the results presented by Ezugwu and 
Bonney [16] show that, while at lower coolant 
pressure surface roughness was similar in both 
high pressure and conventional cooling, it was 
clearly worse at 15 MPa and beyond. 
 
A possible reason for poorer surface finish is 
given by Kaminski and Alvelid [20]. They sug-
gest that due to unsuitable adjustment of the 
jet’s direction the chip could be forced against 
the already machined part and scratch it. This 
issue was analysed by Sørby et al. [22]. They 
have observed a slight increase in surface 
roughness when high pressure cooling was 
applied. Moreover, welding of small chip parti-
cles to Ti-6Al-4V workpiece and tearing of ma-
terial out from its surface was detected. Similar 
observations were made by Ezugwu and Bon-
ney [17], who have detected small pits on the 
surface of an Inconel 718 part. These were 
said to have occurred when high pressure jet 
removed hard particles from the surface. 
 
Surface integrity 
Improved cooling, reduced friction, lower cut-
ting forces and tool wear suggest that surfaces 
should be subjected to less deformation in high 
pressure cooling. An extensive study on this 
issue was performed by Sharman et al. [23]. 
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They have found out that lowest residual 
stresses were induced when a 45 MPa jet was 
directed to the tool’s flank face. While in con-
ventional cooling high tensile stresses were 
observed, in this case small compressive 
stresses were detected. However, when the 
same jet was directed to the rake face, high 
tensile stresses were developed. Therefore 
Sharman et al. [23] state that the effect of high 
pressure cooling on surface integrity was nei-
ther positive nor detrimental.  
 
Sharman et al. [23] also mention that high 
pressure cooling reduced surface micro hard-
ness. A contrary conclusion can be made from 
the data presented by Ezugwu et al. [19]. The 
micro hardness here seems to be slightly 
higher in high pressure cooling. Nevertheless 
the authors state that high pressure cooling 
resulted in less plastic deformation. Reduced 
plastic deformation was also observed by 
Sørby et al. [22]. 
 
Another interesting observation made by 
Sharman et al. [23] is that at high pressure the 
jet alone can alter surface integrity. To come to 
this conclusion they have removed the cutting 
tool and sprayed the workpiece with coolant at 
45 MPa. As a result feed peaks were flattened. 
 
Coolant consumption 
According to the review done by Dahlman [31], 
the costs of purchasing, handling and dispos-
ing of cutting fluids account for 17% of the 
costs in automotive industry. While this number 
might be slightly different in other industries, it 
is a clear indication that reduction in coolant 
consumption would give a big economic advan-
tage. Moreover, this is also critical from the en-
vironmental point of view. 
 
In the studies discussed in this paper coolant 
flow rates in flooding operations ranged be-
tween 2.2 and 30 l/min. The flow rate in high 
pressure cooling depended on the pressure 
and nozzle diameter. It is reported to be from 
0.1 to 15.1 l/min. Therefore, it looks that an ef-
ficient high pressure system can help to reduce 
coolant consumption. 
 
2.3 Effect of system parameters on effi-
ciency of high pressure cooling 
The efficiency of high pressure cooling de-
pends on a number of external variables, such 
as the type of machining operation, workpiece 
material, tool material, coating and geometry, 
and cutting parameters. These variables define 
how severe the machining conditions are and 
how critical the improved cooling, lubrication 
and chip breaking is. Other parameters such as 
the direction of the jet, coolant pressure, jet im-
pingement angle, nozzle diameter and the po-
sition of the target point are internal system 
variables. The effects of these variables on the 
efficiency of high pressure cooling are dis-
cussed next. 
 
Cooling direction 
As mentioned in Section 2.1, coolant in a high 
pressure system can be delivered either from 
below to the space between the workpiece and 
tool’s flank face or from the top to the interface 
between the chip and tool’s rake face. The 
mechanisms acting in the two cases are slightly 
different. Therefore a few studies have been 
carried out to compare the two approaches. 
 
When delivered to the flank face, coolant has 
direct access to the cutting edge. In rake face 
cooling on the other hand, the access to the 
cutting edge is hindered by the huge pressure 
exerted by the chip. It can therefore be ex-
pected that flank face cooling should be more 
effective in reducing tool wear. This is partially 
confirmed by Sharman et al. [23], who have 
observed reduced flank wear of carbide tools in 
finish turning of Inconel 718. However, no ef-
fect on the rate of notch wear was noticed, thus 
no increase in tool life was achieved. In rake 
face cooling, on the other hand, significant re-
duction in tool life occurred at higher pressure 
levels. Finally, supplying coolant from both di-
rections did not yield any significant difference 
in tool life. Sørby et al. [21], on the other hand, 
have observed that combined flushing from 
both directions was beneficial as was cooling 
from both sides separately. 
 
Conflicting conclusions can be made from the 
observations made by Nandy and Paul [26]. 
They report that cooling the rake face of car-
bide inserts with neat oil was more efficient in 
reducing flank wear than targeting the jet from 
below on the flank face. Simultaneous cooling 
from both directions gave intermediate wear 
results, thus it was concluded that application 
of flank cooling in addition to rake face cooling 
was not beneficial. 
 
Sharman et al. [23] have observed a clear dif-
ference in the level of residual stresses devel-
oped when cooling from the two directions. The 
lowest deformation was detected in flank face 
cooling. Even more important is that stresses 
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turned from tensile (observed in conventional 
cooling) to compressive. In rake face cooling, 
on the other hand, high tensile stresses were 
developed.    
 
Another area, where differences appear is chip 
breaking. In rake face cooling the jet hits the 
chip directly this way making it curl and even-
tually break. In flank face cooling the jet hits the 
tool and has limited contact with the chip. 
Therefore, as shown by Sharman et al. [23], 
higher pressure is needed to achieve optimal 
chip breaking in flank face cooling. 
 
Jet impingement angle  
Kaminski and Alvelid [20] have emphasized the 
importance of nozzle orientation on the chip 
flow. This topic has been investigated by 
Nandy and Paul [26]. The study has revealed 
that the jet impingement angle not only influ-
ences the chip flow, but also affects the tool 
wear. Therefore a compromise has to be found. 
It was expected that low impingement angles 
would be most beneficial in terms of chip 
breaking because the jet would act more di-
rectly against the momentum of the chip flow. 
In terms of the tool life, though, an angle of 20° 
appeared to be optimal.  
 
Target point 
Another important parameter is the jet target 
point (it is related to the jet impingement angle). 
Pigott and Colwell [4] suggested placing the jet 
¼ to 1/3 of the depth of cut from the nose of 
the tool. Nandy and Paul [26] report that target-
ing the jet further away from the tool edge had 
a positive effect on both flank and crater wear. 
However, this reduced the efficiency of chip 
breaking because the jet lost its momentum. 
Machado et al. [15] has also observed that 
when the jet could not hit the chip at an optimal 
spot, chip breaking was inefficient. 
 
Target point becomes especially critical in 
through-tool cooling (see Figure 1b). Sharma et 
al. [9] have observed that the distance of the 
orifice from the cutting edge had to be at least 
1.5 times larger than the depth of the cut. At 
shorter distances the jet was blocked by the 
extreme pressure exerted by the chip. More-
over, the hole acts as a stress concentrator. 
Therefore Kovacevic et al. [11] states that the 
orifice should be located around 1.25 mm from 
the tool nose to provide sufficient strength and 
good performance in cutting.  
 
Nozzle diameter 
Nozzle diameter in combination with coolant 
pressure determines jet momentum and its flow 
rate. The effect of these factors was studied by 
Dahlman [31]. He has found out that, when 
machining materials which are known to lead to 
long chip contact length, high flow rate is nec-
essary to dissipate the big amounts of heat. On 
the other hand, when chip contact length is ex-
pected to be short, heat generation is also ex-
pected to be less. Thus it is suggested to use 
smaller amounts of cutting fluids this way mak-
ing the process more economic. 
 
Another study on this topic was carried out by 
Nandy and Paul [26]. Their results show that 
increasing nozzle diameter from approximately 
0.35 to 0.85 mm did not have any significant 
influence on the average flank wear, and the 
effect on edge depression was unclear. Maxi-
mum flank wear land on the other hand re-
duced as the diameter was increased. More-
over this resulted in less material adhering to 
the tools rake face and produced shorter chips. 
 
More support for the idea that bigger orifice can 
potentially give better results is provided by 
Mazurkiewicz et al. [25]. They have showed 
that increasing nozzle diameter from 0.135 to 
0.350 mm reduces friction and therefore results 
in lower cutting forces. The same effect was 
observed by Kovacevic et al. [11, 12]. In addi-
tion bigger orifice resulted in lower surface 
roughness. These improvements, however, 
were clearly easing off when nozzle diameter 
was increased. This suggests that there exist 
an optimal orifice size.    
 
Coolant pressure 
The above parameters describe the system 
configuration. These are defined in the design 
phase and would normally remain fixed once 
the system is in place. Coolant pressure, on the 
other hand is a control variable and can be ad-
justed when needed. As discussed in the pre-
vious sections, a certain minimum pressure 
needs to be reached to break the steam barrier 
and achieve sufficient chip control. On the 
other hand, we have also discussed that too 
high rate of cooling or too short tool-chip con-
tact length can reduce tool life. These observa-
tions suggest that there exists an optimal cool-
ant pressure. 
 
The existence of the optimal coolant pressure 
was spotted already in the original study car-
ried out by Pigott and Colwell [4]. They have 
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observed that moving away from the optimum 
in either direction resulted in shorter tool life. 
Pigott and Colwell [4] suggested that at high 
pressure tool surface was swept too fast. As a 
result the rate of boiling action, which they be-
lieved was the reason for improved cooling, 
was reduced. This phenomenon was further 
investigated by Nagpal and Sharma [28]. They 
have found out that all desirable conditions, 
such as minimum chip curl radius, cutting 
forces and friction coefficient as well as maxi-
mum shear angle occurred simultaneously at a 
certain coolant pressure. 
 
A different observation has been made by Ma-
zurkiewicz et al. [25], who have experimented 
with 70 – 280 MPa pressure. At this range both 
the measured cutting forces and the calculated 
friction coefficient decreased continuously as 
coolant pressure was increased. Similarly 
Wertheim et al. [10] have observed a nearly 
linear improvement in the life of grooving tools 
as coolant pressure was increased. Kovacevic 
et al. [11, 12] have showed that higher pres-
sure resulted in lower cutting forces and better 
surface roughness in milling. Nevertheless in 
this case the relative improvement was dimin-
ishing. This suggests that an optimal pressure 
exists and exceeding it is at least not beneficial. 
 
Another interesting result is reported by Nandy 
and Paul [26] and Nandy et al. [27]. They have 
observed that higher pressure led to more cra-
ter wear. This could be explained by the jet im-
pingement provoked erosion discussed earlier. 
The proof for this hypothesis can be found in 
the SEM micrographs provided by Öjmertz and 
Oskarson [24], where severe wear at the jet 
targeting point can be seen. We can expect 
that with the increase in the pressure the erod-
ing capacity of the jet would also grow. This 
once again supports the hypothesis that an op-
timal coolant pressure exists. 
 
3 HIGH PRESSURE COOLING WHEN 
MACHINING WITH CERAMIC TOOLS 
Despite the impressive results discussed in the 
previous section the number of reported stud-
ies on the application of high pressure cooling 
when machining with ceramic tools is scarce. 
Ezugwu et al. [7] experimented with turning of 
Inconel 901 with SiC-whiskers reinforced ce-
ramic inserts. They have observed that cooling 
at a pressure of 14 MPa improved chip break-
ing. However, it generally led to reduced tool 
lives as compared to conventional flushing. The 
reason for this poor performance was said to 
be a combination of notch and nose wear.  
 
Analogous results were achieved by Öjmertz 
and Oskarson [24], who have tested rough 
turning of Inconel 718 with SiC-whiskers rein-
forced ceramic tools. They have observed that 
high pressure cooling led to better chip control, 
reduced tendency to built-up edge formation 
and therefore better surface quality as com-
pared to dry machining. However, a clear ten-
dency towards increasing depth of cut notch 
wear, which is said to be the main mechanism 
determining the life of SiC-whiskers reinforced 
ceramics, was observed as coolant pressure 
was increased from 80 to 360 MPa. The scatter 
of the data points was also bigger at higher 
pressures. In addition to that, cutting force was 
increased. 
 
A similar work was performed by Ezugwu and 
Bonney [14], who have applied coolant at a 
pressure of 11 – 20 MPa in rough turning of 
Inconel 718 with SiC-whiskers reinforced ce-
ramic tools. Despite the lower pressure they 
have also observed that jet cooling caused se-
vere notching and therefore shorter tool life as 
compared to conventional cooling. Cutting 
force was also slightly increased, while chip 
breaking was improved.  
  
Slightly more promising results were achieved 
when Ezugwu et al. [32] repeated the study 
under finishing conditions. Besides the im-
proved chip breaking, reduction in cutting force 
and generally increased tool life was observed 
at coolant pressures of 11 and 15 MPa. At 
20 MPa, thought, tool life dropped significantly 
due to accelerated notch wear. Tool life was 
also shorter at 11 MPa and when the speed 
was increased to 300 m/min.  
 
The above examples show that in general high 
pressure cooling increases notch wear there-
fore leading to shorter lifetime of SiC-whiskers 
reinforced ceramic tools. On the other hand 
Ezugwu et al. [32] have demonstrated that cor-
rect selection of process parameters and cool-
ant pressure can have an opposite effect. 
Moreover, all studies report about improved 
chip breaking, which is an advantage, espe-
cially in automated manufacturing. Finally, to 
the best of our knowledge there are no pub-
lished papers about the attempts to apply high 
pressure cooling when machining with SiAlON-
based ceramics. Therefore, a short experimen-
tal study with this type of tools was performed 
and is presented next. 
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4 EXPERIMENTAL STUDY 
4.1 Experimental set-up 
Experiments were carried out with Hessapp 
DV80 vertical lathe (see Figure 2) equipped 
with a high pressure pump capable of up to 
40 MPa. A custom made nozzle with 1.0 mm  
orifice was fitted into a copper tube, which in 
turn was epoxy-bonded to a standard tool 
holder C5-CRSCR-35060-12V. The resulting 
jet targeting angle was approximately 45°, and 
the distance from the nozzle to the target point 
was 23 mm. 
 
The cutting tool was a round SiAlON-based 
ceramic insert RCGX 12 07 00 E. According to 
manufacturer’s specification, the grade used in 
our experiments was developed specially for 
machining of heat resistant super alloys. 
 
Workpiece material was a heat resistant nickel 
based alloy Inconel 718 used in aerospace in-
dustry. This material is characterized as difficult 
to machine. Its high hardness (36 HRC in case 
of our test piece) and ability to retain strength 
at high temperatures result in high cutting 
forces. Combined with low thermal conductivity 
(11.1 – 11.4 W/mK at room temperature [33]) 
this leads to very high temperature (up to 
1300°C) being generated in the cutting zone. 
Therefore machining of Inconel 718 is perfectly 
suited for high pressure cooling. 
 
4.2 Experimental procedure 
For the purpose of comparison two sets of ex-
periments were conducted. In the baseline 
tests machining was performed under flood 
 
 
Figure 2: Experimental set-up. 
cooling. In the second phase high pressure jet 
was directed at the tool-chip interface and used 
together with conventional flushing. In both 
cases after each cut, which on average took 
30 seconds to complete, the insert was re-
moved from the tool holder, and the wear was 
measured with a Mitutoyo toolmaker’s micro-
scope. The procedure was continued until one 
of the tool life criteria defined in Section 4.3 
was reached. Further experimental details are 
given in Table 1. 
 
4.3 Tool life criteria 
According to ISO 3685 [34], the most common 
life measures for tools of ceramics are the av-
erage and the maximum widths of the flank 
wear land. Depth of cut notch wear, which was 
mentioned in the previous sections, is said to 
depend on the accuracy of repeated depth set-
tings and must therefore be excluded from the 
flank wear measurements. Another issue with 
ceramic tools is edge chipping. According to 
ISO 3685, to a certain extent this type of wear 
is taken into account by the maximum width of 
the flank wear land, which for the latter is the 
recommended measure when edge chipping is 
expected. Finally a possibility of a catastrophic 
failure must be had be taken into account when 
machining hard materials with brittle tools. 
Therefore, the following tool life criteria were 
defined for the tests: 
 
 The maximum width of the flank wear 
land max. 0.6 mmVB  
 Catastrophic failure 
 
4.4 Results 
Tool wear 
Six ceramic inserts were tested in this study – 
three under conventional cooling and three un-
der conventional cooling combined with high 
pressure cooling. In both cases the wear pat-
tern was similar. At the start of the process the 
depth of cut marks, shown in Figure 3a, were 
clearly visible, while flank wear, seen on the left 
of the same figure, was rather small. Later on 
 
Parameter Experiment 1 Experiment 2
Coolant pressure     
 High pressure cooling N/A  20.0 MPa 
 Conventional cooling 0 .7 MPa 0.7 MPa 
Cutting speed, cv  150 .0 m/min 150.0 m/min 
Feed, nf  0.2 mm/rev 0.2 mm/rev
Depth of cut, pa  1.0 mm 1.0 mm 
Table 1: Experimental conditions. 
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(a) (b) 
(c) (d) 
Figure 3: Tool wear: (a) notch wear, (b) flank wear, 
(c) edge chipping – flank face, (d) edge chipping – 
rake face. 
 
notch wear stabilized, while flank wear, shown 
in Figure 3b, grew progressively. Eventually the 
edge of all but one tool failed as big pieces of 
the material were chipping off and destroying 
both the flank face and the rake faces. This can 
be clearly seen in Figure 3c and Figure 3d, 
which show the two faces of the same tool.    
 
Tool life 
Since no catastrophic failures were observed 
during this short series of experiments, tool life 
was determined as the time when the maxi-
mum width of the flank wear land reached the 
0.6 mm limit. This is illustrated graphically in 
Figure 4 for conventional and Figure 5 for high 
pressure assisted cooling. Sudden increase (to 
over 3 mm) in the width of the flank wear land 
seen in some figures corresponds to the edge 
chipping. Note that only the part of the wear 
curves that was necessary to determine the 
tool life is shown. Therefore the moment of 
edge failure is not seen for some of the tools. 
 
From the results shown in the figures on the 
right it appears that edge failure occurs earlier 
when high pressure cooling is applied, resulting 
in shorter tool life. Moreover, the wear meas-
urements seem to be more scattered making 
the tool life prediction more complicated. Thus, 
this preliminary study suggests that application 
of high pressure cooling is detrimental to the 
life of SiAlON ceramic tools. 
Chip formation 
Despite the reduction in tool life one clear ad-
vantage of high pressure cooling was ob-
served. As can be seen from Figure 6 long con-
tinuous chips were produced when conven-
tional flood cooling was applied alone, while 
short segmented chips were formed when us-
ing high pressure assisted cooling. Continuous 
chips can snarl around the tool and can scratch 
the workpiece. They also tend to form big 
lumps (see Figure 7), which can get entangled 
in the chip disposal equipment and cause un-
planned stoppages. For these reasons, con-
tinuous chips are undesirable, especially in 
automated production, where no operator 
might be available to remove the chips. 
 
 
Figure 4: Flank wear – conventional cooling. 
 
 
Figure 5: Flank wear – high pressure cooling. 
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Conventional Conventional + high pressure 
Figure 6: Effect of cooling on chip formation. 
 
 
Figure 7: Tangling of continuous chips. 
 
5 DISCUSSION 
The reduction in tool life observed in our ex-
periments is inline with the results reported in 
other studies on application of high pressure 
cooling when machining with ceramic inserts. 
The main reason for shorter tool life in these 
studies was accelerated depth of cut notch 
wear. This was not the case in our experi-
ments. Nevertheless it is likely that the phe-
nomena leading to shorter tool life are similar. 
 
Ceramics are known to be sensitive to thermal 
shocks. Therefore the temperature during the 
cutting process should be as even as possible. 
However, Öjmertz and Oskarson [24] suggest 
that in high pressure cooling the chip contact 
length is varying, causing the amount of heat 
generated by the friction to change as well. 
Moreover, oscillation in chip contact length 
means that the access for the fresh coolant to 
the cutting edge is opened and closed in a cy-
clic manner, which further amplifies tempera-
ture variation. This hypothesis sounds quite 
likely. At the start of the growth cycle the chip is 
too short to be seriously affected by the high 
pressure cooling. As it gets longer the jet acts 
on a larger surface area and creates a bigger 
bending moment. This makes the chip curl up, 
thus reducing its contact length. Eventually the 
chip breaks down and the cycle repeats. Under 
such conditions crack propagation can be initi-
ated and can eventually lead to tool failure. 
Ezugwu and Bonney [14] suggest that this 
process can be further accelerated by the jet, 
which is powerful enough to penetrate into the 
existing and newly created  cracks and make 
them propagate. 
 
In the previous sections we have also dis-
cussed that the reduction in chip contact length 
can shift the highest temperature and stress 
zone closer to the cutting edge. This is sup-
ported by our results, where edge failure was 
eventually taking place. We should also note 
here that the jet impingement angle of 45° was 
probably too high. This might have created big 
normal force acting on the chip and this way 
might have contributed to the increase in 
stresses on the cutting edge. 
 
Another possible reason for the increase in 
stresses acting on the tool is work hardening. 
Öjmertz and Oskarson [24] suggest that at high 
pressure the cooling might be so intense that 
hardness of the workpiece would increase, 
which would make it more difficult to cut. If this 
is true, however, the problem can be easily re-
solved by increasing the cutting speed. In that 
case the benefit would be two-fold. This would 
raise the temperature to an optimal level. In 
addition metal removal rate and productivity 
would go up.  
 
Cyclic processes discussed above mean that 
the machining process becomes less stable 
and less predictable. This could explain the in-
creased scatter in wear measurements ob-
served in this study as well as by Öjmertz and 
Oskarson [24]. 
 
6 CONCLUSIONS 
The results of this study suggest that applica-
tion of high pressure cooling has a negative 
effect on the life of SiAlON-based ceramic cut-
ting tools. Possible reasons for that are thermal 
cycling, concentration of high stresses and 
shifting of highest temperature zone closer to 
the cutting edge as well as workpiece harden-
ing. However, it is likely that reducing the jet 
angle and increasing the cutting speed could 
solve some of these problems and yield better 
outcomes. These adjustments were not possi-
ble to make at this stage because of the ex-
perimental design of the high pressure system 
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and speed limitations imposed by the machine 
tool and the size of the workpiece. Therefore a 
bigger scale study with optimized high pressure 
system and cutting parameters needs to be 
performed before making the final conclusion.  
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1 INTRODUCTION 
Throughout AVROPROS project meetings it was emphasized that availability of machine tools was 
crucial for the productivity and smooth operation of the T-case cell. Current availability estimates, 
however, are based on qualified guesses of experienced manufacturing and maintenance engineers. 
Therefore a more precise evaluation of machine tool availability would be useful and could serve as 
a baseline for the improvement efforts. 
The first study on the availability of the machine tools in T-case cell was based on maintenance 
bills and feedback reports describing the repair actions. The results of the analysis were presented 
on 21.05.2008 and showed that equipment availability ranged from 87% to over 99%. The analysis, 
however, also revealed that the maintenance bills and feedback reports were not sufficient data 
sources, which is due to the fact that they were built for other specific purposes. Therefore it was 
concluded that the first estimates did not show the real availability of the machine tools and that 
additional data were need to improve them. 
One possible additional data source was said to be the new e-mail-based failure reporting system, 
the implementation of which was underway at that time. The primary purpose of this system, 
originally referred to as KTT VANMA, was to simplify and speed up the process of reporting of the 
problems to the maintenance company, this way reducing the response time. Moreover the system 
could show the real-time status of the machine tools and was therefore well suited for availability 
analysis. 
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2 DATA COLLECTION 
The following data were collected for the analysis: 
 KTT VANMA messages for the period from 20.05.2008 to 07.11.2008. 
 Maintenance bills. These bills were issued during the period from 01.01.2006 to 16.10.2008 
but only the data from 20.05.2008 to 16.10.2008 were used for analysis.  
 Feedback reports. Reports covered a period from 01.01.2006 to 16.10.2008 but only the data 
from 20.05.2008 to 16.10.2008 were used for analysis. 
 Planned operating time per week per machine tool. 
Figure 1 illustrates the relationship between the data in KTT VANMA and the machine state. In the 
ideal case KTT VANMA should contain at least three messages for each failure. The first message 
is sent at time (b) and informs about the failure, either critical, when the machine is down, or non-
critical, when the machine is in production, but is experiencing some problem. In addition this 
message shows the time (a), when the failure first occurred. The second message informs about the 
start of repairs at time (c). The last message notifies that the repairs have been completed (or at least 
a temporary solution has been found) at time (d) and the machine is ready for production. 
a time, tb c d
Time to report Waiting time Repair time
FailureState
Down
Up
 
Figure 1: KTT VANMA messages. 
As shown in Figure 1, the three messages in KTT VANMA would provide sufficient information to 
determine the downtime and its components for a particular failure. Considering all failures during 
a certain time period the availability of the machine would be evaluated. However, the analysis 
showed that some of the problems were either not reported through KTT VANMA or the 
information about them was incomplete. Moreover, the system was not used to report the preventive 
repairs (only two messages related to preventive repairs were found). Thus it was concluded that 
KTT VANMA messages alone were not sufficient to estimate the availability. For this reason 
maintenance bills and feedback reports were collected in addition. 
Maintenance bills show a complete list of activities on each machine and give an approximate 
amount of man-hours used per each maintenance order. Feedback reports complement the 
maintenance bills by describing the problem and repairs in more detail. However, there are a few 
issues with these reports too: 
 The repair hours in maintenance bills are rounded up to the closest half hour, which for the 
repair time and the downtime are overestimated. 
 Maintenance bills do not provide information about parallel repairs, in which case the 
machine downtime is less than the sum of repair hours. While some parallel repairs are 
mentioned in the feedback reports, there is evidence that they are more frequent than the 
reports show. This problem would also lead to downtime being overestimated. 
 Neither maintenance bills nor the feedback reports give any information about the waiting 
time. Since according to the contract between the case and the maintenance companies this 
time can be up to four hours, ignoring it would lead to downtime being underestimated. 
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 Neither maintenance bills nor the feedback reports show the time it took before the problem 
was reported to the maintenance company, which leads to underestimated downtime. 
Due to the above problems maintenance bills and the feedback reports give a confusing picture 
about the downtime. However, they still provide some useful information and could be used in 
combination with KTT VANMA messages to estimate the availability of the machine tools. 
3 METHOD 
In general machine availability is determined by the technical downtime and the organisational non-
productive time. The latter also includes preventive maintenance. In this study we have focused on 
the technical problems. However, since in practice preventive maintenance and emergency repairs 
are often combined, we have included preventive maintenance in the analysis. Then, technical 
availability of a machine tool can be determined as 
 
, ,
1 1
( )
 
 

 n mfailure i PM j
i j
Planned operating time DT DT
Technical availability
Planned operating time
 (1) 
In the above equation n  and m  are respectively the total number of failures and preventive repairs 
on a particular machine tool, ,failure iDT  is the downtime due to i -th failure and  ,PM jDT  is the 
downtime resulting from j -th preventive repair. 
Downtime associated with an individual failure can be determined from KTT VANMA data. For a 
critical problem, which leads to a complete machine failure, downtime is approximately the time 
between points (a) and (d) in Figure 1. For a non-critical problem, which results in short stoppages, 
but is eventually resolved by the operator and does not bring the machine completely down, 
downtime approximately equals the repair time, i.e. time between points (c) and (d). 
When a failure is not reported via KTT VANMA or is reported incompletely, the missing downtime 
components can be estimated. In the most general case, downtime can be calculated as 
 ( ) ( )    failure KKDT E TTR E WT RT  (2) 
In the above equation TTR  is the time for the machine operator to report about the problem to YYY 
and WT is the waiting time, i.e. the time for YYY to start the repairs after the failure message is 
sent out (see Figure 1). The expected values ( )E TTR  and ( )E WT  would be found by studying the 
failures for which the KTT VANMA data existed. Since it is usually impossible to tell from the 
maintenance bills or the feedback reports whether a problem was critical or not, ( )E TTR  and 
( )E WT  would be added for all failures. 
KKRT  is the repair time in the maintenance bills and   is an error coefficient to compensate for 
earlier discussed inaccuracies in the data given in these bills. This coefficient would be calculated 
by comparing the information about the same failures in the bills and KTT VANMA. 
As mentioned earlier, preventive repairs were not reported via KTT VANMA, thus, the resulting 
non-productive time would have to be estimated. Since preventive maintenance activities are 
usually planed in advance, the machine is down only during the repairs. Then the non-productive 
time can be estimated as 
  PM KKDT RT  (3) 
Finally, substituting the non-productive time due to individual preventive repairs found from 
equation (3) and the downtime caused by the individual failures, calculated from equation (2) or 
KTT VANMA data, into equation (1) the total downtime would be found. 
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4 RESULTS 
In this section the results of the study will be discussed. In addition we will mention a few issues 
with the use of KTT VANMA system that were discovered throughout this work. 
4.1 Downtime Data in KTT VANMA 
To determine the downtime directly, messages about the problem and the completed repairs had to 
be available for all failures and preventive repairs (as will be discussed later, for calculation of the 
response and the repair time, message about the start of the repairs was also needed). However, the 
analysis of KTT VANMA data has showed that records in the system were incomplete. 
Incomplete means two things: (i) for some failures (and all but two preventive repairs) there were 
no records in KTT VANMA system, and (ii) in some cases one or two of the required messages 
were missing. This problem also meant that straightforward analysis of KTT VANMA records was 
not possible, because a message about a problem and the following message about the completed 
repairs sometimes referred to two different physical events. 
To avoid such errors KTT VANMA’s messages were compared against the entries in maintenance 
bills. The summary is shown in Table 1. It should be noted that KTT VANMA implementation date 
was different for different machines. Therefore, the data in the table corresponds to different periods 
and should not be used for comparison of reliabilities. It should also be noted that for some 
machines, for example M11, the number of problems reported via KTT VANMA was grater than 
the number of maintenance orders in the bills. This happened when the problem was reoccurring. 
Then, there were a few physical failures and corresponding KTT VANMA messages, but the costs 
were assigned to one maintenance order. 
Reoccurring failures complicated the matching of KTT VANMA messages with the records in the 
bills. For example, when the problem occurred twice during the same day, it was impossible to tell 
which part of that day’s repairs, shown in the bills, were related to the first and which to the second 
set of KTT VANMA messages. Another problem with matching of the records was the lack of 
information in failure descriptions. We also believe that for some insignificant problems no 
maintenance orders were opened, which for information did not appear in the invoices. 
The last point to emphasize is that, even when both required messages were available, the data was 
not always useful for calculation of the downtime. We have noticed that sometimes, machine status 
 
Number of failures / preventive repairs 
from KTT VANMA installation to 16.10.2008 Machine KTT VANMA installation date* 
Maintenance bills** KTT VANMA 
Matches 
Cases with sufficient 
data for direct downtime 
determination 
M01 16.07.2008 14 4 3 0 
M02 02.09.2008 5 3 2 1 
M03 N/A N/A N/A N/A N/A 
M04 07.09.2008 15 8 8 3 
M05 13.09.2008 12 9 9 4 
M06 28.08.2008 7 1 0 1 
M07 13.08.2008 11 8 5 2 
M08 20.08.2008 12 10 8 5 
M09 10.09.2008 1 1 0 1 
M10 N/A N/A N/A N/A N/A 
M11 13.08.2008 22 27 24 14 
M12 22.08.2008 10 6 4 3 
M13 05.06.2008 37 20 17 10 
M14 25.05.2008 31 14 11 8 
M15 20.05.2008 31 27 24 11 
* Date when the first message was sent via KTT VANMA. 
** Only those orders where physical repairs were carried out. 
Table 1: Comparison of KTT VANMA records against the data in maintenance bills. 
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remained unchanged for rather long time. For example, when repairs were started late in the 
evening, the message that the machine was back in production was sent only next morning. We 
suspect that in such cases repairs were completed the same evening, but the production was not 
restarted and the status of the machine was not changed until the start of the new shift. If so, the 
data could still be used, but the calculated downtime could then include the time, when the machine 
would not be running under normal conditions (unless it was scheduled to operate 24 hours a day). 
Another example is abstract messages, for example: “Forgot to change the status. Machine was in 
production since yesterday afternoon”.  Such messages had to be ignored as it was not clear when 
the production was restarted. 
The conclusion to be drawn here is that KTT VANMA messages did not cover all maintenance 
activities on the machines, or information was insufficient to determine the downtime. Therefore 
the remaining data had to be estimated following the procedure described in Section 3. 
4.2 Estimation of Mean Time to Report 
When a failure occurs, the operator usually tries to fix it. If the problem is resolved, the operator 
might only send a message informing the maintenance company that such problem has happened or 
that it occurs time by time and must be looked at some time later. Otherwise the operator informs 
that the machine is down and must be repaired as soon as possible.  
The study of the time it took before operators informed the maintenance company about the problems 
(either critical or non-critical) is summarised in Table 2. Note that for this analysis the message about the 
problem had to be available and the time when the problem first occurred had to be specified. However, in 
91 out of the total of 165 messages the latter information was missing. We have assumed that in such 
cases the problem was reported immediately and assumed the time to report was one minute. 
Time in minutes 
Type of event Number of  data points Average Minimum Maximum 
Critical failure 112 34 0 800 
Non-critical failure 53 87 1 3242 
OVERALL 165* 51 0 3242 
* Data for the period from 20.05.2008 to 07.11.2008 was used. 
Table 2: Estimation of mean time to report. 
The average time to report turned out to be quite long. We have observed that the time to report was 
particularly long for failures, which occurred at night or during the weekend. Maintenance 
engineers have confirmed that when a problem happens during the night or during the weekend, 
when they are not at work, machine operators sometimes wait until morning before calling for help. 
From Table 2 it can also be noticed that critical failures were reported much quicker. When 
analysing the maintenance bills, thought, it is often impossible to tell whether the problem was 
critical or not. Therefore, when estimating the downtime on the bases of the bills, we would usually 
have to use the less accurate overall average. 
4.3 Estimation of Waiting Time 
The waiting time is the time it takes before maintenance engineers start the repairs after the 
information about the failure is sent out. To study it the message about the problem and the message 
about the start of the repairs were required. However, the latter message turned out to be the most 
often missing one, which is probably due to the fact that the main focus for both the case and the 
maintenance companies is the machine uptime, while the repair time itself is of the secondary 
importance. Abstract messages, such as “Andreas is coming in ten minutes”, or “Gunnar is coming 
to the machine, but must finish with M15 first” were also common. We suppose that such messages 
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were sent to let the operator know that maintenance engineers were aware of the problem, but for 
the analysis most of them were useless. 
The above problems reduced the number of data points available for analysis, which is summarised 
in Table 3. Here again we have distinguished between the critical and non-critical failures. In both 
cases there were a few very long responses, which corresponded to failures that happened during 
the weekend. Nevertheless, a clear difference between critical and non-critical failures can be 
observed. Unfortunately, as mentioned before, when analysing the maintenance bills it is often 
impossible to tell whether the problem was critical or not. Therefore the overall estimates would 
have to be used, which means that the response time and the downtime would be overestimated.  
Moreover, it should be noted that in four additional cases it was possible to determine the lower 
limit and in 38 more cases the upper limit (response time cannot be longer than the total downtime) 
of the response time. Considering these data led to slightly shorter overall average response time. 
Taking into account that the upper limit already means that the response time is overestimated we 
can conclude that the real response time is shorter than that shown in Table 3.      
Time in minutes 
Type of event Number of  data points Average Minimum Maximum 
Critical failure 52 190 0 1698 
Non-critical failure 16 1149 30 6550 
OVERALL 68* 416 0 6550 
* Data for the period from 20.05.2008 to 07.11.2008 was used. 
Table 3: Estimation of mean waiting time. 
4.4 Determining Coefficient ε 
To determine the repair time error coefficient   three conditions had to be met: (i) the messages 
about the start and the completion of the repairs had to be available, (ii) the matching order in the 
maintenance bill had to be found, and (iii) a correlation between the data in KTT VANMA and the 
bills had to exist. 
As discussed in Section 4.3, the message about the start of the repairs was the most often missing 
one, and in Section 4.1 we have mentioned the difficulties when matching the records in KTT 
VANMA system and the maintenance bills. For this reason the data available for this analysis were 
scarce. In total 27 matches were found and were used to check for a possible correlation. 
The results of the analysis are illustrated in Figure 2. It revealed that no clear correlation between 
the two data sets existed. Unfortunately this meant that the error coefficient , which was necessary 
for the estimation of the downtime, could not be found. Thus, at this point we had to stop the 
analysis and conclude that the existing data was insufficient to determine the availability of the 
machine tools.     
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Figure 2: Relationship between repair time in KTT VANMA and maintenance bills. 
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5 CONCLUSIONS 
In this study we have attempted to estimate the availability of the machine tools in the T-case cell. 
Copies of the messages from KTT VANMA failure reporting system as well as maintenance bills 
and feedback reports were collected for this work. None of these data sources alone were sufficient 
to estimate the availability of the machines, thus a model for combining the data from all three 
sources was developed.   
The analysis, however, revealed that in some cases: 
 Records in KTT VANMA system were incomplete or missing. 
 There were difficulties to mach the records in KTT VANMA system and the maintenance 
bills due to assignment of cost of reoccurring failures to the same maintenance order, lack of 
information in failure description and neglecting of insignificant problems. 
 After the late repairs the status of the machines was not changed until next morning. 
 Abstract and usually useless messages were sent. 
 The time when the problem first occurred was not specified. 
 Some of the failures occurring late at nigh or during the weekend were not reported until 
maintenance engineers were back at work. 
 There was no clear correlation between the repair time appearing in maintenance bills and 
the repair time calculated from KTT VANMA data.  
Most of the above issues can probably be attributed to the newness of the KTT VANMA system. It 
can be expected that as people get more used to it the records should become more accurate and the 
analysis could be improved. So far, however, it must be concluded that on the on the bases of the 
available data it was not possible to determine all the required parameters and estimate the 
availability of machine tools in the T-case cell. 
