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ABSTRACT
With the advent of virtual spaces, there has been a need to integrate physi-
cal worlds with virtual spaces. The integration can be achieved by real-time
3D imaging at several geographically distributed locations followed by fusion
of information from multiple virtual and physical spaces. Systems that en-
able such information fusions are called tele-immersive and need to be easily
deployed at many geographically distributed locations. One of the key re-
quirements of these systems is to achieve high quality 3D and appearance
information about physical spaces. Performance of several applications such
as face recognition, activity classication, human tracking, etc. improves
signicantly from it. The quality of information depends on placement of
stereo cameras and color constancy of scene appearance from multiple imag-
ing devices. Thus, an important challenge in the deployment is the optimal
placement of stereo cameras and color adjustments. Placement of stereo cam-
eras directly impacts 3D reconstruction error and spatial resolution achieved
(the quality of 3D information). In addition, color adjustments are needed
to produce artifact-free and visually appealing rendered results (the qual-
ity of appearance information). The color adjustments include calibrating
inter-camera color responses and matching measured colors to actual colors.
This dissertation addresses two problems of improving the quality of 3D
video obtained from stereo cameras. First, we consider the placement of
multiple stereo cameras in order to minimize 3D reconstruction error and
satisfy the resolution requirements specied by the user. In order for the
user to specify the resolution requirements in space, we present a activity
model framework for the user to concretely describe the minimum resolution
required. Based on this resolution specication from the user for dierent
activities, given by the activity model, this dissertation optimizes the place-
ment of stereo cameras. Placement of stereo cameras diers signicantly
from the placement of 2D cameras in terms of objectives and applications.
This dissertation nds the best placement for stereo cameras according to
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by minimizing the uncertainty in stereo depth estimation as well as satisfy-
ing dierent constraints by the user such as minimum resolution required,
360o placement, room geometry, etc. Using this, we show the improvements
achieved according to our placement as opposed to other ad-hoc placement
techniques, such as nearest, farthest and random. We also present the ef-
fects of dierent type as well as number of activity models upon the camera
placement.
The second problem which this thesis addresses is that of color constancy
across multiple cameras. The problem of color constancy is important as
consistent inter-camera color responses are needed to produce artifact-free
and visually appealing rendered results. Also, the determined color should
be similar to actual color. This is a complex problem as dierent cameras
have dierent color responses, even with same hardware settings. We use
Gretag MacBeth Color Checker chart to achieve similar response for dier-
ent cameras. In this thesis, we present algorithms for determining the best
hardware register value settings as well as additional software based trans-
forms to achieve more ne-grained renement.
In addition to these, this thesis also presents three user studies to better
understand the parameters that most impact the performance. In rst study,
we study the impact of communication media on remote collaboration. We
compare 3D video tele-immersive, 2D video Skype and face-to-face for col-
laboration in a remote product development scenario. In second study, we
seek to understand the importance of various tele-immersive system param-
eters for virtual-physical interaction. The task is that of moving a virtual
ball to a basketball basket, and it requires localization, orientation and mo-
tion coordination for a human in tele-immersive environment to complete the
task. Finally, in third study, we study the eect of cues and view presenta-
tion styles upon the ability to regain proprioceptive abilities. We consider
wheelchair basketball players maneuvering the wheelchair as the activity and
seek to compare the eectiveness of 3D tele-immersion over other cues and
view-presentation styles.
iii
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1 INTRODUCTION
Through the progression of faster internet connections, video compression,
and voice over IP, people around the world have not only accepted, but rely
on the remote presence capabilities provided by modern web conferencing
systems. Freely available examples of such systems, usually in the form of
instant messaging services, include Skype, Yahoo Messenger, AOL instant
messenger, Google Talk, and Apple's iChat. Though considered on the low
end of video/audio quality, these applications are widely used for everything
from simple correspondence, to remote collaboration/coordinate/education,
to long distance relationships. More recently, a market has formed for various
high end, life-size tele-presence systems. Examples of such as systems include
HP Halo room [1], Cisco [2], and Polycom [3], that provide HDTV-quality
face-to-face meetings, and are starting to become part of business life. Over
the last decade or so, we have seen a major rise of distributed users partic-
ipating in remote communication systems whether it be instant messaging
(with or without audio/video), twitter, multi-player online games, and even
scientic computing groups interactively exploring data in immersive virtual
reality (VR) environments called CAVEs [4][5][6]. The overall trend is clear
in showing that people have a strong desire for geographically distributed
communication and interaction.
The last few years have also shown us advances in new and emerging sen-
sory technologies, such as 3D video cameras, microphone arrays, and other
multimedia Input/Output devices. Such new technologies have the great po-
tential of enhancing interactivity within tele-presence systems. In addition,
the conuence of 3D video and VR graphics with spatial audio is coming
together, allowing for much richer interactive environments and new excit-
ing technological developments in the area of computing and communication
platforms, e.g., integration of the Central Processing Unit (CPU) and the
Graphics Processor Unit (GPU) into a single unit [7][8][9], or support of
virtualized systems and networks [10], the next generation Internet Global
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Environment for Network Innovations (GENI) project, Future Internet De-
sign (FIND) project, and others.
Figure 1.1: Immersed scenes involving participants.
Specically, tele-immersive systems [11][12][13] are attracting a lot of at-
tention these days and are emerging as the future of video-mediated inter-
action. Such systems create 3D immersive experience in a shared virtual
space for geographically distributed users. This is achieved by realistic 3D
reconstruction of the scenes in virtual space in real time using multiple cam-
eras at each of several dierent geographical locations. Recent preliminary
examples of such tele-immersive integrations include (a) HP's Colliseum con-
ferencing system [14] where 3D cameras are placed in front of a PC and a 3D
video of an individual's head is placed into a graphical VR environment with
other distributed participants; (b) NCSA/UIUC and UCB/UIUC two-site
TEEVE (Tele-Immersion for Everybody) systems [15][13] where 3D cameras
are placed around each participant in two physical spaces so that they can
be immersed in a shared VR space (see Figure 1); and (c) UNC/UPenn two-
sites tele-immersive experiments [16][17][18]. Example applications of such
tele-immersive systems involve sport training and regaining proprioception
of wheelchair basketball players [19], training martial arts [13], remote mon-
itoring of physiotherapeutic patients [11], annotating dance movements [20],
remote learning and rehabilitation [21][22], oce environment [23] and so on.
We have already engaged in exposing the tele-immersive technology to the
community of wheelchair basketball players, dancers and social scientists.
Two examples from our experiments are shown Figure-1.1. In the left gure,
two participants are immersed in a virtual environment along with virtual
markers on the oor and had to perform an exercise in the virtual space. In
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the right gure, the two participants are located at UIUC and UCB and are
performing a dance together.
1.1 Need for Better Visual Quality
Tele-immersive systems [24][25] enable fusions of 3D information from physi-
cal and virtual spaces over several geographically distributed locations. With
more advanced hardware, tele-immersive systems have a high potential of
being deployed in many applications. The main requirement for all the ap-
plications is to have high quality 3D information, where quality refers to
high spatial density in 3D space, high accuracy and low uncertainty of 3D
information, good visual perception and rendered quality, color and high
temporal frame rate of 3D and color information updates. As example of
various artifacts due to bad rendered quality are shown in Figure 1.2.
Figure 1.2: Example of bad visual quality.
Stereo cameras are used as 3D imaging devices in tele-immersive systems.
Stereo cameras as 3D imaging devices and their placement have a signicant
impact on the quality of 3D information obtained. The placement directly
impacts 3D reconstruction error and spatial density (referred to as spatial
resolution in 2D cross sections of 3D space). Given limited performance of
3D imaging sensors in terms of their spatial resolution and the nite number
of stereo camera available for imaging, one has to optimize the stereo camera
placements with respect to application dependent priorities on accuracy and
density of 3D information.
3
In addition, the camera parameters need to be adjusted for color con-
sistency among them. Color consistency is dened as same color response
amongst dierent cameras under dierent illumination conditions. Tele-
immersive applications require consistent inter-camera color responses to
produce artifact-free and visually appealing results. Unfortunately, most
cameras, even of the same type, do not exhibit consistent color responses.
This is due to, for example, aperture variations, variations in CCD sensor
fabrication, camera noise due to dark current or shot noise, and interpolation
artifacts arising from the reconstruction of a full-resolution color image from
a half-resolution Bayer pattern image.
Given a specic activity, the quality of information obtained from stereo
cameras depends upon the following factors:
1. Camera hardware specications (intrinsic parameters e.g. focal length,
eld of view, CCD pixel size).
2. Illumination hardware specications (spectral, temporal and geometri-
cal characteristics of light sources).
3. Placement of illumination sources and their settings.
4. Placement of cameras and their settings for dierent spectral illumina-
tion sources.
5. Accuracy of information integration (spatial registration, temporal syn-
chronization, spectral calibration)
6. Spatial, temporal and spectral properties of a static scene.
7. Spatial, temporal and spectral characteristics of the activity of interest.
We focus on addressing two problems, viz. placement of stereo cameras
and spectral (color) calibration during information integration. In this dis-
sertation, we propose to tackle the problem of 3D and appearance infor-
mation quality by designing an activity model to place stereo cameras and
an illumination model to ensure color constancy under varying illumination
conditions. The automated placement framework is needed in order to elimi-
nate ad-hoc experimentation and sub-optimal camera placements for various
activities. Similarly, the color calibration is needed to deliver high quality
information for rendering and visual inspection.
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The result of this dissertation are a common framework for delivering high
quality 3D and appearance information in 3D videos. The primary use of the
framework is for the rehabilitation and educational applications by citizens
with disabilities [26][27][28]. There are several applications that will benet
from such a framework including monitoring, surveillance, tracking applied
to study social networks or to support creative art. Other applications such
as feature extraction and searching in 3D videos [29][30] also have a direct
benet from it.
1.2 Overview of Tele-Immersive System
TRANSMISSIONLEVEL
GATEWAYPCCONTROLPC
INTERNET2
ETHERNET
RENDERINGPC
DISPLAY
CAMERAS&
PCs
USER
CAPTURINGLEVEL DISPLAYINGLEVEL
Figure 1.3: Tele-immersion Application Model.
The tele-immersive system is modeled as a distributed multi-tier applica-
tion that consists of several participating environments (Figure 1.3). Each
environment has three tiers: capturing, transmission, rendering. Figure 1.4
shows tele-immersive lab setup at NCSA, UIUC and CS, UIUC.
The capturing tier is used for 3D scene acquisition and reconstruction
in real time. It consists of a set of 3D cameras organized in 180   360
within a room of the participating environment. In the old setup, each 3D
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(a) Setup at NCSA, UIUC
(b) Setup at CS, UIUC
Figure 1.4: Setup of tele-immersive lab.
camera cluster consisted of four 2D cameras, three of which are used for
trinocular 3D reconstruction and one for color and texture acquisition, as
shown in Figure 1.5(a). Each cluster was connected to a camera host PC that
computes the depth map from the three 2D images (i.e., 3D reconstruction).
In our new setup, it consists of TYZX G2 stereo network cameras. These
cameras have onboard processor and generate color and depth frames at a
rate of 35 fps. Such a camera is shown in Figure 1.5(b). The control PC (as
shown in Figure 1.3) is responsible for synchronizing all the camera to take
images from their viewpoint at the same instants of time.
The transmission tier in each tele-immersive environment has a service
gateway which is responsible for data dissemination across the participating
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(a) A custom built trinocular stereo cluster
(b) A TYZX DeepSea G2 stereo network camera
Figure 1.5: Cameras used in tele-immersive setup.
sites. Locally, the gateway collects a compressed 3D video stream from each
camera PC. Over Internet2, it exchanges the streams with the gateways
in other participating sites, and performs tasks including trac shaping,
multi-stream coordination/synchronization, and skew control. In the current
architecture, this level receives the compressed 3D video streams, shapes
them and sends them over the Internet to the receiving nodes within a remote
room. This is wired network with very high bandwidth.
Finally, the rendering tier consists of a set of displays, each hosted by a
renderer PC that receives the 3D video streams of all participating sites from
its local gateway, decompresses them, and renders them into an immersive
video containing all participants.
The capturing level consists of N identical 3D cameras organized around
the subject and synchronized. At time Tj, each camera captures one frame
7
Figure 1.6: The 52 inch displays used to view the virtual environment.
of depth image from its viewpoint. So, at time Tj, the remote renderer uses
N 3D reconstructed frames to show the same scene from dierent viewing
angles.
One major challenge is to accommodate the huge data rate requirement
from the application layer: 500  312 images for 16 bit depth values and
500312 images for 24 bit color (r,g,b), which gives 500312(16+24 bits) =
6; 240; 000 bits of depth+color data per frame. Furthermore, at 30fps total
data produced becomes 6; 240; 000 30 fps = 187:2 Megabits per second per
camera. Currently, NCSA has an Ethernet connection with a bandwidth of 1
Gigabit/second. Therefore, the maximum number of cameras simultaneously
streaming data are limited to a maximum of Integer(1000=187:2) = 5.
1.3 Contributions and Dissertation Outline
In this dissertation, we propose an activity model to describe the activ-
ity requirements, algorithms for ensuring color constancy as well as camera
placement for stereo cameras and subjective evaluation of their impact on
dierent activities. This dissertation has the following contributions:
Activity Model: We present a framework for the user to describe the
requirements of an activity. Using this framework, user can specify the re-
quirements in space for resolution. We present three dierent kinds of 3D
activity models: ellipsoid, cylinder and cuboid. 2D activity model, where
the requirements vary across 2D horizontal space, is a special case of cylin-
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drical activity model and sphere is a special case of ellipsoid, with all the
three radii being equal. The main novelty of activity framework is that it al-
lows the user to mathematically describe the regions in space where a higher
resolution is required as well as the minimum resolution which should be
assigned to those regions. An activity model is a collection of pivots, along
with corresponding resolution zones. Pivot refers to the point in space where
a ner and detailed view is required and thus the resolution requirements
are the highest. This is up to the user to specify the number of pivots in
space. Around the pivot, there are activity zones. Activity zones specify the
reducing resolution requirements as one goes farther away from the pivot.
The shape of the activity zone depends upon the kind of 3D activity model
used by the user for that pivot: ellipsoid, cylinder or cuboid.
Camera Placement: Based on this resolution specication from the user
for dierent activities, given by the activity model, this dissertation optimizes
the placement of stereo cameras. The user species the resolution require-
ments in dierent regions of space by specifying dierent kinds and numbers
of activity models. Camera placement is dependent upon the activity model
since the cameras will be placed in such a manner as to satisfy the minimum
resolution requirements of the activity model. Placement of stereo cameras
diers signicantly from the placement of 2D cameras in terms of objec-
tives and applications. Solving this problem is important as the placement
of stereo cameras directly impacts 3D reconstruction error and spatial res-
olution achieved. In this dissertation, we explore the placement of multiple
(greater than one) stereo cameras. This dissertation nds the best placement
for stereo cameras according to by minimizing the uncertainty in stereo depth
estimation as well as satisfying dierent constraints by the user such as min-
imum resolution required, 360o placement, room geometry, etc. Using this,
we show the improvements achieved according to our placement as opposed
to other ad-hoc placement techniques, such as nearest, farthest and random.
We also present the eects of dierent type as well as number of activity
models upon the camera placement.
Color Constancy: The other aspect of this dissertation is in achieving
color constancy across multiple cameras. The problem of color constancy is
important, as consistent inter-camera color responses are needed to produce
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artifact-free and visually appealing rendered results. Also, the determined
color should be similar to actual color. This is a complex problem as dierent
cameras have dierent color responses, even with same hardware settings.
We use Gretag MacBeth Color Checker chart to achieve similar response
for dierent cameras. In this thesis, we present algorithms for determin-
ing the best hardware register value settings as well as additional software
based transforms to achieve more ne-grained renement. The novelty of
this work includes proposing four algorithms for o-line hardware-based cal-
ibration, which achieve color constancy across multiple cameras by searching
the space of camera parameters (registry values) and optimizing them with
respect to pre-dened colors of Gretag MacBeth Color Checker chart, and
using a metric selected to match human perception. Other novelty includes
proposing three methods for o-line software-based calibration, which further
rene color calibration results. The main strength of this work is that once
the parameters for hardware and software calibration are computed o-line,
those transforms can be applied in real-time.
Subjective Evaluation: In addition to presenting the algorithms, we also
look at the subjective impact of dierent visual quality parameters on the
performance of activities of users in tele-immersive spaces. Since the re-
sources of tele-immersive spaces are limited, there is a tradeo present in
improving the visual quality. An example of such a tradeo is between 3D
depth video versus high-resolution 2D video. Since the network bandwidth
is a bottleneck, there is a tradeo whether users would require a lower reso-
lution 3D video with depth information available or would they like a high
resolution 2D video. Through subjective evaluation, we determine relative
importance of dierent parameters and as a result, those parameters can be
a focus of greater improvement.
This dissertation is arranged as follows. Chapter 2 presents related work
in this area. Chapters 3 and 4 discuss our evaluations of the tele-immersive
system using human subjects. Chapter 3 discusses our experiments to de-
termine the impact of quality of tele-immersion on the performance as well
as comparative evaluation of tele-immersion over other collaborative modes.
In Chapter 4, we design immersive environments for wheelchair basketball
players to regain proprioception and we our determination of the importance
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of dierent cues for the same. Chapter 5 presents our algorithm to deter-
mine the optimal placement of stereo cameras for homogenous requirements
in physical space. We also discuss the algorithm for camera placement for
heterogeneous requirements. It also presents an activity model using which
users can specify their resolution requirements in space. Chapter 6 discusses
an algorithm as well as its evaluations for ensuring color constancy across
multiple geographically distributed cameras. Finally, we conclude the scope
of work in Chapter 7 and discus the future directions of our research.
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2 RELATED WORK
We summarize the related work in four main parts: (1) existing systems, (2)
camera placement, (3) color constancy, and (4) inter-personal coordination
in immersive environments.
2.1 Existing Systems
Most existing immersive systems fall into three main categories. Immersion
or presence can be regarded as how powerfully the attention of the user is
focused on the task in hand. Immersion presence is generally believed to
be the product of several parameters including level of interactivity, image
complexity, stereoscopic view, eld of regard and the update rate of the
display.
2.1.1 Computer Supported Learning
These systems have traditionally been termed Computer-Aided/Assisted In-
struction (CAI) (for example [31][32]) and have contributed signicantly to
the use of computers in education, however they traditionally focus on indi-
vidual learners working on a local computer to accomplish cognitive learning
objectives [33]. Distance Education (DE) [34] is an extension of CAI to
enable remote students to access course content. A number of dierent tech-
nologies and methods, ranging from simple downloading of textual content to
sophisticated streaming digital video, have been employed for DE [35]. They
presented dierent developments in this ares such as web-based learning,
synchronous conferencing technologies, print, television, and radio and audio
cassettes, etc. Traditional DE still focuses on content delivery to individual
students accomplishing cognitive learning objectives [36].
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2.1.2 Collaborative Systems
Collaborative Systems are often referred to by the all-encompassing term
\GroupWare", coined by MIS researchers Paul and Trudy Johnson-Lenz [37].
Collaborative systems can range from email, online discussion groups and In-
ternet chat rooms to sophisticated Group Decision Support Systems. There
are two main streams of academic research in this area: Group Support Sys-
tems (GSS) (for example [38]) and Computer-Supported Collaborative Work
(CSCW) (for example [39]). Group support systems (GSS) is an information
technology designed to improve group work, may therefore have useful appli-
cation to strategic planning. A GSS may assist the communication aspects of
group meetings by providing process support to improve interaction among
participants and process structure to direct the pattern or content of the
discussion. GSS may also provide task structure, such as structured analy-
sis and modeling techniques, and task support, such as access to important
task information. CSCW addresses: \how collaborative activities and their
coordination can be supported by means of computer systems." On the one
hand, many authors consider that CSCW and groupware are synonyms. On
the other hand, dierent authors claim that while groupware refers to real
computer-based systems, CSCW focuses on the study of tools and techniques
of groupware as well as their psychological, social, and organizational eects.
2.1.3 Immersive Presence Systems
There are several such systems developed by the researchers over the past
few years. Geology Explorer [40] is a virtual world where learners assume
the role of a geologist on an expedition to explore the geology of a mythical
planet. Learners participate in eld-oriented expedition planning, sample
collection, and \hands on" scientic problem solving. To play the game,
students are transported to the planet's surface and acquire a standard set
of eld instruments. They are issued an \electronic log book" to record
their ndings and, most importantly, are assigned a sequence of exploratory
goals. The students make their eld observations, conduct small experiments,
take note of the environment, and generally act like geologists as they work
towards their goal. A scoring system has been developed, so students can
compete with each other and with themselves.
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The Virtual Cell [41] is an interactive, 3-dimensional visualization of a
bio-environment. VCell has been prototyped using the Virtual Reality Mod-
eling Language [42], and is to be available via the Internet. To the student,
the Virtual Cell looks like an enormous navigable space populated with 3D
organelles. In this environment, experimental goals in the form of question-
based assignments promote deductive reasoning and problem-solving in an
authentic visualized context.
The Virtual Archaeologist [43], is designed to give students an authentic
experience that includes elements of a) exploration of a spatially oriented vir-
tual world, b) practical, eld-based decision making, and c) critical thinking
for scientic problem solving. The objectives of the project include assess-
ment of student performance, evaluation of instructor feedback, and incor-
poration of that information into the continuing design of the system. The
larger objective is the distribution of this experience to archaeology students
around the world.
The Tele-Immersion system developed by UNC Chapel Hill is deployed
over the Internet2, in order to cope with its considerable trac demand.
The entire architecture of the network transport service also needs complete
innovation. [44] proposed a cluster-to-cluster architecture. Here, gateways
are inserted at both ends of the path, which aggregate and regulate all data
ows through them. This solution was shown to well address the synchronous
arrival and racing condition among multiple camera streams.
Andrew Jones et al. at USC have developed a 3D video teleconferencing
system [45]. In their work, they developed a one-to-many teleconferencing
system which uses a novel arrangement of 3D acquisition, transmission, and
display technologies to achieve accurate reproduction of gaze direction and
eye contact. They target the common application where a single remote
participant (RP) wishes to attend a larger meeting with an audience of lo-
cal participants. In this system, the face of the RP is three-dimensionally
scanned at interactive rates while watching a large screen showing an angu-
larly correct view of the audience. The scanned RP's geometry is then shown
on the 3D display to the audience.
Electronic Visualization Laboratory (EVL) at UIC, which was founded by
Prof. Thomas A. DeFanti, and currently being led by Prof. Jason Leigh, is
active in developing tele-immersion solutions. Since the development of the
CAVE Virtual Reality Theater [46] in 1992, EVL's major area of expertise
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has been the research and development of software, hardware, networking
and communications tools for Virtual Reality. In 1995 EVL developed the
ImmersaDesk [47]. Current research focuses on collaborative virtual envi-
ronments and tele-immersion. EVL develops projection-based Virtual Re-
ality hardware, software and applications. Projection-based VR is exactly
the same as Head-mounted VR, except you don't have to carry the display
equipment. The same mathematics and depth cues are given, allowing the
user to experience a three dimensional virtual environment. The projection
system allows more use of peripheral vision and the user can see his or her
body in the environment.
Industrial Immersive Presence Systems
HP research labs have been developing several systems. Coliseum [48] is a
desktop-based immersive conferencing system. Here, the 3D view of a user
is captured by multiple cameras, extracted from background, then recon-
structed and embedded into the virtual environment. Finally, 2D video is
created by locally rendering the 3D scene from the user-dened viewpoint,
then streamed to the network. HP Halo telepresence and video conferenc-
ing system [49] provides life-size, eye-to-eye video conferencing giving par-
ticipants the sense of being in the same room together. Halo features high
bandwidth communication, complete soundproong, high quality screens and
cameras and, equally important, \lm-set" discipline in lighting and room
design, ensuring consistency and continuity. This was designed in collabora-
tion with DreamWorks Animation. Halo facilities are popular among users
and preferred to traditional video teleconferencing systems. There is a gen-
eral consensus that Halo meetings are lively and highly interactive with most
users unable to perceive any transmission delay.
Cisco has also developed and commercialized a telepresence system, similar
to Halo, called Cisco Telepresence [50]. This system provides high-denition
1080p video, spatial audio, and a setup designed to link two physically sepa-
rated rooms so they resemble a single conference room even though the two
rooms may be on opposite sides of the world. They have various solutions
for dierent number of participants and the number of sites and dierent
equipment available in the room.
Other industrial work in this area is of Polycom, who also have devel-
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oped their immersive telepresence conference and operations management
suite [51]. Polycom entered the video conferencing market in 1998. Polycom
introduced the ViewStation product line which became the market-leading
video conferencing solution in its rst quarter of shipment and included mod-
els with embedded multipoint capabilities, content sharing capabilities, and
support for the emerging H.323 IP network protocol. In 2000, Polycom in-
troduced a personal desktop video conferencing appliance called ViaVideo.
The compact, softball-sized device was essentially a webcam with onboard
processing capabilities, to oset the compute limitations of most desktop
and laptop computers at the time. As computer processing power increased,
Polycom transitioned the desktop solution to a software-based client called
Polycom PVX. In 2008, Polycom delivered the Polycom Converged Man-
agement Application (CMA) a next-generation video network and system
management application for provisioning and managing video networks. The
CMA includes an application for broadscale desktop video called CMA Desk-
top. Later that year, Polycom introduced the Distributed Media Applica-
tion (DMA) 7000, a network-based application that manages and distributes
multipoint video calls within an enterprise network environment. Toward the
end of 2008, Polycom also announced its plans to support higher resolution
- 1080p and 720p at 60 frames per second (same frame rate as TV) - across
its visual communication product line (endpoints, telepresence solutions and
infrastructure solutions) and introduced the HDX 8006, its rst endpoint
supporting 1080p/720p 60fps.
Other smaller companies in this area are the following ones. Teleris [52]
is a provider of telepresence systems, managed services, and network con-
nectivity. The company oers their VirtuaLive telepresence system as a
unied room addressing the complete environment, a modular system with
a smaller footprint, and a single screen executive system. The company's
InNET network provides connectivity to a client's existing locations and
to the other members of the InNET network. AT&T Telepresence Solution
[53] oers managed telepresence, video conferencing and network services via
the high-performing, AT&T global MPLS network. In addition, AT&T of-
fers equipment resale, professional services and connectivity to the AT&T
Business Exchange - a unique network-based capability for intercompany
collaboration that aords secure connections to other subscribers.
Digital Video Enterprises Tele-Immersion Room [54] is a seamless 9 ft
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telepresence display that hides the camera and doubles as a 3D visualization
platform. The company's T-50 small group system and the Executive Telep-
resence System (ETS) feature hidden cameras, lockable cabinets, and can
improve the experience of existing deployments of videoconferencing systems.
The company's holographic podium delivers the illusion of a life-size speaker
that can be located anywhere in the world. The company also specializes in
telepresence and virtual reality eects/displays for events. TelePresence Tech
[55] is a provider of aligned eye contact with life-size telepresence attendees
displayed within the three dimensional setting of the room. The patented
conguration of direct view of the displayed participants provides superior
clarity and realism while hiding the camera from view. Within the excep-
tionally large display area participants can stand and move freely without
having their heads cut o or being divided into separate screens. TelePres-
ence Tech has a full range of products from full rooms solutions down to a
portable mobile 3D TelePresence system.
BrightCom [56] is the designer and manufacturer of fully integrated, pro-
cessor based, and software driven, telepresence and video conferencing solu-
tions. The company oers a wide range of options to connect people, con-
tent and data from home oces, mobile devices, desktops, conference rooms,
work spaces and telepresence suites simultaneously around the world. Bright-
Com's Lumina Telepresence allows for life-like, instant communication.The
company's Visual Collaboration Solution 2.0 provides the infrastructure for
Lumina Telepresence and ClearView Video Conferencing Solutions. Unlike
other solutions, VCS 2.0 is a single network appliance that provides busi-
nesses with meeting administration, meeting scheduling, a complete set of
web conferencing features and NAT rewall traversal. Magor Communica-
tions [57] allows for seamlessly integrating advanced data collaboration ca-
pabilities into a peer-to-peer HD video conferencing experience, the Magor
TeleCollaboration HDWorkPlace family dramatically improves the eective-
ness of video-based meetings. By extending basic video scaling principles
with segmentation and adaptation, Magor TeleCollaboration sets the bench-
mark for Good Network Citizenship for enterprise video conferencing solu-
tions, delivering 1080p video and collaboration without overburdening the
network or signicantly increasing IT costs.
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2.2 Camera Placement
Related work can be divided into multiple categories according to the tar-
geted application domain and its specic setups (e.g., number of cameras,
type of cameras, or type objects). Furthermore, related work diers in terms
of modeling the working space, optimization approaches and metrics used as
cost functions for optimization purposes. We selected several past eorts to
illustrate the relationships to our work.
The problem of camera placement has been studied in four dierent appli-
cations such as pedestrian and transportation safety, industrial applications,
surveillance and human-computer interaction. It is assumed in these appli-
cations that all locations in the eld of view are equally important which is
dierent from the tele-immersive applications.
2.2.1 Placement of Single Camera Systems
Studies of the camera placement problem originally started with a single 2D
camera [58, 59] and the approaches were later extended to the placement
problem of multiple 2D cameras [60, 61]. Our work has tackled the same
problem of placing multiple cameras but is dierent by considering a set of
stereo cameras instead of 2D cameras. The dierence in camera types leads
to a priority shift in the placement from primarily avoiding occlusions with
2D cameras to improving 3D reconstruction accuracy and spatial resolution
with stereo cameras.
To a large degree, the previous works have modeled the camera placement
problem as an optimization problem. However, the problem domain and goals
of previous work are quite dierent from ours. In single camera systems, work
by Cown et al. [58] optimizes the camera locations from which a specied
set of object features can be viewed. Sakane et al. [59] developed a system
that nds possible camera positions using a `generate and test' strategy. This
is for the inspection of an object tessellated by a sphere of a given radius.
For camera placement, the main task constraint considered is edge visibility.
The sensor is positioned to minimize the occlusion of selected feature edges.
However, as opposed to these our work focuses on placement of multiple
stereo cameras.
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2.2.2 Placement of Multiple Cameras
Work in multiple camera placement systems can be further divided into ob-
serving a xed object versus a moving target. For a xed target, Olague and
Mohr [60] have proposed uncertainty analysis for placing multiple cameras.
They approximated the projective transformation of a camera using Taylor
expansion, and used a scalar function of the covariance matrix as the un-
certainty measure. However, the main drawback of their approach is that
the cameras are constrained to be placed on a spherical shape for a single
target object. This is dierent from our placement where the cameras need
to be placed in the room for observing humans. In addition, their approach
can only handle a very small number of cameras. Wu et. al. [61] proposed
a computational technique to estimate 3D uncertainty volume by tting an
ellipsoid to intersection of projected error pyramids. The reason why their
approach cannot be applied to solve the problem in tele-immersive space is
that their solution for error calculation is based on numerical method. As
a result, their method can only be applied to simple situations and general
situations that extend beyond simple parallel or vergence stereo would be
dicult to consider by analytic methods. As opposed to both of these, our
solution is based on an error measure derived from actual 3D localization
error by using the relationship between disparity error and stereo 3D local-
ization error. In addition to this another drawback of these is that both
these papers assume uniform resolution requirements over the entire working
volume and consider limited image resolution as the only cause of 3D un-
certainty. Also, the computational complexity of this approach only allows
solutions involving only a few cameras.
More recently, Ilie et. al. [62] have presented a stochastic state-space qual-
ity metric for use in controlling active camera networks aimed at 3D vision
tasks. The metric provides an estimate of the aggregate steady-state uncer-
tainty of the 3D resolution of the objects of interest, as a function of camera
parameters such as pan, tilt, and zoom. The reason why their method cannot
be applied to our case of 3D cameras is that their algorithm is developed for
Pan, Tilt, Zoom (PTZ) cameras for surveillance purposes. They try to derive
a combined quality metric which would generate various congurations for
cameras as well as compare those congurations. They assume the input
from a separate tracking device, which can track the trajectory of moving
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people in space and based on those known trajectories, their method tries
to limit the search of congurations to those regions of 3D space only. The
dierence in our 3D tele-immersive system is that the cameras are xed and
static, as opposed to PTZ cameras and the trajectory of motion of the object
of interest is not known in advance, as they are assuming. One of the main
drawbacks of this work is that the work is not yet complete. They have only
presented the quality metric and not update equations. The update equa-
tions are used to solve the optimization problem. They are more focused on
active camera networks, which are dierent from ours. Smith et. al. [63] have
presented a multi-zoom framework for activity analysis. They were incorpo-
rating multiple levels of zooms by detecting and tracking heads and hands in
a scene. Their approach is limited to small workspace with little movement.
The reason why this approach cannot be used in 3D tele-immersive system
is that their work is about nding the correspondence between the tracked
objects in dierent levels of zoom so that the surveillance and object recog-
nition can take place eectively. They have not proposed any algorithm to
determine the best camera locations for recognition purposes. In addition to
this, their approach only deals with 2D cameras and does not incorporate
many of the necessary requirements for camera placement in tele-immersive
system, such as 3D depth accuracy, 360o visibility, etc.
Some work has been done for observing a moving target. Cowan et al. [64]
have experimented with methods to place multiple sensors and overcome the
occlusion problems associated with 3D objects. Their approach used models
of the object and the camera and was based on meeting the requirements
that: the spatial resolution be above a minimum value, all surface points be
in focus, all surfaces lie within the sensor eld of view and no surface points
be occluded. Their approach converted each sensing requirement into a ge-
ometric constraint on the sensor location, from which the three-dimensional
region of viewpoints that satises that constraint is computed. The reason
why their approach cannot be applied in our case of tele-immersion is that
they have just dened ways to mathematically convert the sensing require-
ments into a geometric constraint on the 2D camera location. They have not
proposed any optimization algorithm to actually determine actual camera
locations. In addition to this, their proposed solutions are for 2D camera
requirements such as visibility, resolution, etc. and do not address the 3D
depth accuracy requirement, as is needed in 3D stereo cameras. Recently,
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Cerfontaine et al. [65] have proposed a method to determine the optimal
camera alignment for a tracking system with multiple cameras by specifying
the volume to be tracked and an initial camera setup. They used optimization
strategies based on methods usually employed for solving nonlinear systems
of equations. The algorithm automatically optimizes the whole setup by ad-
justing the given set of camera parameters. One can steer the optimization
towards dierent goals depending on the desired application, e.g. the widest
possible volume coverage or maximum camera visibility to overcome heavy
occlusion problems during the tracking process. The main drawbacks of us-
ing them in our application of tele-immersion is that although these works
have introduced the concept of high priority 3D volumes, most of these cam-
era placements are for person tracking applications with 2D cameras rather
than 3D stereo cameras and hence are focusing more on occlusion due to a
eld of view than on accuracy and density of reconstructed 3D information.
Table 2.1: Taxonomy of Previous Works on Multiple Camera Placement.
Previous work Quality Factors Considered
Yi et al. [66] Brightness, Contrast
Cowan et al. [67] Resolution, Focus, FoV, Occlusion
Tarabanis et al. [68] Focus, Depth of Field, FoV, Occlusion
Fleishman et al. [69] Resolution, Occlusion
Welch et al. [70] Resolution, FoV, Occlusion
Mason et al. [71] Resolution, Focus, FoV, Occlusion, Object distance
Saadat et al. [72] Resolution, Focus, FoV, Occlusion
Denzler et al. [73] Field of View
Wu et al. [74] Resolution, Focus, 2D Quantization error
Chen et al. [75] Resolution, Occlusion
Olague et al. [76] FoV, Occlusion, Incident angle
Allen et al. [77] Resolution, FoV, Occlusion, Object distance
Chen et al. [78] Resolution, Contrast, Focus, FoV, Occlusion
Bodor et al. [79] FoV, Object distance, Incident angle
Mittal et al. [80] Resolution, Focus, FoV, Occlusion, Incident Angle
Yous et al. [81] Resolution, Focus, FoV, Occlusion, Incident Angle
Ercan et al. [82] Localization error, FoV, Occlusion
Farrell et al. [83] Localization error, FoV
Dierent researchers have considered dierent quality factors for the cam-
era placement. A taxonomy of dierent works, along with the quality factors
considered for their works is shown in Table 2.1. This involves, given knowl-
edge about the cameras, the environment and the required task, determine
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the camera congurations (placement and other parameters) that best sat-
isfy the task requirements. Methods for these includes: generate and test
[66], synthesis [67][68], simulation [69][70] , expert systems [71] and fuzzy
logic [72]. A comprehensive review of these methods can be found in [84].
These methods provide dierent general strategies using which, the sensors
can be placed eectively in vision system. Example quality factors include
extrinsic camera parameters, optical camera parameters (pixel size, aperture,
focal length, exposure time, gain, hue, saturation), camera models (such as
perspective projection), object models (polygonal description, motion), and
task constraints (visibility, eld of view, focus, resolution, incidence angle).
Denzler et al. [73] present an information theoretic framework and derive a
metric based on the uncertainty in the state estimation process. However,
their model was for a single camera uncertainty in tracking a model, although
their approach is for multiple cameras. In addition to this, one of the reasons
why their approach cannot be used for our purposes is that their approach is
based on selecting the best view, given a set of views form vision sensors for
state estimation. Their focus is upon selecting the best view and not on how
to best place the vision sensors. Chen [78] proposes a metric that takes into
account resolution and occlusion for motion capture. This method cannot be
used for tele-immersive system because their algorithm is for motion planning
of robots. They use a synthetic model in order to test and navigate the robot
and do not use any real setup. Their main emphasis, as in most robotic tasks
is path planning, and therefore they mainly focus upon occlusion. The use of
steady-state uncertainty as a performance metric was rst introduced in [77]
as a means for optimizing the design of multi-sensor systems. Their approach
cannot be used in tele-immersive system because their approach is focused
on interactive computer graphics. Their approach introduces a stochastic
framework for evaluating and comparing the expected performance of sens-
ing systems for interactive computer graphics. Thus, they do not propose
solutions to best place the cameras. Another problem with all these models
is that these are for 2D cameras rather than stereo cameras and the stereo
localization error in stereo cameras has a dierent model than with these
cameras. Ercan et al. [82] looked at the problem of sensor placement for 2D
cameras in order to minimize the target localization error. Their approach
cannot be used here because in their model, they did not consider multiple
targets and the overall uncertainty in the entire space, rather they just con-
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sidered a small area for localization and tracking. They eectively reduced
the entire object to a single point by the means of background subtraction
and nding the mean of the center of foreground pixels and trying to localize
that single point eectively using multiple cameras. Whereas, in our case,
the objective is to eectively localize all the pixels of an object. In addition
to this, they were focusing on 2D cameras, rather than 3D stereo cameras.
Similar work in target localization was done by [83]. Their approach cannot
be used here because they were considering the problem of target localization
for mica motes. The measure used by them was magnetic strength, which is
quite dierent from the model we are using.
2.2.3 Activity Models for Camera Placement
Not much work has been done in specifying models for activities of the users
for camera placement. One of the closest works is by Baker et al. [85].
In this paper, they describe a scalable varied-resolution video capture, pre-
senting a method of generating multi-resolution dialable-shape panoramas,
a line-based calibration method that achieves optimal multi-imager global
registration across possibly disjoint views, and a technique for recasting mo-
saicking homographies for arbitrary planes. Their solution was applicable
for monocular cameras and they did not had any explicit way to specify the
requirements and also lacked a metric design process. Another work which
is applicable is Bregler et al. [86]. In this paper, they present Squidball,
which is an experiment in large-scale motion capture and game design. It
was tested on up to 4000 player audiences at SIGGRAPH 2004 conference.
It required the construction of the world's largest motion capture space at
the time, and many other challenges in technology, production, game play,
and study of group behavior. Their aim was to entertain the SIGGRAPH
Electronic Theater audience with a cooperative and energetic game that is
played by the entire audience together, controlling real-time graphics and
audio by bouncing and batting multiple large helium-lled balloons across
the entire theater space. One of their problems was how to place the cameras
and model the actions of people. However, their design did not involve any
means of inputting user requirements. Smith et al. [87] have done some sim-
ilar kinds of work in multiple levels of zooms for activity recognition. In their
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work, they make several innovative uses of the epipolar constraint in the con-
text of activity recognition. They demonstrate that how to track heads and
hands using the epipolar geometry. They also show how the detected objects
are labeled consistently across cameras and zooms by employing epipolar,
spatial, trajectory, and appearance properties. However, their work is not
so related to activity models as they just use these constraints to perform
activity recognition, rather than providing a framework for allowing the users
to specify the activity requirements in dierent regions of space. There is
also literature on activity modeling in social science in order to dene how a
particular task is completed [88]. However, these models are used to describe
an abstract activity with the set of actions, rather than concretely specify-
ing the location in the space where the movement of the actors in the space
or their location in the space will be there. In the area of wireless ad-hoc
networks also, there is the concept of activity model [89]. However, they
model the movement of pedestrians in a city or the movement of vehicles in
a city, which a very much dissimilar from our concept of activity model. In
other work [90], authors explore an activity-centered computing paradigm
that is aimed at supporting work processes that are radically dierent from
the ones known from oce work. However, they decompose an activity into
large number of smaller sub-tasks so that each of them could be performed
by the user. But, there is no way for the user to specify his requirements to
the system.
2.3 Color Constancy
Previous research on color constancy aimed at achieving one of the two objec-
tives: (a) to obtain desired color sensor response by calibrating cameras and
(b) to obtain desired color distribution in images after acquisition. Color
constancy has also been studied in the context of multi-projector displays
[91], but these techniques have not been extended to camera systems. Other
well-known techniques for printers, scanners and monitors are described in
great detail in [92].
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2.3.1 Calibration of Color Sensor Response
One class of methods for estimating response functions uses knowledge of
radiance ratios for measured intensities. The Gregtag Macbeth color checker
is used for estimating the response function by several research groups. The
advantage of using this chart is that the colors are chosen to represent various
natural objects, colors that are problematic for color reproduction, additive
and subtractive primaries, and a gray scale. Other commonly used charts are
the Toyo color nder [93] commonly used for spot color matching, Pantone
chart [94], used for printing and sometimes for paint, fabric, and plastics,
German RAL chart [95] (State Commission for Delivery Terms and Quality
Assurance) used for varnish and powder coating, etc. The calibration scheme
of Chang and Reid [96] concentrated on comprehensively estimating and
removing the RGB errors without specifying error sources and their eects.
They also used the theory of image formation to categorize RGB errors in
color images into multiplicative and additive errors. Nayar and Mitsunaga
[97] used an optical lter with spatially varying transmittance; the variation
corresponding to the radiance ratio. To avoid using such special equipment,
some methods use a set of images of a static scene from a xed viewpoint,
taken with dierent exposure times, so that the radiance ratio is known.
The problems with such works is that the radiance ratios are not known
in advance and as the environment changes, these ratios can change a lot,
depending upon the environment. So, there is no standard way to estimate
these according to the changing environments. Examples of such works are
Mann and Picard [98][99], and Mitsunaga and Nayar [100].
Another class of the estimation methods is based on the physics of the
imaging process. Lin et al. [101] estimate the response function by analyzing
the linear blending of colors along edges in images. Their technique auto-
matically selects appropriate edge information for processing, and employs
a Bayesian approach to compute the calibration. For gray-scale images, a
1D analogue of the 3D color method is presented in [102]. Their approach
capitalizes on a statistical feature of gray-level histograms at edge regions to
gain information for radiometric calibration. Appropriate edge regions are
automatically determined by their technique, and a prior model of radiomet-
ric response functions is employed to deal with incomplete data. While the
use of spatial color mixtures has theoretical importance, these authors note
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that image noise can be a major problem. Matsushita and Lin later proposed
a noise-based method using the assumption that proles of input noise distri-
butions are symmetric [103]. Although the method is robust against noise, it
generally requires a large number of images of a static scene to collect noise
distributions. Lee et al. [104] used the camera parameters in order to reduce
the variance in intensities of dierent cameras.
One of the works close to our work is the work on color consistency by
Ilie and Welch [105]. They propose transforms in order to ensure color con-
sistency across multiple cameras. Their approach is to bring the response
curves closer of dierent cameras together while also minimizing the noise in
their images. This enables correlation based computer vision applications to
obtain high quality results. They presented a complete calibration system in
the form of an easy to use, stand-alone, extensible application. Our system
implements a two phase process: an iterative closed-loop hardware calibra-
tion, followed by a single-stage software renement. The main limitation of
their work is that their distance metric is based on Euclidean distance be-
tween two dierent cameras, which is quite dierent from the way humans
perceive the dierence in colors. In this thesis, we overcome this problem
by using a distance metric which is based on human perception. Another
work which is close to ours is by Joshi [106]. They acquire images of a color
target, compensate for non-uniform lighting, adjust the gains and osets of
each color channel to calibrate each camera to a linear response, and then
apply several software post-processing steps. They also address the scala-
bility of calibrating a large number of cameras by automatically detecting
the location of the color target and using special hardware attached to each
camera in order to minimize trac over the camera connections. Although
their calibration method is dierent, their other contributions are applicable
to our method as well. We use an approach that minimizes the dierences
between several camera images while also observing goals such as minimizing
the distance between dierent camera responses based on human vision.
Another related work in this area is by Porikli [107]. In their paper, they
describe a software-based transform method for color consistency across cam-
eras. They uses pair-wise correlation for modeling transfer functions and a
special distance metric based on image color histograms. While this can
produce reasonable results, its complexity increases quadratically with the
number of cameras. Also, the transfer functions computed by this approach
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may introduce distortions and quantization errors when some parts of the
color spectrum are compressed or stretched. As opposed to this, the com-
plexity of computing the transform by our approach is linear in the number
of cameras and the application of that transform is real-time.
2.3.2 Calibration of Image Color Distribution
In terms of processing images after acquisition, some work has recently been
done. Porikli [108] use pair-wise correlation for modeling transfer functions
and a special distance metric based on image color histograms. While this can
produce reasonable results, its complexity increases quadratically with num-
ber of cameras. Other researchers have proposed the use of scene statistics.
For a single camera [109] present a novel method to recover the brightness
transfer function between images from only their brightness histograms. This
allows them to determine the brightness transfer function between images of
dierent scenes whenever the change in the distribution of scene radiances is
small enough. For multiple cameras [110] demonstrate remarkable improve-
ments in panoramic image quality. However, most of these approaches can
not be used for real-time applications and are merely post-processing steps.
This is the main problem with these systems that they take a large amount
of time for computation and cannot be used for tele-immersive system.
2.4 Inter-Personal Coordination in Immersive
Environments
Coordination can be dened as the skilled interaction of multiple agents in
accomplishing goal oriented behavior. We typically think of coordination in
terms of the behavior of an individual, where the agents might be dierent
segments of a joint as in throwing or two hands as in bimanual coordination.
However, fundamental principles of coordination identied in the study of
intra-individual motor control are also found to occur when the movement
goal is dened between individuals (e.g., dancing). Thus, constraints for coor-
dination are likely to arise from interactions that occur at relatively abstract,
higher levels of control. In their work, [111] have proven important results
in understanding many of the constraints that arise in both the spatial and
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temporal domain during bimanual coordination. We should anticipate that
they will also prove important in tele-immersion interactions. Understand-
ing this problem and limitations that might be imposed in such environments
will be critical for developing applications for these systems.
In bimanual coordination, two modes of rhythmic movements are stable:
in-phase and anti-phase, with the former showing a higher degree of stability.
These relationships are usually described with respect to intrinsic axes. For
example, if the movements are wrist exion-extension, in-phase would refer
to the exion (and extension) phases are synchronized. Anti-phase would
refer to when one limb exes and the other extends. However, by adopting
dierent limb orientations, it is possible to show that phase relationships may
be more appropriately described in extrinsic coordinates. For example, if the
palm of one hand faces down and the other faces up, then the performance
stability associated with in-phase movements is seen when the two wrists
move in the same direction (up together, down together), even though this
requires activation of antagonist muscle pairs [112].
Similar patterns of stability can also be observed when two actions are
produced by dierent individuals. In one study, two individuals sat side-by-
side and made exion/extension movements with their right legs [113]. As
within intra-individual coordination, performance was severely limited with
phase relationships other than in-phase and anti-phase. Moreover, in-phase
was again more stable: when the rate of movement increased, there was a
transition from the anti-phase pattern to the in-phase pattern.
The fact that similar patterns of coordination are seen for within- and
between-individual coordination suggests a level of interaction that is ab-
stract; that is, not related to biomechanics or relatively low level mechanisms
such as spinal pattern generators. One account of these interactions is to con-
ceptualize the underlying representation of each action as an oscillator, and
the interactions to reect a coupling of these oscillators [114]. An alterna-
tive, process-based account focuses on the rhythmic representations for such
actions [115][116]. The between-individual interactions would indicate that
the two individuals adopt a common rhythm, similar to what one observes
during dance.
Tele-immersion systems, at present, entail signicant delays; depending on
the routing path, the delays can vary between 100-500 msec. It is important
to assess how these delays impact performance. A basic experiment to mea-
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sure this impact was performed by Schmidt et al. [117]. In their experiment,
leg and arm movements were employed. One person, designated the lead,
began oscillating the designated limb at a target rate. This rate might be
initially dened by a metronome, but once stabilized the metronome would
be turned o. The other person, the respondent, would observe these move-
ments and then begin oscillating, adopting either an in-phase or anti-phase
mode of coordination.
We also look at several past uses of immersive systems which have been
used by people for rehabilitation purposes. More specically, we consider
three specic parts, (1) learning exercises in the elderly population, (2) job
coaching for individuals with disabilities, and (3) remote coaching for teach-
ing adaptive wheelchair sports. We explain each of them in detail now.
2.4.1 Learning Exercises in the Elderly Population
VR systems are being developed to assist in physical rehabilitation [118].
Traditional rehabilitation requires repetitive motion, usually supervised by
a human trainer, which can be arduous and boring for patients. Virtual
systems have been developed as a way to create a more interactive rehabil-
itation experience, increasing patient motivation [119]. In addition, systems
can provide feedback on the patient's movements, which can reduce the errors
made by patients during the motion process [120]. Athletics departments use
VR to develop autonomous sports training systems; for example, one system
analyzes images to capture participant posture during a golf swing in order
to provide feedback [121].
The medical eld uses VR extensively for training physical motions of
medical students (e.g., [122]). One area in which VR applications may be
helpful is training various types of full body motions. Previous research in
this area has focused on Tai Chi in particular, largely due to its potential
health benets, its objectivity in terms of correct and incorrect performance,
and its feasibility for use in immersive VR settings (i.e., slow motions that
do not require huge spaces). In one of the rst studies using Tai Chi in VR,
[123] created a tool to assist cancer patients in visualizing healthy blood cells
by which Tai Chi moves were used as a basis for the patient's interaction
with the system. The virtual environment was projected onto a large screen
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and computer vision tracked the participant's head and hand movements.
The virtual teacher was also able to provide feedback to the students by
comparing their movements to the expected motion and pointing out errors.
2.4.2 Job Coaching for Individuals with Disabilities
Many individuals with mental and physical disabilities need assistance learn-
ing new job skills and need support while in the workplace to assist them in
meeting the demands of the job. This type of assistance is typically called
job coaching. A Job Coach is a person who is called to the job site or is
present at the job site when an employee is new to a job and has a history
of learning diculties or is currently experiencing problems with daily job
tasks and functions. The philosophy behind job coaching is a one-on-one
approach to determine how the employee learns best and then to formulate
a training plan for that individual. By getting to know the employee, deter-
mining what current barriers impact the employee's job performance, what
past issues may attribute to the lack of success, or what strategies have been
unsuccessful thus far, the best approach can be established.
As community mental health centers begin to emphasize vocational ser-
vices, several existing models are being considered. Current vocational ap-
proaches include sheltered work, psychosocial rehabilitation (e.g., clubhouses
with transitional employment), skills training, assertive community treat-
ment, supported employment, and job clubs [124]. Instead of transplanting
a vocational model exactly as it has been implemented elsewhere, however,
several experts recommend adapting a model, or parts of several models, to
t the needs of a particular agency, clientele, and community [125][126][127].
New models are being described with unambiguous terms, standard deni-
tions, and clear outcome criteria [124][128].
Our immersive tele-immersive environment is an ideal environment for
training geographically distributed individuals with disabilities and perhaps
monitoring them in the near future. The economic benets of such a technol-
ogy employed in company settings would be signicant because labor costs
for trainers and job coaches would be reduced. Furthermore, the need for
tele-immersive environments is driven by the fact that most of the jobs for
citizens with disabilities consist of assembly tasks where 3D information is
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critical for comprehending each assembly task. Thus, providing space-time
and higher dimensional information is necessary for any successful technol-
ogy. In our training scenario, we envision the participation of individuals with
similar disabilities to be geographically scattered with access to one TEEVE
site. Using this environment, the trainer will demonstrate tasks in the virtual
proximity of each person with disabilities to remove the educational barrier
created by physical distance.
2.4.3 Remote Coaching for Teaching Adaptive Wheelchair
Sports
Regular physical activity can signicantly reduce the risk of a wide range of
diseases and other health-related problems that are exacerbated by hypoki-
netic lifestyles [129], and the pursuit of regular physical activity could signi-
cantly lower annual direct medical costs of currently inactive individuals[130].
Unfortunately, more than 60 percent of American adults do not get enough
physical activity to secure these health and/or economic benets[131]. In
addition, over a third of young people in grades 9-12 do not regularly engage
in vigorous physical activity. Individuals with disabilities are even less likely
than their peers without disabilities to engage in regular moderate physi-
cal activity[132]. Given these trends, it is not surprising that the World
Health Organization (WHO) [133] and the Surgeon General [134] have rec-
ognized physical inactivity among persons with disabilities as an emerging
public health concern. In seeking to increase physical activity among indi-
viduals with disabilities, both the Surgeon General and WHO recommend
that communities take action to eliminate barriers to physical activity by
persons with disabilities, with a special emphasis placed on increasing phys-
ical activity among youth with disabilities. Unfortunately, there is a dearth
of professionally trained adapted physical education instructors [135], knowl-
edgeable tness professionals and/or adapted sport and recreation coaches
[136] who can develop and lead such programs.
The goal of this part of the research is to eliminate barriers to the par-
ticipation of youth with disabilities in vigorous sports attributable to the
lack of knowledgeable adapted sport coaches. This is accomplished through
the development and validation of tele-immersive technology that provides
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a real time remote coach to direct both physical and wheelchair basketball
skills training provided by onsite novice coaches of youth with mobility dis-
abilities.
2.5 Impact of Quality and Feedback Mechanisms on
Activities in Immersive Environments
In Section 2.5.1, we discuss related work in determining the impact of visual
quality on the activities performed in immersive environments. Section 2.5.2
discusses various feedback mechanisms proposed during remote immersive
interaction scenarios.
2.5.1 Impact of Visual Quality on Immersive Activities
The quality of 3D reconstruction has been studied by several researchers in
dierent contexts. Fehn et al. [137] looked at the eect of dierent aspects
of 3D reconstructions such as relevant depth cues and motion parallax, color,
brightness, and geometric appearance of video objects. Meseth et al. [138]
investigated the degree of realism that can be achieved using measured bidi-
rectional texture functions (BTFs) by comparing photographs and rendered
images at two scales. Their results showed that measured BTFs lead to much
more accurate results than standard materials. Deering et al. [139] presented
a survey of previous works and is focused on understanding the display fac-
tors aecting quality and realism in Virtual Reality display systems. They
also presented new data based on a new high-resolution, low distortion, in-
clusive Virtual Reality display system, built with three rear screen projectors
covering three sides of a small room with head-tracked stereo display.
Several researchers in this area have worked on considering the eect of
network delay on collaborative immersive tasks. In their work, Allison et al.
[140] considered the eects of varying amounts of simulated constant delay
on the performance of a simple collaborative haptic task. They found that
increasing simulated delay resulted in a decrease in performance, either in
deviation from target spring force or in increased time to complete the task.
Other related research was done by [141] in which the authors tested the
robustness of networked haptic virtual environments under various network
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conditions that closely mirror the Internet. Dierent users were allowed to
collaborate and experience force feedback at the same time.
Other work in this area includes the proper localization of virtual and
physical objects in shared collaborative virtual environments. Lemmerman
et al. [142] studied exploring the eect of positional osets between the user's
interaction frame-of-reference (the physical location of input) and the display
frame-of-reference (where graphical feedback appears) in a surround-screen
virtual environment (SSVE). They hypothesize that task performance be-
comes worse given an oset between the two frames-of reference in such an
environment. Mine et al. [143] conducted an experiment exploring the dif-
ference between manipulating virtual objects that are collocated with those
that have positional oset. Their results showed that users performed better
under the collocated conditions.
2.5.2 Feedback Mechanisms During Remote Interactions
Exploring feedback mechanism for virtual interactions is an active research
area attracting researchers from dierent communities. Researchers have de-
signed several activities in order to better understand the eects of feedback
mechanisms. Hubbold et al. [144] looked at the task of collaborative stretcher
carrying. Preliminary experiments showed that the addition of haptic feed-
back signicantly enhanced the sense of sharing and each user's perception
of the actions of the other user. Sallnas et al. [145] describe an experiment
in which users can collaboratively manipulate cubes using PHANToM haptic
devices. The task was quite restricted as cubes were limited to translation
motions and a desktop environment was employed. Results showed a signif-
icant benet from adding haptic cues to a manipulation task.
Researchers have looked at various ways in which force feedback can be
provided during a collaborative activity. Lee et al. [146] described an ap-
proach for using haptic information to experientially tele-operate a mobile
robot. The experiment involving a user population in a real-world environ-
ment showed that haptic feedback signicantly improved both task perfor-
mance and user-felt presence. No interaction was observed among haptic
feedback, image resolution, and stereoscopy when considering user-felt pres-
ence (i.e. haptic feedback was eective regardless of the delity of visual
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elements). Stereoscopic images also signicantly improved both task perfor-
mance and user-felt presence, but high-resolution images only signicantly
improved user-felt presence.
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3 IMPACT OF INFORMATION MEDIUM
AND VISUAL QUALITY ON HUMAN
ACTIVITIES
Tele-immersive systems create 3D immersive experience in a shared virtual
space for geographically distributed users. The experience is achieved by
real-time realistic reconstruction of the 3D physical scenes in a virtual space
using multiple stereo cameras at each of the dierent geographical locations
and fusing streams of 3D information into one common virtual space that is
delivered to any location digitally. These tele-immersive systems have been
attracting a lot of attention these days because they enable interactions in
comparison with the current 2D video-based communication systems. In or-
der to provide better visual quality, computational resources are needed and
since the resources in the system are limited, there is a tradeo between
dierent quality parameters. There is a lack of knowledge about the the
impact of visual quality on interactions occurring in tele-immersive spaces
between objects born in physical and virtual spaces. In this chapter, we
present the design of tele-immersive system and experimental design to un-
derstand the subjective and experimental impact of various parameters on
the performance of various activities. Our results would lead to better un-
derstanding of activities in immersive spaces and would lead to their better
design in future.
3.1 Introduction
There is a lack of knowledge about the the impact of visual quality and collab-
oration media the on interactions occurring in tele-immersive spaces between
objects born in physical and virtual spaces. In this chapter, we study the
impact of these various factors. Since the resources in any system are con-
strained, there is a tradeo between dierent quality parameters. Therefore,
it is essential to determine the subjective as well as quantitative impact of
various parameters upon dierent activities in tele-immersive system. In this
chapter, we design experiments to nd out this tradeo and to nd the most
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essential parameters which impact the performance. We also compare the
3D tele-immersive technology with 2D video conferencing technology such as
Skype and nd the advantages and improvements required in both of them.
In addition to physical people being rendered in immersive spaces, they can
also contain virtual objects and the interaction of virtual and physical objects
become a key aspect. In this chapter, we study the eect of dierent quality
parameters on the performance of virtual-physical interaction activity.
The experiments were designed by NCSA researchers and social scientists
from the Department of Communication at UIUC. The aim of the exper-
iments was to determine advantages and improvements of remote 2D dis-
tributed collaboration and 3D tele-immersive collaboration.
3.2 Subjective Reactions to Use of 2D and 3D
Distributed Collaboration Environments
In this section, we look at the subjective reactions to the use of 2D and
3D environment for performing a joint collaborative activity between users
at dierent geographical locations. For 2D, we use Skype, which is a com-
mon 2D video-conferencing medium and widely used. For 3D, we use our
tele-immersive system. Through a subjective evaluation conducted after per-
forming an activity, we determine various improvements which users want in
these systems to be improved. Finally, we also compared to results to face-
to-face communication, which is a base case here.
3.2.1 Experimental Methodology
We performed experiments with a group of 90 students from an undergradu-
ate class from Communication Department. The experiment was to work in
a small group to recreate a sample model built out of children's toys. They
were divided into groups of three and each person had to play one of three
roles: Instructor, Parts Fetcher, and Builder. These roles were randomly
assigned. As a group, they worked to recreate a sample model. They were
assessed on their speed in recreating the model, as well as accuracy in terms
of the using the correct parts, as well as orienting them correctly in the model
so that the original model and recreated model match up perfectly.
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Builder & parts fetcher 
making the model
Instructor in tele-immersive 
setup
Instructor in Skype setup
Builder & parts fetcher 
in tele-immersive setup
Builder & parts fetcher 
in Skype setup
Completed model
Figure 3.1: Subjective evaluation experiment for Skype and tele-immersive
system.
The instructor was the only person who had access to the original model.
It was hidden in a box and the instructor was the only person who can see
it and touch it. The instructor's role was to instruct the parts-fetcher on
which parts are needed and then instruct the builder in how to use those
parts in recreating the model. The parts-fetcher was the only person who
had access to the box of parts. The builder was the only person who used
the parts to recreate the model. The group worked in two dierent areas.
The instructor and sample model were in a separate area, while the builder
and parts-fetcher in other.
For the communication medium, the groups had to use one of the two
media. Ten of the groups communicated using Skype [147], a 2D technology
where they were able to speak with and hear one another through a video
screen. The other ten groups communicated using tele-immersive system,
where they were able to interact with their members through a virtual space.
Finally, the last ten groups communicated using face-to-face communication
where the instructor was standing near to other two and was communicating
directly.
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Figure 3.2: Rank ordering of features of Skype.
Table 3.1: Dierent scenarios for comparing dierent media.
Scenario No. of people Audio Visual No. of
in experiment locs.
TEEVE 3 Skype audio 2D 52" display 2
Skype 3 Skype audio 2D 52" display 2
Face-to-face 3 Direct talk Direct seeing 1
3.2.2 Experimental Results
After the experiment, each member of the group was asked to ll a ques-
tionnaire. Results of the questionnaire are shown in Figures 3.2,3.3,3.4. The
questionnaire was about various improvements that they want in dierent
technologies and how satised do they feel about various aspects of dierent
technologies.
The rst graph shows the evaluation of Skype 2D vide conferencing tech-
nology, which is shown in Figure 3.2. From this, we can see that since
video conferencing is a well established as well as properly developed tech-
nology, users were happy with it and as a result, they assigned higher score
to it. However, since Skype is a 2D video conferencing technology, it was not
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Figure 3.3: Rank ordering of features of tele-immersive system for
improvement.
able to provide a good perception of depth. Therefore, users wanted better
perception of depth in Skype. The same depth perception is provided by
tele-immersive system and it is clear from the results that users want 3D
depth to be added for a better experience.
For the questionnaire of tele-immersive system, the rst part was about
rank ordering dierent improvements which are required in this system. Fol-
lowing options were given for numbering: response time of the system, reso-
lution, view change ability in 3D rendering, holes and discontinuity in render-
ing, color quality and user interface. Results are shown in Figure 3.3. From
the results, we can see that users most wanted improvement in resolution
and removal of holes and discontinuity. From the error bars, it can be seen
that the error bars of these are disjoint from others. So it is not by chance
that these have occurred.
Another question was about the score assigned to quality of dierent fea-
tures in tele-immersive system. In this case, a lower score would mean that
users were unhappy with the quality of that feature. They were asked to rate
the quality of the feature on a numerical scale from 1 to 5. The results of
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Figure 3.4: Score of features of tele-immersive system.
evaluation are shown in Figure 3.4. From the results, we can see that reso-
lution, holes & discontinuity and view change are three factors which users
wanted to be improved the most.
Figure 3.5 presents subjective evaluation score of the three technologies.
The participants were asked to assign a score from 1 to 5 and the questions
were divided into four categories. They were: individual satisfaction, group
satisfaction, usefulness of the technology in task completion and ease of use
of the technology. Here, a higher value of score implies a better result. From
the results, we can see that subjects are more satised using Skype than
face-to-face and tele-immersive system. This implies that people like to use
new technology and become happy to see a well developed technology. In
addition to this, usefulness in task completion and ease of use are the most
distinguishing factors between dierent communication technologies present.
Figures 3.6 and 3.7 shows the time taken and accuracy in building the
model by dierent groups. It shows the time taken and accuracy achieved
by dierent groups for completing the model. On x-axis, the group-ID is
shown and on y-axis, the dierent values are shown. It can be seen that,
on an average, subjects take highest amount of time in using tele-immersive
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Figure 3.5: Subjective evaluation score for dierent communication media.
system. One of the reason of this could be that this is a new communication
medium and subjects were not familiar with it. Therefore, they need some
time to familiarize themselves with the system. Also, it is not yet a fully
mature technology and there is still scope for improvement in it. In terms
of accuracy, there is no signicant dierence between dierent technologies.
However, still fact-to-face and Skype have slightly higher accuracy score as
compared to tele-immersive system. Another thing to notice from this is
that some groups do not perform as good as the other groups. For example,
in TEEVE time taken, group 5 took less amount of time than others. Also,
there is more variation in face-to-face and Skype time taken than TEEVE
time taken. For accuracy graph, there is not signicant dierence in the
variance among dierent groups.
3.3 Quantitative Impact of Visual Quality Parameters
on Virtual-Physical Interaction
As the tele-immersive systems contains both virtual as well as physical ob-
jects, understanding the impact of visual quality on their interaction becomes
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Figure 3.6: Time taken by dierent groups for building the model.
a key aspect in further designing these systems and to improve the interac-
tion. In this section, we designed a virtual basketball game where real users
can interact with virtual basketball. We vary dierent parameters of visual
quality and rank order them based on their impact.
3.3.1 Experimental Methodology
We performed the experiment with 10 subjects. Each subject was asked to
wear colored gloves for visual tracking purposes to track their hands. Before
the experiment, each subject was instructed about the experiment and a
demonstration was given to explain the system. They were also asked to
familiarize with the system by performing the activity on their own. This
was an individual experiment and the subject was asked to wear colored
gloves and stand facing a large 52 inch monitor. Using stereo cameras placed
around them, they were imaged in real time and rendered on the monitor.
On the monitor, they were immersed in a virtual basketball scenario where
they could see themselves as well as a virtual basketball and a virtual basket-
ball hoop. With their hands, they could touch and move the basketball. This
was done using color based tracking by tracking their gloves using cameras
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Figure 3.7: Accuracy score for building the model.
and determining whether their hands were touching the ball. Using the di-
rection of impact of hand and ball, the movement of ball was decided. They
were simultaneously shown three synthesized views on the monitor, tow side
view and one top-down view. As the experiment progressed and if there was
a need for view change, subjects could ask the operator to change the view
and show if from a dierent view point. For the ease of the subjects, several
dierent viewpoints were color coded so that they can be easily expressed.
The objective of the experiment was to put the ball inside the hoop.
3.3.2 Experimental Results
The results from experiments are shown in Figure 3.10. Following dierent
quality parameters were varied and their impact on performance was mea-
sured: accuracy of depth calculation, resolution, color quality, delay, removal
of holes by lling the continuity of information, displaying hands instead of
complete body, laws of Newtonian physics and best quality.
Time taken for dierent parameters is shown in Figure 3.10(a). Here, inac-
curacy of depth information and network delay are the two most important
factors which most aect the time taken for the experiment. As a result, by
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Best Quality Color Depth
Hands No Holes Resolution
Figure 3.8: Presentation of dierent parameters for virtual basketball
experiment.
improving these factors, time taken for performing tele-immersive activity
can be reduced the most. The length of trajectory taken by the ball is shown
in Figure 3.10(b). Here also, the inaccuracy of depth information as well
as Newtonian physics leads to greatest trajectory. It is expected in case of
Newtonian physics since the ball bounces around before it enters the hoop.
As a result, the length of the trajectory is much higher in this case. However,
for Newtonian physics, the time taken to complete the experiment is much
lower. This implies that by adding physical and natural motion enhances
the speed of the experiment. Finally, the number of view changes required
by dierent conditions is shown in Figure 3.10(c). In this case, the fewest
number of view changes were required by hands, Newtonian physics and best
quality. Since only the hands were shown on the screen, it was very clear
to nd their location in space and as a result, the number of view changes
required were very few.
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Figure 3.9: Three dierent views presented simultaneously on the screen.
Top two are side views and the bottom one is top-down view.
3.4 Conclusions
This chapter presents the design of immersive spaces and the impact of vi-
sual quality on activities of humans in immersive spaces. We built a novel
immersive environment for real-time immersion of humans into virtual real-
ity environments with non-invasive real-time 3D imaging, presented pros and
cons of using 2D and 3D systems for joint activities, designed experiments
and presented conclusions about ranking quality variables and optimization
of conguration under the constraint of limited resources. In future, we
would like to study three things: (1) impact of technology that converts
objects in physical spaces to objects in digital spaces, (2) impact of the tech-
nology that converts interactions between objects in tele-immersive spaces
to human senses, and (3) impact of the laws governing view presentation
and interactions in tele-immersive spaces, i.e. information delivery during
interactions of objects born in physical and virtual spaces.
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Figure 3.10: Experimental results of virtual basketball obtained from
varying dierent parameters.
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4 IMPACT OF DIFFERENT CUES ON
REGAINING PROPRIOCEPTIVE
ABILITIES IN IMMERSIVE ACTIVITIES
In this chapter, we present a new methodology for evaluating immersive VR
spaces in rehabilitation applications and experimental results documenting
the benets of immersive VR spaces for regaining proprioception. The objec-
tive is to investigate the impact of dierent cues and cue presentation types
on the performance and quantify any benets of immersive environments for
regaining proprioception. We describe a methodology for quantitative evalu-
ations of rehabilitation experiments in immersive VR spaces and the experi-
mental results obtained for validating the above hypothesis with wheelchair
basketball athletes.
4.1 Introduction
In the area of assistive technologies for aged and disabled, there have been
several research eorts to show the use of virtual reality (VR) or immersive
spaces for educational and rehabilitation purposes [148][149][150][151]. VR
spaces could be viewed as environments where a human is immersed into
a synthetic three-dimensional (3D) world and then can move around in 3D
with the change of scene views in sync with movements. The objectives
of past research experiments have been typically to quantify the benets of
VR for various types of disabilities by doing tasks in VR environments [152].
These tasks would cover a wide range of activities including balance and pos-
ture, locomotion, upper and lower extremity functions, and exercise and pain
tolerance [149]. The assessment of the task performance aims at providing
qualitative and quantitative measures about the performance improvements
of daily living skills (meal preparation, spatial memory and cognitive func-
tion) and about the transfer of training from a lab into a real life. One of the
drawbacks of the past VR technologies is the limited capability of real-time
fusion of a physical world with a virtual world. Most of VR spaces require
participants to be equipped with devices for tracking in order to acquire the
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location and orientation of a particular part of the body and fuse it with the
virtual world.
Researchers at Arizona State University are also developing a mixed reality
system aimed for stroke rehabilitation [153]. Their system aims to extend
the benets of mediated rehabilitation through the use of perceptual and
interactive arts principles, real-time motion analysis, hybrid (physical-digital)
training and computational adaptation of system parameters. However, the
approach used by them and their system is very dierent from ours. Their
system is not 3D immersive and the feedback mechanism on the screen is
in the form of a 2D image. In contrast to that, in our system the users are
shown in whole body 3D rendering of the subject, as captured by the stereo
cameras.
Figure 4.1: 3D reconstruction and an example of synthetic objects.
Visual and/or auditory inputs are the only feedback signals in an im-
mersive environment unless additional devices are introduced, e.g., haptic
or olfactory. According to [151], \visual and auditory feedback signals are
slower, less automated, and less programmed than the normal propriocep-
tive feedback." The proprioceptive capability is a fundamental characteristic
giving us a self-perception in connection with the external world and al-
lows us to feel the movement even with our eyes closed [154]. It has been
showed that proprioceptive capability is critical with or without visual cues
for executing motor tasks and decreases after injuries [155]. The past studies
using VR assume that presenting visual cues in VR improves spatial knowl-
edge [148][156]. We hypothesize that presenting 4D visual cues (dynamically
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changing 3D locations in real time) on a 2D screen to human subjects with
impaired proprioception would lead to improvements in proprioceptive capa-
bility. The improvement is anticipated in comparison with presenting lower
dimensional visual cues (video) or audio cues. We approach this problem
by designing a methodology where visual and auditory cues are presented
to stimulate un-impaired human subject's sensory inputs while measuring
accuracy and speed of rehabilitation exercises automatically.
In order to conduct the experiment, the NCSA researchers collaborated
with the wheelchair basketball experts from DRES to conceive a methodology
for quantitative evaluations of rehabilitation activities in IVR spaces. The
NCSA researchers (see footnote1) were able to automate the evaluations by
measuring the accuracy score of the participant based on overhead ceiling
camera.
4.2 Experimental Methodology
As in any rehabilitation application, there is a physical activity that requires
repetitive movements in 3D space and the accuracy and speed of the move-
ment determine the quality of execution. While dierent human sensory
inputs are engaged in performing exercises, various cues help to improve the
execution quality of rehabilitation. Thus, we have designed the evaluation
methodology based on presenting various cues to human subjects in order
to guide their motion in 3D spaces to a set of targets, and then evaluated
accuracy and speed of reaching the targets. The technical problems of quan-
titative evaluations of large number of rehabilitation exercises are addressed
by using bi-modal markers, measuring accuracy and speed of reaching the
targets, recording coverage of bi-modal markers in time by a ceiling camera,
and by automating extraction of accuracy score per target from the temporal
recordings of target coverage.
1Dr. Peter Bajcsy, Dr. Rob Kooper, Dr. Kenton McHenry, Rahul Malik, Suk-Kyu
Lee, Hye Jung Na, Andrew Spencer
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Figure 4.2: Presentation of dierent cues.
4.2.1 Evaluation Design
In our experiments, three bi-modal marker targets consisting of blue and
green halves are placed on the oor and monitored by a ceiling camera (see
Figure 4.2). The goal is to reach the targets in such a way that one half
(one color) of the target is occluded by the wheelchair front as viewed by a
ceiling camera. While presenting each cue, a human subject has to move from
the base location (past the black line on the oor) to one of the green/blue
targets, stop at the boundary of green and blue as accurately as possible,
come back to the black line and then proceed to the next target. There are
three targets on the oor and three repetitions of the movements to the three
targets. This is an approximation of the clover exercise used by wheelchair
basketball players.
The presentation of eight cues is delivered by using the immersive VR
space. The eight cues presented are as follows:
None Participant is allowed to see freely and look down on the oor to see
the targets.
Audio Participant is only allowed to hear the sound and he cannot look
down. The pitch of the sound is increased based on proximity to the
target. This was done by vision based tracking using a ceiling camera.
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Fixed color top-down view Participant was only allowed to look at 52
inch monitor placed in front of him and was not allowed to see down
or hear anything. Fixed color top-down view from a camera mounted
on ceiling was presented.
Fixed color side view Same as previous, except it was presented using a
camera placed in front of the participant.
Proximity-based depth side view In this, a color coded frontal depth
view was presented on the screen. The closer objects were encoded in
hotter colors as red and farther objects were encoded in more cooler
colors as blue. As the participant moves, the view from the closest
camera to the participant was presented.
Proximity-based color side view Same as above, but now the color im-
age was shown instead of depth image.
Fixed color 3D oblique view In this, a xed 3D oblique view was pre-
sented. Virtual markers were integrated in the virtual scene corre-
sponding to the location of actual markers in physical scene.
Proximity-based depth side view with learning This is the same as
the proximity-based depth side view, but it was done in the end to
look at the eect of learning upon task execution.
For the purpose of evaluating the experiments, we consider two dierent
measurements, accuracy as well as speed. Accuracy corresponds to how
accurately the person is able to cover the green target without going over
to the blue target. This is an important measurement for measuring the
proprioception ability. This is because better the proprioceptive ability of
an individual, better he would be able to control the movement of his body
parts and thus control the motion of the wheelchair. The other measurement
is the speed of the exercise, which is measured by the time taken to complete
a xed set of repetitions of the exercise.
4.2.2 Evaluation Automation
The accuracy score is derived from the spatio-temporal analysis of the ceiling
(top-down) view of the scene. The targets are rst localized in the top-
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Figure 4.3: Four options occurring in temporal score.
down image using color-based thresholding followed by connectivity analysis.
Because of the simplistic nature of the markers this process can be performed
fairly reliably. The actual score is derived automatically from the detected
green and blue pixels over the target regions and reported over time according
to equation 4.1.
score(t; !x ) = jgreenV isible(t;
 !x )
greenTotal
  blueV isible(t;
 !x )
blueTotal
j  100 (4.1)
The actual assessment of the accuracy of reaching each target is computed
by considering the four cases occurring in spatio-temporal score functions
and illustrated in Figure 4.3. Four dierent cases arises for the temporal
score of the experiment during the turning at the target. In the rst case,
the participant reverses too early, without covering entire green target, so
score did not reach maximum of 100%. In the second case, the participant
reversed too late after covering the entire green target and extending over to
the blue target. So, the accuracy rst increased, and then decreased as he
moved further, and during returning, it again increases to 100% and nally
decreased. In the third case, the participant did not even reach the green
target and turned back even before reaching that. As a result, the accuracy
score is 0%. Finally in the fourth case, the participant covered the entire
green target as well as the entire blue target and he went ahead further. So,
the score reached a maximum of 100% rst, dropped to 0% and same thing
while backing the wheelchair.
Equation 4.2 describes the score assignment per target at the turning point.
Finally, the average accuracy score per subject and per cue is computed
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from all scores assigned to each target since each experiment consisted of
three targets and three repetitions (nine target scores). In our results we use
the average and standard deviation of these scores as a measure of overall
accuracy.
scoreTARGET = scoreTARGET ((t;
 !x ) at the turning point) =
= maxfscore(t; !x ); t 2 (tSTART ; tEND)g
if one maximum exists
= minfscore(t; !x ); t 2 (tMAX1; tMAX2); tMAX1 > tSTART ;
tEND > tMAX2)g if two maxima exists
(4.2)
Figure 4.4: An example of temporally varying score.
4.3 Experimental Results
In order to quantify the benets of immersive environments for regaining pro-
prioception, we have performed experiments with twenty human subjects (6
females and 14 males). There were thirteen subjects in wheelchair training
(labeled as beginners) and seven without any wheelchair training (labeled
as novices). We have conducted 160 experiments (20 subjects times 8 cues
presented), acquired 160 temporal accuracy recordings and extracted 1600
accuracy scores for the times when subjects were supposed to reach the tar-
gets.
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Figure 4.5: Experimental results of accuracy.
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Figure 4.6: Uncertainty of accuracy score.
4.3.1 Experimental Results Based on Accuracy
The average accuracy score per cue and per subject is shown in Figure 4.5(a).
We have evaluated also the uncertainty of the score measurements by comput-
ing statistics for a perfect coverage of the bi-modal target and for no coverage
which led to about 5% uncertainty. Figure 4.5(b) presents the statistics of
the accuracy score needed to reach 10 targets. Based on the average accu-
racy values, the top three cues are \none", top-down xed color video, and
3D+color. All three top cues are statistically dierent from the rest of the
cues considering the standard deviation and the uncertainty values. Surpris-
ingly, the 3D+color cue had the smallest standard deviation of the accuracy
scores.
Figures 4.6 present the uncertainty analysis of the accuracy score measure-
ments. Uncertainty is introduced in the score due to several factors such as
changes in illumination conditions, problems in capturing the correct portion
of the target from overhead camera, etc. Figure 4.6 shows two examples of
uncertainty of the score. In the rst example, the mean uncertainty is 5.7
and its standard deviation is 3.2 In the second example, the mean is 5.9 and
standard deviation is 3.7. We performed post-experiment score uncertainty
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estimation in order to determine the uncertainty in the score. We found
that for minimum score variation, the average uncertainty was 4.59 with a
standard deviation of 1.806.
None
Top
3D
Color
Color VC
Depth VC
Depth VC 2
Audio
0.5-1
0-0.5
-0.5-0
(a) Correlation of cue types for accuracy
Figure 4.7: Uncertainty estimation and correlation of cue types for
accuracy.
Figure 4.7(a) presents the pair-wise correlations of cues over all subjects
and their accuracy scores. The highest correlation is observed for the pairs
(top-down xed color video and side-view xed color video) and (a side view
proximity-based depth video cue and a side view proximity-based depth video
cue after learning). This can be explained by human vision being used to
color views and by similarity of the performance before and after learning.
4.3.2 Experimental Results Based on Speed
Figures 4.8 and 4.9 illustrates the statistics of the time needed to reach 10 tar-
gets. Based on the average time values, the top three cues are \none", a side
view proximity-based depth video after learning, and a side view proximity-
based depth video. The top cues are not separated signicantly from the
other cues when considering standard deviations of time measurements (un-
certainty of CPU clock based time measurements is neglected). Computation
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Figure 4.8: Time taken as a function of subjectID.
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Figure 4.9: Time taken as a function of cue type.
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of pair-wise correlations of cues over all subjects and their average time re-
vealed that all cues are highly correlated in terms of their time except from
those that included the cue \none". This conrms that the speed of human
processing of direct observations is very dierent from the speed of process-
ing multimedia cues delivered in IVR spaces due to latencies introduced by
technologies and by interpretation of various cues. It can be also observed
that the average and median values for deviate from each for accuracy and
time measurements. Following this observation and using statistical skew
measure, one can conclude that (a) accuracy is higher for most of the trials
than the average value, and (b) speed is lower for most of the trials than the
average due to the distribution skew. Similarly, after computing kurtosis, it
can be concluded that accuracy of a top-down xed color video cue has the
sharpest probability distribution peak indicating consistency of execution.
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Figure 4.10: Correlation of cue types for speed.
We also found that based on lowest standard deviations, the order of cues
are: \none", audio and top-down color. We also looked at the correlation of
dierent cue types in order to nd the cues which are most correlated to each
other. The results are presented in Figure 4.10. From the gure, we can see
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that the times of all the cues are highly correlated except from the following
two pairs: (\none", depth with view change) and (\none", color with view
change).
4.3.3 Comparisons of Accuracy and Speed
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Figure 4.11: Zeroth order moments of accuracy and speed.
Figure 4.11 shows the results of the comparison of accuracy and speed
for the zeroth order moments. We looked at the correlation of average and
median values of score and time. In general, we expected the correlation to
be positive. This is because if a cue has a higher accuracy score, its execution
time is expected to be more because the exercise needs to be done carefully.
However, to our surprise, we found that it was negative. The correlation of
the average values is -0.50722 and of the median values was -0.10058.
We also analyzed rst order moments of accuracy and speed. They are
shown in Figure 4.12. This shows the correlation of standard deviation values
of accuracy and speed. Before the experiment, we expected it to be zero.
This is because we hypothesized that variability in score is independent of
variability in time needed to complete the experiments. However, we found
that it was actually positive with the correlation value of 0.204852. This
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Figure 4.12: First order moments of accuracy and speed.
suggests that both of them are actually positively correlated. So, the higher
the variability in score, higher the variability in time.
Finally, we looked at higher order moments. Figure 4.13 shows the con-
clusions based on comparisons of accuracy and speed results for higher order
moments. Figure 4.13 shows skew and kurtosis for both accuracy as well as
speed. From these, we found that accuracy is higher for most of the trials
than the average. As far as speed is concerned, speed is lower for most of
the trials than the average.
4.3.4 Improvement in Proprioception
The results of improvement in proprioception are shown in Figures 4.14 and
4.15. Figure 4.14 shows the comparison of average and standard deviation
per cue of accuracy results of subjects who repeated the experiments two
months later. In order to see the eect of improvement in proprioception, we
repeated the same set of experiments with the participants, some of whom
were same as the last time. In the gure, x-axis shows dierent cues, 1 cor-
responding to the one done earlier and 2 corresponding to the one done later
on. Note, we did a re-test of the depth with view change in each experiment
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Figure 4.13: Higher order moments of accuracy and speed.
Figure 4.14: Comparison of average and standard deviation per cue of
accuracy results of subjects who repeated the experiments two months later.
Figure 4.15: Comparison of average and standard deviation per cue of
speed results of subjects who repeated the experiments two months later.
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so those are instead numbered \1, 2" for the rst experiment and \3, 4" for
the second experiment. The y-axis shows the accuracy score in percentage.
From the graphs of accuracy, it can be seen that the accuracy score in all
the cues except one is higher in the experiments performed after two months.
From the results, it is very clearly visible that there is improvement in pro-
prioception after performing the experiment. Similarly, Figure 4.15 shows
the comparison of average and standard deviation per cue of speed results of
subjects who repeated the experiments two months later. In terms of speed,
we did not observe a statistically signicant improvement.
4.4 Conclusions
This chapter reports the evaluation of the benets of immersive VR spaces
with multimedia cues for regaining proprioception. For the purpose of eval-
uating the experiments, we considered two dierent measurements, accuracy
as well as speed. Accuracy corresponds to how accurately the person is able
to cover the green target without going over to the blue target. This is an
important measurement for measuring the proprioception ability. This is be-
cause better the proprioceptive ability of an individual, better he would be
able to control the movement of his body parts and thus control the motion
of the wheelchair. The other measurement is the speed of the exercise, which
is measured by the time taken to complete a xed set of repetitions of the
exercise. The methodology for evaluating IVR spaces maps closely to what
human sensory inputs are being evaluated. Visual and/or auditory inputs are
the only feedback signals in an immersive environment unless additional de-
vices are introduced, e.g., haptic or olfactory. The proprioceptive capability
is a fundamental characteristic giving us a self-perception in connection with
the external world and allows us to feel the movement even with our eyes
closed. The proprioceptive capability is critical with or without visual cues
for executing motor tasks and decreases after injuries. We hypothesized that
presenting 4D visual cues (dynamically changing 3D locations in real time)
on a 2D screen to human subjects with impaired proprioception would lead to
improvements in proprioceptive capability. The improvement is anticipated
in comparison with presenting lower dimensional visual cues (video) or au-
dio cues. We approached this problem by designing a methodology where
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visual and auditory cues are presented to stimulate un-impaired human sub-
ject's sensory inputs while measuring accuracy and speed of rehabilitation
exercises automatically. We assumed that the proprioceptive abilities of a
human subject maneuvering a wheelchair are related to accuracy and speed
of movement of wheelchair in space. We showed from the experimental re-
sults that learning does have an eect on our results. We found that in all
but one case, the average score for the subsequent tests were higher. The con-
ducted experiments show that the VR spaces, with real-time photo-realistic
3D rendering, do appear to have some benet over conventional 2D media.
Though subjects did perform better with the overhead 2D camera, an out-
come that was anticipated, this camera was specically placed for the task at
hand. A 3D camera on the other hand has the potential to provide a variety
of view angles without moving the camera (due to the extra dimension of
information).
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5 OPTIMIZING CAMERA PLACEMENT
FOR IMPROVING VISUAL QUALITY
In order to make multi stereo camera systems ubiquitous, solving the prob-
lem of optimal deployment (conguration) of 3D imaging components is mo-
tivated (a) by the need to create high quality 3D content and (b) by the need
to accommodate application specic requirements into optimal deployment
without ad-hoc experimentations. One of the conguration parameters is
the placement of stereo cameras that aects the quality of 3D reconstruc-
tions as well as the resolution achieved by the reconstruction. Based on
our improved understanding of stereo camera systems from simulations, this
chapter presents a simulation framework for multiple stereo camera place-
ments. We form the camera placement problem in space as an optimization
problem. We formulate the objective function as well as the constraints. We
solve the optimization problem using Genetic Algorithms and then rene the
solution using Gradient Descent.
In addition to this, the novelty of our work lies in developing the framework
for placement of multiple stereo cameras under spatially varying resolution
requirements and in demonstrating improved camera placements with our
framework in comparison with other heuristic placement techniques. We
present an activity model, using which users can specify various requirements
in space. We present two dierent versions of the activity model, for 2D and
3D object placement.
5.1 Introduction
Multiple stereo camera systems are becoming ubiquitous these days. Ap-
plications of such systems such as tele-immersive systems are being used
for performing activities such as remote monitoring of physiotherapeutic pa-
tients, understanding and annotating dance movements, identication and
tracking, etc. The main requirement for all these applications is to have a
high quality 3D content of video so that these applications can be performed
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eciently as well as in a visually appealing manner. Therefore, it is impor-
tant to place the 3D stereo cameras in space properly. This is because if the
cameras are placed too near or too far from the object, then 3D reconstruc-
tion error is high and therefore quality is low. Also, if the cameras are placed
too far, then the resolution of the cameras is low and if they are kept too
near, then the entire object might not be captured in the camera. So, a good
resolution is required ensuring that the whole object is visible in order for
the object features to be easily distinguished from one another. Therefore,
correct camera placement is important for various applications.
Another need to simulate the optimal deployment of cameras in space
arises from the fact that it eliminates ad-hoc experimentation in camera
placement, which is application specic. For example, the requirements for
camera placement for application involving wheelchair basketball players dif-
fers from dancers and from application of tele-conference. Therefore, camera
placement per application is critical. Thus, the solution of this problem aids
in easy and quick placement of many cameras in space in an application
specic manner and in a new setup as the user does not have to manually
struggle in order to place them. It also helps in saving user's time in camera
deployment.
Recently, some researchers have started looking the the problem of cam-
era placement. In [157], authors have presented a framework for 2D camera
placement to satisfy task-specic and oor-plan specic requirements. How-
ever, in their model, they look at the problem of coverage provided by 2D
cameras. The drawbacks of their work is that they assume that the entire
region has homogenous resolution requirements, as opposed to which, in our
framework we allow for dierent resolution requirements in dierent regions
of space. Additionally, for their purposes, coverage simply implies whether
a given point in 2D space lies within the eld of view of a camera or not,
whereas in this thesis, we allow for 360o coverage to be provided. Ilie et. al.
[62] have presented a stochastic state-space quality metric for use in control-
ling active camera networks aimed at 3D vision tasks. The metric provides
an estimate of the aggregate steady-state uncertainty of the 3D resolution
of the objects of interest, as a function of camera parameters such as pan,
tilt, and zoom. Their method is dierent from our algorithm which uses
3D cameras, is that their algorithm is developed for Pan, Tilt, Zoom (PTZ)
cameras for surveillance purposes. They try to derive a combined quality
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metric which would generate various congurations for cameras as well as
compare those congurations. They assume the input from a separate track-
ing device, which can track the trajectory of moving people in space and
based on those known trajectories, their method tries to limit the search of
congurations to those regions of 3D space only. The dierence in our 3D
tele-immersive system is that the cameras are xed and static, as opposed
to PTZ cameras and the trajectory of motion of the object of interest is not
known in advance, as they are assuming. One of the main drawbacks of
this work is that the work is not yet complete. They have only presented
the quality metric, which is equivalent to developing the objective function
and constraint, and not update equations. The update equations are used
to solve the optimization problem. They are more focused on active camera
networks, which are dierent from ours.
Additionally, Wu et. al. [61] proposed a computational technique to esti-
mate 3D uncertainty volume by tting an ellipsoid to intersection of projected
error pyramids. Their approach is dierent from ours and it cannot be ap-
plied to solve the problem in tele-immersive space because their solution for
error calculation is based on numerical method. As a result, their method
can only be applied to simple situations and general situations that extend
beyond simple parallel or vergence stereo would be dicult to consider by
analytic methods. As opposed to both of these, our solution is based on an
error measure derived from actual 3D localization error by using the relation-
ship between disparity error and stereo 3D localization error. In addition to
this another drawback of their work is that they assume uniform resolution
requirements over the entire working volume and consider limited image res-
olution as the only cause of 3D uncertainty. Ercan et al. [82] looked at the
problem of sensor placement for 2D cameras in order to minimize the tar-
get localization error. Their approach is dierent from ours because in their
model, they did not consider multiple targets and the overall uncertainty
in the entire space, rather they just considered a small area for localization
and tracking. They eectively reduced the entire object to a single point
by the means of background subtraction and nding the mean of the center
of foreground pixels and trying to localize that single point eectively using
multiple cameras. Whereas, in our case, the objective is to eectively lo-
calize all the pixels of an object and we consider the uncertainty in all the
regions of the activity volume. In addition to this, they were focusing on 2D
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cameras, whereas our focus is 3D stereo cameras, due to which the model of
uncertainty which we use is quite dierent from theirs.
Olague and Mohr [60, 158] have proposed uncertainty analysis for plac-
ing multiple cameras. They approximated the projective transformation of a
camera using Taylor expansion, and used a scalar function of the covariance
matrix as the uncertainty measure. However, the main drawback of their ap-
proach is that the cameras are constrained to be placed on a spherical shape
for a single target object. This limits the utility of their framework to in-
dustrial purposes where the cameras have to observe a machine part, which
is the main goal of their work. As opposed to this, in our placement the
cameras are to be placed in the room for observing humans. Therefore, our
framework is a more general framework for camera placement. In addition,
their approach can only handle a very small number of cameras. In addition
to this, [60] assumed uniform resolution requirements in 3D physical space.
However, dierent activities in tele-immersive spaces have dierent visual re-
quirements and thus there is a need to accommodate heterogeneous require-
ments on spatial resolution. For example, a tele-immersive system used for
physical activities requires the coverage of a larger area with possibly lower
spatial resolution requirements than for tele-conferencing activities. Even
within a single visual task, there are certain regions in space where detailed
(high resolution) monitoring is needed. In other areas only a low resolution
coarser view of the scene is sucient. One such example would be an oce
environment. In such an environment, a person would perform many actions
that would involve his head such as talking to someone on phone, looking
at someone, putting on eye glasses, etc. A ner view of the facial features
would provide detailed information of these activities. A coarser low res-
olution view of the scene would be sucient to provide the context about
the person's activities. This motivates the introduction of spatially varying
resolution requirements in our camera placement optimization framework.
In this chapter, we consider the task of determining the placement of 3D
stereo cameras in space so as to reduce reconstruction error in the rendered
video as well as to improve the resolution of features. The input data includes
the working volume for the users in space, camera properties and the room
dimensions. It also consists of spatially varying minimal resolution require-
ments in dierent regions of working space. The output is a determination of
the camera positions and orientations in space. Identifying camera placement
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positions is hard due to all the large and unknown number of congurations
having a very similar accuracy, but with a very dierent imaging geome-
try. Several constraints need to be taken into account such as placement
limitations, camera visibility and so on.
The novelty of our work includes:
1. Formulation of objective function and constraints for automatic place-
ment of multiple stereo cameras.
2. Taking into account heterogeneous resolution requirements in space.
3. Developing the theoretical optimization framework under spatially vary-
ing resolution requirements.
4. Validating the algorithm by comparing it against other heuristic place-
ments by actual placement as well as by simulations.
5.1.1 Type of Resolution Requirements in Space Addressed
In this chapter, we consider two kinds of resolution requirements in space.
They are homogenous and heterogenous requirements. The homogenous re-
quirements mean that there is no special region in space in which the user
wants to be focused upon, and thus he wants the resolution to be as much
maximally given as the system can provide. An example of this is when a user
is moving around in space, as in the case of dancing or playing wheelchair bas-
ketball. For these kinds of requirements, user can choose to model through
homogenous requirements in space. The goal of optimization in homoge-
nous requirement is to maximize the resolution in space and simultaneously
minimize the uncertainty in depth estimation.
The other kinds of requirement are the heterogeneous requirements in
space, where there are certain regions in space where higher resolution is
required, as compared to other regions. One of the examples of this is video-
conferencing scenario, where higher resolution is required on the face of the
person than other objects in the room. In order to specify the dierent resolu-
tion requirements in dierent regions in space, we dene the concept of pivots
and activity zones, combined together called activity model, using which the
user can specify his requirements. Here, the goal of optimization is to satisfy
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the resolution requirements as specied by the user through his model and
simultaneously minimize the uncertainty of depth estimation. In a nutshell,
homogeneous requirements means with no activity zones and heterogeneous
means with activity zones.
5.2 Activity Model for Resolution Specication in
Space
Our current activity model describes how to specify spatially varying reso-
lution requirements for regions in working space. The term activity model
is not to be misunderstood as specifying an activity or how a particular ac-
tivity would take place. This is because this term has been used in other
contexts as specifying pedestrian or vehicular movement on roads in trans-
portation engineering and mobile wireless networks. It has also been used by
social scientists to specify how a bigger task or activity can be decomposed
into smaller subtasks or activities or actions performed by the users, for the
purpose of annotating the user's activities. However, the context here is
completely dierent and the intent of using the term activity model is quite
dierent from these meanings. In our context, we use this in order to allow
the user to specify the resolution requirements in the space, rather than how
the activity would take place. It is upto the user to however specify the
requirements.
In our context, an activity model is a collection of pivots along with cor-
responding resolution zones. In order to specify the requirements; we design
the concept of pivot and activity zones. Pivot refers to the point in space
where a ner and detailed view is required and thus the resolution require-
ments are the highest. This is up to the user the number of pivots he wishes
to specify. Around the pivot, there are activity zones. Activity zones specify
the reducing resolution requirements as one goes farther away from the pivot.
It is up to the user the number of resolution zones around a pivot he desires.
The activity model is just a very primitive approximation of the mapping
between a number of imaged pixels per surface area and the user specied
location (pivot) and his/her range of movements (zones around the pivot) as-
suming that the pivot and zones are transparent, the cameras are transparent
and the illumination does not impact the placement of 3D cameras.
69
We next describe two dierent kinds of activity models: 2D activity model
and 3D activity model. 2D activity model is used when the resolution re-
quirements vary only in 2D space horizontally, whereas 3D activity model is
used when the resolution requirements vary along height as well.
Pivot
Resolution 
zones
Figure 5.1: An example of 2D activity model with one pivot.
5.2.1 2D Activity Model for Heterogenous Camera Placement
Requirements
In this activity model, objects are placed in 3-dimensional (3D) space and
projected into the oor (2D horizontal) plane. We can consider 3D activity
space to be 2D by assuming that resolution requirements are same along
the height of any object and thus modeling only 2D object locations in the
horizontal plane. In the current tele-immersive systems, the focus has been
on a person as a whole and hence modeling 2D object locations is sucient.
However, if one would need to assign dierent resolution requirements to
body parts (e.g., face would require higher resolution than legs) then one
can use the framework for 3D activity model, which is described in next
section.
Let us clarify here that camera placement with activity models is dierent
from camera placement with dynamic cameras. In our activity model, the
cameras are kept static and do not move once the placement of the cameras
has been determined. Activity models dene the regions in space where
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higher resolution requirements are required by the user and provide a way
to specify these requirements in a xed and standard manner. Therefore,
the optimization formulation tries to determine the optimal placement of the
cameras under the resolution requirements as specied by the user.
Our current activity model describes how to specify spatially varying res-
olution requirements for regions in working space. The remainder of this
section describes two main concepts of the underlying activity model: (1)
resolution zones referring to the resolution requirements of several regions
in a space, and (2) resolution vectors(	) characterizing the resolution zones
with parameters. In addition, we provide a generalization of the model to
account for multiple objects in space that need ner 3D detail.
Figure 5.2: Resolution zones in 2D activity model.
2D Resolution Zones:
Within a particular visual task in space, resolution in space depends on the
distance to a pivot(P). It is characterized by a position in the 2D horizontal
plane. A pivot can be a location of a person or any other object in space.
This pivot location is the region of space where a ner and detailed view
is required and thus spatial resolution requirements are the highest. Figure
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5.2 illustrates a 2D plane with objects o1; o2; o3; o4 and o5. The pivot (o5) is
signed with a star.
By analogy with electric (
 !
E ) and the gravitational (
 !
G) elds, a pivot
generates a `resolution eld' determining the resolution of each object as a
function of the distance between the object and the pivot. Thus, a pivot
generates resolution zones, iso-surfaces, ring shaped areas around the pivot,
such that any objects placed within the same resolution zone would have the
same minimum resolution requirements. For example, in Figure 5.2, pivot P
is in the center of four resolution zones labeled zi, where 1  i  4. Objects
o2 and o3 are assigned the same resolution requirement since they are in z3.
Each resolution zone maps to a minimum resolution requirement (ri) and
forms a vector of resolution requirements. This enforces a minimum reso-
lution requirement of ri in zone zi. The vector R =< r1; r2; : : : ; rn > is an
ordered set of ri, each specifying the resolution to be enforced within zone
zi. The property ri > ri+1 holds, meaning that zi enforces higher resolution
requirements than zi+1. Thus, resolution zones are arranged monotonically
and resolution requirements becomes weaker as the distance to P increases.
In Figure 5.2, darker resolution zones enforce higher resolution requirements.
Let i be the radius of outer circumference of zone zi. We dene zi as
follows: (1) if i = 1, then it is a circle of radius 1, (2) if i > 1, then zi refers
to the area enclosed between concentric circles of radius i and i 1 forming
a ring. So, if the pivot P is surrounded by n resolution zones, it is necessary
and sucient to specify i for all i, where 1  i < n. The resolution zone zn
refers to area beyond the circumference of radius n 1. This is represented
by  =< 1; 2; : : : ; n 1 >. Thus, the spatial resolution vector is described
as 	 = [R;]. This describes the minimum resolution required at dierent
regions of space per pivot.
We also provide a generalization of the activity model to multi-pivot sce-
narios. The multi-pivot generalization allows for more than one pivot in
the space. Objects are assigned the maximum resolution requirement with
respect to all the pivots.
In summary, in order to specify the activity model in the space, user needs
to specify the set of pivots Pi. For each pivot Pi, resolution vector 	i is
described as 	i = [Ri;i]. From this activity model, minimum resolution
requirements in space are enforced.
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5.2.2 3D Activity Model for Heterogeneous Camera
Placement Requirements
Figure 5.3: Resolution zones and activity model in dierent types of 3D
activity models.
In this section, we present the extension of 2D activity models to 3D ac-
tivity models. We present three dierent kinds of activity models here. They
are cylindrical activity model, ellipsoid activity model and cuboid activity
model. We present each of these 3D activity models and specify how a user
can input these activity models to the optimization and how dierent regions
in these models are computed. These three activity models are shown in g-
ure 5.3.
3D Cylindrical Activity Model:
This is specied by the user by specifying (xc; yc), which are the x and y coor-
dinates of the axis of the cylinder. User also species zmin and zmax, which are
the minimum and maximum heights of the cylinder along the z axis. Next,
the number of resolution zones are specied, which are concentric cylinders
with progressively low resolution requirement for outer cylinders. This is
specied by the pair < ri; Ri >, where ri is the radius of the ith cylinder and
Ri is the minimum resolution required in that region. As above, the following
relationship holds: Ri+1 < Ri, which means that as one goes farther away
from the axis of the cylinder, the minimum resolution requirements decreases.
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3D Ellipsoid Activity Model:
This model is specied by the user by specifying the coordinates of the center
of the ellipsoid, (xc; yc; zc). Similar to the cylinder, a number of concentric
ellipsoids are specied, with decreasing minimum resolution requirements.
They are specied as < ai; bi; ci; Ri >, where a; b; c are the three radii of the
ith zone of the ellipsoid and Ri is the minimum resolution requirement in
that zone. A point (x; y; z) lies within the ellipsoid if the following condition
is satised:
(x  xc)2
a2i
+
(y   yc)2
b2i
+
(z   zc)2
c2i
< 1 (5.1)
Here, let us remind that a sphere is a special case of ellipsoid with a = b = c.
Therefore, users can also specify a sphere using this ellipsoid model.
3D Cuboid Activity Model:
A cuboid activity model is specied by specifying the center of the cuboid
(xc; yc; zc). A number of concentric cuboids can be specied by the user.
They are specied by specifying < ai; bi; ci; Ri >, where 2a; 2b; 2c are the
three sides of the ith zone of the cuboid and Ri is the minimum resolution
requirement in that zone.
All these dierent activity models could be simultaneously present in the
working volume. It is up to the user how many dierent kinds of models
he wishes to specify. These models are taken into consideration by the op-
timization formulation in the following manner. Once the working volume
is divided into dierent grid cells, each of the maximum resolution require-
ment at that grid cell, as dened by dierent activity models is calculated
and the optimization formulation ensures that at least this much resolution
is provided at that grid point.
5.3 Problem Formulation for Homogenous
Requirements
5.3.1 Problem Statement
We formulate the problem as an optimization problem. The input to the
optimization problem are following:
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Figure 5.4: Division of working
volume into grid.
Figure 5.5: Stereo localization
geometry
1. Number and type of cameras
 Horizontal and vertical eld of view
 Focal length
 Minimum and maximum cuto length
 Minimum and maximum camera placement heights
2. Room dimensions
 Minimum and maximum X;Y; Z for room
3. Working volume
 Coordinates of the vertices of working volume
In our problem formulation, the cameras could all be of dierent kinds.
We assume that the working volume is an arbitrary 3D convex shape, whose
faces are planar, and user just needs to input the vertices of the 3D shape.
The working volume is quantized into grid points by the program as shown
in gure 5.4 and for our purposes, we just use the grid points. In this gure,
we show how a working volume, in the form of a 3D wedge, is quantized
into grid cells. The grid cells are formed as follows. The working volume
is divided into equal sized grid points, from minimum to maximum values
of x; y; z values of the working volume. The cells along the boundaries are
formed by the intersection of the working volume and the grid cells.
The output is to nd the camera placement for all the cameras. This
includes nding the position and rotational orientation for the cameras.
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5.3.2 Formulation of Objective Function
Here we describe the formulation of objective function for the problem of
optimal camera placement. We have two objectives to be fullled. The rst
one is to minimize stereo localization error which is obtained from stereo
localization geometry. The second is to maximize the pixel resolution for each
of the stereo cameras. We choose these metrics because these are important
contributing factors to quality of 3D video. Illumination is not such a big
contributing factor to the quality, and it is even dicult to model the material
of the surface as well as the texture. One of the important factors is the
texture of the material, but there is no standard way to describe and model it.
If the surface does not have any texture, then the stereo algorithm will not be
able to determine the depth. It is clearly visible from the following images of
the board in Figure 5.6, where no depth values exist in the textureless region
of the board. The red box contains the depth map and color image from the
stereo camera. The blue regions in the board denote the area where the depth
values could not be given by the camera due to lack of texture. However, in
the top left corner of the board, there is specularity due to overhead light
source, which does not make any dierence upon 3D reconstruction.
Figure 5.6: 3D depth image and colored image containing texture region
and specularity.
Stereo Localization Error
We study both the down-range error as well as the cross-range error and use
both of them for minimization. Localization error in the direction of viewing
from a camera is called down-range error and localization error normal to
that is called cross-range error. The two errors are shown in gure 5.5 as
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R and C respectively. Let us clarify that the cross-range and down-range
errors are in 3D space rather than in a 2D plane. These errors form a 3D
error ellipsoid with the down-range error and one of the radius and cross-
range error as the other radius. In this case, we are considering a general
3D point with coordinates (x,y,z) as seen from a stereo camera such that the
point lies within its eld of view.
Kim et al.[159] have derived the relationship of the disparity error to the
stereo 3D localization error. For a general case when both pl and pr are
non-zero, the expression for down-range error that they derived is,
R =  (R2 cos =fB)(pl  pr); (5.2)
where, B is stereo baseline, f is the focal length,  is the angle made with
normal to the camera axis and R is the distance of the feature from the
camera. Since we are interested in the magnitude of down-range error only,
we just take the magnitude and use it as,
jRj = j(R2 cos =fB)(pl  pr)j: (5.3)
This provides an expression for down-range error. For the cross-range error,
which is perpendicular to the line of sight, they found it to be,
C = (R cos2 =f)(pl +pr)=2; (5.4)
And as we are interested in its magnitude only, this gives us an expression
for cross-range error as,
jCj = j(R cos2 =f)(pl +pr)=2j: (5.5)
The above equations dene the relationship between R;pl;pr;C.
The relationship between R;X;Z;C is as follows. From the geometry,
as shown in gure 5.5, it can be seen that R can be dened in terms of Z
as follows:
R =
Z
cos 
(5.6)
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Similarly, C can be dened in terms of X as follows:
C =
X
cos 
(5.7)
For the purpose of computing stereo localization error, we consider a binoc-
ular stereo pair of the cameras, as shown in gure 5.5. This is because in our
experiments, we used a binocular stereo camera pair. Stereo localization is a
standard problem in computer vision. The problem is that given two images
from internally calibrated cameras (whose internal parameters are known in
advance), determining the camera pose and the position of the points in
space. This can be obtained through epipolar geometry and essential matrix
decompositions [160]. The epipolar geometry is shown in gure 5.7. The
geometric relationship between the two cameras can be described by the fun-
damental matrix F for the image coordinates x and by the essential matrix
E for the normalized image coordinates. Once the internal parameters of the
cameras (K1; K2) are known, problem comes down to determining the pose
between the cameras (R; T ), where R is the 3  3 rotation matrix and T is
translation vector.
P
pL
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Figure 5.7: Epipolar geometry.
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Pixel Resolution
Considering the pixel resolution, we need to ensure that a pair of points in
space at distance l apart from one another should be spaced apart in the
camera plane also. Tarabanis et al.[161] analyzed the size of a linear feature
in the image plane. We choose 2D image resolution as a measure of accuracy
there because the cameras provide a 2D colored image on their pixel plane.
The depth images are also provided at all those pixel locations only and
therefore it is essentially a 2D surface which is rendered using the pixels.
Therefore, the pixel density is what actually makes the dierence. They
found out that the equation dening the size of a linear feature of size l in
the image plane is:
Sip =
dlj[(ra   ro) u] vj
((ra   ro)  v)((rb   ro)  v) (5.8)
where l is the length of the linear feature to be viewed having ra and rb as
its end points, u is the unit vector along the linear feature (from ra to rb),
Sip is the size of that feature in the image plane, d is the distance from the
back nodal point of the lens to the image plane, ro is the position vector of
the frontal nodal point of the lens, and v is the unit vector along the optical
axis in the viewing direction. Explanation of these dierent parameters is
shown in Figure 5.8.
a
b
→
u
v
→
l
d
o
Image Plane
Object
Figure 5.8: Pixle resolution.
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5.3.3 Formulation of Constraints
Here, we discuss the constraints that are applicable to camera placement.
The following constraints are enforced: room constraint, camera placement
constraint, eld of view constraint, cuto length and 360 visibility con-
straint. We describe and formulate each of these constraints now.
Room Dimensions Constraint
This constraint species the dimensions of space where the cameras can be
placed. The user species minimum and maximum values of the x; y dimen-
sions. Therefore, the constraint can be formulated as
xmin  xi  xmax (5.9)
ymin  yi  ymax (5.10)
8i 2 Cameras
where, xi; yi are the coordinates of the camera placement of ith camera.
Camera Placement Constraint
This constraint corresponds to the height of the camera placement. We as-
sume that the cameras are placed on the tripods and the camera placement
height is constrained by a minimum and maximum value. Therefore, mini-
mum and maximum camera placement heights are provided as input and the
constraint is formulated as following
zmin placement  zi  zmax placement (5.11)
8i 2 Cameras
where, zi is the height coordinate of ith camera.
Field of View Constraint
The eld of view constraint is concerned with determining viewpoints from
which the features of interest can be seen. If the eld of view constraint is
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violated, then certain features will not be seen at all. Consequently, the eld
of view constitutes a hard constraint in camera placement.
Figure 5.9: The eld of view pyramid
The eld of view of a general optical system is described by the region in
object space that is bounded by the eld of view pyramid of the system. This
pyramid is described in gure 5.9. In practice, the eld of view is specied
in terms of the angle that the extreme rays make while entering the optical
system. There are two eld of view angles, viz. horizontal eld of view angle
denoted as  and the vertical eld of view angle denoted as . These two
angles are the angles subtended at the entrance pupil by the entrance window
of the system.
Intuitively, this constraint can be decomposed into two constraints, i.e.
the desired point must lie between two planes for both the sets of planes.
Mathematically, this constraint can be formulated as follows
((Pi   [xi yi zi]T )  (ai  bi)):((Pi   [xi yi zi]T )  (ci  di)) < 0 (5.12)
((Pi   [xi yi zi]T )  (ai  di)):((Pi   [xi yi zi]T )  (bi  ci)) < 0 (5.13)
where, Pi is a point that we want to determine whether it lies inside pyra-
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mid, [xi yi zi]
T are the coordinates of camera placement, ai; bi; ci; di are the
four unit vectors along the edges of pyramid as shown in gure 5.9. These
four unit vectors can be written as
fai; bi; ci; dig = wi:l=2 ui:l=2jj  wi:l=2 ui:l=2jj (5.14)
where, wi; ui are the vectors parallel to the camera plane and l; l are the
horizontal and vertical widths between the planes at a unit distance from the
end plane. They can be written as
l = 2 tan(=2) (5.15)
l = 2 tan(=2) (5.16)
Cuto Length Constraint
This constraint corresponds to the minimum and maximum cuto length in
stereo cameras. In the case of stereo cameras, if the object to be viewed is
too near or too far from the camera, then the reconstruction quality is bad.
As a result of this, a minimum and maximum cuto length is dened for the
stereo cameras and only the features lying within the cuto lengths are taken
into account. Mathematically, this constraint can be formulated as follows
CLimin  jj([xi yi zi]T   Pj)  vijj  CLimax (5.17)
8i 2 Cameras; 8j 2 Grid points
where, jjjj represents norm of the vector, CLimin; CLimax are the minimum
and maximum cuto lengths of the ith camera, [xi yi zi]
T are the coordinates
of its placement, vi is the unit vector along the optical axis in the viewing
direction of the camera and Pj are the coordinates of the jth grid point.
360 Visibility Constraint
Finally, the last constraint that we dealt with is 360 visibility constraint.
This constraint deals with the fact that each of the points in the working
volume must be visible from 360 by at least one camera. Figure 5.10 shows
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two examples of camera placement, one where cameras are placed in 360
and the other where they are not. This constraint ensures 360 visibility of
the entire working volume. We dene a point to be visible from two cameras
if the angle between those cameras is less than 90. Although in some cases,
cameras may be placed in a manner that three cameras may also suce for
the purposes and 120 degrees may also suce, but in order to provide a
greater amount of generality and coverage, we choose 90 as the minimum
angle between the cameras and therefore a minimum of four cameras to be
necessarily needed for placement. Mathematically, this constraint can be
formulated as
min(i;j) < 90
 8j 2 Cameras; j 6= i (5.18)
8i 2 Cameras
where, i;j is the angle subtended between camera i and camera j for a
grid point. The subtended angle can be calculated as
i;j = arccos
([xi yi zi]
T   Pk)  ([xj yj zj]T   Pk)
jj[xi yi zi]T   Pkjj jj[xj yj zj]T   Pkjj (5.19)
where, [xi yi zi]
T and [xj yj zj]
T are the coordinates of ith and jth camera
placement, Pk is the point where the subtended angle is calculated and jj  jj
denotes the norm of the vector.
We considered the constraint for 360 visibility along the sides, in the
form of a circle, rather than entire visibility in the form of a sphere. This
is because we are considering human beings where the sides are important.
One cannot place the cameras at the bottom in order to see the bottom part
since the oor is a constraint in this case. These kinds of scenarios can arise
in manufacturing industry where a object may need to be viewed from all the
viewpoints on a sphere, but it is not logical in tele-immersive system where
the human beings are involved.
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5.3.4 Solution Methodology
Upon combining the objective functions and the constraints, the optimization
problem can be written as
minimize:

 + 
X
i
X
j
((Rij)
2 + (Cij)
2)  
 + 
X
i
X
j
(PRij)
8i 2 Cameras; 8j 2 Grid points
Subjected to:
(1) Room Dimensions Constraint
xmin  xi  xmax
ymin  yi  ymax
(2) Camera Placement Constraint
zmin placement  zi  zmax placement
(3) Field of View Constraint
((Pi   [xi yi zi]T )  (ai  bi)):((Pi   [xi yi zi]T )  (ci  di)) < 0
((Pi   [xi yi zi]T )  (ai  di)):((Pi   [xi yi zi]T )  (bi  ci)) < 0
(4) Cuto Length Constraint
CLimin  jj([xi yi zi]T   Pj)  vijj  CLimax
(5) 360 Visibility Constraint
min(i;j) < 90

(5.20)
where, Rij denotes down-range error and Cij denotes cross-range error
of ith camera at jth grid point and PRij represents pixel resolution. The
negative sign in front of expression for pixel resolution denotes that it needs
to be maximized instead of being minimized.
In order to get the uncertainty in depth estimation, i.e. the down-range
and cross-range errors, we used the uncertainty data as provided by the Tyzx
Inc. for G2 cameras. The data along with the tted model is shown in gure
5.11. We used the data for curve tting for special mode, 6cm, 45 degrees
TYZX cameras, which are the cameras currently used for performing the
experiments. For tting a curve for delta z vs z, we used a degree two model
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Figure 5.10: Explanation of visibility constraint.
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Figure 5.11: Model tting for z and x precision for error estimation.
of the following form,
f(x) = p1 x2 + p2 x+ p3 (5.21)
The three coecients (with 95% condence bounds) are: p1 = 0.002185
(0.002168, 0.002203), p2 = 5.244e-005 (-0.0001067, 0.0002115) and p3 = -
2.399e-005 (-0.0002875, 0.0002395). In order to look at goodness of t, we
looked at dierent measures and the values for goodness of t are: SSE:
3.006e-006, R-square: 1, Adjusted R-square: 1, RMSE: 0.0002644.
In a similar manner, we also t a curve for delta x vs z. For this, we used
a degree one model of the following form,
f(x) = p1 x+ p2 (5.22)
The coecients (with 95% condence bounds) are: p1 = 0.001048 (0.001044,
0.001053), p2 = 3.256e-005 (1.823e-005, 4.689e-005). The goodness of t of
the curve is: SSE: 3.366e-008, R-square: 0.9998, Adjusted R-square: 0.9998,
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RMSE: 2.766e-005.
In order to solve the optimization problem, we used Genetic Algorithms
[162] to develop an initial solution to the optimization problem. Genetic
algorithms are a category of global search heuristics. Genetic algorithms are
a particular class of evolutionary algorithms that use techniques inspired by
evolutionary biology such as inheritance, mutation, selection, and crossover.
The main advantage of using genetic algorithms to get an initial solution is
that they are global search techniques and thus do not get stuck at a local
optimum easily. For the purpose of implementation, we used Matlab GA
toolbox, which provides an implementation of the genetic algorithms. We
used the following parameters while running the algorithms. The parameter
MutationFcn, which provides the handle to the function which produces
mutation children, was set to mutationadaptfeasible. GA uses the mutation
and crossover functions to produce new individuals at every generation. The
way the GA satises the linear and bound constraints is to use mutation and
crossover functions that only generate feasible points. For example, if the
default mutation function mutationgaussian is used, then it will not satisfy
the linear constraints and so the mutationadaptfeasible is used instead. If one
wants to provide a custom mutation function, then this custom function must
only generate points that are feasible with respect to the linear and bound
constraints. All the crossover functions in the toolbox generate points that
satisfy the linear constraints and bounds. We specify mutationadaptfeasible
as the mutation function for our minimization problem by using gaoptimset
function. In addition to this, we specied StallTimeLimit parameter to 50
seconds. This species the algorithm to stop if there is no improvement in
the objective function for StallTimeLimit seconds.
In order to further rene the solution, we used the Gradient Descent Al-
gorithm [163]. Gradient descent is a local optimization algorithm. To nd a
local minimum of a function using gradient descent, one takes steps propor-
tional to the negative of the gradient (or the approximate gradient) of the
function at the current point. We used the initial solution obtained from ge-
netic algorithm as a starting point for gradient descent. This helps to further
rene the solution and get better results.
The time complexity of running the solution is dependent upon the fol-
lowing factors: the number of grid points given by the user (n), the number
of cameras in the working volume (c) and the accuracy of solution required
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by the user. For each of the cameras and for each of the grid points, there
is a term in the objective function for depth uncertainty for the camera at
that grid point and a term for resolution which the camera can achieve at
that grid point. Therefore, the total number of variables in the objective
function are n c. Let  represent the minimum fraction of change from one
generation to another needed. If the fractional change is less than , then
the optimization would stop at that point. The number of the generations
of Genetic Algorithm are exponentially dependent upon this term as e1=.
Therefore, the total time for execution of the code is O(n c e1=).
5.4 Problem Formulation for Heterogeneous
Requirements
In this case, the resolution requirements are considered as constraint instead
of considering it in the objective function. This is because the requirements
need to be satised for the system. The resolution requirement is presented
in following manner.
Tarabanis et al.[161] analyzed the size of a linear feature in the image
plane. They derived the equation dening the ratio (Fab) of the size of a
linear feature in the image plane (PRab) to its actual size (l). Please refer
to [161] for a detailed explanation of the ratio. We adopted the ratio in our
analyses and combined it with the activity model leading to enforcing spatial
resolution constraint:
Fab =
PRab
l
=
dj[(ra   ro) u] vj
((ra   ro)  v)((rb   ro)  v) > 	req (5.23)
where, l is the length of the linear feature to be viewed having ra and rb
as its end points, u is the unit vector along the linear feature (from ra to
rb), PRab is the size of that feature in the image plane, d is the distance
from the back nodal point of the lens to the image plane, ro is the position
vector of the frontal nodal point of the lens 1, v is the unit vector along the
optical axis in the viewing direction, and 	req is the minimum resolution
1The front and rear nodal points have the property that a ray aimed at one of them
will be refracted by the lens such that it appears to have come from the other, and with
the same angle with respect to the optical axis http://en.wikipedia.org/wiki/Magnication
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required as specied by user. Also, 	req is the minimum resolution required
at that location as specied by the user. As explained previously, in case
of multiple-pivots, objects are assigned the maximum resolution requirement
with respect to all the pivots.
In order to accommodate the resolution requirements as dened by the
activity model, we take the minimum resolution requirements at each of the
grid points as given by dierent pivots, and then take the maximum of all
those minimum resolution required from dierent pivot points at that grid
point. This is the minimum resolution required at that particular grid point,
which is 	req in equation 5.23. In this manner, based on the requirements as
specied by the activity model, we incorporate that into the constraint.
Upon combining the objective functions and the camera placement con-
straints including the activity model, the optimization problem can be writ-
ten as follows
minimize:
X
i
X
j
(Rij)
2 + (Cij)
2
8i 2 Cameras; 8j 2 Grid points
Subject to:
1. Spatial Resolution Constraint
2. Space Dimension Constraint
3. Field of View Constraint
4. Cuto Depth Constraint
5. 360 Visibility Constraint
(5.24)
where, Rij denotes down-range error and Cij denotes cross-range error
of ith camera at jth grid point. The optimization is performed over all grid
points of the working space.
5.5 Experimental Results for Homogenous Placement
We compared our algorithm for camera placement with three other heuristic
placement techniques. These heuristic placements are:
1. Random Radial Distance Placement: Place the cameras randomly
in space. Only take care that they follow all the constraints. In order
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Figure 5.12: Nearest placement of
cameras.
Figure 5.13: Nearest placement in
other planes.
to randomly place the cameras, they are placed equally radially dis-
tributed from the center of the working volume. At the radial line
from the working volume to outside, corresponding to the camera ra-
dial angle, the camera is placed by randomly selecting a placement
between nearest and farthest placement. The nearest placement corre-
sponds to the position where the entire working volume is visible and
the farthest placement at that radial axis corresponds to the farthest
location when it touches the boundary of the room.
2. Nearest Placement: First, we set the goal for each camera place-
ments to view two sides of the convex polygon formed by projecting
the working space into the oor of a room (x y plane). The placement
starts by placing the rst camera C1 along the ray GV 1 where V 1 is the
closest point to the centroid of the polygon denoted as G - see Figure
5.12. The location of the camera along the ray GV 1 is determined by
nding the closest point to V 1 along GV 1 where the horizontal FOV
subdues the two neighboring vertices to V 1, such as V 5 and V 2, and
bisects the angle V 5; C1; V 2. The next camera C2 is placed by select-
ing the adjacent two sides of the polygon not covered by C1 (in this
case in a counter-clockwise direction) and nding a location along GV 4
where the horizontal FOV subdues the two neighboring vertices to V 4,
such as V 5 and V 3. The placement of cameras in the x   y plane is
repeated till all polygon sides are viewed by at least one stereo camera.
In order to satisfy the 360 degree visibility constraint, there are n=2
stereo cameras needed for an even number of convex polygon sides and
n=2 + 1 stereo cameras needed for an odd number of polygon sides.
Second, the placement of cameras in z x and z  y planes is executed
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as follows. The z-coordinates of all already placed cameras are adjusted
in such a way that the vertical FOV intersects the x   y plane at the
oor level. The remaining stereo cameras are placed by identifying
polygon sides of projections to x   z and y   z planes, and following
the same placement strategy as in the x   y plane. This is illustrated
in Figure 5.13 where the C1 and C2 cameras are adjusted, and C3 is
the additional camera placed to cover the two sides with the vertex at
V 1.
3. Farthest Placement: The process is an extension of the nearest cam-
era placement. First, the nearest camera placements are identied.
Second, each camera is moved to the farthest position along the ray
G-vertex ID within the room dimensions in x   y plane. Then, the
cameras added in the z  x and z  y planes are moved to the farthest
position along the ray G-vertex ID within the room z dimension.
Figure 5.14: Farthest camera placement.
For the purpose of our experiments, we selected a 125" 105" room. The
working volume was a cube with dimensions 20"  20"  20" and it was
located in the center of the room. We implemented the algorithm using
Matlab2 and C++. We used the Genetic Algorithms and Gradient descent
implementations from Matlab and Open CASCADE3 was used for visualizing
2http://www.mathworks.com/products/matlab/
3http://www.opencascade.org/
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the camera placements. In order to test the algorithm, we compared it
against the heuristics by actual camera placement as well as by simulations.
We describe both of these in detail now.
5.5.1 Actual Camera Placement
In order to do this, we actually placed the cameras according to the three
placement techniques described above and the results obtained from the de-
veloped algorithm. Figure 5.15 shows the camera placements achieved by
dierent placement techniques. In the gure, the blue circles represent the
cameras. The blue line in the gure shows the central camera axis and the
red circles show the points in the volume of space that was used for our
experiments.
Figure 5.15: Actual camera placements in space for dierent techniques.
For the purpose of our experiments, we had three identical 3D cameras
and we placed them according to dierent placement techniques. In order
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to compare dierent placements, we moved a spherical ball in the working
volume. We measured the average reprojection error in terms of number of
pixels and the average size of the object in terms of number of pixels. The
results are shown in table 5.1. The reprojection error is a geometric error cor-
responding to the image distance between a projected point and a measured
one. This was measured during calibration using the algorithm developed
by Svoboda et al. [164]. This corresponds to our rst objective function
and better the camera placement, the lower the reprojection error should be.
The average object size is a measure of resolution and higher the resolution,
higher the average object size. So, better the camera placement, higher the
object size. Therefore, for a good placement, we want the reprojection error
to be minimum and object size to be maximum.
In order for actual and complete validation of the 3D camera placement, it
would require evaluations of the 3D data obtained from multiple registered
3D cameras. However, the 3D camera registration could not be achieved.
Therefore, we took the shortcut of taking 2D pictures from the cameras
and validating the camera placement with those 2D pictures. Thus, the
main focus of the dissertation is upon the theoretical contributions of the 3D
camera placement simulation framework, which is the modeling part.
Table 5.1: Reprojection error and average object size for dierent actual
camera placements.
Placement Reprojection Avg. obj.
techniques error (pixels) size (pixels)
Nearest 0.27 112.5
Random 0.21 94.3
Farthest 0.35 57.4
Our algorithm 0.15 97.6
Table 5.2: Reprojection error for each camera.
Placement Cam Cam Cam
techniques 1 2 3
Nearest 0.25 0.30 0.26
Random 0.24 0.19 0.20
Farthest 0.33 0.35 0.37
Our algorithm 0.16 0.13 0.16
As can be seen from the results of table 5.1, in terms of reprojection error,
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the camera placement generated from our algorithm gives the lowest error.
The error is much lower than any other technique. For average object size, the
nearest placement technique gives slightly better results than our placement
technique. This is logical since closer we place the cameras, the higher the
resolution will be achieved. Overall, we can see that the camera placement
generated from our algorithm gives the best results.
5.5.2 Camera Placement Simulations
In this, instead of actually placing the cameras, we looked at the variation
of the objective function per camera cluster as a function of number of cam-
era clusters for dierent placement techniques. The objective function per
camera cluster is the objective function divided by the number of camera
clusters and gives an average value of objective function per cluster. The
results are shown in gure 5.16. As the objective function is a minimization
function, so lower the value of objective function for a placement technique,
the better the placement is. The aim of these experiments is to look at the
results for larger number of camera clusters and to look at a combined ob-
jective function so that it is easy for comparing dierent techniques. For the
experiments of random placement, we performed 10 trials and the results
here are average value of the objective function for those trials. The average
standard deviation value for dierent trials of random placement was 6.23
For the gure 5.16, we can observe that the placement of cameras achieved
from our algorithm gives the best overall value of objective function as com-
pared to other techniques. The results of farthest camera placement are the
worst. This is because as the cameras are placed farther away, the reconstruc-
tion error increases and the resolution also decreases. As a result, it gives
the worst results. Nearest and random placements give almost same kind of
results. Another thing to notice from the graph is that as the number of cam-
era clusters is increased, the value of objective function per cluster increases.
This is because the optimization function that we use is a global minimiza-
tion function and the average value for each cluster gets less optimized as
the number of clusters increases.
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Figure 5.16: Variation of objective function per cluster.
5.5.3 Analysis of Impact of Weight Assignment to Pixel
Resolution and Localization Error
In this section, we consider the impact of weight assignment to pixel reso-
lution and localization error terms in the objective function of homogenous
camera placement. For dierent kinds of activities, dierent weights may
need to be assigned to these two terms. For example, if the activity is a fast
activity, then higher weight need to be assigned to localization error term, as
this would minimize the localization error in depth estimation of the cameras.
This is needed since the person is moving very fast while doing the activity
and unless the depth is correctly estimated, the rendering quality would not
be good and it would be visually appealing to the viewer. Similarly, if the
activity is a slow activity, then higher weight need to be assigned to pixel
resolution since this would give a visually appealing rendered image. In all
the results of resolution, the units are pixels per unit square cm.
The form of objective function for homogenous camera placement is:
min : w 
X
i
X
j
(rep errorij)   (1  w)
X
i
X
j
(pixel resij) (5.25)
8i 2 Cameras; 8j 2 Grid points; 0 < w < 1
For the purpose of our experiments, we choose the following values of w:
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0.1, 0.3, 0.5, 0.7, 0.9 This was done in order to cover entire range of values
of the parameter. Here a low value of w means low weight is assigned to
localization error term and high weight is assigned to pixel resolution and
vice-versa. For the purpose of our simulations, we considered a room of
dimensions 320 460cm. The working volume was in the shape of a cuboid
in the center of the room and had following dimensions: 100120100cm in
x, y and z directions. The placement of ve cameras for the room condition
along with working volume is shown in gure 5.17. For the purpose of our
simulations, we considered G2 camera congurations as provided by Tyzx
Inc. in its manual. In gure 5.18, the corresponding resolution achieved at
dierent regions in space is shown corresponding to these placements of the
cameras. In these gures, the x and y axis shows the axis of the working
volume and the z-axis shows the resolution in pixels per unit square cm. The
resolution achieved is shown in a plane passing through the middle of the
working volume in height, i.e. a plane located at the height of (hmax+hmin)=2.
We showed this visualization because it is not possible to display a 4D graph
for all the dierent heights.
Clearly, from these gures it can be seen that as higher weight is assigned
to the pixel resolution term, the cameras are placed closer to the working
volume space. This follows from intuition since when an object is placed
closer to the camera, it is displayed in higher number of pixels. Table 5.3
shows the average resolution and average localization error for dierent values
of the weighing factor w. The table shows the average resolution in terms
of pixels per unit square centimeter as well as average localization error in
pixels within the working volume. These results are derived by performing
the simulations of camera placement. From the table, it can be seen that
as the weighing factor is increased from 0.1 to 0.9, the average resolution
decreases from 3.12 to 0.48, while the average localization error decreases
from 0.54 to 0.12 pixels.
5.6 Experimental Results for Heterogenous Placement
In order to evaluate our optimization framework, we dierent experiments
involving simulations as well as actual camera placement under dierent sce-
narios. We now present the experiments as well as the experimental results.
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Figure 5.17: Simulation homogenous camera placement obtained by varying
the weight factor w.
5.6.1 Description of Experiments for 2D Activity Model
In the rst experiment, we compared our optimization camera placement
framework under spatially varying resolution requirements with 2D activity
model (denoted as heterogenous camera placement) with two other placement
schemes: placement under spatially homogeneous resolution requirements
denoted as homogenous camera placement and farthest camera placement
denoted as baseline placement. We have already dened these placements
previously.
In the second experiment, we evaluated the heterogeneous camera place-
ment for variable spatial resolutions in space. For these purposes, we take
a horizontal and vertical lines passing through a pivot point and dene two
spatial resolution zones along the lines. These two lines are depicted in Figure
5.19 as two dotted lines.
Finally, in the third experiment, we investigated the eects of multiple
spatial resolution zones dening the activity model on (1) the total average
spatial resolution in space, and (2) the average 3D reconstruction error.
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Figure 5.18: Simulation resolution achieved at dierent places in spaces in
homogenous camera placement by varying the weight factor w.
5.6.2 Comparative Simulation Results
We considered a room with dimensions 400 250cm. The activity zone is a
rectangular place in the center of the room having dimensions 200 100cm.
There are two pivots P1 and P2 in the activity zone which are located 50 cm
from each side of the activity zone. The geometry of the room for camera
placement is shown in Figure 5.19.
Figures 5.20, 5.21 and 5.22 shows the results of comparison of hetero-
geneous, homogenous and baseline stereo camera placements (Experiment
1). We can conclude that both heterogeneous and homogenous placements
perform much better than the baseline placement when evaluated by the
variation of average resolution and 3D reconstruction error over the entire
working space. The two placement methods provide around 150% higher
resolution and around 125% lower 3D reconstruction error than baseline.
This quanties the advantages of optimal stereo camera placement over a
placement without any optimization (although it does not quantify the time
savings in comparison with ad-hoc camera placements). Upon comparing the
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Table 5.3: Average pixel resolution and localization error for dierent
values of w.
Weighing Avg. resolution Avg. loc. error
factor(w) (pixels per unit sq. cm) (in pixels)
0.1 3.12 0.54
0.3 2.36 0.46
0.5 1.43 0.29
0.7 0.74 0.22
0.9 0.48 0.12
Table 5.4: Localization error for each camera for dierent values of w.
Weighing Cam Cam Cam Cam Cam
factor(w) 1 2 3 4 5
0.1 0.51 0.53 0.52 0.58 0.56
0.3 0.41 0.49 0.46 0.47 0.45
0.5 0.31 0.25 0.27 0.30 0.32
0.7 0.23 0.19 0.20 0.25 0.23
0.9 0.09 0.14 0.15 0.12 0.10
three placements for average resolution at pivot points, we can see that the
heterogeneous camera placement outperforms both homogenous and baseline
placements. It provides around 50% higher resolution than the homogenous
placement and around 200% higher resolution than the baseline placement.
Another interesting observation based on the gure is that the average reso-
lution provided by the heterogeneous camera placement at the pivot points
increases at a much higher rate than the resolution obtained from other
placements.
The eects of variation of spatial resolution along the horizontal and ver-
tical axes are shown in Figures 5.23 and 5.24 (Experiment 2). We observed
that in both cases the eective resolution provided by the system is greater
than the minimum resolution specied by the user as an input. Figure 5.23
shows that the two peaks of resolution along the x-axis are located at the
two pivot points at 50cm and 150cm which is in accordance with the input
requirements specied by the end user. Similarly, Figure 5.24 illustrates that
there is one peak that is located at 50cm which is the location of the pivot
point along the y-axis.
Finally, Figure 5.25 demonstrates the eects of varying (a) the radii for a
xed value of minimum spatial resolution and (b) the minimum resolution
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Figure 5.19: Room geometry for testing camera placement algorithm.
requirement for a xed radius (Experiment 3). We can see that as the radius
of a resolution zone is increased, the average resolution over entire region
increases and the average 3D reconstruction error also increases. The rate
of increase of average spatial resolution is much greater for smaller values
of radii than for higher values of radii. Thus, for the purpose of camera
placements, the best value for the radius of the resolution zone is 25 cm after
which the average resolution nearly attens. The trend of average resolution
over the entire region for varying spatial resolution requirements appears to
be the same trend as the trend obtained while varying the radius. It increases
steeply for lower values of spatial resolution requirements and then attens
out for higher values. However, the slope of average 3D reconstruction error
over entire region increases for higher values of resolution requirements.
5.6.3 Experimental Camera Placement for Dierent Practical
Scenarios
In this section, we look at the eects of dierent camera placements upon
resolution achieved and the accuracy of depth information. We compared
four dierent placements, viz. optimal, nearest, farthest and random. For
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Figure 5.20: Resolution at pivot points for dierent placements.
the purpose of experiments, we congured the placement of 5 stereo cameras.
The cameras were manufactured by Tyzx Inc. have a horizontal and vertical
eld of view of 40 degrees and a baseline of 6 cm and a spatial resolution
of 500  312. For performing the experiments, we considered a room with
dimensions 320  460  250 cm. The working volume in the room was a
cuboid with dimensions 100 120 100 cm.
We measured the resolution achieved by measuring the size of checkers of a
checkerboard placed in the working volume. We used OpenCV checkerboard
detection to automatically detect the corners of the checkerboard from dif-
ferent cameras and then calculating the average area of the checkers. This
is shown in gure 5.26. We also measured the number of pixels assigned
to a 3D basketball placed in the scene. The ball can be seen on the top of
box in gure 5.26. In order to measure the accuracy of depth information,
a planar board was placed in the scene and the depth values for the board
was obtained from the cameras. A mean square plane was tted through the
board and the error in depth data from the board was calculated. The color
image of board and the corresponding depth image is shown in gure 5.27.
We choose 2D resolution as a measure of accuracy because this is the 2D
resolution which we maximize in the case of homogenous camera placement
and considered this as a constraint in heterogenous camera placement. This
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Figure 5.21: Average resolution over entire region for dierent placements.
is why we considered it for measurement.
The images from ve dierent cameras containing checkerboard as well
as planar board and the corresponding depth images for optimal, nearest,
farthest and random placements are shown in gures 5.28, 5.29, 5.30 and
5.31. The results of average number pixels and the error in depth estimation
is shown in table 5.5. From the results, it can be seen that for resolution,
optimal placement is much closer to nearest placement, where the resolution
is highest. In terms of accuracy of depth information, optimal placement
gives the least amount of error of all the placements. The results clearly show
the advantage of optimal camera placement over other heuristic placements.
Table 5.5: Average resolution and depth error measurements for dierent
camera placement types.
Placement Avg. chkr sz Avg. 3D ball sz Avg. error in
type (in pixels) (in pixels) depth est(cm)
Optimal 149.04 6647.43 0.86
Nearest 166.59 9503.41 1.24
Farthest 85.32 2134.32 2.23
Random 132.84 4324.84 1.33
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Figure 5.22: Average 3D reconstruction error for dierent placements.
Table 5.6: Depth error measurements per camera for dierent camera
placement types.
Placement Cam Cam Cam Cam Cam
type 1 2 3 4 5
Optimal 0.86 0.86 0.86 0.86 0.86
Nearest 1.21 1.26 1.25 1.23 1.25
Farthest 2.2 2.21 2.26 2.23 2.25
Random 1.36 1.34 1.28 1.37 1.31
5.6.4 Camera Placements and Simulations for Dierent 3D
Activity Models
In this section, we compare the eect of dierent 3D activity models upon
camera placement. We also compare the eect of varying the number of
pivot points in space. For the purpose of doing these experiments, we per-
formed simulations in order to determine the optimal placement of cameras
for them and then performed actual camera placement in space. As previ-
ously, we measured the resolution achieved in space by measuring the size of
checkerbaord and 3D ball in terms of pixels.
For performing the experiments, we considered a room with dimensions
320  460  250 cm. The working volume in the room was a cuboid with
dimensions 100120100 cm. We considered ve cameras manufactured by
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Figure 5.23: Variation of resolution along horizontal.
Tyzx Inc. with 6 cm baseline and 40 degrees horizontal and vertical eld of
views. The placement of cameras and the resolution given by the simulation
for dierent models, viz. cylindrical, cuboid, ellipsoid and homogenous, are
shown in gures 5.32, 5.33, 5.34 and 5.35. For the rst set of experiments, we
considered only one pivot in the space. Table 5.7 shows the average checker
size and average size of 3D ball in terms of number of the pixels, at the posi-
tion of the pivot. From the results, it can be seen that using activity models
to model the activity outperforms homogenous camera placement in terms
of the resolution achieved at the pivot points. Amongst the dierent activity
models, the ellipsoid activity model is able to provide highest resolution at
the pivots because the volume of the ellipsoid is smallest as compared to a
cylinder and cuboid of the same size.
We also varies the number of pivots in space. Camera placement and
resolution for one and two pivots is shown in gures 5.36 and 5.37. In this case
also, the room geometry etc. were kept same as the above experiment. The
two pivots were modeled using ellipsoid activity model and were located at
diagonally opposite ends of the working volume. We measured the resolution
achieved at the location of two pivots for both the cases. The results are
shown in table 5.8. From the results, the dierence at second pivot in rst
and second case is clearly visible. In the second case, there is clearly much
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Figure 5.24: Variation of resolution along vertical.
higher resolution achieved at that location in space as compared to the rst
one since there was a activity model located at that.
Table 5.7: Average resolution measurement for dierent 3D activity models.
Activity model/ Avg. checker size Avg. 3D ball size
Placement type (in pixels) (in pixels)
Cylindrical 142.14 6275.47
Cuboid 134.67 5412.34
Ellipsoid 161.34 6734.78
Homogenous 112.47 4823.73
5.6.5 Simulations of Static Camera Placement for Moving
People for Dierent Activities
In this section, we compare the optimal placement of multiple stereo cameras
as generated by our algorithm with other heuristic placements viz. nearest
farthest and random placement. Here we consider that the persons perform-
ing the activity are moving in space, instead of being static. In addition,
there could also be static objects in the working volume. For the purpose
of modeling, we considered two activities here. The rst activity is that of
writing on a whiteboard and the other activity is maneuvering a wheelchair
104
 0
 0.001
 0.002
 0.003
 0.004
 0.005
 0  10  20  30  40  50
A v
g .
 R
e s
o l
u t
i o
n  
o v
e r
 e
n t
i r e
 r e
g i
o n
Radius of resolution zone(cm)
avg. resolution
 0
 5e-005
 0.0001
 0.00015
 0.0002
 0  10  20  30  40  50A
v g
.  3
D  
r e
c o
n s
t r u
c t
i o
n  
e r
r o
r  o
v e
r  e
n t
i r e
 r e
g i
o n
Radius of resolution zone(cm)
reconstruction error
 0.002
 0.003
 0.004
 0.005
 0.002  0.003  0.004  0.005
A v
g .
 R
e s
o l
u t
i o
n  
o v
e r
 e
n t
i r e
 r e
g i
o n
Resolution required at pivots
avg. resolution
 0.0001
 0.00015
 0.0002
 0.00025
 0.002  0.003  0.004  0.005A
v g
.  3
D  
r e
c o
n s
t r u
c t
i o
n  
e r
r o
r  o
v e
r  e
n t
i r e
 r e
g i
o n
Resolution required at pivots
reconstruction error
Figure 5.25: Eects of varying radius and minimum resolution requirement.
Table 5.8: Average resolution measurement by varying the number of 3D
pivot points.
No. of Chkr sz 3D ball sz Chkr sz 3D ball sz
pivots at piv 1 at piv 1 at piv 2 at piv 2
1 170.42 6829.45 102.53 4837.46
2 166.34 6634.75 158.42 6435.34
in space. The purpose of this is to show that moving people can also be
handled by our activity models and the placement generated is better than
other heuristic placements.
The model and camera placement for the rst activity, writing on a white-
board, is shown in gure 5.38. In this, one person is writing on a whiteboard
and two people are standing and watching him. The room was modeled with
the dimensions 500 600 250 cm and the working volume inside the room
was modeled as a cuboid with dimensions 200 150 100 cm. The activity
of writing on whiteboard is modeled as a cuboid, since the person can move
within the space to write on the whiteboard. Two people who are standing
and observing him are modeled as ellipsoids. Average resolution in pixels per
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Image of checkerboard 
from camera
Checkerboard corners 
detected using OpenCV
Figure 5.26: Checkerboard detection in camera image to measure area.
unit square cm in the activity zone for dierent placements is shown in table
5.9. From the results, it can be seen that the average resolution achieved by
optimal placement is very close to nearest placement, where the resolution is
maximum. The reprojection error achieved by optimal placement is lowest
among all the placements.
For the second activity of wheelchair basketball training, the model and
optimal camera placement is shown in gure 5.39. In this activity, a trainee
is moving on a wheelchair and is maneuvering the wheelchair forward and
back. The room was modeled with the dimensions 600600250 cm and the
working volume inside the room was modeled as a cuboid with dimensions
200 200 100 cm. A coach is sitting on the side and is watching him and
giving comments and training him. The coach is modeled by a cylindrical
activity model. Average resolution in pixels per unit square cm in the activity
zone for dierent placements is shown in table 5.10. Here also, the results
are similar as the above activity, where the optimal placement outperforms
other camera placements.
5.6.6 Eect of Dierent Input Parameters upon Camera
Placement
In this section, we look at the eect of dierent parameters, which are pro-
vided as input during simulation, upon the resultant placement of the cam-
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a planar board
Corresponding depth 
image
Figure 5.27: Color camera image containing a planar board and the
corresponding depth image.
Table 5.9: Average pixel resolution for whiteboard activity.
Placement Avg. resolution Avg. reprojection error
type (pixels per unit sq. cm) (in pixels)
Optimal 2.81 0.22
Nearest 3.12 0.31
Farthest 0.96 0.53
Random 1.46 0.34
eras. For the purpose of following experiments, as a baseline we considered
6 cameras with horizontal and vertical eld of views of 0.6283 radians, focal
length of 0.01m, minimum cuto depth of 1m, maximum cuto depth of 9m
and pixel spacing of 0.00001m. The working volume was a cuboid with di-
mensions 221m. One ellipsoid activity model was present in the working
volume at 0.5 m from one of the corners of the working volume. The room
dimensions for the experiment were 10 10 2:5m.
Table 5.10: Average pixel resolution for wheelchair activity.
Placement Avg. resolution Avg. reprojection error
type (pixels per unit sq. cm) (in pixels)
Optimal 2.43 0.19
Nearest 2.89 0.33
Farthest 0.83 0.48
Random 1.68 0.35
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Figure 5.28: Color images for measuring resolution and depth images for
depth accuracy from 5 dierent cameras for optimal placement.
First of all, we look at the eect of variation of the eld of view of the
cameras upon camera placement. In this case, we by eld of view, we mean
both horizontal as well as vertical eld of views and both were simultaneously
changed to these values. This eect is shown in Figure 5.40. In this gure,
the eld of view of the cameras is varied as follows: 0.6283 radians, 0.7283
radians and 0.8283 radians. Intuitively, it is expected that as the eld of
view of the cameras is increased, the cameras would be placed closer to the
working volume since the eld of view of cameras is larger and they can see
a larger view. Simultaneously, the resolution achieved in the working volume
is also expected to increase. The same eect can be seen in the results, where
the cameras are placed closed to the working volume as a result of increase of
increase of eld of view of cameras and the resolution achieved also increases.
A reasonable range of eld of view which can be modeled by our framework
is from 0:4363 radians (25o) to 1:047 radians (60o). In our model, we do
not consider any form of lens, such as sheye lens or spherical lens, in the
camera model. Rather we consider a simple pinhole camera model for image
formation.
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Figure 5.29: Color images for measuring resolution and depth images for
depth accuracy from 5 dierent cameras for nearest camera placement.
Figure 5.41 shows the eect of the minimum cuto depth upon the camera
placement. For the purpose of variation, we varied the cuto depth values
to be 1m, 2m and 3m. Intuitively, as the minimum cuto depth is increased,
the cameras should be placed farther away from the working volume since
they need to be placed at least that much distance away from the working
volume. The same eect can also be seen in the simulation results where the
cameras are placed farther away. Correspondingly, the resolution achieved
also reduces because the cameras are placed farther away.
Figure 5.42 shows the eect of variation of the number of cameras. We
used the following values of the cameras in order to show the scalability of
the algorithm: 4, 8, 10 and 12 cameras. The results shows the scalability of
the algorithm to these dierent values of the cameras. When small number
of cameras are there, then they are mainly used to cover the working volume.
As the number of cameras is increased, they are further used to satisfy the
resolution requirements. As a result of this, the resolution achieved in the
working volume increases with the number of cameras.
Figure 5.43 shows the eect of variation of the size of working volume. For
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Figure 5.30: Color images for measuring resolution and depth images for
depth accuracy from 5 dierent cameras for farthest placement.
these experiments, we kept the length of working volume xed at 2m and
varied the width of working volume from 2m to 1m to 0.5m. The eect of
the variation can be seen in the gure. It can be seen that as the width is
reduced, the cameras come closer to each other, as it is intuitively expected
for the cameras to do. Also, the resolution achieved as a result of this also
increases because the cameras are being placed closer to the working volume
due to reduction of its size.
In Figure 5.44, we can see the eect of increasing the number of pivots
along with a larger working volume. In this case, the length of working
volume is 7m and the width of working volume is also 7m. Also for the
experiment, we choose ten cameras for this case. In this case, we vary the
number of pivots in steps of one from one pivot to four pivots. In this case, it
can be seen that as the number of pivots are increased, the camera placement
changes simultaneously in order to accommodate dierent number of pivots
and satisfy the required resolution requirements. It can be seen that as the
number of pivots increases from one pivot to two pivots, then the cameras
are placed closer to both the pivots. When the number of pivots is further
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Figure 5.31: Color images for measuring resolution and depth images for
depth accuracy from 5 dierent cameras for random placement.
increased to three, then the cameras are placed in such a manner that they
can provide the resolution requirements from the opposite corner where no
pivot is there as that is the farthest corner of the working volume with respect
to all the pivots. Finally, when there are four pivots, then the cameras are
placed almost symmetrically along the four pivots.
Finally, in Figure 5.45, we can see the eect of increasing the size of working
volume upon camera placement. In this case, we had ten cameras. We kept
the length and width of the working volume same and varied it as follows:
4m, 6m and 8m. In all these cases, there was one pivot located at one
corner of the working volume. These sizes indicate the need for deployment
of cameras in large areas and this is typical of larger areas. From the gure,
it can be seen that the optimization is able to satisfy the demands of larger
working volume as well and provide the placement of the cameras. It can
be seen that as the size of working volume is increased, some cameras on
the opposite size of working volume are placed closer to the working volume
in order to satisfy the higher resolution requirement at the pivot and other
cameras are placed farther away in order to be able to see the entire working
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Camera placement Resolution in space
Figure 5.32: Camera placement and resolution 3D cylindrical activity
model.
volume from all directions.
5.7 Conclusions
In this chapter, we have presented an algorithm for the placement of mul-
tiple stereo cameras in space in order to minimize reconstruction error and
to maximize the resolution of features at all the cameras. In addition, we
have also described a framework for placement of a set of stereo cameras un-
der spatially varying resolution requirements dened by activity models. The
optimization can accommodate multiple resolution requirements for dierent
regions of space according to specic application activities in tele-immersive
spaces. The problem was posed as a constrained optimization problem and
solved using genetic algorithm and gradient descent. The problem of cam-
era placement is centrally important for object identication, tracking and
searching in 3D tele-immersion systems. This work also eliminates ad-hoc ex-
perimentations of camera placements for each end application and therefore
there is a signicant time saving and better system performance. We have
tested the algorithm and compared it against other heuristic placements.
The experimental results show the goodness of our technique.
In future, we would like to extend this work to identify subspaces of camera
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Camera placement Resolution in space
Figure 5.33: Camera placement and resolution 3D cuboid activity model.
placement. This is because slight movement of the cameras in the space does
not make a great dierence to the results. So, instead of identifying the exact
position of camera placement, we would like to identify the region of space
where a camera can be placed. We would also like to perform more detailed
analysis of the camera placement by other techniques such as perturbation
theory. This would help in validating the algorithm theoretically.
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Camera placement Resolution in space
Figure 5.34: Camera placement and resolution 3D ellipsoid activity model.
Camera placement Resolution in space
Figure 5.35: Camera placement and resolution homogenous activity model.
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Camera placement Resolution in space
Figure 5.36: Camera placement and resolution for one pivot in space.
Camera placement Resolution in space
Figure 5.37: Camera placement and resolution for two pivots in space.
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Camera placement Resolution in space
Figure 5.38: Simulation optimal camera placement and resolution in space
for activity of writing on a whiteboard.
Camera placement Resolution in space
Figure 5.39: Simulation optimal camera placement and resolution in space
for activity of wheelchair basketball training.
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Field of View = 0.6283 radians
Field of View = 0.7283 radians
Field of View = 0.8283 radians
Figure 5.40: Eect of variation of eld of view of cameras upon camera
placement.
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Min. Cutoff Depth = 1 m
Min. Cutoff Depth = 2 m
Min. Cutoff Depth = 3 m
Figure 5.41: Eect of variation of minimum cuto depth of cameras upon
camera placement.
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4 cameras 8 cameras
12 cameras10 cameras
Figure 5.42: Eect of variation of number of cameras upon camera
placement.
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Length = 2 m, Width = 2 m
Length = 2 m, Width = 1 m
Length = 2 m, Width = 0.5 m
Figure 5.43: Eect of variation of size of working volume upon camera
placement.
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No. of pivots = 1
No. of pivots = 2
No. of pivots = 3
No. of pivots = 4
Figure 5.44: Eect of increasing the number of pivots along with a large
working volume.
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Length = 4 m, Width = 4 m
Length = 6 m, Width = 6 m
Length = 8 m, Width = 8 m
Figure 5.45: Eect of increasing the size of working volume to large areas.
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6 ENSURING COLOR CONSTANCY ACROSS
MULTIPLE DISTRIBUTED CAMERAS
Color calibration is one of the basic problems in multi-camera systems where
cameras can be distributed at multiple geographic locations. It is well known
that cameras, even of the same type, can often exhibit radically dierent
color responses. This leads to inconsistent appearance of color objects re-
constructed at one location or rendered in a virtual space next to each other
from reconstructions at multiple sites. We present a color calibration frame-
work to address the problem of inter-camera color constancy. The problem
is approached (a) by searching for optimal camera color registry values with
respect to a reference color gauge such as the GretagMacbeth color chart,
and (b) by nding a transformation model between pixel intensities and the
reference colors. We present four optimization methods for camera color reg-
istry values and three pixel level transformation models leading to intensity
look-up tables for run-time color correction. We report the color calibration
results using this framework and make recommendations for the community
about selections of color calibration methods.
6.1 Introduction
6.1.1 Color Challenges of Multi-camera Systems
Tele-immersive applications require consistent inter camera color responses
to produce artifact-free and visually appealing rendered results. In order to
do this, the camera parameters need to be adjusted for color consistency
among them. Color consistency is dened the tendency for a color to look
the same under widely dierent viewing conditions. An example of poor
color consistency is shown in Figure-6.1. In the left picture, two actors are
located at dierent geographical locations. Because of inconsistent color of
cameras at dierent locations, displayed colors of identical objects at mul-
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Figure 6.1: Bad rendering due to color inconsistency across cameras.
tiple locations are dierent. Even at the same location, color inconsistency
leads to appearance of joints in the rendered object. This is clearly visible
between top and bottom halves of the object in Figure-6.1(right). Also, the
displayed colors are dierent from actual ones. These inconsistencies in colors
motivated our work.
The problem of color calibration is dicult due to the fact that most color
cameras, even of the same type, do not exhibit consistent color responses (the
response of a CCD device to impinging visible spectrum light as a function
of light wavelength). This is caused by, for example, aperture variations,
variations in CCD sensor fabrication, camera noise (due to dark current or
shot noise), and interpolation artifacts arising from the reconstruction of a
full-resolution color image from a half-resolution Bayer pattern image [165].
As a result, color values dier signicantly from camera to camera even under
the same illumination conditions and for the same hardware settings.
6.1.2 Approach to Color Calibration Followed for
Multi-camera Systems
Our objective is to bring the response curves of several cameras closer to-
gether and as close as possible to colors dened by a color gauge, such as the
GretagMacbeth ColorChecker [166] chart consisting of 24 known color sam-
ples. In our framework, we use a device independent color space and a color
distance metric based on human visual perception. Our color calibration
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Figure 6.2: Overview of color calibration framework.
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methodology is illustrated in Figure-6.2.
The overall methodology is divided into o-line and run-time phases. Dur-
ing the o-line calibration phase, one is searching for optimal camera color
registry values (also denoted as hardware-based calibration) and for pixel
level color transformation (also referred to as software-based calibration).
The registry values are found in two steps as illustrated by the dotted boxed
surrounding the computations in Figure-6.2 by optimizing rst each camera
settings alone and then groups of cameras. The software-based color cali-
bration is viewed as a renement that computes the per-camera additional
pixel color mapping. During the run-time phase, the optimal values are im-
plemented in the most ecient way since the multi-camera systems operate
under real time constraints.
One of the major class of works done by researchers to approach this prob-
lem is estimation methods is based on the physics of the imaging process. Lin
et al. [101] estimate the response function by analyzing the linear blending
of colors along edges in images. Their technique automatically selects ap-
propriate edge information for processing, and employs a Bayesian approach
to compute the calibration. For gray-scale images, a 1D analogue of the 3D
color method is presented in [102]. Their approach capitalizes on a statistical
feature of gray-level histograms at edge regions to gain information for radio-
metric calibration. Appropriate edge regions are automatically determined
by their technique, and a prior model of radiometric response functions is
employed to deal with incomplete data. While the use of spatial color mix-
tures has theoretical importance, these authors note that image noise can be
a major problem. One of the major drawbacks about these techniques is that
these techniques are applied for correction of colors of images because time to
compute and apply the transform takes long time. Also obtaining the prior
model of radiometric response functions is not feasible for most scenarios.
Researchers in the eld of image stitching also face a similar kind of prob-
lem since multiple images from single camera under dierent illumination
conditions or from dierent cameras with unknown camera transfer function
need to be stitched together to generate a panoramic image. For a sin-
gle camera [109] present a novel method to recover the brightness transfer
function between images from only their brightness histograms. This allows
them to determine the brightness transfer function between images of dif-
ferent scenes whenever the change in the distribution of scene radiances is
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small enough. For multiple cameras [110] demonstrate remarkable improve-
ments in panoramic image quality. There are also same problems as above
in adapting these approaches to our scenario.
6.1.3 Novelty of the Color Calibration Framework
The key dierences between this dissertation and the previous works are that
we provide a practical solution to achieve color constancy across multiple
cameras. Most of the previous works are mostly theoretical and have less
practical value because they assume the illumination conditions, material
properties, etc. to be known in advance. However, our dissertation makes no
such assumptions. In addition to this, most of the previous works performs
computation of the transform as well as it application in the same step. As
a result, their approaches cannot be used for applying the transform in real-
time, as in tele-immersion. As opposed to them, once the transform has
been calculated according to our method, application of that transform can
be performed in real-time.
The main novelty of our work is the design of a color calibration framework
that includes:
1. O-line hardware-based calibration: Four methods for achieving color
constancy across multiple cameras by searching the space of camera
parameters (color registry values) and optimizing them with respect to
pre-dened colors using a color metric selected to match the human
perception.
2. O-line software-based calibration: Three methods that map image
pixel color distribution and further rene color calibration results.
3. Run-time color calibration: Real-time application of pre-computed color
correction transform, computed o-line in previous two steps, for multi-
camera systems.
This chapter is organized as follows. Section-6.2 explains our methodology
in detail, Section-6.3 provides experimental evaluation of the system and
nally we conclude the chapter in Section-6.4.
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6.2 Color Calibration Process
In this section, we describe the process that we used for color calibration of
the cameras. First, we present the color space and distance metric used for
color calibration as both of them aect the results of calibration. Next, we
present the algorithm for hardware calibration. In this, optimal hardware
settings are determined for each of the cameras. Finally, we present software
calibration. This step is used to rene the results obtained from the hard-
ware calibration process as the hardware settings might be insucient for
achieving high accuracy of color calibration due to non-linear dependencies
of multiple camera parameters on the illumination wavelengths.
6.2.1 Color Space and Distance Metric
We present here a brief overview of the color model and the distance metric
used in our system. Several color specication systems have been deployed to
describe the dierent properties of color. Those systems that do not depend
upon any particular device are referred to as device independent color spaces.
We used such a color space, viz. CIEXYZ Color Space [167]. This
color space was established in 1931 by the CIE (Commission Internationale
de Eclairage). In this color space, every color can be expressed as a linear
combination of the CIE standard primaries,
 !
X ,
 !
Y and
 !
Z .
C = X
 !
X + Y
 !
Y + Z
 !
Z (6.1)
where, C is the color, and X, Y and Z, 0  X; Y; Z  1, are the CIE
tristimulus values. Y is called the luminance of C.
The chromaticity values x, y and z are dened from the tristimulus values
as follows.
x =
X
X + Y + Z
; y =
Y
X + Y + Z
; z =
Z
X + Y + Z
(6.2)
(x; y) are called the chromaticity coordinates of a color and provides a mea-
sure of the chrominance (hue and saturation) of a color, while Y gives the
sense of brightness. Thus, (Y; x; y) uniquely denes any colored light in this
CIEXYZ color space and is dened as the response of the colored light in
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this color space.
For distance metric, we used a distance metric similar to E94 [168] met-
ric. E94 color dierence formula was proposed by CIE to compensate for the
non-uniformity of the color space. This takes into consideration some impor-
tant perceptual factors and has been proved to work best in many places,
especially for perceptually uniform color spaces. Our metric D denes the
distance between two colors, a and b, where the responses of a and b are !
R (a) = (Ya; xa; ya) and
 !
R (b) = (Yb; xb; yb) respectively, as follows.
D(
 !
R (a);
 !
R (b)) =
s
(
Fa   Fb
SY
)2 + (
xa   xb
Sx
)2 + (
ya   yb
Sy
)2 (6.3)
where, SY = 1, Sx = 1 + 0:045 
p
xa  xb, Sy = 1 + 0:045  pya  yb,
Fa = Ya=Yw, Fb = Yb=Yw and Yw is the luminance of the brightest white
among all the cameras.
6.2.2 O-line Hardware Calibration
The basic idea of hardware calibration is to search the space of each camera's
hardware registers for a set of values which minimize the dierence between
reference colors and the corresponding camera pixel colors. For each camera,
the optimization repeatedly adjusts the register values, acquires an image,
and computes the color dierence as a cost. We actually perform a variation
of this procedure in two steps.
Figure 6.3: GretagMacbeth ColorChecker chart.
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In the rst step, we optimize camera settings with respect to an image
of the GretagMacbeth ColorChecker [166] chart acquired by each camera.
The ColorChecker consists of 24 squares of paint applied to paper and then
mounted to a cardboard backing with a black frame around all the patches.
It consists of 4 rows and 6 columns of colors. As shown in Figure-6.3, the
optimization cost is computed as a function of the dierences in color for a
predened 24 samples from each camera image. The resulting formula for
the cost function CFcc is a sum of the color dierences.
CFcc =
NccX
i=1
jD( !R (Ci); !R (Mi))j (6.4)
where i is the sample number, Ncc = 24 is the total number of samples,
 !
R (Ci)
is the color of the camera image sample i,
 !
R (Mi) is the color response of the
GretagMacbeth target image sample i and D(
 !
R (Ci);
 !
R (Mi)) is the distance
metric that is described in equation 6.3.
During the rst step each camera will converge to some minimum cost, but
the colors in the nal camera images would be still quite dierent from the
target colors. This is not unexpected, as some of the cameras would be unable
to match the values of reference colors. Therefore, we consider an additional
second step. In the second step of the hardware-based calibration, we use the
same cost function as above, but compare with a new color reference (target)
image. We look at dierent ways of determining the new target image and
we describe those ways in detail latter in this section.
In both steps of the hardware-based calibration phase, we minimize the
cost function iteratively by using a modied Powell's method [169]. We
choose this method because it is robust to local minima, does not require
the derivatives of the cost function with respect to the input parameters
and computes the global value in a reasonable number of iterations. We next
describe four ways that we considered for computing the new color references
used in the second step.
Method 1: Average of Cameras as Reference
In this approach, we choose the average of all the cameras from the rst step
as a reference image. This guarantees that we have not chosen an outlier for
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the new target and it also increases the probability that it can be matched
by all the other cameras. We repeat the optimization process for all cameras,
and then compute yet another target image. We repeat this process until all
the cameras are close enough to the latest average target image, or there is
no signicant improvement. In our experience, a small number of iterations
are usually sucient.
Method 2: Best Camera as Reference
The approach here is to choose the best camera as the reference camera. The
best camera is the one whose response is closest to the actual color of the
chart in the rst step of hardware optimization. The idea here is that most
of the cameras will still not be able to match the actual color of the chart
due to manufacturing defects. If all the cameras are of the same type, then
choosing the best camera as the reference gives an idea of how o dierent
cameras are from the actual response. So, by choosing the best camera as
the reference, other camera responses can be adjusted according to it.
Method 3: Worst Camera as Reference
The approach here is to choose the worst camera as the reference. The
idea is that the response of this camera generates the maximum amount of
error. Thus, by choosing this as the reference, even though the response of
other cameras will be o from the actual color of the chart, still inter-camera
variation will be least. This is because other cameras can better adapt to
the color response and will be able to adjust their response according to this
camera producing worst response.
Method 4: Circular Order of Cameras as Reference
Another approach for selecting the reference of a camera is to consider the ad-
jacent camera to it as the reference in a circular fashion (clockwise/anticlockwise).
This is because in a tele-immersive environment, the cameras are placed in
360o around a person in order to have a view from all the directions. At
the renderer, streams from various cameras are merged together. A seam
appears in the rendered object if two adjacent cameras have dierent colors.
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Therefore, by adjusting each of the cameras to its adjacent ones as reference,
a seamless rendered object can be obtained.
6.2.3 O-line Software Calibration
We used this step to map camera image color values to the target color image
values after hardware calibration for further renement. We consider three
dierent ways of performing software based color mapping. The rst one
is a general polynomial-based transform, second is a neural network-based
transform, and nally the third transform is based on the camera response.
General Polynomial Transform
In this approach, we used a general polynomial transform as it accounts for
inter-channel eects, has a translation component and compensates for non-
linearities in the response function. The general formula for the CIEXYZ
color representation c 2 fY; x; yg of the sample is:
MX
k=1
(tYkI
k
Y + txkI
k
x + tykI
k
y ) + t0 ' Tc (6.5)
where M is the degree of the polynomial approximation. IkY , I
k
x and I
k
y are
the components of camera sample, raised to power k, Tc is the color value
c 2 fY; x; yg of the reference (target) color sample, and tYk , txk and tyk are
the polynomial coecients of the kth order term. For our experiments, we
also optimized the degree of the polynomial and found M = 2 value to be
sucient. Thus, we obtained an equation for all 24 samples of the reference
color chart. We can re-write the Equation-6.5 for M = 2, and all 24 samples
in equivalent matrix form as follows:
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We solve each matrix equation using singular value decomposition to compute
pseudo-inverse of the matrix and back substituting to compute the solutions
 !
tY ,
 !
tx and
 !
ty . Note that the matrix Imat is the same for Y; x and y. So, we
need to perform the inversion once.
Figure 6.4: Feedforward backpropagation neural network.
Neural Network-Based Transform
In this approach, we used a feedforward backpropagation neural network
[170]. In a feedforward neural network, neurons are only connected forward.
Each layer of the neural network contains connections to the next layer (for
example, from the input to the hidden layer), but there are no backward
connections. Backpropagation is a form of supervised training. When using
a supervised training method, the network must be provided with both sam-
ple inputs and anticipated outputs. The anticipated outputs are compared
against the actual outputs for given input. Using the anticipated outputs,
the backpropagation training algorithm then takes a calculated error and
adjusts the weights of the various layers backwards from the output layer to
the input layer.
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The structure for the feedforward backpropagation neural network used in
our approach is shown in Figure-6.4. For the purpose of our experiments, we
used 5 hidden layers and one output layer. Each of the hidden layers had
20 neurons. We used these parameters after ad-hoc experimentation with
dierent parameters and visually inspecting the results. The rst layer is
the input layer with one node for each variable or feature of the data. The
last layer is the output layer consisting of one node for each variable to be
investigated. In between there are a series of hidden layers. A node in hidden
layers can receive data from any nodes of the anterior layer, process the data,
and output a signal. During the training phase, a network was trained for
each of the cameras with the camera color values as input and actual color
checker values as the desired output.
Camera Response Based Transform
In order to compute camera response based transform, we considered three
camera properties, namely gain, oset and gamma. These properties are
shown in Figure-6.5. The Gain of a camera allows for the electronic am-
plication of the input signal. This is useful because a very low signal can
be amplied signicantly, allowing detection. This generally follows a linear
relationship, Y = aX, where a is the gain value. Similarly, the equation of
oset is Y = X+ b, where b is the oset value. Gamma correction or gamma
is the name of a nonlinear operation used to code and decode the luminance
in the video. This is dened by the power law expression Y = Xr, where
the input and output are non-negative real values and r is the gamma value
used for encoding.
Upon combining the equations of gain, oset and gamma, the resulting
converting equation becomes Y = aXr + b. We solve the equation for each
camera to determine the parameters a; r and b. The equations are solved for
least squares minimization.
6.3 Implementation and Experimental Evaluation
This section describes our implementation of our color calibration framework
and discusses the results of the experiments with actual cameras.
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Figure 6.5: Explanation of gain, oset and gamma properties of a camera.
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Figure 6.6: Camera values before calibration.
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6.3.1 Hardware Used in Experiments.
The multi-camera hardware was a part of tele-immersive systems. Such
systems are most often modeled as a distributed multi-tier application that
consists of several participating immersive environments. Each environment
has three tiers: acquisition, transmission, rendering. The acquisition tier is
used for 3D scene acquisition and reconstruction in real time. It consists
of a set of stereo cameras organized in 180   360 in our laboratories at
the National Center for Supercomputing Applications (NCSA). The stereo
cameras are manufactured by TYZX Inc. and directly output depth and color
video streams in real time at the rate of 500  312 pixels times 30 frames
per second. The transmission tier in each tele-immersive environment is
responsible for data dissemination across the participating sites. Finally, the
rendering tier consists of a set of displays, each hosted by a renderer PC that
receives the 3D video streams of all participating sites, decompresses them,
and renders them into an immersive video containing all participants.
Figure 6.7: Colors of the GregtagMacbeth chart detected using
checkerboard pattern.
6.3.2 Implementation of Color Calibration Framework.
We have implemented a complete calibration system as an easy to use, stand-
alone, extensible framework. Dierent camera hardware as well as other
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Figure 6.8: Camera values after hardware calibration by choosing best
camera as reference.
methods can be easily added to the current system. We use an approach to
automatically detect the locations of the camera image samples: we place the
color target at a known location on top of a checkerboard pattern, detect the
checkerboard corners in the camera images using OpenCV [171] and employ
their positions to compute the location of each sample. This is shown in
Figure-6.7.
The closed-loop hardware calibration phase is exible, oering the possi-
bility to choose which hardware settings are tuned, and within what interval.
By default, optimization is performed using Powell's method. If time is not
critical, the entire hardware settings space can be explored exhaustively, with
a specied step in the domain of each setting. The color calibration cost can
be computed using raw or software transformed color values. The user is
given real-time feedback showing the evolution of the color sample values in
RGB space and its corresponding cost. The best hardware setting values
are saved in conguration les that are later used during the run-time of
tele-immersive systems.
The implementation of the color calibration framework also allows the
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Figure 6.9: Camera values after hardware calibration by choosing worst
camera as reference.
visualization of a camera's current image and color checkers detected with
respect to a chosen hardware setting, as shown in Figure-6.7. This can pro-
vide insight into the limits within which the setting should be constrained
during calibration to avoid undesirable eects such as color saturation or ex-
cessive noise. The software renement phase is performed on demand, and
the eect of each transform on the color values can also be visualized.
The application is written in C++, and it is extensible for new types of
cameras and cost metrics. TYZX camera hardware settings are mapped to
register values, and the mappings are saved in initialization les. Support
for other types of cameras than TYZX can be added by writing code for
image acquisition and changing the register values, linking the code with the
appropriate camera libraries and creating the appropriate initialization les.
6.3.3 Experimental Results
Since we used ve networked TYZX G2 cameras for our experiments, the
capture libraries were provided by TYZX, Inc. [172]. As shown in Figure-
138
 0
 50
 100
 150
 200
 250
 0  50  100  150  200  250
C a
m
e r
a  
V a
l u
e s
 ( R
e d
)
Target Values (Red)
(a) Average red
 0
 50
 100
 150
 200
 250
 0  50  100  150  200  250
C a
m
e r
a  
V a
l u
e s
 ( G
r e e
n )
Target Values (Green)
(b) Average green
 0
 50
 100
 150
 200
 250
 0  50  100  150  200  250
C a
m
e r
a  
V a
l u
e s
 ( B
l u e
)
Target Values (Blue)
(c) Average blue
Figure 6.10: Camera color responses after choosing average of all the
cameras as reference.
6.6, even though all TYZX cameras are of the same type and we have set
their registers to the same values, their color responses are quite dierent and
these dierences lead to dierent responses in colors. In the gure, x-axis
consists of the reference color values of the GretagMacbeth chart (denoted
as target values), and y-axis represents the values reported by a camera. It
can be seen in Figure-6.6 that there is a large deviation of measured camera
colors from the reference color values, and there is a low response for blue
and green colors. In this experiment, all camera registers were set to the
same values, which are the default values provided by the manufacturer.
For hardware calibration, we rst calibrated all cameras to a Gregtag Mac-
beth color chart, and then applied the settings to the cameras. Among all
available hardware camera settings, we used the red, green and blue channel
registers. We turned o auto gain and auto exposure of the cameras. We
then applied the software renement process.
Figures-6.8,6.9,6.10,6.11 shows the results after the hardware calibration
stage for ve cameras by choosing the best, worst, average and circular order
of cameras as the reference. The results of the three o-line software-based
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Figure 6.11: Camera color responses after the rst step of hardware
calibration.
color calibration transforms are shown in Table-6.1. The results show mean
distance from reference target color values and inter-camera variance using
our distance measure in Equation-6.3. It also shows the mean time to com-
pute the transform for one camera and to apply the transform to one pixel.
Figure-6.13 shows the results of output from a single camera at dierent
stages of the color calibration process. In (a), we can see that before calibra-
tion, there is too much red color as the response of the cameras for green and
blue colors is very low and poor, as is evident from the graphs of Figure-6.6.
Part (b) of the same gure shows the results after applying hardware based
calibration and part (c) shows the results after applying software based re-
nement. The improvement in quality of the images by applying dierent
stages of the algorithm is clearly evident. Figure-6.14 shows the rendered
results of two objects located at two dierent locations before and after ap-
plying the calibration. In this case also, improvement in visual quality is
very clearly visible.
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Figure 6.12: Modeled cases for recommendations for choosing hardware
calibration methods.
Table 6.1: Results of software calibration.
Polynomial Neural Camera
Transform Network Resp Based
Mean variation from
actual values (E94) 2.13 0.94 1.12
Mean inter-camera
variation (E94) 1.16 0.21 0.43
Mean time to
compute transform 0.6094 s 26.0672 s 0.1637 s
Mean time to
apply transform 5:97 10 6 s 2:7 10 3 s 8:26 10 5 s
6.3.4 Recommendations for Choosing Calibration Methods
Based on the results in Figure-6.8 (the best camera as the reference), the
responses of the cameras are close to the color target values, however the
variance among dierent camera values is high. This is expected because
not all cameras will be able to adapt themselves equally well by updating
the camera registry values. For the case of choosing the worst camera as
the reference (Figure-6.9), the variance among dierent camera values is low,
although the overall values do not match so well to the reference color values.
Figures-6.10,6.11 shows the results of hardware calibration stage for dierent
cameras by choosing the average of dierent cameras and the circular order of
the cameras as the reference. Upon choosing the circular order of the cameras
as the reference, it can be seen that although among dierent cameras the
variance is high, the variance in the color values among adjacent cameras is
low. This shows the eectiveness of using the circular order of the cameras.
Figure-6.12 shows modeled cases for recommendations for choosing dif-
141
ferent hardware calibration methods based on the results of rst stage of
hardware calibration. It is best to choose the average of cameras as reference
if the values of dierent camera outputs lie around the target values. In
such a situation, choosing average as reference would be most benecial as
dierent camera values would converge on the actual color values. It is good
to choose the best camera as reference of the values of best camera are close
to the target color values and the values of other cameras are quite distinct
from the target values. It is better to choose the worst camera as reference if
one of the camera values are quite far from the target values and others are
closer to the target values. In this case, other cameras can adapt to the worst
camera as they can better adapt to other settings as opposed to the worst
camera, which cannot well adapt to the settings. Finally, it is best to choose
the circular order of the cameras as reference if all the camera responses are
far from the target values and are grouped together. In this manner, choosing
circular order would give best results and also reduce inter-camera variance.
Based on the results in Table-6.1, the articial neural network (ANN) based
software transform performs much better than the polynomial transform as
well as camera response based transform. One of the explanations could be in
possible over-tting of the data by ANN. In terms of computing time needed
for training, the ANN based transform is much slower than the polynomial
transform. For all practical purposes, the camera response based transform
is best suitable as it is fast to train easy to implement and quick in execution.
6.4 Conclusions
In this chapter, we have presented a framework for achieving color con-
stancy across multi-camera systems. We have presented a four methods
for hardware-based and three methods for software-based color calibration
as used in an immersive environment. We have shown that using our frame-
work, multiple cameras can be calibrated with high accuracy which leads to
great improvement in the visual quality of rendered results.
In future, we plan to explore the eect of dynamic illumination condi-
tions on the results of color calibration and try to incorporate adaptive color
calibration into our framework.
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(a) Before color calibration (b) After hardware step
(c) After software renement
Figure 6.13: Camera output at dierent steps of color calibration.
(a) Original rendered im-
age.
(b) After hardware step. (c) After software step.
Figure 6.14: Rendering of users at two dierent locations at dierent steps
of the algorithm.
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7 CONCLUSION
7.1 Summary of the Dissertation
In this dissertation, we proposed an activity model to describe the activ-
ity requirements, algorithms for ensuring color constancy as well as camera
placement for stereo cameras and subjective evaluation of their impact on
dierent activities. Following are the contributions of the dissertation.
This dissertation presented a framework for the user to describe the re-
quirements of an activity. This framework was based on spatial requirements
of the activity. The main advantages of the framework were that users can
describe any kind of activities in tele-immersive space using that framework.
They can also specify the associated requirements of the visual quality with
this. To our knowledge, this is rst of its kind of framework for specifying the
visual requirements in tele-immersive spaces. In addition to specication of
the requirements, our framework determines the actual optimal placement of
the cameras. We have shown in the dissertation that the placement of stereo
cameras has a signicant impact on the performance of dierent activities.
The placement of stereo cameras directly impacts 3D reconstruction error
and spatial resolution achieved.
The other aspect of this dissertation is in achieving color constancy across
multiple cameras. We presented the solution to the problem of achieving
color constancy for dierent geographical locations with each location con-
taining multiple stereo cameras. The problem of color constancy is important
as consistent inter-camera color responses are needed to produce artifact-free
and visually appealing rendered results. This is a complex problem as dier-
ent cameras have dierent color responses, even with same hardware settings.
We presented a color calibration framework to address the problem of inter-
camera color constancy. The problem was approached (a) by searching for
optimal camera color registry values with respect to a reference color gauge
such as the GretagMacbeth color chart, and (b) by nding a transformation
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model between pixel intensities and the reference colors. We presented four
optimization methods for camera color registry values and three pixel level
transformation models leading to intensity look-up tables for run-time color
correction. We reported the color calibration results using this framework
and made recommendations for the community about selections of color cal-
ibration methods.
In addition to presenting the algorithms, we also looked at the subjective
impact of dierent visual quality parameters on the performance of activities
of users in tele-immersive spaces. Since the resources of tele-immersive spaces
are limited, there is a tradeo present in improving the visual quality. An
example of such a tradeo is between 3D depth video versus high-resolution
2D video. Since the network bandwidth is a bottleneck, there is a tradeo
whether users would require a lower resolution 3D video with depth infor-
mation available or would they like a high resolution 2D video. Through
subjective evaluation, we determined the relative importance of dierent pa-
rameters.
7.1.1 Viable Applications Impacted by the Thesis
There are a couple of applications, in addition to tele-immersive system which
can benet from the contributions made by the thesis. In this section, we
describe some of them, based on the best of my knowledge of dierent related
elds.
One of the major applications which has been aected by this thesis is
automated placement and conguration of multiple stereo cameras. Using
the automated camera placement framework, as proposed by the thesis, users
of tele-immersive system can setup the system quickly and it would free them
from dierent trials for camera placements as well as sub-optimal placement.
This is one of the steps towards building a portable tele-immersive system and
would help in quick setup. In a similar manner, color constancy algorithm is
also another step towards portability of the system. Using this, while setting
up the system in a new environment, users can adjust the color parameters of
the cameras and achieve a visually appealing color consistent rendered image.
In this way, they can avoid some of the rendering problems in multi-camera
system, such as appearance of joint in the rendered object.
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Another application which has been impacted by the thesis is remote col-
laboration. With the experiments designed by NCSA researchers and social
scientists from the Department of Communication at UIUC, we studies re-
mote collaboration between participants. From the results, it was shown that
although the performance of remote collaboration activity is not as good as
face-to-face or 2D Skype due to still evolving tele-immersive technology, par-
ticipants felt very satised while using tele-immersive system. Therefore, as
the technology gets better, more and more people are expected to use this
system for remote collaboration, as they currently use Skype.
Other applications that have direct impact is the rehabilitation of patients,
such as post-war veterans. This was the goal within the NSF funded project,
which was funding the research for this thesis. Usually, wounded soldiers of
a war need to learn to maneuver the wheelchair after they are wounded. The
other group of users who can be benetted from the results are professional
wheelchair basketball players, who get injured during the practice. So, they
can practice in virtual environment with virtual markers, without the risk of
getting injured in the process. Along with the collaborators between NCSA
researchers and experts from DRES, we hypothesized that presenting 4D
visual cues (dynamically changing 3D locations in real time) on a 2D screen
to human subjects with impaired proprioception would lead to improvements
in proprioceptive capability. We showed from the experimental results that
learning does have an eect on our results. We found that the average score
for the subsequent tests performed after learning the task and performed
after a period of time were higher. The conducted experiments show that
the VR spaces, with real-time photo-realistic 3D rendering, do appear to
have some benet over conventional 2D media.
7.1.2 Vision of the Future of Tele-Immersion
Tele-immersion is a growing and fast changing eld and in near future, we can
expect to see many new innovations and improvements which would make
this technology well adapted in the society. One of the major drawbacks with
the current system is that the current display is a 2D monitor, even though
the data itself being 3D cloud of points. With the advent of 3D holographic
media [173], it is not far when they would be used for displaying the content
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and thus would create a more real-life experience.
Using holographic media, you can see a virtual object as if it is really
hovering in front of you. But that amazing experience is broken down the
moment you reach for it, because you feel no sensation on your hand. One of
the traditional ways of overcoming this problem is the use of haptic devices,
which can produce the feel of touch and can constraint the motion to pro-
duce actual feedback of touch. However, the problem with traditional haptic
devices is that they are obstructive and bulky in size, therefore cannot be
used widely. In future, we envision researchers to develop unobstructive force
feedback devices, which can produce the feel of touch. One of the recent ef-
forts in this direction is the development of touchable holography [174], which
can produce the sensation of touch by utilizing the nonlinear phenomenon of
ultrasound; acoustic radiation pressure.
In addition to these, there are several potential applications of tele-immersion
system as a whole. Several prototypes of these applications are being re-
searched in the labs now and it is not long before that these would gain
widespread acceptance in the society. These include distributed and inter-
active education, interactive art (e.g. joint dance or musical performances).
Recently there have been several joint dance sessions between UIUC and
UCB [175]. Distributed interactive decision support, mentor/trainee remote
interaction (e.g. sports, manufacturing, and assembly). One such task is
remote assembly of 3D objects, as was described in this thesis. Others in-
clude entertainment and gaming (e.g. immersive interaction with intelligent
environments in movies and games), social networking and social sciences:
understanding complex 3D group behavior. In addition, other applications
include earth sciences (as done at UCB) and medical diagnosis/therapy of
patients.
7.2 Future Work
There are several avenues which are open for future work. One direction is
to dynamically place stereo cameras in space. This is the most generalized
placement for which we are seeking a better theoretical and experimental
understanding. The other direction is color constancy across cameras under
spatially and temporally varying illumination conditions. Finally, there is
147
a need to better understand the mechanisms in which virtual and physical
objects interact in tele-immersive spaces.
7.2.1 Dynamic Camera Placement for Moving Targets
The main advantage of dynamic camera placement for moving targets is that
a large area can be covered with a small number of cameras and focus can be
given to certain targets based on the application requirements. The stereo
cameras can be mounted on robots and based on the motion of the targets,
the robots need to move and adjust themselves satisfying certain conditions
such as visibility of the target, resolution, reconstruction error, etc.
Particle lters can be used for robotic navigation. Particle lters are model
estimation techniques based on simulation. These are also known as Sequen-
tial Monte Carlo methods. Particle lters are a set of exible simulation-
based methods for sampling from a sequence of probability distributions;
each distribution being only known up to a normalizing constant. They are
now extensively used to solve sequential Bayesian inference problems arising
in econometrics, advanced signal processing or robotics.
Particle lters approximate the sequence of probability distributions of
interest using a large set of random samples, named particles. These par-
ticles are propagated over time using simple Importance Sampling (IS) and
re-sampling mechanisms. Asymptotically, i.e. as the number of particles
goes to innity, the convergence of these particle approximations towards
the sequence of probability distributions can be ensured under very weak
assumptions. The main advantage of particle lters is that they are highly
parallelizable and hence can be used in real-time applications.
7.2.2 Color Constancy Across Spatio-Temporally Varying
Illumination
Achieving color constancy across multiple cameras with spatial and tempo-
rally varying illumination conditions is still an open problem. In all related
works, illumination is considered uniform across space. So, researchers cal-
ibrated the system at one location and used those parameter values for all
the regions. But this is not the case in practical applications (neither indoor
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nor outdoor applications). Consider, for example, a dancer on a stage in an
immersive environment. As the dance progresses, dierent lightening condi-
tions are created on the stage for dierent artistic renderings. Some regions
of space have high light as compared to other in order to focus on dierent
aspects of dance.
There are dierent approaches to tackle the problem of spatially varying
illumination conditions. One approach is to sample dierent regions in space
and choose the best parameter values for them. When the target moves in
dierent regions, then based on its location, the best parameter values can be
used for that location. Other approach is to determine the response function
of dierent cameras and use that to accommodate for dierent illumination
conditions.
The other aspect is to consider temporal variations in illumination. Cur-
rent approaches need to be re-calibrated when the illumination conditions
change in the room. However, methods that use scene statistics as a way
to make incremental adjustments to the cameras to compensate for changes
in lightening can be used. Main idea of these set of techniques is to recover
the response function of the camera without a color calibration chart. The
radiometric response function is a non-linear function that relates the bright-
ness values in pixels in an image to image irradiance. In this way, changes in
illumination can be accounted for by changing the camera parameter values.
7.2.3 Interplay Between Objects Born in Physical and Virtual
Spaces
The open research problems here are related to the impact of technology
which (a) converts objects in physical spaces to objects in digital spaces,
(b) converts interactions between objects in tele-immersive spaces to human
senses, and (c) selects the multi-sensory views and the laws governing interac-
tions in tele-immersive spaces, on human activities in tele-immersive spaces.
The open problems include questions: How does the quality of real-time 3D
rendering of physical objects impact the collaborative activities in immersive
spaces? What feedback is necessary to convey back to physical spaces based
on the interaction in immersive spaces? How do people in physical spaces
prefer to interact with virtual objects? What views of immersive spaces
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should be selected automatically for various human activities? For example,
the quality of interactions is a function of 3D rendering latency, spatial cov-
erage (number of cameras and their locations), color quality, compactness of
3D reconstruction (e.g., holes in 3D reconstruction), spatial resolution, and
the type of activity (collaborative, competitive, or educational). Similarly,
human interactions between objects born in physical and virtual spaces de-
pend on a hierarchy of feedback cues (e.g., visual, aural, haptic). During
interactions, the selection of physics or non-physics laws governing interac-
tions, as well as the selection of a spatial point of view or object attributes
impact performance in tele-immersive spaces.
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A APPENDIX
1. Example of camera placement code with input le, output generated
from the matlab code and the resolution and camera placement graphs.
Input to camera placement code:
10
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
1.0
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
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01
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1060 11563.9 0.02712 0
2 2100 11556.8 0.02712 0
3 3140 11579.3 0.0255 0
4 5160 11606.4 0.02353 0
5 6760 11452.3 0.02353 0
6 8780 11309.6 0.02239 0
7 10800 11316.3 0.02167 0
8 12820 11313 0.01879 0
9 14840 11288.5 0.01806 0
10 16860 11287.7 0.01638 0
11 18880 11291.2 0.01564 0
12 20900 11296.6 0.01171 0
13 22920 11297.8 0.01091 0
14 24940 11300.7 0.009359 0
15 26960 11302.2 0.00888 0
16 28980 11303.2 0.008469 0
17 31000 11304 0.008076 0
18 33020 11307.5 0.006155 0
19 35040 11309.5 0.004988 0
20 37060 11317.4 0.001887 0
Best max Stall
Generation f-count f(x) constraint Generations
21 39080 11318.3 0.001677 0
22 40300 11318.3 0.001677 0
23 42320 11318.3 0.001677 0
24 43960 11318.6 0.001467 0
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25 45300 11318.9 0.001258 0
26 47320 11318.6 0.001048 0
27 49340 11318.4 0.001048 0
28 50380 11318.4 0.001048 1
29 52400 11319 0.0006279 0
30 53440 11319 0.0006279 1
31 54480 11319 0.0006279 2
32 55520 11319 0.0006279 3
33 56560 11319 0.0006279 4
34 57960 11319.4 0.000418 0
35 59400 11319.7 0.000208 0
36 61140 11319.7 0.000208 0
37 62180 11319.7 0.000208 1
38 63220 11319.7 0.000208 2
39 64260 11319.7 0.000208 3
40 65300 11319.7 0.000208 4
Best max Stall
Generation f-count f(x) constraint Generations
41 67060 11320.1 9.612e-005 0
42 68100 11320.1 9.612e-005 1
43 69680 11320.1 9.612e-005 0
44 70720 11320.1 9.612e-005 1
45 71760 11320.1 9.612e-005 2
46 72800 11320.1 9.612e-005 3
47 73840 11320.1 9.612e-005 4
48 74880 11320.1 9.612e-005 5
49 75920 11320.1 9.612e-005 6
50 76960 11320.1 9.612e-005 7
51 78000 11320.1 9.612e-005 8
52 79040 11320.1 9.612e-005 9
53 80080 11320.1 9.612e-005 10
54 81120 11320.1 9.612e-005 11
55 82160 11320.1 9.612e-005 12
56 83880 11320.1 9.612e-005 0
57 84920 11320.1 9.612e-005 1
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58 85960 11320.1 9.612e-005 2
59 87000 11320.1 9.612e-005 3
60 88040 11320.1 9.612e-005 4
Best max Stall
Generation f-count f(x) constraint Generations
61 90060 11319.9 9.612e-005 0
62 91100 11319.9 9.612e-005 1
63 92140 11319.9 9.612e-005 2
64 93180 11319.9 9.612e-005 3
65 94220 11319.9 9.612e-005 4
66 95260 11319.9 9.612e-005 5
67 96300 11319.9 9.612e-005 6
68 97340 11319.9 9.612e-005 7
69 99160 11320 9.612e-005 0
70 100200 11320 9.612e-005 1
71 101240 11320 9.612e-005 2
72 102280 11320 9.612e-005 3
73 103520 11320 9.612e-005 0
74 104560 11320 9.612e-005 1
75 105600 11320 9.612e-005 2
76 106640 11320 9.612e-005 3
77 107680 11320 9.612e-005 4
78 108720 11320 9.612e-005 5
79 109760 11320 9.612e-005 6
80 111380 11320 9.612e-005 0
Best max Stall
Generation f-count f(x) constraint Generations
81 112420 11320 9.612e-005 1
82 113460 11320 9.612e-005 2
83 114500 11320 9.612e-005 3
84 115540 11320 9.612e-005 4
85 116580 11320 9.612e-005 5
86 117620 11320 9.612e-005 6
87 118660 11320 9.612e-005 7
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88 119700 11320 9.612e-005 8
89 120740 11320 9.612e-005 9
90 121780 11320 9.612e-005 10
91 122820 11320 9.612e-005 0
92 123860 11320 9.612e-005 1
93 124900 11320 9.612e-005 2
94 125940 11320 9.612e-005 3
95 126980 11320 9.612e-005 4
96 128020 11320 9.612e-005 5
97 129060 11320 9.612e-005 6
98 130100 11320 9.612e-005 7
99 131140 11320 9.612e-005 8
100 132180 11320 9.612e-005 9
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 11320.0212207
X,Y,Z coordinates of cameras:
0.7853918 2.5498175 1.0753290
6.9908304 0.4122075 0.9683282
17.4780757 0.6754405 1.2109349
11.8387611 1.6766517 0.9826348
17.8413950 10.4278875 1.2317211
15.1778193 12.8257614 1.2026354
14.0963597 16.9355273 1.1065243
9.8249064 15.9846441 1.2631148
1.3818152 12.9788899 0.9880768
5.4602659 15.6454903 1.2025113
Vx,Vy,Vz of cameras:
0.8686590 0.4954578 0.0000000
0.4901427 0.8716481 0.0000000
-0.8601749 0.5100000 0.0000000
-0.4900000 0.8717776 0.0000000
-0.9533711 -0.3017935 0.0000000
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-0.8100033 -0.5864101 0.0000000
-0.5894951 -0.8077703 0.0000000
-0.3082372 -0.9513090 0.0000000
0.8710180 -0.4912496 0.0000000
0.4939745 -0.8694763 0.0000000
Output gures showing resolution and camera placement:
Figure A.1: Resolution. Figure A.2: Camera placement.
2. Input example where the camera placement code is unable to satisfy
the resolution requirements which the user needed. In order for the
code to give output, the resolution required inside the activity zone
should be reduced.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 7.6
0 2.5
0.5
8
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1.2 1.2 0.7
2.2 1.2 0.7
2.2 4.4 0.7
1.2 4.4 0.7
1.2 1.2 1.5
2.2 1.2 1.5
2.2 4.4 1.5
1.2 4.4 1.5
0
0
1
1.6 1.6 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 1047.34 0.02808 0
2 660 1032.04 0.02808 0
3 980 1038.05 0.02712 0
4 1300 1038.36 0.02712 0
5 1620 1021.02 0.02712 0
6 1940 1012.44 0.01156 0
7 2260 1012.37 0.01156 0
8 2580 1004.94 0.007121 0
9 2900 1004.76 0.007121 0
10 3220 1005.03 0.007121 0
11 3540 1005.13 0.007121 0
12 3860 1005.13 0.007121 1
13 4180 1005.54 0.007121 0
14 4500 1005.94 0.007121 0
15 4820 1006.01 0.007121 0
Optimization terminated: maximum number of generations
exceeded.
157
ERROR: Optimization is unable to satisfy the resolution
requirement..
3. Similar to previous one, an input example where the camera placement
code is unable to satisfy the resolution requirements which the user
needed. In order for the code to give output, the resolution required
inside the activity zone should be reduced.
Input to camera placement code:
10
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 7.6
0 2.5
0.5
8
1.2 1.2 0.7
2.2 1.2 0.7
2.2 4.4 0.7
1.2 4.4 0.7
1.2 1.2 1.5
2.2 1.2 1.5
2.2 4.4 1.5
1.2 4.4 1.5
0
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01
1.6 1.6 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1060 1955.25 0.02774 0
2 2100 1955.11 0.02774 0
3 3140 1969.17 0.02774 0
4 4180 1975.63 0.02774 0
5 5480 1977.33 0.02774 0
6 7500 1982.41 0.02617 0
7 9520 1983.09 0.02578 0
8 11540 1983.46 0.02578 0
9 13560 1988.14 0.02425 0
10 15580 1988.33 0.02425 0
11 17060 1988.54 0.02402 0
12 19080 1989.08 0.02402 0
13 20700 1989.34 0.02402 0
14 22460 1989.59 0.02379 0
15 24480 1989.81 0.02361 0
16 26500 1990.43 0.0228 0
17 28520 1990.76 0.02211 0
18 30540 1991.41 0.02165 0
19 32560 1991.54 0.02157 0
20 33740 1991.69 0.02157 0
Best max Stall
Generation f-count f(x) constraint Generations
21 35760 1991.86 0.0215 0
22 37320 1992.11 0.0215 0
23 39340 1992.2 0.02143 0
24 41360 1992.32 0.02143 0
159
25 42960 1992.35 0.02143 0
26 44980 1992.63 0.02143 0
27 46140 1992.66 0.02143 0
28 48160 1992.82 0.02112 0
29 50180 1993.1 0.02029 0
30 52200 1993.24 0.02006 0
31 53420 1993.4 0.0196 0
32 54820 1993.43 0.0196 0
33 56840 1993.53 0.01937 0
34 58860 1993.83 0.0189 0
35 60880 1994.03 0.01867 0
36 62900 1994.26 0.01844 0
37 64920 1994.26 0.01821 0
38 66940 1994.35 0.01821 0
39 68960 1994.35 0.01814 0
40 70500 1994.44 0.01814 0
Best max Stall
Generation f-count f(x) constraint Generations
41 71540 1994.44 0.01814 1
42 72580 1994.44 0.01814 2
43 73620 1994.44 0.01814 3
44 75640 1994.48 0.01814 0
45 76680 1994.48 0.01814 1
46 77900 1994.51 0.01814 0
47 79560 1994.58 0.01791 0
48 80600 1994.58 0.01791 1
49 82620 1994.62 0.01784 0
50 84400 1994.66 0.01784 0
51 85440 1994.66 0.01784 1
52 87140 1994.76 0.01761 0
53 88180 1994.76 0.01761 1
54 89220 1994.76 0.01761 2
55 91240 1994.81 0.01761 0
56 93260 2016.14 0.01655 0
57 95280 2016.24 0.01655 0
160
58 96320 2016.24 0.01655 1
59 97880 2016.25 0.01647 0
60 98920 2016.25 0.01647 1
Best max Stall
Generation f-count f(x) constraint Generations
61 100000 2016.25 0.01647 0
62 102020 2016.61 0.01468 0
63 103060 2016.61 0.01468 1
64 104100 2016.61 0.01468 2
65 106120 2016.71 0.01438 0
66 107160 2016.71 0.01438 1
67 108880 2016.77 0.01415 0
68 109920 2016.77 0.01415 1
69 111460 2016.78 0.01407 0
70 113280 2016.88 0.01384 0
71 114980 2016.98 0.01331 0
72 116020 2016.98 0.01331 1
73 117300 2017.05 0.01308 0
74 119320 2017.23 0.01308 0
75 121340 2017.45 0.01232 0
76 123360 2081.89 0.01032 0
77 125380 2081.88 0.01024 0
78 126860 2081.94 0.01001 0
79 128880 2081.96 0.009707 0
80 129920 2081.96 0.009707 1
Best max Stall
Generation f-count f(x) constraint Generations
81 131940 2082.04 0.009633 0
82 132980 2082.04 0.009633 1
83 134160 2082.06 0.009633 0
84 135200 2082.06 0.009633 1
85 136240 2082.06 0.009633 2
86 137820 2082.06 0.009558 0
87 138940 2082.14 0.009558 0
161
88 139980 2082.14 0.009558 1
89 142000 2082.24 0.009178 0
90 143040 2082.24 0.009178 1
91 144380 2082.28 0.009178 0
92 145640 2082.29 0.009103 0
93 147500 2082.36 0.008872 0
94 148540 2082.36 0.008872 1
95 149580 2082.36 0.008872 2
96 150620 2082.36 0.008872 3
97 151660 2082.36 0.008872 4
98 152700 2082.36 0.008872 5
99 153860 2082.4 0.008872 0
100 155880 2082.45 0.008723 0
Optimization terminated: maximum number of generations
exceeded.
ERROR: Optimization is unable to satisfy the resolution
requirement..
4. Example where the camera placement code could not nd any feasible
point. In this case, the working volume is too big and too close to one
side of the room. As a result, the working volume is unable to t within
the eld of view of the cameras.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
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0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
1
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1284 8920.55 8.047 0
Optimization terminated: no feasible point found.
5. This example is also similar as previous one, where the camera place-
ment code could not nd any feasible point. In this case also, the
working volume is the same and is too big and too close to one side
of the room. Only dierence is that there are two pivots, rather than
one, as in previous one.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
2
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1188 7958.22 7.749 0
Optimization terminated: no feasible point found.
6. This example is also similar as previous ones, where the camera place-
ment code could not nd any feasible point. In this case also, the
working volume is the same and is too big and too close to one side of
the room. Only dierence is that there are four pivots, rather than one
and two, as in previous ones.
Input to camera placement code:
5
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0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1188 5550.54 7.313 0
Optimization terminated: no feasible point found.
7. This example is also similar as previous ones, where the camera place-
ment code could not nd any feasible point. In this case also, the
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working volume is the same and is too big and too close to one side of
the room. Only dierence is that the number of cameras in this case
have been increased from ve to eight.
Input to camera placement code:
8
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
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Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1110 -958462 6207 0
Optimization terminated: no feasible point found.
8. In example the working volume and room geometry is similar as pre-
vious ones. However, the number of cameras have been increased to
50, which is much higher than what can be supported by the camera
placement framework. As a result, the code could not generate inputs
which can be provided to the optimization framework.
Input to camera placement code:
50
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
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6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Exiting due to infeasibility: 9 lower bounds exceed
the corresponding upper bounds.
9. This example is also similar as previous one, where the number of cam-
eras have been further increased to 100 from 50 in previous example.
Input to camera placement code:
100
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
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4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Exiting due to infeasibility: 12 lower bounds exceed
the corresponding upper bounds.
10. Input example where the number of cameras are three, which is less
than the minimum number of cameras required for optimization pur-
poses, i.e. four. Therefore, the code exits by printing the error message.
Input to camera placement code:
3
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
0.25
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
0
1
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8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
ERROR: Number of cameras should be at least four.
11. Input example with four cameras and one pivot point.
Input to camera placement code:
4
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
1.0
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
0
1
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
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Best max Stall
Generation f-count f(x) constraint Generations
1 340 6673.57 0.02255 0
2 660 5806.07 0.02255 0
3 980 5169.16 0.02197 0
4 1300 5372.96 0.01709 0
5 1620 4979.18 0.01709 0
6 1940 4694.67 0.005061 0
7 2260 4667.02 0.001075 0
8 2580 4655.38 0.001075 0
9 2900 4652.18 0.001075 0
10 3220 4652.15 0.001075 0
11 3540 4650.69 0.0008161 0
12 3860 4651.27 0.0002563 0
13 4180 4651.02 0.0001619 0
14 4500 4651.01 0.0001619 0
15 4820 4650.9 0.0001619 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 4650.8983509
X,Y,Z coordinates of cameras:
3.2713850 3.2544911 1.2861644
15.7699538 3.3004561 0.9934646
15.7166944 15.7047347 1.2960938
3.2460335 15.8870615 1.2625000
Vx,Vy,Vz of cameras:
0.7015013 0.7127817 0.0000000
-0.7126843 0.7014818 0.0000000
-0.7085770 -0.7056246 0.0000000
0.7022026 -0.7120101 0.0000000
Output gures showing resolution and camera placement:
12. Input example again with four cameras and one pivot point, but with
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Figure A.3: Resolution. Figure A.4: Camera placement.
a dierent sized working volume.
Input to camera placement code:
4
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
1.0
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
0
1
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
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0Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 444 6243.79 5.263e-008 0
2 764 6243.79 5.263e-008 0
3 1084 6243.79 5.263e-008 1
4 1404 6243.79 5.263e-008 2
Optimization terminated: average change in the fitness
value less than options.TolFun and constraint violation
is less than options.TolCon.
Objective function value: 6243.7922236
X,Y,Z coordinates of cameras:
1.4245607 1.3608811 0.9855911
15.6994266 0.5841912 0.9500000
15.6994266 15.6994266 1.2000000
1.8570901 15.6994266 0.9816964
Vx,Vy,Vz of cameras:
0.7168727 0.6972042 0.0000000
-0.7074440 0.7067694 0.0000000
-0.7065926 -0.7076206 0.0000000
0.7039730 -0.7102267 -0.0000000
Output gures showing resolution and camera placement:
13. Input example with a large number of cameras, in this case being 20.
Input to camera placement code:
20
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
177
Figure A.5: Resolution. Figure A.6: Camera placement.
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.25 2.0
0 25
0 25
0 7.5
1.0
8
10.0 10.0 0.7
15.0 10.0 0.7
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15.0 15.0 0.7
10.0 15.0 0.7
10.0 10.0 1.5
15.0 10.0 1.5
15.0 15.0 1.5
10.0 15.0 1.5
0
0
1
12.8 12.8 1.1 1 1.0 0.25 0.25 0.4 0.5
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 34321.7 0.01954 0
2 660 31962.6 0.01954 0
3 980 30816.6 0.01954 0
4 1300 30249.6 0.01954 0
5 1620 29042.2 0.01954 0
6 1940 27444.2 0.01954 0
7 2260 25756.2 0.01954 0
8 2580 25145.1 0.01816 0
9 2900 24631.6 0.01816 0
10 3220 23348.5 0.01816 0
11 3540 22649.2 0.01816 0
12 3860 22659 0.01299 0
13 4180 22656.7 0.01193 0
14 4500 22659.5 0.01193 0
15 4820 22692 0.01102 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 22692.0019459
179
X,Y,Z coordinates of cameras:
2.4698664 13.2344509 1.0779598
5.4500043 11.6391604 0.9732215
3.5501354 9.5422511 0.9666376
6.2957314 5.3527561 0.9754674
5.8980226 3.2089614 1.2480317
9.1372985 4.0725993 0.9512741
9.2805203 2.4628602 0.9855881
10.0911001 5.3705028 1.0321426
12.4198109 4.1520141 0.9560079
21.6664976 10.5038857 0.9547161
17.2844023 7.7927024 0.9545722
17.3860369 3.7727586 1.2415298
21.3177768 13.9147229 1.1216235
19.3138165 16.2259522 0.9590565
17.5671494 20.5345672 0.9973274
13.2621600 20.0787724 0.9738988
3.0992077 14.9227133 0.9621673
6.7754051 15.7954302 0.9633667
7.4593940 20.4076880 0.9705885
12.1547946 18.7194223 0.9907829
Vx,Vy,Vz of cameras:
0.9839476 0.1642326 0.0000000
0.9509978 0.3160304 0.0000000
0.8866019 0.4552060 0.0000000
0.8075733 0.5905453 0.0000000
0.7000495 0.7159071 0.0000000
0.5823732 0.8131290 0.0000000
0.4639016 0.8843528 0.0000000
0.3097405 0.9546262 0.0000000
0.1620595 0.9876967 0.0000000
-0.9304343 0.3793629 0.0000000
-0.6986860 0.7093514 0.0000000
-0.3776753 0.9299622 0.0000000
-0.9458886 -0.3149627 0.0000000
180
-0.8024777 -0.5965668 0.0000000
-0.5785910 -0.8179991 0.0000000
-0.3048751 -0.9531249 0.0000000
0.9492500 -0.3094863 0.0000000
0.8032335 -0.5863431 0.0000000
0.5974275 -0.8020856 0.0000000
0.3078722 -0.9492833 0.0000000
Output gures showing resolution and camera placement:
Figure A.7: Resolution. Figure A.8: Camera placement.
14. Input example with even large number of cameras, in this case being
28.
Input to camera placement code:
28
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
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0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.6283 0.6283 0.01 0.5 20.0 0.00001
0.25 2.0
0 25
0 25
0 7.5
1.0
8
10.0 10.0 0.7
15.0 10.0 0.7
15.0 15.0 0.7
10.0 15.0 0.7
10.0 10.0 1.5
15.0 10.0 1.5
15.0 15.0 1.5
10.0 15.0 1.5
0
0
1
12.0 12.0 1.1 1 0.4 0.25 0.25 0.4 0.2
0
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Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 44900.8 0.02808 0
2 660 44227 0.02808 0
3 980 43601.6 0.02808 0
4 1300 43708.7 0.02808 0
5 1620 43691.3 0.02808 0
6 1940 43708.7 0.02808 0
7 2260 43676.2 0.02808 0
8 2580 43696.9 0.02808 0
9 2900 43765.9 0.02808 0
10 3220 43766 0.02808 0
11 3540 43778.8 0.02808 0
12 3860 43786.7 0.02808 0
13 4180 43999.4 0.02808 0
14 4500 44019.2 0.02808 0
15 4820 44028.9 0.02808 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 44028.8562734
X,Y,Z coordinates of cameras:
1.8338850 7.2798172 1.2000000
0.3187652 4.4742421 1.2000000
0.9290644 4.7033969 1.3000000
4.4742421 4.0349235 0.9500000
8.0298172 0.7147429 0.9500000
20.7734181 8.0298172 1.3000000
20.3143356 5.7262729 0.9500000
18.7150516 1.6302353 1.2000000
15.8020461 0.7268851 0.9502441
12.8384432 0.8984861 0.9798606
20.2503554 11.3178340 1.0125000
183
20.5268468 12.3959822 1.2000000
20.8496622 13.6863362 1.2000000
20.5569730 14.9302248 1.2000000
20.3077101 16.3323641 1.2000000
19.4723201 17.4631858 1.0932657
19.6994266 18.6994266 1.0125000
17.4631858 19.4713435 1.2000000
16.3323641 20.3086867 0.9656250
14.9302248 20.5609250 1.2000000
13.6863362 20.8496622 1.1006102
12.3959822 20.5268468 1.2000000
11.3178340 20.2503554 1.3000000
-0.6156019 12.8384432 0.9500000
0.8886104 15.8020461 1.0125000
1.3749509 18.6994266 1.0125000
4.4742421 20.3143356 1.2000000
7.2798172 20.7731740 1.2000000
Vx,Vy,Vz of cameras:
0.9578952 0.2688190 0.0000000
0.8599317 0.5056250 0.0000000
0.6971068 0.7171068 0.0000000
0.4900000 0.8716504 0.0000000
0.2644440 0.9715508 0.0000000
-0.9559258 0.2644440 0.0000000
-0.8560254 0.4939215 0.0000000
-0.6971068 0.7171068 0.0000000
-0.4900000 0.8600537 0.0000000
-0.2488190 0.9598473 0.0000000
-0.9837122 -0.1019645 0.0000000
-0.9649279 -0.2325209 0.0000000
-0.9338833 -0.3202791 0.0000000
-0.8909689 -0.4238837 0.0000000
-0.8367242 -0.5220321 0.0000000
-0.7718315 -0.6334898 0.0000000
-0.6971068 -0.6971068 0.0000000
184
-0.6334898 -0.7718315 0.0000000
-0.5220321 -0.8367242 0.0000000
-0.4438837 -0.8948751 0.0000000
-0.3402791 -0.9382583 0.0000000
-0.2325209 -0.9649279 0.0000000
-0.1019645 -0.9849632 0.0000000
0.9759258 -0.2488190 0.0000000
0.8760254 -0.4900000 0.0000000
0.6971259 -0.7168626 0.0000000
0.5100000 -0.8560254 0.0000000
0.2527901 -0.9598321 0.0000000
Output gures showing resolution and camera placement:
Figure A.9: Resolution. Figure A.10: Camera placement.
15. Input example of a cuboid activity model.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 4.6
185
0 2.5
0.5
8
1.2 1.2 0.5
2.2 1.2 0.5
2.2 2.4 0.5
1.2 2.4 0.5
1.2 1.2 1.5
2.2 1.2 1.5
2.2 2.4 1.5
1.2 2.4 1.5
0
0
0
1
1.6 1.6 1.2 1 0.1 0.25 0.25 0.3 0.02
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 245.522 0.02712 0
2 660 245.522 0.02712 1
3 980 245.876 0.02164 0
4 1300 246.649 0.02164 0
5 1620 244.852 0.02164 0
6 1940 244.693 0.02164 0
7 2260 244.05 0.02164 0
8 2580 244.996 0.01368 0
9 2900 244.686 0.01368 0
10 3220 244.742 0.01273 0
11 3540 245.247 0.01273 0
12 3860 245.24 0.01273 0
13 4180 245.257 0.01273 0
14 4500 246.534 0.01273 0
15 4820 246.577 0.01273 0
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Optimization terminated: maximum number of generations
exceeded.
Objective function value: 246.5774349
X,Y,Z coordinates of cameras:
0.3361261 0.3235269 1.1057965
3.0638748 0.4084468 1.2341635
3.4992732 2.7129991 1.2036621
2.2758102 3.2199473 1.2763438
0.1966484 3.1658270 0.9971259
Vx,Vy,Vz of cameras:
0.7171068 0.6971068 0.0000000
-0.7126097 0.7084880 0.0000000
-0.8638379 -0.4909766 0.0000000
-0.4999759 -0.8651807 0.0000000
0.7170640 -0.6971068 0.0000000
Output gures showing resolution and camera placement:
Figure A.11: Resolution. Figure A.12: Camera placement.
16. Input example of a cylindrical activity model.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
187
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 4.6
0 2.5
0.5
8
1.2 1.2 0.5
2.2 1.2 0.5
2.2 2.4 0.5
1.2 2.4 0.5
1.2 1.2 1.5
2.2 1.2 1.5
2.2 2.4 1.5
1.2 2.4 1.5
1
1.6 1.6 0.9 1.5 1 0.1 0.25 0.02
0
0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 300.838 0.02469 0
2 660 249.911 0.02469 0
3 980 247.553 0.02469 0
4 1300 238.346 0.02469 0
5 1620 235.198 0.02469 0
6 1940 228.917 0.02469 0
7 2260 230.199 0.008179 0
8 2580 227.589 0.008179 0
188
9 2900 226.319 0.008179 0
10 3220 225.867 0.00488 0
11 3540 226.037 0.004473 0
12 3860 226.235 0.004473 0
13 4180 226.269 0.004473 0
14 4500 226.23 0.003631 0
15 4820 226.16 0.003018 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 226.1595953
X,Y,Z coordinates of cameras:
0.2988174 0.4216168 1.1766164
3.0826922 0.4326884 1.2239488
3.5122124 2.5946236 1.2881080
2.1708077 3.0645490 0.9827309
0.3329598 3.1659296 1.2792005
Vx,Vy,Vz of cameras:
0.7002183 0.7139027 0.0000000
-0.7098646 0.7045693 0.0000000
-0.8653123 -0.5011062 0.0000000
-0.5021058 -0.8630595 0.0000000
0.7121988 -0.7021182 0.0000000
Output gures showing resolution and camera placement:
17. Input example of a ellipsoid activity model.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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Figure A.13: Resolution. Figure A.14: Camera placement.
0.25 2.0
0 3.2
0 4.6
0 2.5
0.5
8
1.2 1.2 0.5
2.2 1.2 0.5
2.2 2.4 0.5
1.2 2.4 0.5
1.2 1.2 1.5
2.2 1.2 1.5
2.2 2.4 1.5
1.2 2.4 1.5
0
0
1
1.6 1.6 1.2 1 0.1 0.25 0.25 0.3 0.02
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 286.637 0.02571 0
2 660 286.247 0.02571 0
190
3 980 277.441 0.02571 0
4 1300 274.474 0.02571 0
5 1620 274.414 0.02571 0
6 1940 272.519 0.02571 0
7 2260 272.519 0.02571 1
8 2580 273.72 0.02035 0
9 2900 272.898 0.02035 0
10 3220 271.472 0.02035 0
11 3540 272.563 0.008968 0
12 3860 272.588 0.008968 0
13 4180 272.402 0.008968 0
14 4500 272.484 0.006982 0
15 4820 272.464 0.006857 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 272.4636352
X,Y,Z coordinates of cameras:
0.1506437 0.3193396 1.2312500
3.0638739 0.2424854 1.1331366
3.5020645 2.5653347 0.9676025
2.4301097 3.5216532 0.9734824
0.2537694 3.1638739 1.0903172
Vx,Vy,Vz of cameras:
0.7068777 0.7077399 0.0000000
-0.6995774 0.7141033 0.0000000
-0.8675047 -0.4904883 0.0000000
-0.5093155 -0.8584668 0.0000000
0.7140327 -0.6973279 0.0000000
Output gures showing resolution and camera placement:
18. Input example of homogenous requirements.
Input to camera placement code:
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Figure A.15: Resolution. Figure A.16: Camera placement.
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 4.6
0 2.5
0.5
8
1.2 1.2 0.5
2.2 1.2 0.5
2.2 2.4 0.5
1.2 2.4 0.5
1.2 1.2 1.5
2.2 1.2 1.5
2.2 2.4 1.5
1.2 2.4 1.5
0
0
0
0
Output of the code:
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Best max Stall
Generation f-count f(x) constraint Generations
1 340 377.937 0.01343 0
2 660 365.489 0.0102 0
3 980 362.9 0.0102 0
4 1300 364.802 0.0102 0
5 1620 363.48 0.0102 0
6 1940 353.884 0.008072 0
7 2260 350.998 0.00616 0
8 2580 351.064 0.003403 0
9 2900 350.928 0.003403 0
10 3220 346.389 0.003403 0
11 3540 342.765 0.003403 0
12 3860 343.575 0.001667 0
13 4180 343.429 0.001667 0
14 4500 343.451 0.001667 0
15 4820 343.485 0.001667 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 343.4851082
X,Y,Z coordinates of cameras:
0.1271380 0.2366714 1.2055787
3.2616457 0.2347043 1.2481815
3.2698215 3.3787032 1.2885820
-0.3401327 2.7046663 1.2053545
0.6612928 3.7690549 1.2745642
Vx,Vy,Vz of cameras:
0.7039526 0.7098977 0.0000000
-0.7148976 0.6992530 0.0000000
-0.7033028 -0.7106998 0.0000000
0.8667097 -0.5004811 0.0000000
0.4984504 -0.8668156 0.0000000
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Output gures showing resolution and camera placement:
Figure A.17: Resolution. Figure A.18: Camera placement.
19. Input example with two pivots.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 4.6
0 2.5
0.5
8
1.2 1.2 0.5
2.2 1.2 0.5
2.2 2.4 0.5
1.2 2.4 0.5
1.2 1.2 1.5
2.2 1.2 1.5
2.2 2.4 1.5
1.2 2.4 1.5
0
194
02
1.6 1.6 1.0 1 0.1 0.2 0.2 0.5 0.02
1.8 2.0 1.0 1 0.1 0.2 0.2 0.5 0.02
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 199.009 0.02808 0
2 660 198.875 0.02808 0
3 980 198.51 0.01587 0
4 1300 189.863 0.01587 0
5 1620 189.782 0.01587 0
6 1940 189.591 0.01587 0
7 2260 189.876 0.01449 0
8 2580 189.886 0.01449 0
9 2900 190.179 0.01449 0
10 3220 190.025 0.01444 0
11 3540 188.343 0.007337 0
12 3860 190.606 0.007337 0
13 4180 190.635 0.006993 0
14 4500 191.012 0.004805 0
15 4820 191.317 0.002045 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 191.3171849
X,Y,Z coordinates of cameras:
0.1405789 0.9403142 1.2024605
1.0854647 0.2187504 1.2625992
2.8684232 0.4502156 1.2104361
2.8683406 2.9674651 1.2031586
0.4981238 2.9697501 1.2057249
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Vx,Vy,Vz of cameras:
0.8716504 0.4902441 0.0000000
0.4957287 0.8685117 0.0000000
-0.7053858 0.7073795 0.0000000
-0.7016302 -0.7128308 0.0000000
0.7121459 -0.7034735 0.0000000
Output gures showing resolution and camera placement:
Figure A.19: Resolution. Figure A.20: Camera placement.
20. Input example of a person driving a wheelchair, as described in the
thesis.
Input to camera placement code:
6
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 6.0
0 6.0
0 2.5
1.0
196
81.5 1.5 0.5
3.5 1.5 0.5
3.5 3.5 0.5
1.5 3.5 0.5
1.5 1.5 1.5
3.5 1.5 1.5
3.5 3.5 1.5
1.5 3.5 1.5
1
1.85 2.5 0.55 1.45 1 0.2 0.3 0.02
0
0
1
3.0 2.5 1.0 1 0.25 0.45 0.95 0.45 0.02
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 822.377 0.02808 0
2 660 817.969 0.02808 0
3 980 826.18 0.02712 0
4 1300 829.254 0.02712 0
5 1620 828.206 0.02712 0
6 1940 827.431 0.02654 0
7 2260 827.431 0.02654 0
8 2580 831.392 0.0252 0
9 2900 832.94 0.009585 0
10 3220 833.216 0.009585 0
11 3540 833.177 0.009585 0
12 3860 833.191 0.009461 0
13 4180 833.195 0.009461 0
14 4500 833.195 0.009461 0
15 4820 833.319 0.009461 0
Optimization terminated: maximum number of generations
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exceeded.
Objective function value: 833.3188044
X,Y,Z coordinates of cameras:
0.3777801 0.3179973 1.2625000
5.2681475 0.5067294 1.2000000
3.6210848 -0.2797854 1.0186154
5.2678881 3.8707797 1.2054400
3.6210848 5.2809298 0.9834812
0.3277346 4.6222199 1.2156250
Vx,Vy,Vz of cameras:
0.7002469 0.7134385 0.0000000
-0.8721001 0.4900000 0.0000000
-0.4900000 0.8721192 0.0000000
-0.8716504 -0.4900988 0.0000000
-0.5077002 -0.8560254 0.0000000
0.7169670 -0.6971068 0.0000000
Output gures showing resolution and camera placement:
Figure A.21: Resolution. Figure A.22: Camera placement.
21. Input example of a person writing on a whiteboard, as described in the
thesis.
Input to camera placement code:
198
60.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 5.0
0 6.0
0 2.5
1.0
8
1.5 1.75 0.5
3.5 1.75 0.5
3.5 4.25 0.5
1.5 4.25 0.5
1.5 1.75 1.5
3.5 1.75 1.5
3.5 4.25 1.5
1.5 4.25 1.5
0
0
2
2.0 2.25 1.0 1 0.1 0.35 0.35 0.5 0.02
3.0 2.25 1.0 1 0.1 0.35 0.35 0.5 0.02
1
2.5 3.75 1.0 1 0.1 0.85 0.36 0.5 0.02
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 811.476 0.02808 0
2 660 811.475 0.02808 0
3 980 814.562 0.02712 0
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4 1300 816.871 0.02712 0
5 1620 817.074 0.02712 0
6 1940 817.082 0.02712 0
7 2260 817.347 0.02712 0
8 2580 817.347 0.02712 0
9 2900 818.654 0.02545 0
10 3220 818.816 0.02545 0
11 3540 820.233 0.02545 0
12 3860 916.077 0.02437 0
13 4180 979.105 0.01149 0
14 4500 1003.4 0.01092 0
15 4820 1008.41 0.003184 0
Optimization terminated: maximum number of generations
exceeded.
Objective function value: 1008.4147079
X,Y,Z coordinates of cameras:
0.5147472 0.3442036 1.2000000
5.4666140 0.2808988 1.2000000
3.5195250 0.2948370 0.9591451
5.2178957 4.0706385 1.2041771
4.5195250 5.9286087 1.2000000
0.4855532 5.9852528 1.2049095
Vx,Vy,Vz of cameras:
0.6993498 0.7139220 0.0000000
-0.8661572 0.4996438 0.0000000
-0.4900000 0.8713353 0.0000000
-0.8638379 -0.5056941 0.0000000
-0.4989111 -0.8648145 0.0000000
0.7148255 -0.6976294 0.0000000
Output gures showing resolution and camera placement:
22. Additional input les: caminput1.txt
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Figure A.23: Resolution. Figure A.24: Camera placement.
Reason of failure: The camera placement code is unable to satisfy the
resolution requirements which the user needed. In order for the code
to give output, the resolution required inside the activity zone should
be reduced.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 7.6
0 2.5
0.5
8
1.2 1.2 0.7
2.2 1.2 0.7
2.2 4.4 0.7
1.2 4.4 0.7
1.2 1.2 1.5
2.2 1.2 1.5
2.2 4.4 1.5
1.2 4.4 1.5
201
00
1
1.6 1.6 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 340 966.88 0.02547 0
2 660 963.518 0.02712 0
3 980 972.534 0.02712 0
4 1300 976.73 0.0226 0
5 1620 977.848 0.01481 0
6 1940 978.079 0.01314 0
7 2260 979.2 0.01314 0
8 2580 979.836 0.01314 0
9 2900 979.522 0.01314 0
10 3220 979.522 0.01314 1
11 3540 979.638 0.01215 0
12 3860 979.638 0.01215 1
13 4180 984.994 0.005442 0
14 4500 1068.7 0.005442 0
15 4820 1070.43 0.002754 0
Optimization terminated: maximum number of generations
exceeded.
ERROR: Optimization is unable to satisfy the resolution
requirement..
23. Additional input les: caminput2.txt
Reason of failure: The working volume is too big as compared to the
room. Therefore, the optimization is unable to determine the place-
ment of cameras so that the entire working volume can be seen by
202
the cameras. In order to run it, reduce the size of working volume or
increase the size of room.
Input to camera placement code:
10
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 3.2
0 7.6
0 2.5
0.5
8
1.2 1.2 0.7
2.2 1.2 0.7
2.2 4.4 0.7
1.2 4.4 0.7
1.2 1.2 1.5
2.2 1.2 1.5
2.2 4.4 1.5
1.2 4.4 1.5
0
0
1
1.6 1.6 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
203
Best max Stall
Generation f-count f(x) constraint Generations
1 402 14979.5 351.1 0
Optimization terminated: no feasible point found.
24. Additional input les: caminput3.txt
Reason of failure: In this case, the working volume is too big and too
close to one side of the room. As a result, the working volume is unable
to t within the eld of view of the cameras.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
1
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
0
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Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 500 9363.33 8.717 0
Optimization terminated: no feasible point found.
25. Additional input les: caminput4.txt
Reason of failure: This example is also similar as previous one, where
the camera placement code could not nd any feasible point. In this
case also, the working volume is the same and is too big and too close
to one side of the room. Only dierence is that there are two pivots,
rather than one, as in previous one.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
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02
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 468 7461.65 7.454 0
Optimization terminated: no feasible point found.
Exiting due to infeasibility: 1 lower bound exceeds the
corresponding upper bound.
26. Additional input les: caminput5.txt
Reason of failure: This example is also similar as previous ones, where
the camera placement code could not nd any feasible point. In this
case also, the working volume is the same and is too big and too close
to one side of the room. Only dierence is that there are four pivots,
rather than one and two, as in previous ones.
Input to camera placement code:
5
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
206
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 590 4173.85 4.942 0
Optimization terminated: no feasible point found.
Exiting due to infeasibility: 8 lower bounds exceed the
corresponding upper bounds.
Exiting due to infeasibility: 15 lower bounds exceed the
corresponding upper bounds.
27. Additional input les: caminput6.txt
Reason of failure: This example is also similar as previous ones, where
the camera placement code could not nd any feasible point. In this
case also, the working volume is the same and is too big and too close
to one side of the room. Only dierence is that the number of cameras
in this case have been increased from ve to eight.
Input to camera placement code:
8
207
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 1110 -958462 6207 0
Optimization terminated: no feasible point found.
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28. Additional input les: caminput7.txt
Reason of failure: In example the working volume and room geometry
is similar as previous ones. However, the number of cameras have been
increased to 50, which is much higher than what can be supported
by the camera placement framework. As a result, the code could not
generate inputs which can be provided to the optimization framework.
Input to camera placement code:
50
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
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0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
210
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
Output of the code:
Exiting due to infeasibility: 9 lower bounds exceed
the corresponding upper bounds.
29. Additional input les: caminput8.txt
Reason of failure: This example is also similar as previous one, where
the number of cameras have been further increased to 100 from 50 in
previous example.
Input to camera placement code:
100
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
211
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
212
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
213
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.6283 0.6283 0.01 0.5 9.0 0.00001
0.25 2.0
0 9.6
0 22.8
0 7.5
0.5
8
3.6 3.6 0.7
6.6 3.6 0.7
6.6 13.2 0.7
3.6 13.2 0.7
3.6 3.6 1.5
6.6 3.6 1.5
6.6 13.2 1.5
3.6 13.2 1.5
0
0
4
4.8 4.8 1.1 1 3.0 0.25 0.25 0.4 2.0
4.8 12 1.1 1 3.0 0.25 0.25 0.4 2.0
4.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
5.0 8.0 1.1 1 3.0 0.25 0.25 0.4 2.0
0
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Output of the code:
Exiting due to infeasibility: 12 lower bounds exceed
the corresponding upper bounds.
30. Additional input les: caminput-test1.txt
Reason of failure: Number of cameras in the input are three, while the
minimum number of cameras needed in input are four.
Input to camera placement code:
3
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
0.25
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
0
1
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
ERROR: Number of cameras should be at least four.
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31. Additional input les: caminput-test2.txt
Reason of failure: The number of cameras here are 50, which is much
higher than what can be supported by the camera placement frame-
work. As a result, the code could not generate inputs which can be
provided to the optimization framework. The maximum number of
cameras supported by the framework are 28 because Matlab has limi-
tation that the maximum nesting of the braces cannot exceed 32.
Input to camera placement code:
50
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
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0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
0.25
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
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12 12 1.5
7 12 1.5
0
0
1
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
??? Error: File: camera_objective_function.m Line:
330754 Column: 4669
Nesting of {, [, and ( cannot exceed a depth of 32.
Error in ==> validate>@(x)fitness(x,FitnessFcnArgs{:})
at 135
fitness = @(x) fitness(x,FitnessFcnArgs{:});
Error in ==> gacon at 24
Iterate.f = FitnessFcn(Iterate.x');
Error in ==> ga at 285
[x,fval,exitFlag,output,population,scores] =
gacon(FitnessFcn,nvars, ...
Error in ==> camera_placement at 623
[x,fval,exitflag] =
ga(ObjectiveFunction,nvars,[],[],[],[],LB,UB,
ConstraintFunction,options);
32. Additional input les: caminput-test3.txt
Reason of failure: In this case the grid size is too small and the size of
working volume is quite large. Therefore, matlab is unable to handle
such large size simulation. In order to run it, increase the grid size.
Input to camera placement code:
218
40.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
0.25
8
7 7 0.5
12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
0
1
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
??? Index exceeds matrix dimensions.
Error in ==> camera_constraints at 3
c = [ ...
Error in ==> validate>@(x)nonlcon(x,NonconFcnArgs{:})
at 141
nonlcon = @(x) nonlcon(x,NonconFcnArgs{:});
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Error in ==> constrValidate at 17
[cineq,ceq] = nonlcon(Iterate.x');
Error in ==> gacommon at 109
[LinearConstr, Iterate,nineqcstr,neqcstr,ncstr] =
constrValidate(NonconFcn, ...
Error in ==> ga at 269
[x,fval,exitFlag,output,population,scores,FitnessFcn,
nvars,Aineq,bineq,Aeq,beq,lb,ub,
...
Error in ==> camera_placement at 623
[x,fval,exitflag] =
ga(ObjectiveFunction,nvars,[],[],[],[],LB,UB,C
onstraintFunction,options);
Caused by:
Failure in initial user-supplied nonlinear
constraint function evaluation.
33. Additional input les: caminput-test4.txt
Input to camera placement code:
4
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.6283 0.6283 0.01 1 15.0 0.00001
0.25 2.0
0 20
0 20
0 2.5
0.25
8
7 7 0.5
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12 7 0.5
12 12 0.5
7 12 0.5
7 7 1.5
12 7 1.5
12 12 1.5
7 12 1.5
0
0
1
8.5 8.5 1.0 1 0.1 0.2 0.2 0.4 0.02
0
Output of the code:
Best max Stall
Generation f-count f(x) constraint Generations
1 444 4768.82 2.234e-007 0
2 764 4768.82 2.234e-007 0
3 1084 4768.82 2.234e-007 1
4 1404 4768.82 2.234e-007 2
Optimization terminated: average change in the fitness value
less than options.TolFun and constraint violation is less
than options.TolCon.
Objective function value: 4768.8168201
X,Y,Z coordinates of cameras:
0.8948240 1.8779290 0.9500000
15.6994266 0.8215636 0.9500000
15.6994266 15.6994266 0.9659977
0.9290181 15.6994266 0.9500000
Vx,Vy,Vz of cameras:
0.6973683 0.7167131 0.0000000
-0.7071068 0.7071068 0.0000000
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-0.7071068 -0.7071068 0.0000000
0.7071068 -0.7071068 0.0000000
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B APPENDIX
Questions about the thesis
CHAPTER 1
Question: How is the activity model novel?
Response: Section 1.3, Page 8
Activity Model: We present a framework for the user to describe
the requirements of an activity. Using this framework, user can specify
the requirements in space for resolution. We present three dierent
kinds of 3D activity models: ellipsoid, cylinder and cuboid. 2D activity
model, where the requirements vary across 2D horizontal space, is a
special case of cylindrical activity model and sphere is a special case
of ellipsoid, with all the three radii being equal. The main novelty of
activity framework is that it allows the user to mathematically describe
the regions in space where a higher resolution is required as well as
the minimum resolution which should be assigned to those regions.
An activity model is a collection of pivots, along with corresponding
resolution zones. Pivot refers to the point in space where a ner and
detailed view is required and thus the resolution requirements are the
highest. This is up to the user to specify the number of pivots in space.
Around the pivot, there are activity zones. Activity zones specify the
reducing resolution requirements as one goes farther away from the
pivot. The shape of the activity zone depends upon the kind of 3D
activity model used by the user for that pivot: ellipsoid, cylinder or
cuboid.
Question: How is the color constancy approach novel?
Response: Section 1.3, Page 9
Color Constancy: The other aspect of this dissertation is in achiev-
ing color constancy across multiple cameras. The problem of color
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constancy is important, as consistent inter-camera color responses are
needed to produce artifact-free and visually appealing rendered re-
sults. Also, the determined color should be similar to actual color.
This is a complex problem as dierent cameras have dierent color re-
sponses, even with same hardware settings. We use GretagMacBeth
Color Checker chart to achieve similar response for dierent cameras.
In this thesis, we present algorithms for determining the best hardware
register value settings as well as additional software based transforms to
achieve more ne-grained renement. The novelty of this work includes
proposing four algorithms for o-line hardware-based calibration, which
achieve color constancy across multiple cameras by searching the space
of camera parameters (registry values) and optimizing them with re-
spect to pre-dened colors of GretagMacBeth Color Checker chart, and
using a metric selected to match human perception. Other novelty in-
cludes proposing three methods for o-line software-based calibration,
which further rene color calibration results. The main strength of this
work is that once the parameters for hardware and software calibration
are computed o-line, those transforms can be applied in real-time.
CHAPTER 2
Question: It is not clear from the related work, why existing tech-
niques can't be used for optimal placement of 3D stereo cam-
eras. The fact that published methods have not been applied
to 3D camera placement does not mean that the methods
cannot be applied to 3D camera placement. Please, explain
why the methods cannot be applied.
Response: Section 2.2.2, Page 19
Work in multiple camera placement systems can be further divided
into observing a xed object versus a moving target. For a xed tar-
get, Olague and Mohr [60] have proposed uncertainty analysis for plac-
ing multiple cameras. They approximated the projective transforma-
tion of a camera using Taylor expansion, and used a scalar function
of the covariance matrix as the uncertainty measure. However, the
main drawback of their approach is that the cameras are constrained
to be placed on a spherical shape for a single target object. This is
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dierent from our placement where the cameras need to be placed in
the room for observing humans. In addition, their approach can only
handle a very small number of cameras. Wu et. al. [61] proposed a
computational technique to estimate 3D uncertainty volume by tting
an ellipsoid to intersection of projected error pyramids. The reason
why their approach cannot be applied to solve the problem in tele-
immersive space is that their solution for error calculation is based
on numerical method. As a result, their method can only be applied
to simple situations and general situations that extend beyond simple
parallel or vergence stereo would be dicult to consider by analytic
methods. As opposed to both of these, our solution is based on an
error measure derived from actual 3D localization error by using the
relationship between disparity error and stereo 3D localization error.
In addition to this another drawback of these is that both these pa-
pers assume uniform resolution requirements over the entire working
volume and consider limited image resolution as the only cause of 3D
uncertainty. Also, the computational complexity of this approach only
allows solutions involving only a few cameras.
More recently, Ilie et. al. [62] have presented a stochastic state-space
quality metric for use in controlling active camera networks aimed at
3D vision tasks. The metric provides an estimate of the aggregate
steady-state uncertainty of the 3D resolution of the objects of interest,
as a function of camera parameters such as pan, tilt, and zoom. The
reason why their method cannot be applied to our case of 3D cameras
is that their algorithm is developed for Pan, Tilt, Zoom (PTZ) cam-
eras for surveillance purposes. They try to derive a combined quality
metric which would generate various congurations for cameras as well
as compare those congurations. They assume the input from a sepa-
rate tracking device, which can track the trajectory of moving people
in space and based on those known trajectories, their method tries to
limit the search of congurations to those regions of 3D space only.
The dierence in our 3D tele-immersive system is that the cameras
are xed and static, as opposed to PTZ cameras and the trajectory of
motion of the object of interest is not known in advance, as they are
assuming. One of the main drawbacks of this work is that the work
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is not yet complete. They have only presented the quality metric and
not update equations. The update equations are used to solve the opti-
mization problem. They are more focused on active camera networks,
which are dierent from ours. Smith et. al. [63] have presented a
multi-zoom framework for activity analysis. They were incorporating
multiple levels of zooms by detecting and tracking heads and hands
in a scene. Their approach is limited to small workspace with little
movement. The reason why this approach cannot be used in 3D tele-
immersive system is that their work is about nding the correspon-
dence between the tracked objects in dierent levels of zoom so that
the surveillance and object recognition can take place eectively. They
have not proposed any algorithm to determine the best camera loca-
tions for recognition purposes. In addition to this, their approach only
deals with 2D cameras and does not incorporate many of the necessary
requirements for camera placement in tele-immersive system, such as
3D depth accuracy, 360o visibility, etc.
Some work has been done for observing a moving target. Cowan et
al. [64] have experimented with methods to place multiple sensors and
overcome the occlusion problems associated with 3D objects. Their
approach used models of the object and the camera and was based on
meeting the requirements that: the spatial resolution be above a min-
imum value, all surface points be in focus, all surfaces lie within the
sensor eld of view and no surface points be occluded. Their approach
converted each sensing requirement into a geometric constraint on the
sensor location, from which the three-dimensional region of viewpoints
that satises that constraint is computed. The reason why their ap-
proach cannot be applied in our case of tele-immersion is that they
have just dened ways to mathematically convert the sensing require-
ments into a geometric constraint on the 2D camera location. They
have not proposed any optimization algorithm to actually determine
actual camera locations. In addition to this, their proposed solutions
are for 2D camera requirements such as visibility, resolution, etc. and
do not address the 3D depth accuracy requirement, as is needed in
3D stereo cameras. Recently, Cerfontaine et al. [65] have proposed a
method to determine the optimal camera alignment for a tracking sys-
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tem with multiple cameras by specifying the volume to be tracked and
an initial camera setup. They used optimization strategies based on
methods usually employed for solving nonlinear systems of equations.
The algorithm automatically optimizes the whole setup by adjusting
the given set of camera parameters. One can steer the optimization
towards dierent goals depending on the desired application, e.g. the
widest possible volume coverage or maximum camera visibility to over-
come heavy occlusion problems during the tracking process. The main
drawbacks of using them in our application of tele-immersion is that
although these works have introduced the concept of high priority 3D
volumes, most of these camera placements are for person tracking ap-
plications with 2D cameras rather than 3D stereo cameras and hence
are focusing more on occlusion due to a eld of view than on accuracy
and density of reconstructed 3D information.
Dierent researchers have considered dierent quality factors for the
camera placement. A taxonomy of dierent works, along with the
quality factors considered for their works is shown in Table 2.1. This
involves, given knowledge about the cameras, the environment and the
required task, determine the camera congurations (placement and
other parameters) that best satisfy the task requirements. Methods
for these includes: generate and test [66], synthesis [67][68], simulation
[69][70] , expert systems [71] and fuzzy logic [72]. A comprehensive
review of these methods can be found in [84]. These methods pro-
vide dierent general strategies using which, the sensors can be placed
eectively in vision system. Example quality factors include extrinsic
camera parameters, optical camera parameters (pixel size, aperture, fo-
cal length, exposure time, gain, hue, saturation), camera models (such
as perspective projection), object models (polygonal description, mo-
tion), and task constraints (visibility, eld of view, focus, resolution,
incidence angle). Denzleret al. [73] present an information theoretic
framework and derive a metric based on the uncertainty in the state
estimation process. However, their model was for a single camera un-
certainty in tracking a model, although their approach is for multiple
cameras. In addition to this, one of the reasons why their approach
cannot be used for our purposes is that their approach is based on se-
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lecting the best view, given a set of views form vision sensors for state
estimation. Their focus is upon selecting the best view and not on how
to best place the vision sensors. Chen [78] proposes a metric that takes
into account resolution and occlusion for motion capture. This method
cannot be used for tele-immersive system because their algorithm is
for motion planning of robots. They use a synthetic model in order
to test and navigate the robot and do not use any real setup. Their
main emphasis, as in most robotic tasks is path planning, and therefore
they mainly focus upon occlusion. The use of steady-state uncertainty
as a performance metric was rst introduced in [77] as a means for
optimizing the design of multi-sensor systems. Their approach cannot
be used in tele-immersive system because their approach is focused on
interactive computer graphics. Their approach introduces a stochastic
framework for evaluating and comparing the expected performance of
sensing systems for interactive computer graphics. Thus, they do not
propose solutions to best place the cameras. Another problem with
all these models is that these are for 2D cameras rather than stereo
cameras and the stereo localization error in stereo cameras has a dif-
ferent model than with these cameras. Ercan et al. [82] looked at the
problem of sensor placement for 2D cameras in order to minimize the
target localization error. Their approach cannot be used here because
in their model, they did not consider multiple targets and the overall
uncertainty in the entire space, rather they just considered a small area
for localization and tracking. They eectively reduced the entire object
to a single point by the means of background subtraction and nding
the mean of the center of foreground pixels and trying to localize that
single point eectively using multiple cameras. Whereas, in our case,
the objective is to eectively localize all the pixels of an object. In
addition to this, they were focusing on 2D cameras, rather than 3D
stereo cameras. Similar work in target localization was done by [83].
Their approach cannot be used here because they were considering the
problem of target localization for mica motes. The measure used by
them was magnetic strength, which is quite dierent from the model
we are using.
Question: Color constancy problem has been broadly explored, so
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it is not clear what's still missing. One issue that was
brought up was color constancy between geographically dif-
ferent locations, but then results are not produced for geo-
graphically dierent locations, so it is not clear why in the
same space we can't use existing color constancy algorithms.
This needs to be clearly explained with respect to the later
work. Please, present previous work that solves the same or
related problems addressed by your dissertation.
Response: Section 2.3, Page 25
Calibration of Color Sensor Response
One class of methods for estimating response functions uses knowledge
of radiance ratios for measured intensities. The Gregtag Macbeth color
checker is used for estimating the response function by several research
groups. The advantage of using this chart is that the colors are cho-
sen to represent various natural objects, colors that are problematic for
color reproduction, additive and subtractive primaries, and a gray scale.
Other commonly used charts are the Toyo color nder [93] commonly
used for spot color matching, Pantone chart [94], used for printing
and sometimes for paint, fabric, and plastics, German RAL chart [95]
(State Commission for Delivery Terms and Quality Assurance) used
for varnish and powder coating, etc. The calibration scheme of Chang
and Reid [96] concentrated on comprehensively estimating and remov-
ing the RGB errors without specifying error sources and their eects.
They also used the theory of image formation to categorize RGB errors
in color images into multiplicative and additive errors. Nayar and Mit-
sunaga [97] used an optical lter with spatially varying transmittance;
the variation corresponding to the radiance ratio. To avoid using such
special equipment, some methods use a set of images of a static scene
from a xed viewpoint, taken with dierent exposure times, so that the
radiance ratio is known. The problems with such works is that the radi-
ance ratios are not known in advance and as the environment changes,
these ratios can change a lot, depending upon the environment. So,
there is no standard way to estimate these according to the changing
environments. Examples of such works are Mann and Picard [98][99],
and Mitsunaga and Nayar [100].
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Another class of the estimation methods is based on the physics of the
imaging process. Lin et al. [101] estimate the response function by
analyzing the linear blending of colors along edges in images. Their
technique automatically selects appropriate edge information for pro-
cessing, and employs a Bayesian approach to compute the calibration.
For gray-scale images, a 1D analogue of the 3D color method is pre-
sented in [102]. Their approach capitalizes on a statistical feature of
gray-level histograms at edge regions to gain information for radio-
metric calibration. Appropriate edge regions are automatically deter-
mined by their technique, and a prior model of radiometric response
functions is employed to deal with incomplete data. While the use of
spatial color mixtures has theoretical importance, these authors note
that image noise can be a major problem. Matsushita and Lin later
proposed a noise-based method using the assumption that proles of
input noise distributions are symmetric [103]. Although the method
is robust against noise, it generally requires a large number of images
of a static scene to collect noise distributions. Lee et al. [104] used
the camera parameters in order to reduce the variance in intensities of
dierent cameras.
One of the works close to our work is the work on color consistency by
Ilie and Welch [105]. They propose transforms in order to ensure color
consistency across multiple cameras. Their approach is to bring the
response curves closer of dierent cameras together while also minimiz-
ing the noise in their images. This enables correlation based computer
vision applications to obtain high quality results. They presented a
complete calibration system in the form of an easy to use, stand-alone,
extensible application. Our system implements a two phase process: an
iterative closed-loop hardware calibration, followed by a single-stage
software renement. The main limitation of their work is that their
distance metric is based on Euclidean distance between two dierent
cameras, which is quite dierent from the way humans perceive the
dierence in colors. In this thesis, we overcome this problem by us-
ing a distance metric which is based on human perception. Another
work which is close to ours is by Joshi [106]. They acquire images of
a color target, compensate for non-uniform lighting, adjust the gains
230
and osets of each color channel to calibrate each camera to a linear
response, and then apply several software post-processing steps. They
also address the scalability of calibrating a large number of cameras
by automatically detecting the location of the color target and using
special hardware attached to each camera in order to minimize traf-
c over the camera connections. Although their calibration method
is dierent, their other contributions are applicable to our method as
well. We use an approach that minimizes the dierences between sev-
eral camera images while also observing goals such as minimizing the
distance between dierent camera responses based on human vision.
Another related work in this area is by Porikli [107]. In their paper,
they describe a software-based transform method for color consistency
across cameras. They uses pair-wise correlation for modeling trans-
fer functions and a special distance metric based on image color his-
tograms. While this can produce reasonable results, its complexity
increases quadratically with the number of cameras. Also, the transfer
functions computed by this approach may introduce distortions and
quantization errors when some parts of the color spectrum are com-
pressed or stretched. As opposed to this, the complexity of computing
the transform by our approach is linear in the number of cameras and
the application of that transform is real-time.
Calibration of Image Color Distribution
In terms of processing images after acquisition, some work has recently
been done. Porikli [108] use pair-wise correlation for modeling trans-
fer functions and a special distance metric based on image color his-
tograms. While this can produce reasonable results, its complexity
increases quadratically with number of cameras. Other researchers
have proposed the use of scene statistics. For a single camera [109]
present a novel method to recover the brightness transfer function be-
tween images from only their brightness histograms. This allows them
to determine the brightness transfer function between images of dier-
ent scenes whenever the change in the distribution of scene radiances
is small enough. For multiple cameras [110] demonstrate remarkable
improvements in panoramic image quality. However, most of these
approaches can not be used for real-time applications and are merely
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post-processing steps. This is the main problem with these systems
that they take a large amount of time for computation and cannot be
used for tele-immersive system.
CHAPTER 4
Question: Please give claims which support the statement "The
novelty of the work lies in adopting and building such a
system for regaining proprioceptive abilities, in designing
the methodology for validating the underlying hypothesis and
in automating the experimental evaluations and statistically
quantifying the benets of immersive VR spaces for regain-
ing proprioception."
Response: Section 4.3.4, Page 60
The results of improvement in proprioception are shown in Figures 4.14
and 4.15. Figure 4.14 shows the comparison of average and standard
deviation per cue of accuracy results of subjects who repeated the ex-
periments two months later. In order to see the eect of improvement
in proprioception, we repeated the same set of experiments with the
participants, some of whom were same as the last time. In the gure,
x-axis shows dierent cues, 1 corresponding to the one done earlier and
2 corresponding to the one done later on. Note, we did a re-test of
the depth with view change in each experiment so those are instead
numbered \1, 2" for the rst experiment and \3, 4" for the second ex-
periment. The y-axis shows the accuracy score in percentage. From the
graphs of accuracy, it can be seen that the accuracy score in all the cues
except one is higher in the experiments performed after two months.
From the results, it is very clearly visible that there is improvement
in proprioception after performing the experiment. Similarly, Figure
4.15 shows the comparison of average and standard deviation per cue
of speed results of subjects who repeated the experiments two months
later. In terms of speed, we did not observe a statistically signicant
improvement.
CHAPTER 5
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Question: Please clearly explain the validation by simulations fol-
lowed by the reasoning how the simulation outcomes relate
to each other.
Response: Section 5.5.1, Page 92
In order for actual and complete validation of the 3D camera placement,
it would require evaluations of the 3D data obtained from multiple reg-
istered 3D cameras. However, the 3D camera registration could not be
achieved. Therefore, we took the shortcut of taking 2D pictures from
the cameras and validating the camera placement with those 2D pic-
tures. Thus, the main focus of the dissertation is upon the theoretical
contributions of the 3D camera placement simulation framework, which
is the modeling part.
Question: Please explain how novel the theoretical optimization
framework is. This needs to be compared against other re-
lated work. It looks like the optimization framework is the
same, what might be dierent is the utility function and
some constraints. But then it should be pointed out what
is novel (e.g., development of the utility function and what
are the shortcomings of the utility function in other optimal
placement algorithms).
Response: Section 5.1, Page 65
Recently, some researchers have started looking the the problem of
camera placement. In [157], authors have presented a framework for
2D camera placement to satisfy task-specic and oor-plan specic
requirements. However, in their model, they look at the problem of
coverage provided by 2D cameras. The drawbacks of their work is that
they assume that the entire region has homogenous resolution require-
ments, as opposed to which, in our framework we allow for dierent
resolution requirements in dierent regions of space. Additionally, for
their purposes, coverage simply implies whether a given point in 2D
space lies within the eld of view of a camera or not, whereas in this
thesis, we allow for 360o coverage to be provided. Ilieet. al. [62] have
presented a stochastic state-space quality metric for use in controlling
active camera networks aimed at 3D vision tasks. The metric provides
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an estimate of the aggregate steady-state uncertainty of the 3D resolu-
tion of the objects of interest, as a function of camera parameters such
as pan, tilt, and zoom. Their method is dierent from our algorithm
which uses 3D cameras, is that their algorithm is developed for Pan,
Tilt, Zoom (PTZ) cameras for surveillance purposes. They try to derive
a combined quality metric which would generate various congurations
for cameras as well as compare those congurations. They assume the
input from a separate tracking device, which can track the trajectory
of moving people in space and based on those known trajectories, their
method tries to limit the search of congurations to those regions of
3D space only. The dierence in our 3D tele-immersive system is that
the cameras are xed and static, as opposed to PTZ cameras and the
trajectory of motion of the object of interest is not known in advance,
as they are assuming. One of the main drawbacks of this work is that
the work is not yet complete. They have only presented the quality
metric, which is equivalent to developing the objective function and
constraint, and not update equations. The update equations are used
to solve the optimization problem. They are more focused on active
camera networks, which are dierent from ours.
Additionally, Wu et. al. [61] proposed a computational technique to
estimate 3D uncertainty volume by tting an ellipsoid to intersection of
projected error pyramids. Their approach is dierent from ours and it
cannot be applied to solve the problem in tele-immersive space because
their solution for error calculation is based on numerical method. As
a result, their method can only be applied to simple situations and
general situations that extend beyond simple parallel or vergence stereo
would be dicult to consider by analytic methods. As opposed to both
of these, our solution is based on an error measure derived from actual
3D localization error by using the relationship between disparity error
and stereo 3D localization error. In addition to this another drawback
of their work is that they assume uniform resolution requirements over
the entire working volume and consider limited image resolution as
the only cause of 3D uncertainty. Ercan et al. [82] looked at the
problem of sensor placement for 2D cameras in order to minimize the
target localization error. Their approach is dierent from ours because
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in their model, they did not consider multiple targets and the overall
uncertainty in the entire space, rather they just considered a small area
for localization and tracking. They eectively reduced the entire object
to a single point by the means of background subtraction and nding
the mean of the center of foreground pixels and trying to localize that
single point eectively using multiple cameras. Whereas, in our case,
the objective is to eectively localize all the pixels of an object and we
consider the uncertainty in all the regions of the activity volume. In
addition to this, they were focusing on 2D cameras, whereas our focus
is 3D stereo cameras, due to which the model of uncertainty which we
use is quite dierent from theirs.
Olague and Mohr [60, 158] have proposed uncertainty analysis for plac-
ing multiple cameras. They approximated the projective transforma-
tion of a camera using Taylor expansion, and used a scalar function
of the covariance matrix as the uncertainty measure. However, the
main drawback of their approach is that the cameras are constrained
to be placed on a spherical shape for a single target object. This limits
the utility of their framework to industrial purposes where the cam-
eras have to observe a machine part, which is the main goal of their
work. As opposed to this, in our placement the cameras are to be
placed in the room for observing humans. Therefore, our framework
is a more general framework for camera placement. In addition, their
approach can only handle a very small number of cameras. In addition
to this, [60] assumed uniform resolution requirements in 3D physical
space. However, dierent activities in tele-immersive spaces have dif-
ferent visual requirements and thus there is a need to accommodate
heterogeneous requirements on spatial resolution. For example, a tele-
immersive system used for physical activities requires the coverage of a
larger area with possibly lower spatial resolution requirements than for
tele-conferencing activities. Even within a single visual task, there are
certain regions in space where detailed (high resolution) monitoring is
needed. In other areas only a low resolution coarser view of the scene is
sucient. One such example would be an oce environment. In such
an environment, a person would perform many actions that would in-
volve his head such as talking to someone on phone, looking at someone,
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putting on eye glasses, etc. A ner view of the facial features would
provide detailed information of these activities. A coarser low resolu-
tion view of the scene would be sucient to provide the context about
the person's activities. This motivates the introduction of spatially
varying resolution requirements in our camera placement optimization
framework.
Question: Please provide complexity analysis of the optimization
framework in terms of the number of variables, the way they
are combined in the objective function, and the method of
constraining the search for the optimal solution.
Response: Section 5.3.4, Page 86
The time complexity of running the solution is dependent upon the
following factors: the number of grid points given by the user (n),
the number of cameras in the working volume (c) and the accuracy of
solution required by the user. For each of the cameras and for each
of the grid points, there is a term in the objective function for depth
uncertainty for the camera at that grid point and a term for resolution
which the camera can achieve at that grid point. Therefore, the total
number of variables in the objective function are n c. Let  represent
the minimum fraction of change from one generation to another needed.
If the fractional change is less than , then the optimization would stop
at that point. The number of the generations of Genetic Algorithm are
exponentially dependent upon this term as e1=. Therefore, the total
time for execution of the code is O(n c e1=).
Question: Clearly present the whole activity model. Since this is
the most interesting part of the thesis, this must be carefully
developed, from the denition what activity is, what roles of
users are in the activity and what the resolution levels/zones
mean, how they are related to activity, etc.
Response: Section 5.2, Page 69
Our current activity model describes how to specify spatially varying
resolution requirements for regions in working space. The term activity
model is not to be misunderstood as specifying an activity or how a
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particular activity would take place. This is because this term has been
used in other contexts as specifying pedestrian or vehicular movement
on roads in transportation engineering and mobile wireless networks.
It has also been used by social scientists to specify how a bigger task
or activity can be decomposed into smaller subtasks or activities or
actions performed by the users, for the purpose of annotating the user's
activities. However, the context here is completely dierent and the
intent of using the term activity model is quite dierent from these
meanings. In our context, we use this in order to allow the user to
specify the resolution requirements in the space, rather than how the
activity would take place. It is upto the user to however specify the
requirements.
In our context, an activity model is a collection of pivots along with
corresponding resolution zones. In order to specify the the specify the
requirements, we design the concept of pivot and activity zones. Pivot
refers to the point in space where a ner and detailed view is required
and thus the resolution requirements are the highest. This is upto
the user the number of pivots he wishes to specify. Around the pivot,
there are activity zones. Activity zones species the reducing resolution
requirements as one goes farther away from the pivot. It is upto the
user the number of resolution zones around a pivot he desires.
The activity model is just a very primitive approximation of the map-
ping between a number of imaged pixels per surface area and the
user specied location (pivot) and his/her range of movements (zones
around the pivot) assuming that the pivot and zones are transparent,
the cameras are transparent and the illumination does not impact the
placement of 3D cameras.
Question: How are the 3D grid cells formed?
Response: Section 5.3.1, Page 75
The working volume is quantized into grid points by the program as
shown in gure 5.4 and for our purposes, we just use the grid points. In
this gure, we show how a working volume, in the form of a 3D wedge,
is quantized into grid cells. The grid cells are formed as follows. The
working volume is divided into equal sized grid points, from minimum
237
to maximum values of x; y; z values of the working volume. The cells
along the boundaries are formed by the intersection of the working
volume and the grid cells.
Figure B.1: Division of working volume into grid.
Question: Please provide the results with dierent numbers of
cameras, and other input parameters to show that the sim-
ulation truly scales.
Response: Section 5.6.6, Page 106
In this section, we look at the eect of dierent parameters, which are
provided as input during simulation, upon the resultant placement of
the cameras. For the purpose of following experiments, as a baseline
we considered 6 cameras with horizontal and vertical eld of views of
0.6283 radians, focal length of 0.01m, minimum cuto depth of 1m,
maximum cuto depth of 9m and pixel spacing of 0.00001m. The
working volume was a cuboid with dimensions 221m. One ellipsoid
activity model was present in the working volume at 0.5 m from one
of the corners of the working volume. The room dimensions for the
experiment were 10 10 2:5m.
First of all, we look at the eect of variation of the eld of view of the
cameras upon camera placement. In this case, we by eld of view, we
mean both horizontal as well as vertical eld of views and both were
simultaneously changed to these values. This eect is shown in Figure
5.40. In this gure, the eld of view of the cameras is varied as follows:
0.6283 radians, 0.7283 radians and 0.8283 radians. Intuitively, it is ex-
pected that as the eld of view of the cameras is increased, the cameras
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would be placed closer to the working volume since the eld of view of
cameras is larger and they can see a larger view. Simultaneously, the
resolution achieved in the working volume is also expected to increase.
The same eect can be seen in the results, where the cameras are placed
closed to the working volume as a result of increase of increase of eld
of view of cameras and the resolution achieved also increases.
Figure 5.41 shows the eect of the minimum cuto depth upon the
camera placement. For the purpose of variation, we varied the cuto
depth values to be 1m, 2m and 3m. Intuitively, as the minimum cuto
depth is increased, the cameras should be placed farther away from
the working volume since they need to be placed at least that much
distance away from the working volume. The same eect can also be
seen in the simulation results where the cameras are placed farther
away. Correspondingly, the resolution achieved also reduces because
the cameras are placed farther away.
Figure 5.42 shows the eect of variation of the number of cameras. We
used the following values of the cameras in order to show the scalability
of the algorithm: 4, 8, 10 and 12 cameras. The results shows the
scalability of the algorithm to these dierent values of the cameras.
When small number of cameras are there, then they are mainly used to
cover the working volume. As the number of cameras is increased, they
are further used to satisfy the resolution requirements. As a result of
this, the resolution achieved in the working volume increases with the
number of cameras.
Figure 5.43 shows the eect of variation of the size of working volume.
For these experiments, we kept the length of working volume xed at
2m and varied the width of working volume from 2m to 1m to 0.5m.
The eect of the variation can be seen in the gure. It can be seen
that as the width is reduced, the cameras come closer to each other,
as it is intuitively expected for the cameras to do. Also, the resolution
achieved as a result of this also increases because the cameras are being
placed closer to the working volume due to reduction of its size.
In Figure 5.44, we can see the eect of increasing the number of pivots
along with a larger working volume. In this case, the length of working
volume is 7m and the width of working volume is also 7m. Also for
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the experiment, we choose four cameras for this case. In this case, we
vary the number of pivots in steps of one from one pivot to four pivots.
In this case, it can be seen that as the number of pivots are increased,
the camera placement changes simultaneously in order to accommodate
dierent number of pivots and satisfy the required resolution require-
ments. It can be seen that as the number of pivots increases from one
pivot to two pivots, then the cameras are placed closer to both the
pivots. When the number of pivots is further increased to three, then
the cameras are placed in such a manner that they can provide the res-
olution requirements from the opposite corner where no pivot is there
as that is the farthest corner of the working volume with respect to all
the pivots. Finally, when there are four pivots, then the cameras are
placed almost symmetrically along the four pivots.
Finally, in Figure 5.45, we can see the eect of increasing the size of
working volume upon camera placement. In this case, we had ten
cameras. We kept the length and width of the working volume same
and varied it as follows: 4m, 6m and 8m. In all these cases, there
was one pivot located at one corner of the working volume. These
sizes indicate the need for deployment of cameras in large areas and
this is typical of larger areas. From the gure, it can be seen that the
optimization is able to satisfy the demands of larger working volume
as well and provide the placement of the cameras. It can be seen
that as the size of working volume is increased, some cameras on the
opposite size of working volume are placed closer to the working volume
in order to satisfy the higher resolution requirement at the pivot and
other cameras are placed farther away in order to be able to see the
entire working volume from all directions.
Question: The results for variable number of cameras equal to
4, 8, 10 and 12 do not show the true scalability of your
simulation framework. Please, report results for 20, 30 and
more cameras, and non-convex working volumes.
Response: An appendix has been added to the thesis in order to show the
scalability of the simulation. It shows the scaling of the code upto 28
cameras. Matlab has a constraint that the maximum depth of nesting of
240
parenthesis is 32. Matlab code for simulation of camera placement reads
the input les and generates other Matlab les containing the objective
function and constraints. As the number of cameras increases, the
depth of nesting of parenthesis in the objective function also increases.
Therefore code cannot support more cameras than 28.
CHAPTER 6
Question: Please rene the contribution claims. Especially, the
real-time claim needs to be carefully explained, what is done
in real-time. It looks like that one still needs to do manual
work and so the color constancy can't be done automatically.
The transformation computation is not done in real-time,
only the mean time to apply transform is real time. How
does it compare to other approaches? Describe how novel
this whole scheme is.
Response: Section 6.1, Page 124
Approach to Color Calibration of Multi-camera Systems
Our objective is to bring the response curves of several cameras closer
together and as close as possible to colors dened by a color gauge, such
as the GretagMacbethColorChecker [166] chart consisting of 24 known
color samples. In our framework, we use a device independent color
space and a color distance metric based on human visual perception.
Our color calibration methodology is illustrated in Figure-6.2.
The overall methodology is divided into o-line and run-time phases.
During the o-line calibration phase, one is searching for optimal cam-
era color registry values (also denoted as hardware-based calibration)
and for pixel level color transformation (also referred to as software-
based calibration). The registry values are found in two steps as illus-
trated by the dotted boxed surrounding the computations in Figure-6.2
by optimizing rst each camera settings alone and then groups of cam-
eras. The software-based color calibration is viewed as a renement
that computes the per-camera additional pixel color mapping. During
the run-time phase, the optimal values are implemented in the most
ecient way since the multi-camera systems operate under real time
constraints.
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One of the major class of works done by researchers to approach this
problem is estimation methods is based on the physics of the imaging
process. Lin et al. [101] estimate the response function by analyzing
the linear blending of colors along edges in images. Their technique
automatically selects appropriate edge information for processing, and
employs a Bayesian approach to compute the calibration. For gray-
scale images, a 1D analogue of the 3D color method is presented in
[102]. Their approach capitalizes on a statistical feature of gray-level
histograms at edge regions to gain information for radiometric calibra-
tion. Appropriate edge regions are automatically determined by their
technique, and a prior model of radiometric response functions is em-
ployed to deal with incomplete data. While the use of spatial color mix-
tures has theoretical importance, these authors note that image noise
can be a major problem. One of the major drawbacks about these
techniques is that these techniques are applied for correction of colors
of images because time to compute and apply the transform takes long
time. Also obtaining the prior model of radiometric response functions
is not feasible for most scenarios. Researchers in the eld of image
stitching also face a similar kind of problem since multiple images from
single camera under dierent illumination conditions or from dierent
cameras with unknown camera transfer function need to be stitched
together to generate a panoramic image. For a single camera [109]
present a novel method to recover the brightness transfer function be-
tween images from only their brightness histograms. This allows them
to determine the brightness transfer function between images of dier-
ent scenes whenever the change in the distribution of scene radiances is
small enough. For multiple cameras [110] demonstrate remarkable im-
provements in panoramic image quality. There are also same problems
as above in adapting these approaches to our scenario.
Novelty of the Color Calibration Framework
The key dierences between this dissertation and the previous works are
that we provide a practical solution to achieve color constancy across
multiple cameras. Most of the previous works are mostly theoretical
and have less practical value because they assume the illumination
conditions, material properties, etc. to be known in advance. However,
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our dissertation makes no such assumptions. In addition to this, most
of the previous works performs computation of the transform as well
as it application in the same step. As a result, their approaches cannot
be used for applying the transform in real-time, as in tele-immersion.
As opposed to them, once the transform has been calculated according
to our method, application of that transform can be performed in real-
time.
The main novelty of our work is the design of a color calibration frame-
work that includes:
1. O-line hardware-based calibration: Four methods for achieving
color constancy across multiple cameras by searching the space
of camera parameters (color registry values) and optimizing them
with respect to pre-dened colors using a color metric selected to
match the human perception.
2. O-line software-based calibration: Three methods that map im-
age pixel color distribution and further rene color calibration
results.
3. Run-time color calibration: Real-time application of pre-computed
color correction transform, computed o-line in previous two steps,
for multi-camera systems.
CHAPTER 7
Question: With the current technology, document what applica-
tions may be viable with the methods and implementations
you have designed during your dissertation.
Response: Section 7.1.1, Page 145
Viable Applications Impacted by the Thesis
There are a couple of applications, in addition to tele-immersive system
which can benet from the contributions made by the thesis. In this
section, we describe some of them, based on the best of my knowledge
of dierent related elds.
One of the major applications which has been aected by this thesis
is automated placement and conguration of multiple stereo cameras.
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Using the automated camera placement framework, as proposed by the
thesis, users of tele-immersive system can setup the system quickly and
it would free them from dierent trials for camera placements as well
as sub-optimal placement. This is one of the steps towards building
a portable tele-immersive system and would help in quick setup. In a
similar manner, color constancy algorithm is also another step towards
portability of the system. Using this, while setting up the system in
a new environment, users can adjust the color parameters of the cam-
eras and achieve a visually appealing color consistent rendered image.
In this way, they can avoid some of the rendering problems in multi-
camera system, such as appearance of joint in the rendered object.
Another application which has been impacted by the thesis is remote
collaboration. With the experiments designed by NCSA researchers
and social scientists from the Department of Communication at UIUC,
we studies remote collaboration between participants. From the results,
it was shown that although the performance of remote collaboration ac-
tivity is not as good as face-to-face or 2D Skype due to still evolving
tele-immersive technology, participants felt very satised while using
tele-immersive system. Therefore, as the technology gets better, more
and more people are expected to use this system for remote collabora-
tion, as they currently use Skype.
Other applications that have direct impact is the rehabilitation of pa-
tients, such as post-war veterans. This was the goal within the NSF
funded project, which was funding the research for this thesis. Usually,
wounded soldiers of a war need to learn to maneuver the wheelchair af-
ter they are wounded. The other group of users who can be benetted
from the results are professional wheelchair basketball players, who get
injured during the practice. So, they can practice in virtual environ-
ment with virtual markers, without the risk of getting injured in the
process. Along with the collaborators between NCSA researchers and
experts from DRES, we hypothesized that presenting 4D visual cues
(dynamically changing 3D locations in real time) on a 2D screen to
human subjects with impaired proprioception would lead to improve-
ments in proprioceptive capability. We showed from the experimental
results that learning does have an eect on our results. We found that
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the average score for the subsequent tests performed after learning the
task and performed after a period of time were higher. The conducted
experiments show that the VR spaces, with real-time photo-realistic
3D rendering, do appear to have some benet over conventional 2D
media.
Specic questions about the optimal 3D camera placement
Fundamental Questions
Question: Why is the optimal 3D camera placement based on op-
timizing only cross-range and down-range errors occurring
in one plane if the goal is to place 3D cameras generating
3D points and hence having errors in three dimensions?
Response: The cross-range and down-range errors are in 3D space rather
than in a plane. These errors form a 3D error ellipsoid with the down-
range error and one of the radius and cross-range error as the other
radius. In this case, we are considering a general 3D point with coordi-
nates (x,y,z) as seen from a stereo camera such that the point lies within
its eld of view. We used the relationship for cross-range and down-
range errors as was derived by Kim et al.[159]. The practical utility of
this approach was that using the relationship between uncertainty in
depth estimation Vs depth, as was provided by Tyzx company, those
parameters could be used for tting in the equations of Kim. In this
manner, this relationship was based on actual relationship between the
uncertainty Vs depth, as opposed to using numerical methods, as most
other researchers use.
Question: Why is 2D spatial resolution used in homogeneous setup
in the objective function if the goal is to place 3D cam-
eras? Please, see standard denitions of 2D spatial resolu-
tion, e.g., "A measure of the accuracy or detail of a graphic
display, expressed as dots per inch, pixels per line, lines per
millimeter, etc. It is a measure of how ne an image is,
usually expressed in dots per inch (dpi)." Wouldn't be more
appropriate to use 3D density for placing 3D cameras?
Response: We choose 2D image resolution in homogenous setup because
the cameras provide a 2D colored image on the pixel plane. The depth
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images are also provided at all those pixel locations only and there-
fore it is a 2D surface which is rendered using the pixels and not 3D
box. Therefore, 2D spatial resolution is used. We could not achieve
registration between multiple cameras in tele-immersive environment.
Therefore, we could not use the 3D density of points to drive the camera
placement.
Question: If the optimal 3D camera placement is based on opti-
mizing 2D spatial resolution and the use of 2D spatial res-
olution is well justied then how are the limiting factors of
optical lenses and CCD sensors taken into account(sample
spacing and sampling aperture) in the optimization? How do
you dene the "size of pixels upon the pixel plane"? Does it
refer to the spatial coverage on the CCD sensor?How is the
pixel size related to the image formation using lenses?
Response: The camera properties are inputted by the user through the
input le in camera properties in the form of size of pixels upon the
pixel plane. That is used to compute the number of pixels taken by
a particular object. The size of pixels upon pixel plane is explained
in the chapter. For our purposes, we use a simplied pinhole camera
model of image formation. We did not considered any lenses in our
model.
Question: Why would simulated 3D camera placement solutions
be validated experimentally by measuring 2D spatial resolu-
tion as seen from a view point of one of the 3D cameras?
Response: This is because we were unable to achieve registration of multiple
cameras. Because of that, a shortcut was used of using 2D pictures from
the viewpoint of the cameras for validation purposes.
Questions about the simulation results
Question: Why is the resolution higher outside the activity model
area in some results (top right corner)? This doesn't seem
to be optimal given the activity model.
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Response: The resolution is a constraint and as long as the resolution pro-
vided is greater than the resolution requested by the user, this is cor-
rect. There is no relation between the resolution inside and outside
the activity model and there is no constraint which would stop this
behavior from happening. In the heterogeneous case, the term in the
objective function was only 3D uncertainty, which was minimized. In
order to optimize resolution also for heterogeneous case, it would need
to be integrated in the objective function. So, currently the results are
optimal for 3D uncertainty and not resolution.
Question: Why don't we ever see cameras on the top looking down?
Real world objects have top and bottom parts too.
Response: Although doing so would make more sense for a practical point,
but this would have made modeling more complicated as well as com-
putationally expensive. In order to integrate this with the current
framework, 360o constraint needs to be modied. In that case, instead
of looking at 2D angle covered by a camera for an object, 3D solid angle
needs to be considered. It is dicult to keep a track of how much of
that 3D solid angle has already been covered so that on that uncovered
3D angle, additional cameras can be put. It is much simpler to do so
in 2D.
Question: Where is the Z-axis in the resolution plots then if the
simulation is about optimal placement of 3D cameras? For
a 3D model this should be a volumetric plot. Are you sug-
gesting that if a person was in the scene then every camera
looking at that person would produce images with the same
pixel resolution per area at the feet as they would at the
head? Does your model consider 3 dimensions or not?
Response: For the purpose of visualization, the resolution achieved is shown
at a plane passing through the middle of the working volume in height
(Z-axis), i.e. a plane located at the height of (hmax + hmin)/2. We
showed this visualization because it is not possible to display a 4D
graph for all the dierent heights.
Question: The 90 degree oset constraint seems arbitrary. Can
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you prove that this will lead to optimal results? It seems
trivial to show that this is not optimal given fairly simple real
world scenes (e.g. opaque surfaces containing concavities
or self occlusion OR multiple objects causing occlusions of
each other). Did you consider this very likely real world case
(e.g. two people in the scene with one occluding the other
at times)? If not, why didn't you consider this? Don't you
think this is an important consideration for your model to
be at all useful?
Response: This is a heuristic which we used in order to provide the 360
degree coverage and to make the cameras distributed across. There
are some cases where even three cameras may by sucient, based on
object geometry, and in other cases it may require even more than four
cameras. The concept of activity model is used to dene the region in
space in heterogeneous camera placement scenario where higher resolu-
tion requirements are needed by the user and it is upto the user to place
any kind of objects in those regions. Additionally, this is a very dicult
thing to integrate in the optimization framework. This would involve
ray tracing and determining which ray from which camera is touching
which of the solid surfaces. This would be computationally very expen-
sive. Additionally for the optimization, as the location of cameras is
being moved from one position to another, there is no straightforward
way to integrate this in the current framework.
Question: How do your results compare to those obtained from a
human without expert knowledge setting up the system? This
seems absolutely necessary to measure in order to show the
usefulness of your work. Did you measure this? Again, if
not why not?
Response: We did not compare the results against human subjects, but
with heuristic placements, i.e. nearest, farthest and random, which
closely relate to the way humans would place the cameras in space.
This would have been a good way to test the placement of the cameras.
But because we could not achieve the registration between multiple
cameras, the current validation step has been simplied and we mainly
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focused upon theoretical modeling.
Question: If we understand your work correctly it appears to be
about placing cameras so as to best reconstruct a 3D repre-
sentation of users within a designated working volume under
some type of activity model. Is this correct or not? How does
counting the number of pixels within each separate camera
quantify the accuracy of these 3D reconstructions? Are you
suggesting that 3D reconstruction accuracy is proportional to
the number of 2D pixels counted among the cameras? Does
it not seem fairly obvious that this is not the case. Can't
we place all the cameras such that every pixel in the image
is obtained from the object by simply placing the cameras
up close to it. Would these cameras even need to cover the
entire object? Couldn't they all capture the same small view
of the object, making for a poor 3D reconstruction, and still
obtain high numbers of pixels counted within the images?
Clearly the 90 degree constraint discourages this, but again,
is that optimal?
Response: This is not correct understanding and this is not what I am doing
in my work. There are two separate metrices for homogenous region
camera placement, accuracy of 3D depth information (down-range and
cross-range errors) and spatial resolution. Number of pixels are for
spatial resolution and not for accuracy of these 3D reconstructions.
Down-range and cross-range errors are used for this purpose.
Question: 3D reconstruction, especially via stereo as done here,
is very dependent on illumination. Areas in shadow will
have lower contrast making the feature correlation needed
for triangulation more dicult. Areas of specularity will
be washed out also hindering correlation. The latter is a
function of camera position. Do you consider the positions
of illumination sources in your model? While maybe this can
be ignored for indoor scenes with large semi-uniform area
light sources, outdoor scenes, something a portable TEEVE
system such as this would want to handle cannot ignore this
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(i.e. the position of the sun). It seems straight forward to
incorporate additional parameters for considerations such as
this into your genetic algorithm setup. Have you explored
this? Again, if not why not?
Response: This is not a signicant factor which aects the 3D reconstruc-
tion. The most important factor is the texture of the surface. If the
surface does not have any texture, then the stereo algorithm will not
be able to determine the depth. It is clearly visible from the following
images of the board, where no depth values exist in the textureless
region of the board. The red box contains the depth map and color
image from the stereo camera. The blue regions in the board denote
the area where the depth values could not be given by the camera due
to lack of texture. However, in the top left corner of the board, there is
specularity due to overhead light source, which does not make any dif-
ference upon 3D reconstruction. Also, this is not possible to specify the
orientation, intensity and type of light sources present around as well
as the property of the material of the surface where light interacts in a
general outdoor scenario for naive users. Additionally, we did not con-
sidered illumination into the framework because in order to correctly
consider the eect of illumination, material properties and the angle
made between the light source and the surface of the object as well as
surface of the object and camera needs to be considered. This is com-
putationally very expensive for the entire surface of the object. Also,
the material properties of all the surfaces cannot be easily described
and given as input to optimization framework.
Figure B.2: 3D depth image and colored image containing texture region
and specularity.
250
Question: Why wouldn't the top surfaces be considered in the case
of humans in tele-immersive spaces? What about 3D objects
in the hands of humans? The 90 degree constraint should be
applied in all dimensions of the 3D space.
Response: It is not applied to third dimension because we are considering
side surfaces of the objects for coverage and not top and bottom sur-
faces. As described previously, this would make the optimization very
computationally expensive.
Question: How is the resolution at each cell computed? It looks
like a sum but should this not be the maximum?If it is the
maximum, how can there be a higher point in the center than
any of edges?
Response: This is computed as minimum because this is the minimum res-
olution at that point, and if the minimum resolution is greater than
the user specied resolution, then the constraint is satised. It can-
not be maximum because some other cameras might well be providing
lower resolution and the constraint of minimum resolution would not
be satised.
Question: Does the model take into account occlusion of one cam-
era with another?
Response: No, it does not consider occlusion.The cameras are considered as
point objects in the model. This would be a dicult thing to integrate
because this would involve specifying the cameras as solid objects with
certain dimension. This would again have same diculty as considering
the activity model as solid objects rather than considering them as
transparent.
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