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RESUMO
Título: Localização Visual Inercial com Auto-Calibração dos Parâmetros Internos de Câmera Monocular
Autor: Artur Borges Pio
Orientador: Geovany Araújo Borges
Na robótica móvel, uma das habilidades mais importantes dos robôs é saber se localizar no espaço. Seja no
caso de um carro autônomo que precisa dirigir por uma cidade, um VANT que auxilia uma equipe de resgate ou
mesmo um simples robô de laboratório é crucial que todos eles consigam saber onde estão, em outras palavras,
precisam de um sistema de Localização para realizarem suas tarefas. Existem diversas técnicas e algoritmos
de se resolver o problema da localização de robôs. Um destes sistemas que vem ganhando certo destaque nas
pesquisas dos últimos tempos é a Localização Visual Inercial. Este tipo de técnica consiste em realizar a Local-
ização de um agente robótico a partir da combinação das leituras obtidas por uma Unidade de Medição Inercial
com um sistema de Odometria Visual. Esta combinação dos sensores pode ser realizada utilizando técnicas de
filtragem estocástica, como uma variação do Filtro de Kalman, para desempenhar a chamada fusão sensorial.
Para que a fusão seja bem sucedida e entregue boas estimativas, é de extrema importância que os sensores
façam leituras não enviesadas e que a câmera esteja bem calibrada. A calibração de câmera é o procedimento
executado para se calcular os parâmetros internos da câmera que são utilizados para que se possa construir um
modelo matemático da mesma. As técnicas de calibração mais difundidas são executadas de maneira offline e
exigem certo conhecimento do ambiente em que a câmera se encontra. Como existem situações que podem vir
a alterar os valores dos parâmetros internos da câmera, a calibração precisa ser constantemente realizada para
que sempre se possua os valores corretos dos parâmetros internos. Algoritmos de visão computacional como a
Odometria Visual, que precisam dos parâmetros internos durante a sua execução, podem vir a ser prejudicados
caso ocorra alguma alteração nos valores destes parâmetros durante a sua execução. Sendo assim, o presente
trabalho apresenta uma possível solução para este tipo de situação. Ao longo da pesquisa aqui reportada, foi
desenvolvido um sistema de Auto-Calibração de Câmera com auxílio de uma UMI. Este sistema consiste em
um estimador de parâmetros internos da câmera baseado em um FKE que opera de maneira online e sem
qualquer conhecimento prévio a respeito do ambiente em que a câmera se encontra. Este método permite a sis-
temas como a Odometria Visual operarem sempre com os valores corretos dos parâmetros internos da câmera.
A partir do auto-calibrador desenvolvido, foi ainda projetado um sistema de Localização Visual Inercial com
Auto-Calibração de Câmera (LOVIACC). Este sistema LOVIACC foi projetado como o conjunto de dois FKUs
que operam com o intuito de estimar a posição e orientação de um agente robótico, que carrega uma câmera e
uma UMI, ao mesmo tempo em que faz as calibração da câmera utilizada. A dissertação apresenta ainda alguns
experimentos realizados a fim de se validar os dois métodos propostos.

ABSTRACT
Title: Inertial Visual Location with Self-Calibration of Internal Parameters of Monocular Camera
Author: Artur Borges Pio
Supervisor: Geovany Araújo Borges
In mobile robotics, one of the most important skills of robots is knowing how to locate itself in space.
Whether it’s a self-driving car driving in a city, a UAV that assists a rescue team or even a simple lab robot,
it’s crucial that they all know where they are, in other words, they need a Localization system in order to solve
their tasks. There are several techniques and algorithms to solve the robot localization problem. One of these
systems that has been gaining some prominence in the surveys of recent times is Visual Inertial Localization.
This type of technique consists in performing the Localization of a robotic agent from the combination of
the readings obtained by an Inertial Measurement Unit with a Visual Odometry system. This combination of
sensors can be performed using stochastic filtering techniques, such as a variation of the Kalman Filter, to
perform the so called sensor fusion. For the fusion to be successful and provide good estimates, it is extremely
important that the sensors make unbiased readings and that the camera is well calibrated. Camera calibration is
the procedure performed to calculate the internal parameters of the camera that are used so that a mathematical
model can be constructed. The most widespread calibration techniques are performed offline and require some
knowledge of the environment in which the camera is located. As there are situations that may change the values
of the internal parameters of the camera, the calibration needs to be constantly performed so that the correct
values of the internal parameters are always known. Computer vision algorithms such as Visual Odometry,
which need the internal parameters during its execution, can be impaired if there is any change in the values
of these parameters during its execution. Therefore, the present work presents a possible solution to this type
of situation. Throughout the research reported here, a Self-Calibration Camera system was developed with the
aid of an UMI. This system consists of an internal camera parameter estimator based on a EKF that operates
in an online manner and without any prior knowledge of the environment in which the camera is located. This
method allows systems such as Visual Odometry to always operate with the correct values of the camera’s
internal parameters. From the self-calibrator developed, an Inertial Visual Localization system with Camera
Self-Calibration was also designed. This second system was designed as the set of two UKFs that operate to
estimate the position and orientation of a robotic agent, which carries a camera and a UMI, while calibrating the
camera used. The dissertation also presents some experiments carried out in order to validate the two proposed
methods.
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Nesta seção serão apresentadas algumas situações nas quais o leitor poderá perceber a relevância do estudo
apresentado nesta dissertação. A ideia é que o leitor se sinta motivado, ou instigado, a se aprofundar no estudo
da localização de robôs móveis fazendo uso de sensores visuais e inercias.
Imagine-se em um mundo em que todos os carros que circulam nas ruas das cidades são autônomos, isto é,
são carros que dirigem sozinhos, sem qualquer necessidade de motorista ou piloto à distância. Neste cenário, as
cidades, as pessoas que nelas vivem e até mesmo o meio ambiente poderiam usufruir de diversas vantagens[1].
O número de carros poderia ser reduzido, uma vez que o uso de carros compartilhados seria mais difundido, o
que por si só já reduziria os trânsitos e congestionamentos, reduzindo o tempo gasto em transporte para todos.
Com menos tempo gasto no deslocamento, ou mesmo podendo fazer outras atividades enquanto o carro dirige
para elas, as pessoas poderiam aproveitar mais seus momentos de lazer. As cidades e o meio ambiente podem
desfrutar dos benefícios da redução do número de veículos circulando, que vão desde menos manutenção para a
estrutura viária urbana até uma redução drástica da emissão de poluentes. O número de acidentes seria reduzido
a quase zero, uma vez que os carros poderiam se comunicar entre si, compartilhando sua posição, velocidade e
rota (seria o fim das batidas de carros ocasionadas pela falta de seta por parte de um motorista), evitando assim
quase todas as colisões. Além disso, não haveria mais necessidade de fiscalização ou multas de trânsito, já que
os carros sempre seguiriam as regras de condução e jamais dirigiram embriagados. As vantagens não param por
ai, pode-se ainda perceber que os espaços destinados a estacionamento poderiam ser reaproveitados para outros
fins, uma vez que os carros não precisariam mais ficar estacionados sem utilidade durante todo o dia de trabalho
de seu proprietário, poderia circular pelas ruas facilitando o deslocamento de outras pessoas. Esse mundo dos
carros autônomos não está muito distante. As pesquisas têm avançado muito nos últimos anos, e já existem
testes sendo feitos com este tipo de veículos em cidades reais[2, 3]. Mas para estes carros autônomos, que nada
mais são que robôs móveis com a finalidade de realizar transporte, funcionarem, é de extrema importância
que os mesmos tenham conhecimento de onde eles estão, por onde estão passando, a que velocidade estão se
deslocando e etc. Em outras palavras, é necessário que eles tenham como rastrear a sua Localização. Pode-se
pensar facilmente que estes robôs poderiam fazer uso do GPS (Global Positioning System) para realizar esta
localização e obter as demais informações a respeito de sua movimentação. Mas é sabido que existem certas
condições para o funcionamento correto do GPS, condições estas que não são satisfeitas, por exemplo, quando
o robô, ou carro, passa por um túnel e perde a comunicação com o satélite. Como o robô faria para se localizar
em situações como esta?
Outra situação em que a robótica móvel pode ajudar bastante o ser humano é com o auxílio a missões de
resgate[4]. Imagine que uma cidade foi assolada por um terremoto de grande magnitude. As estradas foram
destruídas ou obstruídas por destroços, mapas das ruas já não ajudam tanto no deslocamento, e é necessário
fazer uma varredura por todos os escombros para buscar por sobreviventes. Robôs podem ser utilizados para
auxiliar nestas buscas trabalhando de maneira muito mais rápida, eficiente e sem pausas noturnas, o que poderia
salvar muitas vidas. Agora, da mesma maneira que o exemplo dos carros autônomos, estes robôs de resgate,
que podem ser terrestres, aquáticos ou mesmo aéreos, precisam saber por onde andam, precisam saber onde
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estão. E em situações de desastre como a descrita, dificilmente o robô contará com auxílio de mapas ou pontos
de referência devidamente conhecidos para auxiliar na sua localização. E sinal de GPS nem sempre estará
disponível ou será de grande ajuda, por exemplo, quando o robô precisar realizar uma varredura nos escombros
de um prédio. Mais uma vez fica a questão: como o robô pode saber onde está?
Felizmente, para contornar essas adversidades e tornar possíveis todas estas aplicações de robôs, os pro-
jetistas e pesquisadores de robótica móvel já apresentam diversas soluções de localização que precisam apenas
de sensores embarcados nos próprios robôs para funcionar. Por vezes, estas soluções envolvem mais de um sen-
sor, e saber combinar as informações deles é crucial, seja fazendo uso das vantagens de um sensor para corrigir
as desvantagens de outros ou mesmo para inferir informações que nenhum sensor poderia medir sozinho.
1.2 CONTEXTUALIZAÇÃO
Como apresentado na seção anterior, dar ao robô a capacidade de se localizar é de extrema importância.
E para que o mesmo tenha maior autonomia e robustez, é crucial existir certa redundância a respeito de seu
sensoriamento, para o caso de um sensor de localização vir a falhar, ele ainda é capaz de fazer inferências a
respeito de seu posicionamento com seus outros sensores[5].
Executar a combinação das leituras de dois ou mais sensores pode ainda ser uma possível forma de se
realizar a localização de um robô móvel. Esta combinação de sensores é chamada de fusão sensorial[6]. E
ela pode ser empregada em casos em que se deseja obter uma maior confiança em relação as leituras do que
as provenientes dos sensores isolados, ou ainda, encontrar estimativas de grandezas que não podem ser direta-
mente medidas por um único sensor. Dentre as maneiras de se realizar esta fusão, destaca-se a técnica por meio
da Filtragem Estocástica[7].
O Filtro de Kalman é uma poderosa ferramenta estocástica muito utilizada na robótica móvel. Ele é empre-
gado em diversas situações em que se deseja realizar estimações. Seu algoritmo apresenta um formato muito
bem estruturado e definido; dividido em duas etapas principais: Predição e Medição. Na etapa de Predição,
o filtro faz uso do conhecimento do modelo matemático do sistema em análise para realizar a predição da
evolução das grandezas estimadas. Na etapa de Medição, o filtro faz uso de leituras de outras grandezas, que
podem ser as mesmas que estão sendo estimadas ou grandezas a elas correlatas, para executar uma espécie
de correção sobre a estimação obtida na etapa de Predição. Esta correção se dá por meio de uma “ponderação
estocástica” que atribui “pesos” às estimativas ou leituras baseadas no grau de confiança que elas possuem[8, 7].
Este algoritmo descrito permite interpretar o método de estimação do Filtro de Kalman como uma combi-
nação das suas duas etapas. Esta combinação é muitas vezes utilizada como o método de se desempenhar a
fusão sensorial entre sensores para se realizar a localização de robôs móveis. O Filtro de Kalman só pode ser
empregado em situações nas quais a modelagem do sistema em questão é linear, porém existem variações do
Filtro de Kalman que podem atender eventuais necessidades de filtragem em casos não lineares, como Filtro
de Kalman Estendido (FKE) e o Filtro de Kalman Unscented (FKU)[8].
Sabendo que se pode realizar esta importante combinação de sensores para se estimar a localização de
robôs, resta saber quais sensores seriam estes, pois, como observa-se no caso do GPS, existem situações em
que sensores podem simplesmente não funcionar, ou fornecer leituras não muito precisas[5]. Sendo assim, é
importante realizar a escolha de sensores que possam complementar a leitura um do outro, para que que as
vantagens de um possa compensar os defeitos dos outros sensores.
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Uma possível combinação de sensores que podem fornecer ao robô a sua posição é a combinação entre os
sensores inerciais, como acelerômetros e giroscópios, e sensores visuais[9, 10, 11, 12, 13, 14]. Acelerômetros
e giroscópios são sensores que medem a aceleração e a orientação, respectivamente, de um agente que os porte.
A partir de medidas destes sensores ao longo do tempo, e das formulações da cinemática, é possível reconstruir
a trajetória desempenhada pelo agente.
Já sensores visuais são basicamente câmeras e suas “medidas” são capturas de imagens do ambiente em que
estão. Só que, a partir de uma técnica da visão computacional chamada Odometria Visual[15, 16], é possível,
a partir de uma sequência de imagens capturadas por uma câmera, fazer a reconstrução da trajetória percorrida
pela câmera enquanto a mesma capturava a sequência de imagens, sendo assim, se o robô se movimenta car-
regando uma câmera, a partir das imagens capturadas por ela, é possível descobrir qual foi o trajeto percorrido
pelo robô.
Esses dois métodos de reconstrução da trajetória percorrida pelo robô podem ser fundidos com uma variação
do Filtro de Kalman[9]. E se isto ocorrer, será possível obter uma estimativa da posição do robô mais confiável
do que a obtida se estivesse sendo usado apenas um destes sensores. Isso se dá pois existem situações nas
quais os sensores inerciais não conseguem operar corretamente e existem grandezas que a Odometria Visual
simplesmente não é capaz de recuperar se fizer uso apenas de imagens capturadas por uma única câmera[15].
Essa localização obtida pela combinação destes sensores é chamada de Localização Visual Inercial[10]. E
pode ser empregada nas mais diversas situações. Voltando ao exemplo dos carros autônomos, pode-se pensar
que, quando o carro estiver passando por um túnel e perder o seu sinal de GPS, sua estimativa de posição
pode ser desempenhada pela Localização Visual Inercial. Um VANT (Veículo Aéreo Não Tripulado) autônomo
empregado em situações de resgate pode fazer uso da Localização Visual Inercial dentro de prédios ou subsolos
nos quais uma localização baseada em satélites não seria possível. E claro, não é impossível imaginar que a
Localização Visual Inercial pode ainda ser combinada a outros sensores a fim de se obter uma estimação a
respeito da posição do robô ainda mais confiável. Para isso, vale a máxima de que “dois sensores são melhores
do que um (desde que sejam não enviesados)”[7, 5].
1.3 DEFINIÇÃO DO PROBLEMA E OBJETIVOS
Como mostrado na seção anterior, a Localização Visual Inercial é uma possível solução para o problema
de localização de robôs móveis. Como apresentado, este sistema de navegação faz a combinação de sensores
inerciais com as estimações obtidas com uma Odometria Visual.
O processo de recuperação da trajetória percorrida pela câmera executado pela Odometria Visual é baseado
na procura de pontos comuns a duas imagens consecutivas. Espera-se que, devido ao movimento desempen-
hado pela câmera entre uma captura e outra, estes pontos estejam em locais diferentes na imagem, isto é, em
coordenadas de pixel distintas. É justamente a partir deste deslocamento de pixels em conjunto com o con-
hecimento da modelagem matemática que descreve a câmera que a Odometria Visual consegue recuperar a
movimentação ocorrida entre as capturas[15, 4, 17].
Esta modelagem da câmera consiste em conseguir enunciar como, de maneria matemática, se dão as pro-
jeções de pontos tridimensionais do mundo em pontos bidimensionais da imagem, deixando clara a correlação
entre as coordenadas do ponto e da sua projeção[18].
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Para que seja possível enunciar como se dá esta projeção, ou melhor, para se modelar a câmera, é necessário
ter conhecimento de alguns entes físicos que são diretamente relacionados à formação da imagem da câmera.
Por exemplo, a distância focal, o tamanho e formato do sensor que capta cada pixel da imagem são alguns destes
entes físicos necessários[19, 18]. É comum se referir a estes elementos físicos da câmera como Parâmetros
Internos. Sendo assim, para que a Odometria Visual seja efetiva é necessário saber, com a maior exatidão
possível, quais são os parâmetros internos da câmera utilizada.
A manira mais utilizada para medir quais são os parâmetros internos de uma câmera consiste em se realizar
um procedimento chamado de Calibração de Câmera[20, 21]. A calibração é normalmente realizada de maneira
offline, com o auxílio de alguns elementos conhecidos no ambiente em que a câmera se encontra e antes de se
utilizar a câmera para a aplicação que se deseja (como por exemplo a Odometria Visual). Ou seja, a calibração
é realizada, os parâmetros são mensurados e utilizados na aplicação como se fossem constantes.
Só que existe um problema com este procedimento tradicional de calibração de câmeras: há situações que
podem alterar os parâmetros internos da câmera, como a câmera sofrer algum choque mecânico ou o robô que
a porta sofrer uma trepidação muito intensa[22]. Quando isso acontece durante a execução de um algoritmo
de Odometria Visual, o modelo da câmera utilizado deixa de ser fiel às projeções que estão acontecendo nas
capturas de imagens e, consequentemente, as estimações de movimentação não são mais confiáveis. A maneira
de voltar a se ter uma estimação confiável é submeter a câmera novamente ao procedimento de calibração para
que se obtenha os novos valores dos parâmetros internos.
Imagine novamente o robô de resgate em ação. Não é de se estranhar que possam acontecer deslizamentos
ou quedas de fragmentos que possam por ventura acertar a câmera do robô. No caso dos carros autônomos, é
bem provável que em algumas estradas pelas quais o carro passe a situação do pavimento esteja ruim, o que
faria o carro, juntamente com todos os seus sensores, trepidar bastante. Essas são situações pelas quais robôs
móveis que carregam câmera podem passar e que podem alterar os parâmetros internos das mesmas.
Sistemas que utilizem os parâmetros internos da câmera, como a Odometria Visual e, consequentemente,
a Localização Visual Inercial, precisam ser submetidos a constantes calibrações de câmera[22]. Isso limita
bastante o grau de confiança que se dá em suas estimativas, uma vez que o método mais comum de calibração
se dá de maneira offline e precisa de preparação do ambiente para ser executado. Dessa forma, fica evidente que
um novo método de se realizar a calibração de câmera de maneira online e sem que haja qualquer necessidade
de conhecimento prévio do ambiente em que a câmera se encontra é muito bem vindo. Com tal técnica, o
robô de resgate, o carro autônomo ou qualquer outro robô móvel que precise de uma câmera, pode realizar a
calibração dos parâmetros internos a todo instante, o que fará com que estimativas provenientes de sistemas
como a Odometria Visual e a Localização Visual Inercial sejam muito mais confiáveis.
Este é justamente um dos objetivos desta dissertação. Ao longo do trabalho serão apresentadas duas
maneiras de se estimar os parâmetros internos da câmera de forma online e sem conhecimento prévio do
ambiente. A pesquisa reportada neste trabalho iniciou-se com a pergunta: “é possível realizar a auto-calibração
da câmera, isto é, será possível, a partir de informações da imagem capturada pela própria câmera, realizar a
calibração?”. A resposta positiva veio com a primeira técnica desenvolvida, onde a partir das imagens sequen-
ciais de uma câmera em conjunto com leituras de uma UMI (Unidade de Medição Inercial), acoplada ao corpo
da câmera, foi possível realizar a calibração.
A segunda técnica desenvolvida e apresentada neste trabalho, dá um passo além de simplesmente calibrar
a câmera. Aproveitando que houve a utilização de uma UMI para realizar a calibração, expandiu-se a primeira
técnica a fim de se realizar um sistema de Localização Visual Inercial com Auto-Calibração de Câmera, isto é,
desenvolveu-se um método de se realizar a Localização Visual Inercial em paralelo com a Auto-Calibração da
4
Câmera. O que confere à técnica, uma maior confiança nas suas estimativas quando comparada a uma simples
Localização Visual Inercial.
1.4 PROPOSTAS E CONTRIBUIÇÕES
Dados os objetivos de se propor uma técnica que fosse capaz de realizar a calibração de uma câmera de
maneira online, a pesquisa reportada nesta dissertação caminhou em direção a mostrar que esta auto-calibração
pode ser feita por um Filtro de Kalman Estendido. Neste tipo de formulação, os parâmetros internos da câmera
são justamente os parâmetros a serem estimados pelo filtro. Claro, foi necessário estudar bem o modelo da
câmera para que fosse possível projetar o filtro de maneira adequada.
Esta primeira linha de pesquisa que fez uso do FKE para realizar a estimação, acarretou na escrita e publi-
cação do artigo:
• Online Inertial-Aided Monocular Camera Self-Calibration [23] - Resumo: Neste artigo é apresen-
tado um método de se realizar a calibração de uma câmera de maneira online e sem qualquer con-
hecimento prévio a respeito do ambiente. Esta técnica é baseada nas leituras de uma UMI, fixamente
acoplada ao corpo da câmera, e no rastreamento de um único ponto 3D projetado nas imagens capturadas
pela câmera enquanto a mesma se movimenta livremente no espaço. Este método foi projetado para ser
utilizado em conjunto com técnicas de Odometria Visual ou de Navegação Visual Inercial pois, nestes
sistemas, é necessário o conhecimento dos parâmetros internos da câmera utilizada. Normalmente, este
tipo de sistema faz uso de métodos offline de calibração de câmera e têm de tomar seus resultados como
constantes. Porém, é sabido que existem situações que podem alterar os parâmetros internos da câmera e,
consequentemente, prejudicam sistemas que dependem do conhecimento destes parâmetros. O método
proposto neste artigo pode ser implementado em conjunto com estes sistemas para que se possa sempre
ter uma estimativa atual dos parâmetros. Além disso, o método fornece uma estimativa a respeito da
movimentação realizada pela câmera enquanto o método está em execução. A técnica é baseada em um
FKE que faz as estimativas dos parâmetros. A eficiência do método é comprovada com a realização de
um experimento em mundo real que demonstra ser possível calibrar uma câmera com a técnica proposta.
Como já mencionado, o método se mostrou eficaz na tarefa de realizar a auto-calibração da câmera e deu o
pontapé inicial no desenvolvimento da pesquisa que visava o projeto de um sistema de Localização Visual
Inercial com Auto-Calibração de Câmera.
1.5 APRESENTAÇÃO DO MANUSCRITO
Esta dissertação está organizada em cinco capítulos. O primeiro destes cinco foi exatamente esta introdução
ao trabalho e tinha como objetivo motivar o leitor e fazê-lo perceber a importância do conteúdo estudado. Um
aprofundamento detalhado a respeito da Localização Visual Inercial é apresentado no Capítulo 2. Este aprofun-
damento visa deixar o leitor a par do funcionamento de cada sensor utilizado, conhecendo desde os princípios
físicos que tornam possível o sensor realizar as medidas até as causas de seus problemas de funcionamento, o
capítulo ainda apresenta como realizar a fusão sensorial e quais as vantagens de se utilizar este tipo de técnica
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para melhorar as estimativas que podem ser realizadas a partir das leituras dos sensores. Ainda no capítulo 2 é
apresentada como funcionam as técnicas tradicionais de calibração de câmera e seus problemas práticos. Resu-
mindo, este capítulo tem como objetivo dar toda uma base teórica em conjunto com uma revisão bibliográfica
do tema ao leitor, para que ele siga o restante da dissertação sem qualquer defasagem.
O Capítulo 3 é onde são apresentadas as duas abordagens desenvolvidas. Inicialmente, será apresentado o
primeiro método desenvolvido para realizar a auto-calibração de uma câmera, que resultou na escrita e pub-
licação do artigo. Na sequência, é apresentado o algoritmo do sistema de Localização Visual Inercial com
Auto-Calibração de Câmera desenvolvido a partir de todos os resultados da pesquisa obtidos até então.
No capítulo 4 são apresentados os resultados e análises de experimentos realizados a fim de se validar os
dois métodos propostos. Por fim, no capítulo 5 são apresentadas as conclusões a que se espera que o leitor




No reino animal, os animais sempre desenvolveram formas de perceber o mundo para ajudá-los nas mais
diversas tarefas vitais[24, 25]. Ornitorrincos, por exemplo, conseguem localizar suas presas, mesmo quando
em águas turvas, se utilizando de sensores eletrorreceptores presentes em seu bico; Algumas aves orientam
o curso de voo a partir de uma percepção do campo magnético da Terra e morcegos são capazes de detectar
obstáculos e o ambiente a sua volta a partir do seu sistema de ecolocalização[24].
No caso dos seres humanos, é comum que se diga que existam cinco sentidos: visão, audição, paladar, tato e
olfato. Mas estes não são os únicos meios pelos quais os seres humanos percebem o mundo. Os humanos ainda
são capazes, por exemplo, de de combinar uma série de sensores biológicos, como as estruturas responsáveis
pela noção de equilíbrio e movimento presentes do ouvido interno, a percepção do posicionamento articular e a
força exercida pelos músculos para formar a chamada propriocepção, também conhecida como cinestesia[25].
A cinestesia é a capacidade de perceber o movimento e posição do próprio corpo, sem mesmo precisar da visão.
Quando se fala de robótica móvel, é crucial que os robôs, assim como os seres humanos, percebam a sua
posição, ou ainda, tenham um senso de localização e movimentação para que possam executar as suas tarefas
para as quais foram projetados[26, 5, 6]. Para isso, os robôs contam com diversos sensores e técnicas de fusão
sensorial que foram desenvolvidos a certa semelhança dos sentidos presentes e das técnicas praticadas pelos
animais na natureza. Giroscópios e acelerômetros podem ser utilizados para dar ao robô informações a cerca de
sua movimentação, um sensor ultrassônico pode fornecer uma informação de distância de maneira semelhante
a que os morcegos utilizam e uma câmera pode proporcionar dados similares ao que a visão apresenta para os
seres humanos. Os robôs contam ainda com alguns sensores que não se tem conhecimento de sentido análogo
presente em animais na natureza, como por exemplo o GPS (Global Positioning System) e o LIDAR (Light
Detection And Ranging), para auxiliá-los na sua tarefa de localização[25].
Neste capítulo, será apresentada uma espécie de propriocepção para a robótica. Mais precisamente, será
discutida uma forma de dar ao robô informações a respeito de sua localização e orientação a partir de dados
coletados dos sensores de uma UMI (Unidade de Medição Inercial), ou seja, de giroscópios e acelerômetros,
e das pistas visuais obtidas com o auxílio de uma câmera, não surpreende portanto que este tipo de técnica
recebe o nome de Localização Visual Inercial[9, 10]. Serão mostrados os dois sensores (visual e inercial),
cobrindo desde o funcionamento dos sensores análogos presentes na natureza aos princípios físicos que os
tornam complementares entre si, cada um cobrindo as deficiências do outro, na tarefa de fornecer ao robô a sua
localização.
Analisar a ordem derivativa que os sensores conseguem perceber o espaço é uma ótima maneira de classificá-
los e também de saber suas características[25, 27, 28]. Por exemplo, o GPS é um sensor que consegue, através
de uma triangulação de satélites, entregar ao robô dados relacionados diretamente a sua posição no espaço,
isto é, trata-se de um sensor de ordem derivativa 0. Técnicas de visão computacional empregadas com os da-
dos coletados de uma câmera também estão nesta categoria de sensores, pois, assim como o GPS, conseguem
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Figura 2.1: Esquemático da combinação do sensoriamento visual e inercial.
disponibilizar para o robô informações a respeito de sua posição (como será mostrado na seção 2.3, que trata a
respeito da Odometria Visual) . Os giroscópios de uma UMI, que são responsáveis por medir a velocidade an-
gular, apresentam ordem derivativa 1 e os acelerômetros lineares de uma UMI são sensores de ordem derivativa
2, já que são capazes de medir a aceleração. Sendo assim, combinando as leituras dos sensores de uma UMI
(giroscópios e acelerômetros) com a estimação de movimentação de um sistema de Odometria Visual, tem-se
um “sensor” robótico que apresenta informações de todas as três ordens derivativas espaciais.
A Figura 2.1 apresenta ao leitor um resumo visual de como funciona essa propriocepção robótica, ou
Localização Visual Inercial. Tem-se representada uma câmera monocular fixamente acoplada a uma UMI
no corpo de um robô. A câmera é utilizada para capturar uma sequência de frames, os quais são usados como
entrada do sistema de Odometria Visual, que fornece como saída a estimação da posição e orientação da câmera
que capturou os frames. Já os dados lidos da UMI (velocidade angular e aceleração linear) são apresentados
como entrada para o Sistema de Navegação Inercial, que fará integrações para estimar a localização e orientação
da UMI no espaço. Uma vez que estão disponíveis os resultados da Navegação Inercial e da Odometria Visual,
entra em ação a fusão sensorial para que se aproveite as melhores informações de cada uma das saídas a fim de
se obter, com uma confiança mais elevada, uma estimativa da localização do robô.
Os preços de mercado de câmeras CMOS (Complementary Cetal-Oxide Semiconductor), giroscópios e
acelerômetros MEMS (Micro-Electro-Mechanical Systems) vem caindo cada vez mais nos últimos anos[28, 25,
22]. Isso fez com que esses tipos de sensores estivessem cada vez mais presentes em pesquisas relacionadas a
robótica e, consequentemente, vêm se mostrando uma alternativa barata e viável para se projetar sistemas de
navegação e localização para robôs móveis.
O restante deste capítulo está organizado da seguinte maneira: Na seção 2.2, será apresentado o funciona-
mento dos sensores de uma UMI, bem como a teoria por trás da Navegação Inercial, evidenciando seus pontos
fracos e fortes. A seção 2.3 apresenta a definição de Odometria Visual e mostra como é possível extrair a es-
timativa da movimentação de um robô a partir, unicamente, de uma sequência de frames capturados com uma
câmera monocular fixamente acoplada ao seu corpo. Em seguida, a seção 2.4 apresenta como melhorar a confi-
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ança na estimativa da localização do robô móvel utilizando-se das saídas da Odometria Visual e da Navegação
Inercial. Por fim, a seção 2.5 traz um panorama de como é feita a calibração de câmeras, que se mostrará um
importante requisito de uma boa Odometria Visual.
2.2 NAVEGAÇÃO INERCIAL
Dá-se o nome de Navegação Inercial para o conjunto de técnicas que são empregadas para que, a partir de
medidas de acelerômetros e giroscópios, sejam estimadas a posição e orientação de um agente (por exemplo um
robô, ser humano, ou veículo) com um dado ponto, orientação e velocidade iniciais[29, 25, 28]. Interessante
ressaltar também que a Navegação Inercial é auto-contida, isto é, ela independe de configuração prévia do
ambiente ou de outros sensores externos.
Giroscópios e acelerômetros são conhecidos como sensores inerciais por conseguirem fazer medias explo-
rando a propriedade da inércia, ou seja, realizam medições a cerca da resistência a mudança no momento[25].
No caso do giroscópio essa resistência faz com que seja possível medir os deslocamentos angulares e, no caso
dos acelerômetros, com que seja possível perceber alterações na aceleração linear. Uma importante propriedade
dos sensores inerciais é que eles independem de referências externas a menos, é claro, da própria gravidade.
Apesar de existirem outros sensores inerciais, como os inclinômetros que conseguem fazer suas medidas a
partir do vetor da aceleração da gravidade por ele percebido, os giroscópios e acelerômetros receberão uma
atenção especial neste trabalho por serem os sensores inerciais mais comuns nas UMIs.
UMIs são normalmente compostas por três giroscópios ortogonais entre si e por três acelerômetros, tam-
bém ortogonais entre si. Os giroscópios tem a função de medir as componentes da velocidade angular e os
acelerômetros são empregados para detectar o vetor de aceleração linear. Processando os dados lidos por uma
UMI, é possível rastrear a posição e orientação de um dispositivo, como será melhor detalhado ao longo da
presente seção.
Figura 2.2: Distinção de {G} e de {SNI}.
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Existem duas classificações que englobam praticamente todas as UMIs. Para entender essas duas classi-
ficações, é necessário distinguir o sistema de coordenadas globais, que daqui em diante será referido como
{G}, do sistema de coordenadas do sistema de navegação, doravante denominado de {SNI}. A Figura 2.2 pode
ajudar no melhor entendimento dos dois sistemas de coordenadas. Enquanto que o {G} é sempre fixo, o {SNI}
varia de orientação a medida que o corpo do objeto rastreado se movimenta.
As duas classificações de UMIs são: UMIs de Plataforma Fixa e as chamadas UMIs Strapdown[28]. No
caso das UMIs de plataforma fixa, os sensores são posicionados em uma plataforma que, com o auxílio de
motores e de gimbals, os mantém sempre na mesma orientação do {G}, daí o nome da classificação. A Figura
2.3 apresenta uma ilustração de uma UMI de plataforma Fixa. Já no caso das UMIs do tipo Strapdown, tem-
se que os sensores da UMI ficam fixamente acoplados no corpo do robô ou de qualquer outro objeto que se
deseja rastrear a posição. Sendo assim, é natural que a orientação dos sensores varie em conjunto com o
{SNI}. Ou seja, a diferença entre as duas classificações de UMI está no sistema de coordenadas usado como
referência pelos sensores: A UMI de Plataforma Fixa faz leituras em relação ao {G} e a UMI Strapdown faz
medidas referentes ao {SNI}. Apresentada essa distinção, a partir deste ponto, sempre que o presente trabalho
mencionar uma UMI, o leitor deverá assumir que se trata de uma UMI do tipo Strapdown, que é um dos objetos
de estudo desta pesquisa.
Figura 2.3: UMI de plataforma fixa.
As UMIs são amplamente utilizadas. Suas aplicações vão desde detecção de orientação de câmeras fo-
tográficas e vão até a sistemas de orientação e navegação de aeronaves[30, 31, 28, 25].
O restante desta seção irá apresentar em detalhes os princípios de funcionamento dos giroscópios e acel-
erômetros normalmente presentes em UMIs, bem como detalhar a teoria por trás da Navegação Inercial, isto é,
apresentar como pode-se estimar a posição e orientação de um dado objeto fazendo uso apenas das leituras de
uma UMI acoplada ao corpo do objeto.
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Figura 2.4: Um giroscópio mecânico convencional.
2.2.1 Giroscópio
Giroscópios são sensores de velocidade e posição angular bastante populares. O Giroscópio foi inventado e
batizado em 1852 por Léon Foucault. Três das mais conhecidas classificações de giroscópios são: os mecâni-
cos; os ópticos e os MEMS[25]. Note que os sensores que aqui estão descritos não compõem uma lista muito
extensa. Se o leitor se interessar pelo tema, recomenda-se a leitura da referência [28].
Giroscópios Mecânicos são instrumentos compostos basicamente por uma roda giratória acoplada a dois
gimbals que permitem que a roda possa rotacionar em todos os três eixos como apresentado na Figura 2.4. O
seu funcionamento se baseia no principio da conservação da quantidade de momento angular, que faz com que
a roda giratória resista a variações em sua orientação. Portanto, quando um giroscópio mecânico é submetido
a alguma movimentação angular, ou seja, a uma rotação, a roda giratória tenderá a manter a sua orientação
global constante mediante alteração dos ângulos entre os gimbals que a sustentam. Dessa forma, pode-se
medir a orientação do giroscópio através dos ângulos entre os gimbals. Importante observar que, no caso dos
giroscópios mecânicos, o que se é medido é a orientação do dispositivo. O mesmo não acontece com outros
tipos de giroscópios mais modernos, como será apresentado em seguida.
Giroscópios Ópticos como os Giroscópios de Fibra Óptica (FOG na sigla em inglês) fazem uso de pro-
priedades da luz para medir a velocidade angular. Um FOG consiste em uma espiral de fibra óptica na qual são
introduzidos dois feixes de luz, um em cada uma das direções possíveis. Caso o sensor esteja sendo submetido
a uma movimentação angular, o feixe de luz que está percorrendo a fibra na direção da rotação irá percorrer um
caminho mais longo até sair da fibra do que o feixe que está percorrendo a direção contrária a rotação como
pode ser observado na Figura 2.5. A este fenômeno dá-se o nome de Efeito Sagnac.
Quando os dois feixes de luz saem da espiral de fibra óptica, eles são combinados. O desvio de fase
provocado pelo Efeito Sagnac faz com que este novo feixe de luz originário da combinação dos dois feixes
iniciais tenha a intensidade variando de acordo com a velocidade angular. Dessa forma, é possível medir, a
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Figura 2.5: Efeito Sagnac. As linhas pontilhadas representam o caminho percorrido pelo feixe de luz viajando
na direção da rotação enquanto que as linhas sólidas representam o caminho percorrido pelo feixe de luz que
viaja na direção oposta a rotação. θ é o ângulo que o giroscópio se movimentou enquanto os feixes de luz
viajavam.
partir desse feixe combinado, a velocidade angular a que está sendo submetido o giroscópio. Ao contrário
dos giroscópios mecânicos, os FOGs não apresentam nenhuma parte móvel. Sua precisão está atrelada ao
comprimento da espiral de fibra óptica, quanto maior ela for, maior será a precisão.
Mesmo já estando disponíveis há muitos anos, os giroscópios ópticos e mecânicos ainda contam com um
grande número de peças e dependem de uma precisão muito alta na sua fabricação. Sendo assim, os preços
finais aos quais são submetidos no mercado ainda são elevados. Em contrapartida, os giroscópios MEMS
podem ser fabricados em larga escala e com um número bem reduzido de peças. Isso confere ao sensor um nível
de popularidade muito alto, pois, como é fácil de ser fabricado, seu custo final é bastante acessível[25]. Isso
fez com que a maioria das UMIs adotassem este tipo de sensor para realizar as medições inerciais angulares,
por essa razão, esse tipo de sensor será explorado em mais detalhes.
Seu funcionamento é relativamente simples e baseado no Efeito Coriolis[28]. Este efeito diz que, se uma
massa m estiver com uma velocidade angular ω e for submetido a uma velocidade linear v, será exercida sobre
esta massa a força Coriolis:
FC = −2m(ω × v). (2.1)
Os Giroscópios MEMS apresentam em sua composição estrutural algum elemento vibratório para que seja
possível medir o Efeito Coriolis. Este elemento vibratório pode apresentar diversos formatos, mas o mais
simples de todos eles é apenas uma única massa que é submetida a uma vibração ao longo de um único eixo
(eixo de acionamento), como ilustrado na Figura 2.6. Quando o giroscópio é submetido a uma rotação, outra
vibração será induzida no eixo perpendicular (eixo sensitivo da Figura 2.6) em razão da Força Coriolis. A
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Figura 2.6: Giroscópio MEMS de massa vibratória.
velocidade angular a que o giroscópio está sendo submetido pode ser calculada a partir dos efeitos desta força.
Os giroscópios MEMS apresentam como desvantagem em relação aos seus equivalentes mecânicos e óp-
ticos o fato de não apresentarem a mesma acurácia. Mas recentes avanços em sua fabricação vem reduzindo
cada vez mais os seus erros de leitura o que os torna ainda mais atrativos do que já são pelo fato de serem muito
mais baratos[29, 28].
Os erros que podem interferir em giroscópios MEMS são de diversas origens e possuem causas e efeitos
para a integração (da velocidade para a posição angular) variados. Um dos tipos de erro mais comuns é o viés
(mais comumente referido pelo termo em inglês “bias”) que perturba as leituras do sensor. Este viés pode
ser entendido como sendo a média das leituras de velocidade angular do giroscópio quando o mesmo não está
sendo submetido a rotação alguma[28].
Este tipo de erro é normalmente medido em °/h (graus por hora). Assumindo um erro  de viés como o
descrito, quando integrado, gera um erro na estimativa da posição angular que cresce linearmente com o tempo
θ(t) =  · t. (2.2)
Este viés no sensor pode ser calculado fazendo a media das leituras do giroscópio por um longo período
de tempo sem que o mesmo seja submetido a qualquer rotação. Uma vez que este viés for calculado, basta
subtraí-lo de todas as medidas do sensor para obter leituras não enviesadas[28].
Outro tipo de erro que altera as medidas dos giroscópios MEMS é o causado por ruído termomecânico.
Este ruído oscila em uma frequência maior que a taxa de leitura do sensor. Dessa forma, ocorre que as leituras
do giroscópio são perturbadas por uma sequência de ruído branco, que nada mais é do que uma sequência
de variáveis aleatórias descorrelacionadas e com média zero, onde cada variável é igualmente distribuída e
apresenta variância σ2.
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Para descobrir o efeito que esse tipo de ruído causa no processo de integração dos dados coletados pelo
sensor, faz-se a análise da integração deste erro isoladamente: Sendo Ni a i − e´sima variável aleatória na
sequência de ruído branco, tem-se que cada Ni é igualmente distribuída e apresenta média:
E(Ni) = E(N) = 0
e variância:
V ar(Ni) = V ar(N) = σ
2.
Pela definição de sequência de ruído branco, tem-se ainda que
Cov(Ni, Nj) = 0
para todo i 6= j.







onde n é o número de leituras realizadas pelo sensor durante o período e δt é o tempo que se passa entre duas
leituras consecutivas. Utilizando-se da linearidade da operação de esperança, isto é, sabendo que E(aX +
bY ) = aE(X) + bE(Y ) e que V ar(aX + bY ) = a2V ar(X) + b2V ar(Y ) + 2abCov(X,Y ) (onde a e b são








(τ)dτ) = δt² · n · V ar(N) (2.5)
= δt · t · σ2 (2.6)
Dessa forma, percebe-se que o ruído branco adicionado às leituras da velocidade angular do giroscópio
causa um Random Walk no sinal integrado (posição angular) com um desvio padrão
σθ(t) = σ
√
δt · t (2.7)
que cresce proporcionalmente à raiz quadrada do tempo[29, 28]. Normalmente os fabricantes especificam este
desvio padrão em °/
√
h.
Ainda existem outros erros que podem interferir nas amostras obtidas por giroscópios MEMS. Mudanças
na temperatura, tanto ambiente quanto do próprio sensor durante o funcionamento, podem alterar o viés (que é
dado como constante) do sensor. Importante perceber que este tipo de alteração não é percebida no cálculo do
viés, pois este é medido em situações controladas (e.g. temperatura ambiente constante).
Qualquer alteração no viés calculado do sensor vai culminar em um erro na posição angular que cresce
linearmente com o tempo, como mostrado na equação 2.2. De maneira geral, a relação entre temperatura
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Tabela 2.1: Resumo das fontes de Erro em Giroscópios MEMS
Tipo de Erro Descrição Resultado na Integração
Viés Um viés constante  nas leituras do
sensor
Um erro linearmente crescente na
estimação da posição angular:
θ(t) =  · t
Ruído Branco Ruído branco com desvio padrão σ
Um Random Walk no ângulo da posição
angular, com desvio padrão crescendo







Um viés residual que é dependente da
temperatura
Qualquer viés residual integrado causa um
erro na medida da orientação que cresce
linearmente com o tempo.
e variação do viés do sensor é não linear. Várias UMIs possuem um sensor de temperatura interno que é
utilizado para tentar corrigir esta alteração no viés causada pela mudança de temperatura.
A tabela 2.1 apresenta um resumo dos erros aqui apresentados, que podem ser tidos como os mais influentes
no caso dos giroscópios MEMS[29].
2.2.2 Acelerômetro
Acelerômetros são sensores utilizados para medir aceleração linear[25, 22]. Seu uso vem ficando cada vez
mais frequente com a popularização de versões baratas e simples de fabricar. Juntamente com o giroscópio,
ele forma a base da navegação inercial. Existem basicamente duas classificações para os acelerômetros: eles
podem ser sensores mecânicos ou de estado sólido[29].
Os acelerômetros mecânicos apresentam tanto a montagem quanto o funcionamento bastante simples. Eles
são compostos basicamente por uma massa, que tem sua posição rastreada, sustentada por molas (de coeficiente
elástico conhecido). Quando uma aceleração incide sobre o sensor, a massa se desloca de maneira proporcional
a força F que está atrelada a aceleração em questão. A segunda Lei de Newton é então empregada para que
se possa calcular a aceleração que está agindo sobre o dispositivo. A Figura 2.7 apresenta um esquemático
de um acelerômetro mecânico. Note que trata-se de uma ilustração bastante simplificada, mas que já fornece
compreensão suficiente das estruturas de um acelerômetro desta classificação.
Já os acelerômetros de estado sólido apresentam diversos subgrupos, dentre os quais estão os chamados
acelerômetros SAW (da sigla em inglês para Surface Acoustic Wave)[28], que apresentam um funcionamento
interessante: São compostos por uma espécie de haste, ou viga, em balanço na qual ressoa uma onda acústica.
Em uma das suas extremidades é acoplada uma massa que é livre para se movimentar, enquanto que a outra
extremidade é fixamente presa a estrutura do acelerômetro. A Figura 2.8 apresenta um esquemático de um
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Figura 2.7: Esquemático simplificado de um acelerômetro mecânico.
sensor desta classificação. Se uma aceleração for imposta ao sensor, a massa fixada a viga fará com que a
mesma envergue. Isso fará com que a frequência da onda acústica que ressoa na viga seja alterada de maneira
proporcional a tensão aplicada à haste. A aceleração a que o sensor foi submetido pode ser reconstruída a partir
desta mudança na frequência da onda.
Mas o que realmente tornou os acelerômetros tão populares foi o avanço nas técnicas de fabricação de Sis-
temas Microeletromecânicos (MEMS, da sigla em inglês), que permitiram que fossem projetados acelerômetros
de baixo custo[25]. Os acelerômetros MEMS seguem os mesmos princípios dos acelerômetros já apresentados,
isto é, podem ser mecânicos ou de estado sólido. Mas assim como os giroscópios MEMS, os acelerômetros
microeletromecânicos apresentam uma série de fontes de erros em suas medias[28]. Esses erros serão inte-
grados não uma (como no caso dos giroscópios que integram a velocidade uma vez para encontrar a posição
angular), mas duas vezes durante o processo de cálculo da posição a partir da aceleração medida. A seguir será
apresentada uma análise mais detalhada do efeito da integração desses erros, a exemplo de como foi feito na
seção anterior com os ruídos presentes nas leituras dos giroscópios.
Assim como apresentado para os giroscópios, acelerômetros MEMS fazem leituras enviesadas, isto é, as
amostras da aceleração coletadas pelo sensor apresentam um viés constante  somado a verdadeira aceleração
que deveria ser lida. Ao se integrar duas vezes a aceleração a fim de se obter a posição do dispositivo, acaba por
se integrar também , que provoca um erro na estimativa da posição que cresce quadraticamente com o tempo.
O erro acumulado na posição provocado por este viés é:




onde t representa o período de integração.
Assim como no caso do giroscópio, para se calcular o viés de leitura do acelerômetro, pode-se calcular a
média das medidas de aceleração obtidas pelo sensor quando o mesmo não está sendo submetido a qualquer
aceleração. O grande problema desta tarefa está na existência da gravidade, pois esta será lida como viés por
este procedimento. Sendo assim, é necessário conhecer a orientação exata do sensor em relação à Terra para
que seja possível distinguir a aceleração da gravidade do viés do acelerômetro[29].
As medidas do acelerômetro também sofrem perturbações causadas por uma sequência de ruído branco,
16
Figura 2.8: Esquemático de um acelerômetro do tipo SAW.
cuja origem está nas oscilações termomecânicas (a exemplo dos giroscópios). Na seção anterior, foi apre-
sentado que, quando se integra esse tipo de ruído uma vez, o resultado é um Random Walk na saída do sinal
integrado com desvio padrão crescente e proporcional a
√
t. Mas como o interesse é em descobrir a posição a
partir da aceleração linear lida pelo sensor, é necessário integrar o ruído duas vezes para se conhecer os erros
por ele causados nesta estimação de posição. Assim, sendo Ni a i− e´sima variável aleatória na sequência de
ruído branco adicionada pelo ruído, tem-se que cada Ni é igualmente distribuída e apresenta média:
E(Ni) = E(N) = 0
e variância:
V ar(Ni) = V ar(N) = σ
2.















(n− i+ 1)Ni (2.10)
onde n é o número de amostras coletadas pelo acelerômetro durante o período de integração t e δt é o tempo
decorrido entre duas amostras consecutivas do sensor. Desta forma, a expectativa do erro na posição causado










(n− i+ 1)E(Ni) (2.11)
= 0 (2.12)









(n− i+ 1)2V ar(Ni) (2.13)
=





δt · t3 · σ2 (2.15)
onde a aproximação assume que δt é pequeno (o que é bastante provável na realidade, uma vez que a frequência
de amostragem dos sensores MEMS costuma ser bastante elevada). Este resultado mostra que a posição linear
calculada a partir das leituras de um acelerômetro é sujeito a um erro Random Walk de segunda ordem com
média zero e desvio padrão







que cresce proporcional a
√
t3.
Alterações na temperatura ambiente ou na temperatura de operação do acelerômetro MEMS também acar-
retam em uma flutuações no viés do sensor. Como mostrado na equação 2.8, qualquer viés não corrigido
que interfira nas medidas da aceleração irão gerar um erro na estimativa da posição do dispositivo que cresce
quadraticamente com o tempo.
Como pode-se perceber, os tipos de erros presentes nos acelerômetros foram os mesmos dos apresentados
para o caso dos giroscópios, e assim como dito na seção anterior, estes podem ser tidos como os principais
erros que interferem na estimação da posição a partir dos ruídos presentes nas leituras da aceleração linear
capturadas[28]. Os tipos de erros e suas consequências aqui mostradas estão condensadas na Tabela 2.2.
Paralelo com os sensores presentes na natureza:
Na natureza, os seres vivos desenvolveram sensores, de certa, forma análogos ao giroscópio e ao acel-
erômetro para conseguirem perceber a velocidade angular e a aceleração linear a que estão submetidos[25, 24].
No caso dos vertebrados, esta percepção se dá no sistema vestibular, que está abrigado no ouvido interno dos
indivíduos. Este sistema é composto basicamente por três estruturas principais: a cóclea, o vestíbulo e os canais
semicirculares.
O vestíbulo abriga dois órgãos sensoriais, o utrículo e o sáculo, que conseguem perceber forças inerciais
e gravitacionais fornecendo ao indivíduo informações a respeito da posição angular e movimentação linear
da sua cabeça. Já os canais semicirculares são estruturas que detectam a velocidade angular da cabeça dos
vertebrados. Devido a complexa estrutura tubular destas estruturas, o conjunto delas é normalmente conhecido
como labirinto[25]. A Figura 2.9 apresenta o desenho anatômico do ouvido interno humano, onde pode-se
observar todas as estruturas antes mencionadas.
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Tabela 2.2: Resumo das fontes de Erro em acelerômetros MEMS
Tipo de Erro Descrição Resultado na Integração
Viés Um viés constante  nas leituras do
sensor
Um erro quadraticamente crescente na
estimação da posição linear:
s(t) =  · t
2
2
Ruído Branco Ruído branco com desvio padrão σ
Um Random Walk de segunda ordem na
posição linear, com desvio padrão
crescendo proporcionalmente com a raiz
quadrada do cubo do tempo:








Um viés residual que é dependente da
temperatura
Qualquer viés residual duplamente
integrado causa um erro na medida da
posição que cresce quadraticamente com o
tempo.
Figura 2.9: Ouvido de um ser humano.
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Figura 2.10: O algoritmo da Navegação Inercial.
2.2.3 Algoritmo da Navegação Inercial
Até agora foram apresentados os princípios por trás do funcionamento dos sensores presentes em em uma
UMI, que é o dispositivo utilizado para se realizar a Navegação Inercial. A partir de agora será apresentado o
algoritmo utilizado para, a partir das leituras do acelerômetro e do giroscópio de uma UMI , rastrear a posição
e orientação de um dispositivo ao qual a unidade de medição inercial está fixamente acoplada. Ao longo desta
seção, serão utilizados os subscritos s, para se referir a medidas no {SNI}, e g, para indicar que a grandeza se
refere ao {G}.
A Figura 2.10 apresenta o esquema do algoritmo da Navegação Inercial. No esquemático é possível perce-
ber todas as etapas do processamento que o sinal da UMI passa para que seja possível estimar a posição e
orientação do objeto sendo rastreado. Em resumo, tem-se que a velocidade angular lida pelo giroscópio é in-
tegrada para que seja possível estimar a orientação. Esta orientação é usada para projetar as acelerações no
{G} (já que o sensor mede as acelerações em relação ao {SNI}). Em seguida, é desconsiderada a aceleração
da gravidade, para que então o sinal corrigido seja integrado duas vezes a fim de que se possa obter a posição
do objeto.
2.2.3.1 Rastreando a Orientação
Teoria
A orientação, ou atitude, de um Sistema de Navegação Inercial relativa ao sistema de referências globais





lido pelo giroscópio. Existem várias formas de se representar a orientação do SNI, algumas das maneiras mais
comuns de se realizar esta representação são: ângulos de Euler, quaternions unitários e matrizes de rotação[32,
33, 34]. Esta última foi a escolhida para apresentar a derivação do algoritmo para se rastrear a atitude do SNI.
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Mas derivações utilizando de outras representações podem ser encontradas em [29].
A matriz de rotaçãoR é uma matriz 3×3 que pode ser utilizada para “converter” um vetor vs, representado
no {SNI} para seu equivalente vg no {G}. Matematicamente:
vg = Rvs (2.17)
a transformação inversa é dada por
vs = R
Tvg (2.18)
uma vez que a matriz inversa de uma matriz de rotação é dada pela sua transposta[32].
Para que seja alcançado o objetivo de se rastrear a orientação do SNI, é necessário conseguir rastrear R ao
longo do tempo. Se a atitude no instante de tempo t é dada porR(t), então a taxa de mudança deR no instante






onde podeR(t+ δt) pode ser reescrito como sendo o produto de duas matrizes
R(t+ δt) = R(t)A(t) (2.20)
onde A(t) é a matriz de rotação que relaciona o {SNI} no instante t com o {SNI} do instante t + δt. Se δθx,
δθy e δθz são as pequenas rotações que acometeram o {SNI} entre os instantes de tempo t e t + δt sobre seus
eixos x, y e z, respectivamente, então, pela aproximação de pequenos ângulos, pode-se reescreverA(t) como:
A(t) = I + δΨ (2.21)
onde
δΨ =

































 0 −ωsz(t) ωsy(t)ωsz(t) 0 −ωsx(t)
−ωsy(t) ωsx(t) 0
 (2.28)
é a forma matricial antissimétrica do vetor de velocidade angular ωs(t). Portanto, para que se rastreie a orien-
tação, deve-se resolver a equação diferencial:
R˙(t) = R(t)Ω(t) (2.29)
que tem a solução





ondeR(0) é a atitude inicial do SNI[29].
Implementação
O giroscópio presente na UMI não fornece uma leitura contínua de ωs(t), na verdade o sensor apresenta
amostras obtidas a uma certa frequência. Dessa forma, é necessário utilizar um esquema numérico para integrar
o sinal amostrado. O esquema a ser escolhido depende da aplicação. Para curtos intervalos de tempo ou
para aplicações que não necessitam de tanta precisão assim do sensor, utilizar a regra dos retângulos já é
suficiente[29, 28].
Sendo o tempo entre amostras sucessivas da velocidade angular denotado por δt, para um único período
[t, t+ δt], a solução para a equação 2.29 pode ser escrita como:





usando a regra dos retângulos, pode-se escrever:
t+δtˆ
t
Ω(t)dt = B (2.32)
onde
B =









é a amostra da velocidade angular correspondente ao período analisado. Sendo ρ = |ωsδt|, substituindo a
Equação 2.32 na Equação 2.31 e em seguida realizando a expansão de Taylor da operação exponencial, tem-se:


































































que é a fórmula para se atualizar a estimativa da orientação R sempre que uma nova medida do giroscópio
estiver disponível.
2.2.3.2 Rastreando a posição
Teoria
Seguindo a lógica apresentada no esquemático da Figura 2.10, para que seja possível rastrear a posição de





obtido pelo acelerômetro deve ser projetado no {G}:
ag = R(t)as(t). (2.38)
A aceleração da gravidade deve então ser subtraída e a aceleração restante deve ser integrada uma vez para que
se obtenha a velocidade linear e mais uma vez para que se obtenha o deslocamento:








onde vg(t)é a velocidade inicial do dispositivo, sg(0) é a posição inicial do mesmo e gg é a aceleração da
gravidade em relação ao {G}.
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Implementação
Da mesma forma que mostrado no caso do uso do giroscópio para medir a velocidade angular, o acel-
erômetro não fornece uma medida do sinal constante de as(t), sendo assim, é necessário utilizar de técnicas de
integração numérica para que seja possível recuperar o deslocamento do dispositivo no período em questão.
Utilizando a regra dos retângulos para se realizar as integrações, a fórmula de atualização da posição pode
ser escrita como:
vg(t+ δt) = vg(t) + δt · (ag(t+ δt)− gg) (2.41)
sg(t+ δt) = sg(t) + δt · vg(t+ δt) (2.42)
2.2.3.3 Propagação de erros
Os erros que surgem das leituras realizadas pelo acelerômetro são propagadas pelas duas integrações e
resultam em um erro direto na posição estimada, como já mostrado na seção 2.2.2. O que agora também se torna
evidente é que os erros que surgem na leitura da velocidade angular também resultam em erros que incidem
diretamente sobre a posição, uma vez que a matriz de rotação R, que é calculada a partir das amostras do
giroscópio, é utilizada para realizar a projeção das leituras do acelerômetro no {G}[29]. Um erro na estimação
da orientação fatalmente desencadeará em um erro na projeção da aceleração e, consequentemente, em um erro
na estimação da posição, seja porque as integrações irão levar em conta acelerações nas direções erradas ou
seja porque se torna impossível de remover a ação da gravidade com a precisão adequada.
Conforme evidenciado nas Tabelas 2.1 e 2.2, os erros que surgem nos sensores da UMI crescem conforme
o tempo de operação do dispositivo avança[28]. E como é muito difícil de se trabalhar em uma situação em que
a UMI não é sujeita a erros, é praticamente impossível contar apenas com a Navegação Inercial para se estimar
a posição de um robô móvel.
2.3 ODOMETRIA VISUAL
Odometria visual é o nome que se dá a técnica de estimação da trajetória percorrida por um agente (veículo,
pessoa, robô móvel...) a partir da sequência de imagens capturadas por uma ou mais câmeras fixamente
acopladas ao seu corpo[15]. As aplicações para esse tipo de técnica vão desde robótica móvel até aplicações
de realidade aumentada. O termo Odometria Visual foi primeiramente empregado em [35], e foi escolhido
devido a sua semelhança com a odometria que, a partir de integrações das voltas das rodas, consegue estimar
qual foi a trajetória percorrida por um veículo[15]. De maneira semelhante, a Odometria Visual também estima
a trajetória do agente de maneira incremental, a partir de mudanças nas imagens que são geradas devido a
movimentação da câmera embarcada.
Para que a Odometria Visual funcione corretamente, é necessário que a câmera esteja em um ambiente com
boa iluminação e com boa textura, para que seja possível extrair a movimentação entre as imagens[15, 16, 35].
Além disso, a câmera deve capturar imagens com uma frequência suficiente para que exista superposição de
cenas em imagens consecutivas.
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Figura 2.11: Representação de uma cena de múltiplas vistas, com câmeras em posições e orientações diferentes.
A presença de pontos do objeto em imagens diferentes é utilizada na SFM para se estimar a posição 3D do
ponto, bem como as posições e orientações das câmeras que capturaram as imagens.
A Odometria Visual pode ser entendida como um caso particular da área de estudo da visão computacional
chamada de SFM (do termo em inglês Structure From Motion)[18], onde, a partir de múltiplas imagens de
uma mesma cena, capturadas com uma ou mais câmeras de pontos de vista diferentes, estima-se a posição no
espaço onde as câmeras estavam no momento que as imagens foram capturadas bem como as posições dos
pontos tridimensionais que são projetados em pixels nas imagens. Técnicas de SFM são muito utilizadas para
se realizar o mapeamento tridimensional de ambientes, ou mesmo de objetos mas, de maneira geral, pouco
importa a ordem ou instante de tempo que as imagens foram obtidas. O que difere a Odometria Visual das
demais técnicas de SFM é justamente o fato de se estar interessado em estimar as posições da câmera ao
longo do tempo, estimando assim, sua trajetória a medida que ela captura imagens[18, 35, 15]. A seção 2.3.1
apresenta em mais detalhes a definição do problema da Odometria Visual.
2.3.1 Formulação do Problema
Um agente se movimenta em um ambiente enquanto uma (ou mais) câmeras, fixamente acopladas ao seu
corpo, capturam imagens a intervalos discretos de tempo k. Essas imagens são denotadas por
I0:n = {I0, I1, . . . , In}
no caso de sistemas que possuem apenas uma única câmera (monoculares). Para sistemas stereo (com duas
câmeras) adiciona-se um subscrito para indicar de qual câmera veio a imagem capturada: Ie,0:n = {Ie,0, Ie,1, . . . , Ie,n}
para as imagens vindas da câmera da esquerda e Id,0:n = {Id,0, Id,1, . . . , Id,n} para as imagens vindas da
câmera da direita. Para casos com mais câmeras, aplica-se lógica semelhante.
25
Buscando simplificar, adota-se que o sistema de coordenadas da câmera, que também é representado por
{CAM}, é o mesmo do agente em movimento. No caso de um sistema stereo, o sistema de coordenadas do
agente é escolhido como o mesmo do sistema de coordenadas da câmera da esquerda.
A posição e orientação no espaço da câmera em dois instantes adjacentes de tempo k − 1 e k, são rela-







onde Rk,k−1 ∈ SO(3) é a matriz de rotação que representa a rotação ocorrida entre os instantes de tempo em
questão, da mesma forma, tk,k−1 ∈ R3×1 é o vetor de translação ocorrido entre os mesmos instantes de tempo.
O conjunto
T1:n = {T1,0, . . . , Tk,k−1}
contém todas as movimentações consecutivas realizadas pela câmera entre cada dois instantes de tempo. O
conjunto de poses da câmera:
C0:n = {C0, C1, . . . , Cn}
contém as transformações aplicadas à câmera a partir da pose inicial no instante de tempo k = 0, ou seja, apre-
senta a trajetória percorrida pela câmera. Dessa forma, a pose atual da câmera pode ser calculada concatenando
todas as transformações Tk,k−1 (k = 1, . . . , n) de modo que:
Cn = Cn−1Tn,n−1 (2.44)
com C0 sendo a pose inicial da câmera no instante de tempo k = 0.
O objetivo da Odometria Visual é descobrir as transformações Tk,k−1 a partir, unicamente, das imagens
Ik−1 e Ike, com este resultado, concatenar as transformações encontradas para que se consiga recuperar a
trajetória C0:n da câmera. Ou seja, fica evidente que a Odometria Visual consegue estimar a trajetória incre-
mentalmente, pose depois de pose[35, 15, 36, 4, 17, 16].
Categorias de Odometria Visual
Como dito anteriormente, as técnicas de Odometria Visual podem ser classificadas quanto ao número de
câmeras que são utilizadas para se reconstruir a trajetória percorrida pelo agente. Quando se utiliza apenas uma
única câmera, tem-se a chamada Odometria Visual Monocular, e Odometria Visual Stereo é o nome que se dá
para quando a mesma é realizada com duas câmeras. No que diz respeito a quantidade de câmeras utilizadas,
essas são as duas principais classificações presentes na literatura[15].
Mas ainda é possível realizar outras classificações em relação às técnicas de Odometria Visual que vão
além da quantidade de sensores visuais utilizados[15, 16, 35]. Por exemplo, para que o sistema seja capaz de
estimar a movimentação ocorrida entre um frame e outro, ele precisa realizar uma especie de triangulação entre
pixels (ou grupo de pixels), que estão presentes em duas imagens consecutivas, e seus pontos reais que geram
as projeções nas imagens. Essa triangulação pode ser realizada a partir de diferentes representações dos pontos
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em questão: No caso de sistemas stereo, tem-se a possibilidade de, a partir da disparidade e de informações a
respeito da montagem das câmeras, recuperar a profundidade dos pontos projetados nas imagens, isto é, existe
como se encontrar todas as coordenadas tridimensionais dos pontos projetados. Sendo assim, existem sistemas
de Odometria Visual Stereo que realizam essas triangulações tratando os pontos projetados como pontos no
espaço 3D e recuperando a movimentação das câmeras como a solução de um problema de alinhamento de
pontos 3D para 3D. Ainda no caso de sistemas Stereo, a partir de [35], foram apresentadas novas técnicas
que não mais necessitavam da representação tridimensional dos pontos projetados nas imagens para que fosse
possível recuperar a movimentação das câmeras, isto é, a estimação do deslocamento das câmeras também
pode ser a solução de um problema de alinhamento de pontos 3D para 2D. Mesmo com a possibilidade de se
obter a informação 3D a respeito dos pontos que são projetados nas imagens Stereo, ainda existem técnicas
que, fazendo uso do tensor quadrifocal para, a partir de uma solução de alinhamento de pontos 2D para 2D,
recuperar a movimentação realizada pelas câmeras[36, 4, 17, 16, 37, 38, 39, 15].
Já no caso da Odometria Visual Monocular, não se consegue recuperar informações tridimensionais dos
pontos projetados na imagem capturada pela câmera[18, 19, 15]. Isso porque é impossível descobrir a escala
a partir de imagens obtidas com câmeras monoculares[40, 41]. Sendo assim, a solução encontrada para a esti-
mação da movimentação realizada entre duas capturas por uma única câmera se dá a partir de uma solução de
alinhamento de pontos 2D para 2D e com o agravante de se desconhecer a escala em que se deu a movimen-
tação estimada. Sistemas monoculares podem ainda ser classificados com base no tipo de câmera que utilizam,
sendo dois dos mais comuns os de câmera perspectiva e os de câmera omnidirecional[15].
Por fim, os sistemas de Odometria Visual podem ser categorizados a partir do tipo de informação que
buscam nas imagens capturadas. Existem os sistemas baseados em features [35, 15], isto é, sistemas que
procuram pontos salientes nas imagens que podem ser encontrados em outras imagens subsequentes, existem
também as técnicas que se utilizam da própria intensidade dos pixels das imagens capturadas para se extrair
informações de movimentação [4, 17], chamadas de técnicas baseadas na aparência (appearence-based) e
também existem os sistemas que fazem uso das duas informações, tanto pontos salientes quanto intensidade
dos pixels das imagens e são conhecidas como técnicas hibridas[36, 15].
No presente trabalho, daqui em diante, sempre que se falar de Odometria Visual, deve-se pensar no caso
monocular, de câmera perspectiva e baseado em features. As seções seguintes entrarão em mais detalhes a
cerca do funcionamento desta categoria de Odometria Visual.
2.3.2 Teoria
Para se entender o funcionamento da Odometria Visual, é necessário conhecer o modelo matemático da
câmera. O modelo para câmera perspectiva mais comumente utilizado na literatura é baseado na projeção
pinhole [19, 18, 22], onde a imagem é formada pela interseção dos raios de luz vindos da cena que passam pelo
centro de projeção da câmera com o plano focal.



















onde u e v são as coordenadas do pixel na imagem resultado da projeção do ponto P , (u0, v0) corresponde
às coordenadas do centro da projeção na imagem e f é a distância focal da câmera. Esse modelo pode ser
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Um maior detalhamento a respeito do modelo de câmera utilizado no desenvolvimento deste trabalho será
apresentado na seção 2.5. Mas este modelo descrito pela Equação 2.47, apesar de ser bastante simplificado, é
suficiente para mostrar as consequências de uma movimentação da câmera nos pixels projetados na imagem
como será feito a seguir.










ambos em relação ao {G}. Sendo P um ponto tridimensional representado no {CAM}, sua velocidade repre-
sentada no mesmo sistema de coordenadas pode ser expressa por:
P˙ = ω×P + V . (2.48)
Substituindo as Equações 2.45 e 2.46 em 2.48, pode-se expressar as derivadas das coordenadas de P como
funções das coordenadas u e v de sua projeção no plano da imagem como:
X˙ = Zωy − vZ
f
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onde fica claro que uma movimentação na câmera entre capturas de imagens acarreta em um deslocamento de
pixels[25]. A Figura 2.12 mostra de maneira visual este deslocamento. Esta relação entre deslocamento dos
pixels entre dois frames consecutivos e a movimentação espacial da câmera é o que torna a Odometria Visual
possível.
Como pode-se perceber na Equação 2.56, ter o conhecimento dos elementos do modelo matemático da
câmera é crucial (no caso do modelo simplificado apresentado na Equação 2.47, é necessário se conhecer a
distância focal f e o centro de projeção da câmera (u0, v0)). O processo no qual se busca conhecer, ou estimar,
os valores destes elementos é conhecido como Calibração da Câmera[20, 18, 19] e será apresentado na seção
2.5. A seguir, será detalhada a implementação da Odometria Visual e ficará mais evidente essa dependência
destes parâmetros.
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Figura 2.13: Diagrama de blocos mostrando os principais componentes de um sistema de Odometria Visual.
2.3.3 Implementação
Na Figura 2.13 é apresentado um diagrama de blocos no qual são mostradas as principais etapas da Odome-
tria Visual. Como pode-se perceber, o diagrama começa pela sequência de imagens que abastece o sistema. O
objetivo principal é que a cada duas imagens consecutivas seja estimada a movimentação a qual a câmera foi
submetida entre as capturas das imagens.
Retomando ao diagrama, depois de ser abastecido com a sequência de dois frames consecutivos, o sistema
procura por pontos salientes no primeiro destes frames. Isso se dá com o auxílio de técnicas de detecção
de pontos que sejam fáceis de serem identificados e reconhecidos (como cantos, bordas e quinas presentes
nas imagens). Algumas das técnicas de detecção de features mais utilizadas são: FAST, SIFT, SURF e ORB
[42, 43, 44, 45]. Uma lista das principais características e detalhamento do funcionamento de cada uma destas
e de outras técnicas pode ser encontrada em [15] e [16]. Mas o importante é ressaltar que, ao final desta etapa,
o sistema de Odometria Visual identifica pontos de interesse no primeiro frame.
Na próxima etapa, ocorre a procura das features encontradas no primeiro frame na segunda imagem. Isto é
feito por técnicas de rastreamento, como o rastreador Lucas Kanade[46], só que, mais uma vez, não é de inter-
esse do presente trabalho apresentar esta ou outras técnicas de rastreamento, recomenda-se que o leitor busque
mais informações em [47]. Ao final desta etapa o sistema possui pontos no segundo frame, representados por
p′i, que correspondem aos mesmos pontos salientes selecionados no primeiro frame, estes, representados por
pi.
A partir deste conjunto de pares de pontos correspondentes é possível calcular a chamada Matriz Essencial[18,
15]. Esta matriz nada mais é que uma especialização da Matriz Fundamental no caso de a câmera usada ser cal-
ibrada (ou seja, se conhecer os parâmetros do modelo da câmera). Essas matrizes são elementos da Geometria
Epipolar [18] que relacionam, geometricamente, pontos de imagens de uma mesma cena de vistas diferentes.
A matriz Essencial E está presente na constante epipolar:
pˆ′TEpˆ = 0 (2.57)
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onde pˆ e pˆ′ são as coordenadas normalizadas [18] dos pontos encontrados na primeira e na segunda imagem,
respectivamente. A matriz E carrega as informações a respeito da movimentação da câmera entre as capturas
a menos de uma escala na translação. Isso fica evidente ao se constatar que E pode ser formulada como:
E = [t]×R (2.58)
onde R representa a matriz de rotação que corresponde a orientação da câmera ao capturar a segunda vista da




corresponde ao vetor de translação, a
menos de uma escala, que representa o deslocamento espacial da câmera entre a primeira e a segunda captura.
Na Equação 2.58 o vetor de deslocamento está apresentado na forma:
[t]× =
 0 −tz tytz 0 −tx
−ty tx 0
 . (2.59)
É possível aproveitar a formulação deE presente na Equação 2.58 para recuperar qual foi a movimentação
desempenhada pela câmera entre as duas capturas. Isso é feito a partir de pelo menos cinco pontos comuns as
duas imagens, essa solução foi apresentada em [48], mas também pode ser feito de maneira direta a partir de
oito pontos comuns as duas imagens como descrito a seguir [21].
A partir da Equação 2.57, percebe-se que, para cada feature presente em ambas as imagens, pode-se escrever
a constante epipolar na forma:
[
uˆuˆ′ uˆ′vˆ uˆ′ uˆvˆ′ vˆvˆ′ vˆ′ uˆ vˆ 1
]
E = 0 (2.60)
onde E =
[
e1 e2 e3 e4 e5 e6 e7 e8 e9
]T
é a representação vetorial da matriz Essencial.
Empilhando oito destas constantes, pode-se escrever o sistema de equações lineares na forma AE = 0, e
resolvendo-o, é possível encontrar os elementos da matriz E. A solução para este sistema de equações ho-
mogêneas pode ser facilmente encontrada utilizando a Decomposição de Valores Singulares (DVS). A DVS da
matrizA é da formaA = USV T . Com base neste resultado, e de posse das propriedades que definem a matriz
Essencial [18], pode-se recuperar quatro possíveis soluções para R e t que formam a mesma E. Essas quatro
possíveis soluções são da forma:
R = U
(±WT )V T (2.61)
[t]× = U (±W )SUT (2.62)
onde
W =
 0 ±1 0∓1 0 0
0 0 1
 . (2.63)
Apesar de surgirem quatro possíveis soluções, apenas uma delas pode satisfazer as propriedades físicas do
movimento e da captura das imagens, pois em três das soluções percebe-se que, em ao menos uma imagem,
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Figura 2.14: As quatro possíveis soluções para a reconstrução deR e t a partir de E.
a cena se encontra atrás da câmera (o que impossibilita a captura da cena pela câmera). Isso pode ser bem
observado na Figura 2.14, que apresenta de maneira visual as quatro possíveis soluções.
Assim sendo, finalmente tem-se recuperada a matriz de rotação Rk,k−1 e o vetor de translação tk,k−1 que
caracterizam a transformação de corpo rígido sofrida pela câmera no intervalo entre as capturas das imagens
Ik e Ik−1. A partir deste ponto, seguem as demais operações para a recuperação da trajetória da câmera
apresentadas na seção 2.3.1.
A implementação de um sistema de Odometria Visual, como ficou evidente, depende da correta localização
dos pontos p e p′ correspondentes em ambas as imagens, isto é, é crucial que o ponto pi encontrado na imagem
Ik−1 corresponda ao ponto p′i presente na imagem Ik. Caso contrário, ou seja, caso esta correspondência
tenha sido mal executada (falsa correspondência) a rotação e translação recuperadas da matriz E calculada
serão diferentes das reais translação e rotação. Para se evitar esse tipo de erro, é comum que técnicas como a
RANSAC sejam implementadas a fim de se remover outliers, recomenda-se a leitura de [16] e [49] para se ter
uma boa noção das possíveis formas de se aplicar o RANSAC no problema da Odometria Visual.
Ainda podem ser realizadas algumas etapas de refinamento da estimação da trajetória da câmera, como uma
varredura de uma janela temporal dos últimos n frames a fim de se corrigir alguma eventual má estimação de
movimentação. A esse tipo de técnica dá-se o nome de Bundle Adjustment [50]. O leitor pode encontrar uma
boa referência sobre as formas de se implementar essa correção em [15] e [16].
Para finalizar, é importante que o leitor termine esta seção com o entendimento de que a Odometria Visual
depende diretamente da correta calibração da câmera. Sem o conhecimento dos parâmetros que descrevem
o modelo matemático da câmera, ou mesmo com valores errados destes parâmetros, não é possível chegar ao
cálculo da matriz Essencial verdadeira e, consequentemente, não se consegue recuperarR e t. Outra importante
observação, é que a Odometria Visual Monocular fornece estimação da trajetória a menos de uma escala que
deve ser descoberta a partir de obervações de outros sensores[15, 40, 41, 31].
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2.4 FUSÃO SENSORIAL
Fusão sensorial é o nome que se dá ao processo de combinação ou integração da informação obtida, ou
medida, por diferentes sensores a fim de se produzir um conjunto de dados mais específico, abrangente e
unificado a respeito de algum evento ou estado que foi observado pelos sensores[27, 6]. De maneira geral, se
bem sucedida, a fusão sensorial é capaz de atingir uma acurácia muito maior, isto é, reduz a incerteza a respeito
de um estado predito, e realizar inferências mais específicas do que as que se poderiam ser feitas utilizando
apenas um único sensor.
Em outras palavras, a utilização de mais de um sensor observando um certo agente ou grandeza (ou
grandezas relacionadas) faz com que se tenha uma maior confiança a respeito da medida, além disso, pode-se
fazer inferências a respeito de grandezas não observadas diretamente[40, 41].
2.4.1 Classificações
A fusão sensorial pode ser classificada quanto a topologia da configuração dos sensores utilizados[6]. Dá-
se o nome de Complementar para a configuração na qual os sensores utilizados não dependem uns dos outros
diretamente para realizar suas medidas. Neste caso, um sensor monitora uma região ou um estado enquanto
outro faz medidas a respeito de outra região ou outro estado e, de posse da combinação das duas medidas, pode-
se ter um conhecimento mais completo a respeito do fenômeno observado. Um exemplo bastante simples deste
tipo de topologia é o uso de múltiplas câmeras para se observar diferentes partes de um ambiente. Juntando as
imagens de todas as câmeras tem-se uma visão completa do ambiente.
Outro tipo de configuração de sensores é a Competitiva[27]. Neste tipo de topologia, tem-se que múltiplos
sensores são utilizados para fazer medidas ou observações independentes de um mesmo atributo. Esta configu-
ração fornece leituras com maior robustez uma vez que as múltiplas leituras podem ser utilizadas para detectar
falhas ou inconsistências em dados de algum sensor.
Uma terceira forma de se dispor dos sensores é pela chamada topologia Cooperativa[6, 27]. Neste tipo
de configuração, informações obtidas de sensores independentes entre si são utilizadas para se derivar uma
informação que não seria possível observar com o uso de um único sensor isolado. Um exemplo clássico deste
tipo de topologia é o caso da visão stereo, onde a partir da combinação de duas imagens 2D, fornecidas por duas
câmeras em diferentes vistas, consegue se estimar a profundidade da cena. É bastante difícil de se projetar uma
fusão sensorial cooperativa, uma vez que os dados resultantes desta fusão são muito sensíveis a imprecisões
presentes nos sensores individuais.
Importante ressaltar que a fusão sensorial não é restrita a utilização de apenas uma topologia. Isto é, estas
configurações apresentadas não são mutualmente excludentes. Configurações híbridas utilizam as vantagens de
todos os tipos de configurações e podem ser utilizadas na maioria dos casos em que se deseja realizar a fusão
sensorial[6].
Outra maneira de se classificar as técnicas de fusão sensorial é pelo modelo da arquitetura da fusão propria-
mente dita. Existem basicamente três maneiras de se realizar todos os processos que são executados pela fusão.
São elas: A arquitetura Centralizada, a Descentralizada e a Hierárquica. Essas três arquiteturas se diferenciam
basicamente pela maneira que se processam os dados obtidos pelos sensores.
Métodos de se realizar fusão sensorial podem ser baseados em: (1) modelos probabilísticos e estatísticos
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como inferência Bayesiana, teoria da evidência e estatística robusta; (2) mínimos quadrados, como Filtros
de Kalman e otimização; ou mesmo (3) outros métodos heurísticos como Redes Neurais Artificiais e Lógica
Fuzzy[6].
A próxima seção irá mostrar em mais detalhes o uso do Filtro de Kalman aplicado a fusão sensorial, uma
vez que esta ferramenta será de grande valia para o restante do presente trabalho. Mais informações a cerca das
classificações de técnicas de fusão sensorial podem ser encontradas em [6].
2.4.2 Filtro de Kalman como Técnica de Fusão Sensorial
O Filtro de Kalman [51] é uma ferramenta muito utilizada como método de estimação de estados de sis-
temas dinâmicos. Pode-se atribuir o seu sucesso a sua formulação intuitiva no espaço de estados, a sua estrutura
de filtragem recursiva ou mesmo de sua estimação baseada na predição e correção[7]. Além disso, é uma téc-
nica de fácil implementação em computadores e com bom repertório na execução de tarefas em tempo real. A
seguir será apresentada a formulação discreta do Filtro de Kalman e como ele pode ser interpretado como uma
ferramenta de fusão sensorial.
Um sistema dinâmico pode ser apresentado de maneira genérica como:
x(k + 1) = Ax(k) +Bu(k) +w(k) (2.64)
z(k) = Cx(k) + v(k) (2.65)
onde x é o vetor de estados a serem estimados de tamanho n × 1; u é o vetor de de entradas com dimensão
p × 1; z é o vetor de dimensão m × 1 carregando as medições realizadas; w é o ruido gaussiano branco do
processo, com média nula e matriz de covariância Q; v é o ruido gaussiano branco da medição, com média
nula e matriz de covariância R;A é a matriz de transição de estados com dimensão n× n, e é responsável por
propagar o estado x do instante k para o instante k + 1; B é o vetor, ou matriz, de magnitude de entrada; C é
a matriz de dimensão m× n que modela a medição do sistema.
O problema de estimação de estados utilizando Filtro de Kalman pode ser entendido como: Dados os
modelos dinâmicos do sistema, as características estatísticas do ruído que perturba o processo e as medições, o
vetor de medições e o vetor de entrada, estimar, de maneira ótima, o estado do sistema[51, 7].
O processo de estimação de estados com o Filtro de Kalman pode ser dividido em dois momentos: (1) etapa
de predição, ou de propagação de estados, quando se utiliza o modelo de evolução do processo do modelo
dinâmico para fazer uma predição do estado no instante k + 1 a partir do estado no instante k; e a (2) etapa de
medição, ou correção, na qual, com auxílio do vetor de medições, faz-se a correção do estado predito para que
se encontre uma estimação ótima do estado x.
Na etapa de predição, tem-se que:
xˆ′(k + 1) = Axˆ(k) (2.66)
Pˆ
′
(k + 1) = APˆ (k)AT +Q (2.67)
onde xˆ(k) é a estimação do estado x no instante k, xˆ′(k + 1) é a estimação a priori do vetor de estados x,




(k + 1) é a matriz de covariância a da estimação a priori do vetor de estados (também obtida ao final da
etapa de predição).
Já na etapa de correção, tem-se que:
xˆ(k) = xˆ′(k) +K
(
z(k)− Cxˆ′(k)) (2.68)
Pˆ (k) = (I −KC) Pˆ ′(k) (2.69)








Como pode-se perceber, a estimação final do vetor de estados xˆ, também chamada de estimação a posteri-
ori, apresentada pela Equação 2.68, ao final de cada instante de tempo k é basicamente uma junção, ou mesmo
uma fusão, da estimação a priori do estado com as medições presentes no vetor z(k).
Pode-se fazer uma interpretação do modelo matemático do filtro de Kalman para que ele execute a fusão
sensorial de dados obtidos por sensores diferentes. Uma possibilidade é modelar o sistema de forma que a
matriz de transição de estados seja nula e o vetor de entradas u seja composto por medições de um dado sensor,
ou grupo de sensores. Desta forma, a matriz B seria responsável por transformar as leituras dos sensores
deste grupo no vetor de estados x. Sendo assim, quando for calculada a estimação a posteriori, o que se terá
será a fusão sensorial dos sensores que foram modelados para compor o vetor u com os sensores que foram
modelados para compor o vetor z. Outras formulações de fusão sensorial baseados no Filtro de Kalman podem
ser encontradas em [31].
Importante ressaltar que o Filtro de Kalman deve ser aplicado a sistemas lineares [51, 7]. Quando não
se está lidando com sistemas deste tipo, é necessário fazer uso de uma das variações do filtro que tratam de
sistemas não lineares, como o Filtro de Kalman Estendido ou o Filtro de Kalman Unscented [8].
2.4.3 Vantagens da Fusão Sensorial Visual e Inercial
Combinar as informações obtidas através da Odometria Visual e da Navegação Inercial faz com que cada
um dos sistemas aproveite as vantagens do outro para que seja realizada uma estimação muito mais confiável a
respeito da posição e orientação do agente rastreado [25].
Como evidenciado na seção 2.2, os sensores utilizados na navegação inercial (acelerômetros e giroscópios)
apresentam ruídos em suas leituras mesmo quando o agente por eles rastreado não apresenta movimento, o
chamado viés do sensor. Este tipo de erro, quando o agente está parado ou em baixa velocidade, acarretará em
uma grande incerteza associada a estimação da posição e orientação, porém, quando o agente se locomove com
uma alta velocidade, apresenta incerteza relativamente baixa associada a estimação da posição e orientação[25].
No caso da Odometria Visual, como verificado na seção 2.3, é necessário encontrar features, ou pontos de
interesse, em pares de imagens consecutivas. Esta tarefa é relativamente simples no caso de o agente rastreado
estar se movendo com baixa velocidade, porém, fica complicada quando o mesmo se locomove muito rápido,
pois as imagens capturadas vão apresentar borrões e distorções devido a velocidade da câmera durante a captura
[25, 15].
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Outras duas vantagens de se fundir os dados da Odometria Visual com a Navegação Inercial são: (1) a
partir das leituras dos sensores inerciais é possível para o sistema visual reconstruir a ordem de grandeza,
ou a escala, em que se deram os movimentos [41, 40]; e (2) com base nas estimações de deslocamento da
câmera entre duas capturas, os sensores inerciais podem realizar correções em suas estimações para minimizar
os erros provenientes das múltiplas integrações dos vieses dos sensores (que inclusive tornavam as estimações
de posição e orientação puramente inerciais praticamente inviáveis, uma vez que os erros crescem com o
tempo)[13, 12, 11, 10, 9].
Sendo assim, é possível perceber que a Odometria Visual e a Navegação Inercial são complementares e uma
pode se utilizar da outra quando se encontra com dificuldades de estimação da posição e orientação do agente.
Diversos trabalhos foram realizados para se propor formas de se fundir esses dois tipos de sensores a fim de se
obter o melhor de cada um [30, 52, 9, 53, 31, 54, 55, 10, 11, 12, 37, 56, 26, 57, 58, 13, 59, 60, 40, 14, 61, 62, 63].
2.5 CALIBRAÇÃO DE CÂMERA
Até aqui a calibração de câmera foi apresentada como sendo a determinação dos valores dos elementos
que compõem a matriz que representa o modelo matemático da câmera. A presente seção irá apresentar com
mais detalhes a formulação do modelo de câmera utilizado neste trabalho, bem como irá descrever como se é
realizada, normalmente, a calibração de câmeras.
2.5.1 Modelo da Câmera
Como já mostrado na seção 2.3, o modelo de câmera perspectiva mais presente na literatura é o baseado no
modelo pinhole [19]. O modelo pinhole é uma das representações matemáticas mais simples para câmeras. Ele
é formulado a partir do princípio da colinearidade. Neste modelo, todos os pontos tridimensionais do espaço
são projetados na imagem através de um segmento de reta. Este segmento de reta começa no ponto 3D no
espaço, passa pelo centro de projeção (o pinhole) e atinge o plano da imagem.
Pode-se traduzir este enunciado em termos matemáticos dizendo que as coordenadas do ponto projetado na
imagem são dadas por:
u = XcamZcamv = YcamZcam (2.71)


















sentado no sistema de coordenadas da câmera e as coordenadas u e v do ponto projetado estão no sistema de
coordenadas do plano da imagem, também referido como {IMG}. A Figura 2.15 ilustra como se dá a projeção
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Figura 2.15: Esquemático da projeção de um ponto 3D em uma câmera pinhole.
de um ponto P representado no {CAM} no plano da imagem. Importante notar como são dispostos os eixos
do {CAM}, isto é, o eixo de coordenadas Z, também conhecido como eixo principal da câmera, representa a
profundidade a que se encontram os pontos no espaço em relação ao centro de projeção da câmera.
Apesar desta representação simples, o modelo pinhole é praticamente teórico, pois ele parte de vários
pressupostos que são inválidos em quase todos os casos reais [18]. Por exemplo, a distância f entre o plano da
imagem e o centro de projeção (o pinhole) normalmente é diferente de 1. Além disso, os sensores que formam
os pixels das imagens digitais é normalmente retangular e não perfeitamente quadrado, sendo assim, um ajuste
de escala entre a projeção das coordenadas u e v se faz necessário. Levando essas considerações em conta,
pode-se modificar o modelo inicialmente apresentado na Equação 2.71 para:
u = kfZcamXcamv = lfZcamYcam (2.73)
onde foram adicionadas a distância entre a imagem e o centro de projeção da câmera, ou simplesmente, dis-
tância focal f , que é medida em metros, e as constantes k e l, ambas mensuradas em pixel ×m−1, que são
responsáveis pela escala da projeção nas direções u e v, respectivamente.
Quando se trabalha em unidades de pixel, é esperado que a origem do plano da imagem esteja localizado no
canto superior esquerdo da imagem, e não no centro da mesma como a equação 2.73 sugere. Para que isso seja
corrigido, é necessário adicionar, para cada pixel projetado na imagem, as constantes u0 e v0. Essas constantes
correspondem às coordenadas do centro da imagem, em pixels. Além disso, pode-se reduzir o número de
constantes presentes nas equações com o auxílio de α = kf e β = lf . Dessa forma, a equação de projeção da
câmera pode ser reescrita na forma:
u = αZcamXcam + u0v = βZcamYcam + v0 . (2.74)
Outra imperfeição do modelo pinhole quando comparado com câmeras reais é o fato de que o processo
de fabricação da câmera pode tê-la feito de modo que o sistema de coordenadas do plano da imagem fosse
ligeiramente distorcido [19]. Em outras palavras, os eixos das coordenadas da imagem formam um ângulo φ
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entre eles que não necessariamente é de 90°. Pode-se modelar este tipo de imperfeição da seguinte forma:
u = αZcamXcam − α cot(φ) YcamZcam + u0v = βsin(φ) YcamZcam + v0 . (2.75)
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Até agora, assumiu-se que o ponto tridimensional sendo projetado no plano da imagem é representado no
sistema de coordenadas da câmera. Só que nem sempre se dispõe desta informação. Na verdade, o mais comum
é que se tenha as coordenadas de pontos 3D em relação ao sistema de coordenadas globais [19, 22]. Mas é
relativamente fácil obter a conversão de representação de pontos de um sistema de coordenadas para o outro,
bastando ter conhecimento da rotação e translação existente entre eles [32].
No caso da formulação do modelo de câmera, se se dispuser apenas da representação do ponto 3D em
relação ao {G}, pode-se converter esta representação para {CAM} a partir da matriz de rotação Rcamg e do








onde Xg , Yg e Zg são as coordenadas de um ponto 3D representadas no {G}.
















ondeK é a matriz da câmera, dada por:
K =
 α −α cot(φ) u00 βsin(φ) v0
0 0 1
 . (2.79)
A Equação 2.78 deixa uma divisão bem clara entre dois tipos de componentes, ou parâmetros que compõem
o modelo da câmera. Os valores que compõem a matriz K são conhecidos como os parâmetros internos, ou
intrínsecos, da câmera. Já os valores que compõem a matriz Rcamg e o vetor t
cam
g são conhecidos como
parâmetros externos, ou extrínsecos, da câmera [19]. Essa nomenclatura é bastante direta. Todos aqueles
valores que forem relacionados a estrutura interna da câmera, como seu formato ou disposição de componentes,
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serão tratados como parâmetros internos e estão explicitados na matriz K. Já os parâmetros externos são
aqueles que relacionam, ou melhor, referem-se a posição e orientação da câmera em relação às coordenadas
globais.
Os parâmetros internos da câmera podem ainda contar com alguns elementos que serão responsáveis por
modelar as distorções provocadas pela lente da câmera [18, 19]. Os dois modelos de distorção mais utilizados
são o de distorção tangencial e o de distorção radial.
2.5.2 Implementação da Calibração
O objetivo do processo de calibração de câmera, é obter os parâmetros que modelam o funcionamento
do sensor visual [64]. De maneira geral, este processo visa obter tanto os parâmetros intrínsecos quanto os
parâmetros extrínsecos da câmera. Entretanto, é válido ressaltar que cada captura de uma câmera está sujeita
a alterações de seus parâmetros externos, já que a mesma não necessariamente estará na mesma posição e
orientação no espaço [19].
Um dos métodos mais comuns utilizados para realizar a calibração de câmera faz uso da Equação 2.78 para
relacionar pontos 3D conhecidos na cena capturada, com os seus respectivos pontos projetados na imagem
obtida pela câmera.
Este método faz uso de um tabuleiro de xadrez com dimensões dos lados das casas conhecidas [64, 20].
Este tabuleiro é capturado na imagem da câmera de diversos ângulos, de modo que se tenha imagens dele
em todas as regiões do plano de projeção, como mostra a Figura 2.16. Os cantos dos quadrados do tabuleiro
de xadrez são muito fáceis de serem reconhecidos na imagem com a utilização de técnicas de detecção de
cantos, como o detector Harris [65]. Sendo assim, o algoritmo de calibração é capaz de relacionar os pontos
3D correspondentes aos cantos do tabuleiro com os seus pontos equivalentes na projeção da imagem e, a partir
de uma abordagem de mínimos quadrados, realizar a estimação dos parâmetros internos e externos da câmera.
Várias são as implementações de calibradores de câmera, que recebem como entrada fotos de tabuleiro de
xadrez em várias posições em conjunto com suas dimensões e apresentam como saída os valores dos parâmetros
internos e externos da câmera. Essas ferramentas são muito comuns para serem utilizadas em MATLAB [66],
mas também tem sua implementação para OpenCV [67] muito difundida.
Desvantagens deste método:
Apesar de ser um método amplamente utilizado, a técnica de calibração de câmera que faz uso do tabuleiro
de xadrez apresenta alguns problemas. O primeiro deles é que, como descrito, o método necessita de um con-
hecimento a respeito do ambiente, já que é necessário implantar nas fotos o tabuleiro de dimensões conhecidas.
Sendo assim, sempre que se for realizar a calibração de câmera por este método, é necessária uma preparação
do cenário.
Outro problema que pode ser identificado é que este método é processado de maneira offline. Isto faz
com que ele seja executado sozinho, sem qualquer outro procedimento que necessite das imagens rodando em
paralelo, até porque, uma outra tarefa que precise dos parâmetros internos para funcionar, como a Odometria
Visual, terá de esperar o processo de calibração terminar para dispor dos parâmetros. Isso faz com que o
resultado da estimação dos parâmetros internos sejam tomados como constantes, o que pode ser entendido
como um outro problema a parte.
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Figura 2.16: Imagens capturadas para a calibração de uma câmera.
Apesar de os parâmetros intrínsecos serem grandezas físicas das quais não se espera alteração, como dis-
tância focal e ângulo entre eixos dos sensores, alguns choques mecânicos, trepidações e processos de dilatação
térmica sofridos pela câmera podem alterar os valores destas supostas constantes [22]. Como algoritmos que
precisam destes parâmetros requerem uma alta exatidão, uma mesma câmera pode precisar ser calibrada mais
de uma vez após algum tempo passado de sua calibração anterior, pois, a depender do uso, seus valores podem
ter sofrido alguma alteração. Isso faz com que seja necessário submeter a câmera a todo o processo de esti-
mação de seus parâmetros novamente, isto é, capturar outras fotos do tabuleiro de xadrez e executar novamente
o calibrador. Além disso, tomar os valores dos parâmetros como constantes é ignorar o fato de que eles foram





O Capítulo 2 apresentou, de maneira detalhada, boa parte da base teórica por trás da Localização Visual
Inercial. Foi apresentada a definição da problemática, apresentou-se o funcionamento físico dos sensores en-
volvidos, discutiu-se classificações de metodologias de implementação e, claro, os problemas existentes e as
dificuldades que tanto a Localização Inercial ou a Odometria Visual apresentam.
Foi ainda evidenciada a característica complementar que a Odometria Visual e a Localização Inercial pos-
suem, tornando-as um excelente par de sensores a serem combinados com técnicas de Fusão Sensorial [25].
Enquanto os sensores inerciais são muito bons para medir a movimentação do agente com altas velocidades,
pois nesse caso o ruído provocado pelo viés do sensor fica irrelevante frente as leituras medidas devido ao real
movimento, as câmeras apresentam seu pior desempenho em capturar imagens com a nitidez necessária para se
realizarem os procedimentos da Odometria Visual, uma vez que as altas velocidades provocam efeito de borra-
mento nas imagens capturadas. No caso de o agente estar se movendo com baixas velocidades, tem-se que as
câmeras conseguem capturar as imagens com a nitidez necessária para realizar a estimação de movimento do
agente com boa precisão, porém, o SNI realiza estimativas muito enviesadas devido aos ruídos em suas leituras.
Além disso, foi apresentado o fato de que, no caso de um sistema monocular, a Odometria Visual é incapaz
de recuperar a escala em que se deram suas estimações de movimentação [15]. Porém, é possível fazer o uso de
outros sensores dos quais pode-se extrair a ordem de grandeza em que se deram os deslocamentos do agente, e
o SNI executa muito bem esta tarefa. Mais uma das vantagens de se utilizar os dois sistemas conjuntamente.
Por fim, foi mostrado que o sistema de Odometria Visual precisa dos parâmetros internos da câmera. Ou
seja, é necessário que a câmera utilizada seja calibrada, e para isto, é comum que a câmera passe por um
procedimento de calibração offline e que utiliza um ambiente controlado [64]. Esta necessidade de contar com
os parâmetros internos da câmera, que ainda podem ter seus valores alterados por situações como choques
mecânicos e trepidações sofridos pela câmera (muito comuns na robótica móvel), foi a grande motivação por
trás dos algoritmos desenvolvidos.
No presente capítulo serão apresentadas formalmente as duas abordagens propostas para que se implemente
um sistema de Localização Visual Inercial com Auto-Calibração da Câmera (LOVIACC). Este tipo de sistema
é capaz de estimar os parâmetros internos enquanto realiza as medidas de deslocamento do agente rastreado.
Essa calibração é realizada de maneira online e sem qualquer necessidade de conhecimento prévio do ambiente.
Com a auto-calibração, os valores calibrados não precisam ser tomados como constantes, pois serão estimados
continuamente, e trarão consigo uma medida de sua incerteza.
A seção 3.2 descreverá os detalhes da primeira tentativa desta pesquisa de se projetar um sistema de auto-
calibração de câmera com o auxílio de uma UMI, que ainda se mostrou um possível método de LOVIACC. Por
fim, a seção 3.3 apresentará o LOVIACC propriamente desenvolvido.
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3.2 AUTO-CALIBRAÇÃO DE CÂMERA COM AUXÍLIO DE UMA UMI
3.2.1 Definição do problema
Um agente robótico móvel (mas que também pode ser um veículo qualquer ou mesmo uma pessoa) está
em um ambiente genérico carregando uma câmera monocular e uma UMI fixamente acopladas. A medida da
rotação Rumicam existente entre a câmera e a UMI, bem como a translação t
umi
cam entre os sensores são medidas e
conhecidas.
O robô começa a se movimentar em qualquer direção do espaço ao mesmo tempo que a câmera vai
realizando capturas de imagens sequenciais da cena ao redor. Essas imagens são denotadas por I1:n =
{I1, I2, . . . , In}. Enquanto a câmera realiza suas capturas, os giroscópios da Unidade de Medição Inercial
fazem leituras a cerca da orientação da UMI, que, com o auxílio da rotação conhecida entre os sensores, podem
também representar a orientação da câmera no espaço. As leituras da UMI são sincronizadas com a câmera, de
forma que sempre que uma nova imagem é obtida pela câmera, é também realizada a leitura dos giroscópios.
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já apresentada no capítulo 2, relaciona todos os pontos tridimensionais, representados no {CAM}, com suas
respectivas projeções no plano da imagem.
Nota-se no entanto que este modelo de projeção não leva em conta qualquer distorção provocada por aber-
rações na lente da câmera. Uma possível distorção provocada por lentes é a chamada Distorção Radial [19].








ondeK ′ representa a matriz da câmera que leva em conta a distorção radial da lente. ξ é uma função polinomial
da forma
ξ = 1 + k1r
2 + k2r
4 + · · · (3.3)
onde r :=
√
u2 + v2. Importante ressaltar que o número de constantes kn utilizadas para se modelar a distorção
varia de acordo com a precisão que se deseja obter do modelo da distorção.
De maneira análoga ao que acontece na Odometria Visual, a movimentação da câmera no espaço entre
capturas de imagens acarreta em um deslocamento da posição de pixels que correspondem a um mesmo ponto
tridimensional. Esse deslocamento de pixels, em conjunto com as leituras dos giroscópios da UMI, são utiliza-








Figura 3.1: Esquemático da estimação dos parâmetros internos da câmera.
bem como a constante k1 que modela a distorção radial presente na câmera. Esse processo de estimação
acontece a cada nova captura de imagem. A Figura 3.1 ilustra, de maneira simples, a dinâmica desse processo
de auto-calibração.
3.2.2 Algoritmo
O algoritmo que é apresentado nesta seção é fruto de uma das linhas de pesquisa deste trabalho e resultou
na publicação do artigo “Online Inertial-Aided Monocular Camera Self-Calibration” [23].
Os sensores envolvidos na estimação dos parâmetros internos da câmera são basicamente os giroscópios da
UMI e a própria câmera monocular a ser calibrada. Importante ressaltar novamente que as capturas de ambos
os sensores são sincronizadas, de forma que sempre que uma nova imagem é capturada pela câmera também é
feita uma leitura da orientação da UMI. No instante em que o sistema é iniciado ocorre a primeira aquisição de
dados dos sensores, isto é, obtém-se a primeira imagem da câmera, bem como a primeira leitura de orientação
da UMI.
Neste instante da primeira leitura dos sensores, é realizado o posicionamento da origem do sistema de
coordenadas global, ou simplesmente {G}. Ela é posicionada de forma a coincidir com o centro óptico da
câmera. Desta forma, no momento inicial de execução deste algoritmo, os principais sistemas referenciais
são coincidentes, o {CAM} e o {G}. A partir das próximas leituras dos sensores poderá ter sido realizado
movimento do {CAM} em relação a {G}, que será percebido pelo sistema como será descrito ao longo deste
texto.
A primeira imagem capturada pela câmera, I1, ainda exerce outro papel fundamental além de ser utilizada
como marco temporal para o posicionamento de {G}. É nesta imagem que se aplica o detector de features
SURF [43] para que sejam encontrados na imagem os pontos mais proeminentes e com boas características
para serem rastreados em imagens futuras. É válido apontar que não existe nenhuma obrigação em se utilizar
esta técnica, o importante para o algoritmo é que dada a imagem inicial I1, que se obtenha pontos nesta imagem
a serem encontrados em imagens futuras.
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Deste conjunto de pontos proeminentes, é escolhido um de maneira que se espere encontrá-lo nas imagens
subsequentes. Este ponto selecionado será rastreado nas próximas imagens e sua localização, em pixels, será
crucial para a estimação dos parâmetros internos da câmera.
O ponto escolhido para ser rastreado apresenta coordenadas, em pixels, (u1, v1)T dentro da imagem. A
partir deste ponto no texto, un e vn vão ser as coordenadas do ponto rastreado na imagem n = {1, 2, . . .}.
Importante relembrar que u0 e v0 são variáveis a parte, e representam o ponto principal da imagem, mas tal
confusão é evitada uma vez que não se identifica, neste trabalho, imagem com o índice menor que 1.
O ponto (u1, v1) presente na imagem I1 é uma projeção do ponto tridimensional (Xg, Yg,Zg)
T . Essa
















que será, como mostrado ao longo do restante desta seção, a base de todo o processo de formulação da esti-
mação dos parâmetros internos da câmera.
3.2.2.1 Estimador
Devido a não linearidade do processo de projeção na imagem de um ponto tridimensional, escolheu-se
realizar o estimador baseado em um Filtro de Kalman Estendido (FKE) discreto [7]. Este tipo de estimador é
relativamente simples e pode ser resumido da seguinte forma:
Sendo
xt = f (xt−1) + εx,t−1 (3.6)
a função de propagação de estados do modelo em questão, onde xt representa o estado do sistema no instante
de tempo discreto t e εx,t corresponde ao vetor de ruído gaussiano de média nula e com matriz de covariância
Q que afeta o vetor de estados. E também sendo
yt = h (xt) + εy,t (3.7)
o modelo de medições existente no sistema em questão, onde yt representa o vetor de medições no instante de
tempo discreto t e εy,t corresponde ao vetor de ruído gaussiano de média nula e com matriz de covariância R
que afeta o vetor de medições, pode-se definir:
xˆ′t = E
(
xt | y1,y2, . . . ,yt−1
)
, (3.8)
xˆt = E (xt | y1,y2, . . . ,yt) , (3.9)
P ′t = E(xtx
T
t | y1,y2, . . . ,yt−1)− xˆ′txˆ′Tt , (3.10)
P t = E(xtx
T
t | y1,y2, . . . ,yt)− xˆtxˆTt (3.11)
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onde E (·) corresponde ao operador de esperança. Estes elementos são denominados, respectivamente, de
estimativa a priori, estimativa a posteriori, matriz de covariância a priori e matriz de covariância a posteriori do
vetor de estados do sistema em questão.
O FKE visa obter, a cada novo instante de tempo t, uma atualização a respeito do valor estimado para as
variáveis presentes no vetor de estados. Sendo assim, a cada novo instante de tempo, tem-se:
xˆ′t = f (xt−1) (3.12)
como a forma de se calcular a estimativa a priori. A matriz de covariância a priori correspondente a estimativa
é calculada como
P ′t = FtP t−1F
T
t +Q (3.13)





Para o cálculo da estimativa a posteriori, é necessário primeiro encontrar o chamado ganho de KalmanKt




























e a respectiva matriz de covariância correspondente como:
P t = P
′
t −KtHtP ′t . (3.20)
Está claro, contudo, que o FKE ainda depende de uma estimativa inicial xˆ0 atrelada a uma matriz de covar-
iância P 0 para servir de pontapé inicial do estimador. Tal estimativa pode uma medida prévia de valores que
se deseja estimar, ou mesmo um valor completamente arbitrário. Importante deixar claro que esta estimativa
inicial impacta diretamente a convergência do filtro.
Essa é apenas uma possível maneira de se resumir o FKE. Para resolver qualquer dúvida ou caso haja
necessidade de maior aprofundamento a respeito do assunto, recomenda-se a leitura de [7]. O caso discreto
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foi escolhido pois as imagens, e consequentemente as leituras dos giroscópios da UMI, chegam de maneira
discreta para serem processados. Nos tópicos seguintes serão apresentados, de maneira mais detalhada, o vetor
de estados a ser estimado, a função de propagação de estados e o modelo de medição projetado para o estimador
dos parâmetros internos da câmera.
3.2.2.2 Vetor de Estados
Como mostrado na seção anterior, o estimador baseado no FKE entrega, a cada novo instante de tempo t,
uma nova estimativa dos elementos do vetor de estados a partir do modelo do sistema em questão em conjunto
com o vetor de medições obtido.

















Cada uma das variáveis presentes no vetor de estados será devidamente detalhada a seguir.




, correspondem às coordenadas globais do ponto tridimen-
sional projetado no pixel (u1, v1)
T que foi encontrado como sendo o mais proeminente na imagem I1. Como
já mencionado anteriormente, este pixel será rastreado nas imagens subsequentes, mas é importante reparar
que, independente do frame ou das coordenadas em que este pixel for encontrado, ele sempre corresponderá ao
mesmo ponto tridimensional do espaço.




correspondem ao vetor de translação da
câmera em relação a origem do {G} no instante de tempo t.
As variáveis seguintes,
(
α β φ k1 u0 v0
)T









 α −α cot(φ) u00 βsin(φ) v0
0 0 1
 . (3.22)
Com isso todos os elementos do vetor de estados utilizado na estimativa já estão detalhados. Os próximos
tópicos vão tratar a respeito da função de propagação de estados e do modelo de medição projetado.
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3.2.2.3 Função de propagação de estados
A função de propagação de estados é o que modela o estado atual a partir do estado anterior. Como
evidenciado na seção 3.2.2.1, ela tem impacto direto, juntamente com o modelo de medição, na estimação dos
parâmetros a partir do FKE.
Na proposta de sistema de estimação que está sendo apresentada, optou-se por deixar a cargo apenas do
modelo de medição a tarefa de se realizar as correções das estimativas. Tal escolha ficará mais compreensível
na próxima seção, porém, pode ser justificada pela ausência de uma fórmula que possibilitasse a previsão da
evolução dos elementos do vetor de estados, sendo possível apenas atribuir a estes elementos os seus valores
previamente encontrados.
Traduzindo isto para termos matemáticos, tem-se que a função de propagação de estados f é dada simples-
mente por:
xt = xt−1 + εx,t−1. (3.23)
3.2.2.4 Modelo de medição
Com isso, chega-se ao tópico mais importante desta seção, onde de fato é apresentada a contribuição deste
trabalho. Será mostrada agora a formulação da modelagem da medição do FKE proposto. Este modelo de
medição é o grande responsável pela estimação dos parâmetros.
A primeira captura de imagem com a câmera em questão é importante para a marcação da origem do {G},
bem como para a determinação do ponto mais proeminente da imagem que será rastreado. A partir da captura
da segunda imagem, ou seja, de I2 em diante, tem-se que a nova imagem obtida é submetida a um procedi-
mento de rastreamento, onde o objetivo é encontrar, na nova imagem, um ponto que corresponda ao pixel mais
proeminente de I1. Quando este ponto é encontrado, são realizadas algumas medições e comparações entre a
sua posição e a posição do ponto equivalente em I1 para formar o vetor de medições do FKE.








onde os dois primeiros elementos, ∆u e ∆v, correspondem ao deslocamento da posição do pixel que está sendo
rastreado entre a primeira imagem, I1, e a imagem atual, It. Já os elementos seguintes do vetor, eu,t e ev,t, são
as coordenadas, em pixels, da epípola na imagem atual. Todos estes elementos serão melhor detalhados e terão
sua formulação apresentada no restante deste tópico.
Analisando a Equação 3.5, observa-se que o deslocamento do pixel rastreado se dá em virtude da transfor-
mação de corpo rígido sofrida pela câmera em relação ao sistema de coordenadas globais. Em outras palavras,
o pixel rastreado se movimenta dentro da imagem graças a movimentação da câmera no ambiente.
Dito isto, percebe-se ser possível modelar este deslocamento de pixel entre imagens a partir da Equação 3.5
e de leituras dos giroscópios da UMI, como será mostrado a seguir.
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No instante da captura de I1, tem-se que os dois sistemas de referencias, {CAM} e {G}, são coincidentes.
Dessa forma, como espécie de condição inicial, pode-se dizer que:
Rcamg,1 = I =








uma vez que não há nem translação nem rotação entre a câmera e a origem do sistema de coordenadas global.
Porém, essa condição só é válida para I1, e a partir das imagens subsequentes, a movimentação que a
câmera vier a sofrer será traduzida em uma transformação de corpo rígido descrita porRcamg,t e t
cam
g,t diferentes
dos apresentados como condição inicial.
O vetor de translação tcamg,t é uma das grandezas a ser estimado com o FKE, como mostrado no tópico
3.2.2.2. Já a matriz de rotaçãoRcamg,t pode ser encontrada a partir das leituras da orientação da UMI realizadas
pelos seus giroscópios como já foi muito bem detalhado no Capítulo 2, mais especificamente no tópico 2.2.1.
Como a UMI está fixamente acoplada ao corpo da câmera, sempre que houver uma movimentação da mesma, a
UMI também se deslocará, porém, a transformação de corpo rígido, descrita por Rumicam e t
umi
cam, entre a câmera
e a UMI permanecerá constante e, como dito anteriormente, conhecida. Sendo assim, é possível encontrar a
orientação da câmera em relação ao {G}.
O primeiro passo para atingir este objetivo é calibrar as leituras dos giroscópios para que as mesmas cor-
respondam a rotações em relação a orientação inicial da UMI, isto é feito pré multiplicando todas as medidas















E, finalmente, para encontrar a orientação da câmera, basta fazer uso da rotação conhecida entre os dois














É importante ressaltar que o processo de obtenção da orientação da UMI a partir das leituras de seus
giroscópios não está inserido no FKE que está sendo apresentado. As leituras da orientação da UMI chegam já
filtradas de modo que o presente algoritmo as utiliza como constantes.
Tem-se então que a cada captura de uma imagem, as leituras da UMI fornecem indiretamente a orientação
da câmera em relação ao {G} no momento em que a imagem foi obtida. Esta orientação é representada pela
matriz de rotaçãoRcamg,t e é expressa na forma:
Rcamg,t =




Esta matriz de rotação em conjunto com o vetor de translação tcamg,t , presente no vetor de estados, podem
ser utilizados para representar as coordenadas de um ponto tridimensional, com suas componentes no {G}
conhecidas, no sistema de coordenadas da câmera após ela ter realizado algum movimento em relação à sua






+ tcamg . (3.30)
No caso da formulação do modelo de medição em questão, é importante conseguir representar o ponto
tridimensional, que corresponde ao pixel que é rastreado entre as imagens, no {CAM} independentemente de
onde este sistema de coordenadas se encontre em relação ao {G}. Isso é necessário para que se possa utilizar
a fórmula de projeção do ponto 3D para as coordenadas do pixel, apresentada na Equação 3.5, para todas as
imagens capturadas. Para tal feito, sempre que uma nova imagem for capturada, cria-se as variáveis auxiliares:
Λt = R1,tX +R2,tY +R3,tZ + t1,t (3.31)
µt = R4,tX +R5,tY +R6,tZ + t2,t (3.32)
Γt = R7,tX +R8,tY +R9,tZ + t3,t (3.33)





no vetor de estados, representadas no {CAM} no instante de tempo t.
Terminada a apresentação destas três variáveis auxiliares, pode-se seguir adiante e apresentar a formulação
da expressão das variáveis de medição ∆ut e ∆vt. Como descrito anteriormente, essas variáveis correspondem
ao deslocamento, em pixels, do ponto rastreado entre a primeira imagem capturada e sua posição na imagem
atual. Ou seja:
∆ut = ut − u1 (3.34)
e
∆vt = vt − v1. (3.35)
No instante da primeira captura, ou seja, quando se encontra u1 e v1, tem-se que as condições inicias
apresentadas nas Equações 3.25 e 3.26 são verdadeiras, logo, a formulação matemática para as coordenadas do










































 α −α cot(φ) u0 00 βsin(φ) v0 0




















α (X − cot(φ)Y ) + u0. (3.40)



















Y + v0. (3.42)
Para finalizar então as formulações de ∆ut e ∆vt, é necessário elaborar expressões algébricas para as
coordenadas genéricas ut e vt do pixel rastreado nas imagens subsequentes a I1. De maneira análoga a realizada
















só que desta vez as condições inciais não são válidas, pois a câmera pode ter se deslocado em relação à sua



























 α −α cot(φ) u0 00 βsin(φ) v0 0




















α (Λt − cot(φ)µt) + u0. (3.47)



















µt + v0. (3.49)



































































O que conclui a elaboração destes dois elementos do vetor de medição apresentado na Equação 3.24. Os outros
dois elementos, eu,t e ev,t, são, como dito anteriormente, as coordenadas da epípola na imagem It.
A epípola é um importante elemento da Geometria Epipolar [18], e basicamente pode ser entendido como
sendo o ponto de interseção de todas as linhas epipolares ou, de maneira equivalente, como sendo a imagem
em uma vista do centro da câmera em outra vista. Sendo mais claro, a epípola na imagem It é o ponto onde
seria projetado o centro da câmera no instante em que foi capturada a imagem I1.






pois o vetor tcamg,t apresenta a translação da câmera no instante de tempo t em relação ao {G} que, dadas as
condições inicias, também é onde se encontrou a origem da câmera quando foi capturada a primeira imagem











o que leva às expressões algébricas:





e3,t = t3,t. (3.58)
Convertendo então o ponto et, dado em coordenadas homogêneas, para coordenadas em pixel na imagem It,












(t1,t − cot(φ)t2,t) + u0 (3.61)















Com isso, tem-se então que todos os elementos do vetor de medições apresentam uma formulação algébrica
em função das variáveis de estado, como propõe a abordagem do estimador baseado no FKE.
3.2.2.5 Jacobianos
Como apresentado no tópico 3.2.2.1, o FKE necessita, para sua correta implementação, do cálculo dos
jacobianos Ft e Ht. No caso do modelo projetado, a função de propagação de estados f apresentada na
























































































































onde as componentes do jacobiano que são calculadas baseadas na formulação de ∆ut, apresentada na Equação





















































































































































































































































































































































Com isso chega-se ao final da seção 3.2. Nela mostrou-se todas as etapas do desenvolvimento do projeto do
FKE que realiza a estimação dos parâmetros internos da câmera monocular que é usada na captura das imagens.
A Figura 3.2 apresenta um esquemático do algoritmo descrito nesta seção.
Análise em relação ao desempenho do algoritmo, bem como possíveis pontos a serem melhorados, serão
apresentados no próximo capítulo.
3.3 LOCALIZAÇÃO VISUAL INERCIAL COM AUTO-CALIBRAÇÃO
DE CÂMERA (LOVIACC)
A presente seção tem como objetivo apresentar o algoritmo de Localização Visual Inercial com Auto-
Calibração de Câmera (LOVIACC) desenvolvido. Este algoritmo tem como base o estudo de auto-calibração
de câmera a partir de técnica de filtragem estocástica mostrado na seção anterior. Mas apesar de tê-lo como
base, o objetivo final deste algoritmo de LOVIACC não é mais a auto-calibração em si. A estimação dos
parâmetros internos da câmera será apenas um dos propósitos do LOVIACC, pois, como o próprio nome diz,
trata-se de um sistema de localização a partir dos sensores visual e inercial.
De certa forma, pode-se entender a presente seção como uma evolução ou melhoramento do estudo ap-
resentado na seção 3.2. Esses melhoramentos vêm tanto no sentido de acrescentar novas grandezas a serem
estimadas como no sentido de melhorar a estimação das grandezas já estimadas, tornando essas estimações
mais confiáveis.
3.3.1 Definição do problema
Um agente robótico se locomove livremente no espaço carregando consigo uma câmera monocular e uma
UMI. Ambos os sensores estão fixamente acoplados no corpo do agente e possuem uma rotação Rumicam e uma
translação tumicam entre si constantes e conhecidas. A câmera captura imagens do ambiente enquanto o robô
realiza seus movimentos, a UMI, por sua vez, faz suas leituras de maneira independente da câmera, isto é, sem
que haja qualquer sincronia com o momento ou frequência em que ocorrem as capturas de imagens.





 α −α cot(φ) u0 00 βsin(φ) v0 0








já apresentada no capítulo 2 e na seção anterior, relaciona todos os pontos tridimensionais, representados no
{CAM}, com suas respectivas projeções no plano da imagem.
A cada nova imagem It capturada, tem-se a possibilidade (com um sistema de odometria visual) de se
reconstruir a movimentação desempenhada pela câmera no intervalo de tempo entre as capturas a menos de
uma escala λ.
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A cada nova leitura dos acelerômetros e giroscópios da UMI tem-se a possibilidade de alimentar um sistema
de localização inercial e, consequentemente, de se realizar a estimativa da orientação e posição da UMI em
relação ao {G}.
Com estes sistemas de localização funcionando partir das leituras dos sensores mencionados, tem-se como
objetivo a estimação da localização do agente em relação a {G}, com grau de confiança maior do que o obtido











na qual o agente se encontra no instante de tempo




no instante de tempo t, qt é o quatérnion unitário [32] que
corresponde a orientação do agente em relação ao {G}, também no instante de tempo t e λ é a escala de
grandeza na qual foram feitas as estimativas de movimento com o sistema de Odometria Visual monocular
utilizado.
Paralelamente a estas estimativas que dizem respeito a localização do robô no espaço, o sistema LOVIACC








que são as variáveis apresentadas na matriz da câmera presente na Equação 3.117.
3.3.2 Algoritmo
O algoritmo desenvolvido para solucionar o problema proposto pode ser explicado resumidamente da
seguinte forma: Toda nova imagem capturada pela câmera é entregue a um sistema de Odometria Visual que,
com todos os seus pré requisitos satisfeitos, consegue estimar a posição e orientação da câmera (e consequente-
mente do agente que a porta) em relação ao {G}.
Paralelamente a captura das imagens pela câmera, a Unidade de Medição Inercial está realizando leituras
com seus acelerômetros e giroscópios. Estas leituras são utilizadas juntamente com as estimações da Odometria
Visual como entrada para uma Fusão Sensorial que pretende obter uma estimativa mais confiável da posição e
orientação do robô que carrega os sensores em relação ao sistema de coordenadas globais.
Além de estimar as grandezas relativas à posição do robô, o processo de fusão sensorial consegue ainda
recuperar a escala λ que falta na estimação da Odometria Visual. Após ter sido realizada a fusão sensorial das
leituras dos sensores, as estimativas mais confiáveis obtidas são utilizadas como um dos parâmetros de entrada
do estimador dos parâmetros internos da câmera.
Os valores encontrados destes parâmetros são então entregues ao sistema de Odometria Visual para que o
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Figura 3.3: Esquemático do algoritmo de LOVIACC proposto.
mesmo consiga resultados ainda mais precisos na sua tarefa de reconstruir a trajetória da câmera.
A Figura 3.3 apresenta uma ilustração do esquema do algoritmo, onde é possível observar, de maneira
global e superficial, o fluxo cíclico dos dados capturados pelos sensores, bem como dos dados estimados.




• Estimador de Parâmetros.
3.3.2.1 Odometria Visual
Como apresentado no começo desta seção, o algoritmo de LOVIACC desenvolvido é composto, dentre
outras partes, por um sistema independente de Odometria Visual (OV). O capítulo 2 apresentou na seção 2.3
uma possível implementação de OV, esta, por sua vez, foi a implementação escolhida para compor o algoritmo
LOVIACC. A Figura 3.4 apresenta, de maneira simplificada, um esquema que ilustra a OV como uma “caixa
preta” que recebe dados da câmera (imagens) conjuntamente com a informação de calibração do sensor visual
(parâmetros internos que modelam a matriz da câmera) para estimar o vetor de posição s e o quatérnion unitário
q, que representa a orientação do agente robótico em relação ao {G}.
O restante deste tópico será dedicado a reapresentar o funcionamento desta implementação de Odometria
Visual, mas se abstendo de entrar em detalhes muito profundos, pois os mesmos já estão presentes na seção 2.3
do presente trabalho.
A OV implementada como parte do LOVIACC pode ser resumida basicamente da seguinte maneira:
No momento da captura da primeira imagem pela câmera, define-se que a origem do sistema de coordenadas
globais está posicionada no meso ponto, e com a mesma orientação, do sistema de coordenadas da câmera. Tal
medida faz com que seja menos custoso encontrar, a cada nova imagem capturada, a posição e orientação da
câmera (e consequentemente do robô).
Voltando à primeira imagem capturada, I1, nela se aplica um detector de pontos salientes, como o SURF[43].
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Figura 3.4: Esquemático de fluxo de dados do sistema de Odometria Visual utilizado no LOVIACC proposto.
Em seguida, a câmera (e o robô) estão livres para se movimentar livremente no espaço. Assim que a próxima
imagem é adquirida, rastreia-se os pontos salientes encontrados na imagem anterior.
Com as coordenadas dos pontos presentes em ambas as imagens, é possível, com o auxílio da geometria
epipolar, calcular a chamada Matriz Essencial. Esta matriz é um importante ente que traz em sua definição
formal a constante epipolar, já mostrada no capítulo 2:
pˆ′TEpˆ = 0 (3.120)
Esta definição matemática da matriz E é a maneira pela qual o sistema de Odometria Visual a calcula numeri-
camente, como já discutido na seção 2.3.
A Matriz Essencial E pode ainda ser entendida pela sua definição matemática que a relaciona com a trans-
formação de corpo rígido que caracteriza a movimentação desempenhada pela câmera entre as capturas dos
frames em análise, isto é:
E = [t]×R (3.121)
Sendo assim, tem-se que a partir da Matriz Essencial encontrada é possível caracterizar a movimentação da
câmera entre as capturas com um vetor de translação t e com uma matriz de rotaçãoR.
Com a chegada de uma nova imagem capturada It, tem-se que o processo se repete, encontrando-se assim,
uma sequência de translações e rotações desempenhadas pela câmera que podem ser concatenadas para se
descobrir a posição e orientação do sensor visual (e do robô) em relação ao {G}.
É importante ressaltar, mais uma vez, que este processo é capaz de reconstruir a translação desempenhada
pela câmera entre as capturas a menos de uma constante λ. Isso se dá pelo fato de se estar utilizando uma
câmera monocular, o que faz com que se perca a noção de profundidade dos objetos com a projeção realizada
pela câmera.
Esta escala λ pode ser encontrada se, em conjunto com a OV, existir outro sensor, ou conjunto de sensores,
desempenhando papel equivalente de se estimar a movimentação do agente robótico. No caso do sistema
LOVIACC que está sendo descrito, existe um sistema de Navegação Inercial em paralelo à OV. Este SNI é
utilizado como um “lastro” para se recuperar a escala λ. O procedimento de recuperação desta grandeza se
dará na etapa de fusão sensorial do algoritmo, e será melhor detalhado adiante.
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3.3.2.2 Filtro de Kalman Unscented
O Filtro de Kalman (FK) [51] é uma importante ferramenta estocástica. É amplamente utilizada nas mais
diversas áreas, inclusive em diversas abordagens de algoritmos da robótica. O único problema é que o filtro
funciona somente com sistemas lineares, pois os mesmos realizam apenas transformações lineares sobre as
variáveis de estado em suas funções de propagação de estados e medição, o que faz com que o resultado dessas
transformações sejam também distribuições gaussianas.
Porém, existem diversos casos em que um sistema não consegue ser modelado linearmente. Nesse tipo de
sistema, não é possível aplicar o Filtro de Kalman. Para sistemas não lineares, é necessário realizar uma espécie
de linearização das transformações não lineares que são aplicadas às variáveis de estado para que o resultado
das transformações seja também uma gaussiana. Nesse contexto, surgem algumas variantes do FK que servem
justamente para expandir a gama de sistemas que podem usufruir das técnicas de filtragem que surgem com o
FK.
Talvez a técnica mais famosa e implementada na literatura das pesquisas relacionadas a robótica móvel
seja o Filtro de Kalman Estendido [7], que foi inclusive a técnica utilizada para se linearizar o sistema de Auto-
Calibração de Câmera apresentado na seção anterior. O FKE, como já visto, realiza as linearizações necessárias
para desempenhar a filtragem a partir de expansões de série de Taylor. Para que seja realizada esta expansão
é necessário, também como já mostrado anteriormente, que se calcule uma série de Jacobianos, que podem se
mostrar uma tarefa realmente trabalhosa e custosa, especialmente se o vetor de estados do sistema for muito
grande.
Só que o FKE não é a única maneira de se realizar uma linearização das transformações de gaussianas.
Como alternativa ao FKE, tem-se o chamado Filtro de Kalman Unscented (FKU) [8]. O FKU realiza a lin-
earização estocástica a partir de uma regressão linear ponderada e apresenta resultados de linearização iguais
ou superiores aos conseguidos com o FKE. Outra grande vantagem de se utilizar o FKU está no fato de não
ser necessário calcular nenhum Jacobiano. Isso torna a sua implementação muito mais simples, especialmente
para sistemas com um grande número de variáveis de estado. Claro que existe um lado negativo em se optar
pelo FKU. Computacionalmente falando, o algoritmo é mais custoso do que o FKE.
O restante do presente tópico será dedicado à apresentação do algoritmo de implementação do FKU, que
pode tanto ser utilizado nas mesmas situações de um FKE ou de um FK, em tópicos futuros serão apresentadas
situações no algoritmo de LOVIACC em que o FKU é utilizado como uma ferramenta para se realizar a esti-
mação de parâmetros, mas também serão apresentadas situações em que o FKU aparece como técnica de fusão
sensorial.
Tem-se um sistema não linear:
xt = f (xt−1) + εx,t−1 (3.122)
yt = h (xt) + εy,t (3.123)
Onde xt é o vetor de estados do sistema, f é a função de propagação de estados, yt é o vetor de medições e
h é a função de medições do sistema. As variáveis εx e εy são os ruídos gaussianos brancos de média nula
que atingem, respectivamente, a função de propagação de estados, com matriz de covariância R, e a função de
medição, com matriz de covariância Q. Utiliza-se o FKU da seguinte maneira: Para cada instante de tempo
t, deseja-se obter uma estimativa para o vetor de estados representada por uma gaussiana de mesma dimensão
n que o vetor de estados com média µt e matriz de covariância Σt a partir da estimativa anterior µt−1 e das
60
medições atuais contidas no vetor yt. Essas estimativas são obtidas em etapas. Primeiro realiza-se a predição a
priori e em seguida a estimativa a posteriori, como será detalhado a seguir.
O primeiro passo consiste em obter a linearização da aplicação da função f sobre o vetor de estados para
que se obtenha uma gaussiana como estimativa a priori do FKU. Essa linearização se dá por meio da utilização
de pontos sigma.
A maneira de se calcular os pontos sigma consiste em selecionar 2n + 1 pontos da gaussiana, onde n é a
dimensão do vetor de estados (e consequentemente da gaussiana que se pretende obter ao final da estimação),
de forma que:
X [0]t−1 = µt−1 (3.124)





parai = 1, . . . , n (3.125)





para i = n+ 1, . . . , 2n (3.126)
onde τ = ρ2 (n+ κ) − n, com ρ e κ sendo parâmetros que determinam quão próximos ou distantes são os
pontos sigma uns dos outros em relação à média µ na distribuição gaussiana. Para cada ponto sigma X [i]t−1
encontrado existem dois pesos associados a ele. Um deles, ω[i]m , é utilizado para se computar a influência do
ponto sigma na média da estimativa, e o outro peso, ω[i]c , é utilizado para se computar a influência do ponto
















para i = 1, . . . , 2n. (3.129)
Uma vez tendo sido encontrados todos os pontos sigma e seus respectivos pesos, os pontos sigma passam
pela função f e, a partir dos resultados, calcula-se a média µ¯t e a covariância Σ¯t ponderadas destes resultados
como sendo a estimativa a priori. Matematicamente:










X¯ [i]∗t − µ¯t
)(
X¯ [i]∗t − µ¯t
)T
+R. (3.132)
Uma vez tendo sido encontrada a estimativa a priori, uma gaussiana de dimensão n, média µ¯t e matriz de
covariância Σ¯t, deseja-se encontrar a estimativa a posteriori. Para isso, é necessário encontrar outros 2n + 1
pontos sigma na distribuição a priori, de forma que:
X¯ [0]t = µ¯t−1 (3.133)
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parai = 1, . . . , n (3.134)





para i = n+ 1, . . . , 2n. (3.135)
Estes pontos sigma X¯ [i]t possuem os mesmos pesos ω[i]m e ω[i]c calculados anteriormente e são aplicadas a função












Z¯ [i]t − zˆt
)(
Z¯ [i]t − zˆt
)T
+Q. (3.138)
Para finalizar o ciclo de estimação a posteriori, é necessário calcular a matriz de correlação cruzada entre o






X¯ [i]t − µ¯t
)(
Z¯ [i]t − zˆt
)T
(3.139)






E finalmente, pode-se encontrar a distribuição gaussiana que representa a estimativa a posteriori do Filtro
de Kalman Unscented. Trata-se de uma distribuição com média µt e matriz de covariância Σt calculados como:
µt = µ¯t +Kt (zt − zˆt) (3.141)
Σt = Σ¯t −KtStKTt . (3.142)
Com isso conclui-se o ciclo de estimativas do FKU. Com a chegada de novas medições, pode-se efetuar
todos os passos novamente para realizar uma nova filtragem. Mais uma vez é importante ressaltar que este
FKU será utilizado no algoritmo de LOVIACC como técnica de fusão sensorial e como técnica de estimação
de parâmetros, como será mostrado nos tópicos a seguir.
3.3.2.3 Fusão Sensorial da Odometria Visual com Navegação Inercial
O começo do presente capítulo trouxe mais uma vez as vantagens de se utilizar as informações da Odometria
Visual em conjunto com as estimativas de um Sistema de Navegação Inercial. Ambos os sistemas apresentam
seus pontos fortes e fracos, mas fundindo as estimativas de ambos, pode-se aproveitar o que cada um tem de
melhor a oferecer.
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Figura 3.5: Esquemático da fusão sensorial entre a Odometria Visual e as leituras da UMI.
O resultado de uma fusão sensorial entre os dois sistemas é uma estimativa mais confiável a cerca da
orientação e posição do agente robótico que porta os dois sensores. Como já mencionado anteriormente, o
sistema LOVIACC desenvolvido apresenta como componente uma etapa de fusão sensorial entre a OV e as
leituras da UMI.
A Figura 3.5 apresenta uma ilustração do fluxo de dados no que diz respeito à fusão sensorial do algoritmo
de LOVIACC desenvolvido. Como pode-se perceber, o algoritmo da fusão pode ser resumindo como o processo
que recebe da OV as estimativas do vetor de posição s e quatérnio unitário q, que representa a orientação do
robô no espaço, e recebe também como entrada as leituras dos acelerômetros e giroscópios da UMI. A saída do
processo de fusão consiste em uma estimativa mais confiável da pose do robô em relação ao {G}, bem como
da escala λ que corrige as estimativas da Odometria Visual.
Esta fusão sensorial é realizada com a utilização de um FKU. O restante do presente tópico será dedicado a
apresentar o filtro que foi projetado para a fusão.
Vetor de Estados
Assim como no caso de um Filtro de Kalman Estendido, o FKU apresenta, a cada novo instante de tempo
t, uma estimativa dos elementos do vetor de estados a partir do modelo de predição e em conjunto com as
correções realizadas com o vetor de medições.








e cada uma das variáveis presentes no vetor serão melhor detalhadas a seguir.




, no espaço no qual se encontra o agente robótico
rastreado em relação ao sistema de coordenadas globais no instante de tempo t. O vetor vt corresponde ao




, do robô também no instante de tempo t.
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e é chamado de quatérnion unitário pois ζ2 + ϕ · ϕ = 1 [31].
E para finalizar a apresentação das grandezas presentes no vetor de estados, λ representa a escala na qual
se encontram as estimativas da Odometria Visual para a posição do robô. Como já discutido no capítulo 2, um
sistema de OV com uma câmera monocular é incapaz de reconstruir, sozinho, a escala na qual são realizadas
suas estimativas. λ pode ser facilmente entendido como uma espécie de “constante conversora” das unidades
estimadas com a OV para os sistema métrico.
Com isso, todos os elementos do vetor de estados do FKU da fusão sensorial já estão devidamente descritos.
O próximo tópico irá tratar a respeito das funções utilizadas para serem feitas as predições a priori do FKU
projetado.
Função de Propagação de Estados
Como já apresentado na seção 2.4 do capítulo 2, um filtro de Kalman pode ser utilizado para realizar uma
fusão sensorial. Uma das abordagens possíveis é fazer com que um dos sensores seja responsável por atualizar
a estimativa a priori e o outro seja responsável pela medição, sendo assim, quando se calcular a estimativa a
posteriori, o ganho de Kalman será o responsável por fazer a ponderação adequada entre os dois sensores para
que se obtenha a melhor estimativa da fusão.
A função de propagação de estados, ou simplesmente função de predição, é a responsável por realizar
a estimativa a priori, isto é, ela encontra a estimativa do vetor de estados a partir do estado anterior, xt−1,
em conjunto com as variáveis de entrada do sistema, ut. Em termos matemáticos, tem-se que a função f de
propagação de estados apresenta a forma:
xt = f (xt−1, ut) + εx,t−1 (3.144)
Isto é, para cada um dos elementos do vetor de estado, pode-se modelar uma função que prevê a evolução
das variáveis. Como o FKU que está sendo apresentado é responsável por realizar fusão sensorial entre os
dados lidos pela UMI e as estimativas de um sistema de Odometria Visual, optou-se por deixar a UMI como
sendo responsável pela etapa de predição do FKU. Em outras palavras, sempre que forem lidos novos dados
pela UMI, será executada a etapa de predição do FKU.
Como a Equação 3.143 apresenta, os elementos do vetor de estado são: st, vt,qt e λ. A partir de agora,
cada um deles terá sua predição a partir das leituras da UMI detalhada.
O vetor de entradas, ou controle, do sistema, ut, apresenta as leituras dos sensores inerciais no instante de







onde γ está relacionado com as leituras dos acelerômetros e Ω está relacionado às medidas dos giroscópios.
Ambas as variáveis serão melhor detalhadas ao longo do presente tópico.
A predição da variável de estado st pode ser realizada a partir do estado anterior, xt−1, da seguinte forma:
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st = st−1 + Tvt−1 +
1
2
T 2 (Rt−1 (γ + εγ)− g) + 1
2
T 2εa. (3.146)





adquiridas pelos acelerômetros da UMI em relação ao {G}. g é a aceleração
gravitacional. εγ é o ruído gaussiano branco associado à leitura dos acelerômetros e εa é o ruído gaussiano
branco de média nula associado à propagação de estados. Já a matriz Rt−1 é a matriz de rotação (que é
facilmente obtida a partir de um quatérnion unitário [32]) que corresponde a orientação do robô no instante
t− 1.
Com isso, percebe-se que o estado de st consegue ser predito facilmente a cada nova leitura da UMI. De
maneira análoga, a variável de estado vt também pode ser obtida seguindo a mesma lógica. A função de
predição para esta variável de estado é:
vt = vt−1 + T (Rt−1 (γ + εγ)− g) + Tεa. (3.147)
As Equações 3.146 e 3.147 mostram que é possível, a partir do estado anterior xt−1 e das leituras da UMI,
realizar a estimação a priori das grandezas relacionadas a posição e velocidade do robô.
Para a variável de estado qt a estimação a priori é realizada de uma maneira um pouco menos direta. Como
a frequência de leitura da UMI é relativamente alta (cerca de 200Hz), é razoável se assumir que a movimentação
angular do agente robótico percebida entre duas leituras seja pequena. Sendo assim, é aceitável realizar uma
aproximação do quatérnion unitário[31] para que o mesmo seja denotado por suas duas componentes, ζ e ϕ,
como funções de δθ,t:
ζt = ζt−1 − 1
2
ϕTt−1δθ,t, (3.148)










corresponde aos ângulos da rotação realizada em relação a cada um
dos eixos x, y e z do {G} percebida pelos giroscópios da UMI.
Sendo assim, só é necessário rastrear o comportamento de δθ,t para se realizar a predição do estado de




adquirida pela UMI e
verificar que:
δθ,t = T (Ω + εΩ) + Tεω. (3.150)
Onde εΩ é o ruído gaussiano branco associado as leituras dos giroscópios da UMI e εω é o ruído gaussiano
branco que influencia da propagação do estado da função de predição.
Para finalizar todas as variáveis de estado, resta analisar o caso de λ. Tem-se nesta variável uma grandeza
que não é observada diretamente por leitura alguma da UMI, restando a esta variável ser estimada a partir da
medição (a exemplo do vetor de estados do FKE da seção 3.2). Desta forma, a estimativa a priori de λ será
realizada da maneira mais simples possível: mantendo sua estimativa anterior. Matematicamente, tem-se que:
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λt = λt−1 + ελ (3.151)
onde ελé o ruído gaussiano branco que perturba a propagação de estado.
Com isso, conclui-se a apresentação de todas as funções de predição de todas as variáveis de estado. Como
pode-se perceber, elas são atualizadas mediante leitura dos sensores da UMI. Ressalta-se assim que a predição
do FKU projetado está atrelada às leituras dos sensores inerciais.
Medição
Dessa forma, chega-se à etapa em que se descreve o processo de medição do FKU. Enquanto a etapa
de predição foi destinada a descrever como os sensores inerciais fazem sua contribuição para a estimativa, a
etapa de medição será aquela na qual o sensor visual, através dos resultados da Odometria Visual, faz sua
contribuição.
A função de medição do Filtro de Kalman Unscented, h, é basicamente a função que consegue modelar a
os elementos do vetor de medições, yt, como função dos elementos do vetor de estados, xt. Matematicamente:
yt = h (xt) + εy (3.152)
onde εy corresponde ao ruído gaussiano branco que perturba o vetor de medições.
No caso do FKU projetado, o vetor de medições é composto pela estimativa de posição e da orientação







Talvez o mais importante neste momento seja perceber que a estimativa da pose do robô obtida pela Odome-
tria Visual seja um pouco diferente da obtida pelos sensores inerciais da UMI. A OV faz suas estimativas em
relação a posição inicial da câmera, que no caso foi estipulada para ser a origem do sistema de coordenadas
globais, como mencionado no tópico 3.3.2.1. Já o sistema de navegação inercial que utiliza a UMI como
entrada, embora faça suas estimativas também em relação ao {G}, faz suas estimativas de movimentação cen-
tradas no eixo de referências da UMI.
O FKU projetado selecionou a referência das estimativas de posição do SNI como sendo a referência da
pose do robô representada no vetor de estados. Essa escolha se deu de maneira que viesse a minimizar o
número de conversões de coordenadas realizadas ao longo da implementação do fusão. Dessa forma, a função
de medição h tem como tarefa ser capaz de converter essas coordenadas (entre as que centram a UMI e as que
centram a origem da câmera) bem como evidenciar a única variável de estado que necessita das estimativas da
OV para poder ser estimada: λ. Logo, pode-se enunciar a função de medição de sov,t como:
sov,t = λR
cam
umi (st) + t
cam
umi (3.154)
onde a matriz Rcamumi corresponde a rotação que existe entre a UMI e a câmera e o vetor t
cam
umi corresponde à
translação existente entre os dois sensores. Válido lembrar que ambas essas medidas são fixas e conhecidas.
Já a medida de qov,t pode ser modelada como:
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Figura 3.6: Representação gráfica da linha do tempo mostrando possíveis momentos em que ocorrem capturas
de novas imagens pela Câmera ou leituras dos sensores da UMI.
qov,t = q
cam
umi  qt (3.155)
onde o quatérnion qcamumi representa a rotação que existe entre a UMI e a câmera e a operação  representa a
multiplicação de quatérnions [32].
Considerações finais
Assim chega-se ao ponto em que todos os elementos necessários para a implementação do Filtro de Kala-
man Unscented que vai realizar a fusão sensorial estão devidamente descritos. Basta seguir o algoritmo de-
scrito no tópico 3.3.2.2 e será possível obter como resultado a estimativa da fusão entre a Odometria Visual e
as leituras dos acelerômetros e giroscópios da UMI, bem como a estimação da escala λ da estimação da OV.
Existe ainda uma importante observação a ser feita. No tópico 3.3.1 foi dito que não existe qualquer
necessidade de sincronia entre a captura de imagens por parte da câmera com a leitura dos sensores inerciais
da UMI. Além disso, foi tomado o devido cuidado para que as etapas de predição e medição do FKU projetado
não misturassem leituras da UMI com estimações da OV, isto é, deixou-se a trabalho da etapa de predição
lidar com as leituras da UMI enquanto a etapa de medição lida com a OV. Assim, tem-se uma situação na qual
pode-se executar a etapa de predição toda vez que uma nova leitura da UMI estiver disponível, e executar a
etapa de medição sempre que uma nova estimativa da Odometria Visual estiver disponível.
Como a OV depende de novas capturas de imagens por parte da câmera para poder realizar estimações, tem-
se que as mesmas possuem frequência de atualização limitada à taxa de captura da câmera. As taxas de leitura
da UMI e da câmera são, na maioria das vezes, diferentes. A UMI apresenta uma freqência de atualização
muito maior que a da câmera, desse modo, serão realizadas muito mais predições do FKU do que medições.
A Figura 3.6 apresenta uma ilustração que apresenta uma espécie de linha do tempo, na qual é mostrada
possíveis momentos em que são realizadas novas leituras dos sensores inerciais da UMI e também os momentos
em que chegam novas imagens vindas da câmera. Dessa forma é possível observar que ocorrem mais predições
que medições do FKU.
Até aqui foi apresentado o algoritmo de fusão sensorial que é responsável pela estimação da pose do agente
robótico rastreado, ou seja, tem-se, até o presente momento, um sistema de Localização Visual Inercial. Para
que o mesmo se torne um LOVIACC ainda falta a parte responsável pela estimação dos parâmetros internos da
câmera. O próximo tópico irá tratar justamente desta parte final do algoritmo desenvolvido.
3.3.2.4 Estimador de Parâmetros Internos da Câmera
Na seção 3.2 foi apresentada uma primeira tentativa de se projetar um sistema de auto-calibração de câmeras
monoculares a partir de informações contidas nas imagens capturadas e com o auxílio das leituras dos giroscó-
67
pios de uma UMI. Ou seja, um sistema que não precisasse de qualquer preparação ou conhecimento prévio
do ambiente na qual a câmera está inserida e que fosse executado de maneira online, permitindo ao sistema
ter conhecimento em tempo real a cerca dos valores dos parâmetros da câmera, sem precisar tomá-los como
constantes.
O presente tópico irá apresentar a o que seria uma evolução da técnica desenvolvida naquele momento.
Como já mencionado anteriormente, ela não tem mais o objetivo da auto-calibração por si só, mas sim como
parte de um sistema mais complexo, um sistema de LOVIACC.
Sendo assim, é válido dizer que o estimador de parâmetros internos da câmera que será descrito apresenta
muitas semelhanças com o descrito na seção anterior, porém, sempre que houver diferença, ela será ressaltada.
De início, uma diferença já fica evidente com o que já foi apresentado até o momento. Não mais será uti-
lizado um FKE para realizar a estimação, mas sim um FKU, isso para se obter uma estimativa mais confiável da
linearização das não linearidades envolvidas no processo de calibração, mas também para evitar a necessidade
de se calcular os Jacobianos que o FKE exige.
Nos próximos tópicos serão apresentados todos os componentes necessários para se implementar o FKU do
estimador, ou seja, a definição das variáveis de estado, as funções de predição, o vetor e as funções de medição
do sistema.
Vetor de Estados
Assim como no caso do algoritmo apresentado na seção 3.2, o estimador de parâmetros internos da câmera
do sistema de LOVIACC tem como o objetivo a estimação dos valores que compõem a matriz da câmera
K =
 α −α cot(φ) u00 βsin(φ) v0
0 0 1
 . (3.156)
E como o FKU consegue a cada ciclo de etapa de predição e medição a atualização dos elementos do vetor









Logo se observa que todos estes elementos estão inclusos também no vetor de estados do FKE da seção
anterior apresentado na Equação 3.21. Mas também nota-se que vários elementos presentes no estimador
anterior não estão mais listados como variáveis de estado deste novo estimador. Isso se dá principalmente
porque as variáveis que diziam respeito a posição do agente robótico não precisam mais ser estimadas, uma
vez que elas são medidas e obtidas através da fusão sensorial descrita no tópico 3.3.2.3, que é executado
paralelamente ao FKU estimador dos parâmetros. Para se ter uma ideia mais ampla a cerca da temporalidade
da execução do estimador com a fusão sensorial, sempre que uma nova imagem fica disponível (como ilustrado
na Figura 3.6) além de se executar a medição do FKU da fusão, é também executado todo o ciclo do FKU do
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estimador de parâmetros.
As demais variáveis de estado que estavam presentes no vetor do FKE e não estão mais presentes neste
novo vetor de estimações foram retiradas por alterações na modelagem do problema, como será evidenciado
nos tópicos seguintes.
Função de Propagação de Estados
A função de propagação de estados tem como tarefa realizar a predição do estado xt a partir do estado
anterior xt−1. No caso das variáveis de estado apresentadas na Equação 3.157, ou seja, α,β, φ, u0 e v0, tem-se
que todas elas são, idealmente, constantes. Como apresentado no capítulo 2, as alterações nos valores dos
parâmetros internos são causadas por choques mecânicos, trepidações ou qualquer outra avaria que a câmera
venha a sofrer no período em que o robô se movimenta.
Desta forma, a função de predição f do FKU do estimador de parâmetros pode ser expressa, matematica-
mente, como:
xt = xt−1 + εx (3.158)
onde εx corresponde ao ruído gaussiano branco de média nula que atinge a propagação de estados.
Outra justificativa para este modelo de predição se justifica pelo fato de ser praticamente impossível modelar
matematicamente a forma e os instantes pelos quais os parâmetros se alteram, uma vez que sua mudança está
atrelada a eventuais colisões mecânicas que a câmera venha a sofrer a depender do percurso que o robô que a
carrega desempenha.
Medição
Antes de apresentar o modelo de medição adotado pelo FKU estimador de parâmetros é necessário primeiro
conhecer qual é o vetor de medições que será utilizado para auxiliar na estimação. Aqui o leitor perceberá
algumas das mudanças mais drásticas em relação ao estimador baseado no FKE apresentado na seção anterior.














Só de olhar já da pra perceber que seu tamanho é variável e que ele possui 2n + 2 elementos. Isto é, a
depender do instante de tempo em que o ciclo de estimação está sendo executado, a quantidade de elementos
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presentes no vetor de medições poderá ser diferente. Cada par de elementos ui,t e vi,t, presentes no vetor de
medição, correspondem às coordenadas da imagem nas quais o i-ésimo ponto de interesse rastreado se encontra
no instante de tempo t. Já as medidas eu,t e ev,t correspondem às coordenadas na imagem de onde se encontra
a epípola no instante de tempo t.
No caso do FKE apresentado na seção anterior, existia um número fixo de medidas realizadas pois se
rastreava apenas um único ponto entre as imagens. Com isto, calculava-se sempre o deslocamento da posição
deste ponto em relação a sua posição de origem na primeira imagem, isto é, calculava-se ∆ut e ∆vt.
Mas no presente estimador a abordagem foi alterada. Ao invés de sempre se rastrear um único ponto
que precisa aparecer em todas as imagens desde a primeira captura realizada pela câmera, rastreia-se todos
os pontos que sejam comuns a duas imagens capturadas consecutivamente. Toma-se como medidas, para o
vetor de medições, as coordenadas na imagem nas quais os pontos rastreados estão presentes na imagem mais
recente.
Em outras palavras, os 2n primeiros elementos do vetor de medições yt do FKU estimador correspondem
as coordenadas (u, v) de todos os pontos da imagem It que também estejam presentes na imagem It−1.
Tendo sido apresentado o vetor de medições, é necessário agora apresentar como os elementos do mesmo
podem ser modelados como funções do vetor de estados xt.
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tão utilizada ao longo deste trabalho, é a responsável por modelar a forma com a qual se dá a projeção de um
ponto 3D do espaço, representado no {CAM}, em um ponto (u, v) da imagem. É com esta equação que, mais
uma vez, será realizada a modelagem dos elementos do vetor de medição.
Para o caso dos elementos correspondentes a coordenada u dos pontos na imagem, isto é, para todos os




α (Xi,t − cot(φ)Yi,t) + u0. (3.161)
E para todos os elementos correspondentes a coordenada v dos pontos na imagem, isto é, para todos os






Yi,t + v0. (3.162)
Nas Equações 3.161 e 3.162, percebe-se que os 2n primeiros elementos do vetor de medições podem ser
expressos como função do vetor de estados xt, como desejado, mas também como função do ponto tridimen-





. As coordenadas deste ponto não se encontram no vetor de es-
tados, mas são fornecidas através de uma medição a parte do FKU projetado. Esta medição se dá através de
uma triangulação de pontos, que serve justamente para recuperar as coordenadas 3D de pontos que estão pre-
sentes em duas imagens consecutivas, das quais se conhecem as coordenadas de pontos equivalentes em ambas
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as imagens (por isso a necessidade de o ponto presente no vetor yt estar presente também na imagem It−1)
[68, 17].
Para finalizar a apresentação dos modelos de medição dos elementos do vetor yt, as coordenadas da epípola,
eu,t e ev,t, podem ser modeladas pela ideia de formação da epípola a partir da movimentação da câmera, isto é,
de que o ponto onde se encontra a epípola na imagem It é exatamente o ponto onde se encontraria a projeção








correspondente ao deslocamento da câmera entre os instantes de tempo t − 1 e t. Este vetor de deslocamento
pode ser obtido a partir da posição estimada pela fusão sensorial do agente robótico no instante de tempo t− 1
e t em conjunto com o conhecimento da posição da câmera relativo ao corpo do robô.











o que leva às expressões algébricas:





e3,t = t3,t. (3.167)
Convertendo então o ponto et, dado em coordenadas homogêneas, para coordenadas em pixel na imagem It,












(t1,t − cot(φ)t2,t) + u0 (3.170)
















Assim, conclui-se a apresentação de todas as etapas do Filtro de Kalman Unscented projetado para servir
de estimador dos parâmetros internos da câmera. Lembrando que o filtro foi projetado para ser executado em
paralelo ao outro FKU apresentado nesta seção, responsável pela fusão sensorial da Odometria Visual com as
leituras dos sensores inerciais da UMI.
3.3.2.5 Considerações Finais
Fica concluída então a apresentação do algoritmo de Localização Visual Inercial com Auto-Calibração da
Câmera (LOVIACC) proposto neste trabalho. O algoritmo surgiu como uma espécie de aperfeiçoamento do
método de auto-calibração proposto na seção 3.2 e é baseado no conjunto de dois FKUs que funcionam em
paralelo.
Um dos filtros é responsável pela fusão sensorial entre as estimativas de posição e orientação obtidas por
um sistema de Odometria Visual com as leituras dos acelerômetros e giroscópios da UMI carregada pelo agente
robótico. Já o outro FKU é responsável pela estimação dos parâmetros internos da câmera.
A análise de desempenho deste algoritmo, bem como possíveis pontos a serem melhorados serão apresenta-





O capítulo 3 apresentou dois algoritmos desenvolvidos ao longo da realização da pesquisa deste trabalho.
Inicialmente, foi apresentado um primeiro algoritmo desenvolvido para se implementar um sistema de auto-
calibração de uma câmera monocular. Este algoritmo funciona a partir das imagens capturadas pela câmera
e com o auxílio de uma Unidade de Medição Inercial (UMI), sem qualquer necessidade de conhecimento, ou
preparo, prévio do ambiente em que a câmera captura suas imagens.
Em seguida foi apresentado um segundo algoritmo que veio para expandir o primeiro. Este segundo al-
goritmo tinha como objetivo não somente auto-calibrar a câmera, mas também estimar, de maneira confiável,
a posição e orientação de um agente robótico que porta os dois sensores (câmera e UMI). Chamou-se este
segundo algoritmo de Sistema LOVIACC (Localização Visual Inercial com Auto-Calibração de Câmera).
Chega-se então ao presente capítulo, que tem como objetivo reportar os experimentos que foram realizados
para validar e testar os dois algoritmos apresentados. A seção 4.2 descreve o experimento realizado para a
validação da Auto-Calibração de Câmera com Auxílio de uma UMI bem como faz uma análise dos resultados
encontrados na estimação dos parâmetros internos da câmera com o FKE implementado. Já a seção 4.3 trata dos
experimentos realizados para validar o sistema de LOVIACC projetado e também traz análises e comparações
a cerca dos resultados encontrados tanto na estimação dos parâmetros internos da câmera quanto na estimativa
da localização a partir das leituras dos sensores envolvidos.
4.2 VALIDAÇÃO DA AUTO-CALIBRAÇÃO DE CÂMERA COM AUXÍLIO
DE UMA UMI
Para a validação do algoritmo de Auto-Calibração de Câmera com Auxílio de uma UMI, que tem como
objetivo realizar a estimativa dos parâmetros internos da câmera, realizou-se um experimento no mundo real
com uma câmera capturando imagens e uma UMI, acoplada à câmera, fazendo leituras com seus sensores
inerciais.
A câmera utilizada no experimento foi uma Firefly FMVU-03MTM/C global shutter capturando imagens
a uma taxa de cinco quadros por segundo. Já a Unidade de Medição Inercial utilizada foi uma Memsense Nano
IMU que, como dito no capítulo 3, realizava suas medições em sincronia com a captura das imagens da câmera,
ou seja, sempre que uma nova imagem era capturada, uma nova leitura da UMI também ficava disponível.
A Figura 4.1 apresenta a montagem dos sensores que foram utilizados para a realização do experimento.
Como pode-se perceber, a UMI é fixamente acoplada ao corpo da câmera, e a transformação de corpo rígido
entre as origens referenciais dos sensores é medida.
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Figura 4.1: Montagem dos sensores utilizados na realização do experimento. Tem-se uma câmera Firefly
FMVU-03MTM/C global shutter com a UMI Memsense Nano IMU fixamente acoplada ao corpo da câmera.
4.2.1 Descrição do Experimento
Uma vez tendo sido apresentados os modelos dos sensores, suas taxas de captura e a configuração física na
qual os mesmos foram dispostos, pode-se seguir com a descrição do experimento.
(a) (b)
(c) (d)
Figura 4.2: Imagens capturadas pela câmera enquanto a mesma era submetida a um movimento circular sobre
uma mesa de laboratório.
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O experimento consistiu basicamente em segurar o conjunto de sensores com as mãos e registrar, em um
computador, suas leituras obtidas durante o movimento que os sensores foram submetidos. No caso, os sensores
foram deslocados no ar realizando movimentos circulares (realizando uma trajetória semelhante a uma forma de
pizza) com a câmera sempre apontando para a mesma direção e tentando manter a orientação global constante.
A Figura 4.2 apresenta quatro imagens capturadas enquanto os sensores eram deslocados sobre uma mesa
de laboratório. Como pode-se observar, as imagens deixam claro que a câmera sempre esteve voltada para a
mesma direção, maximizando assim o número de pixels que estavam presentes em todas as imagens capturadas
ao longo da execução do movimento.
Como mencionado anteriormente, as imagens e leituras da UMI foram armazenadas em uma espécie de
dataset para que fosse possível executar o algoritmo de forma independente, isto é, sem a necessidade de
conectar os sensores ao computador e movimentá-los toda vez que se desejasse rodar o estimador. Sendo assim,
tem-se que o experimento implementou o FKE estimador de parâmetros de maneira offline. Isto facilitou muito
o desenvolvimento do código, já que permitiu a execução do mesmo sem os sensores.
No próximo tópico serão apresentadas as estimativas das variáveis de estado do FKE estimador.
4.2.2 Resultados das Estimações
Uma vez tendo sido obtidos os dados dos sensores, isto é, as imagens capturadas com a câmera e as leituras
da UMI correspondentes aos instantes de captura das imagens, pode-se executar o Filtro de Kalman Estendido
apresentado na seção 3.2 do capítulo anterior.
A Figura 4.3 apresenta a evolução das estimativas obtidas com a execução do FKE projetado para os
parâmetros relacionados à distância focal da câmera, α e β, para o parâmetro φ, correspondente a angulação
existente entre os eixos u e v do sensor da câmera, e para o parâmetro k1, que corresponde ao primeiro fator de
distorção radial, conforme descrito no capítulo 3.
Nos gráficos encontram-se representados duas medidas. Em azul está representada a estimação do parâmetro
encontrado pelo FKE. Em vermelho, está o valor encontrado para o mesmo parâmetro interno da câmera só
que obtido utilizando uma técnica de calibração convencional previamente executada (de maneira offline e com
conhecimento das dimensões de um tabuleiro de xadrez apresentado para a câmera, como ilustrado na Figura
2.16).
Como é de se esperar, observa-se que as estimativas encontradas pela técnica convencional permanecem
constantes, enquanto que as estimativas dos parâmetros obtidos pelas estimativas do FKE apresentam uma
evolução ao longo das capturas das imagens. Os valores obtidos pela técnica convencional são utilizados como
sendo os “valores verdadeiros” dos parâmetros. O que é uma assunção um tanto razoável, uma vez que a
câmera foi calibrada (com a técnica convencional) instantes antes de ser utilizada para a captura do dataset e,
durante as capturas e execução do movimento, não foi evidenciado nenhum choque mecânico da câmera ou
qualquer outra avaria que justificasse a alteração dos seus parâmetros internos durante as capturas.
A evolução apresentada pelas estimativas do FKE se mostram, em um curto período de tempo, caminhar
para o encontro dos valores calibrados pela técnica convencional. O que mostra que os resultados das estima-
tivas do FKE são coerentes com o que se espera das calibrações.
Observa-se que todos os valores iniciais de todos os parâmetros apresentados foram escolhidos de modo






Figura 4.3: Resultados da aplicação do FKE para as estimativas dos parâmetros internos da câmera ao longo
do número do frame capturado. (a) Estimação do parâmetro α; (b) Estimação do parâmetro β; (c) Estimação
do parâmetro φ; (d) Estimação do parâmetro k.
parâmetro “real”, como no caso dos parâmetros β e k1, ou ainda com o mesmo valor do “real”, como no caso do
parâmetro φ. Importante notar que, mesmo os valores iniciais mais distantes dos “reais” não foram fisicamente
incoerentes, como seria, por exemplo, um valor relativo a distância focal negativo.
Com a escolha dos parâmetros iniciais estando em diferentes posições relativas ao seu “valor real”, espera-
se mostrar que essa escolha, ou “chute inicial”, pode ser feita de modo quase independente do valor real do
parâmetro. Mas recomenda-se que este valor seja um valor próximo ao real e, claro, fisicamente compatível
com o mundo real.
A Figura 4.3a apresenta a evolução da estimativa do parâmetro α ao longo da sequência dos quadros cap-
turados pela câmera. Como já mencionado, este foi um parâmetro que teve o seu valor inicial escolhido já bem
próximo ao valor real e, talvez por isso, dentre todos os parâmetros apresentados, ele tenha sido o que mais
rápido atingiu o valor “real” que deveria, o que aconteceu por volta da décima segunda imagem capturada. Esta
estimativa se manteve constante pelo intervalo de tempo que correspondeu as dez capturas seguintes.
Porém, neste intervalo de tempo em que a estimativa de α esteve constante, os demais parâmetros, β, φ
e k1, ainda estavam com suas estimativas relativamente distantes do valor real. Quando as estimativas destes
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Tabela 4.1: Tabela resumo dos parâmetros.
Parâmetro Valor Real Valor Inicial Valor Final Erro médio
α 633 615 629 ∼ 16
β 649 440 640 ∼ 59
φ pi2
pi
2 ∼ pi2 ∼ 0
k1 ∼ −1, 2 0, 3 ∼ −1, 19 ∼ 0, 4
últimos parâmetros atingiram valores bem próximos do que seria o seu valor “real”, o que aconteceu entre as
capturas do frame número 20 e 30, a estimativa do parâmetro α atingiu um pico de erro em sua estimativa.
Mas, com a chegada de novos frames, a sua estimativa foi atingindo valores cada vez mais próximos do valor
real. Terminando a estimativa com um erro de estimativa muito pequeno.
Analisando a Figura 4.3b, nota-se o padrão evolutivo da estimativa do parâmetro β, no qual percebe-se
exatamente o comportamento descrito no parágrafo anterior. Até cerca do trigésimo quadro capturado pela
câmera, a estimativa evolui gradativamente se aproximando do valor real do parâmetro. Uma vez este tendo
sido praticamente atingido, a estimativa de β se mantém constante.
A Figura 4.3c apresenta as estimativas do parâmetro φ. Observando a escala em que o gráfico está repre-
sentado, nota-se que a estimativa foi virtualmente constante ao longo de todo o experimento. O que de certa
forma faz sentido, uma vez que a angulação existente entre os eixos do sensor visual tende a ser de pi2 radiano.
Já a Figura 4.3d mostra a evolução da estimativa do parâmetro k1 da câmera. Como se observa, o parâmetro
teve um valor inicial distante do real, inclusive com sinal invertido em relação ao valor real, o que previa uma
distorção radial com comportamento bem diferente do observado nas imagens. Porém, com o passar das
capturas a estimativa foi se aproximando cada vez mais do valor real do parâmetro.
A Tabela 4.1 apresenta um resumo dos dados iniciais, valores reais, estimativas finais e erro médio ao
longo do experimento para cada um dos parâmetros analisados. Esta tabela, bem como os gráficos de evolução
das estimativas apresentados na Figura 4.3, mostram que o FKE projetado para realizar a auto-calibração dos
parâmetros internos da câmera atingiu resultados que foram compatíveis com uma técnica convencional de
calibração de câmera.
Claro não se pode assumir, com toda a certeza, que os valores encontrados na calibração tradicional sejam
de fato os valores reais, porém, como estas técnicas são confiáveis a ponto de serem utilizadas na maioria das
aplicações em que se necessita dos parâmetros internos da câmera, pode-se dizer que o algoritmo de auto-
calibração da câmera proposto apresentou estimativas muito boas.
Apesar dos resultados das estimações dos parâmetros terem sido muito semelhantes aos encontrados por
uma técnica de calibração convencional, os resultados da estimação da trajetória percorrida pela câmera ao
realizar as capturas das imagens foram ainda mais impressionantes.
A Figura 4.4 apresenta, de maneira gráfica, a estimativa encontrada para a movimentação da câmera ao
longo da realização do experimento. Com a ausência de um ground truth que possibilite uma análise quan-
titativa da estimativa, resta perceber, pela análise qualitativa, que o FKE foi capaz de estimar corretamente
a trajetória descrita pela câmera. Esta análise qualitativa faz com que o FKE auto-calibrador de parâmetros
também possa ser entendido como um algoritmo de estimação de trajetória.
Chega-se assim ao final da apresentação dos resultados do experimento realizado para validar o algoritmo
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Figura 4.4: Reconstrução da trajetória percorrida pela câmera enquanto foram realizadas as capturas das ima-
gens.
de auto-calirabração de câmera proposto. Como visto, foi possível efetuar a calibração da câmera a partir
de imagens capturadas por ela em conjunto com as leituras de uma UMI sem que fosse necessário qualquer
conhecimento, ou preparo, prévio a respeito do ambiente. É válido ressaltar que as estimações obtidas foram
muito semelhantes a uma calibração realizada com a mesma câmera através de uma técnica convencional.
Esta proximidade nos resultados das calibrações colocam o método desenvolvido como uma possível al-
ternativa a métodos convencionais de calibração, só que com as vantagens de não precisar de nenhum preparo
do ambiente e poder ser executado em paralelo a outras aplicações que usem a câmera. Além disso, caso
ocorra alguma avaria à câmera, que por ventura altere seus parâmetros internos, o FKE será capaz de corrigir a
estimativa e atualizar o valor estimado para o parâmetro.
Mas também é importante observar que o resultado aqui exposto serve, principalmente, para mostrar a
viabilidade do algoritmo proposto. Isto é, ainda é possível perceber que algumas alterações no algoritmo são
necessárias para que o mesmo fique ainda mais robusto às mais diversas situações. Por exemplo, um ponto
fraco a ser melhorado do presente algoritmo é que ele ainda não conta com um dispositivo de troca do ponto
tridimensional que está sendo rastreado. Isto faz com que exista a necessidade de o ponto tridimensional estar
sempre presente nas capturas das imagens. Se por um acaso este ponto for perdido ou sair do enquadramento
da imagem, o algoritmo, da forma que está, não será capaz de realizar estimações a respeito dos parâmetros
internos da câmera.
Este problema tem uma solução relativamente simples, basta fazer com que, sempre que o ponto 3D sendo
rastreado for perdido, se realize uma nova escolha de um ponto tridimensional cuja projeção esteja na imagem
atual. Assim que for realizada a nova escolha para o ponto, deve-se reiniciar as variáveis de estado que tem
relação com o ponto 3D, deixando apenas as estimativas dos parâmetros como estavam. Se isso for realizado,
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perde-se a restrição de orientação da câmera.
Mas um outro ponto positivo que estes resultados mostram é que foi possível fazer a estimativa dos parâmet-
ros internos da câmera e da trajetória por ela desempenhada, rastreando apenas um único ponto na imagem.
Isto faz com que os custos computacionais sejam muito menores do que se rastreassem vários pontos entre
as imagens. Isso porque com a existência de um único ponto a rastrear, o vetor de estados fica relativamente
compacto e de tamanho fixo. Além disso, as inversões matriciais necessárias para implementar o FKE ficam
mais leves para o computador quanto menor for o vetor de estados.
Com as análises aqui apresentadas e com os pontos fortes e fracos do algoritmo tendo sido devidamente
ressaltados, fica o saldo positivo de que o algoritmo se mostrou como uma possível solução para o problema
de auto-calibração de câmera.
4.3 VALIDAÇÃO DO SISTEMA LOVIACC
Para a validação do algoritmo do sistema de Localização Visual Inercial com Auto-Calibração de Câmera
(LOVIACC), desenvolvido ao longo do trabalho e apresentado na seção 3.3 do capítulo anterior, não se realizou
um experimento em mundo real, mas sim uma série de experimentos simulados que visam a comprovação da
eficiência do algoritmo.
Estes experimentos serão devidamente apresentados e explicados nesta seção. Da mesma forma, ainda
serão mostrados os resultados obtidos para as estimações dos parâmetros internos da câmera, bem como das
estimações de localização e orientação obtidas com a fusão sensorial entre as leituras dos sensores inerciais da
UMI com as estimações de um sistema de Odometria Visual. Desta forma, pretende-se verificar que o sistema
LOVIACC proposto representa uma boa alternativa de sensoriamento para navegação de robôs móveis.
4.3.1 Simulação
Para realizar o experimento de validação do algoritmo LOVIACC desenvolvido, inicialmente fez-se uma
simulação de um trajeto tridimensional no espaço percorrido por um agente robótico móvel. A partir deste
trajeto, simulou-se medidas que uma UMI faria se estivesse sendo portada pelo robô em movimento no trajeto
simulado. Além do trajeto, simulou-se também pontos 3D aleatoriamente posicionados no espaço. Estes pontos
foram projetados com uma câmera emulada para gerar o uma imagem sintética. Essa câmera foi simulada como
se estivesse sendo também carregada pelo robô. A transformação de corpo rígido entre a câmera emulada e o
centro referencial da UMI simulada são conhecidos.
Sendo assim, todos os dados necessários para se realizar os experimentos com o algoritmo de LOVIACC
foram gerados. A seguir serão apresentadas todas as simulações efetuadas que serviram de entrada para os
experimentos realizados.
O trajeto simulado foi pensado como sendo uma movimentação livre no espaço 3D sem qualquer restrição
de movimento ao robô, como por exemplo movimentá-lo apenas sobre o plano do chão. A ideia foi justamente
testar se o algoritmo funciona para qualquer tipo de movimentação desempenhada pelo agente robótico.
A Figura 4.5 apresenta um conjunto de gráficos nos quais é possível ver o trajeto que foi simulado para




Figura 4.5: Simulação do percurso realizado pelo agente robótico. (a) Representação 3D do percurso; (b)
Apresentação das três componentes (x, y e z) do percurso simulado.
onde é possível observar que o agente simulado percorre livremente pelo espaço. Já a Figura 4.5b mostra o
mesmo percurso simulado, só que desta vez, apresentando a evolução temporal das três componentes, x, y e z,
do movimento.
A partir das imagens percebe-se que o trajeto foi inteiramente percorrido pelo robô em um intervalo de
tempo de 15 segundos. Com a posição do agente robótico ao longo de todo o tempo de simulação, é pos-
sível também calcular a velocidade e a aceleração a que estava submetido o robô ao longo da realização do
experimento.
A Figura 4.6 apresenta os gráficos gerados a partir da variação da velocidade e aceleração lineares ao longo




Figura 4.6: Simulação da velocidade e aceleração da movimentação realizada pelo robô durante o experimento.
(a) Componentes da velocidade simulada ao longo do tempo; (b) Componentes da aceleração simulada ao longo
do tempo.
Para finalizar a geração de dados relativos a movimentação do agente robótico do experimento, simulou-se
também a orientação em que o centro de referência da UMI simulada estaria. Isto foi feito para que fosse
comprovada a capacidade do algoritmo em lidar com movimentações que alterem a orientação do robô, dessa
forma, será possível comprovar tanto que a fusão sensorial do algoritmo de LOVIACC consegue estimar a
orientação quanto para mostrar que eventuais alterações na orientação do robô não afetam a estimativa dos
parâmetros internos da câmera.
A Figura 4.7 apresenta os gráficos referentes a orientação dos eixos x, y e z, das coordenadas da UMI
em relação às coordenadas globais ao longo do tempo de simulação. As medidas nos gráficos estão apresen-
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Figura 4.7: Ângulos de rotação ao longo dos três eixos principais (x, y e z) que correspondem a orientação do
centro de referência da UMI simulada.
tadas em radianos. Esta foi a representação escolhida para geração dos gráficos pois a mesma é de mais fácil
compreensão. Mas o algoritmo de LOVIACC, como mostrado na seção 3.3, trabalha com a representação da
orientação por meio de um quatérnion unitário.
A partir de todas estas simulações a respeito da trajetória desempenhada pelo robô simulado, foi possível
realizar as leituras simuladas da Unidade de Medição Inercial. Isto é, supondo que uma UMI acoplada a um
robô móvel fosse submetida às movimentações descritas nas Figuras 4.5, 4.6 e 4.7, simulou-se quais seriam as
leituras dos acelerômetros e giroscópios desta UMI.
Figura 4.8: Simulação das leituras dos acelerômetros da UMI. Gráficos apresentam as componentes da aceler-
ação percebidas pelos três acelerômetros.
82
Figura 4.9: Simulação das leituras dos giroscópios da UMI. Gráficos apresentam as componentes da velocidade
angular percebidas pelos três giroscópios.
Com as informações a cerca do funcionamento da UMI e de seus sensores apresentados na seção 2.2, tem-
se que as simulações para as leituras dos sensores inerciais foram da velocidade angular, que seria lida pelos
giroscópios, e da aceleração linear, lida pelos acelerômetros.
A Figura 4.8 apresenta as componentes da aceleração linear simuladas como leituras da UMI ao longo de
todo o experimento. Já a Figura 4.9 mostra as componentes da velocidade angular, ao redor de cada um dos
eixos de coordenadas, medidas pela simulação dos giroscópios ao longo, também, de todo o experimento.
É possível observar que tanto as leituras dos acelerômetros quanto dos giroscópios simulados não estão
livres de ruídos. Estes ruídos possuem causas diversas e, mesmo não alterando consideravelmente as curvas de
evolução da aceleração em relação a aceleração original (comparando as Figuras 4.6b e 4.8), já não permitem
mais a reconstrução da trajetória sem que exista um erro de estimação proporcional ao quadrado do tempo de
simulação. Isto será comprovado em alguns tópicos e contornado com a fusão sensorial que será apresentada,
também, em tópico futuro.
Para finalizar a simulação das leituras dos sensores utilizados no experimento, resta mostrar como foi feita
a simulação das imagens capturadas pela câmera emulada, ou ainda, como foi o processo de sintetização de
imagens para estes experimentos.
O processo de geração destas imagens sintéticas inicia-se com a criação de pontos tridimensionais espal-
hados, de maneira aleatória, ao longo do espaço de simulação. Esses pontos são representados na Figura
4.10a, que mostra aquele mesmo gráfico 3D com a representação da trajetória percorrida pelo robô ao longo
do experimento só que envolvida por diversos pontos verdes espalhados pelo espaço. Estes pontos verdes são
representações mínimas de pontos salientes que a câmera viria a capturar se estivesse observando uma cena
real.
Partindo destes pontos espalhados no espaço, foi possível sintetizar uma imagem da cena vista pela câmera





Figura 4.10: Geração de imagem sintética utilizada nos experimentos. (a) Nuvem de pontos 3D posicionados
no espaço para simular pontos de interesse em uma imagem; (b) Imagem sintética gerada a partir da projeção
dos pontos 3D do espaço no plano de imagem.
A geração destas imagens usou então o fato de se conhecer a posição tridimensional de cada ponto no
espaço representado no que seria o {CAM} da câmera simulada em conjunto com a matriz da câmera, K
(cujos parâmetros o sistema de LOVIACC ainda vai estimar).
Em termos matemáticos, a partir do conhecimento de:
K =




e sabendo que as coordenadas u e v de cada pixel da imagem é a projeção de um ponto 3D cujas coordenadas





 α −α cot(φ) u0 00 βsin(φ) v0 0








foi possível sintetizar todos os frames que foram capturados pela câmera simulada ao longo de todo o experi-
mento realizado.
A Figura 4.10b traz uma das imagens simuladas por este processo. Na imagem, cada circulo azul corre-
sponde ao local de projeção de um ponto verde no espaço apresentado na Figura 4.10a, importante ressaltar
que apenas são apresentados na imagem os pontos que estão no campo de visão da câmera simulada. Ainda na
análise da imagem sintetizada, como todos os pontos projetados na imagem são conhecidos no mundo 3D, é
possível realizar o rastreamento destes pontos entre quadros subsequentes sem qualquer problema. Em outras
palavras, são conhecidas todas as coordenadas dos pontos que estão presentes em imagens consecutivas, o que
é importante para o algoritmo LOVIACC, como mostrado na seção 3.3, seja na etapa de Odometria Visual ou
na etapa de estimação de parâmetros da câmera.
Ainda na Figura 4.10b, é possível observar um asterisco vermelho em meio aos círculos azuis. Este asterisco
corresponde a posição onde a epípola (entre as duas últimas visões da câmera simulada) se encontra. As
coordenadas desta epípola também são importantes, e necessárias, para a execução do algoritmo LOVIACC.
Para finalizar a apresentação deste tópico, é válido dizer que o algoritmo de Odometria Visual implementado
faz uso das imagens sintetizadas em conjunto com a última estimação dos parâmetros internos entregue pelo
sistema LOVIACC (no caso da primeira iteração, utiliza-se os valores iniciais estimados). Desta forma, sempre
que o LOVIACC atualizar a estimativa dos valores dos parâmetros, a estimação de movimento recuperada pela
Odometria Visual tenderá a ser mais confiável, uma vez que, espera-se, os valores dos parâmetros internos se
aproximem dos seus valores reais.
Os próximos tópicos apresentarão os resultados de alguns experimentos executados com o intuito de se
verificar tanto a estimação dos parâmetros internos por parte do FKU estimador desenvolvido, quanto verificar
as estimativas da localização desempenhadas pelo FKU da fusão sensorial, o que resulta no sistema LOVIACC.
4.3.2 Estimação dos Parâmetros
Para verificar se o FKU estimador de parâmetros internos do algoritmo LOVIACC realmente funcionam,
formulou-se dois experimentos. Em ambos os experimentos foram utilizados como dados de entrada o conjunto
de simulações a respeito da movimentação do robô (e de seus sensores) apresentada no tópico anterior.
O que se esperou destes experimentos foi verificar a capacidade do algoritmo realmente calibrar a câmera
utilizada, isto é, partindo de um palpite inicial de quais seriam os valores dos parâmetros, conseguir encontrar
os parâmetros que foram realmente utilizados para realizar as capturas das imagens sintéticas da simulação.
Aproveitando que os experimentos são realizados com dados simulados, foi proposto ainda que o algoritmo
FKU não só fosse utilizado para calibrar a câmera para parâmetros estáticos, isto é, que apresentam valores fixos
ao longo de todo o experimento, mas que o algoritmo fosse exposto a situações em que, além de estimar o valor
correto dos parâmetros, que os “valores reais” destes parâmetros fossem alterados ao longo da coleta de dados
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do experimento. Este tipo de experimento simula situações em que a câmera é submetida a alguma avaria que
pode, de fato, alterar o valor de seus parâmetros internos. Em outras palavras, nos experimentos que serão








em tempo real, com eles sendo alterados ou se mantendo fixos ao longo da simulação.
O que difere os dois experimentos é justamente a maneira que altera os valores dos parâmetros internos
utilizados para sintetizar as imagens e que deverão ser constantemente estimados. No primeiro experimento,
utilizou-se uma função degrau para alterar os valores dos parâmetros e, no segundo experimento, foi proposto
que os parâmetros da câmera seguissem uma função seno.
4.3.2.1 Variação dos parâmetros seguindo um degrau
A primeira forma implementada de alteração dos valores dos parâmetros internos da câmera foi a utilização
de uma função degrau. Isto é, os parâmetros iniciam a simulação com um valor e permanecem com este
valor até o instante de tempo t = 9 segundos. A partir deste instante de tempo, todos os valores de todos os
parâmetros são alterados instantaneamente e permanecem com este novo valor até o final da simulação.
Este tipo de alteração dos parâmetros simula a situação em que a câmera sofre um choque mecânico que,
no momento do impacto, altera os valores dos parâmetros.
Tabela 4.2: Valores dos parâmetros utilizados na sintetização de imagens ao longo da simulação do primeiro
experimento.








A Tabela 4.2 apresenta quais foram os valores de cada parâmetro utilizados ao longo do experimento antes
e depois do choque simulado.
A Figura 4.11 apresenta um gráfico de evolução da estimação de cada um dos parâmetros internos da
câmera. Nota-se que para alguns parâmetros, o choque mecânico alterou o valor para cima (como no caso dos
parâmetros α e u0) enquanto, para outros parâmetros, o choque alterou seu valor para baixo (parâmetros β, φ
e v0).
Os resultados mostram também que todos os parâmetros partiram de um valor inicial diferente do valor real





Figura 4.11: Resultados das estimações dos parâmetros com os valores reais seguindo uma função degrau. Em
azul estão representados os valores reais dos parâmetros e, em vermelho, os valores estimados com o FKU. (a)
Estimação do parâmetro α; (b) Estimação do parâmetro β; (c) Estimação do parâmetro φ; (d) Estimação do
parâmetro u0; (e) Estimação do parâmetro v0.
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dos parâmetros. E isso foi realizado. Todos os gráficos de evolução das estimações mostram que o parâmetro
representado atingiu o valor esperado em um curto espaço de tempo (cerca de 5 segundos de simulação) in-
dependentemente se estavam com uma estimativa inicial próxima ou distante da real. Por exemplo, a Figura
4.11a, que mostra a evolução da estimação do parâmetro α, demonstra que a estimativa para este parâmetro
estava bem mais próxima do valor real do que a estimativa inicial do parâmetro β, cuja curva da evolução da
estimação se encontra na Figura 4.11b. Para ambos os casos, de uma estimativa inicial próxima ou distante do
valor real, o FKU se mostrou eficiente em recuperar o valor correto do parâmetro.
Sendo assim, o algoritmo se mostrou muito eficiente em realizar a calibração da câmera, uma vez que
esta tarefa consiste em encontrar os parâmetros internos que compõem a matriz de projeção da câmera. Mas
o experimento, como enunciado, vai além e explora ainda outra possibilidade: a de acontecer alguma coisa
com a câmera e alterar os valores dos parâmetros no meio da execução do algoritmo de auto-calibração. Este
efeito é simulado com a alteração dos valores dos parâmetros reais no meio da simulação, como mencionado
anteriormente, por meio de uma função degrau. Os gráficos da Figura 4.11 mostram, mais uma vez, o sucesso
do algoritmo em encontrar o valor real dos parâmetros.
O choque simulado que altera os valores reais dos parâmetros acontece no instante de tempo t = 9 segundos.
A partir deste instante de tempo, o algoritmo, mesmo já tendo encontrado o valor correto para todos os parâmet-
ros, tem que encontrar o novo valor de cada parâmetro, ou seja, realizar a calibração da câmera novamente.
E os resultados das estimações comprovam que o algoritmo foi capaz de realizar a auto-calibração de
maneira dinâmica ao longo da simulação, ou seja, a variação nos valores reais dos parâmetros não foi um
grande problema para o algoritmo.
É importante lembrar que este procedimento de auto-calibração não é executado de maneira independente.
Ele faz parte do algoritmo de LOVIACC, apresentado na seção 3.3, e é executado em paralelo com o FKU
que implementa a fusão sensorial da Odometria Visual com as leituras da UMI que o agente robótico carrega.
Para finalizar a apresentação dos resultados que validam o sistema LOVIACC como um todo, ainda faltam
os resultados da estimativa de localização e orientação, mas estes serão apresentados após a exibição de um
segundo experimento realizado para verificar a capacidade do sistema de auto-calibração encontrar os valores
dos parâmetros.
4.3.2.2 Variação dos parâmetros seguindo uma senoide
A fim de atestar que o algoritmo de auto-calibração consegue estimar os parâmetros internos da câmera
nas mais diversas situações, foi proposto um segundo experimento mais “radical”. Se no primeiro experimento
os valores dos parâmetros internos eram alterados uma única vez ao longo da simulação, representando um
choque mecânico sofrido pela câmera, neste segundo experimento os valores serão alterados constantemente,
cada parâmetro seguindo uma função senoidal.
É muito difícil de uma alteração como esta acontecer em uma situação realista, mas não deixa de ser um
experimento válido para testar as capacidades de estimação do FKU auto-calibrador.
A Figura 4.12 apresenta um conjunto de gráficos que mostram a evolução temporal das estimações de
todos os parâmetros estimados pelo FKU. Como pode-se perceber, mais uma vez o algoritmo se mostrou bem
sucedido na tarefa de estimar os parâmetros corretamente. Claro que não foram observados os mesmos erros
baixos do primeiro experimento, até porque os valores reais não se estabilizam, mas também não foram vistos





Figura 4.12: Resultados das estimações dos parâmetros com os valores reais seguindo uma função seno. Em
azul estão representados os valores reais dos parâmetros e, em vermelho, os valores estimados com o FKU. (a)
Estimação do parâmetro α; (b) Estimação do parâmetro β; (c) Estimação do parâmetro φ; (d) Estimação do
parâmetro u0; (e) Estimação do parâmetro v0.
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Ainda olhando para todos os gráficos, pode-se observar que mais uma vez foi adotada a estratégia de
inicializar as estimativas dos parâmetros com valores ora próximos do valor real ora com valores mais dis-
crepantes. Em ambas as situações, nota-se que o algoritmo foi capaz de realizar as estimativas de maneira que
conduzisse a evolução da estimação de encontro ao valor real do momento.
Analisando agora apenas os gráficos referentes a evolução das estimativas dos parâmetros α, β e φ, ap-
resentados respectivamente nas Figuras 4.12a, 4.12b e 4.12c, percebe-se que estas foram as estimativas que
apresentaram maiores “erros relativos” ao valor do parâmetro real. Nota-se até uma espécie de “atraso” da
estimativa de α em relação a seu valor real na Figura 4.12a, porém, estes erros ainda são muito pequenos e per-
feitamente justificáveis quando se analisa a modelagem extremamente não linear dos parâmetros em conjunto
com a variação dos valores reais.
Agora, as estimativas dos parâmetros u0 e v0, apresentados nas Figuras 4.12d e 4.12e, respectivamente,
conseguiram seguir muito bem os seus respectivos valores reais. Tal desempenho da estimativa pode ser justi-
ficado pela modelagem dos parâmetros ter como medição a epípola na imagem, que depende diretamente dos
valores reais destes dois parâmetros.
Mesmo não tendo sido obtidos os mesmos resultados do caso da variação dos parâmetros seguindo uma
função degrau, este segundo experimento, na qual a situação hipotética de haver parâmetros internos que variam
no tempo seguindo uma função seno, demonstrou que o algoritmo de auto-calibração consegue estimar corre-
tamente os parâmetros da câmera. O que corrobora mais uma vez para a comprovação de que o algoritmo foi
bem sucedido em seu propósito.
O próximo tópico finaliza a apresentação dos resultados do sistema LOVIACC mostrando as estimativas
encontradas com o FKU responsável pela fusão sensorial.
4.3.3 Estimação da Localização
Até aqui foram apresentados os resultados para a estimação dos parâmetros internos da câmera, importante
etapa do algoritmo de LOVIACC, porém ainda faltam os resultados em relação a estimação da Localização e
Orientação para que, enfim, o sistema seja completamente validado.
Chega-se então ao tópico em que serão apresentados os resultados referentes as estimações realizadas pelo
FKU responsável pela fusão sensorial da Odometria Visual com as leituras dos sensores inerciais. Como
apresentado no tópico 4.3.1, tanto as imagens utilizadas pela Odometria Visual quanto as leituras da UMI são
simuladas. A fusão sensorial foi implementada utilizando estes dados simulados já apresentados.
A fusão sensorial implementada é executada em paralelo com o FKU que realiza a estimação dos parâmet-
ros internos da câmera e tem a função de, a cada nova leitura dos sensores, seja da UMI ou da câmera, atualizar





















Figura 4.13: Resultado das estimações da fusão sensorial para a posição e velocidade. Em azul está repre-
sentado o ground truth da movimentação e, em vermelho, as estimações. (a) Evolução das estimativas das
componentes da posição do robô ao longo do tempo; (b) Evolução das estimativas das componentes da veloci-
dade do robô ao longo do tempo.
apresenta a evolução das três componentes da posição estimada. Na imagem, a curva em azul corresponde ao
percurso real, simulado e apresentado na imagem 4.5b, e a curva vermelha corresponde a posição estimada
com a fusão sensorial implementada. Como pode ser observado, o FKU foi muito bem sucedido na estimação
da posição do agente robótico, sendo muito difícil observar os erros existentes entre as curvas das estimações e
dos trajetos reais nesta escala.
A Figura 4.13b apresenta resultados semelhantes para a estimação da velocidade do robô. Comparando
as curvas da velocidade real (simulada) com as curvas das velocidades estimadas com a fusão, observa-se,
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Figura 4.14: Estimativas das componentes da posição do agente robótico sendo rastreado apenas com o uso de
um Sistema de Navegação Inercial. Foram utilizadas as mesmas leituras da UMI simuladas para o experimento.
mais uma vez, um erro muito pequeno na estimativa. Porém, já é possível observar erros maiores do que os
obtidos nas estimativas da posição. Isso pode ser creditado ao fato de a velocidade do robô não ser medido
diretamente por nenhum dos sensores envolvidos na fusão, uma vez que os acelerômetros medem a aceleração
e a Odometria Visual estima a posição. Mas mesmo com estes erros um pouco maiores, as estimativas da
velocidade ainda foram muito boas.
Para se ter uma boa noção da qualidade dos resultados obtidos com a fusão sensorial, a Figura 4.14 apre-
senta a mesma estimativa de rastreamento de posição do agente robótico percorrendo o mesmo trajeto, porém,
fazendo uso apenas das leituras da UMI. Como previsto e descrito na seção 2.2, fazendo uso apenas dos sen-
sores inerciais de uma UMI é muito fácil perder a confiança na posição estimada. Isso acontece por conta dos
ruídos nas leituras dos sensores, que acabam se propagando quadraticamente para a estimativa de posição.
Mas de qualquer forma, a comparação entre os resultados da estimativa de posição fazendo uso apenas
da UMI e da estimativa realizada pela fusão sensorial, mostradas respectivamente pelas figuras 4.14 e 4.13a,
pode-se dizer que o FKU da fusão sensorial foi muito eficiente, fazendo uso dos dois sensores disponíveis para
realizar estimativas muito mais precisas.
Claro que é importante observar que ambos os sensores realizam medidas não absolutas. Como já mostrado
no capítulo 2, a UMI realiza medições inerciais e a Odometria Visual faz estimativas incrementais, isso faz
com que, a longo prazo, a estimativa de posição se distancie da posição real do robô. Mas, como mostrado nos
resultados apresentados, ao longo de toda a simulação realizada, os erros de estimação se mantiveram bastante
contidos.
Para finalizar esta etapa de apresentação das estimativas da localização, a Figura 4.15 apresenta uma vi-
sualização gráfica da comparação entre o trajeto percorrido pelo robô na simulação e o trajeto estimado. Na
imagem, a curva em azul corresponde ao trajeto simulado e a curva vermelha representa a trajetória estimada.
Como é possível perceber, o resultado da estimação foi bastante próximo ao percurso verdadeiro.
O FKU de fusão sensorial ainda realiza estimações a respeito da orientação do agente robótico. A variável
de estado qt corresponde ao quatérnion unitário que representa a orientação do referencial do robô em relação
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Figura 4.15: Representação 3D da comparação entre o percurso estimado e o simulado. Em azul se encontra a
trajetória real do robô e, em vermelho, a trajetória estimada.
ao {G}. A Figura 4.16 apresenta a evolução das estimações a respeito da orientação do robô ao longo do tempo
de simulação. Na imagem, a curva azul corresponde a posição angular de cada um dos eixos do referencial do
robô em relação ao sistema de coordenadas globais, da mesma forma como mostrado na Figura 4.7, e a curva
vermelha corresponde a estimação da posição angular de cada um dos eixos da referência do robô. É válido
ressaltar, mais uma vez, que a representação da orientação neste gráfico não está na forma de quatérnion para
que seja de mais fácil compreensão, porém, o FKU da fusão sensorial trata a orientação como um quatérnion.
Figura 4.16: Evolução das estimativas das componentes da orientação do agente robótico. Em azul está a
verdadeira angulação simulada e, em vermelho, os valores estimados para cada uma das rotações ao redor dos
três eixos.
Apesar de a estimação da orientação ser muito mais ruidosa, percebe-se que o comportamento da curva da
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estimação é o mesmo da orientação real. Dessa forma, pode-se dizer que, mais uma vez, a fusão sensorial foi
capaz de atingir seu objetivo.
Resta ainda uma última estimativa a ser apresentada. Como apresentado na seção 2.3, um sistema de
Odometria Visual monocular não é capaz de descobrir, sozinho, a escala λ em que se dão suas estimações de
translação. Fazer uso do sistema de Navegação Inercial composto pelos sensores da UMI é uma solução viável
para recuperar esta escala e, como apresentado na seção 3.3, a fusão sensorial realizada pelo FKU é a técnica
que conseguirá utilizar as informações dos dois sensores para descobrir esta escala λ.
É importante relembrar que para validar o algoritmo de LOVIACC foram realizados dois experimentos.
Um com os parâmetros internos da câmera variando seguindo uma função degrau e outro com estes mesmos
parâmetros seguindo uma senoide. Em ambos os experimentos foram realizadas estimativas dos parâmetros
da câmera e da localização do robô. Este tópico que está apresentando os resultados das estimativas a cerca
da localização mostra os resultados obtidos no experimento em que os parâmetros da câmera seguem a função
degrau.
Em todas as simulações, as estimativas da Odometria Visual foram forçadas a apresentar uma escala λ
conhecida. Dessa forma, pôde-se realizar as comparações com as estimativas da escala com um maior controle.
Se esta ação não tivesse sido tomada, a escala em cada uma das execuções do algoritmo de Odometria Visual,
mesmo com os mesmos dados simulados, poderia ser diferente.
A Figura 4.17a apresenta uma representação gráfica da evolução da estimação da escala λ ao longo do
tempo. Na imagem, a curva vermelha corresponde a estimação da escala e a linha azul corresponde ao valor
real da escala da OV. Como pode-se observar, a estimação apresenta λ = 1 como valor inicial, ou seja, para
o momento em que não se sabia absolutamente nada em relação à λ, o algoritmo optou por assumir que
a Odometria Visual fornecia estimações na mesma ordem de grandeza que a UMI. Porém, em menos de 1
segundo de simulação, o FKU já foi capaz de estimar que este palpite inicial não condizia com os dados
obtidos e fez com que a estimativa passasse a oscilar entre 2, 4 e 3. Esta oscilação foi ficando cada vez mais
suave e com amplitude reduzida, indicando uma aproximação gradual para que a estimação estabilizasse no
seu valor real.
Mas no instante de tempo t = 9 segundos da simulação, a função degrau alterou os parâmetros internos
da câmera. Isto fez com que as estimações da Odometria Visual não mais contassem com os valores corretos
dos parâmetros (ao menos naquele instante até o FKU estimador conseguir recuperar os novos valores dos
parâmetros) e, consequentemente, observa-se que o valor estimado para λ apresentou seu maior erro desde o
inicio da simulação exatamente neste instante. A medida que o tempo de simulação foi seguindo, as estimações
voltaram a oscilar, atenuando a amplitude de oscilação, caminhando para uma estabilização bem próxima ao
verdadeiro valor da escala.
Apesar de não haver a possibilidade de se medir diretamente o valor de λ, o FKU da fusão sensorial foi
muito bem na tarefa de estimar esta escala, mesmo que indiretamente. A partir de uma suposição inicial am-
plamente genérica e errônea, o algoritmo conseguiu realizar estimações que foram coerentes com o que estava
sendo observado. A utilização desta escala, com valor sempre muito próximo do valor real, possibilitou a
Odometria Visual entregar uma boa contribuição em relação a suas estimações, o que possibilitou a fusão sen-
sorial ser capaz de realizar boas estimações a respeito da localização e orientação do agente robótico rastreado.
A Figura 4.17b ainda apresenta uma outra análise a respeito da estimação da escala λ. Na imagem, a curva
em vermelho apresenta o erro entre a estimativa de λ e o seu valor real ao longo do tempo. E em verde está




Figura 4.17: Resultado da estimação da escala λ da Odometria Visual obtida com a fusão sensorial. (a)
Evolução da estimação de λ ao longo do tempo. Em azul está o valor real da escala e, em vermelho, o valor
estimado; (b) Comparativo do erro da estimação, representado em vermelho, com ±3σ, apresentado em verde,
referente a incerteza da estimação.
calculada com o FKU da fusão sensorial. É importante perceber que o erro da estimativa esteve sempre dentro
deste intervalo de confiança. Outra observação possível é verificar que a amplitude do intervalo foi diminuindo
com o tempo. Isto demonstra que, apesar de ter se começado com uma incerteza muito grande a respeito da
estimação de λ, com o passar do tempo da simulação, esta incerteza foi diminuindo.
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4.3.4 Considerações finais
Com isto chega-se ao final da apresentação dos resultados dos experimentos realizados a fim de se validar
o sistema de LOVIACC desenvolvido. Como pode-se perceber ao longo deste tópico, o sistema desenvolvido
foi capaz de realizar corretamente as estimações dos parâmetros internos da câmera e também da localização e
orientação do agente robótico que carrega os sensores.
É crucial perceber que uma estimativa depende da outra, isto é, a fusão sensorial depende de uma boa
estimativa dos parâmetros internos, pois assim a Odometria Visual consegue melhores estimações, e o FKU
estimador dos parâmetros também depende de uma boa estimativa a cerca da localização da câmera no espaço,
que é obtida com a fusão sensorial.
Os bons resultados encontrados em todas as etapas dos experimentos permitem colocar o sistema LOVI-
ACC desenvolvido como uma boa alternativa de sensoriamento para um robô móvel. Claro que, como obser-
vado ao longo da apresentação dos resultados, a localização do robô é feita com uso de sensores inerciais e
incrementais. Isso faz com que, ao longo do tempo a estimativa vá aumentando sua incerteza. Isso pode ser
corrigido caso haja a possibilidade de se fundir os resultados deste sistema LOVIACC com um sensor de GPS,





Assim, chega-se ao final da apresentação deste trabalho. O objetivo desta dissertação foi muito maior do
que simplesmente apresentar as metodologias e algoritmos, implementados ou projetados, empregadas por traz
das soluções propostas para a estimação dos parâmetros internos e da localização de um agente robótico a
partir da leitura de sensores inerciais combinada com um sistema de Odometria Visual. Além de realizar a
apresentação dos resultados da pesquisa desenvolvida ao longo do período de trabalho, teve-se o cuidado e a
intenção de imergir o leitor na problemática que cerca a pesquisa.
Essa imersão do leitor foi elaborada de maneira que ele conseguisse perceber a real necessidade, utilidade
e importância dos métodos apresentados. Para isso, teve-se a atenção de embasar muito bem o leitor a respeito
da Localização Visual Inercial. Isso foi feito a partir de uma longa e detalhada explicação a respeito do assunto
no capítulo 2, onde foi feita uma revisão bibliográfica em conjunto com embasamento teórico do tema.
A estratégia utilizada consistiu em, inicialmente, quebrar as técnicas de Localização nas categorias de
“Navegação Inercial” e “Localização Visual”. Foi então apresentado todo o funcionamento dos sensores in-
erciais presentes em uma UMI, ou seja, de acelerômetros e giroscópios. A apresentação do funcionamento
dos sensores foi relativamente detalhada, passando pelos princípios físicos que estavam envolvidos nas leituras
destes sensores, mostrando possíveis configurações e formas de manufatura dos mesmos, exibindo estruturas
biológicas presentes nos seres vivos que executam funções semelhantes e concluindo fazendo uma análise de
como, matematicamente, pode-se fazer uso das leituras dos sensores para medir as grandezas físicas da aceler-
ação e orientação de um agente robótico que porte os sensores.
Essa explicação teve esse nível de aprofundamento para deixar o leitor a par das principais características
dos sensores inerciais da UMI. Foi possível se ter uma boa noção de quais são as vantagens e desvantagens no
uso deste tipo de tecnologia. E principalmente, foi possível entender onde estão as limitações de um Sistema de
Navegação Inercial, ou seja, onde estão as dificuldades, ou atuais impossibilidades, de se reconstruir a trajetória
percorrida por um agente portando uma UMI a partir, unicamente, das leituras dos acelerômetros e giroscópios:
nos erros apresentados pelas leituras dos sensores.
Depois de aprofundar o leitor no conhecimento da Navegação Inercial, teve-se o objetivo de apresentar o
funcionamento de um tipo de sistema muito útil na robótica móvel: a Odometria Visual, que é o sistema de
localização que usa somente imagens sequenciais capturadas por uma câmera para realizar uma estimativa a
cerca da posição e orientação do agente robótico que carrega a câmera.
Foram apresentadas definições, classificações e principalmente, o algoritmo de Odometria Visual Monoc-
ular implementado neste trabalho. Foi transmitido para o leitor o algoritmo que consegue extrair, de maneira
incremental, a estimação de movimentação da câmera a partir do deslocamento de pixels entre duas imagens.
Com o aprofundamento apresentado, foi possível entender os pontos fortes e fracos da Odometria Visual.
Talvez o maior problema de se utilizar apenas a OV para fazer a estimação da posição é que é impossível recu-
perar, apenas pelas imagens, a escala em que se deram as translações. Assim, o leitor foi familiarizado com a
necessidade de informações complementares para o sistema conseguir recuperar esta escala das estimações.
Além disso, ficou claro, ao se apresentar o algoritmo de extração da movimentação, que o sistema de
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Odometria Visual depende diretamente da Calibração da Câmera, isto é, de se conhecer, com a maior exatidão
possível, os parâmetros internos que modelam matematicamente a câmera.
Uma vez tendo inteirado o leitor a respeito do funcionamento, vantagens e desvantagens, das duas técnicas
de navegação (Inercial e Visual) em separado, iniciou-se uma discussão a respeito da possibilidade de unir as
duas técnicas com o objetivo de minimizar o efeito das desvantagens de cada sistema de navegação. Em outras
palavras, foi exposto que é possível utilizar as estimativas da Odometria Visual para corrigir os efeitos prejudi-
ciais dos erros nas leituras dos acelerômetros da UMI, especialmente quando o robô está desempenhando um
movimento mais lento, em contrapartida, as estimações obtidas pelo sistema de Navegação Inercial são capazes
de auxiliar na determinação da escala da Odometria Visual, bem como atuar em situações de movimentação
desempenhadas pelo robô de alta aceleração, isso porque as imagens capturadas nesse cenário podem ser bor-
radas, dificultando a execução da OV, porém, neste cenário os erros lidos pela UMI são menos significantes,
o que faz com que as estimações da Navegação Inercial sejam mais confiáveis. Ou seja, ficou bastante clara a
complementariedade dos dois sistemas e a ideia de utilizá-los em conjunto se mostra como uma opção muito
realista para se obter estimações mais precisas.
A partir da ideia de utilizar informações vindas de dois sensores diferentes em conjunto, foi apresentado
como é possível interpretar o Filtro de Kalman como uma técnica de fusão sensorial. Foi deixada clara a ideia
de o próprio algoritmo do Filtro já realiza uma “fusão” das estimativas a priori e a posteriori, e a partir dessa
ideia, foi mostrado que se pode fazer a estimativa a priori ser realizada por um dos sensores e a posteriori por
outro sensor. Se por um acaso for realizada a fusão entre a Odometria Visual e a Navegação Inercial, o resultado
será a obtenção de um sistema de Localização Visual Inercial. O nome já diz por si só, é um sistema que será
capaz de estimar a Localização de um agente robótico a partir das leituras dos sensores inerciais de uma UMI
em conjunto com as estimações de um sistema de Odometria Visual.
Até então, foi apresentado para o leitor todo o embasamento para ele realmente acredite que a fusão das
leituras destes dois sistemas é uma boa ideia. Em seguida, mudou-se um pouco de foco, para que fosse também
apresentado um outro detalhe muito importante que é trabalhado, em igual proporção, nas propostas desta
dissertação: a calibração de câmeras.
O leitor foi introduzido à modelagem matemática de uma câmera, foi dada atenção especial para que ficasse
claro o papel físico de cada um dos elementos que compõem o conjunto dos parâmetros internos da câmera.
Após uma rápida recapitulação a respeito da importância de se conseguir modelar a câmera para a Odometria
Visual (pois é a partir desse modelo matemático que o sistema consegue estimar as movimentações ocorridas
entre capturas de imagens), foi apresentado o método tradicional de se realizar a chamada Calibração da câmera,
isto é, como se medem os parâmetros internos de uma câmera.
Esta calibração tradicional, como mostrado, necessita ser executada de maneira offline e com conhecimento
a respeito da cena em que a câmera se encontra. Como a técnica de calibração é normalmente executada antes
da aplicação que faz uso dos parâmetros calibrados, acaba que os valores medidos têm que ser utilizados como
constantes. Deixou-se claro então que, apesar de os valores serem praticamente constantes, existem situações
nas quais a câmera pode ser submetida que fazem com que os valores dos parâmetros se alterem, fazendo
com que seja necessário executar a calibração da câmera repetidas vezes a fim de se manter um conhecimento
preciso a respeito dos parâmetros internos.
Neste contexto, o leitor foi levado a perceber que a existência de uma técnica de calibração de câmera
que seja executada em paralelo com a aplicação que faz uso dos parâmetros internos da câmera é muito bem
vinda, e se esta técnica puder ser executada sem que se precise ter qualquer conhecimento a cerca do ambiente
em que a câmera se encontra é melhor ainda. Dessa forma, ao final do capítulo 2, além de se conhecer mais
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profundamente a teoria por trás da Localização Visual Inercial, foi possível perceber qual foi a motivação
para os algoritmos desenvolvidos nesta pesquisa, bem como seus possíveis impactos positivos para a área da
robótica móvel.
Partindo então do embasamento teórico mostrado, e claro, da motivação por trás do trabalho, o capítulo
3 apresenta ao leitor as duas técnicas desenvolvidas ao longo da pesquisa. A primeira delas consistiu em um
método baseado no Filtro de Kalman Estendido de se realizar a chamada Auto-Calibração da câmera com
auxílio de uma UMI, isto é, uma técnica que, a partir das imagens capturadas pela câmera e das leituras dos
giroscópios de uma UMI fixamente acoplada à câmera, conseguia estimar os parâmetros internos da câmera de
maneira online e sem qualquer conhecimento prévio a respeito do ambiente.
Claro que esta técnica consistiu em uma primeira tentativa, mas os resultados obtidos, como o mostrado
no capítulo 4, para um experimento no mundo real foram bastante animadores. O leitor é levado a entender
que o sistema foi capaz de realizar o seu objetivo de estimar os parâmetros internos e isso fazendo uso de um
único ponto comum às imagens capturadas. Esta técnica de auto-calibração rendeu um artigo publicado e foi
o pontapé inicial para a segunda linha de pesquisa desta dissertação. Baseado nas análises de desempenho do
primeiro algoritmo e nas sugestões de melhorias percebidas, foi apresentado o desenvolvimento do algoritmo
que tem como objetivo estimar a localização e orientação de um agente robótico a partir das imagens capturadas
e das leituras dos sensores da UMI, isto é, um sistema de Localização Visual Inercial, mas que, paralelamente
a estimação da orientação e posição do robô, fosse capaz de realizar a auto-calibração dos parâmetros internos
da câmera utilizada.
Este segundo algoritmo foi chamado de LOVIACC e teve sua metodologia detalhada na segunda metade do
capítulo 3. O leitor pôde entender como o conjunto de dois Filtros de Kalman Unscented rodando em paralelo
conseguem realizar a Auto-Calibração da câmera e também a fusão sensorial entre Odometria Visual e UMI.
Ainda foi possível perceber como os parâmetros serem sempre atualizados em tempo real ajudam a Odometria
Visual, e consequentemente a etapa de fusão sensorial, a realizar estimações mais precisas.
O capítulo 4 apresentou ainda resultados de experimentos que comprovaram o funcionamento do algoritmo
proposto. Como pôde-se perceber, os experimentos consistiram em situações plausíveis e apenas hipotéticas,
nas quais os parâmetros da câmera variavam conforme uma função degrau ou uma função senoidal. Em ambos
os casos o sistema LOVIACC se mostrou capaz de atingir seus objetivos, conseguindo realizar uma estimação
dos parâmetros internos da câmera em conjunto com a localização do agente robótico.
Ao final de todas as apresentações dos resultados obtidos, ficou evidente que o sistema LOVIACC projetado
tem o potencial para ser considerado uma alternativa viável para se realizar a localização de um robô em
paralelo com a auto-calibração de uma câmera por ele portada, especialmente em situações nas quais a câmera
possa estar sujeita a riscos de alteração dos valores dos parâmetros internos.
Assim, espera-se que tenha ficado claro, ao longo de todo o texto da dissertação, qual foi a linha evolutiva
da pesquisa realizada. Espera-se também que o leitor consiga ter compreendido, a partir de todas as explicações
apresentadas, as motivações que guiaram todo este trabalho e que seja possível enxergar a contribuição que um
sistema como o LOVIACC pode trazer para a robótica móvel.
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5.2 PROPOSTAS PARA TRABALHOS FUTUROS
Espera-se que o presente trabalho tenha sido capaz de deixar evidente que a técnica de Localização Vi-
sual Inercial com Auto-Calibração de Câmera desenvolvida seja uma alternativa utilizável para aplicações em
robótica móvel. Mas ainda ao longo do texto, ficou claro que a técnica faz uso de sensores inerciais (UMI)
e da estimação incremental da Odometria Visual. Desta forma, passado um longo período de estimação da
localização com esta técnica, será obtida uma estimação com um nível de confiança cada vez mais baixo.
Isso pode ser contornado se, além desses dois sensores, for possível fazer uso de um sensor que traga
informações absolutas a respeito da posição do robô, como por exemplo um sensor GPS. Sendo assim, essa é
uma primeira sugestão para trabalhos futuros, que seja implementado, em paralelo ao LOVIACC, uma fusão
sensorial que faça uso de um GPS. Dessa forma, a técnica até deixaria de ser entendida apenas como uma
Localização Visual Inercial, mas poderia vir a ser um arcabouço mais robusto de estimação da posição e
orientação de robôs móveis.
Outra sugestão que os autores fazem para possíveis trabalhos futuros é um estudo a cerca do desempenho
computacional do algoritmo de LOVIACC. Para isto, pode-se implementar o método em uma linguagem como
C para que o código possa ser executado em tempo real, embarcado em um agente robótico. Tem-se evidencias
de que o método é aplicável em tempo real, uma vez que o tempo de execução das simulações foi inferior ao
tempo simulado. Mas seria muito bom ter essa comprovação baseada em um experimento no mundo real.
Ainda a respeito do algoritmo LOVIACC, percebe-se que o método fez uso do conhecimento da transfor-
mação de corpo rígido existente entre a câmera e a UMI. Uma outra sugestão para possíveis novos trabalhos
é que se tente realizar a calibração entre os dois sensores de maneira online, isto é, que o algoritmo também
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