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概要
近年，シングルコア CPUによるコンピュータの処理能力向上が限界を迎えつつあり，CPUの
マルチコア化によって処理能力を向上させる手法が一般的になっている．マルチコア環境では，リ
ソースの競合による処理性能低下が発生するため，マルチコアの性能を活かすためには，シングルコ
アとは異なるリソース配分手法が必要である．しかし，現在のオペレーティングシステムのプロセス
スケジューラの多くは，CPUの使用時間だけを見る，従来のシングルコアでのスケジューリング手
法をそのまま流用している．
そこで，本研究では，SPLiT（Scalable Performance Library Tool）を提案する．SPLiTは，マ
ルチコア環境においてプロセスの動作予測をし，予測結果をもとにリソース配分の最適化を行う．カー
ネルでは，PMU（Performance Monitoring Unit）を用いて SPLiTがハードウェアのパフォーマン
スデータの収集を行う．アプリケーションでは，プログラマが SPLiT libを通じてアプリケーション
の処理に関する情報を提供する．そして，カーネルで収集したミクロな情報と，アプリケーションで
収集したマクロな情報を組み合わせて，プロセス動作予測を行う．動作予測の結果から，どの処理を
どのコアで実行するかの割当を決めることで，CPUとキャッシュの利用効率を上げ，処理性能を向
上させる．本研究では，SPLiTシステムを Linux上に実装し，ApacheとMySQLに SPLiT libを組
込むことで，ウェブアプリケーションの最適化を行った．評価の結果，SPLiTシステムはウェブア
プリケーションの性能を最大で 26%向上させることができ，SPLiT libを組込むために必要な開発コ
ストも小さいことがわかった．
Abstract
Recently, multicore processors have become the new mainstream architecture because of the
performance limits of single core architecture. However, the concurrent execution with multicore
processors causes resource contentions that can turn into a performance bottleneck. Though pro-
cess schedulers of modern operating systems consider mainly CPU usage, other resources are also
important for scheduling in a multicore environment.
In this research, we present SPLiT (Scalable Performance Library Tool) which is a system that
optimizes resource assignment by predicting processes behaviors. SPLiT collects the performance
data in the kernel with PMU (Performance Monitoring Unit) and collects the information about
processes of applications through the API of its library. By using the micro information in the
kernel and the macro information in application, SPLiT predicts the process behaviors. With the
result of prediction, SPLiT assigns CPU cores to each process and improves usage eciency of
CPU cores and caches. In this research, we implemented SPLiT on Linux, built SPLiT lib into
Apache and MySQL for the optimization of web applications, and evaluated its performance. The
result of the evaluation shows SPLiT can improve the performance of web applications up to 26%,
and that the development cost of applying SPLiT lib is low.
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第1章 序論
1.1 背景
近年，シングルコア CPUによるコンピュータの処理能力向上が限界を迎えつつあり，CPUのマルチコア化
によって処理能力を向上させる手法が一般的になっている．CPUのマルチコア化は省電力や発熱量の低減に
も有効な手段であり，今後もコア数を増やすことで処理能力の向上を目指す傾向が続くと考えられる．この傾
向を受け，ソフトウェアによるマルチコアへの対応も進んでいる．現在のオペレーティングシステム（以下，
OS）の多くは，マルチプロセッサ，マルチコアに対応しており，複数のプロセス，スレッドを別々のコアで並
列に実行することが可能になっている．また，アプリケーションもマルチコアを意識してプログラミングされ
ているものが増加しており，プロセス内の処理を分割し，複数のスレッドで処理させることで，コアが複数あ
る場合に並列実行できるようになっている．
しかし，OSやアプリケーションによるマルチコアへの対応は，シングルコアで用いていた手法の延長であ
るものが多く，コア数が増加していくにつれ，様々な問題が明らかになってきた．その問題の一つが，リソー
ス競合による処理性能の低下である．リソース競合は，別々のコアで並列に実行されているスレッドが，共有
リソースにアクセスした場合に発生する．ここで，共有リソースとはメモリ上のデータやデバイス等，複数の
スレッドによって共有して利用される対象を指す．例えば，複数のスレッドが同じデータにアクセスする際，
データの整合性を維持するためにロック機構を利用し，ロックを保持しているスレッドのみがデータにアクセ
スできるようにする場合がある．このとき，並列して実行されるスレッド数が増えるほど，ロックの取得に失
敗する可能性が高くなり，処理性能が低下してしまう．データ共有による性能低下の理由として，ロック以外
にもキャッシュミスの増加が挙げられる．複数のコアから同じデータを読み書きすることで大量のキャッシュミ
スが発生し，キャッシュ効率が落ちることで処理性能が低下する．また，複数のスレッドが同じデバイスを利
用する場合も同様の問題が発生する．同時に同じデバイスへアクセスすることによる効率低下の他，カーネル
内で管理しているデバイスデータに対するロックによって処理性能の低下が発生する．
一方，これらのマルチコア化での問題に対して，ソフトウェアでは並列計算ライブラリの利用や，ロックの
粒度を小さくしたり，ロックを使わないアルゴリズムを用いたりすることにより，マルチコアの性能を活かせ
るような様々な工夫がされてきた．しかし，個々のケースに合わせて独自の最適化手法を用いることが多く，
まだ様々なマルチコア環境に対応するプログラミングモデルが確立されていないのが現状である．また，前述
のリソース競合の問題を解決するためには，ユーザプログラムによる工夫だけでなく，カーネルによるサポー
トも必要である．なぜなら，プロセスがどのリソースにアクセスするかを考慮してスケジューリングを行う必
要があるからである．しかし，現在利用されている OSのプロセススケジューラの多くは，主に CPUの使用
時間だけを考慮しており，そのプロセスが CPU以外のどのリソースにアクセスするかは考慮されない．
1
1.2 目的
本研究の目的は，マルチコアでのコンピュータの処理能力向上手法の提案である．特に，プロセスの動作を
解析・予測することでリソース配分を最適化し，処理能力を向上させる手法の提案を目的としている．
1.3 論文の構成
本論文の構成は以下の通りである．
第 2章　関連研究
本研究と関連のある研究について述べる．
第 3章　設計
提案システムの設計について述べる．
第 4章　実装
Linux上に提案システムの実装を行う．
第 5章　評価と考察
実装したシステムを評価し，考察を行う．
第 6章　将来課題
本研究の将来課題について述べる．
第 7章　結論
本研究の結論を述べる．
2
第2章 関連研究
本章では，まずマルチコア環境における問題点について述べた後，それらの問題点に対する既存のマルチコ
ア環境における最適化手法について，各手法の利点と欠点について考察するとともに，本研究との比較を行う．
2.1 マルチコア環境における問題点
シングルプロセッサ，シングルコアからマルチプロセッサ，マルチコアへと変わることにより問題となるプ
ログラミング，リソース共有，スレッドスケジューリングについて詳細に述べる．
2.1.1 プログラミング
CPUのマルチコア化により，コンピュータの計算処理能力は今も向上し続けている．しかし，シングルス
レッドのプログラムを単体で動作させる場合，マルチコア化による処理能力向上の恩恵には与れない．なぜな
ら，1.1節でも述べたとおり，シングルコアによる処理能力向上，つまり動作周波数の向上や IPC（Instructions
Per Clock）の向上は設計の複雑化，半導体のプロセスルールの微細化の限界や発熱の問題などから，既に限界
を迎えており，現在のプロセッサの処理能力向上は並列度の向上に依るところが大きい．よって，プログラム
をマルチスレッド化などによって並列化しなければ，プログラムの処理速度は向上しない．
ここで問題となるのがプログラミングである．動作周波数の向上によってプロセッサの処理能力を向上させ
ている間は，既存のプログラムを変更しなくても，処理速度の向上が望めたが，今後は並列処理を行うように
プログラムを書き換えなければ，処理速度は向上しない．新規にプログラムを開発する場合も，並列性を意識
してプログラミングすることが要求され，プログラミングの難易度が高くなったといえる．
また，ハードウェアの多様性もプログラミングの難しさに拍車をかけている．ヘテロジニアスなプロセッサ
では，各プロセッサの処理能力に合わせたプログラミングが必要であるし，ホモジニアスなプロセッサであっ
ても，キャッシュやコア間通信の速度は非対称なことがある．また，グラフィックの処理以外でもGPUが使わ
れるようになっている．さらに問題なのは，これらのハードウェア構成がマシンによって異なることである．
プログラムの移植性を維持したまま，各ハードウェア構成での動作を最適化するのは困難である．
2.1.2 リソース共有
マルチコアで並列に処理を行っているとき，同時に同じデータにアクセスする場合がある．このデータに対
して，一連の処理をアトミックに行う必要がある場合は，ロックを利用して他のスレッドが同じデータにアク
セスしないよう制御することになる．このロックが並列プログラムにおけるボトルネックとなる．一度にロッ
クを取得できるスレッドが 1つだけである場合，並列度を上げるほど，ロック待ちのスレッド数が多くなる．
また，プロセッサ内ではデータのアクセス速度向上のためにキャッシュが利用されているが，マルチコア化
によりキャッシュの利用効率が低下する問題がある．例えば，複数のコアでキャッシュを共有している場合，そ
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れぞれのコアで別々のデータにアクセスすることにより，お互いにキャッシュを書き換え合う場合がある．こ
れによりキャッシュミスが多発し，処理速度が低下してしまう．また，個々のコアで別々にキャッシュを持って
いる場合でも，それぞれのコアが同じデータにアクセスする場合，データの一貫性を保つために，別のコアの
キャッシュに目的のデータが載っていないかどうか確認する必要がある．いずれの場合も，ロックの場合と同
様に並列度が上がるほど，問題が深刻化する．
その他，ハードウェアリソースを共有することによって問題が発生する可能性がある．Vealら [30]によって
指摘されているように，アドレスバスの通信容量がボトルネックとなって性能が上がらない場合がある．ソフ
トウェアによって，ハードウェアの能力を向上させることはできないが，アルゴリズムの工夫によって，ハー
ドウェアにかかる負荷を下げられる可能性がある．
2.1.3 スレッドスケジューリング
スレッドのスケジューリングが不適切である場合は，マルチコアの能力が活かせず，処理能力が低下してし
まう．Wentzlaら [31]によって指摘されているとおり，マルチコアでは，time sharing（どのスレッドを実行
するか）だけでなく，space sharing（どのコアで実行するか）を意識したスケジューリングが必要になる．例
えば，各コアのランキュー内のスレッド数を均等にしたとしても，CPU負荷がアンバランスであれば効率は低
下する．CPUバウンドな処理，あるいは IOバウンドな処理を 1つのコアに集中させるより，それぞれの処理
を均等に分散させた方が，効率が上がる可能性がある．また，同じデータを扱うスレッド同士や，通信を行う
スレッド同士は，キャッシュを共有しているコアや，コア間通信時間が短いコアで実行した方が，効率が上が
る可能性がある．逆に，別々のデータを扱うスレッド同士は，キャッシュを共有していないコアで実行した方
が，効率が上がる可能性がある．
個々のコアにおける time sharingのスケジューリングに関しても，シングルスレッドのときのように，単に
平等性や応答性について考慮するだけでなく，他のコアでどのスレッドが実行されているかを考慮した方が，
効率が上がる可能性がある．Gang scheduling[15]のように，通信を行うスレッド同士を同時に実行させること
で，通信応答待ちによるブロックを減らし，性能を向上できる場合がある．
2.2 マルチコア環境における最適化手法
2.1節で述べたようなマルチコア環境での問題点に対する最適化手法について，数多くの研究がなされてき
た．ここでは，それらの研究をアプリケーションレベルでの最適化，カーネルレベルでの最適化の２種類に分
類し，各手法について考察する．
2.2.1 アプリケーションレベルでの最適化
経験に基づく最適化
Parello[24]は，特定のプロセッサについて，12ヶ月以上かけて手作業でソフトウェアの最適化を行い，それ
によって収集されたデータをもとに，何が性能のボトルネックになっているかを判断するための決定木を作成
した．この決定木を用いてボトルネックを特定し，そのボトルネックを解消するためのプログラム構造変更に
よる最適化手法を複数試し，最も性能が向上したものを適用する．これを繰り返すことで，プログラムの性能
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を最適化していく．この手法は，どのようなプログラムにも適用可能であるが，時間がかかる点，他のアーキ
テクチャには適用できない点が問題となる．
並列処理用ライブラリの利用
Dryad[20]は，データ並列処理アプリケーションのための分散処理エンジンである．"vertices"と"channels"
からなるデータフローグラフを形成し，マルチコアのシングルマシンから，クラスタやデータセンタまで，様々
な規模での分散処理に対応する．PCやCPUのスケジューリング，通信やコンピュータの failureの回復，デー
タ通信などの面倒な処理はエンジンが行う．これにより，プログラマは比較的簡単に並列プログラムを作成す
ることができる．並列処理用ライブラリとしては，他にOpenMPI[16]，OpenMP[12]，OpenCL[23]をはじめ，
MapReduce[13]を単一マシンのマルチコア上で実現させた Phoenix[25]や Threading Building Block[26]など
多数存在する．しかし，並列プログラミングの難しさに見合った性能が出るプログラムや環境が多くないこと
や，ライブラリの多様性によって利用者が分散していることなどから，ライブラリ利用のノウハウが貯まらず，
結果として利用者数が伸び悩んでいる．
処理のスケジューリング
Chen[11]は，データ並列の処理について，タスクの粒度と処理順によって性能に差が出ることを示した．具
体的には，プログラムがデータを順々に集約していくツリー型のタスク構造をしている場合，幅優先で処理を
行うよりも，深さ優先で処理を行うほうが，キャッシュミスを低減でき，性能が向上する．また，キャッシュの
大きさに合わせてタスクの粒度を決定することで，キャッシュの利用効率を上げることができる．ただし，こ
の手法が適用できるのはデータ並列の処理だけに限られており，データベースの更新のような各データに対し
てアトミックな処理が必要な場合，深さ優先による処理は逆効果になる可能性がある．
データの共有制御
マルチコア化でのボトルネックの１つに，カーネルで管理している構造体の共有によるボトルネックがある．
そこで，Exokernel[14]，Corey[10]などでは，カーネルで管理する構造体をできるだけ少なくし，代わりにア
プリケーション側でこれらの構造体を管理させることで，各アプリケーションで本当に共有が必要な構造体の
みを共有し，不要な共有を無くしている．例えば，ファイルディスクリプタやメモリ空間は，同じプロセスの
スレッドであってもアプリケーション側で明示的に指定しない限り共有されない．また，ネットワークデバイ
ス等のアトミックなアクセスが必要なリソースに関しては，リソースにアクセスするための専用のプロセスを
特定のコアに割り当て，必要に応じてコア間での通信によりリソースへアクセスを行う．これにより，マルチ
コアにおけるロックやキャッシュミスによる性能低下を抑制できる．ただし，Exokernelや Coreyは実験的実
装であり，現在広く利用されている OSと比べて提供する機能が少ない．また，多くの権限をアプリケーショ
ンに委譲しているため，悪意のあるアプリケーションに弱い可能性がある．それに対し，多くの機能の提供や
セキュリティ対策を行うと，Exokernelや Coreyの利点である軽量性が失われる可能性がある．
5
2.2.2 カーネルレベルでの最適化
キャッシュ効率の向上
Meng[22]は，キャッシュにおけるスレッドプライベートなデータの扱いを工夫することで，キャッシュの効
率性を向上させた．具体的には，スタックの開始番地がメモリページに合わせて配置されるため，キャッシュミ
スが多発するという問題に対して，スタックの開始番地をランダムにすることで，キャッシュの競合を低減さ
せている．また，共有キャッシュ上のスレッドプライベートなデータの正確性は不要であるという点から，ス
レッドプライベートなデータは，コア毎に個別に存在する L1キャッシュのみに書き込み，共有キャッシュには
書き込まないようにすることで，不要なキャッシュミスを減らすと共に，利用できるキャッシュの量を増やし
ている．ただし，スタックの開始番地をランダムにするとメモリ利用効率が落ちるほか，スレッドプライベー
トなデータの判別やキャッシュの細かい制御が必要となるという問題点がある．また，Azimi[8]や Tam[28]は，
Performance Monitoring Unit (PMU)を用いて，命令の実行遅延の原因を詳細に解析する Stall Breakdownと，
各スレッドがどのアドレスのデータにアクセスしているかを解析するData Address Samplingの２つの手法に
よって，３つのウェブサーバ用ワークロードにおけるキャッシュミスによる命令実行遅延を低減させ，処理性
能を向上させている．
リソースのオブジェクト化
K42[7]や Tornado[17]では，あらゆるリソースを独立したオブジェクトとして扱うことで，局所性と独立性
を高めている．2.2.1節の Exokernel，Coreyでもリソースをオブジェクトとして扱って同様の共有制御を行っ
ているが，K42や Tornadoではよりオブジェクト指向の強いものとなっている．例えば，各リソースを表すオ
ブジェクトや，そのオブジェクトのコントローラ役のオブジェクトによって行われる．それぞれのコアで必要
なリソースのオブジェクトを各コアで管理することで局所性を高め，不要なロックを避けることができる．ま
た，使われなくなったオブジェクトは，Garbage collectionによって回収される．
問題点としては，リソースの参照や取得に余計な手続きが必要であることや，システム全体のリソースのバ
ランスを考慮した最適化が行えないことが挙げられる．
複数OSの使用
マルチコア向けOSの設計であるMultikernel，およびその実装である Barrelsh[27, 9]では，１つのマルチ
コアのマシンを，独立したコアのネットワークとして扱う．低レベルでのコア間のデータ共有はなく，各コア
で個別に OSを実行させ，OS同士がメッセージパッシングによって通信することで，データのやりとりを行
う．共有ではなく，複製によってデータを扱うことで，ロックやキャッシュミスによる性能低下を防いでいる．
ただし，リソースのオブジェクト化と同様に，最適化は個々のコアで行われ，システム全体のバランスの最
適化が難しいため，各コアに対する負荷がアンバランスであるときに，性能が低下する可能性がある．
2.3 本研究と関連研究の相違点
本研究では，カーネルとアプリケーションの両方のレベルにおいて最適化を行う．カーネルレベルの最適化
では，ハードウェアの情報取得や制御ができる点，実行されているアプリケーション全体を考慮した最適化が
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行えるという点が，アプリケーションレベルでの最適化と比べ優れている．その反面，カーネルの挙動やイン
タフェースが変わることで，既存のアプリケーションが利用できなかったり，特殊なプログラミングが要求さ
れたりする欠点がある．また，全てのアプリケーションに同様な最適化が適用されるため，アプリケーション
によっては効果がなかったり，逆に性能が低下してしまったりする可能性がある．
アプリケーションレベルの最適化では，各アプリケーションに合わせた最適化ができるが，ハードウェア構
成や他に動作しているアプリケーションを考慮した最適化が難しい．また，カーネル内でのデータ共有やロッ
クがボトルネックになる場合は，アプリケーションをいくら最適化しても性能向上は望めない．
そこで，本研究では，カーネルの変更はマルチコア環境での最適化のためのハードウェアサポートを追加す
るだけにとどめ，最適化はユーザライブラリを通して行うようにした．これにより，既存のアプリケーション
は変更無く使い続けることができ，最適化を行いたいアプリケーションに対しては，ライブラリを用いること
で選択的に最適化が行えるようにした．また，データ収集やスケジューリングなどの処理はライブラリ内で行
うため，最適化の際のプログラム変更量が少ないという特徴がある．
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第3章 設計
本研究では，マルチコア環境におけるリソース配分最適化のシステムとして，SPLiT（Scalable Performance
Library Tool）を提案する．この章では，SPLiTの設計について述べる．
3.1 SPLiT概要
SPLiTでは，データ収集，動作予測，リソース配分の３つの処理によって，リソース配分最適化を実現する．
リソース配分最適化の処理の流れを図 3.1に示す．
SPLiTでは，特定の処理の開始時および終了時にアプリケーションからライブラリ関数を呼び出すことで，
アプリケーションの処理内容ごとにデータの収集・解析を行う．つまり，カーネルで取得したハードウェアの
情報と，プログラマがヒントとして与えたソフトウェアの情報を組み合わせることで，より精緻なリソース配
分を可能にする．
次節以降，各処理の詳細について説明していく．
AppApp
Hardware
Kernel
App
PMU
PMU Support
SPLiT lib
Analyzer
Scheduler
...
1. データ収集
2. 動作予測
3. リソース配分
図 3.1: リソース配分最適化の処理の流れ
3.2 データ収集
まず，アプリケーションの動作予測に必要なデータの収集を行う．3.1節で述べたとおり，各アプリケーショ
ンは特定の処理の開始時および終了時にライブラリ関数を呼び出す．これにより，処理の開始時から終了時ま
での CPUサイクル数およびキャッシュミスの回数の計測を行う．計測結果はライブラリによって，統計データ
としてメモリ上に格納される．
3.2.1 PMU
PMU（Performance Monitoring Unit）は，近年の多くのプロセッサに搭載されている機能であり [8]，シス
テムのパフォーマンスに関する情報を取得することができる．PMUでは，マイクロアーキテクチャイベントの
8
カウントや，イベント発生時のレジスタ値をサンプリングするなど，プロセッサ内の詳細な情報を得ることが
できる．また，PMUはハードウェアのサポートによる機能であることから，ソフトウェアのみによるパフォー
マンスデータの収集よりも小さなオーバーヘッドでデータを取得することができるという利点がある．SPLiT
では，この PMUを用いて，各処理にかかった CPUサイクル数，およびキャッシュミス回数の計測を行う．
3.2.2 PMUサポート
PMUを利用して各処理におけるパフォーマンスデータを収集するには，カーネルによる PMUのサポート
が必要になる．CPUからは現在どのスレッドが実行されているのか判断できないため，スレッドが切り替わる
際には，カーネル内で PMU用レジスタの値の退避や，スレッドの計測対象イベントの設定などを行う必要が
ある．また，ユーザプログラムから PMUの計測要求を受け付けるための APIを用意する必要がある．図 3.1
中の PMUサポートでは，上述のような PMU利用に必要なカーネルの処理を行う．
3.2.3 SPLiT lib
SPLiT libは，ユーザプログラムへの APIの提供とスレッドスケジューリングの２つの役割がある．ここで
は，ユーザプログラムへの APIの提供について述べ，スレッドスケジューリングについては 3.3.2節で詳述す
る．SPLiT libは，表 3.1に示すように，アプリケーション初期化時，計測を行いたいプログラムの開始時およ
び終了時，設定値の変更および取得時に呼び出すAPIを提供する．本研究では，計測開始から計測終了までの
プログラムの動作を処理（code）と呼ぶ．SPLiT libでは，処理毎に処理 ID（code id）を付与し，処理 ID毎
にパフォーマンスデータの統計値の記録と，スレッドスケジューリングが行われる．また，各アプリケーショ
ン毎にアプリケーション IDを付与し，アプリケーション ID毎にパフォーマンスデータを管理する．
表 3.1: ライブラリ API
API関数 備考
app id split init(app id, related app id, code key type) アプリケーション初期化
code id split start(related code id, code key) 処理開始
void split end() 処理終了
void split set(setting type, value) 設定変更
void split get(setting type, value) 設定取得
アプリケーション初期化
アプリケーション初期化時には，split init関数を呼び出す．split init関数の引数には，アプリケーション ID
（app id），関連するアプリケーションの ID（related app id），処理の識別に用いるデータの型（code key type）
を指定する．この初期化関数によって，パフォーマンスデータを格納するためのメモリの確保と，Analyzerへ
のリソース配分最適化の要求を行う．
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処理開始
処理開始時には，split start関数を呼び出す．split start関数の引数には，処理の種類を識別するための値
（code key）および関連する処理の ID（related code id）を与える．これにより，処理の種類毎にパフォーマン
スデータが集計される他，スレッドスケジューリングの際のヒントとして利用される．また，split start関数の
戻り値として，code idが与えられる．この code idを他の処理での split start関数の related code id引数と
して渡すことで，2つの処理の関連性をシステムに伝える．例えば，図 3.2に示すように，処理 Aから処理 B
へとデータの受け渡しを行うパイプライン処理や，図 3.3に示すような，プロセス PがプロセスQの提供する
サービスを受ける場合など，処理 Aが実行されると処理 Bが必ず実行される場合，処理 Bの related code id
引数に処理 Aの code idを渡す．これによって，リソース配分の際に，処理の関連性を考慮した配分が可能と
なる．
処理B
code_id_a = split_start( NULL, code_key_a );
code_id_b = split_start( code_id_a, code_key_b );
処理A
split_end();
split_end();
図 3.2: パイプラインによる処理の関係
処理A
プロセスP プロセスQ
処理B
code_id_a = split_start( NULL, code_key_a );
code_id_b = split_start( code_id_a, code_key_b );
split_end();
split_end();
図 3.3: サービス提供による処理の関係
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処理終了
処理終了時には，split end関数を呼び出す．これにより，パフォーマンスデータの計測を終了し，データの
記録を行う．具体的には，カーネルの PMUサポートを通じて PMUにアクセスし，処理開始時から処理終了
時までの CPUサイクル数，キャッシュミス回数をカウントし，処理の種類毎に統計値をとる．統計データは，
各アプリケーション毎に共有メモリ上に記録される．また，code keyをキーとするハッシュによって，各処理
のデータの格納場所が決定される．記録されるデータは，表 3.2のとおりである．
表 3.2: パフォーマンスデータ
データ 備考
共有
アプリケーション毎
app id アプリケーション ID
related app id 関連するアプリケーションの ID
hash size データ格納用ハッシュサイズ
処理毎
code id 処理 ID
count 処理が行われた回数
cycle count 処理にかかったサイクル数
cache miss キャッシュミスの回数
related code id 関連する処理の ID
cpu mask 処理を行うコア番号
非共有
code key type 処理識別用データの型
code key table 処理識別用ハッシュデータ
CPUサイクル数，キャッシュミスの回数は処理毎の平均値が記録される．ただし，平均値の計算方法は処理
回数によって異なる．現在の統計値を an，現在の処理回数を n，新たに取得したデータを a，新しい統計値を
an+1 としたときの統計値の計算式を式 (3.1)に示す．対象となる処理の実行回数が閾値 よりも小さい場合，
平均値を統計値とする．また，実行回数が閾値 以上の場合，重みを wとする指数移動平均を用いる．
an+1 =
8><>:(an  n+ a)=(n+ 1) (n < )an  w + a (1  w) (n  ) (3.1)
データのサンプル数が少ないときは相加平均を用いることで，突出した値によるデータの過度な変動を抑え
る．また，コアの割当が済み，サンプル数が多くなることでデータの変動が減少した場合，指数移動平均を用
いる．指数移動平均は，過去のデータを引き継ぎつつ，新しいデータを優先して活用することができる．これ
により，時間経過に伴う状態の変化により，リソースの使用パターンが変わった場合にも柔軟に対応すること
が可能となる．
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設定変更
split set関数を用いて，設定する項目（setting type）と設定項目の値（value）を指定することで，設定の
変更が可能である．具体的には，データ収集の有無，データ解析頻度，ハッシュサイズ，平均値の重み，処理
回数の閾値の変更が可能である．基本的にこれらの設定は変更する必要はないが，アプリケーションや状況に
合わせた設定にすることで，より良い最適化が行える．例えば，設定によってデータ収集を無効にすると，そ
のアプリケーションではデータ収集は行わず，過去に収集したデータに基づいて，リソース配分の最適化のみ
が行われる．
設定取得
split get関数を用いて，設定項目（setting type）に現在設定されている値を取得することができる．値を取
得できる項目は，split set関数で設定できる項目の他に，app id，related app id，code idの値を取得するこ
とができる．
3.3 動作予測
動作予測部では，データ解析用の Analyzerデーモンが一定時間毎に各アプリケーションでの計測結果を収
集し，動作予測を行う．
3.3.1 各データの集約
まず，Analyzerは各アプリケーション毎に収集されたパフォーマンスデータの集約を行う．具体的には，3.2.3
節で述べたように，各アプリケーションにおいて SPLiT libが個別に共有メモリ上にデータを格納しており，
このデータを Analyzerのローカルメモリにコピーする．データコピー時，アプリケーションの処理を阻害し
ないよう，ロックなどの排他処理は行わない．平均値というデータの性質上，数値の変動が比較的少ないこと，
一定時間後にデータを再更新することなどから，コピー時にデータの整合性が失われることによる問題は無視
できるものと考えられる．
3.3.2 動作予測によるリソース割当
集約したデータを解析することにより，各処理におけるプロセスの動作を予測し，予測結果に基づいてリソー
スの割当を決定する．特に SPLiTでは，各処理に対するコアの割当を決めることで最適化を行う．コア割当の
際，考慮すべき点は主に，CPU使用時間とキャッシュ効率の 2つである．CPU使用時間の観点から，各コア
の実行時間が均等になるようコア割当を行うことで，CPU負荷が分散でき効率的であると考えられる．また，
キャッシュ効率の観点から，同じデータにアクセスする処理は，コアからできるだけ近いキャッシュを共有す
るようにコア割当を行う方が効率的であると考えられる．また，その処理が CPUによる計算を多く行うもの
であるか，メモリへのデータアクセスを多く行うものであるかにより，キャッシュの効率が変わると考えられ
る．以上の点から，コア割当のアルゴリズムを考える．
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キャッシュ利用効率による処理の仕分け
キャッシュヒット率を向上させるには，同じデータにアクセスする処理を同じコアで行うようコアの割当を
行えば良い．しかし，処理に用いるデータ量が多く，1度の処理でキャッシュの内容のほとんどが書き換えら
れてしまう場合，同じコアで処理を行ったとしてもキャッシュの効果は小さい．そこで，まず最初に各処理に
ついて，同じコアで実行することでキャッシュ効率の向上につながるかどうか判別する．パフォーマンスデー
タを計測した処理のうち，キャッシュミス回数が閾値より大きいものを，キャッシュ効率の向上が望めない処
理として dirty-codeと呼び，それ以外をキャッシュ効率の望める処理として clean-codeと呼ぶ．
codeの種類に対するコアの割当
キャッシュ利用効率による処理の仕分けにより，図 3.4に示すように処理は clean-codeと dirty-codeの 2種類
に分類される．個々の処理に対して割り当てるコアを決める前に，それぞれのコアを clean-codeを処理するため
のもの（clean-core）と，dirty-codeを処理するためのもの（dirty-core）に振り分ける．これにより，dirty-code
によるキャッシュ汚染が clean-codeの処理を妨げないようにできる．CPU負荷分散の観点から，dirty-code，
clean-codeそれぞれの処理にかかるクロック数を計算し，その比率から割り当てるコアの数を決める．
dirty-coreの割当
dirty-codeの場合，キャッシュの内容が次々と書き換えられるため，キャッシュの効率的な利用は期待できな
い．そこで，キャッシュの割当については考慮せず，CPUの負荷分散を行うことだけを考える．CPU負荷分
散を考慮したスケジューリングは，OSのプロセススケジューラが行っているため，SPLiT libによるコア割当
の細かい制御は行わず，OSのスケジューラに委ねる．ただし，dirty-codeの clean-coreへの割当は禁止する．
clean-coreの割当
clean-codeの場合はコア割当を工夫することで，キャッシュの有効利用が期待できる．そこで，処理同士の
関連性をもとに，各処理の clean-coreへの割当を決める．プログラマから与えられた情報から得られる処理同
士の関連性として，アプリケーション ID，関連するアプリケーションの ID，処理 ID，関連する処理 IDの 4
つがある．ここで，処理 ID毎にコアを割り当てていることから，処理 IDが等しいものは，同じコアで処理さ
れる．これは，処理 IDが等しい処理は同じデータを扱う可能性が高いことから，妥当な割当だといえる．よっ
て，残りのアプリケーション ID，関連するアプリケーション ID，関連する処理 IDの 3つの情報をもとに，各
処理へのコア割当を行う．
まず，アプリケーション ID毎にコアの割当を行う．なぜなら，同じアプリケーションの処理は，データを
共有している可能性が高く，キャッシュを共有しているコアで実行した方が，効率が良いからである．アプリ
ケーションに対するコアの割当とキャッシュ効率については，5.3.3節にて検証を行う．また，このとき関連す
るアプリケーション IDの情報をもとに，関連するアプリケーション同士が近くに配置されるようコアの割当
を行う．アプリケーションへ割り当てるコアの数は，dirty-core，clean-coreの割当時と同様に，各アプリケー
ションの処理の合計クロック数の比率をもとに決定する．
次に，各処理のコアの割当を決定する．各処理を，処理にかかるクロック数が多いものから順に割当を行う．
このとき，アプリケーションに割り当てられたコア，関連する処理が割り当てられたコア，全てのコア，の順
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に割当を試みる．具体的には，最初に 1コアに対する平均クロック数（全処理の合計クロック数÷コア数）を
求めておく．次に，アプリケーションに割り当てられたコアのうち，それまでに割り当てられた処理の合計ク
ロック数が最も小さいコアを見つける．もし，そのコアに処理を割り当てた場合に，そのコアの合計クロック
数が 1コアに対する平均クロック数を超えないならば，そのコアへ処理を割り当てる．平均クロック数を超え
る場合は，関連する処理が割り当てられたコアに対して，同様に割当を試みる．関連する処理が無い場合，あ
るいは関連する処理が割り当てられたコアへ処理を割り当てた場合に平均クロック数を超える場合は，全ての
コアうち，最も合計クロック数の少ないコアへ処理を割り当てる．コア割当後の codeと coreの関係を図 3.5
に示す．
clean-request
dirty-request
related-request
Core
Code
Hierarchical Cache
図 3.4: コア割当前
clean-code
dirty-code
related-code
Core
Hierarchical Cache
Code
clean-core
dirty-core
clean-cache
dirty-cache
図 3.5: コア割当後
3.4 リソース配分
共有メモリ上に格納されているデータには，パフォーマンスデータの他に，割当コアを指定するデータ（表
3.2における cpu mask）が含まれている．Analyzerは，コア割当が決定すると，共有メモリに割当コアを指定
するデータを書き込む．3.2.3節で述べたように，処理開始時に split start関数を呼び出した際，引数として渡
された処理の識別子（code key）に対応する割当コアへスレッドを移動させる．これによって，それぞれの処
理を特定のコアで行うことができる．
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第4章 実装
この章では，第 3章で説明した SPLiTの実装について説明する．
4.1 開発環境
まず，開発環境として使用したハードウェアおよびオペレーティングシステムの概要を表 4.1に示す．
表 4.1: 開発に使用したハードウェアおよびオペレーティングシステム
プロセッサ Intel Core i7 965（3.20 GHz）
メモリ DDR3 SDRAM 3GB
ネットワークデバイス Marvell Yukon 88E8056 PCI-E Gigabit Ethernet Controller
OS Linux 2.6.30
Intel Core i7 965（以下，Core i7）における，プロセッサ，キャッシュ，メモリの関係を図 4.1に示す．Core
i7は，1つの CPUの中に 4つのコアを搭載している．また，HyperThreading Technology[21]により，各コア
は 2つの論理プロセッサを持ち，１つのコアで 2つのスレッドが並列に実行される．これにより，OSからは
8つのコアがあるように見える．キャッシュは３段階あり，L1キャッシュおよび L2キャッシュはコア毎に存在
し，各コアの２つのスレッドで共有されている．また，L3キャッシュおよびメモリは全コアで共有されている．
CPUチップのうち論理プロセッサや L1，L2キャッシュなどのコア毎に分かれている部分を core，L3など core
以外の共有部分を uncoreと呼ぶ．メモリコントローラはチップ上に内蔵されており，DDR3メモリと 3つの
チャネルで通信する．キャッシュの詳しい仕様 [19]は表 4.2のとおりである．ただし，Access Latencyはソフ
トウェアから観測する場合，アクセスパターンやその他の要因によって大きく変動する．また，L3キャッシュ
の Access Latencyは，coreと uncoreの周波数が一致した場合に限り 35[clocks]となる．
表 4.2: 各キャッシュの詳細
Access Access
Associaticity Line Size Latency Throughput Write Update
Level Capacity (ways) (bytes) (clocks) (clocks) Policy
L1 Data 32KB 8 64 4 1 Writeback
L1 Instruction 32KB 4 N/A N/A N/A N/A
L2 256KB 8 64 10 Varies Writeback
L3 8MB 16 64 35-40+ Varies Writeback
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Uncore
Thread Thread
Core
L1 Cache
L2 Cache
L3 Cache
RAM
Thread Thread
Core
L1 Cache
L2 Cache
Thread Thread
Core
L1 Cache
L2 Cache
Thread Thread
Core
L1 Cache
L2 Cache
図 4.1: Intel Core i7の構成
また，リソース配分の最適化を行う対象として，ウェブサーバで広く用いられているApache[1]とMySQL[4]
を採用した．Apache，MySQL共にリクエストの種類によって処理内容や計算負荷が大きく異なるため，SPLiT
を用いて，処理内容や計算負荷に合わせたリソースを提供することで，効率的な処理が可能になると考えら
れる．
4.2 ベースにしたシステム
SPLiTの実装の際にベースとしたシステムの概要を以下に示す．
4.2.1 Performance Monitoring Counter
Core i7には，PMUとしてパフォーマンス計測のための様々な機能が搭載されている．
パフォーマンスイベントをカウントするためのレジスタとして，各コア毎に存在する coreイベント用カウ
ンタと，全コア共有の uncoreイベント用カウンタがある．coreイベント用カウンタは，各コア毎に特定のイ
ベント専用のカウンタ３つと，ユーザがカウントするイベントを指定できる汎用カウンタが４つある．また，
uncoreイベント用カウンタは全コアで共有されており，専用カウンタが１つと，汎用カウンタが８つある．
汎用カウンタで指定できるパフォーマンスイベントは，coreイベントが 322種類，uncoreイベントが 174種
類ある [18]．
4.2.2 Perfmon3
Perfmon3[5]は，様々なアーキテクチャで PMUを扱うためのカーネルパッチおよびライブラリである．Perf-
mon3を用いることで，異なるアーキテクチャでも共通のインタフェースで PMUの機能を利用することができ
る．SPLiTでは，Perfmon3を用いて，各プロセスのCPUクロック数，キャッシュミス回数の取得をしている．
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4.2.3 mBrace
mBrace[29]は，ウェブサーバ向け性能解析フレームワークである．ApacheとMySQLを対象としており，
パッチおよびモジュールを組込むことにより，クライアントからの各リクエストにどれくらいの CPUクロッ
ク数を要したか，各リクエストにおいて Apacheで動作しているアプリケーションがMySQLに対してどのよ
うなクエリを発行し，データアクセス量とクエリ処理時間がどれくらいであったかを詳細に記録できる．また，
記録したデータを解析することで，ウェブアプリケーションのボトルネックを発見することができ，パフォー
マンスチューニングに役立てることができる．本研究では，mBraceをベースに SPLiT libの実装を行った．
mBraceは取得したパフォーマンスデータをデータベースに格納し，オフラインで解析することで，詳細な性
能解析を可能にしているが，SPLiT libでは，スケジューリングに必要な情報の統計データのみをメモリ上に
格納することで，オンラインでの性能解析を可能とした．
4.2.4 Apache
Apache[1]は，広く利用されているウェブサーバの１つである．SPLiTでは，Apache 2.2.11を用いている．
Apacheは，MPM（Multi-Processing Module）を用いて，マルチプロセス化あるいはマルチスレッド化するこ
とにより，マルチコア環境で並列処理を行うことができる．主なMPMには，workerと preforkがある．worker
の場合，スレッドプール形式でクライアントのリクエスト処理を行う．具体的には，１つの制御用プロセスが
複数の子プロセスを起動し，各子プロセスは接続を受け付けるためのスレッド１つと，受け付けた要求の処理
を行う複数のスレッドを起動する．preforkの場合は，制御用プロセスが複数の子プロセスを生成し，プロセス
プール形式でクライアントのリクエストの処理を行う．各子プロセスは select，poll，epollなどによってクラ
イアントからの接続を待ち受け，要求を受けると，そのプロセス内で処理を行う．
4.2.5 MySQL
MySQL[4]は，広く利用されているデータベースサーバの１つである．SPLiTでは，MySQL 5.1.32を用い
ている．MySQL 5.1.32では，マルチスレッド化に対応しており，クライアントからのクエリを受信するとス
レッドを１つ生成し，そのスレッドの中でクエリの処理を行う．
4.3 データ収集部
4.3.1 PMUで収集するデータ
SPLiTでは，coreイベントとして専用カウンタでUnhalted Core Cyclesを，汎用コアでL2 RQSTS.LD MISS
を計測する．uncoreイベントは利用しない．Unhalted Core Cyclesは，計測の開始から終了までの Unhalted
（命令を実行しない状態を除く）コアサイクル数である．ただし，以下の５つの条件のいずれかが当てはまる場
合，サイクル数はカウントされない．その条件とは，i)ACPIによる省電力機能が働いている，ii)HLT命令の
発行，iii)STPCLK#信号が発行されている，iv)チップの温度が高くなり，温度モニタによってクロックが抑
制されている，v)動作周波数の変更中，の５つである．コアサイクル数は，コア毎のクロックによってカウン
トされるため，コアの周波数によって，カウントが増加する速度が異なる．本研究では，処理時間ではなく，コ
アサイクル数を計測することにより，コア周波数の違いによる値の変動を抑制した．変動の少ない値を用いる
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ことにより，プロセス動作予測の精度を上げることができる．また，L2 RQSTS.LD MISSは，L2キャッシュ
でのデータキャッシュミス回数である．
また，パフォーマンスデータがカウントされるのは計測対象のスレッドが動作している間のみである．計測
期間中であっても，計測対象のスレッドが実行されていなければ，その間のパフォーマンスデータはカウント
されない．このスレッド毎のカウントの切替は，カーネルでの PMUサポートである Perfmon3で行われてお
り，同時に複数のスレッドのパフォーマンスデータを計測することが可能である．
4.3.2 Apacheにおけるデータ収集
Apacheでは，処理の種類を識別するための引数（code key）として，リクエストされたページのURLを用
いる．パフォーマンスデータの計測開始は，MPMによって予め生成されているプロセスやスレッドが，クラ
イアントからの HTTPリクエストを受け取り，そのリクエストをパースした時点とした．また，計測終了は，
リクエストされたデータのクライアントへの送信が完了した時点とした．
また，SQLクエリ送信時に，Apache の処理 ID を共に送信するよう変更を行った．本研究での設定では，
Apache上のアプリケーションからMySQLサーバへクエリを送信する場合，MySQLのライブラリを経由して
クエリの送信が行われる．そこで，MySQLライブラリに変更を加え，クエリと共に処理 IDの送信を行うよう
にした．これによって，Apache上で Perl，PHP，Ruby等様々なモジュールに変更を加えることなく，処理
IDの送信を実現することができる．
4.3.3 MySQLにおけるデータ収集
MySQLでは，処理の種類を識別するための引数（code key）として，クエリの種類と対象のテーブルの組
を用いる．MySQLでのパフォーマンスデータの計測開始は，サーバプロセスが SQLクエリを受信して処理用
スレッドを生成後，そのスレッド内で SQLクエリのパース開始時とした．このとき，Apacheから SQLクエ
リと共に送信された処理 IDを，関連する処理 IDとして split start関数に渡す．また，計測終了は，Apache
と同様に，リクエストされたデータのクライアントへの送信が完了した時点とした．
ApacheおよびMySQLでの処理の流れを図 4.2に示す．
4.4 動作予測部
動作予測部では，デーモンとして実装した Analyzerが処理を担当する．
4.4.1 各データの集約
3.3.1 節で述べたように，パフォーマンスデータはアプリケーション毎に共有メモリ上へ格納されている．
Linuxで共有メモリを扱う場合，shmget関数で共有メモリのキーとサイズを指定する．キーとして同じ値を
指定することで，別々のプロセスで同じ共有メモリが参照できる他，キーとして IPC PRIVATE定数を与え
ることで，未使用のキー値から新しいものが 1つ選ばれ，shmget関数の戻り値として渡される．SPLiTでは，
shmgetのキー値として，アプリケーション ID（app id）を用いる．また，各アプリケーション IDは，split init
関数の呼び出し時に，Analyzerによって用意された共有メモリに書き込まれる．Analyzerは共有メモリに書
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図 4.2: ApacheおよびMySQLでの処理の流れ
き込まれたアプリケーション IDリストをもとに，それぞれのアプリケーションのパフォーマンスデータにア
クセスし，データの集約を行う．
4.5 リソース配分部
4.5.1 コア割当情報の書き込み
3.4節で述べたように，各アプリケーションの共有メモリに格納されている処理毎のデータのうち，cpu mask
を変更することで，コア割当情報を各アプリケーションの SPLiT libに伝える．コア割当の方法は，4.5.2節で
詳述するが，コア割当の際，CPUマスクとして引数に渡す変数の型が cpu set tであることから，共有メモリ
上にも cpu set t型のデータとして格納する．cpu set t型は図 4.3に示すような構造体であり，各ビットが個々
の CPUの許可，不許可に対応している．複数のビットを 1にすることで，複数の CPUのいずれかで実行さ
れるように設定できる．また，全てのビットを 1にすることで，コア割当の制限を無くし，通常のスケジュー
リングに戻すことができる．
typedef unsigned long int __cpu_mask;
typedef struct
{
  __cpu_mask __bits[__CPU_SETSIZE / __NCPUBITS];
} cpu_set_t;
図 4.3: cpu set t型
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4.5.2 コア割当
3.4節でも述べたように，split start関数の呼び出し時に，各処理に対応するコアへスレッドを移動させるこ
とで，コアの割当を実現する．Linuxでは，プロセスの CPU anityを設定する sched setanity関数を用い
ることで，コア割当が実現できる．sched setanity関数では，設定対象のプロセス IDと CPUマスクを引数
として与える．sched setanity関数を呼び出したとき，指定したプロセスが実行可能な CPUのいずれかで実
行されていない場合，そのプロセスは CPUマスクで指定された CPUのいずれかに移動される．一方，現在
実行中の CPUが，CPUマスクによって実行許可されている場合，プロセスの移動は発生しない．SPLiTの場
合，各処理が SPLiT lib内で CPUマスクを設定するため，sched setanityの設定対象は自分自身（プロセス
IDには 0を指定する）となる．また，CPUマスク設定前に現在の CPUマスク設定を sched getanity関数
で取得，退避しておき，split end関数呼び出し時に設定を元に戻す．
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第5章 評価と考察
本研究では，ウェブアプリケーションに SPLiTを組込み，動作予測精度，応答時間，オーバーヘッドについ
て評価を行った．
5.1 実験環境
5.1.1 ハードウェアおよびソフトウェア構成
評価実験に用いたクライアント用マシンのハードウェア構成を表 5.1に示す．Webサーバ用マシンは，第 4
章で実装に用いたものと同じである．また，実験でのWebサーバとクライアントの関係およびソフトウエア
構成を図 5.1に示す．
表 5.1: クライアントのハードウェア構成
プロセッサ Intel Core 2 Duo (2.0 GHz)
メモリ DDR3 SDRAM 2GB (1067 MHz)
ネットワークデバイス 10/100/1000BASE-T（ギガビット）Ethernet
OS Mac OS X 10.5.8
Webサーバ
- SPLiT
- Apache
- MySQL
クライアント
- JMeter
図 5.1: 実験環境
5.1.2 ワークロード
RUBiS
性能の評価対象としてRUBiS[6]を利用した．RUBiSは，Rice University Bidding Systemの略であり，eBay[2]
をモデルにした，オークションサイトプロトタイプである．RUBiSによるオークションサイトは，PHP，Java
servlets，EJB（Enterprise Java Bean）の 3種類の実装があり，本研究では，PHPでの実装によるオークショ
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ンサイトを利用した．データベースはいずれの実装でも共通になっており，MySQLで 7つのテーブルを用い
て，オークションのユーザや出品物の情報を管理している．
Apache JMeter
Apache JMeter[3]（以下，JMeter）は，負荷テストやパフォーマンス計測のためのアプリケーションである．
ウェブアプリケーションのほか，データベースやメールサーバ等，様々なサーバのテストを行うことができる．
本研究では，クライアント用マシンで JMeterを用いてWebサーバの RUBiSにアクセスし，パフォーマンス
の計測を行った．
5.2 動作予測精度
各処理を 1000回行って統計データ取得後，再び同じ処理を 1000回行い，統計データとの誤差を計測した．
また，Analyzerによるコア割当を行わない場合と，コア割当を行った場合での誤差の計測を行った．計測結果
は表 5.2のとおりである．ここでは誤差を統計値に対する計測値の差の割合とする．誤差を eとし，n回目の
処理において，Analyzerで求めた統計値を sn，処理時に実際に計測した値をmn とすると，誤差の計算方法
は，式（5.1）のとおりである．サイクル数，キャッシュミス回数共に同じ計算方法である．また，サイクル数
最大誤差，キャッシュミス回数最大誤差は，各処理における誤差（(sn  mn)=mn）のうち最大のものである．
e =
1
N
NX
n=1
sn  mn
mn
(5.1)
表 5.2: 予測誤差
コア割当なし コア割当あり
Apache MySQL Apache MySQL
サイクル数誤差 [%] 11.2 5.7 9.0 1.3
キャッシュミス回数誤差 [%] 9.0 6.7 4.1 1.8
サイクル数最大誤差 [%] 129.3 230.1 134.2 148.1
キャッシュミス回数最大誤差 [%] 100.4 227.2 94.7 170.0
表 5.2より，Apacheのサイクル数最大誤差を除いて，コア割当を行った方が誤差，最大誤差共に小さくなっ
ている．誤差が小さくなった理由は，処理を行うコアを限定させることで，サイクル数やキャッシュミス回数
の変動が小さくなったためであると考えられる．ただし，コア割当を行っても最大誤差は依然として大きく，
キャッシュミス回数は最大で統計値の 2.7倍となっている．
5.3 応答時間
クライアントの JMeterを用いて，ウェブアプリケーションの応答時間の計測を行った．ウェブアプリケー
ションの応答時間とは，JMeterで設定したシナリオに従いウェブアプリケーションへ HTTPリクエストを送
信し，全ての HTTPリクエストへの応答を受信完了するまでの時間を意味する．応答時間の計測は，2種類の
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シナリオを作成した．1つは，一度の処理にかかる時間が短く，総受信されるデータ量が小さいページにアク
セスするが，アクセス量が非常に多いシナリオである．もう 1つは，アクセス数は少ないが，処理にかかる時
間が長く，大量のデータを総受信するページにアクセスするシナリオである．それぞれのシナリオでのアクセ
スファイル数，受信ファイルサイズ，SQLクエリ発行数は表 5.3のとおりである．
それぞれのシナリオにおいて，i）通常の ApacheとMySQLを利用した場合（通常システム），ii）SPLiT
を組込みパフォーマンスデータを収集するが最適化は行わない場合（予測あり・最適化なし），iii）SPLiTで
パフォーマンスデータの収集と最適化を行う場合（予測あり・最適化あり），の 3つの場合の性能を計測した．
iiの SPLiTを組込みパフォーマンスデータを収集するが最適化は行わない場合（予測あり・最適化なし）の計
測値は，SPLiTによるパフォーマンスデータの収集および動作予測のオーバーヘッドを意味する．
表 5.3: 各シナリオの詳細
アクセス数の多いシナリオ データ量の多いシナリオ
クライアント数 1,000 100
合計アクセスファイル数 14,000 1,300
合計発行 SQLクエリ数 10,000 4,542,500
合計アクセスデータベース行数 [百万行] 184.4 23.0
合計受信ファイルサイズ [MB] 218.2 409.7
5.3.1 アクセス数が多い場合
アクセス数が多い場合の応答時間の計測結果を表 5.4に示す．アクセス数が多い場合，SPLiTシステムによ
るパフォーマンスデータ収集・動作予測のオーバーヘッドは 5.0%となっている．また，予測結果をもとにコア
割当を行うことによって，通常システムに対して応答時間が 4.7%短縮している．
表 5.4: アクセス数が多い場合の応答時間
応答完了時間 [ms] 通常システムとの差 [%]
通常システム 21,788 -
予測あり・最適化なし 22,888 + 5.0
予測あり・最適化あり 20,759 - 4.7
5.3.2 データ量が多い場合
データ量が多い場合の応答時間の計測結果を表 5.5に示す．データ量が多い場合は，SPLiTシステムのオー
バーヘッドが 2.5%，最適化による応答時間短縮が 26.0%と，アクセス数が多い場合と比べ，良い結果が出てい
る．この結果より，SPLiTシステムを適用することにより，アクセス数が多い場合，データ量が多い場合のい
ずれの場合でも性能向上が可能であるが，特にデータ量が多い場合に有用であることがわかった．
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表 5.5: データ量が多い場合の応答時間
応答完了時間 [ms] 通常システムとの差 [%]
通常システム 152,426 -
予測あり・最適化なし 156,275 + 2.5
予測あり・最適化あり 112,738 - 26.0
5.3.3 アプリケーションへのコア割当の検証
3.3.2節で述べたように，コア割当の際，同じアプリケーションの処理は距離の近いコアで実行されるように
割当を行った．この割当方法に効果があるかどうか，上述のデータ量が多い場合のシナリオを用いて，2種類
のコア割当について応答時間を計測し，検証を行った．1つ目のコア割当（集中割当）は，本研究でのアルゴ
リズムと同様に，距離の近いコアで同じアプリケーションが実行されるようコア割当を行った．具体的には，
Core i7の物理コア毎にアプリケーションの割当を行い，同じ物理コア上の 2つの論理プロセッサでは，同じア
プリケーションが実行されるように割り当てた．2つ目のコア割当（分散割当）では，Core i7の同じ物理コア
上の 2つの論理プロセッサのうち，1つに Apacheを，他方にMySQLを割り当てた．集中割当，分散割当共
に，ApacheとMySQLそれぞれに 4つずつ論理プロセッサの割当を行った．2種類のコア割当での応答時間の
計測結果を表 5.6に示す．表 5.6より，集中割当の場合はコア割当をしない通常システムと比べて 16.4%応答
時間が短縮しているのに対し，分散割当では逆に 60.0%応答時間が遅延している．この結果から，アプリケー
ションへのコア割当が性能に大きく影響し，本研究で採用したアプリケーションへのコア割当アルゴリズムが
有用であることがわかった．
表 5.6: コア割当アルゴリズムによる応答時間
応答完了時間 [ms] 通常システムとの差 [%]
通常システム 152,426 -
集中割当 127,462 - 16.4
分散割当 243,898 + 60.0
5.4 オーバーヘッド
5.4.1 スレッドマイグレーションのオーバーヘッド
まず，sched setanity関数によって発生するスレッドマイグレーションのオーバーヘッドの計測を行った．
スレッドを実行させるコアとして，2つのコアを交互に指定することで，100万回のスレッドマイグレーション
を発生させ，実行にかかる時間を計測した．指定した 2つのCPU番号（CPU番号AおよびCPU番号 B）と，
100万回のスレッドマイグレーションにかかった時間（実行時間）を表 5.7に示す．CPU番号 Aと CPU番号
Bが両方とも 0の場合，スレッドマイグレーションは発生しない．CPU番号 Aと CPU番号 Bの両方に 0を
指定した場合の実行時間，0.325秒は sched setanity関数呼び出しにかかるオーバーヘッドである．また，2
つの CPU番号として，0と 1を指定するよりも，0と 2を指定した方が実行時間が長いのは，0と 1のコアが，
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4.1節の図 4.1に示したように，Hyper-Threading Technologyによって物理コアを共有している論理プロセッ
サであるためと考えられる．物理コアを共有する 2つの論理プロセッサは，L1キャッシュ，L2キャッシュを共
有しており，スレッドマイグレーションによって task構造体や実行コードのキャッシュミスが発生しない．
表 5.7: 100万回のスレッドマイグレーションの実行時間
CPU番号 A CPU番号 B 実行時間 [sec]
0 0 0.325
0 1 2.556
0 2 2.793
次に，スレッドマイグレーション後にデータアクセスを行い，キャッシュミスによるオーバーヘッドの計測
を行った．スレッドマイグレーション後，char型の 2n 個の配列に線形アクセスし，全ての要素をインクリメ
ントする，という方法でキャッシュミスを発生させた．スレッドマイグレーションとデータアクセスを 1000回
繰り返し，実行開始から実行完了までの時間を計測した．そして，各データサイズにおける，1KBあたりのア
クセス時間を計算した．ただし，アクセス時間を計算する際，表 5.7の結果をもとに，実行時間からスレッド
マイグレーションにかかる時間を減算した．計測結果を図 5.2に示す．図 5.2中の青い線は，常に 0番の論理
プロセッサを実行コアに指定し，スレッドマイグレーションは発生しないが，sched setanity関数の呼び出
しとデータアクセスを行った場合のアクセス時間である．赤い線は，0番の論理プロセッサと 1番の論理プロ
セッサを交互に移動した場合，緑の線は，0番の論理プロセッサと 2番の論理プロセッサを交互に移動した場
合のアクセス時間である．
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図 5.2: スレッドマイグレーションにおけるデータアクセスコスト
図 5.2より，1KBあたりのデータアクセス時間はデータサイズに関わらず，ほぼ一定である．また，スレッ
ドマイグレーションを発生させずにデータアクセスする場合が一番速く，スレッドマイグレーションが発生す
る場合は，移動先のコアに関わらず同様のアクセス時間となった．この結果より，アクセスするデータのサイ
ズに関わらず，同じデータにアクセスする処理は，同じコアで行った方が効率的であることがわかる．
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5.4.2 SPLiTのオーバーヘッド
SPLiTシステムのオーバーヘッドを 5.3節で計測した．本節では，SPLiTシステム内の各処理にかかるオー
バーヘッドの計測を行った．計測には，SPLiTシステムのプログラムの該当箇所を無効にする前後で，上述
のデータ量が多い場合のシナリオを用いて応答時間を計測し，計測した応答時間の差を，その処理のオーバー
ヘッドとした．計測結果を表 5.8に示す．割合は，全オーバーヘッドに対する各処理のオーバーヘッドの割合
を示す．ただし，割合の丸め誤差の関係から，割合の合計は 100.0にならない．
表 5.8: 応答時間に対する各処理のオーバーヘッド
オーバーヘッド [ms] 割合 [%]
計測データ格納時の共有メモリへのアクセス 1,731 34.0
Perfmon3による PMU操作 839 16.5
スレッドマイグレーション 101 2.0
Analyzer 410 8.1
SPLiT libのその他のコード 570 11.2
Apache，MySQLに追加したその他のコード 1,439 28.3
全体 5,090 100.0
5.4.3 コード変更量
Apache，MySQLに SPLiTを適用する際に加えたコード変更量を表 5.9に示す．Apacheのコード変更量は，
Apache自体のコードに変更を加えた場合と，Apacheモジュールとして実装した場合の 2種類方法で実装を
行い，コード変更量を計測した．また，MySQLライブラリの変更は，Apache上のウェブアプリケーション
が MySQLサーバへ SQLクエリを送信する際，SQLクエリと共に code idを送信させるための変更である．
MySQLサーバは，MySQL自体のコードに変更を加えることで，SPLiTライブラリの組込みを行った．表 5.9
より，Apache（コード埋め込み）やMySQLサーバのように，既存のプログラムに SPLiTのライブラリ API
呼び出しを埋め込む場合，少ない変更で SPLiTを適用することができる．また，Apache（モジュール化）や
MySQLライブラリのように，汎用性を持たせたプログラムの場合の変更量は，コードを直接埋め込む場合と
比べ行数が多くなるが，移植性が高くなるという利点の大きさに対して，SPLiT適用の開発コストは小さいと
言える．
表 5.9: コード変更量
行数
アプリケーション 変更・削除 追加
Apache（モジュール化の場合） 0 73
Apache（コード埋め込みの場合） 0 10
MySQLライブラリ 0 162
MySQLサーバ 6 48
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第6章 将来課題
6.1 動作予測の改善
6.1.1 精度の向上
本研究では，各コアにおける CPUサイクル数とキャッシュミス回数というミクロな動作をもとに，複雑な
動作をするアプリケーションへのシステムのリソース配分というマクロな処理を行った．プログラマによる処
理への ID付けや処理間の関係などのヒントを用いることで，ミクロの情報をマクロでも有益に扱うことがで
き，アプリケーションの性能を向上させることができた．しかし，5.2節での結果が示すように，数値の分散
が大きいため，個々のデータに対する誤差が大きく，改善の余地がある．CPUサイクル数やキャッシュミス回
数に影響を及ぼす要因を考慮して動作予測を行い，分散の小さい安定した数値を得ることができれば，予測精
度の向上につながり，より効率的なリソース配分が可能になると考えられる．
6.1.2 他のモニタリングイベントの活用
4.2.1節で述べたように，本研究で用いた Core i7は，非常に多くのモニタリングイベントに対応している．
本研究では，CPUサイクル数とキャッシュミス回数という 2種類の基本的なモニタリングイベントのみを用い
たが，様々な種類のモニタリングイベントを活用することで，リソース配分に有益な情報が得られる可能性が
ある．
6.1.3 実社会における効果測定
本研究では，ベンチマーク用のウェブアプリケーションと，ウェブクライアントのシミュレータを用いて実
験を行った．シミュレーションによる実験では，SPLiTによってウェブアプリケーションの性能を向上させる
ことに成功した．しかし，実際に運用されているシステムは，シミュレーションで用いたものよりも，システ
ム構成やアクセスパターンが複雑であり，シミュレーションと同様の結果が得られる確証はない．実社会で利
用されているシステムを用いて効果測定を行うことで，SPLiTが実社会でも有用であるか，問題がある場合は
どこが問題であるかという点を明らかにすることができる．
6.2 様々なハードウェア構成への対応
本研究で用いたハードウェア以外にも，アクセスコストなどを考慮することでリソースの利用効率の向上が
期待できる様々なハードウェア構成がある．それぞれのハードウェア構成について，何を考慮すればリソース
最適配分が可能であるかについて述べる．
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6.2.1 マルチプロセッサ対応
本研究では，シングルプロセッサを用いて実装および評価を行った．5.3.3節での実験結果からもわかるとお
り，コアとキャッシュの構成を考慮することで，コア間のデータ共有効率を向上させることができる．もしマ
ルチプロセッサを利用する場合は，キャッシュに加え，CPUの構成についても考慮する必要がある．
6.2.2 NUMA対応
本研究では，メモリアクセスのコストは，メモリアドレスに関わらず等価であるとして，リソース配分アル
ゴリズムの実装を行った．しかし，今後マルチコア化が進むにつれ，NUMA（Non-Uniform Memory Access）
構成のメモリを持つマシンが増加すると考えられる．その場合，リソース配分を最適化するために，各ノード
のメモリアクセスのコストを考慮する必要がある．
6.2.3 ネットワーク対応
本研究で評価の対象としたウェブアプリケーションの場合，ネットワークに関するリソース配分も性能に関
わる重要な要素である．実験環境では，ネットワークインタフェースが 1つであったため，特にネットワーク
インタフェースに関するリソース配分は行わなかった．しかし，複数のネットワークインタフェースを持つウェ
ブサーバなどの場合，どのリクエストをどのインタフェースで受け付けるか，ということが性能に影響を及ぼ
す．ネットワークに対応したリソース配分を行うには，パケット送信元の IPアドレスと，そのパケットを処理
するアプリケーションの関係を調べる必要がある．そして，その関係からパケットを受け付けるインタフェー
スおよびアプリケーションのコア割当を決める．これにより，ネットワークの負荷分散と，ネットワークデバ
イスと CPUコアの間の通信コスト低減が可能になる．
6.2.4 リソース情報の自動収集
本研究では，CPUのマニュアル [19]や人手によるパフォーマンス計測によって，メモリやキャッシュのアク
セスコストの値を得た．しかし，ハードウェア構成は個々のマシンによって異なるため，本研究で用いたアルゴ
リズムを全く変更せずに，別のマシンに適用しても，最適な結果を得ることはできない．もし，リソース情報
を自動的に収集することができれば，個々のマシンに合わせたリソース配分アルゴリズムの選択が可能になる．
6.3 ソフトウェアへの対応
6.3.1 他のソフトウェアへの対応
本研究では，ApacheとMySQLをリソース配分最適化の対象とした．4.1節で述べたとおり，クライアント
からのリクエストの種類によって処理内容が大きく異なることが，ApacheとMySQLを選んだ理由である．し
かし，サーバアプリケーションではなく，クライアントアプリケーションでも同様の特徴を持つものは存在す
る．例えばウェブブラウザの場合，サーバとの通信，テキストデータのパース，スクリプト実行，動画再生，
ユーザインタラクション等，様々な種類の処理を行っている．これらの処理に対して，SPLiTシステムを適用
することで，クライアントアプリケーションの性能向上が期待できる．
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6.3.2 マルチスレッド化支援
本研究では，既にマルチプロセス化，マルチスレッド化が行われているアプリケーションの性能向上を行っ
た．しかし，シングルスレッドのアプリケーションの場合は，SPLiTによる性能向上はあまり期待できない．
PMUと SPLiT libによる情報収集機能を用いて，どの処理を別々のスレッドに分割すれば良いかを提案する
機能を提供すれば，シングルスレッドのアプリケーションの性能向上にも寄与することができる．
6.4 省電力化
本研究では，リソース配分を最適化することで性能の向上を目指した．逆に，性能を維持したままリソース
配分を最適化することにより，必要なリソース量を減らし，省電力化することも考えられる．動作予測を改善
することにより，事前に要求されるリソース量が予測できれば，最低限のリソースで性能要求を満たすことが
できる．
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第7章 結論
本研究では，マルチコア環境におけるリソース配分最適化の困難さを背景に，プロセスの動作予測を行い，
予測結果をもとにリソース配分を最適化する手法の提案を行った．動作予測のための情報源として，PMUで取
得したパフォーマンスデータと，プログラマによって与えられた処理に関する情報を用いた．カーネルで得ら
れるハードウェアのミクロな情報と，アプリケーションで得られるソフトウェアのマクロな情報を組み合わせ
ることで，効率的なリソース配分を目指した．実験の結果，ウェブアプリケーションの性能が最大で 26%以上
向上し，提案手法がリソース最適配分に有用であることがわかった．また，アプリケーションにおけるリソー
ス配分最適化の処理をライブラリ化することにより，プログラミングのコストが低減できることを示した．将
来課題として，予測精度の向上，他のハードウェア構成への対応，マルチスレッド化の支援などが挙げられる．
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