Abstract-We propose the Geometric Bounds (GBs), a new family of fast and accurate noniterative bounds on closed queueing network performance metrics that can be used in the online optimization of distributed applications. Compared to state-of-the-art techniques such as the Balanced Job Bounds (BJBs), GB achieves higher accuracy at similar computational costs, limiting the worstcase bounding error typically within 5-13 percent when, for the BJB, it is usually in the range of 15-35 percent. Optimization problems that are solved with GBs return solutions that are much closer to the global optimum than with existing bounds. We also show that the GB technique generalizes as an accurate approximation to closed fork-join networks commonly used in disk, parallel, and database models, thus extending the applicability of the method beyond the optimization of basic product-form networks.
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INTRODUCTION
T HE ever-increasing complexity of today's large distributed systems requires the availability of self-optimizing techniques for their management. Complexity stems from features such as the large number and the heterogeneity of hardware and software components, the intensity of the load, the high number of interconnected networks, the multilayered architecture of applications, and the unpredictable fluctuations of traffic requests. In this scenario, selfmanaging systems are rapidly emerging [1] , [2] . These systems dynamically adjust their configuration to continuously meet the system service requirements in the presence of workloads with highly variable and unpredictable request patterns. Service requirements apply to different architectural layers and are expressed in terms of quality-ofservice metrics, e.g., system throughput and response time, service availability, access failure rate, packet delay, and drop rates. In general, they should be met continuously, both individually and in combination. Under these conditions, a system must be able to self-configure and take selfoptimization decisions based on rules that search over the space of all the feasible parameter values. Given a performance model of the system, possibly hundreds of thousands of configurations can be evaluated by nonlinear programming methods [3] to find the best possible configuration decision. The accuracy of the solution is also a critical factor, especially when violations of Service Level Agreements (SLAs) result in economic penalties. Efficient yet accurate solution techniques are thus necessary.
Analytic queueing network models are often used in performance optimization because of the robustness and efficiency of the available solution algorithms [4] . In particular, closed product-form queueing networks [5] are the most popular stochastic models for performance evaluation thanks to the simple expression of their steadystate probability, which assumes the form of an algebraic product and avoids the numerical solution of the underlying Markov chain. However, the computational complexity of exact solution techniques, even basic single-class models, makes them infeasible when a very large number of problem instances must be solved in a limited amount of time. If estimates of the performance indices, rather than their exact values, are sufficient to satisfy the requirements of the performance evaluation study, then approximate techniques may be adopted. Iterative local approximations [6] are more efficient than exact methods, but are usually much slower than single-step bounding techniques [7] , [8] , [9] , [10] , [11] , [12] . On the other hand, the accuracy of singlestep bounding techniques may be significantly worse.
In this paper, we introduce a new bounding technique that shifts the trade-off between computational costs and result accuracy toward the latter at a small increase of the former. Geometric Bounds (GBs) define a single-step bounding technique for closed product-form networks that provides inexpensive yet accurate results regardless of the dimensions of the system and of the workload. The method bounds performance indices such as queue lengths, throughput, utilizations, and response times, which are among the most commonly used metrics in performance analysis and optimization. GBs are derived by describing the queue lengths with a geometric sequence of terms related to resource utilizations and are more accurate than any other noniterative method; in particular, they improve over the widely used Balanced Job Bounds (BJBs) [12] . We also address the known accuracy loss problem when there are delay servers in the network by introducing Geometric Square-root Bounds (GSBs). GB and GSB are validated extensively using a large number of random problem instances, as well as stress cases proposed in the literature for the evaluation of other bounding techniques. We also show that GBs and GSBs provide very good accuracy in the critical case of strongly unbalanced networks, where other known bounds are loose. This case is extremely important in real applications, where a dominant performance bottleneck can cause major performance slowdowns and, therefore, model accuracy for this case is desirable.
It is well known that real systems can have features that significantly violate the assumptions of product-form models. In this case, more complex non-product-form networks are often considered. To improve the applicability of our method outside product-form modeling assumptions, we propose an extension of GB to networks with fork-join subsystems [13] . Recent work has noted the importance of fork-join networks for the performance optimization of parallel systems and, in particular, for tuning disk arrays and distributed storage systems [14] , [15] and for database (DB) modeling [16] . Due to the difficulty in obtaining a general closed-form expression of the equilibrium-state probabilities, the focus of fork-join model research is on approximation techniques [17] . In particular, the increasing demand for inexpensive techniques that may be applied to the online performance tuning of storage systems [18] has led to the extension of classical mean value analysis (MVA) techniques developed for productform networks [19] . The proposed extension of the GB technique shows an accuracy that is comparable to that of existing MVA-based approximations of fork-join models but at much lower computational costs. It also improves over established BJB-based approximation methods. We show in a case study that the impact of increased approximation accuracy can be very relevant for the performance optimization of fork-join models.
The paper is organized as follows: In Section 2, we give background. Section 3 describes the GBs and GSBs. Section 4 presents the results of extensive accuracy validations. The extension of the GB technique to non-product-form forkjoin networks is discussed in Section 5. Experiments showing the impact of our bounds in system optimization are discussed in Section 6. Conclusions are drawn in Section 7. The Appendix summarizes the model parameters used in experiments.
BACKGROUND
We consider a system that can be modeled as a network, where N jobs cyclically visit a fixed number of resources. We model the first M resources as queues, indexed by i ¼ 1; . . . ; M, where jobs may wait in line due to limited server capacity; the remaining resources are delay servers, where jobs immediately receive service without queueing. For computational efficiency, we represent the system as a product-form 1 queueing network [5] in which servers have a fixed mean service rate and the network is populated by N statistically indistinguishable jobs (single-class model). A comprehensive introduction to product-form models and related background can be found in [20] ; we also point to [22] for a glossary of standard queueing network terminology.
The parameter S i is the average service time at queue i, 1 i M; similarly, Z j is the service time at a delay server j. We define V i to be the average number of visits of a job to a resource i for each cycle in the system. We remark that it has been known for a long time [8] that the steadystate performance of a product-form network depends only on N, on the set of queue service demands L i ¼ S i V i , 1 i M, and on the total delay Z ¼ P j Z j V j . Throughout the paper, we focus on the following synthetic mean performance indices, which summarize the behavior of the queueing network at steady state:
. the server utilization U i ðNÞ, i.e., the fraction of time in which the server of queue i is busy, . the cumulative mean waiting time W i ðNÞ experienced by a job while waiting and subsequently receiving service at queue i during the V i visits, . the queue length Q i ðNÞ, i.e., the mean number of jobs waiting or receiving service at queue i, and . the system throughput XðNÞ, i.e., the mean completion rate of jobs and the system response time RðNÞ ¼ P M i¼1 W i ðNÞ, both measured at an arbitrary reference point in the network, which are synthetic indices of network performance. These quantities are usually computed with the MVA algorithm [21] as
The above MVA formulas define a recursive algorithm in terms of the queue lengths Q i ðN À 1Þ, which grow in complexity as OðMNÞ time and OðMÞ space. Table 1 summarizes the main notation given in this section. 1 . Other models are possible, but the lack of exact solution formulas often makes the evaluation of these "non-product-form" networks prohibitively expensive (e.g., state space explosion) or inaccurate. An exception is the class of closed fork-join networks that can be approximated accurately. 
Noniterative Bounding Techniques
The aim of the bounding techniques reviewed in this subsection is to provide noniterative lower and upper bounds on (1)-(4), having a computational cost independent of the particular value of the population size N, which is the most important source of computational complexity in the MVA algorithm. Since (1)-(4) allow us to derive bounds on RðNÞ, W i ðNÞ, and U i ðNÞ from bounds on XðNÞ and Q i ðNÞ, the focus is on developing bounds for the last two quantities. Henceforth, we use the notation M þ and M À to indicate, respectively, upper and lower bounds on a performance metric M, e.g., X þ and X À denote upper and lower throughput bounds, respectively; similarly, Q þ i and Q À i denote queue-length upper and lower bounds. Table 2 reports the bound notation used in the rest of the paper; the best available noniterative bounds, i.e., the ABA bounds [11] , BJBs [12] , [10] , and PBs [9] , are summarized in Table 3 . The following remarks clarify the contents of the tables:
. The ABA bounds provide accurate results only when the network is lightly loaded or heavily congested. The saturation condition XðNÞ X max ¼ L
À1
max applies to all upper bounds and, in the experiments, we always also enforced it for the BJBs, PBs, GBs, and GSBs. . The BJBs always offer greater accuracy than the ABA bounds. Further, the bounds hold true for any X þ such that XðN À 1Þ X þ X max and X À such that 0 X À XðN À 1Þ. In particular, the simplest BJBs are obtained by setting X þ ¼ X max and X À ¼ 0. . The PBs differ from the other bounds in that they consider each individual value of the L i s and thus are always more accurate than ABA bounds and BJB. The increase of accuracy requires a small increase of computational cost due to some additional exponentiations. Similarly to the BJB, setting X þ ¼ X max and X À ¼ 0 provides the simplest PBs. We remark that accurate iterative bounds exist [23] , [9] , [24] , but they are not considered in the paper because they require considerably higher computational costs than noniterative bounds. As we remark in Section 4, our GBs still provide accuracy levels similar to those of iterative methods, but at a fraction of the cost.
GEOMETRIC BOUNDS
Our approach for developing new accurate noniterative bounds consists of the following basic ideas: We derive bounds on queue lengths by recursively expanding (4) as
Noting that (5) is qualitatively similar to a geometric sum
we prove that it is always possible to compute appropriate ys such that (6) provides either an upper or a lower bound on Q i ðNÞ. This is fundamental to removing the iterative structure of the MVA recursion since (6) can be computed noniteratively as
The computation of bounds using the last formula provides a strong computational gain compared to iterative schemes. That is, the computational cost of computing queue-length bounds is independent of the population size N since this appears in the right-hand side of (7) only as an exponent. At the end of the section, we show how the bounds on Q i ðNÞ also define bounds on the throughput XðNÞ. It can be easily verified that all of the techniques presented in the next section have requirements that are population independent and their computational costs grow as OðMÞ both in time and space.
Queue-Length Bounds
This section derives the noniterative expressions (7) of the GB queue-length bounds. 
for any X þ such that XðNÞ X þ X max and where 
The base case of the induction is proved if fð1Þ ! geomðCð2Þ=2; 1Þ, but this simplifies to Cð1Þ ! Cð2Þ=2, which is always true by the definition of CðNÞ and by the ranges of a and b. The induction hypothesis can instead be written as fðN À 1Þ ! geomðHðNÞ; N À 1Þ, where
Note that 0 HðNÞ < 1 because 0 < a 1, b ! 0, and N ! 1; then, we wish to prove that
Using the induction hypothesis, we have
Then, the result follows immediately if we can show that
but this can be easily verified by substituting the definitions of HðNÞ and CðNÞ into the inequality and considering the conditions 0 < a 1 and b ! 0. t u Theorem 2. The queue length Q i ðNÞ is bounded from above by
for any X þ and X À such that XðNÞ X þ X max and 0 X À XðNÞ and where
is the ratio y of the underlying geometric sum (7).
Proof. The case L i ¼ L max can be proven as in the previous theorem. The case L i < L max follows from the fact that the utilization in product-form networks is monotonically increasing with N [26]; thus, expanding Q i ðNÞ as a summation of utilizations, this is immediately bounded as
The final formula follows by considering an upper bound Y i ðNÞ on U i ðNÞ and using the closed-form formula of a geometric sum. t u
Throughput Bounds
We extend the bounding result to throughput bounds by deriving a new exact expression of the throughput XðNÞ that includes more information than the standard MVA formula (3). We begin by observing that a tight approximation of (3) should also account for the population constraint:
which expresses the conservation of the first moments of queue lengths in closed systems [10] . This constraint significantly limits the feasible values of RðNÞ in (3). We therefore integrate (15) into (3) with the aim of minimizing the "information loss" of replacing the exact queue lengths Q i ðNÞ by their corresponding GBs. Isolating in (3) and (15) the queues with service demand L i ¼ L max , after simple manipulations, the following new exact formula is found:
where
If we compare (16) with the BJB formula in Table 3 , we note that the lower BJB can be derived and proven by setting both XðN À 1Þ and DðNÞ to their minimum values XðN À 1Þ ¼ 0 and DðNÞ ¼ 0. This suggests a new general approach for deriving throughput bounds, where we replace XðN À 1Þ and DðNÞ with suitable bounds. This yields the following result. 
for any X þ and X À such that XðN À 1Þ X þ X max and 0 X À XðN À 1Þ.
Proof. The proof for both bounds follows immediately from (16) . In addition, we verify that the denominator of (17) is always positive. Consider the worst case
The quantity is always greater than zero, because the sum
This proves that X À GB ðNÞ is always positive. t u
Geometric Square-Root Bounds
Tight bounds for models with a large delay Z usually require an improved approximation of the term ZXðN À 1Þ in (16) . This term quantifies the average number of jobs waiting at the delay servers in the network with one job less [10] and thus directly affects the queue-length values Q i ðN À 1Þ. Previous work has obtained improved approximations either by iterative approaches [9] , [10] or by noniterative approximations, e.g., the Square-Root Bounds (SQBs) in [10] . The two methodologies provide similar accuracy. We generalize noniterative approaches using the new exact relation (16) . Consider the bounding relations [26] , [10] KðNÞXðNÞ XðN À 1Þ XðNÞ; ð19Þ
where KðNÞ ¼ ðN À 1Þ=N. If we replace the term XðN À 1Þ in (16) with X À ¼ KðNÞXðNÞ or X þ ¼ XðNÞ, then we have removed the dependence on XðN À 1Þ. Each inequality can then be solved analytically for XðNÞ, as we show in the following generalization of the SQBs. 
Proof. Solving (16) for XðNÞ in the lower bound case, we get the quadratic inequality
where JðNÞ ¼ KðNÞL max Z and
and, with associated discriminant
where we used the relation KðNÞN ¼ N À 1. Similarly, in the upper bound case, we get the second-order inequality
with discriminant
Noting that Á 1 ! Á 2 , we first show that both inequalities are associated to real radices by proving that Á 2 ! 0.
From the asymptotic properties of queue lengths [27] , we have
which finally implies that Á 1 ! 0 and Á 2 ! 0.
Since both discriminants are nonnegative, both quadratic equations are always associated with real radices, and we can easily solve the inequalities, e.g., by computing the reciprocal solution formula 2 of a quadratic equality
Þ, x 6 ¼ 0, which allows us to leave the usual dependence on N in the numerator. Bound formulas follow after noting that, in the reciprocal solution formula, only the radices with a positive sign can provide positive throughput values and, therefore, negative radices have to be discarded. Finally, note that
immediately implies the observation that bðNÞ ! 0. This completes the proof of Theorem 4.
t u The GSBs are immediately obtained by replacing the queue lengths in bðNÞ by Q À i;GB ðN À 1Þ (GSB lower bound) or Q þ i;GB ðN À 1Þ (GSB upper bound). We remark that the GB upper and lower bounds also provide good results for models with large delays, but the GSBs are typically more accurate.
Asymptotic Correctness
We conclude the section by showing the correctness of the proposed bounds under asymptotic growth of the population size N. This is particularly relevant for heavily loaded models where the analysis investigates the limiting condition of the system under critical congestions. We show that in this limit case, our bounds are asymptotically exact, i.e., they return the same asymptotic values of the exact MVA formulas (3) and (4) as given in [27] :
The GB queue-length bounds are asymptotically exact, i.e., lim N!þ1 Q À i;GB ðNÞ ¼ Q i ð1Þ and
Case L i ¼ L max . The result follows from (8) by noting that the sum of the optimistic nonbottleneck queue lengths converges to a finite value and that X þ ðNÞ also converges to the finite value X max , with XðNÞ monotonically increasing with N and X þ ðNÞ X max . t u Theorem 6. The GB throughput bounds are asymptotically exact, i.e.,
Proof. The theorem is an immediate consequence of the convergence of queue-length bounds and of the fact that ZX À ðN À 1Þ ZX þ ðN À 1Þ Z=L max are bounded quantities.
t u
Experiments in Section 4.1 show that the GB rate convergence to the exact value is much faster than for BJB and PB.
ACCURACY VALIDATION
We assess the accuracy of the proposed bounds using three approaches. In Section 4.1, we evaluate GB with the stress cases used in [9] , [10] to study the accuracy of BJB and PB. In Section 4.2, we perform an accuracy analysis on 1,000 randomly generated models with different service demands and number of queues. Finally, in Section 4.3, we show that GB can be used to compute tight throughput approximations that are more accurate than bounds, although no longer upper and lower limits to the exact value. Experimental results indicate that GBs outperform BJBs and PBs in all three validations and are always superior to these methods except for very small population values, where the PBs are slightly more accurate.
We do not report a comparison with the noniterative bounds recently derived in [28] from the analysis of the normalizing constant of equilibrium-state probabilities since their application is limited to models without delay servers ðZ ¼ 0Þ. This is a significant constraint for models of real systems where overheads not associated with queueing often exist. Nevertheless, comparative evaluations with these bounds indicate that GBs again provide the best results.
Comparison on Stress Cases
We compare the GB throughput bounds with the BJBs and PBs using the same four stress cases used in the literature for their validation [9] , [10] .
Stress Case 1. The network is almost balanced, with M ¼ 4 queues and service demands Stress Case 4. The network has the same queues as Stress Case 3 and an additional delay server with Z ¼ 1:00. The maximum throughput is X max ¼ 10:00.
We point the reader to [9] and [10] for additional details on the above experiments. There are at least two simultaneous conditions that make all above models stress cases for bounds:
1. None of the models is perfectly balanced; thus, in all models, we do not obtain tight approximations using BJB. This lets us understand to what extent the proposed bounds are able to account for variability in the service demands. 2. In all four cases, XðNÞ converges very slowly to the asymptotic value X max due to the presence of multiple bottleneck queues [29] , i.e., m max > 1. This complicates the approximation, particularly for the optimistic bounds, which tend to diverge quite quickly from the exact throughput curve. Tables 4, 5 , 6, and 7 show the lower and upper BJB, PB, GB, and GSB throughput bounds obtained on the four stress cases and the underlined values denote the most accurate results. Fig. 1 illustrates GB and GSB in comparison to the PBs, which are always more accurate than BJB. The upper GSB is computed using the utilization bound Y i ðNÞ ¼ minfL i X ABA bound in Table 3 . The PBs and BJBs in Stress Cases 2 and 4 are computed using the iterative extensions for models with delays defined in [9] and [10] . When specified, the number within brackets represents the number of iterations required to compute the bound, e.g., PB(2) iteratively computes throughput bounds for the populations N, N À 1, and N À 2. We remark that we limited our comparison to BJBs and PBs obtained with no more than two iterations since we observed that additional iterations provide a negligible increase of accuracy.
As we can see in Tables 4, 5 , 6, and 7, the proposed GBs and GSBs are very accurate and much closer to the exact values for the great majority of models. GB and GSB are slightly less precise than PB only for very small population values, i.e., N 10, where all bounds are obviously very tight to the exact throughput values. This is a consequence of the fact that the PBs are designed to approximate very lightly loaded models, where the queue lengths approximately grow in a linear fashion with N. The increase in the accuracy of the GBs is particularly evident in the rapid convergence to the exact value when the network becomes congested. These results clearly indicate the effectiveness and the robustness of the proposed bounds on the most problematic cases of almost balanced and unbalanced models.
Comparison on Random Models
We now evaluate bound accuracy on a testbed of 1,000 random models. Queue service demands are drawn from a uniform distribution in [0.00, 1.00]. To stress the models with a delay server, we consider a large Z such that Z ¼ 10L max . The number of queues is again drawn from a uniform distribution in [5, 50] . In order to provide conservative results, for each bound X bound , we consider the following error function:
jX bound ðNÞ À X exact ðNÞj X exact ðNÞ ;
where X exact ðNÞ is the exact throughput computed with the MVA algorithm [21] . This index considers, for each model, the maximum relative error for 2 N 1000. We do not consider the trivial case N ¼ 1 because it is immediately Xð1Þ ¼ 1=ðZ þ LÞ. The results are shown in Tables 8 and 9 . It can be noted that the mean, median (denoted as "med"), and maximum of Á err are always favorable to GB and GSB. We conclude the experiment by extrapolating the behavior of the error Á err as a function of the population N. We present in Fig. 2 the cumulative distribution function of the population on which Á err is computed, i.e., the population where the GB and GSB error is maximal. The results indicate that, for GB, the maximal error always lies in the range N 2 ½2; 120 and, similarly, for GSB, it is always in N 2 ½2; 140. This indicates that our choice of the range 2 N 1; 000 for the computation of Á err is sufficient to capture the maximum error. Further, it also indirectly confirms that the bounds always converge rapidly to the asymptotic value X max since, after N ¼ 140, the error starts to decrease in all cases.
Bound-Based Throughput Estimates
The third validation consists of comparing the effectiveness of all bounds in determining throughput approximations. These are particularly useful in all cases where the analysis requirements are not concerned with determining bounds on solution accuracy, but, instead, one seeks for maximum accuracy without resorting to more expensive iterative techniques.
We follow the approach in [23] and, given two bounds X þ ðNÞ and X À ðNÞ, we consider the following approximation of XðNÞ:
that is, the harmonic mean of the two bounds. This implies a maximal relative error which represents the degree of uncertainty in approximating XðNÞ by AðNÞ. We evaluate this measure on 1,000 random models with the same characteristics as those used in the previous section. For each model, we determine the largest maximal relative error for the populations from N ¼ 2 to N ¼ 1; 000. This again provides a worst-case estimate of bound performance. The numerical results are shown in Tables 10 and 11 . As we can see, the accuracy of the GB and GSB estimates is even doubled with respect to the PB and BJB estimates. This indicates that, on average, the worst-case gap between the upper and the lower GBs and GSBs is much lower than the gap between the PBs or the BJBs. Furthermore, we observe that this result is highly competitive with those achievable by iterative bound hierarchies. For instance, in order to achieve a similar worst-case throughput error, the bound hierarchies in [30] require approximately three to four iterations, each having a computational cost similar to that of computing the GBs or the GSBs. This indicates that our bounds are highly competitive with much more expensive iterative techniques.
APPROXIMATION OF CLOSED FORK-JOIN NETWORKS
In this section, the GBs are extended to approximate closed queueing network models with fork-join subsystems. This application shows how GBs can be effectively generalized beyond the product-form case, providing a new approximation technique for models that play an important role in real systems' optimization. Other extensions may be possible, but the lack of research on noniterative methods for other classes of non-product-form models makes it difficult to derive further generalizations.
A fork-join network is characterized by the presence of subnetworks where jobs are served in parallel by multiple servers. This is effective in several models, e.g., when characterizing a disk read request that is served in parallel by mirrored drives. A fork-join subsystem, labeled by k, is composed of a fork node, a join node, and P k queues in parallel. Each time a new job arrives to the fork node, it is divided into P k sibling tasks, each of which is sent to a distinct queue of the subsystem. After all tasks have been served, they are reassembled at the join node into the single original job, which then leaves the subsystem. A graphical representation of a model with a queue and a fork-join subsystem composed of P k queues is given in Fig. 3 . Without loss of generality, we assume for this section that networks are composed of fork-join subsystems only, e.g., the network in Fig. 3 has two fork-join subsystems composed, respectively, of 1 and P k queues.
In [31] , it is shown that, if the queues inside the fork-join subsystem k all have a first-come, first-served service discipline, exponential distribution of service times, and the same average service demand L k , then the response time of jobs at a fork-join subsystem is approximately given by
where A fj k ðNÞ is the average number of jobs inside the forkjoin subsystem k as seen by an arriving job, Q fj k ðN À 1Þ is the average number of jobs inside k, and H k ¼ P P k i¼1 1=i ! 1 is the P k th harmonic number. Applying Little's Law to (22), we see that the average number of jobs in a fork-join subsystem may be approximated as
approximates the throughput of the network measured at an arbitrarily chosen reference subsystem. The following BJBlike approximation for X fj ðNÞ has also been proposed [32] :
where L max ¼ max j:1 j M L j . It is currently conjectured that (24) is a lower bound on X fj ðNÞ. In that case, it would also be possible to show that the GB approximation we propose below also defines bounds for fork-join systems.
We introduce an approximation of fork-join models that resembles the GBs for product-form networks. We will refer to this technique as the GB fork-join (GBFJ) approximation. We remark that our technique does not give bounds and the main contribution is that it provides much improved accuracy with respect to (24) at similar computational costs.
Approximation 1 (GBFJ queue length). In a closed network
with fork-join subsystems, the number of jobs in the fork-join subsystem k is approximated by 
where Fig. 2 . Distribution of the population N corresponding to the maximal error Á err of GB and GSB. For the GB the maximal error is for N 2 ½2; 120; for the GSB, it is similarly always in N 2 ½2; 140.
Proof. The above approximation derives from the following passages. We rewrite (23) as
and we use (24) to define the recursion
This has a form analogous to the class of recursion considered in the proof of the lower GB queuelength bound, where the coefficients have form
Therefore, the approximation follows with arguments analogous to the GB queue-length bounds. t u
Finally, using the same arguments that have lead to the derivation of the GB throughput bounds, we approximate the fork-join throughput as
Numerical Results
To assess the accuracy of the GBFJ approximation, we compare it with the simulation and BJB Fork-Join (BJBFJ) approximation results presented in [19] . Since the BJBFJ approximation (24) is the only existing inexpensive approximation for closed fork-join models, the objective of our analysis is to show that the proposed method can be significantly more accurate than the BJBFJ approximation at similar costs.
We consider the two models used in [19] for validation, which have the following characteristics:
Fork-Join Example 1. The model considered in Table 12 has M ¼ 3 fork-join subsystems, with service demands
and L 3 ¼ 1 and composed by P 1 ¼ 1, P 2 ¼ 2, and P 3 ¼ 3 parallel queues, respectively.
Fork-Join Example 2. The model considered in Table 13 has M ¼ 3 fork-join subsystems, with service demands
and L 3 ¼ 3 and composed by P 1 ¼ 1, P 2 ¼ 2, and P 3 ¼ 3 parallel queues, respectively.
A third model, presented in [19] , is not considered here since with the model being balanced, the BJBFJ approximation already provides optimal accuracy. We point the reader to [19] for additional details on the above experiments. Tables 12 and 13 show the results in approximating the network response time R fj ðNÞ. The SIMUL column reports the simulation results in [19] , the MVAFJ column is obtained with (22) and the iterative approximation (23) , and the GBFJ column employs (13) for approximating Q fj k ðN À 1Þ in (22) and, using the population constraint, computes the approximation
Finally, the BJBFJ column computes (24) The presented results indicate that GBFJ approximation offers an accuracy level very close to the more expensive results of the fork-join MVA iterative approximation. Further, the technique has computational complexity that is independent of N and, thus, similar to that of the inexpensive BJBFJ approximation. Concerning this point, we remark that the computational cost of GB for fork-join systems is, in practice, the same as the product-form case since only a few additional multiplications, related to the presence of the H j terms, are required. Hence the computational requirements of the GBFJ approximation also grow linearly with M and independently of N.
IMPACT ON PERFORMANCE OPTIMIZATION
We describe the impact of the GBs in performance optimization and, in particular, we focus on throughput maximization, which can be shown to be equivalent in closed systems to response-time minimization [25] . First, we show the accuracy improvement of the GBs on simple models of load balancing between two or three queues, where we illustrate the direct connection between optimization results and bound accuracy, as well as the robustness of GB as model complexity grows. Later, we consider a case study involving a much more complex fork-join model of a distributed application in a multitier environment, again showing the gains of our approximation method with respect to existing schemes. The results obtained in this section prove that GB can significantly improve the solution of optimization programs, which are the basic building blocks of QoS control algorithms used in the offline or online optimization of distributed applications.
Product-Form Networks and Nonlinear Optimization
We begin by showing a simple example that illustrates the practical importance of noniterative bounds in system optimization. In particular, we give evidence that more expensive iterative solution methods, such as the exact MVA algorithm [21] and the approximate MVA (AMVA) [33] , can occasionally show numerical instabilities that degrade solution accuracy on optimization models. This is an additional reason that motivates the use of bounds and promotes their application in optimization programs that are subject to this type of instabilities. We consider a system where applications access the data of two mirrored storage systems sto 1 and sto 2 . We suppose that a self-optimization controller is integrated into the storage system and periodically optimizes the fraction of requests p sto1 and p sto2 ¼ 1 À p sto1 directed to sto 1 and sto 2 , respectively. The optimization criterion on that drives controller decisions can meet different profiles, e.g., performance maximization and energy consumption minimization. For illustration purposes, we here assume an average of N ¼ 10 concurrently active applications, each accessing the storage for reading files with an average service time of S sto1 ¼ 20 ms and S sto2 ¼ 30 ms. In real systems, these values can be easily identified by linear regression of measured utilization samples. It is also possible to show with standard operational analysis [8] that, for this specific model, the mean visits are
We model the interarrival time of requests to the storage as a delay Z ¼ 13 ms. The example model is depicted in Fig. 4 .
According to these definitions, an MVA-based throughput maximization program may be formulated as max XðNÞ
where i ¼ sto 1 ; sto 2 ; the constraints are for all n ¼ 1; . . . ; N. 
Similar simplification based on noniterative bounds may be obtained, for example, by expressing XðNÞ using the lower BJB and lower PB in Table 3 .
We have evaluated the four programs using the nonlinear solver BONMIN 1.0 [36] , which is based on an interior-point algorithm (IPOPT) and which we have coupled with the AMPL interpreter [37] for model generation. Throughout the experiments, we have used default program options for BONMIN and IPOPT and disabled Although the impact of the described problems may vary with the solver and with the algorithm used to evaluate the nonlinear program, they clearly indicate that iterative methods for queueing networks may show numerical problems when used within nonlinear optimization programs. This further motivates the development in this paper of the GB technique. In the next sections, we show how the GB technique improves the accuracy of optimization results compared to BJB and PB.
Accuracy of Optimization Results
We focus on the solution of optimization models using bounds and discuss the relative merits of the GB with respect to the BJB and PB in this setting. For ease of interpretation, we begin by considering a simple loadbalancing model similar to the one used in Section 6.1. The model is composed of two servers in parallel with associated routing probabilities 1 À p and p and service times S 1 ¼ 5 s and S 2 ¼ 1 s, respectively. We seek the value of p that maximizes the throughput XðNÞ for a population of N ¼ 10 requests. To simplify the analysis of the results, in this case, we also set Z ¼ 0. This simple example has a single optimization variable p; thus, we solve it immediately with Matlab by searching for the best throughput in the range p 2 ½0; 1. We have compared the optimum routing determined by the exact MVA with the optimum value predicted by the optimization program, where we have used the lower BJB, lower PB, or lower GB to compute XðNÞ. The focus is on lower bounds since a maximization of a lower bound usually implies an improvement of the exact value, while an upper bound maximization does not necessarily imply any real improvement of the exact value. All exact and bounding throughput curves have a unique maximum in the range p 2 ½0:833; 0:867, as depicted in Fig. 5 . As we can see, the increased accuracy of GB immediately results in a better optimal routing decision p ¼ 0:860 than PB ðp ¼ 0:847Þ and BJB ðp ¼ 0:833Þ, being much closer to the theoretical best obtainable by the MVA algorithm ðp ¼ 0:867Þ. This improved accuracy is particularly important in nonlinear optimization, where even a small variation of a variable, here, the throughput XðNÞ or p, can result in a significant change of the considered cost function. (For instance, a power consumption cost function typically grows cubically with the clock of the servers; thus, a routing imposing a larger load on one or more systems that are forced to rescale their frequencies may consistently impact energy costs [38] .)
In order to better understand the result, we point out an important negative characteristic of BJB. In this example, the lower BJB has the form
which has a maximum for p ¼ S 1 =ðS 1 þ S 2 Þ, that is, for the routing decision such that L 1 ¼ L 2 and the two service demands are balanced. Thus, the optimum routing decision determined by BJB ignores the size of the population N, i.e., the optimal p is the same regardless of the intensity of the workload. Clearly, this is a negative property of BJB since the network can exhibit very different congestion levels at light and heavy loads, which cannot be accounted for by the BJBs. Conversely, both PB and GB optimal ps change with N according to quite complex formulas, with GB providing a better result thanks to its higher accuracy. Fig. 4 Asterisks indicate incorrect evaluations of the solver. These considerations readily generalize to models with a larger number of queues. For instance, if we add to the example a third queue such that S 1 ¼ 5 s, S 2 ¼ 1 s, and S 3 ¼ 2 s and denote the routing probabilities of the three queues as p 1 , p 2 , and p 3 ¼ 1 À p 1 À p 2 , respectively, GB again provides the best routing decision. In fact, the throughput is now a three-dimensional curve that is a function of p 1 and p 2 , with contour levels shown in Fig. 6 ; each group of contour levels indicates a set of points where the different curves assume the same throughput value. The contour levels clearly indicate that GB provides the best approximation of the exact MVA throughput curve since the GB contour levels (and, thus, the gradients considered by the nonlinear solver) are much more similar to the exact MVA contour levels than the contour levels of PB and of BJB. Moreover, the optimum GB throughput (marked in the figure by "t u") is almost identical to the exact MVA optimum (denoted by "Ã"). PB and the BJB both provide coarse approximations of the MVA curve and have much farther optimums from the exact MVA optimum.
Case Study
We conclude our analysis by presenting a case study related to the optimization of the throughput of a distributed application running in a multitier architecture. The model we consider is depicted in Fig. 7 and represents a typical two-tier application, relying on an application server cluster and on a shared DB. An incoming request is first served by the application server A k with probability p k , with P 6 j¼1 p j ¼ 1. Then, the execution proceeds with queries at the shared DB server, after which it is sent back to the requesting application. Note that the identical names given to some queues in Fig. 7 indicate that the speed of the two servers inside a fork-join subsystem is the same, i.e., both queues inside the bottommost application server A 6 have service demand L A 6 .
Application servers A 1 to A 4 run on single-core machines and therefore have a single server, application servers A 5 and A 6 are modeled instead as dual-core machines, and the results at the different CPUs require synchronization. The DB server implements a query scheduling algorithm similar to the one presented in [16] , which imposes synchronizations that are modeled by the fork-join subsystem. Finally, queue D summarizes communication overheads.
This architectural model is analogous to recent models for dynamic resource provisioning of multitier applications [39] and for the characterization of real J2EE applications [40] . In particular, we parameterize the model according to service demands similar to those measured in [40] We assume that the system periodically performs a selfoptimization in order to determine the best load-balancing decision for the routing probabilities p k and according to the current workload level. We investigate different workload intensities, with the population N ranging in the interval [2, 50] . Since larger population values overload the system, we limit our analysis to the nonasymptotic conditions N 50. We also stress that this optimization model greatly differs from the two considered earlier in this section since the presence of synchronization at the fork-join subsystems makes the optimization task much more complex and the outcome unpredictable with the existing theory.
The optimization is performed using the BJBFJ approximation and the GBFJ approximation. The cost function is throughput maximization. We have used the fmincon function of the optimization toolbox of Matlab 2007a with default parameters for all tests.
In all experiments, the GBFJ approximation always provided the best results and the BJBFJ was never more Similarly, the notation GB-Opt denotes the optimum solution computed by the GB: The closer to the MVA-Opt maximum a result is, the better it is. Therefore, GB-Opt (marked by "t u") again provides the best result among the bounds. In addition, it could be noted that the contour levels of GB are much closer to the contour levels of the MVA solution than the BJB and PB contour levels. accurate than the GBFJ. We have found that the worst-case deviation of the two optimization programs corresponds to the value N ¼ 10, for which the throughputs computed, for validation purposes, with the fork-join MVA are XðNÞ ¼ 0:1541 job=ms for the BJBFJ and XðNÞ ¼ 0:1685 job=ms for the GBFJ, respectively. Table 15 reports the obtained routing probabilities for the BJBFJ and the GBFJ. We recall that, in the case of fork-join models, it is not possible to compute an exact theoretical optimum since exact formulas do not exist and the model under evaluation is too complex to be solved using numerical methods applied to the underlying Markov chain. Therefore, we perform a double check on the optimality of the results by defining a simulation model of the system using the JSIMWIZ simulator of the Java Modelling Tools suite [41] . Using this simulation model, we have tested the performance of the distributed architecture using the two routing profiles in Table 15 . In the simulation, we have used a sample space of 10 million and a 95 percent confidence interval. The simulation with the BJBFJ routing solution yields a mean throughput of X sim BJB ðNÞ ¼ 0:1565 job=ms, with a 95 percent confidence interval given by I BJB ¼ ½0:1557; 0:1573; the GBFJ routing provides a much better throughput of X sim GB ðNÞ ¼ 0:1702 job=ms, with 95 percent confidence interval equal to I GB ¼ ½0:1693; 0:1711. This further confirms the benefit of using the GBFJ technique instead of the BJBFJ technique.
From the results, we see that BJBFJ and GBFJ consistently indicate that, with N ¼ 10 jobs, the slowest servers A 3 and A 4 should not process jobs in order to avoid performance degradations, that is, p 3 % p 4 % 0. Nevertheless, GBFJ can much better differentiate the allocation of jobs across the remaining queues, for instance, p 6 is not set to zero as in the BJBFJ solution, but a consistent fraction of the workload (12.29 percent) is routed to this server. This is a consequence of the fact that GBFJ computes an approximation for the queue length of each station in the network, whereas BJBFJ does not approximate each individual queue-length value. Therefore, GBFJ estimates detailed network information that is not available to BJBFJ, more accurately evaluating the feasible configurations and exploiting better the capacity of each queue.
CONCLUSIONS
Problems related to performance tuning of systems require the accurate and efficient solution of optimization models based on queueing networks. In this paper, we have proposed GB, a fast and accurate bounding technique for the computation of performance measures that are frequently used by QoS control algorithms, such as queue lengths, throughputs, and response times. We have shown that the proposed GBs, in spite of their simple formulas, which are related to partial sums of geometric sequences, are more accurate than known bounding techniques even on unbalanced models with delays and multiple bottlenecks, which are the hardest to approximate. The extension to closed fork-join networks of the GB technique illustrates the possibility of successfully applying the GB approach outside the product-form case and finds application to models of real systems such as disk drives or DBs.
Finally, we have discussed the impact on performance optimization of our results with simple examples and a case study, showing that the increased accuracy of GB provides a significant improvement of optimization results in comparison to existing bounds. 
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