Abstract. Pawlak recently introduced rough set flow graphs (RSFGs) as a graphical framework for reasoning from data. No study, however, has yet investigated the complexity of the accompanying inference algorithm, nor the complexity of inference in RSFGs. In this paper, we show that the traditional RSFG inference algorithm has exponential time complexity. We then propose a new RSFG inference algorithm that exploits the factorization in a RSFG. We prove its correctness and establish its polynomial time complexity. In addition, we show that our inference algorithm never does more work than the traditional algorithm. Our discussion also reveals that, unlike traditional rough set research, RSFGs make implicit independency assumptions regarding the problem domain.
Introduction
Very recently, Pawlak [7, 8] introduced rough set flow graphs (RSFGs) as a graphical framework for uncertainty management. RSFGs extend traditional rough set research [9, 10] by organizing the rules obtained from decision tables as a directed acyclic graph (DAG). Each rule is associated with three coefficients, namely, strength, certainty and coverage, which have been shown to satisfy Bayes' theorem [7, 8] . Pawlak also provided an algorithm to answer queries in a RSFG and stated that RSFGs are a new perspective on Bayesian inference [7] . No study, however, has yet investigated the complexity of Pawlak's inference algorithm, nor the complexity of inference in RSFGs.
In this paper, our analysis of the traditional RSFG inference algorithm [7, 8] establishes that its time complexity is exponential with respect to the number of nodes in a RSFG. We then propose a new inference algorithm that exploits the factorization in a RSFG. We prove the correctness of our algorithm and establish its polynomial time complexity. In addition, we show that our algorithm never does more work than the traditional algorithm, where work is the number of additions and multiplications needed to answer a query. The analysis in this manuscript also reveals that RSFGs make implicit assumptions regarding the problem domain. More specifically, we show that the flow conservation assumption [7] is in fact a probabilistic conditional independency [13] assumption.
It should be noted that the work here is different from our earlier work [2] in several important ways. In this manuscript, we propose a new algorithm for RSFG inference and establish its polynomial time complexity. On the contrary, we established the polynomial complexity of RSFG inference in [2] by utilizing the relationship between RSFGs and Bayesian networks [11] . Another difference is that here we show that RSFG inference algorithm in [7, 8] has exponential time complexity, an important result not discussed in [2] . This paper is organized as follows. Section 2 reviews probability theory, RSFGs and a traditional RSFG inference algorithm [7, 8] . That the traditional inference algorithm has exponential time complexity is shown in Section 3. In Section 4, we propose a new RSFG inference algorithm. We prove the correctness of this new algorithm and establish its polynomial time complexity in Section 5. Section 6 shows that it never does more work than the traditional algorithm. In Section 7, we observe that RSFGs make independence assumptions. The conclusion is presented in Section 8.
Definitions
In this section, we review probability theory and RSFGs.
Probability Theory
Let U = {v 1 A potential [12] on dom(U ) is a function φ on dom(U ) such that the following two conditions both hold: (i) φ(u) ≥ 0, for each configuration u ∈ dom(U ), and (ii) φ(u) > 0, for at least one configuration u ∈ dom(U ). For brevity, we refer to φ as a potential on U rather than dom(U ), and we call U , not dom(U ), its domain [12] . By XY , we denote X ∪ Y .
A joint probability distribution (jpd) [12] on U is a function p on U such that the following two conditions both hold: (i) 0 ≤ φ(u) ≤ 1, for each configuration u ∈ U , and (ii) u∈U φ(u) = 1.0. We say X and Z are conditionally independent [13] 
The following theorem provides a necessary and sufficient condition for determining when a conditional independence holds in a problem domain. Table 1 . By definition, 
Rough Set Flow Graphs
Rough set flow graphs are built from decision tables. A decision table [10] represents a potential φ(C, D), where C is a set of conditioning attributes and D is a decision attribute. Table 2 . Similarly, decision tables φ(D, A), φ(A, S) and φ(S, P ) are also depicted in Table 2 . Table 2 , respectively. The coefficients are given in part of Table 3 .
Each decision Table 2 . The DAGs of the binary RSFGs are illustrated in Fig. 1 , respectively. The strength, certainty and coverage of the edges of the flow graphs in Fig. 1 are shown in the top two tables of Table 3 .
In order to combine the collection of binary flow graphs into a general flow graph, Pawlak makes the flow conservation assumption [7] . This means that, for an attribute A appearing as a decision attribute in one decision table φ 1 (C 1 , A) and also as a conditioning attribute in another decision table
Example 5. The two binary RSFGs in Example 4 satisfy the flow conservation assumption, since in Table 3 ,
A rough set flow graph (RSFG) [7, 8] is a DAG, where each edge is associated with the strength, certainty and coverage coefficients from a collection of decision tables satisfying the flow conservation assumption.
Salary (S) Dealership (D)
Age ( Table 3 Example 6. The RSFG for the decision tables in Table 2 is the DAG in Fig. 2 together with the strength, certainty and coverage coefficients in Table 3 .
The task of RSFG inference is to compute a binary RSFG on {A i , A j }, namely, a DAG on {A i , A j } and the coefficient table, denoted Ans(A i , A j ), which is a table with strength, certainty and coverage columns. We use the term query to refer to any request involving strength, certainty or coverage.
Example 7. Consider a query on {M, P } posed to the RSFG in Example 6. The answer to this query is the binary RSFG defined by Table 4 and Fig. 3 .
Pawlak proposed Algorithm 1 to answer queries in a RSFG. Algorithm 1. Algorithm 1. [7, 8] input : A RSFG and a query on {Ai, Aj}, i < j.
Algorithm 1 is used to compute the coefficient table of the binary RSFG on {A i , A j }. The DAG of this binary RSFG has an edge (a i , a j ) provided that φ(a i , a j ) > 0 in Ans(A i , A j ). We illustrate Algorithm 1 with Example 8. Table 4 and this DAG on {M, P } Example 8. Given a query on {M, P } posed to the RSFG in Fig. 2 . Let us focus on M = "Ford " and P = "Staff ", which we succinctly write as "Ford " and "Staff ", respectively. The certainty φ("Staff "|"Ford ") is computed as:
The coverage φ("Ford "|"Staff ") is computed as:
The strength φ("Ford ", "Staff ") is computed as:
The DAG of this binary RSFG on {M, P } is depicted in Fig. 3 . In Example 8, computing coefficients φ("Ford ", "Staff "), φ("Staff "|"Ford ") and φ("Ford "|"Staff ") in Ans(M, P ) in Table 4 required 181 multiplications and 58 additions. No study, however, has formalized the time complexity of Algorithm 1.
Complexity of Traditional Algorithm in RSFG
In this section, we establish the time complexity of Algorithm 1.
Theorem 2. Consider a RSFG on m variables
Proof. To compute the certainty φ(A j |A i ), let
The potential ψ 1 (A i , A i+1 , . . . , A j ) has n l rows, since |dom(A i )| = n for each variable. By Equation (1), computing the certainty for one row requires l − 2 multiplications. Therefore,
There are exactly
That is, n l − n 2 additions are required for Equation (2) . As shown above, the complexity to compute Equation (1) The exponential time complexity of Algorithm 1 lies in the fact that it does not exploit the factorization during inference. However, this does not mean that Algorithm 1 is always inefficient in all practical situations.
An Efficient Algorithm for RSFG Inference
In this section, we will introduce an efficient algorithm to answer queries in a RSFG and establish its complexity. The main idea is to exploit the factorization to eliminate variables one by one, instead of all at once as Algorithm 1 does. We focus on computing the coefficient 
We illustrate Algorithm 2 with the following example.
Example 9. Recall Example 8. Again, we focus on the edge ("Ford ", "Staff ") in the DAG in Fig. 3 . According to Algorithm 2, variables {D, A, S} need be eliminated. Consider variable D. The certainty φ(A|"Ford ") is
The consequence is that variable D has been eliminated, while variables M and A have been linked via the certainty φ(A|"Ford ") and coverage φ("Ford "|A). Similarly, eliminating A yields φ(S|"Ford ") and φ("Ford "|S). Finally, consider eliminating variable S. The certainty φ("Staff "|"Ford ") is
The strength φ("Ford ", "Staff ") is determined as
In Example 9, computing φ("Ford ", "Staff "), φ("Staff "|"Ford ") and φ("Ford "|"Staff ") in Ans(M, P ) in Table 4 only required 45 multiplications and 30 additions. Recall that Algorithm 1 required 181 multiplications and 58 additions.
Theoretical Foundation
In this section, we show correctness of Algorithm 2 and prove Algorithm 2 is efficient by analyzing its time complexity in the worst case.
Correctness of the New RSFG Inference Algorithm
Here we prove that Algorithm 2 is correct. Let us first review two well known results. 
Lemma 1. [12] If
By Lemma 1 and Equation (3)
By Lemma 2 and Equation (4) . . .
(5) By recursively using Lemma 2, Equation (5) can be rewritten as,
Equation (7) is the construction of the certainty φ(A j |A i ) in Algorithm 2. It can be similarly shown that the strength φ(A i , A j ) and coverage φ(A i |A j ) produced by Algorithms 1 and 2 are the same. 2
Complexity of the New RSFG Inference Algorithm
In this subsection, we establish the computational complexity of Algorithm 2. 
Theorem 4. Consider a RSFG on m variables
The potential ψ 2 (A k−1 , A k , A k+1 ) has n 3 rows, since |dom(A i )| = n for each variable. Computing the certainty for one row requires 1 multiplication. Therefore, potential ψ 2 (A k−1 , A k , A k+1 ) is constructed by n 3 multiplications. The second step is to determine
There are n rows in
additions are required to compute φ(A k+1 |A k−1 ) in Equation (9) . Therefore, the time complexity to compute the certainty φ(A k+1 |A k−1 ) is O(n 3 ). Since there are l − 2 variables between A i and A j , the time complexity to compute the desired certainty φ(A j |A i ) has time complexity O(ln 3 ). Similar to the proof of Theorem 2, it follows that the time complexity of Algorithm 2 is O(ln 3 ). 2
Theorem 4 shows that Algorithm 2 has polynomial time complexity in the worst case. Therefore, Algorithm 2 is an efficient algorithm for RSFG inference in all practical situations.
Related Work
In this section, we show Algorithm 2 never performs more work than Algorithm 1. To show this claim let us first characterize the computation performed by Algorithm 1 and Algorithm 2 when answering a query. We need only focus on how the certainty φ(A j |A i ) is computed from a RSFG on U = {A 1 , A 2 
via a series of binary multiplications, namely,
According to Equation (10), the first multiplication is as follows,
The intermediate multiplications are performed as follows,
where k = (j − 2), . . . , (i + 1). . . .
An intermediate marginalization takes the form,
where l = (j − 1), . . . , (i + 2). The final marginalization yields
Now consider how Algorithm 2 computes the certainty φ(A j |A i ). As previously mentioned, Algorithm 2 eliminates variables A j−1 , . . . , A i+1 one by one. Algorithm 2 computes,
According to Equation (15), the first multiplication in Algorithm 2 is,
Algorithm 2 then performs intermediate additions and multiplications, iteratively,
. . .
Therefore, an intermediate marginalization takes the form,
where
. . , (i + 2). An intermediate multiplication takes the form,
where k = (j − 2), . . . , (i + 1). After these intermediate additions and multiplications, the final marginalization yields the desired certainty φ(A j |A i ):
Lemma 3 shows that the intermediate potentials computed in the multiplication process of Algorithm 2 are marginalizations of the larger potentials computed in Algorithm 1. Lemma 4 shows that the intermediate potentials computed in the marginalization process of Algorithm 2 have no more rows than the marginalizations of the larger potentials computed in Algorithm 1. (12) Proof. By definition, the marginal of ψ 1 (A k , A k+1 , . . . , A j ) onto {A k , A j } is:
Lemma 3. To answer a query on
By Algorithm 1, Equation (20) is equal to,
By Lemmas 1 and 2, Equation (21) can be rewritten as:
By Equation (7),
By Equations (20) - (23), (17) of Algorithm 2 has no more rows than the marginal of
Lemma 4. To answer a query on
Proof. By definition, the marginal of
By Algorithm 1, Equation (24) is equal to,
(25) By Lemma 2, Equation (25) is equal to,
(26) By Lemmas 1 and 2, Equation (26) can be rewritten as:
(27) By Equation (7),
Thus, Equation (27) can be rewritten as:
By Equation (18),
Substituting Equation (29) into Equation (28), we obtain:
By Equations (24) - (30),
We use the above analysis to show the following two results. Lemma 5 says that Algorithm 2 never performs more multiplications than Algorithm 1 when answering a query. Lemma 6 says the same except for additions. Proof. It can be seen from Equations (11) and (16) that Algorithms 1 and 2 use the same number of multiplications to compute the first potential ψ 1 (A j−2 , A j−1 , A j ) and ψ 2 (A j−2 , A j−1 , A j ). Therefore, Algorithm 1 and Algorithm 2 perform the same number of multiplications provided that precisely two potentials need be multiplied to answer a query. On the other hand, Algorithm 2 never performs more multiplications than Algorithm 1 provided that there are at least three potentials to be multiplied. By Lemma 3,
Lemma 5. Given a query on
Therefore, all multiplications in Equation (18) performed by Algorithm 2 for computing the certainty φ(A j |A i ) must necessarily be performed in Equation (12) 
Other Remarks on Rough Set Flow Graphs
One salient feature of rough sets is that they serve as a tool for uncertainty management without making assumptions regarding the problem domain. On the contrary, we establish in this section that RSFGs, in fact, make implicit independency assumptions regarding the problem domain. Two tables φ 1 (A i , A j ) and φ 2 (A j , A k ) are pairwise consistent [3, 13] , if
Example 10. In Table 3 
for i = 1, 2, . . . , m − 2. Observe that the schemas of these decision tables form an acyclic hypergraph [1] . Dawid and Lauritzen [3] have shown that if a given set of potentials satisfies Equation (32) and are defined over an acyclic hypergraph, then the potentials are marginals of a unique potential φ (A 1 , A 2 , . . . , A m ), defined as:
In [7, 8] , the flow conservation assumption is made. This means that a given set of m − 1 decision tables φ 1 (A 1 , A 2 ), φ 2 (A 2 , A 3 ) , . . . , φ m−1 (A m−1 , A m ) satisfies Equation (32). By [3] , these potentials are marginals of a unique potential φ (A 1 , A 2 , . . . , A m ) defined by Equation (33), which we will call the collective potential. The collective potential φ (A 1 , A 2 , . . . , A m ) represents the problem domain from a rough set perspective.
In order to test whether independencies are assumed to hold, it is necessary to normalize φ (A 1 , A 2 , . . . , A m ) . (Note that the normalization process has been used in [7, 8] .) Normalizing φ (A 1 , A 2 , . . . , A m ) yields a jpd p(A 1 , A 2 , . . . , A m ) by multiplying 1/N , where N denotes the number of all cases. It follows from Equation (33) that
We now show that RSFGs make implicit independency assumptions regarding the problem domain. A 2 , A 3 . . . A m ), I(A 1 A 2 , A 3 , A 4 . . . A m ) 
Theorem 5. Consider a RSFG defined by
and
By substituting Equations (35) and (36) into Equation (34), Table 2 satisfy Equation (32) and are defined over an acyclic hypergraph {M D, DA, AS, SP }. This means they are marginals of a unique collective potential,
Example 11. Decision tables φ(M, D), φ(D, A), φ(A, S) and φ(S, P ) in
The normalization of φ(M, D, A, S, P ) is a jpd p(M, D, A, S, P ),
where the number of all cases N = 1000. To show I(M, D, ASP ) holds, let
Substituting Equations (40) and (41) into Equation (39), The important point is that the flow conservation assumption [7] used in the construction of RSFGs implicitly implies probabilistic conditional independencies holding in the problem domain.
Conclusion
Pawlak [7, 8] recently introduced the notion of rough set flow graph (RSFGs) as a graphical framework for reasoning from data. In this paper, we established that the RSFG inference algorithm suggested in [7, 8] has exponential time complexity. The root cause of the computational explosion is a failure to exploit the factorization defined by a RSFG during inference. We proposed a new RSFG algorithm exploiting the factorization. We showed its correctness and established its time complexity is polynomial with respect to number of nodes in a RSFG. In addition, we showed that it never performs more work than the traditional algorithm [7, 8] . These are important results, since they indicate that RSFGs are an efficient framework for uncertainty management. Finally, our study has revealed that RSFGs, unlike previous rough set research, make implicit independency assumptions regarding the problem domain. Future work will report on the complexity of the inference in generalized RSFGs [4] . As the order in which variables are eliminated affects the amount of computation performed [6] , we will also investigate this issue in RSFGs. 
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