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ROBUST LINEAR TEMPORAL LOGIC
PAULO TABUADAAND DANIEL NEIDER
Abstract. Although it is widely accepted that every system should be robust, in the sense that “small” violations
of environment assumptions should lead to “small” violations of system guarantees, it is less clear how to make
this intuitive notion of robustness mathematically precise. In this paper, we address this problem by developing a
robust version of Linear Temporal Logic (LTL), which we call robust LTL and denote by rLTL. Formulas in rLTL are
syntactically identical to LTL formulas but are endowed with a many-valued semantics that encodes robustness. In
particular, the semantics of the rLTL formula ϕ⇒ ψ is such that a “small” violation of the environment assumption
ϕ is guaranteed to only produce a “small” violation of the system guarantee ψ. In addition to introducing rLTL,
we study the verification and synthesis problems for this logic: similarly to LTL, we show that both problems are
decidable, that the verification problem can be solved in time exponential in the number of subformulas of the rLTL
formula at hand, and that the synthesis problem can be solved in doubly exponential time.
1. Introduction
Specifications for open reactive systems are typically written as an implication
(1.1) ϕ⇒ ψ,
where ϕ is an environment assumption and ψ is a system guarantee. In Linear Temporal Logic (LTL), this
implication is equivalent to ¬ϕ ∨ ψ. Hence, whenever the assumption ϕ is violated the system can behave
arbitrarily. This is clearly inadequate since environment assumptions will inevitably be violated. The true
environment where the system will be deployed is not completely known at design time and thus cannot
be accurately described by the formula ϕ. This observation acquires added significance in the context of
cyber-physical systems. These are reactive systems interacting with physical environments that are, in many
cases, hard to predict and model. To illustrate this point, just consider the problem of modeling all the
physical environments where cyber-physical systems, such as modern automobiles, are expected to operate.
We argue that a robust design satisfies the implication in (1.1) in a robust manner (i.e., a “small” violation
of ϕ results, at most, in a “small” violation of ψ). To make this intuitive notion of robustness mathematically
precise, we introduce in this paper a new logic termed robust Linear Temporal Logic and simply denoted by
rLTL. We do so while being guided by two objectives: first, the syntax of rLTL should be similar to the syntax
of LTL in order to make the transition from LTL to rLTL as transparent as possible; second, robustness should
be intrinsic to the logic rather than extrinsic (i.e., robustness should not rely on the ability of the designer to
provide quantitative information such as ranks, costs, or quantitative interpretations of atomic propositions).
This guarantees that verification and synthesis techniques for rLTL are widely applicable as they only require
an LTL specification.
The main conceptual question to be addressed when developing the semantics of rLTL is how to give
mathematical meaning to “small” violations of a formula ϕ. Moreover, the answer should not rely on
quantitative information provided by the designer, but it should be entirely based on the LTL formula ϕ and
its semantics. The approach advocated in this paper can be intuitively explained by regarding LTL formulas
of the form✷p,✸✷p,✷✸p, and✸p, for an atomic proposition p, as requirements on the number of times that p
should be satisfied over time. Under this interpretation, and for the formula ϕ = ✷p, there is a clear ordering
among the possible temporal evolutions of p: p being satisfied at every time instant is preferred to p being
violated at finitely many time instants which, in turn, is preferred to p being satisfied and violated at infinitely
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many time instants. The latter case is preferred to p only being satisfied at finitely many time instants and this
case is preferred over p being satisfied at no time instant. A semantics that would distinguish between these
different five cases would then enable us to state that violating ✷pwhile satisfying ✸✷p consists of a smaller
violation of the formula ϕ = ✷p than violating ✷p while satisfying ✷✸p. Making these ideas mathematically
rigorous requires a 5-valued semantics that we develop in this paper. Interestingly, the specific interpretation
we make of the five different truth values leads to an intuitionistic semantics where negation is dualized and
to a corresponding algebraic structure, da Costa algebras, that were only very recently investigated [Pri09].
Contributions. The first contribution of this paper is the new logic rLTL that enables reasoning about robust-
ness of LTL specifications. The syntax of rLTL is identical to the syntax of LTL, except that we decorate the
temporal operators with a dot so as to easily distinguish between rLTL and LTL. The 5-valued semantics of
rLTL is, however, quite different in many regards. Although only time can tell if the proposed semantics is
the right one, we provide compelling arguments that it is both natural and useful. We argue that it is natural
by carefully motivating the need for a many-valued semantics and discussing every choice made in defining
the proposed 5-valued semantics. Usefulness is argued by providing several examples illustrating how rLTL
can be used to reason about robustness. We start in Section 3 with the fragment of rLTL that only contains
the temporal operators always and eventually. This fragment is simpler than full rLTL, yet illustrates most
of the technical difficulties encountered with the new semantics. Full rLTL, including the next, release, and
until operators, is discussed in Section 5.
The second contribution is the study of several computational questions related to rLTL. We show that rLTL
and LTL are equally expressive by providing effective translations from LTL to rLTL formulas and vice versa.
This has two interesting consequences:
(1) Any LTL formula can be treated as an rLTL formula (by just dotting the temporal operators), and the
LTL semantics can be recovered from the semantics of rLTL. In this way, existing LTL specifications
become enriched with a notion of robustness in a completely transparent manner and users do not
need to employ a new formalism.
(2) All (decidability) questions for rLTL are immediately settled.
However, the translation from rLTL to LTL involves an exponential blow-up, thus, leaving open the possibility
of improved complexity bounds for the rLTL verification and synthesis problems. Indeed, the exponential
blow-up can be avoidedby a carefully generalization of the construction that associateswith eachLTL formula
ϕ a Büchi automatonAϕ recognizing all the infinite words satisfying ϕ. Critical to this new construction are
the properties of the da Costa algebra, used to define the rLTL semantics, which can be leveraged to keep
the size ofAϕ in O(|cl(ϕ)| · 5
|cl(ϕ)|) where cl(ϕ) denotes the set of subformulas of ϕ. Note that this is the same
complexity bound for LTL where we replace 2 (since LTL has a 2-valued semantics) with 5 (since rLTL has a
5-valued semantics). Additional consequences of the construction ofAϕ include:
• the time complexity of verifying rLTL specifications, which we show to be exponential in the size of
specification (measured in terms of cl(ϕ)) and polynomial in the size of the system being verified; and
• the time complexity of synthesizing reactive controllers for rLTL specifications, which we show to be
doubly exponential in the size of the specification and polynomial in the size of the underlying game
graph that describes the possible behaviour of an adversarial environment.
These results are presented in detail in Section 4 and in Section 6 we briefly discuss one possible extension of
rLTL.
Related efforts. Several efforts to robustify Implication (1.1) have been reported in the literature. Although
most of these efforts started from the same intuitive description of robustness, they resulted in different
mathematical formalizations. Bloem et al. [BGHJ09] formalized robustness by comparing how often the
system violates its assumptions with how often the environment violates its assumptions. Such comparison
is performedvia a ratio that provides ameasure of robustness. Counting the number of violations requires the
3designer to provide, in addition to the qualitative specification, quantitative information in the form of error
functions. In contrast, when working with rLTL, the designer only needs to provide an LTL specification. A
very similar approach, based on techniques from robust control, is reported in [TMD08] where the designer
needs to specify maps providing a real-valued interpretation of input and output symbols. A different
notion of robustness appeared in the work of Doyen et al. [DHLN10], which requires the effect of a sporadic
disturbance to disappear in finite time. If we consider the LTL specification ✷p⇒ ✷q for atomic propositions
p and q, we can model a sporadic violation of ✷p by ✸✷p. The notion of robustness in [DHLN10] then
requires the system to satisfy ✸✷q. The semantics of rLTL was built so as to naturally encode this as well
as other requirements expressing how a weakening of the system assumptions should lead to a weakening
of the system guarantees. Previous work by one of the authors, reported in [TBC+12, TC+14], provided a
single notion of robustness encompassing the notions in [TMD08] and [DHLN10] but requiring the designer
to provide quantitative information in the form of a cost. Such cost implicitly specifies how guarantees and
assumptions are to be weakened in a robust design and was inspired by the work of Alur et al. [AKW08]
on synthesis for prioritized requirements. A different formalization of robustness appeared in the work of
Ehlers and Topcu [ET14], which considered a specific class of violations of safety assumptions defined by the
frequency of violations. In contrast to all the previously described approaches, the results in this paper do
not require any additional assumptions or input from a designer beyond an LTL formula. Hence, they apply
to any specification that can be written in LTL.
All the previously described approaches addressed safety requirements. In contrast, the work of Bloem et al.
in [BCG+10] focused on liveness. The authors considered specifications of the form∧i∈I ϕi ⇒ ∧ j∈J ψ j, whereϕi
andψ j are formulas of the form✸✷p for some atomic proposition p (depending on i and j). Robustness is then
measured by comparing the number of violated environment assumptions ϕi with the number of violated
system guaranteesψ j. This approach is incomparable with ours since the rLTL semantics does not distinguish
between the violation of one assumption from the violation of multiple assumptions.1 It does, however,
distinguish between the different ways in which ϕi andψ j can be violated. Although robustness is formalized
differently, rLTL can be used to reason about the robustness of both safety and liveness specifications as long
as such properties can be encoded in LTL. Also incomparable with the methods described in this paper is the
work of Chaudhuri et al. [CGL10] and ofMajumdar and Saha [MS09], which consider continuity properties of
software expressed by the requirement that a deviation in a program’s input causes a proportional deviation
in its output. Although natural, these notions of robustness only apply to the Turing model of computation
and not to the reactive model of computation employed in this paper.
There exists a large body of work on many-valued logics that we will not attempt to review here since it does
not directly address questions of robustness. We do, however, allow for two exceptions. The first is the work
of Almagor et al. [ABK13], which employs a many-valued variant of LTL to reason about quality. The use of a
many-valued semantics in the context of quality is as natural as in the context of robustness. In fact, we show
in Section 6 that by dualizing the semantics of rLTL in a specific sense we obtain a logic that is adequate to
reason about quality. Nevertheless, there are strong conceptual differences between the approach taken in this
paper and the approach in [ABK13]. First, our notion of robustness or quality is intrinsic to the logic, while
the approach in [ABK13] requires the designer to provide an interpretation of each atomic proposition in the
interval [0, 1]. Second, there are several choices to define the logical connectives on the interval [0, 1]. As an
illustration for the latter, note that there are three commonly used conjunctions: Łukasiewicz’s conjunction
a ∧ b = max{0, a + b − 1}, Gödel’s conjunction a ∧ b = min{a, b}, and the product of real numbers a ∧ b = a · b
also known as Goguen’s conjunction. Moreover, each such choice leads to a different notion of implication
via residuation. Whether Gödel’s conjunction, used in [ABK13], is the most adequate to formalize quality is a
question not addressed in [ABK13]. In contrast, we carefully discuss and motivate all the choices made when
defining the semantics of rLTLwith robustness considerations. The second exception is the work of Fainekos
and Pappas [FP09] on robustness of temporal logic over continuous signals and its extensions (e.g., Donze
1In Section 3.3, we argue why this is desirable and briefly mention how a different semantics for conjunction could be constructed
for the purpose of distinguishing between different numbers of assumptions being violated.
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and Maler [DM10]). As with the work of Almagor et al., no discussion of the specific choices made when
crafting the many-valued semantics is provided in these papers. Moreover, the results in [FP09] and [DM10]
require continuous-valued signals whereas rLTL is to be used in the more classical setting of discrete-time
and finite valued signals (e.g., as provided by transition systems).
The last body of work related to the contents of this paper is the work of Kupferman and co-workers on
lattice automata and lattice LTL [KL07, AK14]. The syntax of lattice LTL is similar to the syntax of LTL except
that atomic propositions assume values on a finite lattice (which has to satisfy further restrictions such as
being distributive). Although both lattice LTL as well as rLTL are many-valued logics, lattice LTL derives its
many-valued character from the atomic propositions. In contrast, atomic propositions in rLTL are interpreted
classically (i.e., they only assume two truth values). Therefore, the many-valued character of rLTL arises from
the temporal evolution of the atomic propositions and not from the nature of the atomic propositions or their
interpretation. In fact, if we only allow two truth values for the atomic propositions in lattice LTL, as is the
case for rLTL, lattice LTL degenerates into LTL. Hence, these two logics capture orthogonal considerations,
and results on lattice LTL and lattice automata do not shed light on how to address similar problems for rLTL.
2. Notation and Review of Linear Temporal Logic
LetN = {0, 1, . . .} be the set of natural numbers and B = {0, 1} the set of Boolean values with 0 interpreted as
false and 1 interpreted as true. For a set S, let 2S be the powerset of S and Sω the set of all infinite sequences of
elements of S.
An alphabet, usually denoted by the Greek letter Σ, is a finite, nonempty set whose elements are called symbols.
An infinite sequence σ = a0a1 . . . of symbols with ai ∈ Σ, i ∈ N, is called an infinite word. For an infinite word
σ = a0a1 . . . ∈ Σ
ω and i ∈ N, let σ(i) = ai denote the i-th symbol of σ and σi.. the (infinite) suffix of σ starting at
position i (i.e., σi.. = σiσi+1 . . . ∈ Σ
ω). In particular, we have the equality σ0.. = σ.
Linear Temporal Logic (LTL) is parameterized by so-called atomic propositions, which form the basic building
blocks of LTL formulas. The syntax of LTL is defined as follows.
Definition 2.1 (LTL syntax). LetPbe anonempty,finite set of atomicpropositions. LTL formulas are inductively
defined as follows:
• each p ∈ P is an LTL formula; and
• if ϕ and ψ are LTL formulas, so are ¬ϕ, ϕ ∨ ψ,©ϕ, ✷ϕ, ✸ϕ, and ϕU ψ.
For notational convenience, we add syntactic sugar and allow the formulas true, false, ϕ ∧ ψ, and ϕ ⇒ ψ
with their usual meaning (i.e., true ≔ p ∨ ¬p for an arbitrary p ∈ P, false ≔ ¬true, ϕ ∧ ψ ≔ ¬(¬ϕ ∨ ¬ψ), and
ϕ ⇒ ψ ≔ ¬ϕ ∨ ψ). Note that we consider the operators ✷ and ✸ as part of the syntax although they can be
defined using the operatorU. We do this purposefully because it allows us to consider the fragment of LTL
containing ✷ and ✸ as the only temporal operators without the need to resort to the operatorU.
Usually, one defines the semantics of LTL in terms of a satisfiability relation that relates an LTL formula
over the atomic propositions P to infinite words over Σ = 2P. Perhaps less common, but mathematically
equivalent, is to define the semantics by a mappingW that maps an infinite word σ ∈ Σω and an LTL formula
ϕ to the element W(σ, ϕ) ∈ B. We follow this approach in Section 3 when proposing the semantics for rLTL
and, for the sake of consistency, we also use this approach for LTL. The formal definition is as follows.
Definition 2.2 (LTL semantics). The LTL semantics is a mappingW, called valuation, that is inductively defined
as follows:
• W(σ, p) =

0 p < σ(0); and
1 p ∈ σ(0).
• W(σ,¬ϕ) = 1 −W(σ, ϕ).
5• W(σ, ϕ ∨ ψ) = max {W(σ, ϕ),W(σ, ψ)}.
• W(σ,©ϕ) =W(σ1.., ϕ).
• W(σ,✷ϕ) = infi≥0 W(σi.., ϕ).
• W(σ,✸ϕ) = supi≥0W(σi.., ϕ).
• W(σ, ϕU ψ) = sup j≥0min {W(σ j.., ψ), inf0≤i< jW(σi.., ϕ)}.
We often use a compact notation when referring to infinite words over sets of atomic propositions: instead
of writing the set of atomic propositions corresponding to a symbol, we use simple propositional formulas,
such as p, ¬p, and p∧q, to denote all the sets of atomic propositions where these formulas hold true according
to the LTL semantics. For instance, given an alphabet Σ = 2P over P = {p, q, r}, we write p to denote the sets
(symbols) {p}, {p, q}, {p, r}, {p, q, r} ∈ Σ, we write ¬p to denote the sets ∅, {q}, {r}, {q, r} ∈ Σ, and we write p ∧ q to
denote the sets {p, q}, {p, q, r} ∈ Σ.
3. The Syntax and Semantics of Robust Linear Temporal Logic
In this section, we consider the fragment of LTL that only allows the temporal operators ✷ and ✸, denoted
by LTL(✷,✸), and develop a robust semantics for this fragment, denoted by rLTL(⊡,). On the one hand,
the fragment rLTL(⊡,) is simple enough that we can provide a lucid intuitive explanation for the proposed
semantics. On the other hand, rLTL(⊡,) already illustrates most of the technical difficulties encountered
with the new semantics. Although we only discuss the semantics of full rLTL in Section 5, for the purpose of
having a single definition, the syntax of full rLTL is introduced in this section.
3.1. The Syntax of Robust Linear Temporal Logic. The syntax of rLTL closely mirrors the syntax of LTL
with the only noticeable difference being the use of dotted temporal operators.
Definition 3.1 (rLTL syntax). Let P be a nonempty, finite set of atomic propositions. rLTL formulas are
inductively defined as follows:
• each p ∈ P is an rLTL formula; and
• if ϕ and ψ are rLTL formulas, so are ¬ϕ, ϕ ∨ ψ, ϕ ∧ ψ, ϕ⇒ ψ,©ϕ, ⊡ϕ, ϕ, ϕ R· ψ, and ϕU· ψ.
In LTL, we can derive the conjunction and implication operators from negation and disjunction. This is no
longer the case in rLTL since it has amany-valued semantics. For this reason,we directly included conjunction
and implication in Definition 3.1. The same reason justifies the presence of the release operator R· which, in
the case of LTL, can be derived from the until and negation operators as ϕ R ψ = ¬
(
¬ϕU ψ
)
.
3.2. Robustness and counting. Consider the LTL formula✷pwhere p is an atomic proposition. There is only
one way in which this formula can be satisfied, namely that p holds at every time step. In contrast, there are
several ways in which this formula can be violated, andwe seek a semantics that distinguishes between these.
Such distinction, however, should be limited by what can be expressed in LTL so that we can easily leverage
the wealth of existing results on verification of, and synthesis from, LTL specifications.
It seems intuitively clear to the authors that the worst manner in which ✷p fails to be satisfied occurs when
p fails to hold at every time step. Although still violating ✷p, we would prefer a situation where p holds for
at most finitely many time instants. Better yet would be that p holds at infinitely many instants while it fails
to hold also at infinitely many instants. Finally, among all the possible ways in which ✷p can be violated, we
would prefer the case where p fails to hold for at most finitely many time instants. Consequently, our robust
semantics is designed to distinguish between satisfaction and these four possible different ways to violate✷p.
However, as convincing as this argument might be, a question persists: in which sense can we regard these
five alternatives as canonical?
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We answer this question by interpreting satisfaction of ✷p as a counting problem. Recall the LTL semantics
of ✷p for a word σ given by
W(σ,✷p) = inf
i≥0
W(σi.., p).(3.1)
The previously discussed five different cases, satisfaction and four different types of violation, can be seen as
the result of counting the number of occurrences of 0s and 1s in the infinitewordα =W(σ0.., p)W(σ1.., p) . . . ∈ B
ω
rather than using the inf-operator in (3.1). From this perspective, satisfaction corresponds to the number of
occurrences of 0 being zero. Among all the possible ways in which ✷p can be violated, the most preferred
occurs when p only fails to hold at finitely many time instants. This corresponds to having a finite number of
0s in α. The next preferred way in which ✷p can be violated occurs when p holds infinitely many times and
also fails to hold infinitely many times. This corresponds to having an infinite number of 0s and of 1s in α. All
the other ways in which ✷p can be violated are similarly identified by counting the number of occurrences of
0s and 1s.
We say that an LTL(✷,✸) formulaϕ is a counting formula if its valuationW(σ, ϕ) only depends on the number
of occurrences of each atomic proposition but not on its order. Such formula ϕ is essentially counting how
many times each atomic proposition appears along the word σ. Formally, we say that ϕ is a counting formula
if for every infinite word σ ∈ Σω, seen as a map σ : N→ Σ, and for every bijection f : N→N we have
W(σ, ϕ) =W(σ ◦ f , ϕ).
Recall that by composing a sequence of permutations (bijections) one again obtains a bijection. Hence,
by permuting the elements of σ, we obtain the word σ ◦ f where f is the composition of the employed
permutations. If we now assumeP = {p}, then we can always permute the elements of σ so that the permuted
word σ ◦ f is of the form
(¬p p)kpω,
(
¬p p
)ω , or (¬p p)k (¬p)ω ,
where k ∈N.
We further recall that formulas in LTL(✷,✸) can only define stutter-invariant properties [PW97]. Therefore,
the semantics of LTL(✷,✸) cannot distinguish2 between the words
(
¬p p
)k1 pω and (¬p p)k2 pω for k1 , k2, and
k1, k2 > 0, although it can distinguish between the case k1 = 0 and k2 > 0. The same argument applies to
the words
(
¬p p
)k1 (¬p)ω and (¬p p)k2 (¬p)ω and shows that there are only five canonical forms that can be
distinguished by LTL(✷,✸):
(3.2) pω,
(
¬p p
)+ pω, (¬p p)ω , (¬p p)+ (¬p)ω , and (¬p)ω .
It should be no surprise that these are exactly the five cases we previously discussed. In Section 5.1, when
discussing full rLTL, we provide further arguments justifying why these 5 different cases can be seen as
canonical.
The considerations in this section suggest the need for a semantics that is 5-valued rather than 2-valued so that
we can distinguish between the aforementioned five cases. Therefore, we need to replace Boolean algebras by
a different type of algebraic structure that can accommodate a 5-valued semantics. Da Costa algebras, reviewed
in the next section, are an example of such algebraic structures.
3.3. da Costa Algebras. According to our motivating example ✷p, the desired semantics should have one
truth value corresponding to true and four truth values corresponding to different shades of false. It is
instructive to think of truth values as the elements of B4 (i.e., the four-fold Cartesian product of B) that arise
as the possible values of the 4-tuple of LTL formulas:
(3.3) (✷p,✸✷p,✷✸p,✸p).
2To see why this is the case, note that anyword
(
¬p p
)k pω with k ∈N can be permuted to the form (¬p)k pkpω and by stutter invariance
can be reduced to ¬p p pω.
7To ease notation, we denote such values interchangeably by b = b1b2b3b4 and b = (b1, b2, b3, b4) with bi ∈ B
for i ∈ {1, 2, 3, 4}. The value 1111 then corresponds to true since ✷p is satisfied. The most preferred violation
of ✷p (p fails to hold at only finitely many time instants) corresponds to 0111, followed by 0011 (p holds at
infinitely many instants and also fails to hold at infinitely many instants), 0001 (p holds at most at finitely
many instants), and 0000 (p fails to hold at every time instant). Such preferences can be encoded in the linear
order
(3.4) 0000 ≺ 0001 ≺ 0011 ≺ 0111 ≺ 1111
that renders the set
B4 = {0000, 0001, 0011, 0111, 1111}
a (bounded) distributive lattice with top element ⊤ = 1111 and bottom element ⊥ = 0000. Formally, B4 is the
subset of B4 consisting of the 4-tuples (b1, b2, b3, b4) ∈ B
4 satisfying the monotonicity property
i ≤N j implies bi ≤B b j(3.5)
where i, j ∈ {1, . . . , 4}, ≤N is the natural order on the natural numbers, and ≤B is the natural order on the
Boolean algebraB. InB4, the meet⊓ can be interpreted asminimum and the join ⊔ as maximumwith respect
to the order in (3.4). We use ⊓ and ⊔when discussing lattices in general and use min and max for the specific
lattice B4 or the Boolean algebra B.
The first choice to be made in using the lattice (B4,min,max) to define the semantics of rLTL(⊡,) is the
choice of an operation on B4 modeling conjunction. It is well know that all the desirable properties of a
many-valued conjunction are summarized by the notion of triangular-norm, see [H9´8, NPM99]. One can
compare two triangular-norms s and t using the partial order defined by declaring s ≤ t when s(a, b) ≤ t(a, b)
for all a, b ∈ B4. According to this order, the triangular-norm min is maximal among all triangular-norms
(i.e., we have t(a, b) ≤ min{a, b} for every a, b ∈ B4 and every triangular-norm t). This shows that if we choose
any triangular-norm t different from min, there exist elements a, b ∈ B4 for which we have t(a, b) < min{a, b}.
Hence, any choice different fromminwould result in situationswhere the value of a conjunction is smaller than
the value of the conjuncts, which is not reasonable when interpreting the value of the conjuncts as different
shades of false. To illustrate this point, consider the formula ✷p ∧ ✷q and the word σ = ¬(p ∧ q)(p ∧ q)ω. As
introduced above, the value of ✷p on σ corresponds to 0111 and the value of ✷q on σ corresponds to 0111
since on both cases we have the most preferred violation of the formulas. Therefore, the value of ✷p ∧ ✷q
on σ should also be 0111 since the formula ✷p ∧ ✷q is only violated a finite number of times. It thus seems
natural3 to model conjunction in B4 by min and, for similar reasons, to model disjunction in B4 by max.
As in intuitionistic logic4, our implication is defined as the residue of ⊓. In other words, we define the
implication a→ b by requiring that c  a→ b if and only if c ⊓ a  b for every c ∈ B4. This leads to
a→ b =

1111 if a  b; and
b otherwise.
However, we now diverge from intuitionistic logic (and most many-valued logics) where negation of a is
defined by a → 0000. Such negation is not compatible with the interpretation that all the elements of B4,
except for 1111, represent (different shades of) false and thus their negation should have the truth value 1111.
3Note that there are situations where it is convenient to model conjunction differently. In Section 1, we referenced the work of Bloem
et al. [BCG+10], where the specific way in which robustness is modeled requires distinguishing between the number of conjuncts that
are satisfied in the assumption ∧i∈Iϕi . This cannot be accomplished if conjunction is modeled by min and a different triangular-norm
would have to be used for this purpose. Note that both Łukasiewicz’s conjunction as well as Goguen’s conjunction, briefly mentioned
in Section 1, have the property that their value decreases as the number of conjuncts that are true decreases.
4This is also done in context of residuated lattices that is more general than the Heyting algebras used in intuitionistic logic. Recall
that a residuated lattice is a lattice (A,⊓,⊔), satisfying same additional conditions, and equipped with a commutative monoid (A,⊗, 1)
satisfying some additional compatibility conditions. Since we chose the lattice meet ⊓ to represent conjunction, we have a residuated
lattice where ⊗ = ⊓ and 1 = ⊤.
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To make this point clear, we present in Table 1 the intuitionistic negation in B4 and the desired negation
compatible with the interpretation of the truth values in B4.
Table 1. Desired negation vs. intuitionistic negation in B4.
Desired Intuitionistic
Value negation negation
1111 0000 0000
0111 1111 0000
0011 1111 0000
0001 1111 0000
0000 1111 1111
What is then the algebraic structure on B4 that supports the desired negation, dual to the intuitionistic
negation? This very same problem was recently investigated by Priest [Pri09] and the answer is da Costa
algebras.
Definition 3.2 (da Costa algebra). A da Costa algebra is a 6-tuple (A,⊓,⊔,,→, · ) where
(1) (A,⊓,⊔,) is a distributive lattice where  is the ordering relation derived from ⊓ and ⊔;
(2) → is the residual of ⊓ (i.e., a  b→ c if and only if a ⊓ b  c for every a, b, c ∈ A);
(3) a  b ⊔ b for every a, b ∈ A; and
(4) a  bwhenever c ⊔ c  a ⊔ b for every a, b, c ∈ A.
In a da Costa algebra, one can define the top element ⊤ to be ⊤ = a ⊔ a for an arbitrary a ∈ A; note that ⊤
is unique and independent of the choice of a. Hence, the third requirement in Definition 3.2 amounts to the
definition of top element, while the fourth requirement can be simplified to
a  bwhenever ⊤  a ⊔ b.
We can easily verify that B4 is a da Costa algebra if we use the desired negation defined in Table 1.
It should be mentioned that working with a 5-valued semantics has its price. The law of non-contradiction
fails in B4 (i.e., a⊓ amay not equal ⊥ = 0000 as evidenced by taking a = 0111). However, since a⊓ a ≺ 1111, a
weak form of non-contradiction still holds as a ⊓ a is to be interpreted as a shade of false but not necessarily
as the least preferred way of violating a ⊓ a, which corresponds to ⊥. Contrary to intuitionistic logic, the law
of excluded middle is valid (i.e., a ⊔ a = ⊤ = 1111). Finally, a = 0111 shows that a , a although it is still true
that a→ a. Interestingly, we can think of double negation
a =

1111 if a = 1111; and
0000 otherwise
as quantization in the sense that true is mapped to true and all the shades of false are mapped to false. Hence,
double negation quantizes the five different truth values into two truth values (true and false) in a manner
that is compatible with our interpretation of truth values.
3.4. Semantics of rLTL(⊡,) on da Costa Algebras. The semantics of rLTL(⊡,) is given by a mapping V,
called valuation as in the case of LTL, that maps an infinite word σ ∈ Σω and an rLTL(⊡,) formula ϕ to an
element of B4. In defining V, we judiciously use the algebraic operations of the da Costa algebra B4 to give
meaning to the logical connectives in the syntax of rLTL(⊡,). In the following, let Σ = 2P for a finite set of
atomic propositions P.
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V(σ, p) =

0000 if p < σ(0); and
1111 if p ∈ σ(0).
(3.6)
Hence, atomic propositions are interpreted classically (i.e., only two truth values are used). Since we are
using a 5-valued semantics, we provide a separate definition for all the four logical connectives:
V(σ, ϕ ∧ ψ) = V(σ, ϕ)⊓ V(σ, ψ),(3.7)
V(σ, ϕ ∨ ψ) = V(σ, ϕ)⊔ V(σ, ψ),(3.8)
V(σ,¬ϕ) = V(σ, ϕ),(3.9)
V(σ, ϕ⇒ ψ) = V(σ, ϕ)→ V(σ, ψ).(3.10)
Note how the semantics mirrors the algebraic structure of da Costa algebras. This is no accident since
valuations are typically algebra homomorphisms.
Unfortunately, da Costa algebras are not equipped5 with operations corresponding to ⊡ and , the robust
versions of✷ and✸, respectively. Therefore, we resort to the counting interpretation in Section 3.2 tomotivate
the semantics of ⊡. Formally, the semantics of ⊡ is given by
V(σ,⊡ϕ) =
inf
i≥0
V1(σi.., ϕ), sup
j≥0
inf
i≥ j
V2(σi.., ϕ), inf
j≥0
sup
i≥ j
V3(σi.., ϕ), sup
i≥0
V4(σi.., ϕ)
(3.11)
where Vk(σ, ϕ) = πk ◦ V(σ, ϕ) for k ∈ {1, 2, 3, 4} and πk : B4 → B are the mappings defined by
(3.12) πk(a1, a2, a3, a4) = ak.
To illustrate the semantics of ⊡, let us consider the simple case where ϕ is just an atomic proposition p. This
means that one can express V(σ,⊡p) in terms of the LTL valuationW by
V(σ,⊡p) =
(
W(σ,✷p),W(σ,✸✷p),W(σ,✷✸p),W(σ,✸p)
)
.(3.13)
In other words, V1(σ,⊡p) corresponds to the LTL truth value of ✷p, V2(σ,⊡p) corresponds to the LTL truth
value of✸✷p,V3(σ,⊡p) corresponds to the LTL truth value of✷✸p, andV4(σ,⊡p) corresponds to the LTL truth
value of ✸p. Equation (3.13) connects the semantics of ⊡ to the counting problems described in Section 3.2
and to the 4-tuple of LTL formulas in (3.3). In Section 5.1 we re-interpret Equality (3.13) in the more general
context of arbitrary formulas ϕ and full rLTL.
The last operator is , whose semantics is given by
V(σ,ϕ) =
(
sup
i≥0
V1(σi.., ϕ), sup
i≥0
V2(σi.., ϕ), sup
i≥0
V3(σi.., ϕ), sup
i≥0
V4(σi.., ϕ)
)
.(3.14)
According to the counting problems used in Section 3.2 to motivate the proposed semantics, there is only one
way in which the LTL formula✸p, for an atomic proposition p, can be violated. Hence, V(σ,ϕ) is one of only
two possible truth values: 1111 or 0000. We further note that is not dual to ⊡, as expected in a many-valued
logic where the law of double negation fails.
Havingdefined the semantics of rLTL(⊡,), let usnowsee if the formula⊡p ⇒ ⊡q, where⊡p is an environment
assumption and ⊡q is a system guarantee with p, q ∈ P, lives to the expectations set in the introduction and
to the intuition provided in Section 3.2.
5One could consider developing a notion of da Costa algebras with operators in the spirit of Boolean algebras with operators [JT51].
We leave such investigation for future work.
10 PAULO TABUADA AND DANIEL NEIDER
(1) According to (3.13), if ✷p holds, then ⊡p evaluates to 1111 and the implication ⊡p ⇒ ⊡q is true (i.e.,
the value of ⊡p⇒ ⊡q is 1111) if ⊡q evaluates to 1111 (i.e., if✷q holds). Therefore, the desired behavior
of ✷p⇒ ✷q, when the environment assumptions hold, is retained.
(2) Consider now the case where✷p fails but the weaker assumption✸✷p holds. In this case⊡p evaluates
to 0111 and the implication ⊡p ⇒ ⊡q is true if ⊡p evaluates to 0111 or higher. This means that ✸✷q
needs to hold.
(3) A similar argument shows that we can also conclude the following consequences whenever ⊡p⇒ ⊡q
evaluates to 1111: ✷✸q follows whenever the environment satisfies ✷✸p and ✸q follows whenever
the environment satisfies ✸p.
We thus conclude that the semantics of ⊡p ⇒ ⊡q captures the desired robustness property by which a
weakening of the assumption ⊡p leads to a weakening of the guarantee ⊡q. The following examples further
motivate the usefulness of the proposed semantics. Additional arguments in favor of the proposed definition
of ⊡ and  are given in Section 5.1 when defining full rLTL.
3.5. Examples.
3.5.1. The usefulness of implications that are not true. We argued in the previous section that rLTL(⊡,) captures
the intended robustness properties for the specification ⊡p ⇒ ⊡q whenever this formula evaluates to 1111.
But does the formula ⊡p⇒ ⊡q still provide useful information when its value is lower than 1111? It follows
from the semantics of implication that V(σ,⊡p ⇒ ⊡q) = b, for b ≺ 1111, occurs when V(σ,⊡q) = b (i.e.,
whenever a value of b can be guaranteed despite b being smaller than V(σ,⊡p)). The value V(σ,⊡p ⇒ ⊡q)
thus describes which weakened guarantee follows from the environment assumption whenever the intended
system guarantee does not. This can be seen as another measure of robustness: despite ⊡q not following from
⊡p, the behavior of the system is not arbitrary, a value of b is still guaranteed.
3.5.2. GR(1) in rLTL(⊡,). The GR(1) fragment of LTL is becoming increasingly popular for striking an inter-
estingbalance between its expressiveness and the complexity of the corresponding synthesis problem [BJP+12].
Recall that a GR(1) formula is an LTL(✷,✸) formula of the form
(3.15)
∧
i∈I
✷✸pi ⇒
∧
j∈J
✷✸q j
where pi and q j are atomic propositions and I, J are finite sets. We obtain the rLTL(⊡,) version of (3.15)
simply by dotting the boxes and the diamonds:
(3.16)
∧
i∈I
⊡pi ⇒
∧
j∈J
⊡q j.
Any valuation V for ⊡pi can be expressed in terms of a valuationW for LTL as
V(σ,⊡pi) =
(
W(σ,✷✸pi), W(σ,✸✷✸pi),W(σ,✷✸✸pi), W(σ,✸✸pi)
)
=
(
W(σ,✷✸pi), W(σ,✷✸pi), W(σ,✷✸pi), W(σ,✸pi)
)
.
Therefore, V(σ,⊡pi) can only assume three different values: 1111 when ✷✸pi holds, 0001 when ✷✸pi fails to
hold but ✸pi does hold, and 0000 when ✸pi fails to hold. Based on this observation, and assuming that (3.16)
evaluates to 1111,we conclude that
∧
j∈J ✷✸q j holdswhenever
∧
i∈I ✷✸pi does, as requiredby (3.15). In contrast
with (3.15), however, the weakened system guarantee
∧
j∈J✸q j holds whenever the weaker environment
assumption
∧
i∈I✸pi does.
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3.5.3. Non-counting formulas. All the preceding examples were counting formulas, as defined in Section 3.2.
We now consider the simple non-counting formula ✷(p ⇒ ✸q), which requires each occurrence of p to be
followed by an occurrence of q. The word (p ∧ ¬q)(¬p ∧ q)(¬p ∧ ¬q)ω clearly satisfies this formula although
its permutation (¬p∧ q)(p∧ ¬q)(¬p∧¬q)ω does not. In addition to being a non-counting formula, ✷(p⇒ ✸q)
is one of the most popular examples of an LTL formula used in the literature and, for this reason, constitutes
a litmus test to rLTL(⊡,). The semantics of the dotted version of ✷(p⇒ ✸q) can be expressed using an LTL
valuationW as
V(σ,⊡(p⇒ q)) =
(
W(σ,✷(p⇒ ✸q)), W(σ,✷✸p⇒ ✷✸q), W(σ,✸✷p⇒ ✷✸q), W(σ,✷p⇒ ✸q)
)
.
It is interesting to observe how the semantics of ϕ = ⊡(p ⇒ q) recovers: strong fairness, also known as
compassion, when the value of ϕ is 0111; weak fairness, also known as justice, when the value of ϕ is 0011;
and the even weaker notion of fairness represented by the LTL formula ✷p ⇒ ✸q, when the value of ϕ is
0001. The fact that all these different and well known notions of fairness naturally appear in the proposed
semantics is another strong indication of rLTL’s naturalness and usefulness.
3.6. Relating LTL(✷,✸) and rLTL(⊡,). In this section we discuss, at the technical level, the relationships
between rLTL(⊡,) and LTL(✷,✸).
Recall the mapping π1 : B4 → B introduced in (3.12), defined by π1(a1, a2, a3, a4) = a1. Composing π1 with
a valuation V of rLTL(⊡,) we obtain the function V1 = π1 ◦ V transforming an infinite word σ ∈ Σ
ω and a
rLTL(⊡,) formula ϕ into the element V1(σ, ϕ) of B. We now show that V1 is in fact a LTL(✷,✸) valuation.
On atomic propositions p ∈ Pwe have
V1(σ, p) =

π1(0000) = 0 if p < σ(0); and
π1(1111) = 1 if p ∈ σ(0).
(3.17)
Moreover, the following equalities can be easily verified:
V1(σ, ϕ ∧ ψ) = π1
(
V(σ, ϕ)⊓ V(σ, ψ)
)
= min{V1(σ, ϕ),V1(σ, ψ)},(3.18)
V1(σ, ϕ ∨ ψ) = π1
(
V(σ, ϕ)⊔ V(σ, ψ)
)
= max{V1(σ, ϕ),V1(σ, ψ)},(3.19)
V1(σ,¬ϕ) = π1
(
V(σ, ϕ)
)
= 1 − π1
(
V(σ, ϕ)
)
= 1 − V1(σ, ϕ),(3.20)
V1(σ, ϕ⇒ ψ) = π1
(
V(σ, ϕ)→ V(σ, ψ)
)
= max
{
1 − V1(σ, ϕ),V1(σ, ψ)
}
.(3.21)
Finally, it follows directly from the semantics of ⊡ and  that
V1(σ,⊡ϕ) = π1
(
V(σ,⊡ϕ)
)
= inf
i≥0
V1(σi.., ϕ),(3.22)
V1(σ,ϕ) = π1
(
V(σ,ϕ)
)
= sup
i≥0
V1(σi.., ϕ).(3.23)
Hence, the semantics of LTL(✷,✸) can always be recovered from the first component of the semantics of
rLTL(⊡,), thereby showing that rLTL(⊡,) is as expressive as LTL(✷,✸).
Conversely, one can translate an rLTL(⊡,) formula ϕ into four LTL(✷,✸) formulas ψ1ϕ, . . . , ψ
4
ϕ such that
π j(V(σ, ϕ)) = V j(σ, ϕ) =W(σ, ψ
j
ϕ)
for all σ ∈ Σω and j ∈ {1, . . . , 4}. The key idea is to emulate the semantics of each operator occurring in ϕ
component-wise by means of dedicated LTL formulas.
The construction of ψ
j
ϕ proceeds by induction over the subformulas of ϕ:
• If ϕ = p for an atomic proposition p ∈ P, then ψ
j
ϕ ≔ p for all j ∈ {1, . . . , 4}.
• If ϕ = ϕ1 ∨ ϕ2, then ψ
j
ϕ ≔ ψ
j
ϕ1 ∨ ψ
j
ϕ2 for all j ∈ {1, . . . , 4}.
• If ϕ = ϕ1 ∧ ϕ2, then ψ
j
ϕ ≔ ψ
j
ϕ1 ∧ ψ
j
ϕ2 for all j ∈ {1, . . . , 4}.
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• If ϕ = ¬ϕ1, then ψ
j
ϕ ≔ ¬(ψ
1
ϕ1 ∧ ψ
2
ϕ1 ∧ ψ
3
ϕ1 ∧ ψ
4
ϕ1) for all j ∈ {1, . . . , 4}.
• If ϕ = ϕ1 ⇒ ϕ2, then ψ
j
ϕ ≔
(∨
k∈{1,...,4}(ψ
k
ϕ1
∧ ¬ψkϕ2)
)
⇒ ψ
j
ϕ2 for all j ∈ {1, . . . , 4}.
• If ϕ = ϕ1, then ψ
j
ϕ ≔ ✸ψ
j
ϕ1 for all j ∈ {1, . . . , 4}.
• If ϕ = ⊡ϕ1, then ψ
1
ϕ ≔ ✷ψ
1
ϕ1
, ψ2ϕ ≔ ✸✷ψ
2
ϕ1
, ψ3ϕ ≔ ✷✸ψ
3
ϕ1
, and ψ4ϕ ≔ ✸ψ
4
ϕ1
.
It is not hard to verify that the formulas ψ
j
ϕ have indeed the desired meaning. However, note that the size of
ψ
j
ϕ, measured in the number of subformulas, is exponential in the size of ϕ due to the recursive substitution
of the sub-formulas.
The preceding discussion can be summarized by following result.
Proposition 3.3. LTL(✷,✸) and rLTL(⊡,) are equally expressive.
Since the translations from LTL(✷,✸) to rLTL(⊡,) and vice versa are effective, we immediately conclude
that any problem for rLTL(⊡,), whose corresponding problem for LTL(✷,✸) is decidable, is also decidable.
In practice, however, the translation from rLTL(⊡,) to LTL(✷,✸) involves an exponential blow-up. Hence,
we investigate in Section 4 the complexity of several verification and synthesis problems by developing
algorithms specialized for rLTL(⊡,).
4. Model Checking and Synthesis
Similarly to LTL, rLTL gives rise to various (decision) problems, some of which we investigate in this section.
We are particularly interested in model checking and in reactive synthesis. These two problems are clearly
amongst the most important in the context of LTL and, hence, must be investigated for rLTL. We address
in this section the fragment rLTL(⊡,) and leave full rLTL to Section 5 since this more general case can be
handled by a simple extension of the ideas developed for rLTL(⊡,).
As the translation from rLTL(⊡,) into LTL(✷,✸) potentially results in an exponentially large formula,we now
develop a computationally more efficient approach to themodel checking and reactive synthesis problems via
a translation into (generalized) Büchi automata. Our construction follows the well known translation of LTL
into Büchi automata (see, e.g., Baier and Katoen [BK08]) and results in a generalized Büchi automaton with
O(k · 5k) states where k counts the subformulas of the given rLTL(⊡,) formula. This is the same complexity
as for the LTL translation—which results in an automation with size in O(k · 2k)—once we replace 2 with 5
since rLTL is 5-valued while LTL is 2-valued.
Similarly to LTL, our translation relies on so-called expansion rules, which we introduce in Section 4.1. Based
on these rules, we present the translation from rLTL(⊡,) to generalized Büchi automata in Section 4.2.
Subsequently, we consider model checking in Section 4.3 and reactive synthesis in Section 4.4.
4.1. Expansion Rules. The operators ⊡ and  have expansion rules similar to their LTL counterparts ✷ and
✸ (see Baier and Katoen [BK08] for a more in-depth discussion of LTL expansion rules). The following
proposition states these rules in detail.
Proposition 4.1 (Expansion Rules). For any rLTL(⊡,) formula ϕ, any σ ∈ Σω, any ℓ ∈ N, and any valuation V,
the following equalities (called expansion rules) hold:
V1(σℓ..,⊡ϕ) = min
{
V1(σℓ.., ϕ),V1(σℓ+1..,⊡ϕ)
}
,(4.1)
V2(σℓ..,⊡ϕ) = max
{
V1(σℓ..,⊡ϕ),V2(σℓ+1..,⊡ϕ)
}
,(4.2)
V3(σℓ..,⊡ϕ) = min
{
V4(σℓ..,⊡ϕ),V3(σℓ+1..,⊡ϕ)
}
,(4.3)
V4(σℓ..,⊡ϕ) = max
{
V4(σℓ.., ϕ),V4(σℓ+1..,⊡ϕ)
}
,(4.4)
Vk(σℓ..,ϕ) = max
{
Vk(σℓ.., ϕ),Vk(σℓ+1..,ϕ)
}
for each k ∈ {1, . . . , 4}.(4.5)
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It is important to highlight that Equation (4.2) does not only recur on V2 but also on V1 (an analogous
observation is true for Equation (4.3)). In fact, by recurring on V1(σℓ..,⊡ϕ) instead of supk≥ℓ V2(σk.., ϕ), as one
might have expected, we avoid the intermediate computation of supk≥ℓ V2(σk.., ϕ) by the generalized Büchi
automaton and, thereby, save auxiliary memory. This is the key property that allows us to prevent an unduly
growth in the size of the resulting Büchi automaton and to achieve the desired bound on the number of states.
Proof of Proposition 4.1. Equality (4.1) follows directly from the properties of inf:
V1(σℓ..,⊡ϕ) = inf
i≥ℓ
V1(σi.., ϕ) = inf
{
V1(σℓ.., ϕ),V1(σℓ+1.., ϕ),V1(σℓ+2.., ϕ), . . .
}
= inf
{
V1(σℓ.., ϕ), inf
{
V1(σℓ+1.., ϕ),V1(σℓ+2.., ϕ), . . .
}}
= min
{
V1(σℓ.., ϕ), inf
i≥ℓ+1
V1(σi.., ϕ)
}
= min
{
V1(σℓ.., ϕ),V1(σℓ+1..,⊡ϕ)
}
.
A similar argument using the properties of sup shows that
V2(σℓ..,⊡ϕ) = sup
j≥ℓ
inf
i≥ j
V2(σi.., ϕ) = max
infi≥ℓ V2(σi.., ϕ), supj≥ℓ+1 infi≥ j V2(σi.., ϕ)
 .
To conclude the proof of Equality (4.2), we need to replace the term infi≥ℓ V2(σi.., ϕ) inside the max by
infi≥ℓ V1(σi.., ϕ); in other words, we must prove the last equality in the equation
(4.6)
max
{
V1(σℓ..,⊡ϕ),V2(σℓ+1..,⊡ϕ)
}
= max
infi≥ℓ V1(σi.., ϕ), supj≥ℓ+1 infi≥ j V2(σi.., ϕ)

= max
infi≥ℓ V2(σi.., ϕ), supj≥ℓ+1 infi≥ j V2(σi.., ϕ)

holds for every sequence σ ∈ Σω, every rLTL(⊡,) formula ϕ, and any valuation V.
To this end, we consider two separate cases. The first case is sup j≥ℓ+1 infi≥ jV2(σi.., ϕ) = 1 and immediately
leads to the desired equality:
max
infi≥ℓ V1(σi.., ϕ), supj≥ℓ+1 infi≥ j V2(σi.., ϕ)
 = 1 = max
infi≥ℓ V2(σi.., ϕ), supj≥ℓ+1 infi≥ j V2(σi.., ϕ)
 .
The second case is sup j≥ℓ+1 infi≥ jV2(σi.., ϕ) = 0 and the desired equality reduces to
inf
i≥ℓ
V1(σi.., ϕ) = inf
i≥ℓ
V2(σi.., ϕ).
Wenownote that sup j≥ℓ+1 infi≥ jV2(σi.., ϕ) = 0 implies infi≥ℓ+1V2(σi.., ϕ) = 0which, in turn, implies infi≥ℓ V2(σi.., ϕ) =
0. Hence, to conclude the proof, we must show infi≥ℓ V1(σi.., ϕ) = 0. We recall that every element b =
(b1, b2, b3, b4) ∈ B4 satisfies b1 ≤ b2. In particular, we have V1(σi.., ϕ) ≤ V2(σi.., ϕ) for every i ∈N, and it follows
from the monotonicity properties of inf that
inf
i≥ℓ
V1(σi.., ϕ) ≤ inf
i≥ℓ
V2(σi.., ϕ).
The proof of equality (4.2) is now finished by noting that the previous inequality and infi≥ℓ V2(σi.., ϕ) = 0
imply infi≥ℓ V1(σi.., ϕ) = 0.
The proof of Equality (4.3) is dual to the proof of Equality (4.2), while the proof of Equality (4.4) is dual to the
proof of Equality (4.1). 
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4.2. rLTL(⊡,) and Büchi Automata. It is well-known that one can construct for any LTL formula a (gen-
eralized) Büchi automaton that accepts exactly those infinite words satisfying the formula. Our goal is to
establish a similar connection between rLTL(⊡,) and generalized Büchi automata. As preparation, let us
briefly recapitulate the definition of generalized Büchi automata and introduce basic notations.
4.2.1. A Brief Recapitulation of Generalized Büchi Automata. Intuitively, a generalized Büchi automaton is a
(nondeterministic) Büchi automaton with a set of acceptance conditions (rather than just a single one). A
formal definition is as follows.
Definition 4.2 (Generalized Büchi automaton). A generalized Büchi automaton is a tuple A = (Q,Σ, q0,∆,F )
consisting of a nonempty, finite set Q of states, a (finite) input alphabet Σ, an initial state q0 ∈ Q, a (nondeter-
ministic) transition relation ∆ ∈ Q × Σ ×Q, and a set F ⊆ 2Q denoting the acceptance conditions.
The run of a generalized Büchi automaton on a word σ ∈ Σω (also called input) is an infinite sequence of
states ρ = q0q1 . . . ∈ Q
ω satisfying (qi, σ(i), qi+1) ∈ ∆ for all i ∈ N (note that each run starts in the initial state
q0). Given a run ρ = q0q1 . . ., we denote the set of states occurring infinitely often during ρ by Inf(ρ) = {q ∈
Q | ∀i ∈ N ∃ j ≥ i : q j = q}. A run ρ is called accepting if Inf(ρ) ∩ F , ∅ for all F ∈ F (i.e., the run visits a state
of each set F ∈ F infinitely often). The language of a generalized Büchi automatonA, denoted by L(A), is the
set of all infinite words σ ∈ Σω for which an accepting run ofA exists.
4.2.2. From rLTL(⊡,) to Generalized Büchi Automata. A classical translation of LTL formulas into generalized
Büchi automata is based on the so-calledϕ-expansion: given an LTL formula ϕ, the ϕ-expansion of an infinite
word σ ∈ Σω tracks the evaluation of ϕ and its subformulas at each position of σ. The key idea is to construct a
generalized Büchi automaton that nondeterministically guesses the ϕ-expansion step-by-step when reading
its input (and verifies the guess by means of its acceptance conditions). The automaton is constructed to
accept an input σ if and only if the ϕ-expansion signals thatW(σ, ϕ) = 1.
Our approach follows a similar line and translates an rLTL(⊡,) formulaϕ into a generalizedBüchi automaton
Aϕ. However, since the value of an rLTL(⊡,) formula is not Boolean but an element of B4, we construct a
generalized Büchi automaton without a dedicated initial state. Instead, we introduce for each b ∈ B4 a state
qb and construct Aϕ such that it accepts an input σ starting in state qb if and only if V(σ, ϕ) = b. In this way,
we can easily determine the value of an arbitrary word by simply checking from which of the states qb it is
accepted (it is, by construction, accepted from exactly one of these states).
As the classical translation, our translation is based on the notion of ϕ-expansion, which records the value of
each subformula of ϕ on the given word. The set of sub-formulas of an rLTL(⊡,) formula, called closure, is
defined next.
Definition 4.3 (Closure). Let p ∈ P an atomic proposition and ϕ,ψ two rLTL(⊡,) formulas. The closure of
an rLTL(⊡,) formula, denoted by cl, is inductively defined as follows:
• cl(p) = {p};
• cl(¬ϕ) = {¬ϕ} ∪ cl(ϕ);
• cl(ϕ ∧ ψ) = {ϕ ∧ ψ} ∪ cl(ϕ) ∪ cl(ψ);
• cl(ϕ ∨ ψ) = {ϕ ∨ ψ} ∪ cl(ϕ) ∪ cl(ψ);
• cl(ϕ⇒ ψ) = {ϕ⇒ ψ} ∪ cl(ϕ) ∪ cl(ψ);
• cl(ϕ) = {ϕ} ∪ cl(ϕ); and
• cl(⊡ϕ) = {⊡ϕ} ∪ cl(ϕ).
Having introduced the closure of an rLTL(⊡,) formula ϕ, we can now define the ϕ-expansion.
Definition 4.4 (ϕ-expansion). Let ϕ be an rLTL(⊡,) formula. The ϕ-expansion of an infinite word σ ∈ Σω is
a mapping η : cl(ϕ) ×N→ B4 satisfying η(ψ, i) = V(σi.., ψ) for all ψ ∈ cl(ϕ) and i ∈N.
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Note that the ϕ-expansion is unique for a given word and subsumes the valuation of ϕ in the sense that
V(ϕ, σ) = η(ϕ, 0). Although the definition of the ϕ-expansion is not constructive, we can introduce constraints
that completely characterize the ϕ-expansion of a given word. The pivotal idea is to impose constraints
for local consistency (e.g., η(¬ψ, i) for ψ ∈ cl(ϕ) at some position i ∈ N has to be η(ψ, i)) and to exploit the
expansion rules of Proposition 4.1 to relate η(ψ, i) and η(ψ, i + 1). As in the case of valuations V, we use the
shorthand-notation η j(ψ, i) instead of the more verbose expression π j(η(ψ, i)).
In the following, let ψ ∈ cl(ϕ) and i ∈N. The first type of constraints (local constraints) are as follows:
A1) If ψ = p, then η(ψ, i) =

0000 if p < σ(i); and
1111 if p ∈ σ(i).
A2) If ψ = ¬ψ1, then η(ψ, i) = η(ψ1, i).
A3) If ψ = ψ1 ∧ ψ2, then η(ψ, i) = min {η(ψ1, i), η(ψ2, i)}.
A4) If ψ = ψ1 ∨ ψ2, then η(ψ, i) = max {η(ψ1, i), η(ψ2, i)}.
A5) If ψ = ψ1 ⇒ ψ2, then η(ψ, i) = η(ψ1, i)→ η(ψ2, i).
A6) If ψ = ψ1, then η(ψ, i) = (b1, b2, b3, b4) where b j = max
{
η j(ψ1, i), η j(ψ, i + 1)
}
for j ∈ {1, . . . , 4}.
A7) If ψ = ⊡ψ1, then η(ψ, i) = (b1, b2, b3, b4) where
(a) b1 = min
{
η1(ψ1, i), η1(ψ, i + 1)
}
;
(b) b2 = max
{
b1, η2(ψ, i + 1)
}
;
(c) b3 = min
{
b4, η3(ψ, i + 1)
}
; and
(d) b4 = max
{
η4(ψ1, i), η4(ψ, i + 1)
}
.
To ensure satisfaction of the subformulas involving the temporal operators  and ⊡, we add the following
further constraints (non-local constraints). These constraints are derived from the expansion rules, and we
later translate them into Büchi conditions.
B1) For eachψ ∈ cl(ϕ) and j ∈ {1, . . . , 4}, there exists no k ∈N such that for every ℓ ≥ k both η j(ψ, ℓ) = 1
and η j(ψ, ℓ) = 0.
B2) For each ⊡ψ ∈ cl(ϕ),
(a) there exists no k ∈N such that for every ℓ ≥ k both η1(⊡ψ, ℓ) = 0 and η1(ψ, ℓ) = 1;
(b) there exists no k ∈N such that for every ℓ ≥ k both η2(⊡ψ, ℓ) = 1 and η1(⊡ψ, ℓ) = 0;
(c) there exists no k ∈N such that for every ℓ ≥ k both η3(⊡ψ, ℓ) = 0 and η4(⊡ψ, ℓ) = 1; and
(d) there exists no k ∈N such that for every ℓ ≥ k both η4(⊡ψ, ℓ) = 1 and η4(ψ, ℓ) = 0.
Let us now show that these constraints indeed completely characterize the ϕ-expansion of a given word.
Lemma 4.5. Given an rLTL(⊡,) formula ϕ over the atomic propositions P and an infinite word σ ∈ Σω where
Σ = 2P, let η : cl(ϕ) ×N→ B4 be a mapping that satisfies the compatibility constraints A1 to B2. Then, η is uniquely
determined, and it is, in fact, the ϕ-expansion of σ.
Proof. To prove Lemma 4.5, we need to establish that V(σi.., ψ) = η(ψ, i) holds for all ψ ∈ cl(ϕ) and i ∈ N. The
proof proceeds by structural induction over the subformulas of ϕ.
Base case: In the case of atomic propositions, the claim holds by definition of V.
Induction step: In the case of the operators ¬, ∨, ∧, and⇒, the claim follows immediately from applying the
induction hypothesis and by definition of V.
In the case of ψ = ψ1, a straightforward induction that applies
• Condition A6;
• the expansion rule for  (see Proposition 4.1, Equation (4.4)); and
• the induction hypothesis for ψ1 (i.e., V(σi.., ψ1) = η(ψ1, i) for all i ∈N)
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shows that the following is true for each j ∈ {1, . . . , 4}: if η j(ψ1, k) = 1 for a k ∈ N, then η j(ψ, ℓ) = 1
and, hence, V j(σℓ.., ψ) = η j(ψ, ℓ) for all ℓ ≤ k. Therefore, if infinitely many k with η j(ψ1, k) = 1 exist,
then V j(σi.., ψ) = η j(ψ, i) for all i ∈ N. If this is not the case, then there exists a k ∈ N such that
η j(ψ1, ℓ) = 0 for all ℓ ≥ k. Then, Condition B1 asserts for all ℓ ≥ k that η j(ψ, ℓ) = 0 and, hence,
V j(σℓ.., ψ) = η j(ψ, ℓ) is satisfied by the semantics of and the induction hypothesis for ψ1; this, in turn,
implies V j(σi.., ψ) = η j(ψ, i) for all i ∈ N. These arguments are true for all j ∈ {1, . . . , 4} and, therefore,
V(σi.., ψ) = η(ψ, i) holds for all i ∈N.
The case ψ = ⊡ψ1 can be proven using similar arguments as in the case of the -operator, but the
semantics of ⊡ requires to split the proof into four parts and prove V j(σi.., ψ) = η j(ψ, i) individually for
each j ∈ {1, . . . , 4}. So as not to clutter this proof too much, we provide a detailed proof for j = 1 and
skip the remaining. However, it is important to note that the claim needs to be proven first for j = 1
and j = 4 since the proofs for j = 2 and j = 3 rely thereon (the expansion rules recur on V1(σi.., ψ) and
V4(σi.., ψ), respectively).
To prove V1(σi.., ψ) = η1(ψ, i) for all i ∈ N, we first observe that η1(ψ1, k) = 0 for a k ∈ N implies
V1(σℓ.., ψ) = η1(ψ, ℓ) for all ℓ ≤ k; analogous to the case of the operator , an induction using
Condition A7a, the expansion rule for ⊡ (see Proposition 4.1, Formula (4.1)), and the induction
hypothesis for ψ1 establishes this. Therefore, if infinitely many k with η1(ψ1, k) = 0 exist, then
V1(σi.., ψ) = η1(ψ, i) for all i ∈ N. If this is not the case, then there exists a k ∈ N such that η1(ψ1, ℓ) = 1
for all ℓ ≥ k. Then, Condition B2a asserts for all ℓ ≥ k that η1(ψ, ℓ)) = 1 and, hence, V1(σℓ.., ψ) = η1(ψ, ℓ)
is satisfied by the semantics of ⊡ and the induction hypothesis of ψ1. This implies V1(σi.., ψ) = η1(ψ, i)
for all i ∈N.
As mentioned above, the case j = 4 and the subsequent cases j = 2 and j = 3 are analogous. 
We are now ready to define a generalized Büchi automatonAϕ. The states ofAϕ aremappings µ : cl(ϕ)→ B4,
which encode the ϕ-expansion of σ in the sense that the sequence of states µ0, µ1, . . . constituting an accepting
run on σ satisfies µi(ψ) = ηi(ψ) for all i ∈ N and ψ ∈ cl(ϕ). Clearly, the only states (i.e., mappings µ) of
interest are those consistent with the local compatibility constraints A1 to A5.6 Thus, in order to ease the
following definition, we denote the set of such mappings by S. Note that the cardinality of S is bounded by
|B4|
|cl(ϕ)| = 5|cl(ϕ)|.
When reading an input-word, the automatonAϕ uses its transitions to verify that its guess satisfies the local
constraints and uses its acceptance condition to verify the non-local constraints. The latter is achieved by
adding a Büchi condition for each of the Conditions B1 to B2d, which translate the respective condition in
a straightforward manner. Hence, the number of acceptance conditions is exactly four times the number of
subformulas of type  and ⊡.
Finally, it is important to note that we define the automaton without an initial state. Instead, we introduce a
state qb for each b ∈ B4 with the property that Aϕ accepts a word σ ∈ Σ
ω when starting in the state qb if and
only if V(σ, ϕ) = b. In other words, an accepting run starting in qb signals that ϕ evaluates on σ to b.
Definition 4.6 (AutomatonAϕ). Letϕ be an rLTL(⊡,) formula over the atomic propositionsP. Additionally,
let Σ = 2P, a ∈ Σ, and S be the set of functions µ : cl(ϕ)→ B4 that satisfy Conditions A1 to A5. We define the
generalized Büchi automatonAϕ = (Q,Σ,∆,F ) as follows:
• Q = {qb | b ∈ B4} ∪ S;
• the transition relation is defined by:
– (qb, a, µ) ∈ ∆ if and only if µ(ϕ) = b and µ(p) =

1111 if p ∈ a ∩ cl(ϕ); and
0000 if p ∈ cl(ϕ) \ a;
6By this we mean that the conditions are satisfied if we substitute µ for η.
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– (µ, a, µ′) ∈ ∆ if and only if the pair (µ, µ′) satisfies Conditions A6 and A7 as well as
µ′(p) =

1111 if p ∈ a ∩ cl(ϕ); and
0000 if p ∈ cl(ϕ) \ a;
• F is the union of the following sets:
– for each ψ ∈ cl(ϕ), we introduce for each j ∈ {1, . . . , 4} the set
Fψ, j = {µ ∈ S | π j(µ(ψ)) = 0 or π j(µ(ψ)) = 1};
– for each ⊡ψ ∈ cl(ϕ), we introduce the sets
F⊡ψ,1 = {µ ∈ S | π1(µ(⊡ψ)) = 1 or π1(µ(ψ)) = 0};
F⊡ψ,2 = {µ ∈ S | π2(µ(⊡ψ)) = 0 or π1(µ(⊡ψ)) = 1};
F⊡ψ,3 = {µ ∈ S | π3(µ(⊡ψ)) = 1 or π4(µ(⊡ψ)) = 0}; and
F⊡ψ,4 = {µ ∈ S | π4(µ(⊡ψ)) = 0 or π4(µ(ψ)) = 1}.
Definition 4.6 ensures that Aϕ accepts σ ∈ Σ
ω if and only if there exists a run qb, µ0, µ1, . . . that visits each
F ∈ F infinitely often. As an example, suppose that a run visits the set Fψ,1 for ψ ∈ cl(ϕ) infinitely often
(i.e., π1(µi(ψ)) = 0 or π1(µi(ψ)) = 1 holds for infinitely many i ∈ N). This means that it never happens that
from some k ∈ N onward both π1(µk(ψ)) = 1 and π1(µk(ψ)) = 0. Hence, Condition B1 is fulfilled. Similarly,
the remaining sets F ∈ F make sure that Conditions B1 and B2 are indeed satisfied. Moreover, the definition
of ∆ ensures that Conditions A1 to A7d are satisfied along an accepting run of Aϕ on σ and, therefore, this
run in fact forms the ϕ-expansion of σ (and is unique). Finally, by using different initial states, we make sure
that Aϕ accepts σ starting from qb if only if b = V(σ, ϕ) (since all outgoing transitions lead to states µ with
µ(ϕ) = b). As a consequence, we obtain the following theorem.
Theorem 4.7. Let ϕ be an rLTL(⊡,) formula over the set P of atomic propositions, Σ = 2P, and b ∈ B4. Then, Aϕ
accepts σ ∈ Σω when starting in state qb if and only if V(σ, ϕ) = b.
For notational convenience, we denote the generalized Büchi automaton Aϕ with initial state qb by A
b
ϕ. We
finish the discussion with a remark about the size of the automatonAϕ.
Remark 4.8. The automatonAϕ has 5
|cl(ϕ)|
+ 4 states and at most 4 · |cl(ϕ)| acceptance sets.
4.3. Model Checking. Broadly speaking, the model checking problem asks whether the model of a given
system exhibits a specified behavior (which is described as an rLTL(⊡,) formula in our case). Usually, a
system is modeled as a Kripke structure, which is, for the sake of model checking, translated into a Büchi
automaton whose language corresponds to the unraveling of the Kripke structure. For reasons of simplicity,
we consider a system—more precisely,model thereof—to be givendirectly as a (generalized) Büchi automaton.
This leads to the following formulation of the model checking problem.
Problem 4.1 (Model checking). Let ϕ be an rLTL(⊡,) formula over the set P of atomic propositions, let A be a
generalized Büchi automaton over the alphabet 2P, and let b ∈ B4. Does V(σ, ϕ) = b hold for all σ ∈ L(A)?
Our translation of rLTL(⊡,) formulas into a generalized Büchi automaton provides a straightforwardmeans
to answer the model checking problem: one simply constructs Aϕ and checks L(A) ⊆ L(A
b
ϕ). However, the
naive attempt to check this inclusion (i.e., checking whether L(A) ∩ (Σω \ L(Abϕ)) = ∅ holds) would require
to complement Abϕ, which we clearly want to avoid due to the inevitable exponential blowup; moreover,
note that the equality Σω \ L(Abϕ) = L(A
b
¬ϕ) does not hold in general. Instead, we exploit the property that
one obtains a generalized Büchi automaton accepting exactly the words with value b′ ∈ B4 from Aϕ by
designating qb′ as the initial state. This fact allows us to write the complement of L(A
b
ϕ) as the union
Σ
ω \ L(Abϕ) =
⋃
b′∈B4\{b}
L(Ab
′
ϕ ).
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In addition, we can easily modifyAϕ to accept this union:
(1) we add a new state, say q0, and designate it as the initial state; and
(2) we add the ε-transitions (q0, ε, qb′) for all b
′ ∈ B4 \ {b}, which can subsequently be removed in the same
manner as for finite automata with ε-transitions (see, e.g., Hopcroft and Ullman [HU79]).
In summary, we obtain the following result.
Theorem 4.9. One can decide the model checking problem (Problem 4.1) forA = (Q,Σ, q0,∆,F ) and ϕ in time
O
(
(|F | + |cl(ϕ)|) · |Q| · 5|cl(ϕ)|
)
.
Proof of Theorem 4.9. Let ϕ be an rLTL(⊡,) formula over the atomic propositions P, A = (Q,Σ, q0,∆,F ) a
generalized Büchi automaton over the alphabet 2P, and b ∈ B4.
First, it is not hard to verify that
V(σ, ϕ) = b for all σ ∈ L(A) if and only if L(A) ⊆ L(Abϕ)
if and only if L(A) ∩
(
Σ
ω \ L(Abϕ)
)
= ∅
if and only if L(A) ∩
⋃
b′∈B4\{b}
L(Ab
′
ϕ ) = ∅.
Moreover, it follows from Theorem 4.7 that the construction sketched above in fact results in a generalized
Büchi automaton B accepting
⋃
b′∈B4\{b} L(A
b′
ϕ ). SinceAϕ has 5
|cl(ϕ)| + 4 states and at most 4 · |cl(ϕ)| acceptance
sets, the automaton B has 5|cl(ϕ)| + 5 states and also at most 4 · |cl(ϕ)| acceptance sets.
Second, given two generalized Büchi automata A1 = (Q1,Σ, q
1
0
,∆1,F1) and A2 = (Q2,Σ, q
2
0
,∆2,F2), it is well-
known that one can construct a generalized Büchi automaton accepting L(A1)∩L(A2) using a simple product
construction (see, e.g., Perrin and Pin [PP04]). This construction results in an automaton with |Q1| · |Q2| states
and |F1| + |F2| acceptance sets. Since B consists of 5
|cl(ϕ)| + 5 states and has at most 4 · |cl(ϕ)| acceptance sets,
this implies that one can construct a generalized Büchi automaton C with L(C) = L(A) ∩ L(B) consisting of
|Q| · (5|clϕ| + 5) states and at most |F | + 4 · |cl(ϕ)| acceptance sets.
Finally, it is left to check whether L(C) = ∅. This problem is fundamental in LTL model checking, and there
exist efficient algorithms that solve this problem in time linear in the product of the number of states of the
input automaton and the number of its acceptance sets (see, e.g., Baier and Katoen [BK08]). Hence, one can
solve Problem 4.1 in O
(
(|F | + |cl(ϕ)|) · |Q| · 5|cl(ϕ)|
)
time. 
If the answer to Problem 4.1 is negative, it is natural to ask a weaker question, namely whether every word
accepted by the Büchi automaton in question has at least value b.
Problem 4.2 (At-least model checking). Let ϕ be an rLTL(⊡,) formula over the set P of atomic propositions,A a
generalized Büchi automaton over the alphabet 2P, and b ∈ B4. Does V(σ, ϕ) ≥ b hold for all σ ∈ L(A)?
Using the same ideas as above, one can reduce deciding the at-least model checking problem to checking the
inclusionL(A) ⊆
⋃
b′∈B4,b′≥b L(A
b′
ϕ ). Again, we avoid the complement by checking L(A)∩
⋃
b′∈B4,b′<b L(A
b′
ϕ ) = ∅
instead, which immediately yields the next result.
Corollary 4.10. One can decide the at-least model checking problem (Problem 4.2) forA = (Q,Σ, q0,∆,F ) and ϕ in
time O
(
(|F | + |cl(ϕ)|) · |Q| · 5|cl(ϕ)|
)
.
The many valued semantics of rLTL(⊡,) allows posing optimization problems as well; for instance, a
user might be interested in the largest value that a system guarantees. Repeatedly solving the at-least model
checkingproblem for decreasing values of b already solves this problem,which is summarized in the following
remark.
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Remark 4.11. Given an rLTL(⊡,) formula ϕ over the set P of atomic propositions and a generalized Büchi
automatonA = (Q,Σ, q0,∆,F ) over the alphabet 2
P, one can compute the largest b ∈ B4 such that V(σ, ϕ) ≥ b
for all σ ∈ L(A) in time O
(
(|F | + |cl(ϕ)|) · |Q| · 5|cl(ϕ)|
)
.
4.4. Reactive Synthesis. In the context of reactive synthesis, we consider infinite-duration two-player games
over finite graphs with rLTL(⊡,) winning conditions. In particular, we show, given a game with rLTL(⊡,)
winning condition, how to construct a finite-state winning strategy. Throughout this section, we assume
familiarity with games over finite graphs and follow the definitions and notations of Grädel, Thomas, and
Wilke [GTW02].
We consider games of the following kind.
Definition 4.12 (rLTL(⊡,) games). Let P be a finite set of atomic propositions. An rLTL(⊡,) game is a pair
G = (G, (ϕ,B)) consisting of
• a finite, labeled game graph G = (V,E, λ) where V is a finite set of vertices that is partitioned into two
disjoint sets V0,V1 ⊆ V, E ⊆ V × V is an edge relation, and λ : V → 2
P is a function labeling each
vertex with atomic propositions; and
• a pair (ϕ,B) consisting of an rLTL(⊡,) formula ϕ over P and a set B ⊆ B4 (this pair constitutes the
winning condition as we formalize shortly).
An rLTL(⊡,) game is played as usual by two players, Player 0 and Player 1, who construct a play ρ =
v0v1 . . . ∈ V
ω (i.e., an infinite sequence of vertices) by moving a token along the edges of the game graph. A
play ρ = v0v1 . . . induces an infinite word λ(ρ) = λ(v0)λ(v1) . . . ∈ (2
P)
ω
, and the value of the formula ϕ on
λ(ρ) is used to determine the winner of the play. More precisely, we call a play ρ ∈ Vω winning for Player 0 if
V(λ(ρ), ϕ) ∈ B; symmetrically, we call a play winning for Player 1 if it is not winning for Player 0.
A strategy of Player i, i ∈ {0, 1}, is a mapping f : V∗Vi → V that prescribes the next move of Player i depending
on the finite play played thus far. We call a strategy f of Player i winning from a state v0 ∈ V if all plays that
start in v0 and that are played according to f are winning for Player i. Moreover, we call a (winning) strategy
a finite-state strategy if there exists a finite-state machine computing it in the usual sense (see Grädel, Thomas,
andWilke [GTW02] for further details). Computing a finite-state winning strategy for Player 0 is the objective
of the remainder of this section.
It is not hard to verify that determinacy of rLTL(⊡,) and the existence of a finite-state winning strategy
follows from Theorem 4.7 and the determinacy of Büchi games, which leads to the following remark.
Remark 4.13. rLTL(⊡,) games are determined with finite-state winning strategies.
Given an rLTL(⊡,) game an a vertex v ∈ V, we are interested in solving the game (i.e., in deciding which
player has a winning strategy from v and in computing such a strategy), which is formalized next.
Problem 4.3 (Determining the winner). Let an rLTL(⊡,) game G = (G, (ϕ,B)) over the set V of vertices and a
vertex v0 ∈ V be given. Determine the player who has a winning strategy from vertex v0.
Problem 4.4 (Strategy synthesis). Let an rLTL(⊡,) game G = (G, (ϕ,B)) over the set V of vertices and a vertex
v0 ∈ V be given. Compute a winning strategy from vertex v0.
To solve these problems, we follow the Safra-based approach using the following four-step process:
(1) We construct a (nondeterministic) Büchi automaton BBϕ with L(B
B
ϕ) = {σ ∈ (2
P)ω | V(σ, ϕ) ∈ B}.
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(2) We determinizeBBϕ using Safra’s construction [Saf88], resulting in a (deterministic) Rabin automaton
7
CBϕ that is language-equivalent to B
B
ϕ.
(3) We construct a Rabin game8 G′ by taking the product of the game graph G and the Rabin automaton
CBϕ.
(4) We apply standard techniques to solve G′, which allows us to decide which player has a winning
strategy from v and to construct a winning strategy for the corresponding player.
Let us now sketch these steps.
Step 1. The construction of Section 4.2.2 can easily be adapted to produce a (nondeterministic) generalized
Büchi automatonABϕ with L(A
B
ϕ) = {σ ∈ (2
P)ω | V(σ, ϕ) ∈ B}; this automaton comprises 5|cl(ϕ)| + 5 states and at
most 4 · |cl(ϕ)| acceptance sets. Subsequently, we construct a nondeterministic Büchi automatonBBϕ accepting
the same language; the standard conversion results in a Büchi automaton that comprisesO(4·|cl(ϕ)|·(5|cl(ϕ)|+5))
states.
Step 2. Using Safra’s determinization procedure [Saf88], we obtain a (deterministic) Rabin automaton CBϕ that
is language-equivalent to BBϕ. The automaton C
B
ϕ has 2
5c0 |cl(ϕ)| states and 5c1·|cl(ϕ)| Rabin pairs where c0 > c1 are
suitable constants.
Step 3. We construct the (unlabeled) product game graphG′ = (V′,E′) of the game graph G = (V,E, λ) and the
Rabin automaton CBϕ = (Q, 2
P, q0, δ,Ω) such that V
′
= V ×Q and(
(v, q), (v′, q′)
)
∈ E′ if and only if (v, v′) ∈ E and δ(q, λ(v)) = q′.
Moreover, we define the Rabin winning condition of G′ to be
Ω
′
=
{
((V,E), (V, F)) ∈ V′ × V′ | (E, F) ∈ Ω
}
.
The desired Rabin game is then G′ = (G′,Ω′).
An induction over the length of a play ρ′ = (v0, q0)(v1, q1) . . . in G
′ shows that Player 0 wins ρ′ if and only if
Player 0 wins the play ρ = v0v1 . . . in G.
Step 4. Finally, by applying Piterman and Pnueli’s method [PP06], we solve the resulting Rabin game in time
O(nk+3kk!) where n = |V| · 25
c0 |cl(ϕ)| is the number of vertices and k = 5c1|cl(ϕ)| is the number of Rabin pairs of G′.
In total, we obtain the following results.
Theorem 4.14. Given an rLTL(⊡,) gameG = (G, (ϕ,B)) with G = (V,E, λ) and a vertex v0 ∈ V, one can
(1) decide which player has a winning strategy from v0 (i.e., Problem 4.3) and
(2) compute a winning strategy for the corresponding player (i.e., Problem 4.4)
in time O(nk+3kk!) where n = |V| · 25
c0 |cl(ϕ)| , k = 5c1|cl(ϕ)|, and c0, c1 are suitable constants.
5. Full rLTL
In this section, we extend the semantics of rLTL(⊡,) to full rLTL by providing the semantics for three
additional operators: next (denoted by©), release (denoted by R· ), and until (denoted byU· ). Moreover, we
7A Rabin automaton is a tuple C = (Q,Σ, q0, δ,Ω) where Q, Σ, and q0 are as in Büchi automata, δ : Q × Σ → Q is a (deterministic)
transition function, andΩ ⊆ 2Q×2Q is the acceptance condition. The run of a Rabin automaton on aword σ ∈ Σω is an infinite sequence of
states ρ = q0q1 . . . satisfying δ(qi, σ(i)) = qi+1 for all i ∈N. A run ρ is called accepting if there exists a pair (E,F) ∈ Ω such that E∩ Inf(ρ) = ∅
and F ∩ Inf(ρ) , ∅.
8A Rabin game is a game played over an unlabeled game graph G = (V,E) with nonempty, finite set V of vertices and directed edge
relation E ⊆ V × V. The winning condition of a Rabin game is a set Ω ⊆ 2V × 2V , and a play ρ = v0v1 . . . ∈ V
ω is said to be winning for
Player 0 if there exists a pair (E,F) ∈ Ω such that E ∩ Inf(ρ) = ∅ and F ∩ Inf(ρ) , ∅; by slight abuse of notation, Inf(ρ) here corresponds to
the set of all vertices occurring infinitely often in the play ρ.
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show that all the results obtained for rLTL(⊡,) easily extend to full rLTL. In particular, we present expansion
rules for the dotted version of release and until, sketch how to construct equivalent Büchi automata from
rLTL formulas, and revisit the model checking and synthesis problems in the setting of full rLTL.
5.1. Robust Semantics of Next, Release, and Until. The robust semantics of next is a direct generalization
of the LTL semantics from B to B4:
V(σ,©ϕ) = V(σ1.., ϕ).
However, this is not the case for the release and until operators since they can be used to recover ⊡ and 
via the equalities ⊡ψ ≔ false R· ψ and ψ ≔ true U· ψ, respectively, and ⊡ and  themselves are not a direct
generalization of their LTL counterparts.
In order to motivate the semantics of release, we return to our motivating example ✷p. According to the
safety-progress classification of temporal properties, eloquently put forward in [CMP93], ✷p defines a safety
property. It can be expressed asA(L) with L being the regular language (true)∗p andA the operator generating
all the infinite words in (2P)ω with the property that all its finite prefixes belong to L. In addition to A,
we can find in [CMP93] the operators E, R, and P defining guarantee, response, and persistence properties,
respectively. The language E(L) consists of all the infinite words that contain at least one prefix in L, the
language R(L) consists of all the infinite words that contain infinitely many prefixes in L, and the language
P(L) consists of all the infinite words such that all but finitely many prefixes belong to L. Using these operators
we can reformulate the semantics of ⊡p as:
(5.1) V(σ,⊡p) =

1111 if σ ∈ A(L);
0111 if σ ∈ P(L) \ A(L);
0011 if σ ∈ R(L) \ (A(L) ∪ P(L));
0001 if σ ∈ E(L) \ (A(L) ∪ P(L) ∪ R(L)); and
0000 if σ < E(L).
We thus obtain a different justification for the five different truth values used in rLTL andwhy the five different
cases in (3.2) can be seen as canonical. Equality (5.1) also suggests how we can define the 5-valued semantics
for the release operator. Recall that the LTL formula pR q, for atomic propositions p and q, defines a safety
property, and that its semantics is given by
(5.2) W(σ, p R q) = inf
j≥0
max
V1(σ j.., q), sup0≤i< jV1(σi.., p)
 .
We can interpret
max
V1(σ j.., q), sup0≤i< jV1(σi.., p)

as the definition of the regular language L = (true)∗q + (true)∗p(true)+ and inf j≥0 as the requirement that every
prefix of a string satisfying pR q belongs to L (i.e., as the definition of the operator A). Therefore, the 5-
valued semantics can be obtained by successively enlarging the language A(L) through the replacement of
the operator A, formalized by inf in Equation (5.2), by the operators P formalized by sup inf, R formalized by
inf sup, and E for formalized by sup. This observation leads to the semantics
V(σ, ϕ R· ψ) =
(
V1(σ, ϕ R· ψ),V2(σ, ϕ R· ψ),V3(σ, ϕ R· ψ),V4(σ, ϕ R· ψ)
)
,
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where
V1(σ, ϕ R· ψ) = inf
j≥0
max
V1(σ j.., ψ), sup0≤i< jV1(σi.., ϕ)
 ,(5.3)
V2(σ, ϕ R· ψ) = sup
k≥0
inf
j≥k
max
V2(σ j.., ψ), sup0≤i< jV2(σi.., ϕ)
 ,(5.4)
V3(σ, ϕ R· ψ) = inf
k≥0
sup
j≥k
max
V3(σ j.., ψ), sup0≤i< jV3(σi.., ϕ)
 ,(5.5)
V4(σ, ϕ R· ψ) = sup
j≥0
max
V4(σ j.., ψ), sup0≤i< jV4(σi.., ϕ)
 .(5.6)
We note that ⊡ψ = false R· ψ holds, thereby showing that the semantics for R· is compatible with the semantics
of ⊡ introduced in Section 3. We can glean further intuition behind the definition of R· by considering the
special case ϕ = p and ψ = q for two atomic propositions p, q ∈ P. Expressing V(σ, p R· q) in terms of an LTL
valuationW, we obtain
V(σ, p R· q) =
(
W(σ, p R q), W(σ,✸✷q ∨✸p), W(σ,✷✸q ∨✸p), W(σ,✸q ∨✸p)
)
.
We see that, as long as p occurs, the value of p R· q is at least 0111. It could be argued that the semantics of
p R· q should also count the number of occurrences of q preceding the first occurrence of p. As we detail in
Section 5.2, such property can be expressed in rLTL by making use of the proposed semantics.
In LTL, the until operator is dual to the release operator but such relationship does not extend to rLTL in
virtue of how negation was defined. Hence, the semantics ofU· has to be introduced independently of R· . We
follow the same approach that was used for R· by interpreting the LTL semantics of pU· q, given by
(5.7) W(σ, pU q) = sup
j≥0
min
{
V1(σ j.., q), inf
0≤i< j
V1(σi.., p)
}
,
as defining the language E(p∗q). In the hierarchy of the operators E, R, P, and A, defined by the inclusions
A(L) ⊂ P(L) ⊂ R(L) ⊂ E(L) for any regular language L, the language E(p∗q) cannot be enlarged as it sits at the
top of the hierarchy. Therefore, the semantics ofU· is given by
V(σ, ϕU· ψ) =
(
V1(σ, ϕU· ψ),V2(σ, ϕU· ψ),V3(σ, ϕU· ψ),V4(σ, ϕU· ψ)
)
,
where
Vk(σ, ϕU· ψ) = sup
j≥0
min
{
Vk(σ j.., ψ), inf
0≤i< j
Vk(σi.., ϕ)
}
for each k ∈ {1, 2, 3, 4}.
We obtain, by definition, that the semantics of U· is compatible with the semantics of  in the sense that
trueU· ψ = ψ.
5.2. Examples. As we discussed before, the semantics of ϕ R· ψ does not count how many times ψ holds
before the first occurrence of ϕ. This property, however, is captured by the rLTL formula
(5.8)
(
ϕ R· ψ
)
∧
(
¬ϕU· ψ
)
.
To see why, we assume ϕ = p and ψ = q, for atomic propositions p and q, so as to express the semantics of the
rLTL formula (5.8) in terms of an LTL valuationW as
V(σ,
(
p R· q
)
∧
(
¬pU· q
)
) =
(
W(σ, p R q),W(¬pU q),W(¬pU q),W(¬pU q)
)
.(5.9)
Note how we can now distinguish between three cases: p R q holds, corresponding to value 1111, q holds at
least once before being released by p, corresponding to value 0111, and q does not hold before being released
by p, corresponding to value 0000.
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The preceding discussion showed how the LTL equality ϕ R ψ =
(
ϕ R ψ
)
∧
(
¬ϕU ψ
)
is not valid in rLTL.
Another LTL equality that is not valid in rLTL is the decomposition of the until operator into its liveness and
safety parts given by
ϕU ψ = ✸ψ ∧ (ψ R (ψ ∨ ϕ)).
The rLTL formulaψ∧ (ψ R· (ψ∨ϕ)) expresses a weaker requirement thanϕU· ψ that is also useful to express
robustness. Whenϕ andψ are the atomic propositions p and q, respectively, the semantics ofψ∧(ψ R· (ψ∨ϕ))
can be expressed in terms of an LTL valuation W as
V(σ,✸q∧ (q R (q ∨ p))) =
(
W(σ, pU q), W(σ,✸q), W(σ,✸q), W(σ,✸q)
)
.
Whereas ϕU· ψ only assumes two values, ψ∧ (ψ R· (ψ∨ϕ)) assumes 3 possible values allowing to separate
the words that violate ϕU ψ into those that satisfy ✸q and those that do not.
5.3. From Full rLTL to Generalized Büchi Automata. The construction of a generalized Büchi automaton
from an rLTL formula relies on the following expansion rules for R· andU· . Once can prove these rules using
arguments similar to those employed to prove Proposition 4.1.
Proposition 5.1 (Expansion Rules for R· andU· ). For any rLTL formulas ϕ and ψ, for any σ ∈ Σω, any ℓ ∈N, and
any valuation V the following equalities hold:
V1(σℓ.., ϕ R· ψ) = min
{
V1(σℓ.., ψ),max
{
V1(σℓ.., ϕ),V1(σℓ+1.., ϕ R· ψ)
}}
(5.10)
V2(σℓ.., ϕ R· ψ) = max
{
V1(σℓ.., ϕ R· ψ),V2(σℓ.., ϕ),V2(σℓ+1.., ϕ R· ψ)
}
(5.11)
V3(σℓ.., ϕ R· ψ) = min
{
V4(σℓ.., ϕ R· ψ),max
{
V3(σℓ.., ϕ),V3(σℓ+1.., ϕ R· ψ)
}}
(5.12)
V4(σℓ.., ϕ R· ψ) = max
{
V4(σℓ.., ψ),V4(σℓ.., ϕ),V4(σℓ+1.., ϕ R· ψ)
}
(5.13)
V1(σℓ.., ϕU· ψ) = max
{
V1(σℓ.., ψ),min
{
V1(σℓ.., ϕ),V1(σℓ+1.., ϕU· ψ)
}}
for each k ∈ {2, 3, 4}.(5.14)
One can translate rLTL formulas into generalized Büchi automata by means of a straightforward extension
of the rLTL(⊡,) construction introduced in Section 4.2.2. For this reason, we only sketch this extension:
• Logical connectives are handled as in rLTL(⊡,).
• Due to the simple semantics of the operator ©, this case is handled in the same manner that © is
handled in LTL (see, e.g., Baier and Katoen [BK08]).
• The operatorR· is handled in the same manner as the operator ⊡ (see Section 4.2.2) while applying the
expansion rules for R· given by Equations (5.10) to (5.13).
• The operator U· is handled in the same manner as the operator  (see Section 4.2.2) while applying
the expansion rules forU· given by Equation (5.14).
Note that the temporal operators⊡ and can either be recovered syntactically fromR· andU· in a preprocessing
step or handled directly as described in Section 4.2.2. As in the case of rLTL(⊡,), we denote the Büchi
automaton constructed from the formula ϕ byAϕ.
Although the expansion rules forR· , andU· aredifferent from the expansion rules for⊡ and, a simple analysis
yields thatAϕ comprises 5
|cl(ϕ)| + 4 states and at most 4 · |cl(ϕ)| acceptance sets, exactly the same numbers as
in the case of rLTL(⊡,). Moreover,Aϕ exactly captures the semantics of ϕ in the sense formalized below.
Theorem 5.2. Let ϕ be an rLTL formula over the set P of atomic propositions, Σ = 2P, and b ∈ B4. Then, Aϕ is a
generalized Büchi automaton with 5|cl(ϕ)| + 4 states and at most 4 · |cl(ϕ)| acceptance sets that accepts σ ∈ Σω when
starting in state qb if and only if V(σ, ϕ) = b.
5.4. Model Checking and Synthesis. Since we obtain the same bounds on the number of states and accep-
tance sets of the automaton Aϕ for both rLTL(⊡,) formulas and full rLTL formulas, the results for model
checking and synthesis extend to the case of full rLTL. For the reader’s convenience, we provide the formal
statements.
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Corollary 5.3. One can decide the model checking problem as well as the at-least modecl checking problem for a
generalized Büchi automatonA = (Q,Σ, q0,∆,F ) and an rLTL formula ϕ in time O
(
(|F | + |cl(ϕ)|) · |Q| · 5|cl(ϕ)|
)
.
Corollary 5.4. Given an rLTL formula ϕ over the set P of atomic propositions and a generalized Büchi automaton
A = (Q,Σ, q0,∆,F ) over the alphabet 2
P, one can compute the largest b ∈ B4 such that V(σ, ϕ) ≥ b for all σ ∈ L(A)
in time O
(
(|F | + |cl(ϕ)|) · |Q| · 5|cl(ϕ)|
)
.
Corollary 5.5. Given an rLTL game9G = (G, ϕ) with G = (V,E, λ) and a vertex v0 ∈ V, one can
(1) decide which player has a winning strategy from v0 and
(2) compute a winning strategy for the corresponding player
in time O(nk+3kk!) where n = |V| · 25
c0 |cl(ϕ)| , k = 5c1|cl(ϕ)|, and c0, c1 are suitable constants.
6. Quality is dual to robustness
We motivated rLTL(⊡,) by the need to distinguish between the different ways in which safety properties
can be violated. One can take a dual view and seek to distinguish between the different ways in which
guarantee properties are satisfied. To illustrate this point, consider the LTL formula✸p⇒ ✸qwhere✸p is an
environment assumption and✸q is a system guarantee. According to the mottomore is betterwewould prefer
the system to guarantee the stronger property✷✸qwhenever the environment satisfies the stronger property
✷✸p. By now, the reader can already complete our argument: ✸✷p should lead to ✸✷q and ✷p should lead
to ✷q. Formalizing these ideas would still take us to a 5-valued logic where, however, negation needs to be
defined differently. Although we can still use the linear order
0000 ≺ 0001 ≺ 0011 ≺ 0111 ≺ 1111
on the set of truth values, one now needs to interpret the values differently. The value 0000 still corresponds
to false but the remaining truth values now correspond to different quality values for true with 0001 being
the lowest quality and 1111 the highest. Negation, should then take 0000 to 1111 and all the remaining truth
values to 0000. Such negation is no more than the intuitionistic negation already discussed in Section 3.3, and
would equip B4 with the structure of an Heyting algebra instead of the da Costa algebras used in this paper.
This observation justifies the title of this section and suggests the following question: is there an extension of
LTL that can be used to reason about both robustness and quality? This is a question we will leave for further
research.
7. Discussion
The logic rLTL offers a transparent way to reason about the robustness of LTL specifications. Given an LTL
formula ϕ, one obtains the corresponding rLTL formula ψ simply by dotting the temporal operators in ϕ. The
semantics of rLTL was constructed as a 4-tuple whose first element corresponds to the LTL semantics of ϕ
and the remaining elements quantify by how much an infinite word violates ϕ. The technical development
of the semantics was based on the insight that the temporal operators ✷ and ✸ count how often the formula
they are applied to is satisfied thereby leading to a 5-valued logic. We studied the verification and synthesis
problems for rLTL and showed they can be solved in exponential and doubly exponential time, respectively.
These complexity bounds are the same as those for LTL once we replace 2, since LTL is Boolean valued, with
5, since rLTL is 5-valued. It remains an open problem to determine if these complexity upper bounds are
tight. In addition to this question, we sketched in Section 6 a variant of rLTL tailored to quality and raised
the question of how to combine robustness and quality in a single logic.
9An rLTL game is an rLTL(⊡,) game in which the winning condition is an rLTL formula.
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