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Abstract
This thesis investigates the early stages of crystallisation in the bulk, at surfaces and in 
pores. The main motivation is to achieve a greater understanding of the crystallisation of 
proteins in the presence of disordered porous media, although this research is applicable to 
a wide range of research fields. Metropolis Monte Carlo simulation is used in conjunction 
with techniques such as forward flux sampling to measure the rate of nucleation of crystals.
Initially, the 2d Ising model is used to simulate nucleation in rectangular pores with one 
open end. By calculating the rate of nucleation from pores with different pore widths we 
show that the overall rate of nucleation peaks at a certain pore width.
To investigate effects from crystallisation we used a simple system of spherical particles 
interacting via the Lennard-Jones potential. Our typical conditions of study are below the 
triple point temperature where the the equilibrium phase is crystal. As a pre-requisite to 
investigating crystallisation in pores we studied bulk transitions and surface transitions at 
planar surfaces.
We find that, starting from a bulk supersaturated vapour, crystallisation occurs via two 
distinct steps. In the first step, a liquid droplet nucleates from the vapour. Then, the crystal 
phase nucleates in the liquid droplet, provided that this liquid droplet exceeds a minimum 
size. Since it has been shown that similar sized crystallites have lower free energies in highly 
defected structures such as icosaliedral and decahedral ordering we investigated the role of 
defects in our nucleated crystallites. Crystallites with defects patterns similar to those seen 
in decahedral ordering are found to have lower relative free energies than those with fee 
ordering. We also observe non-equilibrium effect which we suggest are due to the slow 
dynamics associated with defect formation.
At a planar surface crystallisation is studied from liquid phase. We find that the surface 
behaviour, such as freezing and pre-freezing transitions, directly effects the nature of crys­
tallisation. Far below freezing nucleation is well described by Classical Nucleation Theory 
but as the surface-particle interaction becomes more attractive the nuclei become more 2 di­
mensional. At surfaces with a strongly attractive surface-particle interaction, the formation
of a surface crystal phase removes the barriers to bulk crystallisation.
Whilst crystallisation behaviour* in the bulk and at a planar surface appears qualitatively 
similar to that of liquid nucleation, this thesis shows that crystal nucleation in a wedge shaped 
pore is drastically different. Due to intrinsic angles in the crystal lattice, crystallisation is 
enhanced at angles that allow a defect-free unstrained piece of crystal to fit into the wedge. At 
other angles the formation of defects and strain causes a decrease in the rate of crystallisation.
Our simulation using both the Ising and Lennard-Jones model show that crystallisation 
is enhanced from pores with a particular size and shape. Therefore, disordered porous media 
with a wide distribution of pore sizes and shapes may be needed as there is a greater chance 
that they will contain pores with the required geometry.
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Chapter 1
Introduction
1.1 Background
The crystallisation of proteins is currently a bottleneck in protein research [1]. Large well ordered 
crystals are essential for X-ray crystallography, our most powerful technique for determining a pro­
tein’s structure. This knowledge is essential to understanding a protein’s function and is vital for a 
range a technological advances including rational drug design.
Protein crystals are formed from a supersaturated solution. A protein solution is supersaturated 
if it holds more protein than at the solubility limit which is the maximum concentration of a solute 
a solution may hold. Above the solubility limit of the solution nucleation of the ciystal phase may 
occur. Nucleation is an activated process where a microscopically small nucleus of the new phase 
forms. These nuclei are unstable until they reach a certain size, the critical nucleus. Such nuclei are 
created by thermal fluctuations. Once a critical nucleus is formed it may grow to form a macroscopic 
crystal. In general, the more supersaturated the solution is, the faster the rate of crystallisation.
Figure 1.1 shows a typical phase diagram of a protein solution where the adjustable parameter may 
be temperature or solution conditions such as pH or additives, e.g. salts and water soluble polymers. 
Here, the super-solubility limit marks the protein concentration above which nucleation occurs within 
in the time span of typical protein experiments i.e. days to weeks. If the supersaturation is too high, 
i.e. in the precipitation zone, nucleation occurs quickly forming many small crystallites that are 
useless for X-ray crystallography. In the ideal scenario, one or few crystallites form in the nucleation 
zone and grow causing the concentration of the solution to drop in to the metastable zone. Here 
further nucleation events are unlikely but existing crystallites can grow slowly creating one or a few 
large high quality crystals.
There is no general method for crystallising different proteins, and for each protein the conditions
1
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Figure 1.1: Typical phase diagram for a protein solution. At high concentrations the protein solution 
is not stable and depending on the conditions o f the solution may undergo a phase transition. The 
super-solubility limit marks the protein concentration limit beyond which nucleation occurs within 
the typical timescale o f an experiment. In the precipitation zone disordered precipitates may form.
In the nucleation zone nucleation occurs at the optimum rate. Between the solubility and super­
solubility curves is the metastable zone. Here nucleation is unlikely but the conditions are good for 
the growth o f existing crystals. The ideal pathway to protein crystallisation is for a nucleus to form in 
the nucleation zone causing the protein concentration to drop into the metastable zone. This pathway 
is marked on the diagram.
for crystallisation must be determined separately. This leads to a bottleneck in the research process 
since much of the work is done by trial and error [1]. In an endeavour to advance the field, Chayen 
et al. used porous materials as nucleating surfaces [2-4]. The presence of the porous materials 
induced nucleation where it otherwise would not have occurred and some of the resulting protein 
crystals were of diffracting quality.
Some of the porous media found to be effective protein nucleants are Porous Silicon, Bucky paper 
(a material made from carbon nano-tubes) [5] and Bio-glass (a material made of calcium, phosphate 
and silicon that contains amorphous meso-sized pores) [4]. All of these porous media have a wide 
range of pore sizes and shapes. Experiments using zeolites and other materials with a more uniform
Figure 1.2: Lysozyme crystal forming on a nucleant, the black rectangle. The nucleant is gelatin 
buckypaper, a porous media made from carbon nanotubes. Image taken by Piyapong Asanithi at the 
University o f Surrey.
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range of pore sizes proved ineffective [2,3]. It is expected that nucleation is sensitive to the size and 
shape of the pores and the porous materials has at least one pore in which the rate of nucleation is 
enhanced.
The majority of nucleation events occur at a surface or impurity, yet the mechanisms behind 
crystallisation at surfaces remains elusive. The way a crystalline phase forms at surfaces is a multi­
disciplinary matter and is of considerable importance to a vast number of research fields. By using 
generic models of nucleation and crystallisation this work remains versatile and may be applied to 
a number of scenarios. In meteorology, the formation of ice crystals in the earth’s atmosphere is 
expected to occur in the presence of dust or grit [6]. In geology soil may be thought of as a porous 
media [7] and general understanding of crystallisation at surfaces would be beneficial to the under­
standing of permafrost formation [8]. Micro-porous and meso-porous materials are widely used for 
pollution control, mixture separation, and catalysis in the chemical industry [9]. In many techno­
logical applications ranging from the food industry to the manufacture of electronics the formations 
of single well ordered crystals are required. The fields mentioned above are by no means an exten­
sive list of the physical, biological, chemical and geological studies interested in crystallisation at 
surfaces. The work presented in this diesis is conducted bearing protein crystallisation in mind. Ex­
perimental studies on protein crystallisation have shown that disordered porous media are effective 
nucleants whereas uniform porous media are not effective. It is suggested that the pore size and shape 
can dramatically effect the crystallisation rate [3], Using Ising and Lennard-Jones models, this thesis 
provides examples of where pore shape and size enhances the rate of nucleation.
1.2 Bulk and Surface Phase Diagrams
1.2.1 Bulk Phase Transitions
One of the models used in this thesis is a system of particles interacting via the Lennard-Jones po­
tential. Based on Van der Waals interactions it follows a standard Van der Waals phase diagrams, 
as shown in Figure 1.3. The lines of coexistence between the vapour, liquid and ciystal phases are 
shown in black, with the diagrams representing the state of the system at equilibrium. For example, 
in the liquid-vapour coexistence regime (at the conditions marked by a green circle in Figure 1.3B), at 
equilibrium the system exists partially in the vapour and partially in the liquid phase. The densities of 
these phases are given by the intersect between the line of constant temperature and the coexistence 
line. The initial state of the system may be out of equilibrium i.e. for our example as a saturated 
vapour with a density greater than po, where po is the density of the vapour at coexistence. The
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system may obtain its equilibrium state via nucleation which occur at the start of a first-order phase 
transition. First order transitions occur via nucleation. The rate of nucleation is dependant on the 
density of the vapour over that at coexistence. The greater the initial conditions are from coexistence 
the faster nucleation occurs. Close to coexistence the nucleation rate is low, and nucleation is not 
observed due to the long time scales.
In this thesis we consider phase transitions below the triple point temperature within the vapour- 
crystal coexistence regime. Typical conditions at which we preform our simulations are marked by 
the blue star in Figure 1.3. At equilibrium the system would separate out into vapour and crystal 
phases. However, the simulation results presented in this thesis show that instead of the crystal phase 
the liquid phase nucleates. Below triple point the liquid phase is metastable and the density can be 
described by the metastable vapour-liquid coexistence line. This is shown on the phase diagrams as 
the red dashed line extending in to the vapour-crystal regime.
Figure 1.3: Phase diagrams showing the equilibrium state o f a system o f particles interacting via 
the Lennard-Jones potential. A) shows the temperature-pressure phase diagram and B) shows the 
density-temperature phase diagram. The majority o f the simulations within this thesis are conducted 
below triple point in the vapour-crystal coexistence regime and a typical set o f conditions for our 
simulations are marked by the blue star. The triple point is marked by a dashed green line. The red 
dashed lines show the extension o f  the metastable liquid-vapour coexistence line.
1.2.2 Surface Phase Transitions
First order surface transitions were first predicted by Saam and Ebner [10], and Cahn [11]. Wetting 
transitions are usually associated with the vapour-to-liquid transition and the majority of surface tran­
sition research concerns this transition. In this thesis we study the liquid-crystal surface transition at 
a planar surface. First we review the basic theory behind the vapour-to-liquid surface transition.
Amanda Julie Page
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Figure 1.4: Plot showing film thickness verses pressure at various temperatures. Tw is the wetting 
temperature. Below this temperature the liquid partially wets the surface. Above Tw we observe a 
first order surface transition called pre-wetting at P < Pq. At Tw and Po a thin film coexist with a 
infinite film. Similar behaviour is observed for the freezing transition.
In order to demonstrate surface transitions, consider a planar surface that has an attractive particle- 
surface interaction with the system being in the bulk vapour phase at equilibrium. Below the wetting 
temperature, T <  Tw, and at pressures below the coexistence pressure, P <  Pq, a thin film of liquid is 
adsorbed on the surface. As the pressure increases towards Po, the thickness of the thin film increases 
continuously but remains finite. At P >  Pq the liquid phase is the bulk equilibrium phase and the 
vapour condenses. At this temperature the liquid phase partially wets the surface.
Above the wetting temperature, T > Tw, at a certain pressure, P  <  Po the liquid film undergoes a 
first order transition from a thin film to a thick film. This is the pre-wetting transition. Then, as the 
pressure increases towards Po the thickness of the film increases toward infinity. The wetting temper­
ature, Tw, marks the changeover between these two behaviours and is defined as the point at which 
a thin film coexists with a film of infinite thickness. The pre-wetting, wetting and partial wetting 
behaviours are summarised in Figure 1.4 showing a representative film thickness verses pressure plot 
for each range of temperatures.
In Figure 1.5 the surface transitions are marked on the phase diagrams. The dashed green lines 
show where the wetting surface transition occurs and marks where the thin and thick films are in 
coexistence. The vapour-to-liquid surface transition line ends in a critical point, marked by T$c in 
Figure 1.5. Above the critical point the formation of the thick film is no longer a first order transition 
and occurs continuously.
Amanda Julie Page
1.3 Overview 6
Figure 1.5: Phase diagrams similar to Figure 1.3 although now showing typical surface transitions.
The wetting transition is shown in blue and the freezing transition is shown in green. 7V is the wetting 
temperature and 7$C is the surface critical point for the vapour-liquid surface transition.
In our studies we investigate the formation o f crystal phase at a planar surface inside a thick 
liquid layer. Instead o f wetting and pre-wetting we use the terminology freezing and pre-freezing to 
highlight that we are interested in the surface transition between the liquid and crystal phases. The 
behaviour o f freezing and wetting are expected to be similar. However, there is no evidence to suggest 
that the freezing surface transition ends in a critical point. Typical positions o f the freezing surface 
transitions are also shown in Figure 1.5 marked with the dashed blue line. In our studies we vary 
the temperature and the strength o f the interaction between the surface and particles. Changing the 
strength o f interaction changes the temperature at which freezing occurs. The whole surface transition 
line moves relative to the change in the freezing temperature.
1.3 Overview
1.3.1 Chapter 2 - Computational Approach to Nucleation
The computation techniques used throughout this thesis are reviewed in this chapter. This includes 
Allen and co-workers’ Forward Flux Sampling (FFS) [12, 13], a recently developed technique for 
studying rare events such as crystallisation.
1.3.2 Chapter 3 - Two-Step Nucleation - Inside and Out of Pores
Our first approach to understanding how porous media enhance the rate o f crystallisation o f proteins 
is to consider the simplest scenario possible, nucleation from a rectangular pore which is open at
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one end. To model this, we use what is possibly the simplest system exhibiting nucleation: the Ising 
model. Nucleation from the pores is a two step process. First the new phase nucleates at a comer 
inside the pore and grows to fill the pore. In the second step, the new phase nucleates out o f the pore. 
The nucleation rates for the individual steps have opposing trends with respect to pore width. This 
creates an optimum size pore where nucleation is fastest. Since nucleation is initiated at the comer 
we also used the Ising model to examine nucleation from wedge shaped pores with varying surface 
interactions and opening angles. The Ising model is traditionally used to model ferro-magnetism. The 
fundamental nucleation behaviour is dependant on the free energy and not the dynamics so we expect 
this model to also be suitable for modelling nucleation in fluids.
1.3.3 Chapter 4 - Two step Crystallisation from a Supersaturated Vapour
Using the Ising model we obtain a general idea o f how nucleation occurs in a pore. For a better 
model o f crystallisation we use a system o f spherical particles interacting via the Lennard-Jones po­
tential. Particles with short range attractions have been shown to reproduce some o f the characteristic 
features found in many globular protein phase diagrams, i.e. a metastable transition from a dilute-to- 
dense solution. This transition is analogous to the vapour-liquid transition in simple liquids such as 
water. Although the Lennard-Jones phase diagram does not have a wholly metastable vapour-liquid 
transition as particles with shorter-range potentials do, the coexistence curve o f the vapour-to-liquid 
phase extends into the stable crystal region. We show that this metastable transition increases the rate 
of crystallisation by supplying an alternative route to crystallisation. Instead o f  direct crystallisation 
from the vapour phase, nucleation occurs via two nucleation events; firstly, the liquid phase nucleates 
from the supersaturated vapour, and then in a second nucleation event the ciystal phase forms from 
the metastable liquid.
For many globular proteins crystallisation occurs around the metastable dilute-dense solution 
transition. Simulations close to the critical point o f  this transition show that the ciystal nucleation 
rate is enhanced by the formation o f dense, liquid-like clusters. Crystallites then form inside these 
liquid clusters. Several theoretical models [14-17] provide a rationale for the behaviour observed in 
the simulations.
1.3.4 Chapter 5 - Effects of Slow Dynamics on Crystallisation in a Droplet
Most substances form a number o f polymorphs, phases o f the same substance with different crystal 
structures. For large Lennard-Jones crystals, consisting o f thousands o f particles periodic order­
ing such as face-eentre cubic (fee) and hexagonal close packed (hep) structures are the most sta­
ble [18]. However, crystallites consisting o f hundreds to thousands o f particles are more stable with
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non-periodic ordering such as icosahedral or decahedral ordering.
This chapter investigates the homogeneous crystallisation o f droplets containing hundreds o f par­
ticles. The formation o f defects in growing crystallites plays an important role in determining their 
final ordering which range from those containing large regions o f fee ordering to those with strong 
characteristics o f icosahedral symmetry. By considering the rate at which different ordered crystallites 
melt the relative free energies o f  the crystallites are estimated. This chapter highlights the complexity 
of the free energy landscape for crystallisation and how the formation o f defects affects the kinetics 
of nucleation.
1.3.5 Chapter 6 - Crystallisation at a Planar Surface
In recent work on protein crystallisation the nucleant used was a piece o f bucky paper covered in 
different surfactants. These modified the interaction between the nucleant and protein molecules 
[5]. Unfortunately the different surfactants also modified the topography o f the surface, and so the 
surface and topography effects could not be investigated separately. An advantage o f using computer 
simulation is that the surface interaction can be altered independently o f topography. By studying 
crystallisation at a planar wall the effect o f  a surface on crystallisation is investigated. We find that the 
surface behaviour dramatically effects the nature o f crystallisation. By surface behaviour we mean the 
existence o f wetting or pre-wetting surface phase transitions (or pre-freezing since the ciystal phase 
is considered here). In such transitions a complete layer o f the ciystal phase forms at the surface. At 
coexistence with the liquid phase the layer formed has infinite thickness and the phenomenon is called 
wetting. Above melting, where the liquid is the stable phase, the phenomenon is called pre-freezing 
and the layer has finite thickness. Formation o f the surface ciystal phase removes the barriers to bulk 
freezing. Studying crystallisation at a planar surface is also an essential pre-requisite before we can 
understand crystallisation in a pore.
1.3.6 Chapter 7 - Crystallisation in Wedges
Pores come in many shapes and sizes, and wedge-shaped comers are expected to be a common fea­
ture o f porous media. Initial results for nucleation in wedges, generated using the Ising model and 
presented in Chapter 3, suggests that the rate o f  nucleation increases as wedges become narrower. 
Whereas the Ising model is good for predicting the behaviour o f liquid nucleation, the results o f 
Chapter 7 show that crystallisation in wedges has veiy different behaviour. Due to intrinsic angles 
in the ciystal lattice, crystallisation is enhanced at angles that allow a defect-free unstrained piece o f  
ciystal to fit into the wedge. At other angles the formation o f defects and strain causes a decrease in
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the rate o f crystallisation. Since different polymorphs have different intrinsic angles wedges may be 
usefiil for polymorph selectivity.
This finding that crystallisation is sensitive to the size and shape o f the pore supports the one o f  
the main theories for why disordered porous media enhances the rate o f protein crystallisation [3].
Amanda Julie Page
Chapter 2
Computational Approach to Nucleation
2.1 Nucleation
First-order phase transitions start with nucleation. Before a metastable phase can reduce its free en­
ergy by transforming to the stable phase it typically must overcome a free energy barrier. This is 
achieved by thermal fluctuations creating small nuclei o f  the stable phase. These in themselves are 
not stable due to the free energy to create the interface around the nucleus. In classical nucleation 
theory (CNT) these fluctuations are approximated as circular or spherical nuclei (depending 011 the 
dimensionality o f the system) and a free energy curve can be constructed by considering the surface 
and bulk contributions. A typical free energy curve is shown in Figure 2.1. Here, one can see a max­
imum in the free energy, AF*, when the nucleus reaches the radius R*, the critical radius. For nuclei 
with radii greater than R* any increase in the nuclei’s size results in a decrease in free energy. The 
nuclei can then grow spontaneously to form the stable phase, the phase transition occurs. Fluctuations 
in the free energy occur with the probability, P(AF) a  exp (—A F /kT ).  The nucleation rate can then 
be defined as
Rate -  v exp ( - A F * /kT ) , (2.1)
where k  is Boltzmann’s constant, T  is the absolute temperature and v is the kinetic pre-factor. The 
kinetic pre factor is the growth rate o f a nucleus and is determined by the flux o f particles on to the 
nuclei’s surface. Unless otherwise stated we have assumed v =  1 cycle~l where cycle is a unit o f  
time in our simulations. Equation 2.1 is taken from [19], a usefi.il reference for the general theory o f  
nucleation.
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Figure 2.1: Example free energy barrier to nucleation. At first the free energy cost to creating a 
nucleus of the new phase increases as the radius, R, increases. The maximum of the free energy 
curve is denoted AF*, and occurs at the critical radius, R*. If the nucleus radius is greater than R* the 
new phase can grow spontaneously.
2.2 Simulation Algorithm
This thesis presents computational results obtained using Metropolis Monte Carlo (MMC) simulation. 
Details o f this technique are fully covered in Frenkel and Smit’s book on computational techniques 
[20]. Here, we provide a general overview o f the technique.
In Monte Carlo simulations, changes are made to the system, that are accepted or rejected ac­
cording to some acceptance criteria. MMC obeys detailed balance which means, at equilibrium, the 
number o f moves from state A to state B is the same as the number o f moves from state B to state A. 
This can be expressed by the equation
Pa  <Q(a ^ b ) — P b  <®(b -+a ): (2-2)
where Pa and PB are the probabilities the system will be in states A and B  respectively. (Q(A->b) is the 
probability that a move will occur from A  to B  and similarly for (O(b^ a )- If follows from Equation 2.2
Pa _  Q{a—*b) (2 3)
P b  g>(b -*a )
In MMC the probability that a move to a more probable state is accepted is set to 1. Therefore,
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the acceptance criteria are:
if  Pit > Pa (2.4)
i f  Pb < Pa (2.5)
If the move produces a less probable state, a random number from a uniform distribution is generated 
and if  that number is less than ^  the move is accepted.
MMC simulations sample configuration space with a Boltzmann distribution where the probabil­
ity that the system is in a particular state, for example state A, is given by
where Ea is the internal energy o f state A, Z  is the partition function for a given ensemble, T  is the 
temperature and k  is the Boltzmann constant. The partition function is the sum over all o f the states in 
the system and acts to normalise the probabilities. Simulations performed in different thermodynamic 
ensembles change the range o f states that can be sampled. This affects how the partition function is 
defined and different acceptance criteria must be used in different ensembles.
In this thesis we used the canonical and the grand canonical ensembles. In the canonical, often 
called the NVT-ensemble, the number o f particles, volume o f the simulation box and the temperature 
are fixed. The partition function is defined as
where Ea is the potential energy o f state A, and the sum is over all states in the canonical system. The 
probability that the system is in a particular state is governed by
The canonical ensemble is implemented by positional moves in the simulation. In 1 move particles 
are allowed to move up to a maximum value in the x, y  and z directions. The change in positions 
are generated from a uniform random distribution. For a positional move the change in the internal 
energy is solely from the change in the moved particle’s proximity to other particles. The probability 
o f accepting a move to a less probable state is
(2.7)
(2.8)
_ exp (E,lew Eold)
(2.9)
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where Euew is the potential energy at the particles new position and EQjd is the potential energy at the 
old position.
In the grand canonical or f iV T  ensemble the number o f particles is allowed to fluctuate, and the 
chemical potential, or fugacity, is fixed. Again the volume o f the simulation box and the temperature 
are both kept constant. The partition function for the grand canonical ensemble is a weighted sum of 
the canonical ensemble partitions function with different numbers o f particles,
oo
Z(z, V, T) = £  ; T) (2.10) 
N = 0
z  is the fugacity o f the system and is related to the chemical potential by /i =  JcTXuz. Therefore, using 
Equation 2.7,
z (m , k  T ) = i r p O exp ( § 0  (2-11}
The probability that the system is in a particular state is governed by
P ( M , K , r ) ~ e x p ( ^ ) e x p ( | A ,  (2.12)
where Ea is the internal energy and N  is the number o f particles in the state A.
Changing the number o f particles in the system is achieved through a removal or an insertion 
move. These are performed along with the positional moves with an equal chance o f performing a
removal or a insertion move. For the removal move a particle, i, is chosen at random. The probability
o f removing this particle depends on a combination o f both its positional energy and the chemical 
potential. The probability for accepting a move to a less probable state is
® to ^ -B )  =  R e x p ( t y = A ) ,  (2.13)
where E t is the positional energy o f the removed particle, i, and N  is the number o f particles in the 
system.
For a particle insertion move, a position in the simulation box is chosen at random. The probability 
o f inserting a particle depends on the energy o f a particle at that point and on the chemical potential 
energy. The probability for accepting a move to a less probable state is
< 2 1 4 >
where E(N+i) is 6ie positional energy o f the newly inserted particle. This is for a system with N  
particles present so we are inserting the (N  +  l ) th particle.
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Random numbers are generated using the Tan2’ algorithm in Numerical Recipes [21]. For the 
Lennard-Jones simulations, cell lists are also used to reduce simulation time [20].
2.3 Simulating the Nucleation Rate
Nucleation, because it is an activated process, can take a long time. A naive direct simulation would 
spend prolonged periods o f time (both simulation time and CPU time) simulating unimportant back­
ground fluctuations before nucleation occurs. Running these simulations directly is prohibitively 
slow if  the rates are low. For example, when Koishi et al. [22] studied the crystallisation o f NaCl, the 
under-cooling achievable using direct Molecular Dynamics simulation was from 33%. Their results 
were obtained using a specially built computer for Molecular Dynamic simulations. Using techniques 
described in this chapter nucleation at an under-cooling o f only 22% is achievable for the same sys-
In the 1970’s Chandler and Bennett produced a technique for obtaining a rate by splitting the rate 
into two parts [20,24]. The rate is expressed as,
where Rate,*# is the rate from Phase A to Phase B, Rateysr is Transition State Theory Rate and k  is 
the transition coefficient. The Transition State Theory (TST) rate is the reciprocal o f the average time 
taken to form a critical nucleus and assumes that once a critical nucleus is formed it will lead to a 
phase transition from Phase A to Phase B. This is not always the case since, a critical nucleus may 
also shrink returning the system into Phase A. This assumption is compensated for in k , the flux over 
the free energy barrier.
The free energy curve can be considered as a function o f an order parameter, 0. The order 
parameter describes the state o f the system as it passes through configuration space and traverses the 
free energy barrier. It is often taken to be the size o f the largest cluster or the number o f particles 
of the nucleating phase, Phase B. The probability, P((p), that the system has a particular value o f the 
order parameter, for example it contains a certain size cluster of Phase B, is given by,
Configurations containing a critical nucleus are described by 0*, the critical value o f the order param­
tem [23].
Rate,*# — k x  Rater#?’. (2.15)
(2.16)
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eter. Therefore, the TST rate is given by
Rate^r =  v exp ^ • (2 -17)
Umbrella sampling is a computational technique based on the Bennet-Chandler approach to obtain 
the free energy surface. In a direct simulation, configurations near the top o f the barrier are rarely 
visited and are sampled with poor statistics. In umbrella sampling a biasing potential is applied to even 
out the probability distribution. Often, order parameter space is also split into windows each o f which 
is a range o f order parameter values, and configuration space is sampled across each o f the windows 
separately. The free energy surface is then obtained by factoring out the biasing potential and piecing 
together the individual windows. From the free energy surface the barrier height is determined and 
the TST rate obtained by Equation 2.1.
The transmission coefficient, k , can be obtained separately by a molecular dynamics simulation 
at the top o f the barrier. To obtain the transition coefficient a good estimation o f the top o f the free 
energy barrier is needed.
To obtain the free energy surface in this way, details about the order parameter space needs to be 
known in advance. The critical nucleus is assumed to be a well determined structure in its own right. 
For the Lemiard-Jones system the critical nucleus can vary in size and structure leading to a number 
o f different size critical nuclei and different free energy values along different pathways [25].
Umbrella sampling is used to study many nucleation events [23,26-28] including those o f system 
o f particles interacting via the Lennard-Jones potential [25,29-36]. These are o f particular interest to 
the second part o f this thesis where the Lennard-Jones potential is used to investigate crystallisation.
2.3.1 Forward Flux Sampling
Forward Flux Sampling (FFS), developed by Allen and co-workers [12,13], is a recently developed 
technique for studying rare events. It allows us to efficiently calculate the low nucleation rates o f an 
activated process. This method is used throughout this thesis so we will pay particular attention to it 
now.
The FFS algorithm tracks the system’s path through phase space using an order parameter. The 
algorithm is fairly insensitive to the nature o f the order parameter as long as there is a monotonic 
increase as the new phase forms. Consider, for the purpose o f demonstration, two phases A and B 
that are separated by a free energy barrier. Each phase occupies separate regions in phase space and 
the space in-between is the transition region, see Figure 2.2 for clarification. A configuration can 
be defined as being in Phase A, Phase B or the transition region by its order parameter value. This
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transition region is split into strips by m  interfaces defined by values o f the order parameter. FFS 
defines the transition rate from A to B as
m
Rab =  <+i (2.18)
i= 1
where 0  is the flux from Phase A to the first interface and /}_►,■+1 is the probability at interface i that 
the simulation path will cross the next interface instead o f returning to Phase A.
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Figure 2.2: Diagrams depicting the FFS sampling method. A) shows a typical simulation run around 
Phase A, only substantial fluctuations reach the first interface, marked by a blue line. The average 
simulation time from Phase A to the first interface is recorded. The red circles show stored config­
urations. B) shows a successful (left) and unsuccessful (right) simulation shot started from the first 
interface. The green circles mark the starting configurations and the red circle marks the stored con­
figuration for the successful simulation shot. These shots are repeated until the probability that the 
simulation will pass the next interface instead of returning to Phase A can be reliably estimated.
The flux is defined as
0 = 1 / < T > ,  (2.19)
where <  z  >  is the average time taken to cross the first interface from Phase A. The order parameter 
o f the first interface is such that only infrequent fluctuations cross it. We obtain the flux by starting 
a simulation run from a configuration inside the region o f Phase A and recording the time taken to 
reach the first interface. This is repeated until there is enough data to create the average, <  r > , with 
good statistics. Configurations are stored when the simulation run reaches the first interface. A stored 
configuration, chosen at random, is used as the starting configuration for a simulation from the first 
interface. We shall call these individual simulations, shots. These shots are used to determine the first 
term o f the probability product, Fi_,2-
Each shot simulation is run until the simulation path either crosses the second interface or returns 
to Phase A. The shot is successful if it reaches the second interface and the configuration is stored 
as a starting configuration for the next interface. A successful and an unsuccessful shot are shown
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in Figure 2.2B. We repeatedly start shots from the first interface until the probability o f success can 
be calculated with good statistics. This is repeated for all interfaces up to Phase B. If Phase B is a 
local minimum in the free energy surface the probabilities should increase to 1. This represents the 
spontaneous growth o f the new phase. As shown in Equation 2.18, the rate is then the product o f the 
flux, <E> and all the successive probabilities.
This method of rate calculation has previously been used to study nucleation in the Ising model 
[37-41] and in off-lattice models [23,42,43]. In Valariani et al.’s paper [23], rates obtained via the 
FFS method are compared to those calculated via the umbrella sampling method. The methods gave 
similar results. Like other methods for obtaining nucleation rates, FFS has its flaws and limitations. 
When obtaining a veiy low nucleation rates FFS is subject to sampling errors. A  sampling error is 
when the set o f configurations at a given interface contains few, if  any, good candidates for further 
progression towards the final interface. Sampling errors may be reduced by a good choice o f order 
parameter. For example, a good order parameter would give similar values for configurations with 
similar probabilities o f reaching the final phase. Sampling errors may also be caused by the presence 
o f slow dynamics. In this instance dynamics are defined as the rate at which the particles or groups 
o f particles move, attach themselves to an existing cluster o f particles, or re-arrange themselves into 
a lower free energy formation. Previous studies have shown that FFS may produce erroneous results 
in the presence o f slow dynamics [39,42].
During this thesis we use the FFS technique to obtain nucleation rates in the Ising model and for 
particles interacting via the Lennard-Jones potential. For the latter we use a FFS program written 
by Jacobus van Meel for use on a networked cluster o f computers. The individual shots are farm ed  
out to different nodes o f the computer cluster so that many simulations can be performed at the same 
time. In this program the flux simulation is allowed to cross the first interface n times before a 
configuration is stored, where n is specified by the user. The flux simulation is then restarted and 
the process continued until a minimum number o f configurations are stored. This condition for a 
minimum number o f stored configurations is also applied to the subsequent interfaces. The program 
also insures a minimum number o f shots are started per interface.
The critical nucleus can be formally defined as the configuration at the top o f the free energy 
barrier. However, this information can not be readily obtained from FFS simulation. Instead, we 
approximate the critical nucleus to be a configuration with a committor value o f 0.5. The committor 
is the probability that a phase transition will occur from a given configuration. Due to differing 
gradients either side o f the free energy maxima the critical nucleus need not have a committor value 
o f precisely 0.5. However, it is standard practice to use these two definitions interchangeably. In our 
simulations we approximate the critical nucleus as the critical interface. This is the FFS interface
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nearest to where the probability to grow to the final interface exceeds P = 0.5.
2.4 Order Parameters
In the previous section the role o f the order parameter in umbrella sampling and FFS is discussed. 
In general the order parameter parametrises the systems journey through phase space from Phase A  
to Phase B. Typically, the order parameter quantifies the number o f particles in the nucleated state, 
Phase B. For the Ising model this is easily determined since the lattice sites are either in Phase A or 
Phase B. However, for off-lattice models such as our Lennard-Jones simulations, the phase o f each 
particle must first be identified. In this section we shall review some o f the different order parameters 
used throughout this thesis.
2.4.1 Stillinger Order Parameter
Based on Stillinger’s overlapping sphere criterion [44], the Stillinger order parameter identifies high 
and low density phases and is therefore an ideal order parameter for the nucleation from a dilute 
vapour phase. A particle is said to be in a high-density phase if  it has at least one neighbour within a 
distance 1.5cr where o  is the particle diameter. This corresponds roughly to the first minimum o f the 
pair correlation function o f a bulk liquid. A  cluster analysis is performed on all high-density particles 
and the number o f particles in the largest cluster is taken as the order parameter. Note that this order 
parameter does not distinguish between an ordered or disordered high-density phase, and therefore 
does not bias the nucleating phase (i.e. between liquid and ciystal). Previously, this order parameter 
has been used as a reaction coordinate in references [36,45].
2.4.2 Bond Order Parameters
Bond order parameters identify order in the nearest neighbour environment o f a particle and therefore 
can distinguish between liquid and crystalline particles. They were developed by Steinhardt, Nelson 
and Ronchetti [46], and were modified and used as a reaction coordinate by Frenkel and co-workers 
[26,27,29,31]. The overall order o f the dense phase can be obtained by the global order parameter, 
defined as
(2.20)
where,
I M )
(2.21)
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and <  ... >  denotes an average over all particles. Nb(i) is the number o f nearest neighbour particles 
of particle i, defined as particles within 1.5(7 radius o f particle i. <7 is the particle diameter. Yjm is the 
/ th spherical harmonic comprised o f 21+  1 components denoted by in = —I, (—/ +  1), ...0 ..., ( / — 1) ,/. 
The angles 6 and $ are in polar coordinates taken from an arbitrary reference point. They uniquely 
describe ry, the vector between particle i and its nearest neighbour particle j.
The global order parameter gives an overall value for the degree o f ordering in the system and
is always between 0 and 1. For a liquid the spherical harmonics add up incoherently and returns a
value close to 0. Crystalline structures i.e. fee, bcc and hep return similar values when, as used in 
this thesis, 1 =  6. The order parameter will not distinguish between these structures and therefore will 
not bias the ciystal structure formed during the simulation. A local form o f the order parameter uses 
the (2 /+  1) dimensional complex vector for each particle, defined in Equation 2.22, to compare order 
between nearest neighbour pairs.
/
qim(l) ' qim(j) = qim{i)qim{j) (2.22)
m = - l
where
*■0 = / 7 “""(l) \ 1/2 to23)
The dot product o f these complex vectors produces a scalar quantity between 0 and 1. As an 
example we consider the q^m(i) • qc>m(j) values and the order parameter obtained from a large crys­
talline and a liquid droplet. The droplets are in coexistence with a very dilute vapour and the systems 
consist of, in total, 2028 particles. Cross sections o f the droplets are shown in Figure 2.3B and C in 
which the yellow particles are defined as crystalline particles by the order parameter BOPfulk. This 
order parameter is defined below. Figure 2.3A shows the distribution o f q<5,„(i) • qsm(j)  values for all 
nearest neighbour bonds in both liquid and crystalline droplets. More ordered environments such as 
in the crystalline droplet have higher, more positive q^m(i) • qem(j) values. A  nearest neighbour bond 
is defined as a crystalline link if  its qem(i) • qem(j) value is greater than a threshold value. For BOPfulk 
the threshold is 0.55 which is marked with a blue line in Figure 2.3A.
Figure 2.4A shows the number o f crystalline links per particle in the liquid and crystalline droplets. 
A particle in the liquid droplet has few, i f  any, crystalline links whereas in the crystalline droplet the 
majority o f particles have 12 crystalline links. For the calculation o f BOFfllIk a particle is considered 
to be crystalline if  it has 5 or more crystalline links. BOFfulk is then the largest cluster o f crystalline 
particles. A particle is part o f a cluster if  it is within 1.5(7 o f another particle in the cluster.
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Figure 2.3: A) shows the distribution of qem{i) • q6m{j) bond values as defined in Equation 2.22.
The black and red lines show the distributions for nearest neighbour bonds in a crystalline and liquid 
droplet respectively. More ordered environments such as in the crystalline droplet generally have 
higher positive q e m { i )  q s m U )  values. Cross-sections of the liquid and crystalline droplets at a reduced 
temperature of T* = 0.45 are shown in B and C respectively. The yellow particles are defined as being 
crystalline by BOPbu,k. A crystalline ’link’ or bond is one with a qem{i) • q6m{j) > 0.55, marked in 
A with a blue line. A particle must have at least 5 crystalline links to be classified as crystalline, see 
Figure 2.4A, and BOPbu/k is defined as the number of particles in the largest cluster of crystalline 
particles. In B) BOPbulk — 27 and in C) BOPbulk =1515
The order parameter BOPfulk is designed to detect nucleation in the bulk, and so it is ideal for 
studying homogeneous crystallisation. For nucleation at a planar surface we use a slightly different 
order parameter, BOPfurj ace. This has a higher threshold o f 0.65 for defining crystalline links. Also, 
instead o f requiring that a particle has 5 crystal links, we require that links must exist between the par­
ticle and at least 55% of its nearest neighbours, and that the particle has at least 4 nearest neighbours. 
This is better able to distinguish crystalline and liquid particles at a surface where the coordination 
number is lower than in the bulk. A similar method was used by Mendez-Villuendas and Bowles [47] 
to investigate the surface nucleation o f gold nano-particles. Using BOPfur^ ace instead o f BOPf(ulk does 
not effect the nucleation rate obtained via FFS simulation. It does however reduce sampling errors. 
When using BOPbulk with its lower qemij) * 96mU) threshold o f 0.55 some configurations at a planar 
surface appear to consist o f 2 clusters joined via a crystalline ’bridge’. Such a configuration is shown 
Figure 2.5 A where the largest cluster contains 103 particles. The formation o f such clusters increase 
the number o f particles quickly in the short term but have a greater probability to melting than other 
more compact clusters consisting o f the same number o f particles. Inclusion o f these clusters does 
not effect the rate, but lowers the number o f clusters surmounting the free energy barrier, therefore re­
ducing the statistical accuracy. Using BOPfurj ace with its higher threshold avoids these complications 
and reduces sampling errors. In Figure 2.5B the same configuration is analysed using BOPfurrace. We
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now observe two separate clusters, the larger o f which contains 39 particles. BOPfurface is used for 
our studies at planar surfaces and in wedges.
As well as the rate at which a liquid droplet crystallises we obtain the rate at which a crystal 
droplet melts. Initially, we used BOPkulk as the order parameter but this gave unreliable results. 
Configurations with small values o f BOP£u/k were still highly ordered and tended to re-freeze easily. 
Instead we need a conservative definition o f a liquid particle and created BOP1, our liquid order 
parameter. In a liquid droplet at T* =  0.45, such as the one shown in Figure 2.3B, the average o f  
<76m(0 • d6m{j) is small and positive. At this temperature the liquid is a metastable phase and the 
presence o f small crystallites in the liquid increases the average from a distribution around zero. We 
define a liquid link as a nearest neighbour bond with qem(i)' R(>m{j) <  0.5. For the liquid and the 
crystalline droplets the number o f liquid links per particle is shown in Figure 2.4B. A liquid particle 
is defined as having 8 or more liquid-like links. BOP1 is the number o f particles defined as being in
a liquid-like environment.
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Figure 2.4: Histogram showing the number of A) crystalline and B) liquid-like ’links’ connected 
to an individual particle in a crystalline and liquid droplet. In these histograms a crystalline link is 
defined as having qem{i) •<]6mU) >  0-55 and a liquid-like link has qemi})'<l6mU) <  0.5. For BOP 
a particle in a crystalline environment is defined as having 5 or more crystalline links. A particle is 
defined as being in a liquid-like environment if it has 8 or more liquid-like links. The results for the 
crystalline droplet, as shown in Figure 2.3B, are in red and the results for the liquid droplet, as shown 
in Figure 2.3C, are in black.
OP q6m(0 ' q6m(j) Links OP defined as Used in Chapters
BOP-U >0.55 > 5 crystalline links Largest Cluster 4 + 5
BOP?w.face >0.65 >  4 nearest neighbours,
>  55% o f which are 
crystalline links
Largest Cluster 6 + 7
BOP1 <0.5 >  8 liquid-like links Number o f Particles 5
Table 2.1: Table summarising the different variants of bond order parameters used in this thesis.
In conclusion, Table 2.1 summarises the variants o f bond order parameters used throughout this
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Figure 2.5: A pre-critical cluster at a planar surface analysed using A) BOFfulk, and B) BOPfurj-ace.
The yellow particles are defined as crystalline using the bulk order parameter in A) and the surface 
order parameter is B). When BOPkulk the largest cluster consists of 103 particles and appears to be 
two closely situated clusters connected by a crystalline bridge. This is expected to have a lower 
probability of forming a bulk crystalline phase than a more compact crystalline cluster consisting 
of the same number of particles. Such configurations, as shown in A, may contribute to sampling 
errors. A better order parameter for crystallisation at a planar surface is BOPfurj-ace. Here, the same 
configuration appears as two separate crystalline clusters. The largest crystalline cluster now consists 
of 39 particles.
thesis.
Bond order parameters using the 6th spherical harmonic, which is what we use, are insensitive 
to the type o f crystal structure. However, using the 4th, Slh or \0 th spherical harmonic does show 
different values for the different structures (see Steinhardt et. al. [46] for details). Comparing these 
values can be used to determine between different structures. Although this technique is adequate for 
identifying large regions o f a specific structure but it is not accurate enough to detect defect patterns.
2.5 Common Neighbour Analysis
Once a crystal has formed we wish to examine its structure. For this purpose we use common neigh­
bour analysis (CNA). This technique was pioneered by Honeycutt and Andersen [48] in their study 
o f Lennard-Jones clusters. It is now a standard technique for analysing the structure o f crystalline 
phases. CNA is sensitive to thermal vibrations in the crystal. These can be reduced by quenching the 
structure into a local energy minimum. Quenching is done by running a simulation that only accepts 
moves that reduce the energy. Each quenching simulation is run for 105 cycles. This is long enough 
that at the end o f the run the energy is no longer decreasing by significant amounts, indicating that 
we are near a local minimum in the energy. The structure and the defects remain unchanged by the
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quenching procedure.
Different crystal structures are made up o f particles that are connected by unique combinations 
of bond types. In our CNA analysis a bond exists between particles if the distance between the 
two particles is less than 1.347a. This lies approximately halfway between the nearest-neighbour 
distance, 2 '/6a  =  1.12a and the next-nearest-neighbour distance 21/2 x 2 1//(lcr =  1.78a. Thus we 
connect by bonds all nearest-neighbour pairs o f particles but exclude next-nearest-neighbour pairs.
Figure 2.6: Figures showing the difference between the local environments in an fee crystal and a 
hep crystal. A) A single close-packed plane is shown from above, with the particles shown as yellow 
spheres. Following the usual convention [49] we call this layer A. The positions of the centres of 
particles in layer B are shown as blue triangles, and the positions of particles in a layer C are shown 
as red circles. B) and C) show the bonds around a pair of particles in a close-packed layer. The pair 
are the two particles marked by crosses in A). We are viewing them along the direction shown by the 
arrow in A). Therefore in B) and C) we can only see the nearer one of the two yellow particles; the 
second particle is directly behind the first and so is hidden. All other particles shown in B and C are 
neighbours of the two yellow particles. The green particles are in layer A, blue particles in layer B 
and the red particle is in layer C. All bonds between the particles are shown as black lines, where a 
bond exists between particles within 1.347a of each other. B) shows a type of bonding found in an 
fee crystal (.. .CAB.. .) while C) shows bonding in a hep crystal (.. .BAB...). B) is a [1421] bond type 
in Honeycutt and Andersen’s notation [48], and C) is a [1422] bond type.
The fee and hep structures are both composed of stacks o f close packed layers; {111} layers o f the 
fee lattice. A hep lattice is a stack of layers in which the third layer is directly above the first, the fourth 
directly above the second etc. This is usually written as .. .BAB... stacking [49]. In an fee lattice every 
plane is directly over the one two planes below, which is usually written as .. .C A B ... stacking. Every 
particle in the hep and fee structures has 12 nearest neighbours and therefore 12 bonds.
If we consider one o f these bonds we can determine how many particles are neighbours o f both 
of the two particles joined by the bond. We call these the mutual nearest-neighbour (mnn) particles. 
In both fee and hep lattices, there are always four mnn for each bond between a pair o f nearest 
neighbours. Thus the number o f mnn does not distinguish between the two lattices. However, in the 
hep lattice the lattice planes above and below a plane are directly above each other. This is not the 
case in an fee lattice where an A layer has a B layer above and a C layer below. This means that the
Amanda Julie Page
pattern o f bonds in between the four mnn is different in the hep and fee lattices. In the hep lattice 
one o f the two mnn that is in the same close-packed plane as the two original molecules is a nearest 
neighbour o f both the two out-of-plane mnn. In the fee lattice each mnn is a neighbour o f only 1 other 
mnn. This is shown in Figure 2.6.
In the notation o f Honeycutt and Andersen [48] each o f the (12 for a close-packed lattice) bonds 
o f a particle is characterized by four numbers in the form \ijkl). For a particle with fee ordering, all 
12 bonds are [1421] bonds, whereas a particle with hep ordering has 6 [1421] and 6 [1422] bonds. 
In the sequence o f numbers ijk l, i signifies whether the bonded particles are first (/ =  1) or second 
(/ =  2) nearest neighbours, j  is the number o f mnn, k is the number o f bonds between the mnn, and 
different values o f / distinguish between different patterns o f bonding between the mnn [48]. Since 
we only consider first nearest neighbours i is always 1.
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Figure 2.7: A) shows the [1551] bond. The bond pair particles are shown in yellow and their com­
mon nearest neighbour particles are shown in cyan. Nearest neighbour bonds are shown as black 
lines. As before only one of the bond pair particles can be seen from this viewpoint. B) and C) shows 
a particle and its 12 nearest neighbours exhibiting icosahedral and decahedral local ordering respec­
tively. Icosahedral particles have 12 [1551] bonds connecting the central particle, coloured purple, to 
its nearest neighbours. Decahedral particles are connected via 2 [1551] bonds and 10 [1422] bonds. 
Particles connected to the central particle via a [1551] bond are coloured orange and those connected 
with a [1422] bond are coloured pink.
Particles with icosahedral ordering and dodecahedral ordering are also identified by the different 
types o f bonds that exist between the particle and its neighbours. An icosahedral particles has 12 
[1551] bonds, see Figure 2.7A. A particle with decahedral ordering has 2 [1551] and 10 [1422] bonds. 
The [1422] is also found in hep particles and is shown in Figure 2.6C. Figure 2.7B and C shows all 
12 nearest neighbours around an icosahedral and a decahedral locally ordered particle respectively. 
Nearest neighbour particles connected to the central particle with a [1551] bond are orange and those 
connected with a [1422] bond are pink.
This technique allows us to identify the main structure o f a crystal as well as identify any stacking 
or icosahedral defects. The CNA program used in our research is written by Jon Doye o f Oxford 
University.
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It should be noted that it is only possible to distinguish between fee and hep environments for a 
particle that has close-packed planes above and below it. Therefore, at a surface, i.e. a planar surface 
or in a wedge shaped pore, we cannot distinguish between the hep or fee environments for particles 
o f the crystal in the planes at a surface. These planes are not shown in our pictures o f the ciystal 
structure.
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Chapter 3
Two-Step Nucleation - Inside and Out of 
Pores
3.1 Introduction
Phase transitions in porous media is an important and widely studied field. However, nucleation of 
first order transitions inside single pores remain a little-studied problem despite being an important 
pre-requisite to understanding the nucleation behaviour in porous media. Nucleation is expected to 
start in a single pore amongst the many pores present in the porous media.
Geometry of the pore plays an important role in the rate o f  nucleation. Cacciuto, Auer and Frenkel 
simulated nucleation o f hard spheres in the presence o f a curved hard wall [50]. They found the radius 
o f curvature o f the wall had a large effect on the free energy barrier.
In 1970 Sholl and Fletcher considered the free energy o f nucleation in wedges [51]. Their theo­
retical calculations considered surface tension as well as wedge angle effects. Surface interaction is 
already known to have an exponential effect on the rate o f heterogeneous nucleation on a flat struc­
tureless wall [52, 53]. In this study, like Sholl and Fletcher, we show how surface interaction and 
surface geometry affect each other.
The simplest geometry for a pore is that o f two semi-infinite parallel walls. Such pores are studied 
by Talanquer and Oxtoby who found that the shape o f the critical nucleus changed with the width o f  
the pore [54]. In narrow pores the critical nucleus formed a bridge across the pore. In wide pores the 
critical nucleus was attached to one wall and is identical to a nucleation event on a single flat surface. 
In this chapter we study similar pores with parallel walls except ours, instead o f being infinite, have 
one open and one closed end. These pores are finite and therefore, have comers and a depth. We 
observed a similar geometrical dependence o f  the critical nucleus in finite pores.
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Nucleation in our pores occurs at the comers. In Paul and Reigers’ study they found hysteresis 
in open infinite pores (like the ones Talanquer and Oxtoby studied) but not in pores with at least one 
closed end. This suggests nucleation occurs at the comers o f these pores [55].
Nucleation in infinite pores is a one step process but nucleation in finite pores may occur via a 
two step process. Nucleation first occurs inside the pore followed by nucleation out o f the pore. We 
found the two rates have opposite dependencies on pore width, resulting in a pore size at which the 
nucleation rate is maximal. Two step nucleation in porous media was suggested by Turnbull in the 
1950’s to explain the thermal dependence in the solidification o f Gallium [56].
3.2 Simulation Detail
The Ising model, typically used to model magnetic transitions is used here to study nucleation o f  
the fluid phase. The dynamics o f  these processes are veiy different. However, since changes in the 
free energy barrier dominate changes to the nucleation rate, the Ising model is a reasonable choice for 
studying the generic features o f fluid nucleation from a pore. We use the two dimensional Ising model 
on a square lattice with nearest-neighbour interactions [24,57]. Each site i on the square lattice has a 
spin Si =  ± 1 . Surfaces are formed o f a region where the spins are fixed so that the spins st =  +1 . The 
rest o f  the spins we refer to as free spins.
The energy E  o f the system consists o f three smns,
/ //
E  — J  j  ~  h ^ s t  +  Js l s iSj (3.1)
U i ij
where the first term is from interactions between free spins, the second is the interaction between 
free spins and an external magnetic field h, and die third is for the interaction between the free spins 
and the fixed spins o f the surfaces. The dash on the first simi indicates that it is over all nearest- 
neighbour pairs o f free spins, and the double dash over the last sum indicates that it is over all nearest- 
neighbour pairs o f free and fixed spins. In Equation 3.1, J  is the strength o f the coupling between free 
spins and Js is the strength o f the coupling between a free spin and a fixed spin o f the surface. One 
cycle is one attempted spin flip per lattice site. Nucleation rates are obtained using the FFS techniques 
as described in Section 2.3.1, as well as direct simulation.
3.2.1 Classical Nucleation Theory: Homogeneous Nucleation
In the Ising model, as the temperature increases, there is a transition from an ordered to a disordered 
state. The critical point is at J /k T  — 0.44 [57], and we will be simulating far below this temperature.
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The ordered states o f the system are the spin-up and spin-down phases consisting o f predominately 
up spins and down spins respectively. The preference for the spin-up or spin-down phase is set by 
the parameter h /kT . In this study spin-up’s are favoured. By setting the initial configuration to a 
predominately spin down phase, we are forming a metastable system. The system can only change 
to the stable phase by the nucleation and growth of small nuclei o f the spin-up phase. A nucleus 
in CNT is approximated to be a circle o f radius R. The shape o f a nucleus in this system nuclei can 
deviate substantially from this, see Figure 3.1 for a typical nucleus. The CNT free energy of a circular 
nucleus is
AF  =  -2 7 zR2h +  2nRy, (3.2)
where y is the interfacial tension between the two phases, yean be calculated exactly from Onsager’s 
[57] equation.
v ?_/ r(i+ exp(-2 //*r))l (33)T = ^ _ log
kT  kT  * ( l - e x p ( —2J /kT ))_
Throughout this chapter we will be working at J /k T  =  0.8 and h /k T  =  0.05. At J /k T  =  0.8, y =  
1.19kT. For our temperature and field, CNT predicts the critical nucleus, R* =  y /(2h ), has a radius 
of approximately R* =  12. The free energy maximum is predicted to be AF£u/k =  KyL/(2h ). CNT 
then predicts a nucleation rate o f 4.8 x 10_2°cycle/site using Equation 2.1 to convert the maximum 
free energy into a rate. This can be compared with the simulation value o f 8 .4 x 10“26 =b 2.1 x 10" 26 
per cycle per site. Although this prediction is 6 orders o f magnitude out, we will see that CNT theory 
gives good qualitative predictions for the trends o f nucleation rate.
■ ■
Figure 3.1: A typical nucleus for homogeneous nucleation in the 2 dimensional Ising model. The av­
erage shape for a nucleus is circular. However, the shape of a single nucleus can deviate substantially 
from a circle. This snapshot is taken from a simulation run with h =  0.05 and J  =  0.7
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3.3 Nucleation from a Rectangular Pore
Rectangular pores were chosen as a starting point because o f their simplicity. The essential parameter 
is the pore width (w), the distance between the parallel sides o f the pore. The depth o f the pore does 
not effect the nucleation rate as long as it is sufficiently deep. Fixed spins form the sides and bottom 
of the rectangular pore, see Figure 3.2. The results shown are for the parameter values J /k T  =  0.8 
and h /k T  =  0.05. Other values gave the same qualitative result. Initially the surface interaction is set 
to Js — 0 so the surfaces do not attract either phase. The surface free energies for the surface-spin-up 
and surface-spin-down phases are identical and a spin-up-spin-down interface hits the surface at a 
contact angle 6 =  90°.
Figure 3.2: Simulation snapshots of systems 60 by 60 sites in size, with parameters J /kT  =  0.8, 
h/kT  =  0.05. All pores are 30 sites deep and have fixed spins along both sides and the bottom. The 
fixed spins are black, while the up spins are red. The sites with down spins are left white. The pores 
in A, B, C and D are 13, 24, 9 and 9 sites wide, respectively. All except C show a nucleus near 
the top of the barrier, for example, when we started 100 runs from the configuration of snapshot A, 
47 of these configurations resulted in a full pore, the rest resulted in the dissolution of the nucleus. 
Snapshot C shows a metastable configuration where the pore is filled with the spin-up phase but the 
bulk of the system is in the spin-down phase.
3.3.1 Two Step Nucleation
Nucleation from the rectangular pore as in Figure 3.2 occurs in two stages. This can be seen in Figure
3.3 showing the number o f up spins as a function o f time, for a system that is initially in the spin-down
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phase. The system is metastable in the spin-down phase and only background fluctuations are seen 
for the first 12000 cycles. A critical nucleus forms in one o f the comers see Figure 3.2A and B and 
the nucleus grows to fill the pore, see Figure 3.2C. In Figure 3.3 this corresponds to the rapid increase 
in number o f up spins to 200. The full pore is another metastable state and remains in this state for 
a little more than 20,000 cycles, before the number o f spins increases again. This time the critical 
nucleus is formed over the mouth o f the pore as in Figure 3.2D. The results shown in Figure 3.3 are 
obtained from a system with parameters J /k T  — 0.7, h /k T  =  0.05, allowing the results to be obtain 
by direct simulation.
Figure 3.3: The number of up spins, as a function of time, in a system of 40 by 40 lattice sites 
with a pore 9 sites across and 20 deep. The system starts in the spin-down phase, with parameters 
J /kT  = 0.7 and h/kT  =  0.05.
The FFS algorithm calculates the rate o f a one-step activated process, see Chapter 2.3.1, whereas 
here we are considering a two-step process. To obtain the overall rate, g c t o t a l ,  the rate to fill the pore, 
afni, and the rate to break out o f the pore, a out, have to be determined separately. The total rate is 
then
a-total =  («%'/ +  CC jJt) • (3-4)
3.3.2 Simulation Results
The rate o f nucleation of the spin-up phase, as a function of the pore width w, is plotted in Figure 
3.4A. The logarithm of the nucleation rates inside the pore, OLfm, and out o f the pore, aout, are shown 
in Figure 3.=4B. These results are for J /k T  =  0.8 and h /k T  =  0.05. Data for J /k T  =  0.7, h /k T  =  0.05 
(not shown), shows the same features, including the peak.
For narrow pores there is a small nucleation barrier to fill the pore, but a large barrier for nucleation
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out o f the pore. As the width o f the pore increases the barrier to filling the pore increases whilst the 
barrier for nucleation out o f the pore decreases to a small barrier for wide pores. In wide pores the 
rate for pore filling plateaus. This is clearly seen in Figure 3.4 for pore widths above 15 spins across.
A )  B )
Figure 3.4: A) the rate of nucleation as a function of pore width, w. The system is of 60 by 60 
lattice sites, the pore is 30 sites deep, J /kT  — 0.8 and h/kT  =  0.05. The error bars are the standard 
deviations of the rates obtained in 4 independent runs. B) ln(Rate), as a function of vv, for the same 
system. The dashed red curve is the overall rate for nucleation from a pore, the blue curve is the 
nucleation rate in a pore, and the black curve is the nucleation rate of the bulk spin-up phase out of a 
pore that is already filled with the spin-up phase.
3.3.3 CNT Inside the Pore
Comers reduce the free energy to nucleation. For a right angled comer, when the contact angle is 90° 
as it is in this case, the nucleus in a comer is approximated by a quarter circle. Therefore the free 
energy barrier becomes
AFc* =  AF6*„,t /4  (3.5)
where AF£ulk is defined in Equation 3.2. The radius o f the critical nucleus does not change from the 
homogeneous case, R* =  12. For pore widths larger than the critical radius, CNT predicts that the rate 
is independent o f width and is the same as nucleation from a single comer. In Figure 3.2A we have 
plotted a near-critical nucleus for a pore o f width 13. For pores o f width less than the critical nucleus, 
the proximity o f the other side o f the pore effects the size o f the critical nucleus. Once the nucleus o f  
spin-up phase spans the pore the spin-up-spin-down interface line remains the same length due to the 
parallel walls o f the rectangular pore. So, the pore fills because of the decrease in free energy from 
being in the spin-up phase. The larger the pore, the larger the nucleus o f spin-up phase has to be to 
span the pore and the larger the free energy barrier.
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3.3.4 CNT Out of the Pore
A nucleus on a perfectly flat surface can be approximated as a semi-circle when the contact angle is 
90°. Therefore,
A P //« = A F 4*,4/2  (3.6)
It can be seen from see Figure 3.2D that the nucleus for nucleation out o f the pore also has a semi­
circular shape and the base encompasses the pore. We can model the full pore as a row of the up-spins 
phase, each spin contributing a — y  to the free energy o f formation of the nucleus. So for nucleation 
out o f a pore the free energy barrier is
A C , =  AF6* ,k/2-  * >  (3.7)
The simulation rate o f heterogeneous nucleation on a perfectly flat surface is 3.7 x 10-14 =t 1.2 x  
10" 14 per cycle, per surface site. Nucleation out o f a filled pore is always faster than on a perfectly 
smooth surface, and the logarithm o f the rate should vaiy linearly with w. In Figure 3.4B we have 
plotted the logarithm o f the rate o f nucleation out o f a pore with a black curve. We find that it varies 
linearly with w. The slope, at 1.09, is close to j / k T  =  1.19.
3.3.5 Conclusion
The rate o f nucleation out o f the pore increases exponentially with w and the pore filling decreases 
exponentially with w. This causes a crossover at w’s around the critical radius. For small w, as w  
decreases the rate tends to the rate for a flat surface, o f  order 10~ 14, while for large w, it reaches a 
plateau. There is a clear maximum in the rate for pores w =  12 and 13 lattice sites across. There is 
nearly an order o f magnitude difference between the rate from a wide pore and the optimal size pore.
We have performed simulations at other values o f J  and h, and we also have preliminary results 
for Js f  0 and for a different pore geometry, a wedge. In these systems too we have found maxima 
in the rate; thus we are confident that a non-monotonic variation in the rate with pore width is not 
restricted to our particular pore geometry and value for Js.
3.4 Varying Surface Geometry and Surface Interactions
The nucleation rate out o f a deep rectangular pore has no dependence on any other feature o f the pore 
geometry apart from the width o f the pore mouth. For different pore mouth widths we calculated the 
nucleation rate out o f different depth rectangular pores and V-shaped pores. As long as the full pore 
is a metastable state the results showed good agreement within error bars.
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In this section we will look at how the nucleation rate changes with Js at a flat surface and in 
a right angled comer. This will give us a better understanding as to how variation in the surface 
geometry affects nucleation.
3.4.1 Wetting and Drying
A nucleus in contact with a surface with no surface interaction, Js =  0, will form with a contact angle 
9 =  90°. Varying the surface interaction such that Js f  0 will change the contact angle. The contact 
angle is worked out by balancing the forces at the side o f the nucleus in contact with the surface, this 
is Young’s law.
—Ay? =  y cos0  (3.8)
where Ay? is the difference between the spin-up-surface and spin-down-surface interfacial tensions 
and may be expressed as y+s  — y~s where +  and — represents the spin-up and spin-down phase 
respectively.
Considering the nucleus as a perfectly circular object in the bulk, the nucleus forms a segment o f  
this circle when in contact with a surface. Where the segment is cut depends on the contact angle, 
and for 9 =  90° this would be across the centre o f the circle forming a semi-circular nucleus. If the 
surface is attractive the contact angle is smaller and the segment is cut above the centre line; repulsive 
surfaces are cut below the centre line. The effect on the nucleus o f varying the surface interaction can 
be seen from Figure 3.5.
When the contact angle 0 =  0° the surface will wet, a complete layer o f the spin-up phase will 
form between the surface and the spin-down phase. Wetting occurs when y_s >  y+s +  y. Conversely, 
the surface would diy  when 9 =  180°. Then the spin-down phase will form a layer at the surface and 
nuclei o f the spin-up phase would no longer form at the surface but in the bulk instead.
3.4.2 Varying Surface Interaction
We can calculate the CNT free energy o f a nucleus in contact with a surface by considering its geom­
etry, see Figure 3.6. The free energy equation o f  such a nucleus is
AF  =  A y [2R sin0] +  y  [2J?0] — 2h [f?20 —R 2 cos 0 sin 0 ] ,  (3.9)
where 0 is calculated from Equation 3.8. Ay. is worked out by the following equation taken from 
reference [58]:
cosh(Ay) -  cosh(y) =  1/2F (T )  (3.10)
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9 = 90° 0 >90° 6 <90°
Surface
+ = Spin-Up Phase
Figure 3.5: Diagram showing the effect surface interactions have on a nucleus. The nucleus will sit 
with a contact angle of 90° if the surface interaction does not favour either phase. If the surface is 
repulsive the contact angle will be greater than 90° and it will sit higher on the surface. Attractive 
surfaces pull the nucleus down creating a contact angle less than 90°
where
f ( t ) =  [^(cosh2J - cosh2Js)-e~y sinh2J]2 
(cosh 2 /  — cosh 2Js) sinh 2J
where J /k T  and Js/k T  are the same values used to calculate the energy o f the system in Equation 
3.1. They represent the strength o f the coupling between free spins and the strength o f the coupling 
between a free spin and a fixed spin o f the surface respectively. Ay# is calculated using the false 
position method [21].
Equation 3.9 gives the same critical radius as for homogeneous nucleation, R* =  but the free 
energy barrier is a fraction o f the homogeneous barrier dictated by the surface interaction.
a,-*___ a r** (  ® ~  3 sin 0 cos 0 ^ ^
AF/iot — AFbuik ( ~  J (3-12)
3.4.3 Corner with Js =  0
Nucleation on a flat surface is a specific case o f nucleation in a comer, with the comer angle, a  =  0°. 
Here we consider comers o f angle a ,  o f surfaces with contact angle, 9 =  90°. The nucleus in this 
case is defined as a sector o f a circle with a maximum free energy of,
a A 180° -  a
AFc  — AFbulk x (3.13)
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Figure 3.6: Geometry of a nucleus on a flat surface. The shape is a segment of a circle and the size 
of the segment is determined by the surface interaction.
Again, the critical radius is unchanged from the homogeneous case. As the angle a  decreases, so 
does the free energy barrier and the rate increases.
CNT predicts that
and
ln(Rate//flr/v )
ln(Rate&,/*/v)
ln(Rate9o /v )
=  0.5
=  0.25.
(3.14)
(3.15)
ln(Ratefeu/* /v )
As we have calculated all three rates from simulation we can determine the actual ratios. They are
0.54 and 0.30, respectively. Given the simple nature o f CNT the agreement is satisfactory.
3.4.4 Corner with Surface Interaction, Js f  0
Figure 3.7: Geometry of a nucleus in a comer. The thick black lines represent the surfaces.
The geometry o f a nucleus in a comer where Js 7^  0 is shown in Figure 3.7. The free energy of 
such a nucleus is given by
AFc+si = Ays 2 R
sin0
cos a
+  y[2R(j)\ -  2/7 __ g i  cos 0 sin (j)cos a
(3.16)
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The free energy differs from the homogeneous rate by a 2 variable function.
AFS+s! =  AFb'M x V ( 9 ,a ) (3.17)
As <f> —> 0, where O =  6 — a ,  the free energy to filling reduces to zero. When 6 = a  the pore 
fills spontaneously. This is the filling transition. Conversely the comer will empty if G +  a  =  180° 
and the nucleus would move out from the comer. Since A y is always less than /  nucleation is always 
preferential at a surface due to the reduction in spin-up spin-down interface and area needed to create 
the critical nucleus. Even in the case o f emptying the effect o f both surfaces being in contact with the 
nucleus reduces the free energy below that from a single surface or bulk nucleation. When a  =  45°, 
the filling transition would occur at 9 =  45°. Emptying would occur at 9 =  135°.
3.4.5 Theoretical and Simulation results
A) B)
Contact Angle, 0
Figure 3.8: The theoretical and simulation results for the free energy barrier heights for a nucleus 
forming A) on a flat surface and B) in a right angle comer with different surface interactions.
Nucleation rates are obtained for heterogeneous nucleation on a flat surface and in a right angle 
comer ( a  =  0 and 45° respectively). As with the rectangular pore studied earlier in this chapter 
fixed spins define the surface. This time Js is varied to give contact angles ranging from 50° to 
130°. Using J /k T  =  0.8 and h /k T  =  0.05 we find the maximum values o f Equations 3.9 and 3.16. 
These values are the CNT estimates for the height o f the free energy barrier for nucleation at a flat 
surface and in a comer respectively. Both CNT and simulation results are plotted in Figure 3.8. By 
considering Equation 2.1 we have assumed —ln(RATE) gives a good prediction for the free energy 
barrier, AF//IM/ k T . We find a good qualitative comparison between the theoretical and simulation 
data. The 5kT  difference between the simulation and theoretical results may be due to our neglect o f 
the kinetic effects or the shortcomings o f CNT.
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The homogeneous nucleation rate (when h /k T  =  0.05 and J /k T  =  0.8) is 8.4 x 10-26 ± 2 .1  x 
10-26 per cycle per site which corresponds to a free energy barrier o f approximately 57.7kT. Notice 
the barrier to nucleation at a surface is always less than in the bulk. At the surface the barrier to 
nucleation decreases with contact angle. For the same contact angle, nucleation in a right angle 
corner has a lower free energy barrier than at a flat surface due to the increased surface area o f the 
nucleus in contact with the surface.
In a right angled comer, we predicted that as the system approaches the filling transition at 9 =  45° 
the pore fills spontaneously. The simulation results are in agreement. Below 9 =  70° the nucleation 
rate becomes too fast to simulate.
3.4.6 Conclusions
Figure 3.9: Diagrams showing nucleation in the presence of a right angles comer for different values 
of 6. A) 0 < 45° the pore fills spontaneously. B) 45° < 9 > 135° depending on the value of 0 a 
portion of a circular nucleus forms in the comer. C) 135° < G > 180°, the circular nucleus moves out 
from the comer. Nucleation near the comer still has a lower free energy than bulk or nucleation on 
a flat surface due to the nucleus being in contact with the surfaces of the comer. D) 9 = 180°, The 
nucleus will not form in contact with a surface. Nucleation occurs in the bulk.
Nucleation in a right angled comer is summarised by Figure 3.9. At values o f 9 below a ,  in this 
case a  = 45°, the comer will spontaneously fill, see Figure 3.9A. At less attractive surface interactions 
9 will increase above 45°. Nucleation in the comer becomes an activated process. The free energy 
barrier for nucleation in the comer is less than in the bulk or on a flat surface per nucleation site 
because o f the free energy gain o f being in contact with two surfaces, see Figure 3.9B. When 9 ±  a  >  
180° the nucleus still prefers to sit near the comer but a void forms between the comer and the 
nucleus. This is pore emptying. In a right angled comer this occurs at 135°, see Figure 3.9C. If the
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surface interaction is very high, 9 =  180° drying will occur and nucleation will occur in the bulk o f  
the solution, see Figure 3.9D.
In tills chapter we have shown that the rate o f nucleation is exponentially sensitive to the geometry 
of the pore and the surface interaction. In general nucleation is faster in pores with acute comers and 
with strong attractive interactions. Our observations o f two step nucleation - inside and out o f the pore 
- show that nucleation from pores with these features may not have the fastest overall rate. Instead, 
the rate o f  nucleation is optimised by pore geometries that minimise the combined free energy inside 
and out o f the pore. First order nucleation in the presence o f porous media starts from a single pore 
and may be enhanced if  the porous media contains at least one o f these nucleation enhancing pores. 
Such pores may have a particular size and shape and therefore porous media with large distributions 
are more likely to contain such a pore.
These results are obtained using the 2-dimensional Ising model. This is a simple model o f nu­
cleation which is expected to show similar behaviour to the nucleation o f the liquid phase. In the 
rest o f this thesis we use a more realistic model for the crystallisation o f  proteins, spherical particles 
interacting via the Lennard-Jones potential. This is a 3-dimensional, off-lattice model that exhibits 
crystallisation.
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Two step Crystallisation from a 
Supersaturated Vapour
4.1 Introduction
Studies o f systems o f colloidal particles with short range isotropic attractive interactions reveal a 
metastable vapour-liquid coexistence curve [59-63]; the vapour-liquid coexistence curve exists in 
the thermodynamically stable crystal regime. Some globular proteins have a similar phase diagram as 
these colloidal systems [64-68]. The vapour and liquid phases o f the colloidal system are analogous to 
the dilute and concentrated solution phases found in protein solutions. Crystallisation of these proteins 
tend to occur at conditions near to this metastable coexistence curve [64,69]. In simulations close 
to the metastable dilute-concentrated solution critical point the crystal nucleation rate is enhanced by 
the formation o f dense, liquid-like clusters [64]. Crystallites then form inside these liquid clusters. 
Several theoretical models provide a rationale for the behaviour observed in the simulations [14-17].
In this chapter we observe a similar two step crystallisation from a supersaturated vapour o f  
Lennard-Jones particles. Below the triple point, where the crystal phase is the stable phase, direct 
crystallisation is not observed. Instead, an intermediate metastable liquid nucleates from the vapour. 
Then, in a separate nucleation event, the metastable liquid crystallises. The surface tension o f the 
liquid-vapour interface is less than the surface free energy density o f the crystal-vapour interface [70], 
making the free-energy barrier to liquid formation lower than to direct crystallisation. We expect that 
any phase transition, where an intermediate state with a faster formation rate exists, will occur via a 
similar two-step process.
In a recent article, Chen and co-workers have used umbrella sampling to study two-step nucle­
ation in the Lennard-Jones system [35], where they also applied classical nucleation theory (CNT) to
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estimate nucleation rates and critical nucleus sizes. In this chapter, we present an independent study 
o f the same phenomenon using forward-flux sampling (FFS) [12,13]. This technique primarily yields 
nucleation rates rather than free-energy barriers, and allows us to estimate the critical nucleus size 
directly from the simulation data. Where a comparison can be made, our results are consistent with 
those o f Reference [35].
4.2 Simulation Details
4.2.1 Simulation Setup
The two-step crystallisation from a supersaturated vapour is simulated using Metropolis Monte Carlo 
simulation. All simulations where liquid is the nucleating phase are performed in the grand canonical 
ensemble, whereas when the nucleating phase is crystal the simulations are performed in both the 
grand canonical and the canonical ensembles.
In the grand canonical ensemble the density o f the vapour fluctuates around an average value 
determined by the fixed chemical potential. As a new phase nucleates and grows the number o f  
particles, N, is allowed to increase, so particle depletion is avoided. The grand canonical algorithm 
consists o f positional and insertion/removal trial moves. On average a particle is moved 20 times 
before a trial insertion/removal move takes place. The maximum move size is 0 .2a  where a  is a 
particle diameter. The canonical ensemble algorithm consists only o f positional trial moves with a 
maximum move size o f  0.1 la .  The initial configurations for the liquid-to-ciystal simulations, where 
we consider the crystallisation o f a droplet embedded in a vapour, are either taken from the results o f  
the grand canonical vapour-to-liquid simulations or created by melting an fee crystal and relaxing the 
configuration before use.
The simulation boxes are cubic with side length, L, with periodic boundary conditions applied to 
all o f the sides. L  =  4 4 a  for simulations in the grand canonical ensemble. In the canonical ensemble 
we use a box with L — 20a  for all but the largest droplet size, for which a box with L =  30a  is used.
As a unit o f time in our FFS simulations we use a MC cycle. A cycle consists of N  trial moves 
where N  is the number o f particles in the simulation. For the grand canonical simulations N  is taken 
to be the number o f particles at the start o f the cycle. All the nucleation rates are expressed per unit 
volume, per unit time. The volume in the vapour-to-liquid simulations is that o f the simulation box. 
For the liquid-to-crystal simulations the volume is that o f the droplet, Vp =  N p /P l  where Np  is the 
number o f particles in the droplet and pL is the density o f the liquid phase at triple point. In the grand 
canonical liquid-to-crystal simulations the droplets continue to grow throughout the simulation. Np  
is taken to be the initial number o f particles in the droplet.
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Nucleation rates from Monte Carlo and molecular dynamics simulations can be compared by 
using the self-diffusion coefficient to express the rates in the same unit o f time, t. In Monte Carlo 
simulations the diffusion characteristics are related to the maximum step size for the positional moves 
and for the grand canonical simulations the ratio between the insertion-removal and positional moves. 
The nucleation rates obtained with the grand canonical and canonical ensembles can not be directly 
compared as they represent systems with different diffusion coefficients.
4.2.2 Lennard-Jones Potential
Particles interact via the truncated and shifted Lennard-Jones (LJ) potential. The potential is truncated 
at rc =  2.5(7, where cr is the diameter o f a particle. No long range corrections are applied. The 
interaction is defined by
where r  is the distance and e is the strength o f the interaction between pairs o f particles.
The choice o f interaction cut-off, rc, affects the free energies o f the system [71]. For this reason we 
computed the free energies by using thermodynamic integration for the liquid [20], and the Einstein
ideal gas and its free energy can be computed analytically. The triple point is located at T/P «  0.65 
and P /P ps 0.00271. The bulk densities, obtained from N P T  simulations with N  =  2028 particles, are 
Pl =  0.905 for the liquid and ps  =  0.989 for the fee solid.
Throughout this work the temperature is fixed at T* =  0.45 (0.6927Vp) and the vapour pressure is 
varied between Pv =  1 x 10“4 and Pv =  5 x 10-4 . For both the liquid and solid phases, Table 4.1 lists 
the associated vapoiu* supersaturation and the difference in chemical potential to the vapour phase. 
At the low pressures used in this study the free energy o f the high-density phases does not noticeably 
change with pressure. Therefore, once the coexistence pressure is known, the difference in chemical 
potential can be computed directly from the vapour supersaturation.
4.3 Results
Starting from the supersaturated vapour phase, we simulate below the triple point temperature where 
the crystal phase is the thermodynamically stable phase. From the free energy calculations shown in
(4.1)
where the flill (i.e. not truncated) LJ interaction is given by
(4.2)
ciystal method for the fee solid [72]. Below the triple point the vapour behaves effectively like an
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1©ft? 1.0 2.0 3.0 4.0 5.0 6.0
<sw 4.39 8.77 13.16 17.54 21.93 26.28
Svl 2.33 4.67 7.00 9.34 11.67 14.01
ApVX -0.67 -0.98 -1.16 -1.29 -1.39 -1.47
A]uvi -0.38 -0.69 -0.88 -1.01 - 1.11 -1.19
Table 4.1: For both the liquid (subscript /) and the fee solid (subscript x) phase, the vapour su- 
persaturation Sv and the difference in chemical potential Ap.v with respect to the vapoui' phase is 
presented as a function of the vapour pressure. Here, Sv — ln(p/p0) where p0 is the density at triple 
point and p is the density of the liquid or crystal phase. The coexistence pressure for vapour-liquid 
is P/°ex — 4.28 x 10~5 and for vapour-solid it is P“ ev =  2.28 x 10-5 . The difference in chemical 
potential between fee solid and liquid is Afi/x =  (ivx — gvj =  —0.29.
Table 4.1 we see that the liquid phase has a lower free energy than the supersaturated vapour. Direct 
vapour-to-crystal nucleation is not seen. Instead, we find that the crystal phase can be formed in a 
two-step process, where first a liquid droplet is nucleated from the vapour, and in a second nucleation 
event the crystal forms within the liquid droplet.
This is an example o f Stranski and Totomanow’s interpretation o f the Ostwald’s step rule which 
states that the nucleated phase need not be the thermodynamically most stable phase and that metastable 
phases that are kinetically easier to form may nucleate in preference. In this case the liquid phase is 
formed in preference to the ciystal phase.
We will discuss each nucleation step separately. Firstly vapour-to-liquid nucleation and then 
liquid-to-ciystal nucleation.
4.3.1 Droplet Nucleation from the Vapour
The vapour-to-liquid simulations are performed in the grand-canonical ensemble. The constant chem­
ical potential avoids vapour particle depletion by keeping the vapour pressure constant. So as not to 
bias which high density phase is formed we use the Stillinger order parameter which does not distin­
guish between ordered and disordered phases. The nucleation rates are calculated using FFS. Details 
about the Stillinger order parameter and FFS technique are included in Sections 2.4.2 and 2.3.1 re­
spectively.
Analysis o f the droplets nucleated from the vapour phase with an order parameter that does dis­
tinguish between ordered and disordered dense phases, see Section 2.4.2, confirmed that the droplets 
are o f die liquid phase and are not crystalline. We performed the FFS simulations at several vapour 
pressures ranging from 2 x  10~4 to 6 x 10-4 . The nucleation rates are presented in Table 4.2 and in 
Figure 4.1. Variations in the vapour pressure strongly affect the nucleation rates. This is due to the 
fact that the free energy o f the vapour phase is strongly affected by a slight change in the pressure, 
whereas the liquid phase is not. The critical cluster size, N *, also presented in Table 4.2, are approx-
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imated to be the FFS interface nearest to where the probability to grow to the final interface exceeds 
P =  0.5. This will have an error equal to the gap between interfaces. A snapshot o f a critical cluster 
is shown in Figure 4.2A. The compact spherical shape is clearly visible which corroborate previous 
results by ten Wolde et al. [36] and Wedekind et al. [45].
The droplets continue growing, and for all clusters up to N  =  3000 particles, we did not observe 
any spontaneous crystallisation. Even so the knowledge that the crystal phase has a lower free energy 
than the liquid phase, leads us to investigate crystal nucleation within liquid droplets.
/V [10"4] ln(&) N*
2.0 -1 1 7 .3  +  0.6 155 +  35
3.0 - 7 5 .4 + 1 .2 72 +  8
4.0 -5 6 .6  +  0.8 50 +  4
5.0 -4 7 .6  +  0.9 38 +  4
6.0 -3 9 .4  +  0.7 34 +  4
Table 4.2: Vapour-liquid nucleation rates k and the critical cluster size N* as a function of the vapour 
pressure Py. All nucleation rates are obtained with FFS by using 50 paths for each interface and are 
averaged over 5 independent runs. The rates shown here are per unit volume and per Monte Carlo 
cycle. The size of the critical nucleus is approximated from the order parameter at the FFS critical 
interface.
Figure 4.1: The logarithmic rate is plotted against the vapour pressure for the vapour-to-liquid (filled 
triangles) and liquid-to-crystal (unfilled symbols) nucleation processes. Results for droplet in sys­
tems with, at the start of the simulation, 600 (red squares), 800 (blue diamonds) and 1500 (black 
circles) particles are shown. The dashed line is a guide for the eye and errors are within the size of 
the symbols. Both vapour-to-liquid and liquid-to-crystal rates are obtained in the grand canonical 
ensemble and are expressed as the nucleation rate per volume per cycle.
4.3.2 Crystal Nucleation within Liquid Droplets
Both the canonical and grand canonical ensembles are used to investigate the crystallisation o f liquid 
droplets embedded in a vapour. In the canonical ensemble the droplets are more or less o f a fixed size 
whereas in the grand canonical ensemble the liquid droplet are allowed to grow. The order parameter
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used for the nucleation and growth o f the crystal phase is B 0 f f ulk, as discussed in Section 2.4.2.
Canonical simulations are performed on system sizes N  = 448, 612, 700, 850 and 2028. The 
vast majority o f particles form the liquid droplet with, on average, less than 7 particles forming the 
coexisting vapour. No change in the vapour density is observed as the ciystal nucleates and grows 
inside the liquid droplet.
For all but the smallest system size (N  =  448), a stable or metastable crystallite nucleates. Nu­
cleation occurs in the core o f the droplet and not like that observed in the freezing o f gold nano­
clusters [47] which nucleated at the surface. To test this is not an artefact o f  using a bulk order pa­
rameter a few results were repeated using the bond order parameter modified for surface nucleation, 
BOPsurface' There was no significant difference in the results.
In the N  =  448 system size we find that all crystallites that form within the droplet are unstable and 
quickly melt. The absence o f a stable or metastable crystallites suggests that these small droplets are 
unstable in the crystal phase due to the high free energy cost o f forming interfaces between phases. In 
droplets o f this size the total free energy (including the surface free energy) is lower when the droplet 
is in the liquid phase rather than in the crystal phase even though the ciystal phase has the lowest 
bulk free energy. For the larger system sizes where the droplets crystallised, the natural logarithms 
o f the nucleation rates are shown in Table 4.3. The nucleation rate in a liquid droplet is an extensive 
property; we therefore expect the rate per droplet to increase linearly with the volume o f the droplet. 
Our data are (to within the considerable noise) consistent with this assumption. Further analysis o f  
our FFS data shows that the critical cluster occurs within a range o f cluster sizes from 180 to 200 
particles. This range is the same for all system sizes consisting o f 612 to 2028 particles. A snapshot 
of a critical cluster is shown in Figure 4.2B.
In the Lennard-Jones system the crystal-vapour interface has a higher free energy cost than the 
liquid-vapour interface and surface melting is expected [70]. This phenomenon can be seen in Figure 
4.2C, a snapshot o f a crystallised cluster. Notice that a disordered layer o f approximately one particle 
thickness separates the crystal and vapour phases. When we continue the simulations after ciystal 
nucleation is complete, we find that the particles in this disordered layer diffuse around the surface o f 
the crystal cluster. Thus the mono-layer is liquid-like.
4.3.3 Crystallisation in the Grand-Canonical Ensemble
To test our calculations o f the ciystal nucleation rates in the canonical ensemble, we also performed 
simulations in the grand-canonical ensemble. As starting configurations we used post-critical (with 
respect to the liquid phase) liquid droplets from the vapour-liquid simulations. The systems contain 
N  =  600, 800, and 1500 particles and the vast majority o f particles form part o f the droplet.
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No. o f particles ln{k) N*
448 - -
612 -3 0 .2 + 1 .5 180+10
700 -2 8 .8 + 1 .0 190+ 10
850 -2 7 .6  +  2.0 180+10
2028 -2 8 .8 + 1 .6 190+10
Table 4.3: For a liquid droplet embedded in a vapour, this table shows the logarithmic rate for liquid- 
to-crystal nucleation, ln{k), and the critical cluster size, N*, as a function of the number of particles 
in the simulation. All simulations were performed in the canonical ensemble. The rates are expressed 
as the nucleation rate per unit volume and per cycle. The size of the critical cluster is approximated 
to be the order parameter at the FFS critical interface.
Figure 4.2: A) Snapshot of a liquid cluster from a grand-canonical simulation clearly showing its 
compact spherical shape. B) A critical crystal cluster from a canonical simulation of a droplet con­
taining 2028 particles. Only the crystal particles are shown in this snapshot. This crystal cluster 
contains 171 crystal particles. Snapshots of the critical cluster from simulations containing 700 and 
850 particles are indistinguishable from the cluster shown here. C) Cross section of a crystal cluster 
in a system size of 850 particles. Crystal particles are shown in yellow and the rest are shown in 
blue. The crystal is coated in a liquid-like layer. This layer is approximately 1 particle in thickness.
In snapshot A the droplet is identified using the Stillinger order parameter. In snapshots B and C the 
crystal particles were characterised by BOPbulk as detailed in Section 2.4.2.
Figure 4.1 shows logarithmic nucleation rates for the vapour-liquid and liquid-crystal against 
vapour pressure. Nucleation inside the liquid droplet is not affected significantly by the vapour pres­
sure and is insignificant when compared to the Laplace pressure. The pressure inside the droplet is 
approximated to be
Pdroplet ~  Pvapour + Plo place (4.3)
where
^Laplace =  ’ ( + 4 )
Using the virial pressure tensor we computed that y/v =  1.07. Taking the droplet in Figure 4.2C as an 
example, the radius, R, is approximately 5cr, giving a Laplace pressure o f Piapiace ~  0.4. So although 
an increase in the vapour pressure does increase the pressure inside the droplet, we see this increase is 
small compared to the Laplace pressure, 10-4 <C 0.4. The liquid and crystal phases are dense hence
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iM io - 4 ] 2.0 3.0 4.0 5.0
in (#6oo) -27.9  ±2.0 -25.9 ±0.9 -26.8 ±1.5 -25.2  ±1.4
in (#8oo) -27.3 ±1.8 -25.1 ±1.0 -25.8 ±0.7 —25.8±2.5
ln(#i5oo) -24.0 ±1.5 -24.8 ±2.3 -24.9 ±2.1 —23.6 ±2.5
ioH£ 2.0 3.0 4.0 5.0
N *(600) 180 ± 2 0 1 8 0 ± 2 0 180 ± 20 190 ± 2 0
N *(800) 180 ± 2 0 180 ± 2 0 1 70± 20 1 70± 20
AC*(1500) 170 ± 2 0 16 0 ± 2 0 180 ± 20 1 70± 20
Table 4.4: For a liquid droplet embedded in a vapour the logarithmic rate for liquid-to-ciystal nu- 
cleation and the critical cluster size is shown as a function of vapour pressure. Results for different 
system sizes are presented with N  =  600 particles (#6oo )N|00), N  — 800 (#soo> Ng00), and N — 1500 
(#1500) ff i500). All simulations were performed in the grand canonical ensemble. N  is the number of 
particles at the start of the simulation. The rates are expressed as the nucleation rate per unit volume 
and per cycle. The size of the critical cluster is approximated to be the order parameter at the FFS 
critical interface.
any increase in pressure o f this order (i.e. 10“4) does not notably change the chemical potential. This 
is in contrast to the vapour phase where small changes in the vapour pressure cause large changes in 
the chemical potential and hence in the free energy barrier.
In the grand-canonical ensemble, the number o f particles in the liquid droplets increase during the 
FFS simulations. At a pressure of 3 x ICT4 the droplet in the system initially containing 1500 particles 
grew to 6581 ±  3349 particles whereas the N  =  600 droplet only grew to 1875 ±  323 particles. The 
larger increase in the number o f particles o f the droplet initial containing 1500 particles is due to its 
larger surface area. We expect this increase in the droplet size and hence its volume, to be the cause 
of the systematically higher rates for the N  =  1500 droplet, see Table 4.4.
Nucleation o f the liquid phase from the vapour is the rate-limiting step for vapour pressures <  
10-3 . At a vapour pressure o f Py «  10“ 3 the nucleation rates o f the liquid and ciystal phases are o f  
the same order o f magnitude. We expect that, as the pressure increases, the nucleation o f the ciystal 
phase inside the liquid droplet will become the rate limiting step.
The observed nucleation rates (see Table 4.4) are comparable to the rates obtained from canonical 
simulations (see Table 4.3) and both methods yield the same value for the critical nucleus. The 
canonical and grand-canonical nucleation rates can not be directly compared as they have different 
diffusion coefficients (see Section 4.2.2 for details). Therefore, the comparison remains qualitative.
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4.3.4 Direct Crystal Nucleation from the Vapour
Between the vapour-solid and metastable vapour-liquid coexistence curves (Pv/ =  2.28 x 10 5 < P <  
Pvs =  4.28 x 10-5 ), the liquid phase has a higher free energy than the vapour phase. Here we would 
expect direct nucleation to the crystal phase instead o f the two step nucleation detailed in this paper. 
At these conditions we could not get our system to crystallise at all. No direct vapour-crystal nucle­
ation was observed in any o f our simulations. This illustrates the dramatic effect o f the intermediate 
metastable liquid on the crystal nucleation rate.
4.4 Classical Nucleation Theory
4.4.1 Direct Nucleation
2  3  4 AVapour Pressure [10*4]
Figure 4.3: Comparison of CNT predictions versus the simulation results for the vapour-to-liquid 
nucleation. Both the nucleation barrier height AG* (left) and the critical cluster size N* (right) are 
plotted as a function of vapour pressure.
Since the direct nucleation o f the crystal phase from the vapour is not observed in simulation we 
estimate the nucleation rate via CNT [73]. This theory assumes that the crystal nuclei are perfectly 
spherical and incompressible. The free energy is assumed to be the sum of two terms, the bulk and 
surface free energy.
4k  -> o
AG =  — - R 3pxApxv +  4 kR yxv, (4.5)
where R is the radius o f the nucleus. The first term, the bulk free energy, is the reduction in the free 
energy from the particles o f the nucleus being in a lower free energy state. is the difference in 
chemical potential between the crystal and vapour phases. The second term is the increase in free 
energy from the creation o f the interface o f length ^f-R2 around the nucleus. yvx is the free energy per 
unit surface area to create an interface between the crystal and vapour phases. Figure 2.1 shows the
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typical shape o f a free energy with the size o f the nucleus. The free energy barrier is the maximum o f  
Equation 4.5 and is given by
AG* =  (4.6)
where AjUjx is the difference in chemical potential between the vapour and the solid. From Table 4.1 
Aju/x =  —0.29. The vapour-crystal surface tension yvx is unknown and therefore must be estimated. 
As lower bound we use the planar vapour-liquid surface tension yv/, which is calculated from the 
virial pressure tensor obtained from simulation [20]. We find yvi =  1.07. Note that the surface tension 
depends strongly on the interaction cut-off distance, and for rc =  2.5 it significantly deviates from the 
untnmcated Lennard-Jones system [71]. Using yv/ =  1.07, AHix =  —0.29 and px =  0.989 we obtain 
AG* =  250 for a lower bound for the free energy barrier. The resulting nucleation rate is essentially 
zero, which explains why direct crystallisation from a supersaturated vapour is not observed.
4.4.2 Vapour-to-Liquid Nucleation
Using Equation 4.6, we can also calculate the CNT free energy barrier height for the vapour-to-liquid 
transition. Here, A pvx, yvx and px are replaced by their equivalents for the vapour-to-liquid transition, 
A/i,,/, yvi and p/ respectively. yv/ =  1.07, p/ =  0.9 and Apv/ can be found in Table 4.1 for the different 
vapour pressures. The results are shown in Figure 4.3 A along with the estimated barrier heights from 
the FFS simulations. As FFS yields nucleation rates directly, we approximate the barrier height using 
the CNT rate expression to obtain
A G fFS =  —IcBT\n(kFFs/Jo)- (4.7)
Jo, the kinetic pre-factor, is approximated by,
J o ^ Z p ^ D R '  (4.8)
where D  is the diffusion coefficient, R* is the radius o f the critical cluster and
Z = U JA^ J  (4.9)V 6nTN*
is the Zeldovich factor. We have assumed the dynamics o f the MC simulations are diffusive. For the 
self-diffusion coefficient o f the dilute vapour D =  Ax2/ t  where Ajc is the maximum trial move size,
i.e. 0 .2cr for the simulation performed in the grand canonical ensemble, and T is the unit o f time, one
Amanda Julie Page
4.4 Classical Nucleation Theory 49
MC cycle.
In Figure 4.3B we compare the CNT estimate for the number o f particles in the critical cluster to 
that obtained from FFS simulation. The CNT estimate for N*, the critical cluster size is
The simulation results for the size o f the critical nucleus and the functional form o f the free energy 
barrier are in good agreement with the CNT predictions. The free energy barrier predictions differ 
by a constant off-set o f approximately 7.5. Our results also show reasonable agreement with refer­
ence [35]. Chen and co-workers [35] showed two step nucleation using simulations based on umbrella 
sampling. Umbrella sampling assumes the process can be described with a quasi-equilibrium theory. 
For vapour-to-liquid nucleation Chen and co-workers [35] found a constant off-set o f approximately 
27 at T* — 0.45. The difference is attributed to the use o f different cut-offs for the Lennard-Jones 
potential. Chen et al. used a cut-off o f rc =  4.5 whereas we used rc =  2.5. This change in cut-off 
affects the chemical potentials for both the liquid and crystal phases, and it also changes the surface 
tensions [71]. As both properties have a large impact on the resulting nucleation free energy barrier, 
the comparison remains qualitative. Note that both umbrella sampling and FFS reaches the same 
conclusions for the Lennard-Jones system.
4.4.3 Liquid-Crystal Nucleation
In order to use CNT to analyse the nucleation o f crystallites inside liquid droplets, we use a simplified 
model: first, we assume that the crystallite and liquid droplet are prefect spheres. Second, the ciystal 
is assumed to grow from the centre o f the liquid droplet (i.e. we assume bulk rather than surface 
nucleation). Furthermore, as suggested by our simulations, we assume that the droplet is always 
covered with at least a mono-layer o f liquid. Finally, we postulate that the surface free energies are 
independent o f each other no matter how close the crystal-liquid and liquid-vapour interfaces are. A 
diagram o f this crude but effective model is shown in Figure 4.4A. Using this model, the free energy 
barrier for ciystal nucleation can be approximated by Equation 4.6 where Ajivx is exchanged with 
ATix, the difference between the bulk liquid and crystal chemical potentials (from Table 4.1), and yvx 
is exchanged with yix, the liquid-crystal surface tension. As an estimate we take y x — 0.347. This 
value is the planar surface tension for the {111} crystal plane calculated by Davidchack and Laird [74] 
at the triple point. They used a truncated and force shifted Lennard-Jones potential at the same cut-off 
as our simulations but as we are working under triple point we expect the actual value to be lower than 
this. This simple model gives an estimated free energy barrier o f AG*x =  —8.5 (AG *JkT  =  —18.9).
(4.10)
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The resulting free energy curve is shown in Figure 4.4B.
Figure 4.4: A) Diagram of the assumed geometry of a crystal cluster growing in a liquid droplet.
The size of the crystal cluster, Rx, is always at least la  less than the size of the liquid droplet it 
grows within, Rc, to account for the liquid-like mono-layer. B) Free energy curve for liquid-crystal 
nucleation. Different size droplets will either be unstable, metastable or stable in the crystal phase 
depending on the droplets radius Rc.
Further, assuming that the surface tension is not affected by the radius o f the droplet (a rather 
drastic assumption [75]), all crystallites have the same free energy curve terminated at different radii 
(see Figure 4.4B). For droplets larger than the stable crystal radius (plus the liquid mono-layer), the 
free energy barrier is independent o f the (excess) droplet size. From our FFS simulations the liquid- 
to-crystal rate does not significantly vary for droplets containing more than 612 particles, see Table 
4.3.
CNT predicts that the size o f the droplet determines the relative stability between a liquid droplet 
and a crystal cluster with a liquid mono-layer. As we are working below triple point temperature the 
crystal phase is the bulk stable phase. The interface between the phases increases the free energy so 
that the droplet in the liquid phase, depending on the droplet size, may have a lower free energy in 
total. Figure 4.4B shows the three crystal cluster radius ranges where a crystal cluster is unstable, 
metastable or stable. Crystal clusters with a radius smaller than the critical radius are unstable and 
spontaneously melt. For crystal clusters greater than the critical radius there is a free energy barrier 
associated with the crystal cluster returning to the liquid phase. Not until this free energy barrier is 
greater than «  10##7 can the crystal cluster be considered as metastable. Note that such metastable 
crystallites can melt via nucleation to the liquid phase. If the droplet is larger than the coexistence ra­
dius, the crystal cluster has a lower free energy than the liquid and becomes stable. At the coexistence 
radius the free energy o f the droplet in the liquid phase and in the crystal phase is the same. CNT 
predicts the critical radius and the coexistence radius to be R*[CNT] =  2.4 and Rcxoex[CNT] =  3.6, re­
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spectively. Comparison between the values obtained from simulation and those predicted from CNT 
is not possible because the size o f the cluster depends on the definition o f the order parameter used 
for analysis (see Section 2.4.2).
Our FFS runs predict a critical cluster size o f N*jm & 190 particles which corresponds to a radius 
of R* [rim] «  3.6 (without the liquid mono-layer). This critical radius obtained from FFS is close 
to the droplet size found for a N  =  448 system size, RC[N — 448] =  4.8 (see Figure 4.4A). At this 
proximity to the critical radius it is not surprising we find the crystal phase to be unstable.
4.5 Conclusion
This chapter details the nucleation pathway from a metastable vapour just below the triple-point 
temperature to the crystal phase. This model is relevant for the fabrication o f nano-crystals, and it can 
also be used as a model for crystallisation o f proteins or colloids from a dilute solution.
At these conditions, we find that the vapour-to-crystal nucleation occurs in two stages. First, 
an intermediate liquid phase is nucleated rather than the crystal phase which has a lower bulk free 
energy. The final ciystal phase nucleates in the liquid phase in a second independent step. This two- 
stage process suggests that both the vapour-liquid and liquid-crystal free energy barriers are lower 
than that o f direct nucleation o f the crystal from the vapour [76,77]. This is supported by both an 
analysis o f  surface free energies and a comparison with CNT. Direct nucleation o f the crystal is not 
observed and a CNT estimate o f this nucleation rate is essentially zero.
A recent publication by Chen et al. came to conclusions similar to ours, on the basis o f a different 
computational approach [35]. Chen et al. obtained free energy curves from aggregation-volume-bias 
MC simulations with umbrella sampling. As the reaction coordinate for the ciystal phase they used 
the global bond order parameter, which detects the overall crystallinity o f the liquid cluster [26]. In 
contrast, we computed nucleation rates directly by using the FFS technique, which can be used for 
both equilibrium and non-equilibrium processes [13]. As an order parameter we used the size o f the 
largest crystal cluster in the liquid droplet. The sizes o f the critical nuclei were then obtained directly 
from analysis o f our FFS data.
To conclude, this work details the process o f crystal nucleation from the vapour phase. The two- 
stage nucleation found is potentially a veiy common phenomenon that could occur in fields as diverse 
as protein crystallisation and ice formation.
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Chapter 5
Effects of Slow Dynamics on 
Crystallisation in a Droplet
5.1 Introduction
The pathway to crystallisation can be complex even for simple systems such as particles interacting 
via the Lennard-Jones potential. The ciystal phase can not be thought o f as a single entity as we 
perceive the liquid phase. It is composed o f different polymorphs each with its own free energy. 
In previous crystallisation studies o f the Lennard-Jones liquid the metastable bcc ordering forms 
a significant fraction o f the crystalline particles in the pre-critical nuclei [25,30,78]. Post-critical 
crystallites are formed o f mainly the fee polymorph. The role o f these bcc particles in nucleation 
is unknown. The fee and hep crystal polymorphs have similar free energies although it is widely 
observed that the fee phase forms in the bulk. The reason for this is still unclear, but present theories 
suggest that there is an easier pathway for the formation o f fee ordering than hep [79-81].
For small droplets containing hundreds o f particles, such as those studied in this chapter, non­
periodic ordering such as icosahedral or decahedral ordering, can have lower free energies than peri­
odic ordering, e.g., fee or hep [18,80]. Our crystallites generated via liquid-to-crystal FFS simulations 
range from configurations with large domains o f bulk fee ciystal ordering to those with considerable 
decahedral characteristics. The majority o f these crystallites have large fee domains even though, in 
our calculations, crystallites with decahedral characteristics have the lower free energy. It appears 
that the ordering o f the final crystallites are determined by kinetics and not free energy. The relative 
free energies o f these crystallites are approximated assuming detailed balance [20].
Recently, there has been considerable interest in slow dynamics being the cause o f non-equilibrium 
effects in crystallisation [40,42,82]. Here, by slow dynamics we mean slow rates at which particles
52
5.2 Results: M elting a Ciystalline Droplet 53
add to existing crystalline clusters or the slow rearrangements in crystalline clusters rather than the 
slow process by which free energy barriers are overcome. Such slow dynamics have been shown to 
affect the pathway over the free energy landscape [40,42,82]. This in turn affects the rate o f crys­
tallisation and the size o f the critical nucleus. In our investigation o f Lennard-Jones crystallisation 
we find larger critical nuclei for the liquid-to-erystal transition than for the crystal-to-liquid transition. 
This suggests that the transitions take different pathways through the free energy landscape and are 
therefore not at equilibrium. We suggest that the different pathways for freezing and melting are due 
to the presence o f slow dynamics.
5.2 Results: Melting a Crystalline Droplet
In the previous chapter we showed that a liquid droplet in a system containing N  =  448 particles 
does not freeze. This droplet is unstable in the crystal phase. For the N  =  612, 700, 850 and 2028 
system sizes the rate o f crystallisation per unit volume is approximately the same regardless o f the 
droplet size. These results are obtained using FFS which calculates the rate o f  nucleation regardless o f  
whether the nucleating phase is the stable phase or is a local minimum in the free energy. The lowest 
free energy state, which could be liquid or crystalline, can be identified by comparing the liquid-to- 
crystal and crystal-to-liquid nucleation rates. The liquid-to-crystal nucleation rates were presented 
in the previous chapter, and are reproduced here in Table 5.1. Here, we present the rates per droplet 
instead o f per unit volume. This allows easy comparison with the crystal-to-liquid nucleation rates. 
The crystal-to-liquid nucleation rates are calculated in this chapter for the system sizes N  =  612, 700 
and 850 particles. This time it is the liquid phase that is nucleating and not the ciystal, and therefore 
we use an order parameter that conservatively identifies liquid particles, BOP1 (see Section 2.4.2). 
Each crystal-to-liquid FFS nm uses a different starting configuration picked at random from the final 
interface o f a liquid-to-crystal FFS run that has been run on to allow it to relax to a local equilibrium to 
ensure that the droplet is completely crystallised. The rates, averaged over 5 FFS mns, are presented 
in Table 5.1 along with the nucleation rates for the liquid-to-ciystal transition. As predicted by CNT, 
see Section 4.4.3, the rate o f melting decreases with increasing droplet sizes. The erystal-to-liquid 
nucleation rate o f a droplet in a system containing N  =  2028 particles is too low to obtain via FFS 
simulation.
Whether the droplet has a lower free energy in the liquid or ciystalline phase can be determined 
by comparing die freezing and melting rates. This relies on detailed balance [20] which states that
PHlx = PxkxL > (5.1)
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where Pl and Px are the probabilities that the system is in a liquid and a crystalline state respectively, 
k ix  is the rate o f crystallisation and k x i  is the rate the crystalline cluster melts. Considering that 
Pl «= exp (—Fl /IcT) where Fl is the free energy o f the droplet in the liquid state, and similarly for the 
crystalline phase, Equation 5.1 can be rearranged to
f r  ~  f r  =  H h x )  -  H kxL )  (5.2)
Therefore, if  Iclx =  kxL the liquid and ciystal phases are at coexistence. On average, and over long 
periods o f time, the system will spend the same amount o f time as a liquid droplet and as a crystalline 
cluster. For the ciystal configurations tested in the N=700 and the N=850 systems, the rate o f freezing 
is greater than the rate o f melting. This suggests that these droplets are more stable in the ciystal 
phase. For the N=612 system the melting rate is smaller than the crystallisation rate. This suggests 
that droplets o f this size are metastable in the crystal phase. Therefore, using FFS simulation we 
predict that coexistence between the liquid and crystalline phases occurs in a droplet when it contains 
approximately 600-700 particles.
N In (Iclx) ln(/<y£)
612 - 2 3 .7 + 1 .5 -1 9 .3  +  3.5
700 - 22.1 +  1.0 -2 6 .4  +  3.5
850 -2 0 .7  +  2.0 - 2 6 .6 + 1 .2
Table 5.1: Table presenting the freezing and melting rates of a droplet containing N  particles. Iclx is 
the rate of freezing and kxL is the rate of melting. These rates are obtained through FFS simulation 
and are expressed as the rate per droplet and per cycle. The errors are taken over 5 simulation runs.
Our prediction o f the number o f particles in a droplet coexisting in the liquid and crystalline 
phases is larger than that predicted by Doye and co-workers. They show that a crystallite o f 309 
particles with a Mackay icosahedral structure coexists with a liquid droplet o f  the same number o f  
particles at T* =  0.42 [83]. Through extrapolation they also predict that at approximately T* — 0.45 
an icosahedral cluster o f approximately 500 particles is at coexistence with a liquid droplet [84].
5.3 Crystal Structure
Doye’s perturbation theory [ 18] suggests that at T* — 0.45 and for our droplet sizes the lowest free en­
ergy configuration has icosahedral ordering. Figure 5.1 A  shows a snapshot o f  an icosahedral droplet 
containing 850 particles, Icosahedral droplets contain a central particle in an icosahedral environ­
ment. This is surrounded by tetrahedral regions o f fee with particles in a decahedral environment 
iiuining down the vertices’s and planes o f particles in a locally hep environment along the sides o f
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A) Icosahedron
C) 5-Fold Defect
Figure 5.1: Figure showing ordered configurations in a system of 850 particles. A) is a droplet of 850 
particles with icosahedral ordering. This is predicted to be the lowest free energy configuration for 
850 particles at T* = 0 [18]. Snapshots B-D show a number of configurations obtained from freezing 
a droplet in a system containing 850 particles. These configurations have been quenched into a local 
minimum and analysed using CNA, see Section 2.5. Particles with fee ordering are cyan and those 
with hep ordering are green. All other particles, including those with decahedral and icosahedral 
ordering, are not shown.
these tetrahedra. Each line o f decahedrally locally ordered particles is surrounded by 5 regions o f fee 
ordered particles separated by hep locally ordered particles. For this reason the occurrence o f this 
pattern in the crystallite is called a 5-fold defect pattern.
For one liquid-to-crystal FFS run in a system o f 850 particles we investigate the ordering o f the 
final crystallites. All configurations from the final interface, o f which there are 250, are analysed with 
CNA. This identifies particles with an fee, hep, icosahedral or decahedral local ordering from which 
we can gain an overall picture o f the ordering and defect patterns o f the crystallites. The snapshots 
shown in Figure 5.1 B, C and D show the 3 distinct defect patterns: Snapshot B shows a large domain 
o f fee ordering, i.e., most o f the ordered particles are in a single fee domain. Snapshot C shows a 
5-fold defect pattern such as that seen in icosahedral ordering. Snapshot D shows a configuration 
with many stacking defects parallel to one another. These snapshots are representative o f the 3 dif­
ferent types o f ordering observed. The rest o f the configurations lie in a continuum between these 
configuration types.
To analyse the range o f different configurations created via FFS simulation we have devised 2
Amanda Julie Page
D) Stacking Defects
5.4 Critical Nuclei: Liquid-to-Crystal 56
Njcos ±  Ncjeca N % JN fcc
Icosahedron 36 0.05
fee 0 0.85
5-Fold Defect 31 0.23
Stacking Defects 1 0.56
Table 5.2: For the representative configurations shown in Figure 5.1 this table shows values for the 
2 measures of crystal ordering. The first value is the total number of locally ordered icosahedral and 
decahedral particles, N jC0S + N deca, and the second, the ratio of fee particles that are part of the largest 
cluster of fee particles to the total number of fee particles, N f cc/ N fcc.
measures o f the characteristic features o f the crystal ordering: i) the total number o f locally icosa­
hedral and decahedral ordered particles, N iCOS + N deco, ii) the fraction o f fee particles that are part o f  
the largest cluster o f fee particles, N lf cc/ N f cc. A cluster is defined as a group o f particles where every 
member is within 1.5<J o f another particle in the cluster. Figure 5.2 presents two histograms showing 
these measures for the final interface configurations. For comparison, Table 5.2 shows the measures 
of ciystal ordering for the 4 configurations shown in Figure 5.1.
It is evident from Figure 5.2A  and B that the majority o f configurations contain very few if  any 
icosahedral or decahedral locally ordered particles, and have large regions o f fee locally ordered 
particles. For over half o f the final configurations (56%), at least 70% o f the fee particles form a 
single cluster. This suggests that the most common configuration type is similar to that shown in 
Figure 5.IB. By defining a 5-fold type ordered crystallite as having 10 or more locally icosahedral 
or decahedral particles in total we estimate approximately 13% of the crystallites nucleated have 5 
fold type ordering. Configurations with stacking defects could not be categorised in a similar way but 
from our observations crystallites with stacking faults forming in parallel with each other are rare. 
The 31% o f crystallites that are neither classified as being dominated by a single fee domain or as 
5-fold defected either have stacking defect type ordering or can not be classified in to any group.
Note that all o f these results are the production o f one FFS run. Since the all the configurations 
are generated from a few common parent configurations the final crystallites are not produced by 
independent crystallisation paths. Thus, we have limited statistics about the different ordering types 
observed.
5.4 Critical Nuclei: Liquid-to-Crystal
The critical interface has previously been used in this thesis as an approximation for the critical 
nucleus. The critical interface is the first FFS interface where the probability o f going foiward from
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Figure 5.2: All 250 final configurations generated from one liquid-to-crystal FFS run containing 850 
particles are analysed using CNA. The results are presented in the above histograms. A) shows the 
number of locally icosahedral and decahedral particles, NjC0S + Ndeca, and B) shows the fraction of 
fee particles that are in the largest cluster of fee particles, Ajlf cc/N fc c -  Particles are deemed part of the 
cluster if they are within 1.5cr of another particle of the cluster where <7 is a particle diameter.
the configurations and crystallising is greater than 0.5. For liquid-to-crystal nucleation in a droplet 
containing approximately 850 particles the nucleus has 180±  10 crystalline particles at the critical 
interface. For a more accurate estimate o f the critical nucleus we calculate the committor value. The 
committor o f a particular configuration is the probability that the configuration will crystallise and 
not melt back into a liquid.
For 6 paths over the free energy barrier the committor values are calculated. These paths are 
extracted from the FFS runs where each path consists o f a sequence o f successive configurations, one 
taken at each FFS interface. Three o f the paths chosen result in a crystallite with fee type ordering and 
3 with 5-fold type ordering. All the paths are unique and do not share a configuration at any interface. 
The committor values are calculated using 100 runs from each configuration and are presented in 
Figure 5.3A. Using linear interpolation between the two configurations with committor values closest 
to 0.5 the average order parameter for a critical nucleus is estimated to be 159 ± 2 0 . The order 
parameter value o f the critical interface is within the error bars of this value.
5.5 Defect Formation
Defects must form in the crystallites in order to create the configurations shown in Figure 5.1. In the 
closely related hard-sphere system, stacking faults have a very low free energy cost [85]. The time 
taken in these systems for the defect to anneal out is much greater than the typical time scales o f  
nucleation. The same is expected for particles interacting via the Lennard-Jones potential. Therefore, 
once a defect is formed it can only be removed by completely melting and re-freezing the region
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Figure 5.3: The committor values are plotted as a function of the order parameter, BOPfurj-ace, for 
a number of paths. In A) the paths are for the liquid-to-crystal transition, and for B-D) the paths 
are for the crystal-to-liquid transition. The paths are extracted from FFS simulation and consist of 
configurations taken from successive interfaces. In B, C and D the FFS runs were started from the 
configurations that were quenched to produce Figure 5.1 B, C, and D. So B) starts from a configura­
tion with a large fee domain, C) with a 5-fold defect and D) with many stacking faults.
containing the defect.
Defects can form any time during nucleation and growth. Once a defect is formed it will affect 
ordering in the final crystallite. The fee type ordering o f Figure 5. IB is relatively defect-free and is 
associated with nucleation paths where few, if  any, defects are formed. Conversely, for crystallites 
with a defect-rich structure, i.e. those with 5-fold type ordering, many defects must form during 
nucleation or growth. Since defects are essentially fixed on formation, each addition o f a new defect 
increases the probability the final crystallite will have defect-rich ordering.
For our 6 liquid-to-crystal nucleation paths we investigate the formation o f different ordered crys­
tallites in more detail. At different stages o f crystal growth, post-critical partially crystallised droplets 
are used as the starting configurations for direct simulation runs. 20 fully crystallised droplets are 
generated from each initial configuration and analysed using CNA. Using our measures o f crystal or­
dering the final crystallites are analysed. Figure 5.4A shows the probability that the crystal generated 
will have 5-fold type ordering. A configuration is defined as having 5-fold type ordering if it has 
more than 10 icosahedral and decahedral ordered particles. From Figure 5.2A, approximately 13%
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Figure 5.4: Plots of the probability configurations at different stages of growth will form different 
types of ordering. The configurations are taken from 6 different liquid-to-crystal nucleation paths. A) 
shows the probability the final configuration will contain more than 10 icosahedral and decahedral 
particles in total as a function of the size of the growing crystallite. B) shows the average fraction of 
fee particles in the largest cluster of fee particles in the final crystallite as a function of the size of the 
growing crystallite.
o f crystallites that nucleate are defined as having 5-fold type ordering. As evident from Figure 5.4A, 
following the cyan and blue paths the probability o f forming a 5-fold type structure sharply increases 
at certain places in the crystal growth. We attribute these sharp increases to the formation of a de­
fect in the growing crystallite. These increases in the probability o f forming a 5-fold defect cluster 
are accompanied by a decrease in N lf cc/N fcc. Since fcc-type crystallites are characterised by large 
N%c/N fcc values and very few locally icosahedral and decahedral particles, this signifies a decrease 
in the probability o f forming a fcc-type crystallite. Crystallites with large domains o f fee ordered 
particles, for example the crystallite shown in 5 .IB, typically have few defects. For path ’5-fold 3 ’ 
(the magenta path), the crystallite is already largely committed to forming a 5-fold defect at the small­
est cluster sizes it is possible for us to study. At approximately 200 particles this crystallite is only 
slightly larger than the critical nucleus. Unfortunately, it is not practical to study crystallites that are 
smaller than those studied in Figure 5.4 due to increased computing time.
5.6 Relative Free Energies of Crystallites with Different Patterns of De­
fects
The relative free energies o f the crystal configurations with different defect patterns can be estimated 
by comparing the rates at which the crystallites melt. FFS runs are performed starting from the 
crystallites with different type ordering. The unquenched versions o f the configurations shown in 
Figure 5.1 are used as the starting configurations. Table 5.3 shows the rates obtained.
By using detailed balance we can compare the free energies o f the different ordered crystallites
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ln(/c) Order parameter for which the committor = 0.5
Liquid-to-Crystal -2 0 .7  ± 2 .0 158.87 ±  19.6
Crystal(fcc)-to-Liquid —19 .4 ± 2 .2 106.91 ± 7 .6
Cry stal(5 -Fold)-to-Liquid -2 6 .3  ± 1 .2 100.33 ± 2 7 .8
Crystal(Stacking Defects)-to-Liquid -4 3 .5  ± 5 .8 105.75 ± 2 2 .3
Table 5.3: Table presenting the crystal-to-liquid rates starting from the characteristic configurations 
of the 3 different types of ordering seen. The crystal-to-liquid rates, k, are obtained by FFS simulation 
and expressed as per droplet per cycle. Bach rate is the mean of the natural logs of 3 rates taken fonn 
independent runs and the error bars are the standard deviations of the logs of the rates. For runs 
starting from the different initial configurations the order parameter, BOPx , of the critical nucleus is 
estimated. The committor at each interface is obtained and the value of the order parameter when 
the committor equals 0.5 is estimated by linear interpolation between the nearest committor values to 
50%. 4 paths were taken for each of the crystal-to-liquid transitions. The liquid-to-crystal rates and 
0.5 committor value are included for comparison.
with the liquid droplet. We have estimated that the fee type ordering is formed with a probability o f  
0.56 and 5-fold type ordering is formed with a probability o f 0.13. To obtain the free energy o f a 
5-fold type ordered crystallite relative to that o f the liquid, Equation 5.1 is modified to,
P l l^ x  (5 —/ old) — Px{5-fold)fcx{5-fold)Li (5.3)
where Px{s~f0id) is the probability the cluster is ciystalline and has 5-fold ordering. kLX^ - f 0id) 1S 
the rate o f forming a cluster with 5-fold ordering from the liquid phase and can be approximated by 
0.13 x k ix .  kx(5-fo id)L  is the melting rate o f a crystallite with 5-fold type ordering. A similar equation 
can be generated for the fee type ordered crystallites by substituting the subscript X(5 — fo ld )  with 
X ( fc c ) .  Then, the freezing rate would be approximated by 0.56 x  kix- Using this method the 5-fold 
type ordered crystallite has a lower free energy than a liquid droplet by 3 .6kT, for a system o f 850 
particles. An fee type ordered crystallite has a higher free energy relative to the liquid droplet by 
1.9 kT.
We find that the 5-fold ordered crystallite, which has strong icosahedral characteristics, has a 
lower free energy than the fee crystallite. The fcc-type ordered crystallite has a higher free energy 
than the liquid droplet. Coexistence between the liquid and ciystalline phases will occur in different 
size droplets for die different ciystal structures. We predict coexistence will occur in a larger droplet 
size when the crystallite has fee type ordering than when the crystallite has 5-fold type ordering. As 
the icosahedral droplet is predicted (by Doye [18]) to be the lowest free energy structure this would 
coexist with the smallest liquid cluster and would be the lower bound to crystal stability below which 
the ciystal is either metastable or is unstable and will melt.
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This approach to obtaining the relative free energies requires accurate rates in both directions. 
However, in the Lennard-Jones model defects in the crystalline clusters are a source o f slow dy­
namics. Defects are essentially fixed upon formation as long time scales are associated with the 
re-positioning and annealing out o f such defects. As shown by Sear [40], the presence o f slow dy­
namics can adversely effect FFS simulation causing it to predict a erroneous rate. If our rates are in 
error then our results for our relative free energies will also be in error.
For the crystal-to-liquid transition we also calculate the committor values for 4 different paths over 
the free energy barrier for each different defect pattern. The results are shown in Figure 5.3B-D using 
the unquenched configurations o f Figure 5 .1B-D as the initial configurations o f the FFS runs. The size 
of the critical nucleus is independent o f the initial crystal configuration and consists o f approximately 
105 crystalline particles. This is much lower than that estimated from the liquid-to-ciystal transition 
at approximately 160 crystalline particles. This shows that at least one o f the transitions does not take 
place over the minimum free energy barrier. The liquid-to-crystal and crystal-to-liquid transitions 
take different routes through the free energy landscape.
Slow dynamics in nucleation and growth has been shown to affect the path over the free energy 
landscape, the rate and the polymorph formed [40,42,82]. We suggest that slow dynamics may also 
effect the melting and freezing transitions in a droplet o f  particles interacting via the Lennard-Jones 
potential.
5.7 Conclusion
This chapter considers transitions in droplets containing hundreds o f particles that are at equilibrium 
with the vapour phase. At the temperature o f study the ciystal phase is stable in the bulk. Due to 
the free energy cost o f the crystal-vapour interface the crystal phase is not stable until the droplet is 
larger than a certain size. At this size the liquid and crystalline phases coexist i.e. it is equally likely 
that the droplet is crystalline or liquid. By calculating the rate o f freezing and the rate o f  melting 
we estimate the relative free energies and the size o f the droplet at coexistence. However, there are 
complications. This approach relies on calculations o f rates that may be compromised by the presence 
o f slow dynamics.
In the Lennard-Jones crystal defects are expected to have a very low free energy cost [85]. Defects 
can not easily re-position themselves inside an existing crystallite to create configurations such as 
icosahedral ordering which is predicted to be the lowest free energy structure [18]. Instead we observe 
an abundance o f crystallites with fee type ordering even though crystallites with 5-fold type ordering 
are calculated to have a lower free energy. (Examples o f the fee and 5-fold type ordered crystallites are
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shown Figure 5.1.) In Figure 5.5B we show a prediction o f the state o f the droplet over time. Liquid 
droplets can form crystallites with large domains o f fee ordering more rapidly than those with a 5-fold 
defect pattern. These are calculated to have a lower free energy than the liquid droplet and will, in a 
relatively short time, melt. Crystallites with 5-fold defects do not form as frequently. However they 
are estimated to have a lower free energy than both the fee ordered crystallites and the liquid droplet 
and will therefore stay crystalline for a long time.
A) B)
Figure 5.5: Diagrams reviewing first order transitions in a droplet embedded in a vapour. A) shows 
the phase transitions against order parameters, OP1 and OP2 where OP1 is a measure of the crys- 
tallinity of the droplet and OP2 is a measure of the number of defects in the crystallite. The green 
lines in A signify the liquid-to-crystal transitions and the red lines signify the crystal-to-liquid tran­
sitions. Due to slow dynamics in the rearrangement of defects they take different routes through the 
free energy landscape. Our simulations suggest that for liquid-to-crystal transitions the size of the 
critical nucleus is independent of the ordering in the final crystallite and that in the crystal-to-liquid 
transitions the critical nucleus is independent of the ordering in the initial crystallite. Even though 
the 5-fold defect pattern has a lower free energy, fee crystallites form at a higher rate. This effect is 
summarised in B) which shows the amount of time the droplet spends in each state. Fee crystallites 
are formed more frequently from the liquid droplet. However when a 5-fold crystallite is formed it 
will remain for a long time because the rate of melting is very low for this type of crystallite.
It is well known from Ostwald’s step rule that the thermodynamic phase obtained from a nu­
cleation event need not be the one with the lowest free energy. In Stranski and Totomanow [77] 
interpretation o f the Ostwald’s step rule, phases or states with lower free energy barriers have higher 
rates o f formation and can therefore form more rapidly. Since we observe the higher free energy fee 
type ordering more frequently than the lower free energy 5-fold defected ordering application o f this 
rule would imply that formation o f crystallites with fee type ordering do so over a lower free energy 
barrier. We observe no evidence o f this in our studies. Instead, crystallites with different defect pat­
terns share the same critical nuclei and the paths to the crystallites with different defect patterns split 
during the growth process.
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To explain our results we suggest that the kinetics during growth effect the defect patterns in 
the final crystallites. Just as a less stable crystallite may form instead o f the equilibrium crystallite 
because o f faster nucleation kinetics to the less stable form, a less stable pattern o f defects may form 
because the kinetics o f their formation is faster. Therefore the probability o f finding a crystallite with 
different type orderings is not the same as that given by the equilibrium free energy. Once a crystallite 
with a lower free energy defect pattern is formed slow dynamics prevent the rearrangement o f these 
defects to form a configuration with a lower free energy defect pattern. Instead the crystallite must 
melt and re-freeze to form lower free energy configurations, i.e. the fee crystallite can not form a 
crystallite with 5-fold ordering. This is shown in Figure 5.5A which summarises the transitions with 
respect to two order parameters. OP1 is similar to that which we use and is a measure o f the size 
o f the crystalline cluster. OP2 is a measure o f how many defects are present in the ciystal. Slow 
dynamics prevents the formation o f a 5-fold crystallite from an fee crystallite, signified on Figure 
5.5A as motion parallel to OP2.
In previous studies [40,42,82] slow dynamics were shown to affect the size o f the critical nucleus 
and the pathway to nucleation. We calculated the size o f the critical nucleus for both freezing and 
melting. The average size o f the critical nucleus for freezing is approximately 160 particles and for 
melting 105 particles. We suggest that the difference in the critical nucleus size and the presence o f  
defects may be linked. From studies in to finding the global minima of Lennard-Jones clusters, we 
know that non-periodic ordering such as icosahedral and decahedral ordering have lower free energies 
that periodic ordering such as fee. It is reasonable to expect that a crystalline cluster containing 100- 
150 particles would also have a lower free energy in a non-periodic ordering.
These configurations contain many defects which may be difficult to form on freezing. Such 
configurations may be more accessible on melting, especially if  the crystalline cluster contains icosa­
hedral and decahedral locally ordered particles. We suggest the on melting the critical nucleus is 
closer in order to the lowest free energy crystallite o f this size than the freezing crystallite. Therefore, 
we find smaller critical nuclei on melting than on freezing.
Slow dynamics has also been shown to cause the FFS method for predicting the nucleation rate 
to fail [40]. If the rate are incorrect the relative free energies will also be incorrect.
This chapter studies liquid-to-crystal and crystal-to-liquid transitions in droplet at conditions close 
to coexistence between the liquid and crystalline phases. The crystalline phases may occur in a variety 
o f defect patterns. The abundance o f each type o f defect pattern observed can not be explained with 
established theory. We suggest that these effects are due to slow dynamics in the arrangement o f  
defects in systems interacting with the Lennard-Jones potential. Learning how to deal with slow 
dynamics is an important challenge to understanding nucleation and in particular crystallisation.
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Chapter 6
Crystallisation at a Planar Surface
6.1 Introduction
Nucleation almost always occurs heterogeneously i.e. at a surface or on an impurity, and the nu- 
cleation o f new crystal phases is no exception. The advantage o f heterogeneous nucleation is that it 
reduces the interface between the nucleating and bulk phases which is typically associated with high 
free energies. Interaction between the nucleating phase and the surface strongly affects the nucleation 
rate.
In the crystallisation o f proteins forming large, well ordered crystals is paramount Here, surfaces 
that strongly attract the protein molecules are unfavourable. A strongly attractive surface would cause 
precipitation o f the protein or a highly defected crystal. Instead the nucleation and growth o f a single 
protein crystal is desirable. Asanithi et al. [5] compare crystallisation on carbon nanotube based 
nucleants coated in different surfactants. These surfactants modify the size and shape o f the pores 
as well as the surface chemistry but represent a step towards control over the surface interaction o f 
nucleants with the protein molecules.
Using particles interacting via a Lennard-Jones potential we show that the interaction with the 
surface can dramatically change the nature o f crystallisation. At strongly attractive surfaces freezing 
can occur above the melting point. This is a surface phase transition called pre-freezing, and when it 
has occurred it abolishes the nucleation barrier to bulk freezing. Barriers to bulk freezing are replaced 
by those o f pre-freezing. For sufficiently strongly attractive surfaces, we find that pre-freezing is 
at most a very weakly first-order transition and so there is little or no hysteresis associated with it. 
For less strongly attractive surfaces, there are substantial barriers to pre-freezing and the liquid may 
be super-cooled with respect to the bulk transition as well as the surface transition. We observe 
substantial barriers under conditions where the bulk crystal wets the surface/liquid interface. This
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observation contradicts classical nucleation theory [19,86], which predicts that the nucleation barrier 
disappears at the wetting transition. We find, in agreement with Sear [39], nucleation o f the surface 
crystal phase just above the melting temperature, is indistinguishable from nucleation o f the bulk 
crystal just below the melting temperature. This is despite the fundamentally different nature o f  
surface and bulk phases.
Recent studies on hard-sphere particles shows that the crystal phase wets the hard-wall/hard- 
sphere-fluid interface [87,88]. Even so, Auer and Frenkel [34] find a small free energy barrier for 
the crystallisation o f hard-sphere particles at a hard wall. In addition, hysteresis associated with a 
surface transition is observed by Dijkstra [87]. In our Lennard-Jones model we find similar behaviour. 
Nucleation banders to crystallisation may exist even when the crystal phase wets the surface on which 
the crystal phase nucleates. Pre-freezing o f particles interacting with a Lennard-Jones potential is 
observed by Gubbins and co-workers [89-92]. They studied freezing in slit pores, concentrating on 
a model o f methane in slit pores with graphite surfaces. Our results on a single surface are in good 
agreement with their results.
6.2 Simulation Detail
For details o f  the Lennard-Jones inter-particle potential see Section 4.2.2. Here, we introduce the 
particle-wall potential. Consider a 3-dimensional half space made up o f infinite planes o f Lennard- 
Jones particles. The interaction between such a wall and a particle situated at a distance z above the 
wall can be obtained by integration to be
where Sws is the wall strength and <7 is the diameter o f a particle. The integrated potential is used 
by references [52,93,94] although many studies including Gubbins and co-workers [89-92] use the 
Steele potential [95], In this study an attractive interacting wall and a particle interacts via the poten­
tial
Here we have set cr =  1. On comparison with U™f_p, this potential has a sharper repulsion at the 
walls and the factor ?f- is absorbed into £jy$. The well depth o f U/j!_p is approximately —0.385 
Unlike the particle-particle potential the particle-wall potential is not truncated.
Our simulations are performed in a cubic simulation box with sides o f length, L. One side o f
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the box interacts with this is our attractive interacting surface. The opposite side o f the box 
interacts with a soft repulsive potential. Periodic boundary conditions exist in the other two directions. 
Initially, the attractive surface is covered in a thick liquid layer which has an approximate thickness 
o f 10(T. This liquid layer is formed by condensation from a supersaturated vapour simulated in the 
grand canonical ensemble. All other simulations are nm in the canonical ensemble. We observe 
the formation o f crystalline layers at the attractively interacting surface. These are identified using 
BOPfw.face, a local bond order parameter modified for the better identification o f crystalline particles 
at a surface, see Section 2.4.2 for details.
6.3 Surface Behaviour
To estimate the surface phase behaviour we performed a number o f direct simulations at a fixed 
temperature T* > Tfp . The reduced wall strength Ejvs/ s  is varied throughout the simulation. Initially 
the reduced wall strength £ws/£ — 5, it is then increased in steps o f 1. After each step the system is 
nm for 3.5 x 104 cycles. A cycle is one trial move per particle. On increasing Ews/£ we observe a 
transition from a surface liquid to a surface crystal phase. This transition is called pre-freezing. The 
wall strength at which surface freezing occurs is plotted as a red cross in Figure 6.1.
Melting o f an existing surface crystalline layer is studied in a similar manner, except that the wall 
strength is decreased in steps o f 1. The point where we observe melting is plotted as a black circle in 
Figure 6.1. The black circles and red crosses provide lower and upper boimds, respectively, for the 
position o f the surface crystal transition.
These simulations are performed in a simulation box with L — 15a and the results are subject to a 
dr 1 Stvs/£  error. To test for finite size effects, a number o f fixed temperature, fixed Ews/£  simulations 
are performed in an L  =  35a  simulation box. The results are consistent with Figure 6.1 and show no 
systematic differences.
At the triple point the transition observed on varying Ews/£ is wetting. For Ews/ e > £j f s / £ i^e 
ciystal phase wets the interface between the surface and the liquid phase. A snapshot o f such a wetting 
layer is shown in Figure 6.2. In our simulations o f «  10a thick liquid layers the surface wetting layer 
consists o f  7 crystalline particle layers. This is covered with a 2-3 particle thick liquid layer which 
is attributed to surface melting. The ciystal phase is a defect-free fee phase with the {111} ciystal 
plane in contact with the attractive interacting surface. There is considerable hysteresis in forming 
and melting such a surface ciystal. In order to reduce the hysteresis on freezing a crystalline seed is 
introduced at the surface [39]. A large simulation box with L =  3 5 a  containing a large crystal seed 
is used in order to get as close as possible to the wetting wall strength. The seed is a parallelepiped
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Figure 6.1: This figure summarises our results for the surface phase behaviour. The red crosses 
and black circles are where crystallisation occurs on increasing Efys, and melting on decreasing Ews, 
respectively. Above Tfp, the black circles and red crosses mark the edges of the hysteresis region 
associated with pre-freezing. The pre-freezing line is a loci of points where coexistence exists be­
tween a surface crystal and a surface liquid phase. For T* = 0.65 and T* = 0.7 the position of the 
pre-freezing line has been estimated and marked on this figure with pink diamond.
o f two {111} planes in the plane o f the surface and stacked one on top o f the other. The first layer 
consists o f 21 x 10 particles with a second layer o f 21 x 9 particles. In the presence o f a crystal seed, 
at T /P the crystal phase forms for £ w s/z  >  7- No nucleation is found at £w s/e — 6. Thus we estimate 
that wetting by the crystal phase occurs at £%/%/£ — 7. At the higher temperature o f T* =  0.7, in the 
presence o f a crystal seed, the crystal phase nucleates for £w s/^  >  11
The thickness o f the surface crystal as a function o f temperature is obtained for different surfaces 
with £ w s/z — 8 ,12,16 and 20. The results are consistent with Figure 6.1 and provide more infor­
mation about the kinetics o f freezing and melting. The results are obtained in a similar way to that 
described above for the hysteresis on varying £ws/£- Instead o f Ew s/e, the temperature is varied, first 
by cooling to create a surface crystal and then by heating to melt it. The initial temperature is chosen 
such that the liquid phase is the stable surface phase. The temperature is changed by 0.01 at each step. 
Hysteresis curves showing the thickness o f the surface crystal layer against the temperature is shown 
in Figure 6.3 for £w s/z  =  8 and £w s/e =  16. The thickness is estimated by dividing the number o f  
crystalline particles by the total number o f particles in the first layer. A particle is said to be in the 
first layer if  its distance from the attractive surface is less than 1.7a. This is in the first minimum o f  
the density distribution in the z-direction from the surface.
In general, near the triple point temperature we observe substantial hysteresis to the formation and 
melting o f the surface crystal phase. As the temperature is increased away from Tfp, the thickness 
of the surface crystal layer decreases. This is accompanied by the decrease in the hysteresis. At pre-
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freezing this suggests that the transition is becoming more weakly first order. Above T* =  0.8 the 
hysteresis is too small to be measured with our simulations.
Figure 6.2: Figure showing snapshots o f  A ) the wetting layer at the triple point temperature and B) 
the melting o f  a surface crystal. Particles with crystalline ordering are shown in yellow; liquid and 
vapour particles are shown in blue. The attractive interacting surface is coloured red. The surface 
in snapshot A ) interacts with £ws /£  — 26, and the system is at T* =  0.65. At these conditions a 
fee crystal forms rapidly with the {111} plane aligned with the wall. The surface crystal phase is 
7 particles thick and is covered with a 2-3 particle thick liquid layer. This liquid layer is attributed 
to surface melting. Snapshot B shows the melting o f  the surface crystal layer at the wetting wall 
strength, eftf/ / e  =  7. There are large barriers associated with melting a thick crystal layer. As the 
crystal is superheated the surface layer thins. At T* =  0.7 the surface crystal is 4  particles thick and 
a fluctuation in the liquid can readily melt the crystal layer. Snapshot B shows such a fluctuation at 
T* =  0.7. The simulations are performed in box sizes L =  15cr and L =  35cx for snapshot A  and B 
respectively.
6.3.1 Melting and the Pre-Freezing Layer Thickness
Melting occurs through fluctuations in the local thickness o f the crystalline layer. The liquid phase 
can then penetrate the surface crystal. The barrier to melting is therefore associated with the layer 
thickness and becomes large for thick crystal layers. Thick metastable crystal layers are found near 
the triple point at surfaces with £ ^ / e ,  for example at £ws/ e =  8. Although for this value o f £w s/z  
the liquid surface phase becomes the stable phase just above triple point the crystal layer does not 
melt until T * =  0.7, see Figure 6.3A. As the crystal layer is super-heated it becomes thinner and the 
barrier to melting decreases. When the surface crystal layer is «  4 particles thick a fluctuation in the 
liquid layer can readily melt the crystal layer. Such a fluctuation is shown in Figure 6.2B.
Our finding o f larger barriers to melting near the triple point are consistent with Bonn et. al.’s [96] 
experiments on binary liquid wetting films. They find a large barrier to the vaporisation o f the thick 
liquid wetting layer whereas our barrier is for the melting o f a thick surface crystal.
The surface layer thickness is expected to vary with a power law i.e. (T* — T fp)v where v is 
related to the functional form o f the surface interaction. Our surface has a long-range, z-3 , attraction 
for the particles. Thus, as we move away from bulk coexistence at the triple point the thickness
A )
B )
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A) B)
Figure 6.3: Hysteresis curves for surfaces interacting with A) £ws/£ — 8 and B) £ws/£ — 16. The 
thickness o f  the crystalline surface layer on decreasing temperature is marked as black circles and on 
increasing temperature as red crosses. The curves for the two different surface interactions show the 
different ways the bulk crystal phase can form. Even though the surface in A  has £ws/£ >  £ws'> / £ + c 
bulk crystal phase is still formed by nucleation from a super-cooled liquid. In plot B the surface has a 
stronger attractive interaction and a surface crystal layer forms at T* >  T/p . At £ws/£ =  16, T* =  0.7  
the crystal surface layer is approximately 4 particles thick and w ill increase to an infinitely thick layer 
as T* decreases to TfP. The barrier to bulk freezing is replaced by the barrier to pre-freezing.
o f the wetting layer is expected to vary as (T* — T fP)~ xD [97]. In Figure 6.4 we have plotted the 
thickness o f the surface crystalline layer as a function of distance from the triple point. We see that 
the thickness o f the surface crystal rapidly increases as the triple point is approached. However, the 
apparent exponent is close to —1/2 not —1/3. In our relatively small systems, it should be borne in 
mind that we can study only a limited range o f thickness’s.
6.3.2 Freezing Mechanism of a Pre-Freezing Layer
Far from the triple point, where the surface crystal phase is thin, ss 2 layers thick, freezing appears 
to be either continuous or close to continuous. Freezing does not seem to occur via the growth 
from a single nucleus. As the system is supercooled with respect to the pre-freezing temperature for a 
particular wall strength, the number o f small crystallites present at the surface increases. Figure 6.5A) 
shows a metastable configuration for T * =  0.7 at Ews/ e =  14. Here, formation o f a pre-freezing layer 
would lower the free energy but no crystallisation is observed in a long direct run of 106 cycles. At 
£\vs/z — 15 crystallisation takes place via the coalescence o f pre-critical nuclei to form a post-critical 
nucleus. This mechanism was also observed by Zhang and Lui [98] in their work on colloidal systems 
at a wall.
Pre-freezing, as a surface phase transition, is a transition in two dimensions. It is known that 
freezing in two dimensions can (but does not have to) occur via a continuous mechanism that is
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Figure 6.4: A plot on a double logarithmic scale of the thickness against T* — T/p, for a surface with 
Ews/e — 20. The simulation data are plotted as black circles, and the blue line is a fit by a function 
of the form thickness =  A{T* — T/P)B with A — 0.85 and B =  -0.49.
qualitatively different from the mechanism o f freezing in three dimensions. This mechanism is called 
the Kosterlitz-Thouless-Halperin-Nelson-and-Young (KTHNY) [99] mechanism. We find that the 
transition appears to be more and more weakly first order as we move away from the triple point and 
the surface crystal phase becomes thinner and more two-dimensional. However, our systems sizes 
and run lengths are too small to determine whether pre-freezing simply becomes a very weakly first- 
order transition, or whether it actually occurs via the KTHNY mechanism sufficiently far from the 
triple point.
Gubbins and co-workers [89-92] have studied a system that is similar to ours, except that they 
studied not a single surface as we do but a slit pore. Our and their results are consistent, compare our 
Figure 6.1 with Figure 4 o f reference [92]. They too find pre-freezing and they present evidence for 
freezing o f a surface layer occurring via the KTHNY mechanism. Also, see reference [100] for more 
recent work on surfaces with much weaker surface-particle attractions.
6.3.3 Comparison with Graphite-Methane Results
The studies o f Gubbins and co-workers used the Steele potential [95] for methane molecules inter­
acting with graphite. At methane’s triple point this potential has the large well depth o f — 15kT. Our 
surface potential is similar to the Steele potential and has this well depth at Ews/£ — 26. This is off 
the right-hand side o f Figure 6.1, and so corresponds to a surface at which pre-freezing occurs well 
above the triple point and so the bulk crystal forms immediately when the triple-point temperature 
is crossed. Thus, we predict that liquid methane cannot be supercooled in contact with a graphite 
surface.
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Figure 6.5: Simulation snapshots. Only crystalline particles are shown, the particles in liquid-like 
environments are not shown. A) is a snapshot of a wall at T* =  0.7 and £ws/£ — 14, where the 
equilibrium surface state is with a crystalline layer. However, the snapshot is of the metastable 
surface liquid. Under these conditions the relatively large surface crystallites seen in the snapshot 
fluctuate in and out of existence. B) and C) are snapshots of near-critical nuclei, i.e., nuclei near 
the top of the barrier. They are obtained from FFS simulations at: B) T* = 0.6, £ws/z =  7, and C) 
T* = 0.55, £ws/£ =  5. In each case only the crystalline particles that form the largest cluster are 
shown. These clusters are of 318 and 213 particles, respectively. In both cases the nucleus forms 
with a {111} crystal plane in contact with the wall. A) is for a box with L =  35a while in B) and C) 
L =  25a.
The crystallisation of bulk methane at the surface o f graphite has not been studied, as far as we are 
aware. However Castro et al. [101] have studied a methane layer approximately 5.5 molecules thick 
on the surface o f graphite. On cooling the methane layer they found evidence o f pre-freezing. This 
is consistent with the results o f both Gubbins and co-workers, and ourselves. Castro et a l/s  sample 
is not completely crystalline at the triple-point. Again this is in agreement with our simulations. We 
studied a layer that is 10 particles thick when completely liquid, against a wall with £jvs/£  =  26. 
At the triple-point we found a crystal layer 7 particles thick with a liquid layer approximately 2-3 
particles thick on top, between the crystal and vapour phases. A snapshot o f such a wetting layer is 
shown in Figure 6.2A.
6.4 Nucleation of the Bulk Crystal Phase
Having located the surface phase transition and examined its kinetics we will now consider the nucle­
ation o f the bulk crystal phase. From Figure 6.1 we see that for a surface interacting with £w s/z  >  12 
the bulk crystal phase forms spontaneously at the triple point. Below £ws/£ =  12 formation o f the
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Figure 6.6: Figure showing when nucleation becom es spontaneous. At fixed temperature T* <  Tjfp, 
£ \ v s / £  is varied until the crystallisation o f  a super-cooled liquid becom es spontaneous. These points 
are marked with black circles, above which crystallisation is activated. The red squares signify the
temperature and £ws/£ where the nucleation rates are obtained via FFS.
bulk crystal phase at Tpp is activated. Figure 6.3 shows how the bulk phase is formed at a sur­
face interacting with £ws/£ =  8 and £w s/£  = 1 6 . At both o f these surfaces the crystal phase wets 
the liquid-surface interface. However, the way the bulk crystal phase forms is very different. At 
£ws/£ =  8 the barriers are too large for the crystal phase to form at the triple point and the formation 
of crystal phase becomes spontaneous at an approximate under-cooling o f 5%. The liquid may be 
under cooled at all surfaces with £\vs/£  <  11 regardless o f whether the crystal phase wets the surface 
or not. The crystal phase forms via a strongly first order transition.
For £\vs/£ greater than 12, pre-freezing layers spontaneously form for a T* > T fp. For example, 
for £ws/£  — 16 a pre-freezing layer forms at T * =  0.74. As the temperature decreases the thickness 
of the pre-freezing layer increases and on crossing the triple point temperature it becomes a bulk 
crystal. There is no barrier for bulk freezing. Instead the barrier crossed on cooling is that to the 
formation o f the pre-freezing layer. As we have previously discussed, the formation of a pre-freezing 
layer becomes more weakly first order as the wall strength increases.
Near £w s/£ — 12 nuclei that go on to form the surface crystal phases appear no different to those 
that form a bulk crystal phase. In agreement with Sear [39], the nucleation behaviour does not appear
to change as the bulk transition is crossed.
6.4.1 Heterogeneous Nucleation at T* < TfP
The nucleation rate for heterogeneous nucleation depends on the surface interaction as well as the 
temperature. To see when nucleation o f the bulk crystal becomes spontaneous, at fixed temperature 
we varied £ws/£  until nucleation became rapid. The results are plotted in Figure 6.6.
Activated
■ •
Spontaneous
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The bulk crystal phase forms spontaneously at a surface at temperatures T* <  0.5 for all wall 
attractions Ews/£ >  4. In the previous chapter, the rate o f homogeneous nucleation at a temperature 
T* — 0.45 is calculated to be 10-I3:±:1 c -3 cycle-1 . So, we see that for all but very weakly attractive 
walls heterogeneous nucleation at a wall will dominate homogeneous nucleation.
We have obtained heterogeneous nucleation rates via FFS simulation. At T* =  0.6 and Ews/£ — 7 
the nucleation rate is 10_16±2<T_2cycle-1 . A  snapshot taken near the top o f the barrier, see Figure 
6.5b, shows an almost semi-circular nucleus suggesting a contact angle close to 90°. At T* =  0.6 
and Ews/£ =  7 the natural logarithm o f the nucleation rate i s —37.5 +  2.8. Nuclei in contact with this 
surface are much flatter throughout the nucleation process. A snapshot o f a nuclei near the top o f the 
barrier is shown in Figure 6.5c. As Ews is further increased, then nucleation occurs with flatter and 
flatter nuclei.
6.4.2 Comparison with Hard Spheres at a Hard Wall
Recently it has been confirmed that the hard sphere ciystal phase wets the hard-wall / hard-sphere 
fluid interface [87,88]. Crystallisation at a hard wall is studied by Auer and Frenkel [34] at a pressure 
just above the bulk fluid-crystal coexistence pressure. Here, nucleation occurs via the formation o f a 
pancake shaped nucleus similar in shape to our crystalline nucleus at a wall interacting with Ews/£ — 
7. For their chemical potential difference o f A/i =  —0.05 between the liquid and ciystal hard sphere 
phases the barrier to crystallisation is 17kT. In our system in which the pressure is approximately 
constant (and low) the chemical potential can be approximated by A( i /k T  =  X{T* — T}P)/T }P [102]. 
Here X =  1.74 [102] is the ratio between the enthalpy o f fusion and IcT at the triple point. For our 
system Af l /k T  =  —0.05 at T* — 0.63. We estimate that our barrier is approximately this large at 
T* — 0.63 at a surface interacting with £w s/£  ~  10. Dijkstra, in her studies o f hard spheres in a slit 
pore made o f hard walls observes hysteresis in the freezing and melting o f a pre-freezing layer [87]. 
Melting occurred at A fi /k T  =  0.1 relating approximately to T* =  0.69 in our system. From Figure
6.1 we see that for Ews/£ =  10 the top o f the hysteresis loop is quite close to T* =  0.69. Therefore we 
conclude that hard spheres at a hard wall show a similar behaviour to our system with Ews/£ ~  10.
6.5 Conclusion
To conclude, here we have studied heterogeneous nucleation o f a crystal at a flat surface. Crystalli­
sation is a common and important phenomenon, and generically crystals are expected to nucleate 
at surfaces that attract the molecules, because there the nucleation barrier is lowest. For relatively 
weak attractions we find behaviour that is qualitatively in agreement with classical nucleation the­
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ory [19,86]. As the attraction strength grows we reach the point where the crystal wets the liquid/wall 
interface. At wetting classical nucleation theory predicts the nucleation barrier becomes zero [19,86]. 
This is not the case, instead we show that there are still substantial barriers at 10% under-cooling for 
a wall interacting with the wetting wall strength. The nucleus however is starting to take on a more 
two-dimensional appearance. As the wall strength increases the barrier height drops continuously 
and the nucleus continuously becomes more two-dimensional. Then nucleation is occurring above 
the triple point and is o f a new surface not a bulk phase. Once the surface crystal phase has nucleated 
then there is no barrier to bulk crystallisation. Our findings that the surface phase behaviour can con­
trol the kinetics o f bulk crystallisation is expected to be widely applicable. Surface behaviour must 
be considered when attempting to understand the important problem o f crystallisation.
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Crystallisation in Wedges
7.1 Introduction
Bulk phase transitions that start in pores are important for a wide range o f research topics. It is 
also vital to understand how the geometry o f a single pore effects nucleation to aid understanding o f  
phase transitions in porous media. For condensation the effect o f geometry on nucleation are well 
understood unlike the effect on crystallisation. The complicated nature o f crystallisation stems from 
the periodic ordering o f the crystal particles. Crystallisation is suppressed in pores that constrain the 
ciystal ordering. For example, in slit pores the onset o f crystallisation is enhanced for separations 
equal to the lattice spacing between crystal planes and is similarly suppressed at half lattice spacings 
[103,104], Other studies that show the effect o f pore topology on crystallisation include that o f 
methane in cylindrical pores [89].
In this chapter we study crystallisation in wedges using computer simulation. We investigate the 
differences between nucleation o f liquid and crystalline phases in wedges and how nucleation is ef­
fected by the wedge opening angle. In a previous study, presented in Chapter 3, we study nucleation in 
2-dimensional wedges. Using a simple model o f nucleation, the Ising model, we showed that the rate 
of nucleation increases as the wedge narrowed until, at the filling angle, nucleation is spontaneous. 
The barrier to nucleation in a wedge becomes zero at the filling angle, o / ;// =  9, where 9 is the con­
tact angle and a  is the angle between the horizontal and the wedge walls. Sholl and Fletcher [51] 
used classical nucleation theoiy to calculate the free energy barriers for nucleation in a 3-dimensional 
wedge and found the same behaviour. This behaviour is expected to be a good approximation o f the 
nucleation o f the liquid phase from a supersaturated vapour. To our knowledge, there are no computer 
simulation studies on the nucleation o f liquid in wedges.
Unlike fluids, the ciystal phase has periodic order adding an extra consideration. We show that
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nucleation in wedges is very different than that o f the liquid phase. Crystallisation is complicated 
due to the crystal’s anisotropic surface tension and elastic modulus. A  crystal can not flow to occupy 
a wedge. Instead it must deform increasing the free energy. The best wedges for crystallisation 
are therefore those in which an unstrained defect-free piece o f crystal fits perfectly into the wedge. 
Nucleation o f the crystal phase in narrow wedges is particularly unfavourable. No crystal filling 
transition is observed. Instead we observe a decrease in the ease o f crystallisation due to the crystal 
structure being constrained in the corner o f the wedge.
7.2 Simulation Details
In this chapter we study the formation o f the ciystal phase in an infinitely long wedge. The wedge is 
made from two adjacent walls o f a parallelepiped box where the angle between these two walls, j8, is 
the opening angle o f the wedge, see Figure 7.1. The wedge walls interact via the same potential as 
the planar walls in Chapter 6. In a wedge there are two contributions to the wedge-particle potential,
U w edge—p  —  U w al l —p ( z i ef t )  +  U w a ll—p ( z r ig h t )  > (7.1)
where Uwedge^ p is the total interaction between the wedge and a particle. Uwau -p is given by equation
6.2 where z  is replaced by zjef t or zrjgjlt; the perpendicular distances from the left and right walls o f  
the wedge. The parameter £ws/£  in Equation 6.2 controls the strength o f the interaction between the 
wall and a particle. In this chapter £w s/£ — 5.
On the opposite sides to the wedge walls the simulation box is boimded by soft repulsive walls. 
Periodic boundary conditions are applied along the wedge, so that we study a length o f 40<r before 
repetition, cr is a particle diameter. The length o f the sides moving away from the corner o f the wedge 
is 40cr.
Initially the wedge is partially filled with the liquid phase coexisting with a vapour. By observa­
tion, the liquid-vapour contact angle is approximately 90° at surfaces interacting with £w s/£ — 5. The 
number o f particles in a simulation o f a wedge o f angle /3 is set so that the liquid phase forms a sector 
o f a cylinder with a radius o f 17 a . To track the growth o f the crystal phase we use the BOFfw.j-ace for 
nucleation at a surface as described in Section 2.4.2.
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Figure 7.1: Diagram of the simulation box. Two adjacent sides of the parallelepiped box create the 
wedge geometry, these sides are shaded in the diagram. The angle between these walls and hence 
the opening angle of the wedge is j3. A wedge length of 40a is simulated with periodic boundary 
conditions. Bounding the simulation in the other two directions are soft repulsive walls. The height 
of the wedge walls is 40a.
7.3 Nucleation Rate as a Function of Opening Angle
7.3.1 CNT: Liquid Nucleation in a Wedge.
Nucleation at a planar wall is faster than in the bulk. Forming in contact with a surface reduces the 
size o f the interface between the bulk and nucleating phases. Almost always such interfaces have 
a high free energy cost. Wedge shaped geometries are expected to reduce the free energy barrier 
even further making nucleation in a wedge faster than at a planar surface or in the bulk. Sholl and 
Fletcher [51] evaluate the free energy to nucleation in a wedge by modeling the critical nucleus as part 
o f a sphere. The free energy to nucleation can be expressed in terms o f the homogeneous nucleation 
free energy and a function only o f the contact angle, 6, and f3, the opening angle o f the wedge.
Pledge ~  Pbulk x P (0,/3). (7.2)
The function F(0./3) can be found in reference [51] Equation 7 and will not be repeated here. 
Using this equation, the free energy barrier to nucleation is plotted as a function o f the wedge open­
ing angle in Figure 7.2. There, 6 is set equal to 70°. For this contact angle we find that the free 
energy barrier for nucleation on a planar surface, i.e. in a 180° wedge, is approximately a quarter 
that o f homogeneous nucleation. The free energy barrier to nucleation decreases monotonically with 
decreasing /3. When (3 = 40° CNT predicts that the barrier goes to zero and the wedge will fill spon­
taneously. Filling occurs when 6 =  180 — 2/3. The behaviour is the same at other values o f 0, it is 
just that as 0 decreases the value o f (3 at which the nucleation barrier disappears increases.
CNT has proven to be a good qualitative model for the nucleation o f the Lennard-Jones liq­
uid phase from a vapour. Studies have shown good agreement with simulations o f bulk nucle-
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ation [105-107] and at a planar surface (far from the critical point and wetting surface interac­
tion) [108]. Although there are no studies so far for a liquid nucleating in a 3 dimensional wedge 
we also expect a good agreement between simulation and CNT there.
Figure 7.2: CNT prediction of how the free energy barrier for nucleation in a wedge varies with (5, 
the opening angle. In this plot 9 =  70° although other contact angles show a qualitatively similar 
behaviour. The free energy barrier decreases monotonically with /3 Filling occurs at /3 =  45° where 
the free energy barrier goes to zero. CNT is expected to be a good approximation for the nucleation 
of the liquid phase in a wedge.
7.3.2 Results: Crystal Nucleation in a Wedge
In wedges the nucleation behaviour on varying /3 is measured in two ways. Firstly, using FFS sim­
ulations, the rate o f crystallisation is obtained at T* =  0.6 for opening angles (5 =  54.7°, 60°, 70.5° 
and 80°. Details o f the FFS method are included in Section 2.3.1. The results are shown in Figure 
7.3A where the errors are the standard deviations over the 5 runs performed at each opening angle. 
BOPfw.jace, as defined in Section 2.4.2, is used as the order parameter. In the second method, ap­
plied to a greater range o f opening angles, we determined the temperature at which crystallisation 
becomes rapid. The temperature o f the liquid is reduced by 0.01 units o f reduced temperature eveiy 
step. After each step the system is run for 1 x 105 cycles. The average number o f crystalline particles 
is sampled from the last 2.5 x  104 cycles at each step. If over 10% o f the particles are identified as 
being crystalline then the ciystal phase is assumed to have nucleated and the crystal phase will grow 
freely to fill the wedge. That is, except for a thin liquid layer at the interface with the vapour which is 
attributed to surface melting [70]. j3 values ranging from 40° to 109.5° are studied and the results are 
presented in Figure 7.3B. The temperature o f rapid crystallisation at a planar wall is taken from the 
previous chapter. Here we consider crystallisation in a thinner liquid layer which is approximately 
10a thick. Such a difference in liquid layer thickness is not expected to effect the temperature o f 
rapid crystallisation.
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Figure 7.3: Crystallisation behaviour from the liquid phase in a wedge of varying j3. A) shows 
the rate of nucleation obtained via FFS simulation at T* =  0.6. The average rates and errors are 
determined from 5 runs. B) shows the temperature at which rapid crystallisation is observed. Both 
plots demonstrate different nucleation behaviour than that predicted by CNT, see Figure 7.2.
It is evident from comparing Figures 7.3 and Figure 7.2 that the nucleation behaviour o f the 
liquid and crystalline phases in a wedge is qualitatively different. Instead o f a monotonic variation 
as predicted for liquid nucleation there is a maximum in the rate o f crystallisation at approximately 
70°. A similar peak is seen in the temperature o f rapid crystallisation at (3 =  60° to 70°. As the liquid 
becomes increasingly supercooled, the size o f the critical nucleus decreases. This may be the cause 
o f the difference between the results from FFS and from the temperature o f rapid crystallisation.
For larger angled wedges the greater surface area o f the crystal-liquid interface increases the free 
energy barrier. This is evident by the decrease in the rate o f nucleation and in the temperature o f rapid 
crystallisation. Rapid crystallisation always occurs at a higher temperature than at a planar wall. This 
trend is the same for liquid nucleation in a wedge. The main departure in the nucleation behaviour 
occurs in narrow wedges. For the liquid phase, as the wedges get narrower the formation o f the liquid 
becomes faster with smaller free energy barriers. This is not the case for the crystalline phase. Instead 
the nucleation rate decreases. Rapid crystallisation is also seen at increasingly lower temperatures in 
narrow wedges.
Differences in liquid and crystalline nucleation behaviour are due to the inherent differences be­
tween the phases. Liquid phases are isotropic and consequently have isotropic surface tension. The 
periodic order o f the crystals lattice means different orientations in the wedge will give different sur­
face free energies. When the wedge wall is in contact with a dense close packed plane the surface 
free energy is lowest.
Whereas the liquid phase can flow to fill space, crystalline phases must deform. Deformations 
may be in the form of strain, where the spacing between particles is altered, or by the creation o f de­
fects. The amalgamation of these effects create a complicated free energy landscape for crystallisation
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in a wedge.
Figure 7.4: Diagrams showing the angles between crystal planes in the fee and hep crystals. A) and 
B) show the ideal angles in the fee crystal. The angles between A) 2 [111] planes and B) [111] and 
[100] planes are 70.5° and 54.7° respectively. C) shows an hep crystal. The angle between the [111] 
and [1011] plane is 62°. In all the diagram, particles of the same colour are in hexagonal close-packed 
planes with the same stacking orientation i.e. red = A, green = B and blue =C.
7.4 Ideal Wedges
Particles interacting with the Lennard-Jones potential form a face-centred cubic (fee) bulk crystal. An 
fee crystal is made from hexagonal layers with the stacking order ABCABC where the line denotes 
the recurring stacking order. Crystals where the hexagonal layers have a different stacking order are 
polytypes and also polymorphs. For example a polytype with similar bulk free energy to the fee phase 
is the hep crystal which has the stacking order ABAB.
We define an ideal wedge as one where /3 is the same as the angle between two crystal planes. 
The crystal may then fit into the wedge without deformation and with the wedge walls in contact with 
these two crystal planes. This has the advantage o f minimising the surface free energy. The fee crystal 
structure has three low index crystal planes, the [111], [100] and [110] planes. The [111] plane is the 
most densely packed plane followed by the [100] and [110] planes respectively. As we observed for 
a planar surface the [111] plane will align with attractive interacting surfaces as the surface tension 
with this crystal plane is lowest.
The best ideal angle for nucleation o f a fee crystal is 70.5°, the smallest angle between 2[ 111 ] 
planes, see Figure 7.4. Figure 7.5A shows a crystal nucleated at T* =  0.6 in a 70.5° wedge. CNA 
analysis, see Section 2.5, confirms that the [111] planes are aligned with the wedge walls. /3 =  109.5° 
is also an angle between two [111] planes. We did not obtain the nucleation rate for this angle but 
the temperature at which crystallisation becomes rapid is lower for the wider angled wedge. This 
is expected as a nucleus in the 109.5° wedge has a larger liquid-crystal interface than in the 70.5° 
wedge. Figure 7.6A shows a near critical nucleus in a 70.5° wedge. The shape o f the critical nucleus
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is similar to that predicted by Sholl and Fletcher [51], i.e. it is spherical segment.
54.7° is the angle between the [111] and the [100] planes in the fee crystal, see Figure 7.4B.
plane and the other with the [100] plane, see Figure 7.5B. The rate o f nucleation in a 54.7° wedge is
nucleation in the narrower wedge we believe there is a higher surface term from the wedge wall being 
in contact with the [100] plane due to the lower density with respect to the [111] plane.
For a Lennard-Jones potential similar to ours, Davidchack and Laird [74] calculated the surface 
tensions between the liquid phase and the [111], [100] and [110] planes o f the fee crystal. The surface 
tensions vary between phases but only by small amounts. The surface tensions for the [100] and [110] 
planes vary only by 7% from the [111] plane-liquid surface tension. Hard-sphere particles also form 
a bulk fee crystal and show only a small variation in the surface tension between the liquid melt and 
the different crystal planes [109]. When the hard sphere crystal planes are in contact with a hard wall 
the surface tensions vary greatly [88]. The surface tension is lowest for the [111] crystal plane and 
increases by 36% for the [100] crystal plane and 103% for the [110] crystal plane. It is reasonable to 
expect large differences in the surface tensions between the different crystal planes and an attractive 
planar wall which interact with the Lennard-Jones potential.
54.7°, 70.5° and 109.5° are ideal angles for the fee crystal phase. O f these 70.5° is the best 
opening angle for crystal nucleation as it is the smallest angle that allows the closest packed planes to 
be in contact with the wedge walls without any deformation in the crystal structure.
Figure 7.5: Snapshots of the crystal configurations in a A) 70.5°, B) 54.7° and C) 45° wedge. All 
configurations are obtained via FFS simulation followed by an unconstrained simulation to allow 
the crystal to grow. The reduced temperature of simulation for A and B is T* =  0.6 and for C it 
is T* =  0.575. All snapshots are taken looking along the wedge (so that the comer of the wedge is 
normal to the plane of the paper). Crystalline particles are coloured yellow and all others are coloured 
blue.
Again, analysis confirms that a fee crystal forms in such wedges with one wall aligned with the [111]
slower than in a 70.5° wedge. Even though the reduction o f the liquid-crystal interface would favour
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Figure 7.6: Snapshots of configurations near the top of the barrier for the A) 70.5°, B) 54.7° and 
C) 45° wedges. The snapshots are taken from the critical interface of an FFS simulation. The FFS 
critical interface is the first interface where the probability to grow to the final interface exceeds 
P=0.5. The FFS simulations for the 70.5° and 54.7° wedges were performed at T* =  0.6 whereas 
FFS simulation in the 45° wedge is performed at T* =  0.575. Only the largest crystalline cluster is 
shown consisting of 203, 535 and 140 particles respectively. Snapshots A and B are taken with the 
opening angle of the wedge orientated horizontally on the page, in order to view the crystal in contact 
with the wedge walls. Snapshot C is taken along the wedge in order to observe that crystallisation is 
not initiated in the comer of the wedge when j3 =  45°.
7.5 Non-Ideal Wedges
In non-ideal wedges, where the opening angle does not coincide with the angles between crystal 
planes, the crystal deforms. A common deformation we observed are stacking faults in the ordering 
of the hexagonal layers. For example in an fee crystal instead o f the order being ABCABC , the order 
is ABC BA . Layer C has the local ordering o f a hep crystal and therefore causes two stacking faults 
either side o f it. Figure 7.7D shows a crystal formed by nucleation at T* =  0.6 in a 65° wedge. The 
crystal has been quenched and analysed with CNA which enables us to examine the crystal ordering. 
This wedge is approximately 5° off the ideal wedge with /3 =  70.5°. The majority o f the particles 
have fee local ordering except for two hexagonal planes o f particles with hep local ordering. Stacking 
faults, such as this, lie parallel to one o f the wedge walls. This wedge wall is in contact with a [111] 
crystal plane. On the other wedge wall the stacking faults disrupt the [111] crystal plane increasing 
the surface free energy between the wall and the crystal phase.
In hard-sphere crystals the free energy cost o f a stacking fault is very small, calculated to be 
only 26 ±  6 x 10~5kT  [85]. We also expect stacking faults to have a small free energy cost for the 
Lennard-Jones potential. This is verified by the observation o f cross-nucleation o f the hep crystal on 
the [111] plane o f a fee crystal [110], and the abundance o f stacking faults found in our earlier work 
on homogeneous crystallisation (see Chapter 5)
We find that the average number o f stacking faults in a crystal depends on the wedge opening 
angle. As /3 deviates further from an ideal angle one might expect more stacking faults to form in the 
crystal. This prompted us to plot the ratio between the number o f particles with the local ordering o f  
an fee crystal and of a hep crystal against /3, see Figure 7.8. The crystal configurations used for this 
are those generated by slowly quenching the liquid to find the temperature o f rapid crystallisation.
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All configurations are taken at T* =  0.55. The simulations are continued for a further 5000 cycles 
to ensure the configuration is completely crystallised. Where comparison is possible we confirm that 
crystals produced by this method are qualitatively no different than those produced by FFS simulation. 
The configurations are analysed with CNA. For angles close to an ideal angle i.e. 70.5° or 54.7°, the 
majority o f particles have fee local ordering with only a few, if any particles with local hep ordering. 
Near 62° the converse is true. The majority o f the particles have hep local ordering, see Figure 7.7C. 
This is because 62° is an ideal angle for the hep crystal, the angle between the hexagonally packed 
layer and the dense [1011] planes, see Figure 7.4. The hep crystal is a polymorph with a similar 
bulk free energy. It is possible that in close-packed lattices (fee and hep) the small free-energy cost o f  
stacking faults makes a perfect hep crystal hard to achieve. In other systems where defects have higher 
costs, it may be easier to obtain different pure polymorphs in wedges o f different angles. Polymorph 
control in a wedge has previously been experimentally observed by Ward et.al. [111]. Both Ha et 
al. [112] and Biener et al. [113] have found experimentally that confining a liquid in nano-sized pores 
changes the crystal polymorph formed.
Figure 7.7: Snapshots of configurations containing stacking faults formed in wedges with A) /3 =  
50°, B) (3 =  60°, C) /3 =  62°, D) /3 =  65° and E) /3 =  80°. All configurations are formed by slowly 
quenching the liquid until it rapidly crystallises. Particles with fee ordering are cyan and those with 
hep local ordering are in green. The local ordering are determined using CNA, see Section 2.5.
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Figure 7.8: The ratio of locally ordered hep particles to fee particles is plotted against (3. The local 
ordering is determined using CNA, see Section 2.5, where configurations from rapid crystallisation 
are used. One configuration is examined per /3.
7.6 Crystallisation in Narrow Wedges
Below 50° crystal ordering is no longer seen in the comer o f the wedge. It remains amorphous. 
Instead the crystal phase forms on one wedge wall close to the corner. This can be seen in Figure 7.6C, 
which shows, in a wedge with /3 =  45°, a configuration near the top o f the free energy barrier. This 
snapshot is taken from an FFS simulation at T =  0.575 in a 45° wedge. The rate o f crystallisation from 
3 runs is 10~9±1 cr_2cycle_1. A crystal in a 45° wedge aligns so that one o f the wedge walls is aligned 
with the [111] phase. The other does not see a well-defined crystal plane and therefore will have a 
high surface free energy. Nucleation in a narrow wedge is faster than at a single planar wall. The 
nucleation rate at a planar wall also interacting with £\vs/e =  5, at T* =  0.55 is 10_,4±1<7~2cycle_1. 
Figure 7.3 shows that the crystal phase forms rapidly in a 45° wedge at the same temperature.
7.7 Conclusion
Nucleation o f the crystal phase in a wedge is qualitatively different to liquid nucleation. The free 
energy barrier to liquid formation decreases monotonically with decreasing j3 until f i l '11, the filling 
opening angle. Then the free energy barrier becomes non-existent and the wedge will fill sponta­
neously with the liquid phase.
For crystal nucleation the relationship between j3 and the free energy is not as simple. Periodic or­
dering o f the particles in a crystal mean that unlike the liquid phase the surface tension is anisotropic. 
Where possible, the crystal will form so that the densely packed planes o f the crystal are in contact 
with the wedge walls. We believe this orientation minimises the surface free energy. Wedges where 
the opening angle is the same as the angle between crystal planes are called ideal wedges. Then a
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defect-free unstrained piece o f crystal can fit perfectly in to the wedge. For non-ideal wedges the 
ciystal must deform in order to keep the surface free energy reasonably low. These deformations may 
be in the form o f strain or by the formation o f defects. Any deformations will increase the free energy 
of the crystal and decrease the rate o f nucleation. This causes a peak in the nucleation rate for ideal 
wedges.
Many substances can crystallise into different polymorphs. When the opening angle is close to 
angles between the close packed planes o f a metastable polymorph that polymorph may form instead 
of the most stable one. The increase in the bulk free energy o f forming this ciystal may be com­
pensated by a decrease in deformation free energy and a lower surface free energy. An experimental 
example o f polymorph selectivity in wedges is demonstrated by Ward et al [111].
In narrow wedges, the crystal does not form in the comer o f the wedge. Instead we observe 
nucleation on one o f the wedge walls. Nucleation is aided by the proximity o f the other wedge wall 
and occurs with a faster rate than nucleation on a single planar wall.
Our results showing enhanced crystallisation from ideal wedges is expected to be generic for any 
crystal forming in a wedge made from attractive interacting walls. Here, it is demonstrated using the 
Lennard-Jones potential for which stacking defects form with a low free energy cost. Therefore it is 
relatively easy for crystals interacting via this potential to deform to occupy the wedge. We would 
expect crystals interacting via other potentials to be less forgiving resulting in a greater free energy 
difference between crystals forming in ideal and non-ideal wedges. Ideal wedges would be seen to 
enhance the rate o f crystallisation by more significant amounts.
Chayen’s and co-workers research into protein crystallisation show that disordered porous media 
is an effective nucleant. It is hypothesised that crystallisation is sensitive to the size and shape o f pores 
and that disordered porous media contains at least one pore that significantly enhances nucleation. In 
this work we show that crystallisation in wedges is sensitive to the opening angle. Nucleation is 
enhanced in ideal wedges where /3 is the same as the angle between the most densely packed planes.
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Conclusions
This research is motivated by recent studies o f protein crystallisation in the presence o f disordered 
porous media. Currently, protein crystallisation is a bottleneck in protein research. The successes 
from using disordered porous media as a protein nucleant is an important step towards creating a 
general method to crystallise any protein. Using simple models we have investigated the nucleation 
o f crystal phases, in particularly in the presence o f porous media. Nucleation from porous media is 
expected to start from a single pore amongst the many pores present. Therefore, it is important to 
understand how the geometry effects the rate at which nucleation occurs. In this thesis we present 
two mechanisms where crystallisation is significantly enhanced by pores o f a specific size and shape.
Our first study used the Ising model to study nucleation from pores with a single open end. Nu­
cleation from such pores occurs in two separate events, first inside and then out o f the pore. The rate 
o f these individual nucleation events are dependent on different aspects o f the pore geometry. For 
the rectangular pores studied, the nucleation rate out o f the pore increased with the width o f the pore 
but the rate o f nucleation inside the pore decreased. This created an optimum width for the overall 
rate o f nucleation. We expect the existence o f two step nucleation from pores and an optimum pore 
geometry to be a generic feature o f pores with a single open end.
Our second mechanism considers a system o f particles interacting via the Lennard-Jones potential 
crystallising in wedge shaped pores. Due to the angles that are inherent to a crystal structure, the ciys­
tal "fitted" in certain angled wedges better than others. In these ideal wedges defect-free unstrained 
pieces o f ciystal could form. We foimd that crystallisation from these ideal wedges is fastest. In 
non-ideal wedges the defects and deformations in the crystal structure increases the free energy of the 
ciystal and hence decreases the rate o f  crystallisation. For the system we studied, a broad maximum 
in the nucleation rates is observed around the ideal wedge with an opening angle o f 70.5°. In other 
system where defects may be associated with high free energy costs we expect greater differences
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between the rate o f crystallisation in the ideal and non-ideal wedges.
Our simulations results are consistent with recent findings in studies o f protein crystallisation. 
It has been shown that some porous media with wide distributions in the pore size and shape act 
as effective nucleants on which proteins may nucleate and grow [2-4]. The rational for this is that 
crystallisation in pores is very sensitive to the size and the shape o f the pore. Porous media with 
wide size and shape distributions are likely to contain, just by chance, a few pores that are perfect for 
enhanced crystallisation. Our research uses simulation to support this theory.
Nucleation of the ciystal phase is not well studied. For this reason we studied crystal nucleation in 
the bulk and at a planar surface before studying crystallisation in wedges. These studies are also per­
formed using particles interacting via the Lennard-Jones potential. These studies revealed important 
results for crystallisation and nucleation in general. Firstly, we studied crystallisation in a metastable 
vapour phase at a temperature below the triple point. Direct crystallisation is not observed. Instead 
crystallisation occurs through a two step nucleation process. Firstly the metastable liquid phase nu­
cleates and then a second ciystal nucleation event occurs inside the newly formed liquid droplets. 
This is an example o f Stranski and Totomanow’s interpretation o f Ostwalds step rule [76,77] which 
states that the stable or metastable phase with the lowest free energy barrier will form first regardless 
of whether it is the most stable phase. In this case, the liquid phase has a faster rate o f nucleation 
due to the smaller surface free energy between the liquid and vapour phase compared to the interface 
between the crystal and vapour phases.
Due to the high surface free energy cost small droplets are more stable in the liquid phase than 
the ciystal phase and will not crystallise imtil they are greater than a minimum size. We calculate 
the freezing and melting rates in droplets o f finite size consisting o f hundreds o f particles, in order to 
estimate their relative free energies and the size o f the droplet where the liquid and ciystal phases are 
in coexistence. The free energy o f the crystalline phase depends on its polymorph and the existence 
of defects in the crystal structure. We do not obtain the equilibrium structure from our simulations 
causing an over estimation o f the size o f the coexisting droplet. We suggest the reason that the 
nucleating crystallites do not reach equilibrium is due to the presence o f slow dynamics. Defects in 
the Lennard-Jones crystal have a low free energy cost and therefore any rearrangement in the positions 
o f the defects will be slow. We find that the critical nuclei for the liquid-to-crystal and the crystal-to- 
liquid transition are not the same size, suggesting non-equilibrium effects. It is not known if this is a 
symptom o f the way we calculate the rates or a feature o f the system caused by the slow dynamics. 
Further study o f how slow dynamics affect nucleation is needed.
As a pre-requisite to crystallisation in wedge shaped pores we also considered the liquid-to-crystal 
transition at planar surfaces. The strength of attractive interaction between the particles and the sur­
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face is varied to understand the effect this has on the rate o f crystallisation. The presence o f the surface 
phase transition, called pre-freezing, drastically changes the nature o f crystallisation. Pre-freezing is 
where a few layers at the surface freeze. At interaction strengths where pre-freezing does not oc­
cur crystallisation is well described by CNT. As the wall strength increases the free energy barrier 
decreases and the nucleus becomes more 2-dimensional. In contradiction with CNT, which predicts 
no barrier to crystallisation at freezing we observe that the liquid phase may be supercooled to 10% 
before observing crystallisation. As the wall strength increases further the ciystal phase freezes above 
the triple point temperature. There is no barrier going from the surface crystal phase to the bulk crystal 
phase and once surface crystallisation has occured, bulk freezing occurs at the triple point.
Using MC with the FFS technique we have investigated crystallisation in the bulk, at planar 
surfaces and in pores. Our results show that a supersaturated vapour crystallises through a two-step 
nucleation process via the metastable liquid phase. For crystallisation at planar surfaces we show 
how surface interaction changes the nature o f crystallisation. Important challenges for the future 
nucleation studies such as dealing with slow dynamics are highlighted. Our main results show that 
crystallisation is dramatically enhanced in pores o f particular size and shape.
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