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This work is concerned with the quasi-diagonalization of the impulsive linear
X  .  q.  y.  .system x s A t x, x t s B x t , where the function A t is bounded andk k k
 .`piecewise uniformly continuous, and B is a bounded sequence of impulsek ks1
 .  .matrices. Let L t and D be the diagonal matrices of eigenvalues of A t and B .k k
 .We prove that there exists a transformation x s T t y which reduces this impul-
X w  .  .  .  .x  . w x  y.sive system to y s L t q F t q D t, s q R t y, y t s D q D y t ,k k k k
 .  .  .` 1 ` `where F t , D t, s , and D are functions with small norms in L , L , and l ,k ks1
 . y1  . X . t  .respectively, and R t s yT t T t . An estimate for H R u du is given. Wes
apply these results to the problem of the existence of periodic solutions of
impulsive systems and to the problem of stability of the singularly perturbed linear
X  .  q.  y.impulsive system « x s A t x, x t s B x t . Q 1997 Academic Pressk k k
1. INTRODUCTION
The theory of equations with impulse effect is a recent branch of the
theory of differential equations. Beginning with the work of Mil'man and
w xMyshkis 11 , this theory has been developed through the contribution of
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w x w xmany people Halanay and Wesler 8 , Bainov et al. 1, 2, 10, 21, 22 , etc.
The theoretical questions which arise in this area have attracted the
attention of analysts and applied mathematicians, because of their rele-
vance in semiconductor theory, quantum mechanics, ecology, biomathe-
w xmatics, and control theory 2, 8, 10 .
This paper deals with the transformation of the linear impulsive prob-
lem
xX s A t x , t / t , . k
x t s B x ty , x tq s x t , 1 .  .  . .  .k k k k k
 .into a quasi-diagonal system by means of a change of variable x s S t y.
 .For example, this reduction aims to modify system 1 to a system with
constant coefficients, to a system with diagonal matrix of coefficients, to a
block decoupled system, etc. Such transformations are important in the
winvestigation of linear systems of ordinary differential equations 3]5, 15,
x23 . This subject is related to the concept of the reducibility of a linear
system of differential equations to a system with constant coefficients by
w xmeans of a Liapunov matrix function 5 and the concept of kinematically
w xsimilar systems 4 . In the case of systems with impulse effect, the construc-
 .tion of a change of variable x s S t y must consider the hybrid structure
of these equations involving an ordinary system and a finite-difference
w xsystem 7, 12, 1, 17]19 . Any change of variable performed in the ordinary
 .  .part of 1 affects the finite-difference equation of system 1 . For example,
 .even the autonomous case A t s constant, B s constant presents diffi-k
 . w xculties for the diagonalization of system 1 . In 12 , a theory of a block
diagonalization of impulsive systems, extending the block diagonalization
 . w xtheorem given by Coppel in Chapter 5 Proposition 1 of 4 , is attempted.
In all the research cited above, there is given no method for constructing
 .the transformation x s S t y.
In this article we consider two changes of variables. The first, called
 .ordinary quasi-diagonalization, is a reduction of system 1 by means of a
 .  .  .  .transformation x t s S t y t , where S t is a right-continuous function,
allowing points of discontinuity of the first kind at t . When this change ofk
 .variable is applied to 1 , the following system results:
X Xy1y s L t q F t q D t , s y S t S t y , .  .  .  .  .
y t s Sy1 t B S ty y ty , .  .  .  .k k k k ky1
 .  .  . 1where L t is the diagonal matrix of eigenvalues of A t , F t is L -small,
 . `and D t, s is L -small.
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 .  . `The second transformation, x s T t y where T t is a C -function,
which is called simultaneous quasi-diagonalization, gives rise to a change
of variables that can reduce the ordinary and the difference equations:
X Xy1y s L t q F t q D t , s y T t T t y , .  .  .  .  .
w x yy t s D q D y t , .  .k k k ky1
where D is the diagonal matrix of eigenvalues of B . By means of thisk k
transformation, the impulse matrices can be presented as D q D , wherek k
 .` `the sequence D is small in l .k ks1
t y1 . X .In both modified systems we give an estimate for H S t S t dt ands
t y1 . X .H T t T t dt .s
We give two applications of these techniques. The first concerns the
 .existence of periodic solutions of linear impulsive system 1 with periodic
coefficients. In this application we give an algebraic condition under which
 . w xthe system 1 with periodic coefficients is not critical 2 . The second
application concerns the problem of stability of the singularly perturbed
w x X  .  .  y.linear impulsive system 9, 10, 15, 23 : « x s A t x, x t s Bx t , estab-k k
 .lishing an algebraic condition under which its Cauchy matrix U t, s
satisfies the estimate
y1 y1U t , s F K exp y« 2 g t y s , t G s G 0. 4 .  .
This is the content of Theorem 6 of our text, where we employ the method
of simultaneous quasi-diagonalization. This last estimate was obtained by
w x  w x.Hristova and Bainov 9 for a finite interval see Lemma 3 in 9 . The
method used by Hristova and Bainov essentially is the same of Flatto and
w xLevinson in 6 , ideas that cannot be used to obtain the proof of Theorem
w .6 in the interval t , ` .0
2. HYPOTHESES AND PREVIOUS RESULTS
< < < <In our work the matrix norm is defined by A s Max  a , and Ji j i j
w . denotes the interval t , ` we note, however, that our results can be0
.  .applied to the case when J s R . The symbol T [ t denotes an increas-k
w .  .ing sequence of real numbers, and J [ t , t . B is a sequence ofk ky1 k k
n = n matrices with complex coefficients; each impulsive matrix B isk
attached to the impulse time t the notation B would be more precise,k tk
.but the abbreviation B s B is commonly used . We will also use thek tk
multiplication symbol  B s B B ??? B , where the matrices B s, t x k k k k k1 2 r j
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 xcorrespond to all impulse times t - t - ??? - t contained in s, t . Ank k k1 2 r
analogous definition applies to the symbol  B . s, t x k
 . n=nFinally, let A t : J ª C be a continuous function on each interval
w .t , t , k s 1, 2, . . . .ky1 k
 . We suppose that solutions of 1 are continuous from the right which
 .  q.  .  .qmeans that for a solution of 1 the values x t s lim x s and x tsª t
.are identical for any t s t , and for any t there exists the left-hand-sidek k
 y.  .  .ylimit x t s lim x s . We write C J, T for the space of functionsk sª t qk
defined on J, continuous on J _ T, and right continuous on J. A subspace
 .  .of C J, T important to us is that formed by those functions x t on Jq
 .which are bounded. We will denote this subspace by B J, T . Onq
 . < < <  . <B J, T , we can define the norm x s Sup x t ; it can be shown`q t g J
  . < < .that the pair B J, T , is a Banach space.`q
 .  . Let us denote by W t, s , t G s, the Cauchy operator of system 1 see
w x.  .2, 9, 21 . The function W t, s is continuous from the right with respect to
both variables t and s. Moreover,
W t , s s B W ty , s , W t , ty s W t , t B 2 .  .  . .  .k k k k k k
and
d
W t , s s A t W t , s , W s, s s I. 3 .  .  .  .  .
dt
In the case when all impulse matrices are invertible, it is possible to
 .  .  .y1extend the definition of W t, s to s G t by setting W t, s s W s, t . In
 .  .this case properties 2 and 3 hold for any t and s.
Our theorems require the following hypotheses:
w x <  . <H The matrix A is bounded on J: A t F K, t g J.1
w x  .H A t is piecewise uniformly continuous, i.e., given « ) 0 there2
 . <  .  . <exists a positive number g « such that for all k we have A t y A s - «
< <  .if t y s - g « and t, s g J .k
w x  .`H The sequence of impulsive matrices B is bounded.3 k ks1
We now state a number of lemmas that will be needed below. The
w x  w x.corresponding proofs can be found in 14 see also 3, 20 .
For the discrete situation we have:
LEMMA 1. If hypothesis H holds, then gi¨ en a positi¨ e number s there2
exists a finite collection of nonsingular matrices
N s s N , N , . . . , N 4 . 1 2 q
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  4` .depending only on s and on the bound of the sequence B such thatk ks1
 .for any k there exists N g N s satisfying
Ny1B N s D q D , 4 .k k k
where D is the diagonal matrix of the eigen¨alues of B , and these eigen¨al-k k
ues are placed on the diagonal of D so that their absolute ¨alues increase ask
< <one reads from left to right, and D - s for all k.k
For the piecewise continuous situation we have:
LEMMA 2. If hypotheses H and H hold, then gi¨ en a positi¨ e number s1 2
 .  .  .there exist an increasing sequence D s s t ; J, such that T ; D s andj
t y t F m, for some positi¨ e number m; and a finite collection ofj jy1
nonsingular matrices
M s s M M , . . . , M 4 . 1 2 p
 .depending only on s such that:
w .  .For any inter¨ al t , t , there exists an M g M s satisfyingky1 k
My1A t M s L t q D t , s , 5 .  .  .  .
 .  .where L t is the diagonal matrix of eigen¨alues of A t , ordered lexicographi-
<  . < w .cally, and D t, s F s for t g t , t .ky1 k
From Lemma 2 there follows
LEMMA 3. If hypotheses H and H hold, then gi¨ en a positi¨ e number s1 2
 .  .there exists a piecewise, right-continuous function L t : J ª M s such that
 . w .L t is constant on any inter¨ al t , t , andky1 k
Ly1 t A t L t s L t q D t , s , .  .  .  .  .
<  . <where D t, s F s for all t g J.
 .The numbers defining the sequence D s are called the splicing times
 .  xof the transformation L t , and we will write j s, t, s for the number of
 x  x w xsplicing times contained in the interval s, t ; i s, t and i s, t will denote
 x w xthe number of impulse times contained in s, t and in s, t , respectively.
Since the impulse times are included in the set of splicing times, we have
 x  xi s, t F j s, t, s .
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3. CONSTRUCTION OF THE ORDINARY DIAGONALIZATION
Before carrying out the construction of the ordinary diagonalization, we
need
LEMMA 4. Gi¨ en two in¨ertible matrices Q and R, there exists a C`-path r :
w x n=n  .  .  .a, b ª C , where r t is nonsingular for each t, r a s Q, r b s R,
X . X .r a s 0, r b s 0, and
b Xy1 y1r s r s ds s Ln Q R . 6 .  .  . .H
a
 . ` w xProof. Let u t be an increasing C -function defined on a, b such
 .  . X . X .that u a s 0, u b s 1, and u a s u b s 0. Then the assertions of the
present lemma are proved by considering the C`-path:
r t s Q exp u t Ln Qy1R . .  . 4 .
We can now construct the ordinary diagonalization. Starting from the
 .  .piecewise constant function L t , we shall construct a function S t with
the following properties:
 .  . `i S t is a C -function on each J .k
 .  .ii S t allows discontinuities of the first kind at each impulse time
t .k
 .The function L t given by Lemma 2 cannot be used as a change of
variable on each interval J , because, in general, it is not continuous at thek
 .  .splicing times t g J l D s . We will modify the definition of L t ati k
these points t in order to define the ordinary quasi-diagonalizationj
 .function S t on J .k
 .Let t g D s l J , t ) t , such that no number belonging tojy1 k jy1 ky1
 .  .  .  .D s is contained in t , t . Then we can define S t s L t onky1 jy1
w .  . w .t , t . We extend the definition of S t to the interval t , t ; Jky1 jy1 jy1 j k
w . Xin the following way: On the interval t , t we fix t such that thejy1 j jy1
w X .interval t , t , which we shall call the splicing interval, has lengthjy1 jy1
X j w xl t , t - min dr2 , l t , t ,.  4 . .jy1 jy1 jy1 j
w X .where d is a small positive number. On the interval t , t , we definejy1 j
 .  .S t [ L t .
 . w X x  .  X .We will define S t on t , t by splicing L t and L t .jy1 jy1 jy1 jy1
w x w X x  .Using Lemma 4 on a, b s t , t , with Q s L t and R sjy1 jy1 jy1
 X .  . ` w X xL t , we define S t as a C -function on t , t . In this way we canjy1 jy1 jy1
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 .  .extend the definition of S t to all of J . The possible ambiguity of S t atk
t is not there if we require that this function be right continuous.k
 .We observe immediately that 6 implies
t
X
jy1 X Xy1 y1S s S s ds s Ln L t L t . 7 .  .  .  .  . .H jy1 jy1
t jy1
 .  .Since the functions L t and S t are bounded, we may define
Xy1n s s Sup Ln L t L t , .  .  . .j jy1 jy1
y1m s s Sup S t , S t . .  .  . 4t
Remark. We emphasize that we can choose the value of d in any way
we please. To study a singularly perturbed system, we will require d to
depend on « in order to use it later in connection with estimates of the
 .  .Cauchy operator; see 13 and 15 . This function will be chosen so that,
y1  . y1  .for example, « d « is bounded for small values of « , or lim « d «« ª 0
 .s 0. In any case d « will be small, and this will imply that the norm of
 .the derivative of the function S t will be large on the splicing interval
w X x y1 . X .t , t , implying a large norm for the function S t S t . However,jy1 jy1
t < y1 . X . <what we need in applications is an estimate for H S u S u du. Thiss
 xlast integral can be estimated by means of the counting function j s, t, s .
The corresponding result is stated below in Theorem 1.
 .THEOREM 1. Suppose that system 1 conforms to hypotheses H and H1 2
and let d be an arbitrarily selected positi¨ e real number. Then gi¨ en a positi¨ e
 .  .number s there exist a transformation x s S t y and positi¨ e constants m s
 .and n s such that:
 .  . ` X .a S t is a C -function on J _ T, and S t s 0 except perhaps on a
set of Lebesgue measure less than d .
 . <  . < < y1 . <  .b S t , S t F m s .
 . ` < y1 .  .  . y1 .  .  . < 2 .c H S s A s S s y L s A s L s ds F 2 Km s d , wheret0
 .L t is the function constructed in Lemma 3.
 . t < y1 . X . <  .  xd H S u S u du F n s j s, t, s , t G s.s
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 .  .  .Proof. Assertions a and b follow from our construction of S t .
 .  .Since the functions S t and L t differ only on the splicing intervals, we
have
`
y1 y1S s A s S s y L s A s L s ds .  .  .  .  .  .H
t0
y1 y1F S AS s q L AL s ds .  . . H
Xw .t , tj j .t gD s _ Tj
F 2 Km2 s d . .
 .  .Part d of our theorem follows from 7 and the definition of the function
 x  .j s, t, s by counting the splicing times of S t .
4. CONSTRUCTION OF THE SIMULTANEOUS
QUASI-DIAGONALIZATION
 .  .Starting with S t obtained in Theorem 1, we will construct T t . At
each impulse time t , we fix two points tX , tY , with tX - t - tY andk k k k k k
w X Y x. k  . w X Y xl t , t - dr2 . We modify the definition of S t on t , t in thek k k k
w X x  X .following way: First we apply Lemma 4 on t , t setting Q s S t andk k k
 .  .R s N, where N s N g N s yield 4 . Then, again applying Lemma 4 onk
w Y x  Y .  .t , t , for Q s N , R s S t we complete the definition of T t on thek k k k
w X Y xinterval t , t .k k
It is easy to see that we have
tYk X X Yy1 y1 y1T s T s ds s Ln S t N q Ln N S t . 8 .  .  .  .  . .  .H k k k kXtk
 . `  .The resulting function T t is of class C with values T t s N . Thek k
 . y1 .  .  .functions T t and T t are bounded; we will write by m s and n sÄ Ä
for the corresponding bounds:
y1 y1m s s Sup T t , T t , L t , L t , .  .  .  .  . 4Ä J
X Yy1 y1n s s Sup Ln S t N , Ln N S t , .  .  .Ä k , j k k k k
Xy1Ln L t L t . .  . 5jy1 jy1
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 .  .  .The method used in constructing T t and formulas 5 and 6 can be
used to obtain the following result:
 .THEOREM 2. Assume that system 1 satisfies hypotheses H , H , and H1 2 3
and let d be an arbitrarily selected positi¨ e real number. Then there exists a
`  .C -transformation x s T t y such that
 .  . ` X .a T t is a C -function and, furthermore, T t s 0 except perhaps
on a set of Lebesgue measure less than d .
 . <  . < < y1 . <  .b T t , T t F m s .Ä
 . ` < y1 .  .  . y1 .  .  . < 2 .c H T s A s T s y L s A s L s ds F 2 Km s d , whereÄt0
 .L t is the function constructed in Lemma 3.
 . t < y1 . X . <  .  .d H T u T u du F 2n s j s, t, s , t G s.Äs
 . y1 .  .e T t B T t s D q D .k k k k k
In this work nothing is gained by distinguishing between the various
 .  .  .  . 2 .constants m s , n s , m s , n s , 2m s , etc. Therefore, in the sequelÄ Ä Ä
 .all of these constants will be represented by the same symbol m s .
5. QUASI-DIAGONALIZATION OF THE LINEAR
IMPULSIVE SYSTEM
We have constructed two transformations by means of the functions
 .  .  .S t and T t . On applying the ordinary quasi-diagonalization x t s
 .  .  .S t y t to system 1 we obtain
X Xy1y s L t q F t q D t , s y S t S t y , .  .  .  .  .
9 .
y t s Sy1 t B S ty y ty , k s 1, 2, . . . , .  .  .  .k k k k k
where
F t s Sy1 t A t S t y Ly1 t A t L t , 10 .  .  .  .  .  .  .  .
 .  .  .and D t, s is given by 5 . The assertion c of Theorem 1 gives, for F, the
property:
`
F s ds F m s d . 11 .  .  .H
t0
 .  .The simultaneous quasi-diagonalization x s T t y transforms 1 into
X Xy1y s L t q F t q D t , s y T t T t y , .  .  .  .  .
12 .
y t s D q D y ty , k s 1, 2, . . . , .  .  .k k k k
 .  .  .where F t and D t, s are as above and the sequence D is given by 5 .k
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 .In both procedures the main idea is to consider 9 as a perturbation of
the system
yX s L t y , t / t , . k
y t s Sy1 t B S ty y ty , y t s y tq , .  .  . .  .  .k k k k k k k
 .and to consider 12 as a perturbation of
yX s L t y , t / t , . k
y t s D y ty , y t s y tq . .  . .  .k k k k k
t < y1 . X . <Theorems 1 and 2 allow us to estimate H T u T u du ands
t < y1 . X . <  .H S u S u du. These estimates involve the big constant m s .s
 .An important case where m s can be made controlled is the singularly
perturbed system
« xX s A t x , t / t , . k
13 .
y qx t s B x t , x t s x t , .  . .  .k k k k k
where « is a real, small, and positive parameter. The changes of variables
 .  .  .  .  .  .  .x t s S t y t and x t s T t y t , respectively, reduce system 13 to the
form
X Xy1« y s L t q F t q D t , s y «S t S t y , .  .  .  .  .
y t s Sy1 t B S ty y ty , .  .  .  .k k k k k
and
X Xy1« y s L t q F t q D t , s y «T t T t y , .  .  .  .  .
14 .
y t s D q D y ty . .  .  .k k k k
For these systems we have the estimates
t Xy1« S t S t F «m s j s, t , s , t G s, .  .  . H
s
and
t Xy1« T t T t F «m s j s, t , s , t G s, 15 .  .  .   .H
s
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 .  .while, by 11 , the L -norm of F t satisfies1
y1 y1« F s ds F « m s d « . 16 .  .  .  .H
J
 . Thus, for an adequate choice of the small function d « see the remark
.above and for small values of « , it is possible to have small bounds for
y1 <  . <  .« H F s ds and «m s .J
6. APPLICATIONS
6.1. Periodic Solutions of Impulsi¨ e Systems with Changing Structure
An important question in the theory of linear systems of ordinary
differential equations with periodic coefficients
xX s A t x , A t q v s A t , v ) 0, .  .  .
 wis whether there exists a nontrivial periodic solution of this system see 6,
x.20 . The theory of periodic solutions for impulsive equations has been
w xdeveloped by Halanay and Wesler in 8 . In this application we shall
consider this problem for a periodical impulsive system with changing
structure.
Let us consider a partition v [ 0 - v - v - ??? - v [ v of the0 1 2 N
w x w .interval 0, v . To each interval v , v , i s 1, . . . , N, we attach aiy1 i
constant matrix A , and to each point v we attach the impulsive matrixi i
C with the condition C s C . Periodically extending this construction toi 0 N
w  . .any interval kv, k q 1 v , we consider the impulsive system
xX s A t x q f t , t / t , .  . k
17 .
y qx t s C x t , x t s x t , .  . .  .k k k k k
 . w .  .where A t s A on v , v , and f t is a v-periodic piecewise continu-i i iq1
ous function.
We will assume that all eigenvalues l of the matrices A satisfy thei
< <condition R el F a , for some real number a . We write n s Max C .1F iF N i
For a natural number N, in the statement of the next result, we denote
 .  .  .  . Nby h t the function h: 0, ` ª 0, ` given by h t s t , for t G 1, and
 . yNh t s t , for 0 - t F 1.
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Using the ordinary diagonalization defined in Theorem 1 x s
 .  . w .S t y, S t s S , for t g v , v , and periodically we extend this func-i i iq1
.  .tion to all R , we transform 17 into
yX s L t y q D t y q F t , .  .  .
18 .
y1 y qy t s S C S y t , y t s y t , .  . .  .k k k ky1 k k k
 .  .  . w .  . y1 .  .where L t s L , D t s D s on v , v , and F t [ S t f t . Wei i i iq1
 .  .point out that the functions S t and F t are v-periodic functions. We
< y1 < < <write r s Max S S .1F k F N k ky1
THEOREM 3. Suppose
a q Nvy1 Ln rn - 0. 19 .  .
 .Then system 17 has a unique v-periodic solution.
 .Proof. By means of the change of variable x s S t y, we transform
 .  .system 17 into system 18 . Choose s ) 0 small enough so that
ysh rn a q Nvy1 Ln rn - 1. 20 .  .  . .
 .Note that the Cauchy matrix W t, s of the nonperturbed system
yX s L t y , .
21 .
y1 yy t s S C S y t , .  .k k k ky1 k
satisfies the inequality
 xi s , tW t , s F rn exp a t y s . 22 4 .  .  .  .
Observing that
t y s t y s
N y 1 F N F i s, t /v v
t y s t y s
F N q N y 1 F N q 1 , /v v
we have
 xi s , t y1rn F h rn exp Nv t y s Ln rn . 4 .  .  .  .
 .Further, 22 yields the estimate
y1W t , s F h rn exp a q Nv Ln rn t y s . .  .  .  . 4 .
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Let us consider the following operator:
G : B R, T ª B R, T .  .q q
defined by
t
G y t s W t , s D s y s q F s ds. .  .  .  .  .  . .H
y`
Since
y1 < <G y y G x F ysh rn a q Nv Ln rn y y x , .  .  .  . . ``
 .  .20 shows that this operator acts as a contraction. Let y t be the unique
fixed point of G. Then
t
y t s W t , s D s y s q F s ds. .  .  .  .  . .H
y`
 .  .  . y1  y.  .By formulas 2 and 3 we have y t s S C S y t , and y tk k k ky1 k
 .  .satisfies 21 . It is easy to prove that the Cauchy matrix W t, s of system
 .  .  .21 satisfies W t q v, s q v s W t, s . This property implies that the
 .bounded solution y t is a periodic function.
 .Condition 19 can be replaced by a more general one:
< < < y1 < < <Let us define n [ C and r s S S , and assume thati i i i iy1
N
y1a q v Ln r n - 0. 23 .  . i i
is1
As in the proof of Theorem 3, we obtain the result:
 .  .THEOREM 4. Assuming that 23 holds, then system 17 has a unique
v-periodic solution.
 .  .Under conditions 19 or 23 we do not assume that a is a negative
 .  .number. In the case when a is positive, 19 or 23 is obtained by means
 .of small norms of matrices C of system 17 . Theorems 3 and 4 can bek
 .applied to the ordinary differential equation obtained from 17 in the case
C s I for all k. The respective result can be summarized by means of thek
following.
 .THEOREM 5. If we put C s I in system 17 and we assume the followingk
condition:
N
y1a q v Ln r - 0, . i
is1
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then the periodic system of ordinary differential equations with changing
structure
xX s A t x .
has a unique v-periodic solution.
6.2. Stability of Singularly Impulsi¨ e Systems
The theory of singularly perturbed equations with impulse effect is a
 .recent branch of research; a list of results relating to system 13 appears
w xin 2 .
 .Let us consider the impulsive system 13 under conditions H , H , and1 2
H . Moreover, we assume the following hypotheses:3
w x  .H The sequence of impulsive times T s t satisfies m F t y4 k k
t F M, for all k and some positive numbers M and m.ky1
w x   ..  .   ..H The eigenvalues l A t of A t satisfy R el A t F yg ,5
where g ) 0.
w x  . <  . <H The eigenvalues l B of B satisfy l B F a .6 k k k
At this point it is pertinent to emphasize that hypothesis H implies the4
 .existence of a positive constant r s such that
i s, t F r s t y s and j s, t , s F r s t y s . 24  .  .   .  .  .
 .In this last estimate the constant r s depends on the property of
 .piecewise uniform continuity imposed on the function A t by hypothesis
 .qH . In general, it is expected that lim r s s `.2 s ª 0
 .  .  .  .If we carry out the simultaneous diagonalization x t s T t y t in 13 ,
 .we obtain 14 .
Let us consider the diagonal system
« xX s L t x , t / t , . k
x t s D x ty , x tq s x t . .  . .  .k k k k k
This system has the Cauchy matrix
t
W t , s s D exp L t dt , .  . Hk  5
s xs , t
with the following estimate:
x s , ti y1W t , s F a exp y« g t y s , t G s. 4 .  .
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 .Using 24 , we can write
y1W t , s F exp « «r s ln a y g t y s , t G s. 25 4 .  .  .  . .
w xUsing the variation of parameters formula given in 2 , we see that any
 .solution y of system 1 satisfies:
ty1y t s W t , s y s q « W t , r F r q D r , s .  .  .  .  .  .H
s
y«Ty1 r T X r y r dr .  .  . 4.
q W t , t D y ty . .  . k k k
 xs , t
 .This last identity and 25 give the estimate
y1y t F exp « «r s ln a y g t y s y s 4 .  .  .  . .
ty1 y1q « exp « «r s ln a y g t y r 4 .  . .H
s
= Xy1F r q s q « T r T r y t dr .  .  .  . .
y1 y1q « s exp « «r s ln a y g t y t y t . .  .  . 4 . k k
 xs , t
 .  y1  . . .4 <  . <Putting u t s exp y« «r s ln a y g t y s y t , we obtain the
following inequality:
t Xy1 y1u t F y s q « F r q s q « ¬ T r T r u r dr 4 .  .  .  .  .  .H
s
q s u t . . k
 xs , t
w xBy the Gronwall inequality for piecewise continuous functions 2, 18 , we
have
 xi s , tu t F y s 1 q s .  .  .
=
t Xy1 y1exp « F t q s q « T t T t dt . .  .  . .H /s
 .  .  .Using estimates 15 , 16 and 25 , we can write
u t F y s exp r s Ln 1 q s t y s 4 .  .  .  .  .
=exp m s «y1d « q «y1s t y s q m s r s t y s 4 .  .  .  .  .  .
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 .  .for some constant m s . The definition of u t gives
y1y t F y s exp m s « d « .  .  .  .
y1q« s q «m s r s q «r s Ln 1 q s a y g t . .  .  .  . 4
First we fix a value of s such that s - 4y1g . Once s is fixed, we take a
 .  .function d « see the remark above and a value of « such that, for0
 .  . y1  .  .  .every « g 0, « , the function m s « d « is bounded and «m s r s0
 .  . y1  . <  . <q «r s Ln 1 q s a - 4 g . Thus, for any « g 0, « , we have y t F0
<  . <  y1 y1 4K y 0 exp y« 2 g t .
We have proven the following:
 .THEOREM 6. If system 13 satisfies hypotheses H , H , H , H , H , and1 2 3 4 5
 .H , then there exists an « such that, for any « g 0, « , the Cauchy matrix6 0 0
 .U of system 13 satisfies the following estimate:
y1 y1U t , s F K exp y« 2 g t y s , t G s G 0. 4 .  .
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