Abstract-To understand the emergent behavior of biochemical systems, computational analyses generally require the inference of unknown reaction kinetic constants, a problem known as parameter estimation (PE). In this work we propose a PE methodology that exploits Particle Swarm Optimization (PSO) to examine a set of candidate kinetic parameterizations, whose fitness is evaluated by comparing given target time-series of experimental data with in silico dynamics, simulated by using the parameterization encoded by each particle. In particular, we consider a Fuzzy Logic-based version of PSO-called Proactive Particles in Swarm Optimization (PPSO)-that automatically tunes the setting (inertia, cognitive and social factors) of each particle, independently from all other particles in the swarm. Since the optimization phase requires a large number of simulations for each particle at each iteration, we exploit a GPU-accelerated deterministic simulator, called cupSODA, that automatically generates the system of Ordinary Differential Equations associated with the biochemical system and performs its simulation for each candidate parameterization. We compare the performance of PPSO with respect to PSO for the PE problem by considering two biochemical systems as test cases. In addition, we evaluate the impact on PE of different strategies adopted, both in PPSO and PSO, for the selection of the initial positions of particles within the search space. We prove the effectiveness of our settingsfree PE methodology by showing that PPSO outperforms PSO with respect to the computational time required to execute the optimization, achieving comparable results concerning the fitness of the best parameterization found.
I. INTRODUCTION
The research area of Systems Biology is focused on the investigation of the emergent behavior of biological systems, by exploiting a synergistic integration between computational analyses and laboratory experiments. Among the various modeling approaches that can be used to formally describe these systems, mechanism-based mathematical models are considered the most likely candidates to achieve an in-depth comprehension of the biochemical principles governing cellular processes [1] . These models require the availability of quantitative parameterizations, in order to perform in silico simulations of their dynamics in physiological or perturbed conditions [2] . Unfortunately, the lack of chemico-physical parameters, such as kinetic reaction rates, can impair the applicability of the computational methods used to analyze these models. As a matter of fact, these parameters are hard Corresponding author: paolo.cazzaniga@unibg.it and sometimes even impossible to measure by means of biochemistry assays, either in vitro or in vivo. This problem led to the development of parameter estimation (PE) methodologies, whose aim is the inference of unknown kinetic values-i.e., a model parameterization-exploiting any experimental data (e.g., the concentrations of some chemical species) that can instead be measured by other laboratory protocols. Many PE methods have been proposed so far, which rely either on some approximation strategy (see [2] and references therein) or on global optimization methods [3] . Among the global optimization methods, Particle Swarm Optimization (PSO) revealed to be a suitable strategy for PE [4] - [6] .
PSO is a population-based evolutionary meta-heuristics, which can be efficiently applied to problems whose solutions are encoded as real values [7] . PSO is based on a population (the swarm) of candidate solutions, called particles. Each particle is identified by a position within the search space, and a velocity used to update the position during each iteration. In the context of PE, given a biochemical system of interest, the position of a particle corresponds to a candidate model parameterization. The velocity of the particle, which is usually clamped to a maximum value, changes according to two attractors: the (local) best position found by the particle itself, and the (global) best position found either by the whole swarm or by the neighborhood of the particle. These attractors are balanced by two PSO-specific settings, the so-called cognitive and social factor, respectively. Moreover, since a fully deterministic movement within the search space could lead particles towards local minima, the two attractors are weighted by random numbers, which prevent a premature convergence, and by an inertia weight, which avoids chaotic behaviors of the swarm.
Being PSO a meta-heuristics, its settings must be generally tuned for the specific problem under investigation in order to obtain good performances, which can result in a timeconsuming process (see, e.g., [8] , [9] ). The PE problem makes no exception: Dräger et al. [4] have shown that a careful selection of settings allows PSO to outperform alternative settings-free algorithms like Tribes [10] or CMA-ES [11] . In this work, we exploit a variant of PSO, called Proactive Particles in Swarm Optimization (PPSO) [12] , which makes use of Fuzzy Logic to automatically set the inertia, cognitive and social factors of each particle. In particular, the tuning of the particle's settings is done independently for all particles in the swarm, so that each particle becomes a proactive agent for the optimization task.
To perform the PE of kinetic constants of biochemical systems, we combine PPSO with cupSODA [13] , [14] , a GPU-accelerated deterministic simulator based on the LSODA numerical integration algorithm [15] . Namely, cupSODA is used to evaluate the fitness value of each particle in the swarm, at each PPSO iteration, therefore assessing the goodness of the model parameterization associated with that particle. More precisely, the fitness is defined as the point-to-point distance between the experimental time-series of the amount of some biochemical species, used as optimization target, and a simulated dynamics generated by cupSODA. Since the optimization phase requires a large number of independent simulations, one for each particle at each iteration, the use of GPUs allows to reduce the overall execution time thanks to the parallelization of the fitness function calculation [13] . Differently from the other existing GPU-based simulators [16] , [17] , cupSODA deals with stiff and non-stiff biochemical systems, it does not require compilation at run-time and directly integrates specific functionalities for distributed fitness calculation.
In this work we compare the performance of PPSO with respect to PSO for the PE problem by considering two biochemical systems as test cases: a prokaryotes gene expression network and the heat shock response model. In addition, we evaluate the impact on PE of two different strategies adopted, both in PPSO and PSO, for the selection of the initial positions of particles within the search space, which are based either on uniform or logarithmic sampling. We prove the effectiveness of our settings-free PE methodology by showing that PPSO outperforms PSO with respect to the computational time required to execute the optimization, achieving comparable results in terms of the fitness of the best parameterization found.
The paper is structured as follows. In Section II we describe the problem of PE for kinetic parameters of mechanistic (reaction-based) models, and provide the definition of the fitness function used to evaluate the model parameterizations encoded by the swarm particles. Then, we briefly illustrate the algorithms used in our PE methodology, that is, PPSO and cupSODA. In Section III we demonstrate the feasibility of our approach by performing the PE of two test case models, showing the results of PPSO and PSO for the average best fitness, and comparing target data with the dynamics generated with the best model parameterizations found. Finally, we conclude the paper with some remarks and future developments.
II. METHODS

A. Parameter Estimation of Biochemical Systems
In this work we consider mechanistic models of biochemical systems described according to the reaction-based formalism. A reaction-based model is defined by specifying the set S = {S 1 , . . . , S N } of molecular species occurring in the biochemical system, and the set R = {R 1 , . . . , R M } of reactions which describe the interactions among the species in S. Each reaction R j , j = 1, . . . , M, is written in the form "reactants → products" and is characterized by a kinetic constant k j ∈ R + , whose unit of measure depends on the order of the reaction, i.e., the number of reacting molecules. Reactants and products are symbols from S, characterized by stoichiometric coefficients, while k j is a value that encompasses the velocity of the reaction and that is generally hard or even impossible to measure experimentally.
In what follows we assume to have a complete knowledge of the sets S and R, as well as of the molecular concentrations of the species initially appearing in the system. On the contrary, we suppose to have no knowledge of the vector k = (k 1 , . . . , k M ), whose components need to be estimated. In a few cases, the PE might be performed by considering only a subset of reactions R = {R 1 , . . . , R D } ⊆ R, with D ≤ M , if the value of some kinetic constant is already available. The PE process is performed assuming the availability of some target data, such as the concentration of a (sub)set of molecular species S = {S 1 , . . . , S S } ⊆ S, with S ≤ N . We highlight that, for real systems, N is usually in the order of tens, while S can be in the order of just a few units. For each species in S , the experimental data are assumed to correspond to timeseries, measured at a finite set of time points τ 1 , . . . , τ F , not necessarily sampled at regular intervals along the whole course of the experiment. We denote by Y s (τ f ) the concentration of species S s ∈ S measured at time τ f (where s = 1, . . . , S, f = 1, . . . , F ). This set of measures will be called discretetime target series (DTTS).
In order to estimate proper values for the vector of missing reaction constants, we proceed by comparing the experimental DTTS of every S s ∈ S with the concentration of the same species S s determined by executing an in silico simulation of the dynamics of the model. To this aim, we make use of cupSODA, which takes as input the state of the system-that is, the values of molecular concentrations of all species in Sand a candidate vector k = (k 1 , . . . , k D ) of kinetic constants associated with the reactions in R (see Section II-C for more details about this simulator). By considering the outcome of a cupSODA simulation, we can sample a set of consecutive time instants τ 0 , . . . , τ max , where τ 0 and τ max are the fixed initial and last instants of the simulation. Let X k s (τ ) denote the molecular concentration of species S s ∈ S at time τ , with s = 1, . . . , S and τ 0 ≤ τ ≤ τ max , obtained by running cupSODA with the kinetic values specified in a candidate vector k.
To determine the fitness of the kinetic values specified in k we need to compare the measured experimental data of species S s in the DTTS with the corresponding simulated outcome, sampled at the same time points. To this aim, by linear interpolation we determine the value X k s (τ f ), that is, the simulated concentration of S s corresponding to the sampled time point τ f , for each f = 1, . . . , F . So doing, we can establish how much the simulated concentrations X k s (τ f ) match the experimental measures Y s (τ f ), at corresponding time instants, for each species S s ∈ S . Formally, we consider the following fitness function, which measures the relative point-to-point distance between the DTTS and the simulation outcome:
The value F(k) evaluates the quality of the candidate vector k of kinetic parameters with respect to the target DTTS, considering all species in S and all sampled time instants τ f . The problem of PE therefore corresponds to minimizing F(k), since we want to find out the vector k generating a simulated dynamics that matches at best the experimental target data.
B. PPSO: A Fuzzy Self-Tuning PSO Algorithm
To the aim of designing a fully-automated and self-tuning optimization algorithm based on PSO, we previously introduced PPSO [12] by exploiting Fuzzy Logic to dynamically determine the values for inertia, cognitive factor and social factor of each particle. PSO was previously hybridized with Fuzzy Logic [18] - [20] , though with a different goal: all the existing works consider the automatic determination, based on fuzzy rules, of the global settings of PSO. On the contrary, in PPSO particles do not share common settings, but each particle updates its velocity according to its own settings for the inertia w and the social/cognitive factors c soc and c cog . Formally, in PPSO the particle velocity is updated according to:
where w i (t), c soci (t) and c cog i (t) denote, respectively, the inertia, social factor and cognitive factor of the i-th particle during iteration t (where i = 1, . . . , P , being P the swarm size). These three factors are dynamically determined by means of fuzzy rules which are based on two main concepts: the distance of the particle from the global best g, and a function measuring its fitness improvement with respect to the previous iteration.
Formally, the distance between two particles i and j is the function δ :
where The normalized fitness incremental factor is a function φ : 1] , calculated according to the current and the previous positions of particle i and the corresponding fitness values:
where δ max is the length of the diagonal of the hyperrectangle defined by the search space, and f represents the estimated worst fitness value. Note that, since the fitness landscape is generally unknown, an accurate estimate of the worst fitness value is, intuitively, as difficult as solving the optimization problem itself. Anyway, during the first iteration of PPSO, we can calculate the fitness values of all particles according to their initial position, and assume f to be equal to the worst value. Then, during the optimization phase, PPSO clamps any fitness value worse than f . This is exactly the rationale of the min functions in Equation 4. More precisely, the first factor in Equation 4 considers the improvement 1 of the fitness value of the i-th particle. The variation of the fitness function is normalized in [−1, 1] by dividing by |f |. Note that a low value of φ(x i (t), x i (t−1)) within the interval [−1, 1] indicates a lower fitness value of particle i with respect to the value it had in the previous iteration, i.e., it corresponds to a position x i which represents a better solution for the minimization problem. The second factor in Equation 4 weighs φ according to the distance between the current and the previous position of the particle. The distance is normalized by dividing by δ max , so that the second factor takes values in the interval (0, 1). To determine the values of w i (t), c soci (t) and c cogi (t), for each particle i = 1, . . . , P at each iteration t, PPSO exploits the fuzzy rules listed in Table I . The antecedent of rules includes the function δ i and φ i , while the output variables in the consequent of rules are called Inertia i , Social i and Cognitive i that, intuitively, correspond to the respective settings of the i-th particle of the swarm. A complete description of these fuzzy rules and the membership functions exploited in PPSO can be found in [12] .
In PPSO, the maximum velocity of particles and the population size are also automatically determined, according to the characteristics of the search space of the optimization problem-exploiting the heuristics described in [12] -hence making PPSO a completely settings-free algorithm. As a matter of fact, PPSO does not require any user-setting and can be used out-of-the-box. Moreover, PPSO was empirically shown to outperform the classic PSO on multiple common benchmark functions [12] .
C. GPU-Powered Deterministic Simulations with cupSODA
The cupSODA simulator [13] was designed to speed up the time-consuming computational tasks typical of Systems Biology-such as PE, sensitivity analysis or reverse engineering [2] , [21] -which rely on the execution of large numbers of simulations of a given mathematical model. cupSODA exploits the computational power of modern GPUs, according to the general-purpose GPU computing paradigm, realizing an efficient coarse-grain execution of parallel deterministic simulations. The simulations are realized by varying the model parameterization, for what concerns either the initial concentrations of chemical species or the value of the kinetic constants, or both. In particular, cupSODA can launch multiple GPU threads, each one associated with a different model parameterization, therefore running in parallel independent simulations of the same model. cupSODA relies on a C version of the numerical integrator LSODA [15] , ported and adapted to the CUDA architecture [22] . LSODA solves systems of Ordinary Differential Equations (ODEs) expressed in the form dX dt = f (X, t) (where X denotes the concentration of a chemical species occurring in the system), which must by specified by implementing a custom function that is passed to the algorithm. LSODA allows to speed up the computation when dealing with biochemical systems characterized by stiffness: to this aim, also the Jacobian matrix associated with the system must be implemented as a custom function.
On the contrary, cupSODA was designed to be a black-box simulator, which can be easily used without any programming skills by the final user. Given a reaction-based model of a biochemical system, cupSODA automatically generates the corresponding system of ODEs, according to the mass-action kinetics [23] , and it automatically encodes the ODEs system and the relative Jacobian matrix in array data structures. These data structures are loaded into the GPU, automatically parsed and implemented as custom functions without the need for justin-time compilation, which adds a relatively long compilation time and requires the availability of the CUDA compiler and toolkit. In addition, to obtain a further reduction of the memory latencies [24] , cupSODA stores the current state of each simulation into the shared memory, while all the constants values (e.g., number of reactions and chemical species in the model, length of ODEs and Jacobian arrays, etc.) and LSODA settings are stored into the constant memory.
In the particular context of PE, cupSODA offers an additional feature: it allows to easily compare the outcome of simulations with any available experimental data. Given a set of F time points sampled in the DTTS, cupSODA executes the following steps: (i) it invokes the LSODA kernel F − 1 times; (ii) at each time, the kernel is run over a time window of length Δτ = τ f − τ f −1 , f = 1, . . . , F ; (iii) at the end of each Δτ , it stores the simulated concentration values of each species in S . At the end of the process, cupSODA calculates the normalized distances between the DTTS and the simulated dynamics, thus computing in parallel the fitness values associated with candidate model parameterizations as specified in Section II-A.
III. RESULTS
In this section we compare the performances of PPSO and PSO for the PE of two reaction-based models: the gene expression network in prokaryotes (PGN) [25] and the heat shock response in eukaryotes (HRS) [26] . In all tests presented hereby, PSO 
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(iii) number of iterations IT MAX = 400. In PSO we also set c cog = 2.0, c soc = 2.0 and inertia w linearly decrementing from 0.9 (at iteration 0) down to 0.4 (at iteration 400), which correspond to the values typically used in literature (see, e.g., [4] , [5] , [8] , [9] ).
We investigate the quality of the best model parameterization found by PPSO and PSO, and their respective computational time, by varying the number of particles in the swarm, i.e., by setting P = 32, 64, 128, 256, 512. The quality of the model parameterizations encoded by particles is assessed by considering the average best fitness (ABF) over Θ independent repetitions. The ABF at iteration t is calculated as
where F θ,t (k) denotes the best fitness found during the t-th iteration of the θ-th optimization. In this work, the ABF is calculated considering Θ = 20 repetitions of the optimization. Since we are minimizing the fitness values, a smaller ABF corresponds to a better result.
As additional task, we test the impact on the PE outcome by using two different strategies-uniform and logarithmicfor the initial distribution of particles in the search space [27] . Precisely, in the uniform initialization strategy the dth component of a particle is sampled with a uniform distribution in the interval [β The logarithmic sampling is exploited here since it allows to uniformly span the different orders of magnitude of the search space using a reduced set of samples, which is particularly appropriate in the case of PE of biological systems [27] .
A. Prokaryotes Gene Expression Network
The prokaryotes gene expression network (PGN) is a simple example of gene regulation mechanism, whereby a gene coding for a protein is inhibited by binding with a dimer of the protein itself. The reaction-based model of the PGN consists of 8 reactions among 5 chemical species, as described in [25] , [28] . The initial condition considered in this work corresponds to 500 molecules of the DNA species, while the amount of all other species is initially equal to zero. To perform the simulation of the dynamics of the PGN, the molecular amounts were automatically converted into the corresponding concentration values by cupSODA. 
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The target DTTS for the PGN model were generated in silico, by sampling 10 points from a simulation realized by using a reference kinetic parameterization.
The first set of tests allowed to assess the influence of the swarm size and the initialization strategy on the performance of PPSO and PSO. To this aim, we performed different PE tasks with an increasing number of particles P in the swarm, observing that with both initialization strategies the ABF decreases as the number of particles increases. For any tested value of P , our results highlighted that PPSO and PSO are characterized by a comparable convergence speed, and they reach similar results in terms of ABF at the end of the optimization process.
In Figure 1 we show the results obtained with P = 32 and P = 512 particles in the swarm (left and right panels, respectively). The plots clearly show that the uniform initialization strategy (top panels) has worse performances compared to the logarithmic one (bottom panels), confirming the results obtained in [27] . As a matter of fact, with the uniform initialization strategy, both PSO and PPSO get stuck into a local minimum (characterized by a fitness value around 20), while the logarithmic strategy allows particles to perform a better initial exploration of the search space, therefore finding better solutions. Figure 2 shows the dynamics of the species mRNA and P of the PGN model, generated by considering the best model parameterization found by PSO (left) and PPSO (right), in the case of P = 512 particles. We observe that, despite the low number of points in the DTTS, our PE methodology was robust enough to converge to a good solution in the case of the logarithmic initialization. This model parameterization results in a dynamics that perfectly overlaps the target data, both in the case of PSO and PPSO.
B. The Heat Shock Response Model
The heat shock response (HSR) is a regulatory mechanism that allows cells to quickly react to high temperatures and to other forms of physiological and environmental stress [29] . The heat shock protein (hsp) plays the central role as a chaperone to prevent misfolding, capture intermediates and facilitate protein folding. In normal conditions (i.e., absence of heat stress), the heat shock factor molecules (hsf) occur in monomers that are usually bounded to heat shock proteins. In stress conditions, hsf forms first dimers and then trimers; the latter represent the active components able to bind heat shock elements (hse), thus activating genes encoding hsp. Once hsp are present in sufficient concentration, they exert a negative feedback by unbinding the complex formed by a trimer of hsf and hse, thus inhibiting their own synthesis. Finally, misfolding of proteins is represented by means of a reaction whose rate depends on the system temperature; hsp binds to a misfolded protein and helps its refolding.
In this work we exploit the reaction-based model of the HSR presented in [26] , whereby the molecular mechanisms of HSR are formalized by means of 17 reactions among 10 species. The initial concentrations of species are given in [26] . The PE of the HSR model was performed by considering D = 16 dimensions, since the value of the kinetic constant of a reaction is known and it is therefore kept to its real value throughout the optimization (namely, the protein misfolding rate occurring at 42°C [26] ). The search space boundaries were fixed to β The first set of tests allowed to assess the influence of the swarm size and the initialization strategy on the performance of PPSO and PSO for the PE of the HSR model. Similarly to the analysis and results carried out for the PGN model, we observed that, with both initialization strategies, the ABF decreases as the number of particles increases from P = 32 to P = 512. Moreover, while the uniform initialization strategy prevented the convergence of both PPSO and PSO, the best results were obtained with the logarithmic strategy. As in the case of the PGN model, we observed that both PPSO and PSO are characterized by a similar convergence speed, and they reach similar results in terms of the ABF at the end of the optimization process.
In Figure 3 we show the results obtained with P = 32 and P = 512 particles in the swarm (left and right panels, respectively). With the uniform initialization strategy (top panels) both PSO and PPSO get stuck to very high values of the fitness (around 90), while the logarithmic initialization strategy (bottom panels) allows to achieve better results. In particular, in the case of logarithmic initialization and swarm size P = 512, although PPSO has a slightly higher ABF with respect to PSO, it is characterized by a larger variance. Thanks to this behavior, the best fitting individuals (i.e., model parameterizations with lower fitness value) were identified by PPSO. Specifically, Figure 4 shows the dynamics of the hsf 3 :hse species of the HSR model, generated by using the best parameterization found by PSO (left) and PPSO (right). We observe that, in the case of PPSO with logarithmic initialization strategy, all simulated dynamics perfectly overlap the target DTTS. On the contrary, PSO with P = 128 particles and logarithmic initialization strategy obtained a parameterization that cannot fit the DTTS, especially in the first part of the dynamics. Finally, for both PPSO and PSO, the uniform initialization strategy prevented the convergence to a correct parameterization.
C. Analysis of the Performances of PPSO
The set of PE tasks shown in Sections III-A and III-B, executed with an increasing number of particles, were realized to the aim of assessing the computational performances of PPSO against PSO. For the tests, we compared the performances of a Nvidia GeForce Titan GTX with 2880 cores (clock 837 MHz) with a CPU Intel Core i7-4790K (clock 4GHz).
Thanks to the GPU acceleration, the execution time with respect to CPU was strongly reduced. In particular, we performed an experiment, tailored on the Titan GTX, to execute a PE of the HSR model using swarms with P = 2880 particles. According to our results, the PE on the GPU required 1514 seconds (approximately 25 minutes), while the execution on the CPU required 202392 seconds (approximately 56 hours), meaning that we achieved a speed-up of 133×. These results highlight the importance of GPU parallelization, for the simulations and the corresponding fitness calculations, provided by cupSODA.
As a final remark, we stress the fact that cupSODA is not the only source of computational acceleration of our PE methodology. Indeed, with respect to standard PSO, also PPSO is able to reduce the overall running time. Although PPSO is computationally more expensive than PSO-due to the Θ(P · IT MAX ) Sugeno inferences required by the fuzzy rulesaccording to our tests a batch of 20 PE tasks with PPSO takes about 3 hours less than a batch of 20 PE tasks with PSO (with equal conditions). We argue that this speed-up is due to the capabilities of the fuzzy reasoner to allow the proactive particles to escape regions characterized by a high fitness value. On the contrary, we believe that PSO is less efficient in escaping these regions, because the cognitive factor has a fixed weight in the velocity update. The regions with high fitness values are generally characterized by "extreme" model parameterizations that can lead to ODEs stiffness, therefore slowing down the simulation. This condition is automatically tackled by cupSODA, which switches to implicit integration methods. Implicit integration requires multiple evaluations of the Jacobian matrix, which has a relevant computational complexity. As a consequence, PSO might require longer execution times since more particles in its swarm risk to remain stuck into bad regions of the search space.
IV. CONCLUSION
In this paper we applied PPSO [12] , a settings-free variant of PSO, to perform the estimation of missing kinetic constants in reaction-based models of biological systems. In particular, we assessed the capability of PPSO (with respect to standard PSO) to correctly estimate a fitting parameterization of two biochemical systems, in conditions characterized by an increasing number of particles and by different initialization strategy for the particles' position within the search space. Since the computation of the fitness function of particles represents the most computationally expensive task in the PE methodology, we exploited a GPU-powered solution to perform in parallel all calculations. In particular, we employed cupSODA [13] , a deterministic simulator that allows to execute in parallel a large number of simulations and to efficiently deal with stiff systems, therefore achieving a relevant speed-up.
The results obtained in this work highlight that PPSO represents a valuable alternative to classic PSO, allowing a correct and accurate estimation of the kinetic parameters of mathematical models of biochemical systems, remarkably without the need for a fine-tuning of the functioning settings. As a matter of fact, PPSO works "out-of-the-box" by automatically selecting the inertia weight, the cognitive factor and the social factor of each particle, adjusting these settings according to the run-time performances of each particles in the swarm. In addition, the results confirm the analysis presented in [27] , where the logarithmic strategy for particles initialization was identified as more effective than the classic uniform initialization strategy for this particular application.
During our tests, we observed that a PE based on PPSO requires, on average, a reduced running time with respect to PSO. We conjectured that the automatic tuning of particles' settings, performed by PPSO, allows them to escape from regions of the search space characterized by parameterizations that cause stiffness phenomena in the simulations, thus improving the overall computational performances of the PE methodology. We will further investigate this hypothesis by analyzing and comparing the distributions of particles in the search space using the two optimization algorithms, to possibly determine a quantitative relationship among the particles behavior, their fitness values and the overall running time.
As a future development, we plan to apply the pipeline consisting in PPSO and cupSODA to more complex models of biological systems, where standard methodologies fail either because of the computational burden of the simulation process, or the difficulty of manually setting the parameters of the used optimization algorithm. We will also consider a multi-swarm approach, as previously presented in [30] , where a set of DTTS, measured in different experimental conditions, are simultaneously taken into account to the aim of improving the quality and the biological relevance of the inferred model parameterization. Finally, for the specific case of biochemical systems characterized by molecules occurring in few amounts, where stochasticity cannot be neglected, we will extend the methodology by replacing cupSODA with another GPU-powered stochastic simulation algorithms (such as cuTauLeaping [28] ), and exploiting an appropriate fitness function tailored for complex and noisy dynamics.
