We consider simple graphs and their adjacency matrices. In [2] , Rara (1996) gives methods of reducing graphs which simplify the procedure of computing the determinant of their adjacency matrices. We continue this subject matter and give a general method of reducing graphs. By the use of this method we define a formula for computing the determinant of any planar grid and in particular settle the problem of their singularity.
Introduction
A graph G is a pair (V (G), E(G)), where V (G) = {v 1 , v 2 , . . . , v n } is a non-empty set of vertices and E(G) is a set of non-ordered pairs of vertices. Elements of this set are called edges.
The adjacency matrix of the graph G, denoted A(G), has the size n × n and for 1 ≤ i, j ≤ n we define a i,j = 1 iff [v i , v j ] ∈ E(G), otherwise a i,j = 0. If det A(G) = 0 then we call the graph singular.
Graphs with n vertices of the form ({v 1 We will use weaker version of this fact, also presented in [2] , given below. Another consequence of Theorem 1 applied in the paper allows us to remove from any graph a vertex v with its neighbour if deg G (v) = 1. Removing a vertex also means removing all the edges adjacent to the vertex; see [1] . 
This transformation changes only the sign of the determinant of the adjacency matrix. Hence every path P n with odd number of vertices is singular, because after removing n − 1 vertices we obtain a single vertex. If n is even, we get det A(P n ) = (−1) n/2 .
Paths in singular graphs
Methods of reduction discussed in this section are based on the analysis of structure of a graph. We will discuss methods, which can be applied to graphs containing certain induced subgraphs. We will present theorems, which allow us to identify some vertices or contract certain induced subpaths.
A subgraph G ′ of graph G is its induced subgraph if for every two distinct vertices v, [u, v] . If H is a subgraph of a graph G and G ′ is obtained from G by contracting all edges from E(H), then we say that the graph G ′ was obtained from G by contracting its subgraph H.
In the theorem presented below we identify certain vertices of two induced subpaths P 3 . By these transformations we obtain one induced subpath P 3 from two such paths and we reduce number of vertices. Proof. The adjacency matrix of a graph G has the form 
Let us subtract the fourth column from the second one and then fourth row from the second row. We obtain
Next we add the first row to the fifth row and the first column to the fifth column. 
Notice that now the second column has a non-zero element only in the first row, similarly the second row has a non-zero element only in the first column. Now it suffices to subtract the second column from every column with a non-zero element in the first row. We do the same with the second row and all rows with non-zero element in the first column. 
We obtained a block diagonal matrix, which contains two non-zero blocks. First of them has the size 2 × 2 and the determinant −1. The second block is the adjacency matrix of
A simple consequence of the theorem is the corollary about contracting paths P 5 , presented below, which will be used in the proof of the main theorem. 
Corollary 3. Let path P
5 = [v 1 , v 2 , v 3 , v 4 , v 5 ] be an induced subgraph of G, where deg(v 2 ) = deg(v 3 ) = deg(v 4 ) = 2 and N(v 1 ) ∩ N(v 5 ) = ∅. If G *
is the graph obtained from G by contracting the path P
Rara showed in [2] that we can replace a path of length 6 with an edge. The corollary presented above implies that fact.
To sum up, we can reduce the problem of singularity to graphs, which have no vertices of degree 1. Furthermore we can also exclude some graphs, containing certain induced subpaths with five or more vertices. Thereby the problem of singularity can be restricted to graphs with comparatively few vertices with degree 2.
Cycles in singular graphs
In this section we focus on such graphs which contain vertices with degree greater than one, which means that every vertex lies in a cycle. We will consider certain induced subcycles with even number of vertices.
Proof. The adjacency matrix of graph G is a block matrix of the form
,where A is the adjacency matrix of C 4n and is presented below
. . . . . .
Every even row of matrix B and every even column of matrix C is zeroth. D is the adjacency matrix of G − C 4n . Notice that even columns of matrix A are dependent. Since there is even number of even columns we can present the 4nth column as a linear combination of rest of the columns in the following way:
Proof. First we will show the corollary in case when n = 1. In order to do this we will perform certain transformations of the adjacency matrix of the graph G. 
Let us subtract the fourth row from the second row and the fourth column from the second column. Then add the sixth row to the second row and similarly the sixth column to the second column. After these transformations we get the matrix: 
Then we subtract the sixth column from the fourth column and the sixth row from the fourth row. Next we multiply the second column and then the second row by 1/2. Hence we know that 
Notice that the second, fourth and sixth rows and columns have only one non-zero element. Let us transform this matrix in the following way: Subtract the second row from all rows which have a non-zero element in the first column. Subtract the fourth row from all rows which have a non-zero element in the third column. Subtract the sixth row from all rows which have a non-zero element in the fifth column. Subtract the second column from all columns which have a non-zero element in the first row. Subtract the fourth column from all columns which have a non-zero element in the third row. Subtract the sixth column from all columns which have a non-zero element in the fifth row.
Finally we obtain the block matrix 
. Now we consider the case when n > 1 and assume that the corollary is valid for all k < n. By identifying vertices v 1 with v 5 and v 2 with v 4 we obtain the graph G 1 presented below.
According to Theorem 2 we have
is an induced subcycle of G 1 and it has the length 4(n − 1) + 2. Hence we can apply the induction hypothesis to the graph G 1 and obtain det A(
Additionally vertex v 3 is the only neighbour of vertex v 4 in graph G 1 − C 4n−2 . Hence, by the use of Corollary 2 we have
We showed that every graph containing an induced subcycle with number of elements divisible by 4, such that degree of its every even vertex equals 2 is singular. If a graph contains an induced subcycle with even number of elements but not divisible by 4, such that degree of every even vertex equals 2, then we can remove the whole subcycle and the determinant of the adjacency matrix of the obtained graph can be calculated by the use of the formula from the theorem presented above.
Classes of singular planar grids
The problem of singularity for planar grids was partially solved by Rara. She proved that any square planar grid is singular.
In this section we will present the solution of the singularity problem for any planar grid P m × P n . We will prove that planar grids of the form P n × P n+1 are not singular and give a formula for calculating the determinant of their adjacency matrices. We will also show that planar grids P n × P m such that m > n + 1 can be reduced to smaller planar grids P n × P m−n−1 . Certain recursive formula for calculating the determinant of adjacency matrix connected with this transformation is a consequence of the main theorem presented in this paper.
Planar grid P m × P m is a product of two paths P m and P n . If G and H are simple graphs, then
Proof. In case when n = 1 we have det A(
Notice that deg(v) = 2. We can apply Corollary 1 and get detA(P 2 × P 3 ) = det A(P 6 ) = −1. Next we will consider P 3 × P 4 .
Again deg(v) = 2. If we apply Corollary 1 then we obtain the graph G ′ in which deg G ′ (u) = 2. Hence we apply the corollary again and get graph H presented in the picture above, such that det A(P 3 ×P 4 ) = det A(H). According to Corollary 3 we contract the path of length 5 between u and v and obtain H ′ . det A(H) = det A(H ′ ). Now it suffices to notice that
Hence det A(P 3 × P 4 ) = 1. Assume that n > 3 and for every k ≤ n we have det A(P k × P k+1 ) = (−1)
If we apply Corollary 1. n − 1 times, then we obtain the graph (
in the picture below.
To this graph we apply alternately Corollaries 1 and 3. In the first step we contract the path [a 1 , We can perform this procedure n − 2 times and obtain the graph G n−2 , which is presented in the picture below. Notice that det A(G i ) = det A(G i−1 ) for every i such that 1 < i < n − 1, because all performed transformations do not change the determinant of adjacency matrix.
Finally we apply Corollary 2 three times by removing pairs of vertices {v n , u n }, {w n−1 , v n−1 } and {u n−1 , a n−1 }. Notice that
According to Corollary 2 we get
Since det A(P n−2 × P n−1 ) = (−1)
Proof. In the case when n = 1 we apply Corollary 2. In the case when n = 2 we apply Corollary 1 and after removing two edges of the cycle C 4 we remove pairs of vertices {x, u}, {y, z} and {v, w} similarly like in the previous proof and we obtain the graph G − (P 2 × P 3 ). According to Corollary 2 we get det A(G) = −det A(G − (P 2 × P 3 )). This case is presented in the following picture:
In the case when n = 3 we proceed similarly. First we apply Corollary 1 twice. Then we contract the path of length 5 between vertices u and v. Let us denote the obtained graph by H ′ .
Notice that H
Now let n > 3 and assume that the theorem is valid for every k < n. We can proceed exactly like in the proof of the previous theorem. By these modifications we obtain the graph presented below.
If we remove pairs of vertices {t, w}, {x, z} and {u, v} we get the graph H ∪ P n−2 × P n such that H ∩ (P n−2 × P n−1 ) = ∅. By the principle of induction the considered formula is valid for any n.
A simple consequence of the theorem is the following result. Notice that every planar grid P n × P n+1 has odd number of vertices, hence from Theorem 4 we infer.
Corollary 9. If m and n are odd, then planar grid P n × P m is singular.
In the cases, when planar grids do not have a form from Corollaries 6 or 7 we can calculate the determinant of such graphs using the recursive formula from Theorem 4. Let us calculate for example the determinant of A(P 234 ×P 56 ): det A(P 234 ×P 56 ) = det A(P 56 × P 234 ) = (−1) ⌊57/2⌋·4 det A(P 56 × P 6 ) = det A(P 6 × P 56 ) = (−1) ⌊7/2⌋·7 det A(P 7 × P 6 ) = −(−1)
Theorem 3 can be applied not only to planar grids. Examples of such graphs are given below. G 1 and G 3 are singular and G 2 is non-singular.
To summarise, in this paper we solved the problem of singularity for planar grids using the method of contracting P 5 paths. However, the method is applicable in many other situations, which are exemplified by following pairs of graphs.
