INTRODUCTION
The problem of modeling the use of fertilizer and its output response for specific agricultural crops has received considerable recent attention from applied researchers-see, e.g., the excellent survey of the vast literature on agricultural supply functions by Askari and Cummings [1] . The contribution that increased fertilizer usage has made to raising crop yields is now well established, and has been fostered in many LDCs by a variety of government incentives. However, with the recent sharp increases in the world price of fertilizer, the proportion of government budgets and foreign exchange earnings required to support fertilizer incentive schemes at earlier levels has precipitated a reconsideration of the private and public costs and benefits of such policies and has slowed the drive towards food self-sufficiency. ' A variety of government programs has been designed to stimulate the adoption or increased use of fertilizer inputs, as well as increase crop yields at a given level of fertilization. Alternative direct approaches have included price subsidies to the importer, producer, or user of fertilizer; fertilizer transfers-in-kind, by providing rationing coupons to farmers at government expense; direct government purchases and sales of fertilizer or thc use of buffer-stocks to control fertilizer prices; etc. Indirect approaches have included government extension service advice to farmers on cultivation practices; the introduction and distribution of High Yielding Varieties (HYVs) to replace Traditional Local Varieties (TLVs) of seed, etc.; the provision of public works and other complementary inputs to fertilizer (such as irrigation and water-control systems, pesticides); subsidies to the output price of crops utilizing fertilizer; provision of credit to farmers for fertilizer I For an excellent example. applicable to the present discussion, see the recent report on rice in Bangladesh 12 1. purchases via government credit institutions and/or subsidies to interest rates; etc.
In the case where all other aspects regarding the use of fertilizer are left to the voluntary decisions of farmers, assessment of the costs and benefits associated with any collection of governement programs requires an explicit behavioral model of the farmer's response to the resulting "structure of incentives. " We shall consider these issues within the context of a static neoclassical model of individual farmer behavior. We shall adopt the maintained hypothesis that the objective of each farm unit is to maximize the conditional expectation of profit with respect to the levels of all variable inputs (including fertilizer), subject to the constraint of a given technology for a given crop, and given prices of all variable inputs and output. We refer to this as the Standard Neoclassical Model (SNM) of agricultural production and input demand-including the derived concepts of output supply, cost and profit functions, obtained as a consequence of duality theory.
Econometric methods appropriate for the estimation of the parameters contained within the production function of a SNM for a specific crop will be treated in Section 2. We shall extend the present state-of-the-art with respect to this problem by exhibiting econometric and computational methods which provide Maximum Likelihood (ML) estimators for a general class of "well behaved," but otherwise unrestricted parametric specifications of the production function required under any maintained hypothesis. Our approach will be couched entirely in terms of the so-called "primal problem," involving a profit equation (containing the production function) and the derived system of input demand functions (obtained, say, under maximization of the conditional expectation of profits), rather than postulating a functional form for either the profit function or cost function, to be estimated in conjunction with the derived input demand s ystem-the socalled "dual" to the primal problem. 2 We believe this to be a more useful approach since information to guide the choice of functional forms is more readily available for the production function. 3 Further, once the parameters in the production function of the primal problem have been estimated, the implied profit, cost, and output supply density functions can be derived and their expectations and other moments evaluated.
This has not been accepted current practice-except in specialized cases-because of the apparent necessity of obtaining explicit closed-form 2 See, e.g., Sidhu and Baanante 114 1 for a recent example of the use of a translog profit function.
' Such information is available from the agronomic literature on cultivation practices for each crop-often obtained from experimental trials.
analytic solutions to the system of marginal productivity equations implied by a particular choice of a production function. Tradition has required this in order that: (a) the derived functional form for the input demand equations (including the resulting homogeneity conditions on prices) is consistent with the postulated production function, and (b) to specify the set of "crossequation" restrictions, functionally relating every demand equation parameter to the set of original parameters in the production function. By exhibiting an algorithm, in which the solution Values to anv well-behaved optimization problem specified in the maintained hypothesis automatically satisfy both (a) and (b), we eliminate a major constraint on the set of "'econometrically estimable" parametric forms for a production function and associated input demand functions, This obviates the necessity of proceeding to the "econometrics of duality" approach-since the associated profit, cost, and supply density functions can then be derived directly from within the stochastic structure of the primal problem and, hence, their expectations and variances can be numerically evaluated.
The econometric approach of Section 2 will then be extended to several cases which are of particular relevance to the analysis of fertilizer use and crop response. In Section 3 we consider the comparison of irrigated and rainfed crops, and treat the typical situation in which the aLvailabiliti of irrigation and water-management systems in a binary, exogenously determined event-say, as a consequence of the differential access of farmers to public facilities. In the situation where water-management facilities are available, we assume that this permits the farmer to control the level of soilmoisture accessible to the crop. This not only provides the farmer with an additional control variable, but also eliminates much of the uncertainty with respect to unpredictable weather conditions. Since water is a complementary input, both of these affect the usage of and response to fertilizer. In contrast, farmers without access to such facilities must treat water (or soil-moisture) as a state variable, beyond their present control. Here, farmers maximize expected profits with control over one less variable input than those with access to irrigation facilities. This, by appeal to the "theory of the secondbest," ceteris paribus, will reduce the expected levels of profits and, in practice, also fertilizer usage. As an illustration of these issues, we consider the irrigated case, in which the actual levels of water are not observed-thus representing a latent variable input. This is contrasted with the rainfed case, in which the amount of rainfall is reported but uncontrolled. By pooling data on both types of farmers cultivating a given crop to estimate the parameters within their common production functions, we may, in principle, quantitatively assess the benefits of water-management public works projects and their crop-specific effect on fertilizer use and yields.
Our discussion of the rainfed case in Section 3 extends naturally to the problem of decision-making under uncertainty. Thus, in Section 4, we consider a general econometric approach, requiring the additional specification of the (subjective) probability density function of all state variables to which the farmer attaches uncertainty. This "endogenizes" the sources of uncertainty for all state variables within the scope of the model and, by "integrating out" their combined effect, we can obtain ML estimates of the original (production function) parameters of interest, in addition to the parameters in the marginal distribution of these "new" latent endogenous variables.
There are two principal sources of uncertainty in the economics of crop cultivation. The first arises in the case of rainfed crops. Here, input decisions over the crop's planting to harvest life span must invariably be taken prior to harvest. This, in conjunction with the fact that weather is, apart from seasonal trends, a random state of nature implies that, under the mainained hypothesis, fertilizer use and crop yields will, in general, vary with all of the parameters of the rainfall distribution, and not just the with expected value of rainfall, as typical practice suggests. To the extent that there are s ystematic climatic differences at different locations, and given rational behavior on the part of farmers, our methods permit modeling the range of cross-sectional fertilizer use and crop responses to such uncertainties.
One may also treat uncertainty with respect to the price of output at harvest time along similar lines. Indeed, it is precisely this problem which occasioned the seminal contribution of Nerlove [11I to the literature on uncertain future prices, where farmers are assumed to form "adaptive expectations" involving the notion of a "normal" (in the sense of long-run) price. TI e dynamics of supply response resulting from such formulations is now a common theme within the post-Nerlovian agricultural supply literature-see, again, Askari and Cummings 1[1. The adaptive-expectations hypothesis is, however, but one of many currently popular expectations formulations. Other time-series specifications include the partial-adjustment model; autoregressive integrated moving-average (ARIMA) processes for prices; rational and so-called "pseudo" rational price expectations models; etc.-see Nerlove [12, Chap. XIII 1. All such choices, however, boil down to making an assumption regarding the parametric form of the expectation of the price at harvest time, based upon information available to the farmer at the time a decision regarding variable inputs must be made. Hence, by adding a normal random error component, these candidates fall within our approach to estimation-requiring the probability density function of future prices.
It is also important to note thdt, by integrating out the effect of all latent endogenous variables, we obtain the marginal distribution of profits and all observed decision variables. Once this is obtained, we can define the conditional density of profits, given the values of all decision variables. In general, all moments of this conditional p.d.f. are required in order to completely characterize the consequences for decision making under uncer-tainty. There is, however, no reason to assume a priori that farmers are "neutral with respect to risk." To the extent that attitudes toward risk are an important common blehavioral characteristic, and presuming that such risks vary with respect to time and place, our approach may easily be generalized to consider, instead, an objective function containing the conditional expectation and conditional variance of profits as arguments within a specified parametric form of the farmer's utility function. This permits a direct econometric treatment of the consequences of risk and unc6i tainty on fertilizer and other input use.
We should also stress, to the extent that: (1) the standard treatment of decision-making under uncertainty has been largely couched in terms of theories regarding the expected values of the uncertain variables, and (2) economic units are not indifferent to risk, the standard approach to the problem will therefore provide an incomplete explanation. In addition, since, except in highly specialized cases, the structure of a neoclassical model represents a nonlinear transformation of the state variables into the decision variables (including output and profit), it follows that the expected value of (say) profit cannot in general be calculated solely from information based on the expectations of the uncertain state variables-as in the case of "certainty equivalence," see Theil [15] . This also suggests that theories of so-called rational expectations-see, e.g., Lucas and Sargent [9] -are unlikely to provide a complete treatment of behavior under uncertainty. Rather, we need, in addition, rational variance models, rational third-moment models, etc. This suggests a convergence to our approach for dealing with uncertainty-in which we seek to parametrize only the farmer's subjective probability density function of the uncertain state variables, and estimate its parameters based only on information available to the farmer up to the time that decisions are required.
THE STANDARD NEOCLASSICAL MODEL OF FERTILIZER USE

AND RESPONSE FOR A GIVEN CROP
In this section we present the standard neoclassical model of fertilizer use and output response for a given crop. We consider the maintained hypothesis of (expected) profit maximization for the individual farm unit in which the prices of all variable inputs and output are given and known to the farmer with certainty at the time of decision making. We shall consider a situation in which the land-use decision has already been made. 4 The problem, here, is to decide upon the optimal levels of the decision variables-a set of variable inputs, including fertilizer-given knowledge of the production technology for the crop and given knowledge of all prices and other state variables which serve to distinguish the individual farm units. In subsequent sections we shall extend this model to incorporate the various other features noted in Section 1.
a. NOTATION The general situation requires each farm unit to choose between j= 1.J crops.' We shall consider the (conditional) question of optimal fertilizer usage given that the farm unit i has decided to allocate a portion of its available land au to the arbitrary crop j. Let i denote an observation index for the farm unit, i = 1, 2,..., N, where N denotes the size of a random sample of such units. Let s(i) denote the farm unit number; let t(i) denote the day and r(i) denote the year of observation. Thus, the notation permits the random sample to constitute a pure cross section, a pure time series, or, more importantly, a mixed time-series/cross-section data sample. Further, the analysis can easily be restructured for the case of stratified random samples associated with each year of observation, by the introduction of suitable sampling weights attached to each sample observation.
For any variable, say x, we shall use the shorthand notation xi to refer to an observation on farm unit s(.9, and, where relevant to crop j, the notation xu 1 Different varieties of a given crop, to the extent that their production functions differ, should be viewed as different "crops." The notation here (particularly the subscriptj) is also applicable to the sequel, in which crop choice will also be modelled.
Pij= price of output, We now turn to the Standard Neoclassical Model.
b. THE DETERMINISTIC STANDARD NEOCLASSICAL MODEL
A deterministic conditional neoclassical model of fertilizer usage and output response, given that a positive area of land has been allocated to crop j, assumes that farmers maximize profits with respect to all variable input levels assDciated with the area of land aU 1 . The technology associated with crop j, here taken as invariant over the sample period, may be summarized by a production function 
where q,fl [q 'qP&'] is the Kj-vector of all variable input prices. The maintained hypothesis is that farmers maximize the function 7rj with respect to xu for given values of au, zi;, pi>, and qu. Under the customary assumption of continuous differentiability forfj with respect to xij, this leads to the familiar marginal productivity conditions
or, in the alternative form, exhibiting the role of relative prices
ax JQj where q* = (I/p 1 j) qu is the vector of normalized or relative prices-see Lau [8] , using the crop price Pu as numeraire. Under the conditions of the implicit, function theorem, a solution x* for the optimal variable input levels exists, and, at least locally, may be calculated via the explicit input demand equation system x,a = xj*(q, aij, zuj; Oj), (2.4) where x,* denotes a Kj-vector of input demand functions. The major problem with the generality of this theory-at least in terms of current practice in both mathematical economics and economic empirical work-is that, even for "well-behaved" production functions (i.e., those satisfying the typical neoclassical second-order conditions for a maximum for any x/* which solves (2.3b)), the implicit function theorem is only an existence theorem, and does not necessarily permit closed-form analyltic solutions for the Kj input demand functions x *. Indeed, only for certain specific choices for the production function fj is it possible to analytically solve (2.3b) uniquely for the optimal xJ* functions, as, e.g., in the Cobb-Douglas and quadratic cases. However, given a particular wellbehaved functional form for fj, and given specific values for the variables, q,*, aj, zZi, and the parameters 01, a suitable algorithm programmed on the computer can easily calculate numerical solution values for the optimal input levels x-,, such that nj*(x,*, aij, zij, pij, qij; Oj)
Our purpose in the remainder of this section will be to introduce a stochastic version of the Standard Neoclassical Model and to exhibit computational methods for the calculation of maximum likelihood estimates of the parameters of the production function contained within the profit equation and system of input demand equations regardless of whether or not the choice of the production function permits a closed form analytic solution to the marginal productivity equations of the form (2.4). Our approach will be to employ, instead, an iterative procedure, such as the Davidon-Fletcher-Powell [3, 4, 13] (DFP) algorithm, to solve the (expected) profit maximization problem (2.5) for the optimal x,* values, given values of the parameters O0 and the state variables, q,*, a 11 , and zjj, associated with each individual sample member. This set of "inner" maximization problems will then be embedded within an "outer" maximization problem, in which the log-likelihood function of the parameters is maximized given the data { xj, qi 1 , pi, a 1 i, z 1 f,j anld the solution values {jx, T. By iterating between the "inner" and "outer" maximization problems such that the likelihood of the observed sample of data under the maintained hypothesis is a monotone increasing sequence, convergence to the maximum likelihood estimates of the parameters can be established-see Hartley [7] . 6 This simple device-replacement of the derived analytic solution for the optimal input demand functions by an unconstrained optimization algorithm-not only permits estimation of supply response models for any well-behaved choice of the production function (and automatically imposes all cross-equation restrictions on the parameters of the demand system), but also permits extension to a rich array of alternative maintained hypotheses encompassing problems of risk and uncertainty.
c. A STOCHASTIC STANDARD NEOCLASSICAL MODEL
We now turn to a stochastic specification of the Standard Neoclassical Model to implement this approach. We shall assume that farmers choose input levels to maximize the conditional expectation 7*> of profits 7rij given the vector of decision variables xi, and given the set of all state variables J ajjz z 1 , p,jP q 1 ,, cjfj. It follows that if we define the maximand as 6) then xi,8 the solution to the optimization problem of (2.5), will be of the form (2.4). We assume, however, that the observed decision vector xi; departs from the optimal decision vector xl* by a vector ui 1 denoting "'errors of maximization" on the part of farmers in their attempt to solve problem (2.5). Thus, we shall employ the model 8 Observations with aii = 0 should be excluded from the conditional estimation of 9, and Z,. In the sequel, however, we exhibit procedures which utilize the information that a particular farmer has decided not to cultivate crop j.
The problem, in general, is to provide econometric methods and computational algorithms to permit the maximization of the log-likelihood function LJ!(0j, 2j) with respect to 0, and Zj without requiring a closed-form analytic solution for the function xj* of (2.4), which solves the marginal productivity equations (2.3b), but, rather, requires only that numerical solutions to the optimization problem (2.5).
d. THE ALGORITHM
We are now in a position to state an algorithm by which the Maximum be an initial estimate of the covariance matrix of the estimates 6, and let 3 > 0 denote a convergence criterion. Each iteration, n = 0, 1_., will then consist of the following steps:
Iteration n
Step (n. 1). For r= 0, Step (n.l.r). Given a5n r) for any r from Step (n. 1), calculate the following for each sample member, i C Ij:
(i) The Kj-vector of solution values x$(nr) to the maximization problem (2.5), using 0j = 0 (n.ii, £ -£jn,r) and given the sample observations on the state variables aj, zij, pi q, 1 .
'The purpose of (2.17) is thus to define the vector a"" at iteration n with r = 0, and successive perturbations of the individual elements, uz°' by addition of d"r, for r= 1,2,..., R.
(ii) The value of the joint density function hV`1 (7ru, x;;) using the relevant expressions for h (',5) Step (n.2). Using L}*(" °), the value of the log-likelihood at az')`-'vec Syi) ', define the numerical approximation to the gradient vector at a("), as the R 1 -vector,
and use a single DFP iteration step of the form,
to update the parameter vector for use in iteration n + 1, where the choice of the step size A(n ) and the Rj X Rj matrix Hjn) may be calculated from available information by expressions given in Fletcher and Powell 141.
Step (n.3). If 0 aJ 1 -In) I < (, stop. Otherwise, set n to n + 1 and return to Step (n.1).
Once convergence (relative to the criterion () obtains, define the ML estimate as
where HJ-= lim Hfn) (2.22) may be used as an estimate of the (asymptotic) covariance matrix of Qj.
It is important to stress that, iln the context of the present problem, the algorithm applies whether or not the explicit analytic solutions to the "inner" maximization problems in (i) of Step (n.l.r) can be calculated for any an'r).
If the former is the case, the solution values x*tn,r) may be calculated directly using the explicit expressions for the optimal demand functions Xi*(n,r) of (2.4). Otherwise, we must employ an iterative procedure (such as the DFP algorithm), with the use of the actual decision vectors xu as the initial vector to commence the algorithm for the "inner" maximization problem (2.5). " In the present case it will also be noted that the solution vectors lJx 1 I are independent of )j, and depend only on the parameters 01. Hence, in Step (n.l.r), since XIj?(n'r) =X 1 
}'(nl'
0 for all values r =Mj+ 1, Mj+2,...,Rj (corresponding to the perturbations of the )j elements), the calculations in (i) may be bypassed for r > Mj. In other problems (see the discussion of risk and uncertainty in Section 4), we shall confront situations in which the elements of Zj enter the optimal decision vectors, and, here, evaluation of X.!}(n r) for all r values will be required. In other contexts we shall confront cases in which the log-likelihood function LJ(6 1 , Zj) and/or the conditional expectation of profits E[7r 1 jlxjj] of (2.6), themselves, can only be evaluated by iterative numerical methods. Our algorithm applies mutatis mutandis to these situations. Further, in problems involving decision-making under uncertainty, we may even postulate a more general objective function-e.g., a utility function of a specific parametric form in which both the conditional expectation and the conditional variance (risk) of profits (or even higher order conditional moments) enter as arguments. These can all be treated within the confines of our approach for general "well-behaved" choices of functional forms. Illustrations of such cases will be given in subsequent sections.
e. STOCHASTIC DUALITY THEORY
We shall complete this section with a discussion of the duality theory\ of the profit, output supply and cost density functions for the representative micro farm unit. However, rather than postulating functional forms for the (expected) profit and/or cost functions, and deriving the input demand and output supply functions corresponding to them under perfectly competitive profit maximization or cost minimization, we shall, instead, derive the form of the appropriate marginal p.d.f., from which expectations, variances and all elasticities of; terest may be calculated by numerical methods for any set of state variables a 1 j, z 11 Pi' and qij.
We begin with the marginal p.d.f. for profits 7r.. Clearly, from the joint p.d.f. of 7it and x 1 j given in (2.11c), we have
If the actual input vector x,, is not "too far" from the optimal vector x,*. then we should obtain the global maximum for (2.5) even in cases wheref, permits multiple local maxima as solutions to (2.3b has shown, the use of the Legendre transformation, to obtain a closed form expression for the form of the profit function corresponding to a given production function under profit maximization, is, in practice, applicable to only a limited set of choices for the original production function. If such analytic expressions are infeasible, a flexible functional form (say, the trans-log) is often selected for the profit function, and estimated in conjunction with the resulting input demand functions-see, e.g., Sidhu and Baanante [14] . Our approach, however, obviates the necessity for such approximations, since we can numerically evaluate (2.23), (2.24a), and (2.24b) for any well-behaved choice of the production function f 1 in (2.1).
We next consider the output supply yi defined by (2.1) and note that provided the conditions of the implicit function theorem are satisfied (i.e., suppose afjl/axulk * 0 for some k = 1,..., K 1 ), then we are assured of the existence of an inverse function of the form with k = 1, say, and McFadden [101, unless we are in the peculiar situation of having prior information regarding the specification of these latter concepts, instead of the production function, itself.
IRRIGATED VERSUS RAINFED CROPS
The first extension of the Standard Neoclassical Model to be considered is the problem of modelling fertilizer use and response on a given crop in one of two situations: Either (1) the farmer has access to irrigation (and water management) systems to control water inputs, but the amounts of water available to the crop are not recorded, or (2) the farmer has no control over water inputs (in the absence of irrigation and water management systems), and, instead, relies upon the actual rainfall, which is recorded. The problem is how to estimate the parameters in the production function and determine the demand for fertilizer, etc., in the case of data for a given crop j for farmers in either of these circumstances.
To simplify our analysis we shall assume that the presence or absence of irrigation and water management systems is exogenously determined. Thus we may define the binary variable
65-= I
if irrigation and water management systems are available to unit i on crop j, -0 otherwise.
Suppose we now write the production function for the particular crop j as 'ij'-=.f,(x4 1 , wuJ, a 11 , Z,J Oj), (3.1) where wu 1 denotes a suitable index for the water input. In case (1), in which 6SI,=j 1, the variable wu is an unobserved decision variable in the control of the farmer, and, hence, is to be treated as an additional variable itnput, thus augmenting the K,-vector xi,. On the other hand, in case (2), where s'ii = 0, the variable wo plays the role of an observed state variable, and hence augments the Li-vector zu. We consider each case in turn.
a
Case (1): Irrigated Crops
In case (1) and let g,lu,j denote the conditional p.d.f. of eu given u,') and u, 1 ,)U, defined as (3.5) This formulation is required in order that 7r!P)* of (3. From (3.6) we may now obtain the desired marginal p.d.f. of 7rU and x 1 , by ifntegrating out the influence of the unobserved wu, as follows:
This provides an expression for the density of all observed dependent variables in the sample under case (1) {7Cu, x 11 }. It will also be of subsequent interest to note the marginal density of profits
, wxw)dxidw-- (3.8) in case (1) . It shouid be noted that, except in specialized cases, it will not be possible to evaluate (3.7) and (3.8) analytically, and use must again be made of numerical integration algorithms to obtain their values-and, hence, the value of the appropriate.log-likelihood function, L) *(0j, Z ) ) = V 6, * log h j0l(7, xi>), (3.9) i Elj required in Step (n. l.r). Otherwise, the algorithm of Section 2 may be applied. Several comments are, howevet, required. In general, the "incomplete" data sample (due to a latent dependent variable wj) means that certain of the parameters in Oj and Lj), will be inestimable without further information. Though it may not be possible to decide analytically exactly which parameters this will affect, this does not preclude use of our algorithm. Feasible initial values for all of the complete data parameters 050) and Zt1)(0l, will still have to be chosen and iteration may proceed. All parameters a 5 ' r) in iteration n such that (Lj,(n,r) -Lj!(n,o)) is zero, n = 1, 2,..., are clearly inestimable, and, thus may be deleted from (i) of
Step (n. l.r). For the remainder of the parameters, functional dependencies may still exist-in which case the log-likelihood surface will have a "ridge" at the global maximum, representing the parameter subspace within which all parameter points are observ-ationally equivalent. The algorithm then will simply converge to one such solution on the ridge.' Second, we may employ a Moore-Penrose generalized inverse of Hj'l) (given in (2.20) and (2.22)) if it is of interest to determine, for a particular functional form offj in (3.1), exactly how many functionally independent parameters are present. This will be revealed by the numerical rank of HW) and can be calculated by means of the Singular Value Decomposition of Hjl).
Third, to avoid the complexities noted above when certain of the decision variables, though known to be of importance, do not happen to be present in the data sample, it may be tempting to, instead, apply the model of Section 2, treating the xu vector as the complete set of decision variable. As is well known, this results in a specification error in employing the productioti function (2.1) when in fact (3.1) is known to hold. Thus the Oi and L estimates will not be consistent. Rather, to correct for such a the specification error, one should endure the additional computational burden by estimating the "observationally relevant" parameters in Oj of (3.i, and
Fourth, if wu is also observed in case (1)-as, e.g., when farm-level soilmoisture measurements are available to construct an index of the amount of water accessible to the area, we are back to the correct use of the model in Section 2, but using the density h)(7ru, xu, w 1 j) of (3.6).
For a more complete discussion of identification problems caused by an unobserved dependent variable in such contexts, see Hartley 16, 71. 
b. Case (2): Rainfed Crops
We now consider a model in which wu is a state variable, and hence beyond the control of the farm unit; but where wgj is observed, as an index of data on rainfall over the crop cycle. In this situation, provided wu 1 is known to the farmer at the time the farmer must decide upon his optimal fertilizer and other variable input levels x'3 and x?,, then we have a model with "complete data" (as in Section 2), but with a structure given by "ijU =: Pijfj(xij,wy, aj, zij; Oj)-q,!jxij-cuj+ e,(,) , (3.10Oa) Xjj = X!(j)* + U,(j) = X;2) *(qtj*, Wjj, au,o zu; Oj) + U,(j2), (3.1 Ob) accounting for the fact that wu 1 is a state variable. It is worth noting, in comparison with (3.2a) and (3.2b) of case (1), that the rainfall index wu 1 now enters as an argument in the input demand functions, replacing its normalized price qw* . Further, while the production functions for given crop j are identical-and given by Eq. (3.1) in both cases-the demand functions for fertilizer and other inputs XJ 1 ) * versus xJ)2)* will differ depending upon whether or not irrigation is present.
Thus, in case (2) we proceed as in Section 2.c, but with an additional state variable wu. Here,
defines the conditional expectation of profit, as opposed to 7r!)* of (3.3) in case (1) . As before, if contains farm units which employ crop j under both irrigated and rainfed conditionis, we may pool the complete sample to improve the precision of our estimates, obtained by treating the two subsamples within cases (1) and (2) separately. The improved precision occurs due to the common parameters, 0, in each of the log-likelihoods (3.8) and (3.14) , since the same production function (3. 1) applies to each case. In this case the pooled log-likelihood is simply
.. log h x 1 ,)(7r,X;X) x 11 ) . (3.16) Apart from improving the efficiency of the estimation of 01, pooling will also "salvage" certain parameters in Oj of case (1) which would have otherwise been inestimable due I, the failure to report w4j. Thus, provided the sample contains both irrigated and rainfed farmers cultivating a given crop, the reported data for rainfall in the latter may be pooled with data for irrigated farmers to identify the parameters even though w,J is not observed. Indeed, the pooling eliminates problems of identifiability.
FERTILIZER USAGE AND RESPONSE UNDER UNCERTAINTY
The fact that the length of the production period from planting to harvest is of significant duration for most crops creates various types of additional problems involving decision-making under uncertainty. Input decisions with respect to fertilizer use must often be made well in advance of the harvest time. As a result, variations in the pattern of rainfall and other weather conditions, which occur as random events in the intervening time span, create uncertainty with respect to both the level of output and the price at which the crop may be sold, and, thus, influence decisions regarding fertilizer use. We shall now illustrate econometric methods to handle such types of decision-making-under-uncertainty situations.
a. Case (3): Rainfed Crops with Uncertain Rainfall
To illustrate our approach to this class of problems, we shall reconsider the problem of deciding upon the optimal levels of fertilizer (and other variable inputs) for the case of rainfed crops. In case (2) of Section 3, we assumed that rainfall wj was the only source of water for crops in the absence of irrigation and water-management systems. However, the major problem with the use of the model (3.lOa) and (3.1Ob), and associated conditional log-likelihood L *, 2 )(2 1 , (_ 2 )) of (3.15) , is that the value of the state variable, wu 1 denoting the rainfall index over the crop cycle, cannot be assumed to be known to the decision-maker at the time of fertilizer application, etc. Suppose that rainfall conditions in the time period under consideration are essentially annual periodic functions with a daily time trend and a sizeable random white-noise component with location-specific parameters. Also, suppose that, by utilizing a sufficiently lengthy series of prior historical data on monthly or even daily rainfall, in relation to the expected time span of the crop j the probabilit, distribution g,,. 1 j(wij; ij), can be estimated for an appropriate rainfall index wij. Here 4ij denotes a vector of parameters associated with the time tj(i) and place, 1*(i) of observation i on crop j. 12 Finally, suppose that the farmer has knowledge of the historical rainfall patterns at his location and, indeed, employs g,,,.(w 1 ij;; ii) to guide his decisions on x«U and x?,.
In a particular example, agronomic/meteorological knowledge could be used to define a suitable rainfall-index wij associated with crop j and farm location l*(i), as well as a simple stochastic model for the rainfall distribution at l*(i) for the typical time span (from planting tj(i) --Ij(i) to harvest, tj(i)) associated with crop j. For present purposes we assume that such a p.d.f. g,,,,j(wjj; di) has been defined and that its parameters can be estimated via ML methods from an extraneous sample of rainfall data for each location l*(i) and crop j.
Let su 1 denote the vector of all state variables observed at the time of decision-making sij= [aij, zf,pij Ps qt XF cji * (4.1)
In case (2) of Section 3 we described a neoclassical model for maximization of the conditional expectation of profits, given the set of decision variables xU 1 , the set of state variables su 1 , and the rainfall index wiv. The. maximand for case (2) Comparison with x(j)* of (3.10b), the optimal decision vector when when wj; is known, exhibits again the replacement of wu 1 by the parameter vector and the difference in the functional form of the demand functions-x72* versus Xj (3) Given xu3*, the observed decision vector xu can now be represented by the model,
where u 13) follows the p.d.f. g(2) of (3.12a), i.e.,
Thus, the marginal p.d.f. of xu , is simply
and comparison with (3.13) reveals that uncertainty with respect to wu changes the mean of xU, from x,3)*, while preserving the same covariance matrix, E)2)* as in (3.12a) of case (2) .
Consider next the conditional p.d.f. of profits iru 1 given that xu 1 is determined through the model (4.5) in ignorance ex ante, of the ex post value of the rainfall index wu 1 which subsequently obtains as a random drawing from gw , 1 . In the case where the resulting wij value is known ex post (say, at harvest time) then, conditional upon both xij and wU 1 (4.8) where g (2) is defined in (3.12b) (4.9) whereas the unconditional p.d.f. is defined by hV,w j(7r 1 (1 -,) -log h13.),(7ru, xij) . (4.14) iEI;
Thus, the certainty model of case (2) is embedded within the present uncertainty model. This may be seen if we let g,, U(w 1 J) converge to a degenerate point-mass distribution at w 11 , whence 7rfJ)* of (4.2) converges to n7f)* of (3.1 Ob), x{!j* * x!J * and h 1 3) e h(2) of (3.13). The algorithm of Section 2.c applies mutatis mutandis to this case. The major difference is the use of numerical integration to evaluate the objective function 7r!) * of (4.2), associated with each individual, which is then maximized with respect to xij in (i) of Step (n.l.r).
It should also be evident that this approach readily generalizes to the treatment of other sources of uncertainty with respect to any other state variables in s,j. An obvious extension would be to treat prices of output Pi at harvestime as uncertain at the time of planting and develop models to generate the p.d.f. of Pu based on historical data on prices and other determinants up to the time of planting.' 
b. Risk and Uncertainty
We now generalize our discussion to the case where, in the presence of uncertainty, farmers are not assumed to be neutral to risk. We define risk as the conditional variance of profits, given the decision variables xu 1 and the vector of state variables s 11 of (4.1), where wu is now an element of zjj. Suppose, upon reordering, that we partition su as Sii = MP,(l s!, (2 It (4.15) where s!' 1 is known with certainty at the time of decision making, but uncertainty surrounds the elements of s Let g,,2,(s. ; yj) denote the subjective p.d.f. of s(J) (and other possible determinants') up to the time of the decision tj(i) in year r(i).
We assume that the farmers' objective is to maximize a utility function i -ij'aj, (4.18) 8 (2) which is independent of both x 1 j and sb' , and depends only on Lj. In this case, for any parametric form of the ujtility function U of (4.16), the optimal decision vector may be calculated by numerical methods, and will be of the form XJ(" = (s f P ; Oj, Lj, yj, co). Thus x( 4 )* depends on the state variable known with certainty s,!), the parameters 01 in the production function; the parameters £j defining the covariance structur of the errors; the parameters yj as well as other possible determinants, in the distribation of the state variables s{3) to which uncertainty is attached; and, finally, the parameters co in the utility function, defining the trade-off between the expectation and risk of profits.
Hence, in the case where s,?) is latent ex post, we have the rnodel is to be inserted into (4.23). Thus, apart from these changes, the algorithm of Section 2 may be used to estimate the parameter vector aj= [ vec EW ]' 1, where yj is assumed to have been estimated from an extraneous sample-providing a general approach for the econometric treatment of risk due to uncertainty.
CONCLUSIONS
This paper has outlined a general approach to the econometrics of agricultural production, input demand and output supply in the context of risk and uncertainty. As a by-product, we have also indicated (Section 2.e) how the econometrics of the dual concepts of profit and cost functions may be treated in the context of a stochastic model. Our purpose has been to utilize the issues of fertilizer use, irrigation systems and crop response as a vehicle to illustrate these ideas. It should, however, be clear that the approach is applicable to a vast array of other agricultural (and nonagricultural) problems.
Implementation of these methods on the Bangladesh [21 data has, at present, to await clearance by the International Fertilizer Development Center and the Government of Bangladesh. It is hoped, however, that in a subsequent paper we will be able to report on such empirical results.
