Analyzing large sparse electrical networks is a fundamental task in physics, electrical engineering and computer science. We propose two classes of quantum algorithms for this task. The first class is based on solving linear systems, and the second class is based on using quantum walks. These algorithms compute various electrical quantities, including voltages, currents, dissipated powers and effective resistances, in time poly(d, c, log(N), 1/λ, 1/ε), where N is the number of vertices in the network, d is the maximum unweighted degree of the vertices, c is the ratio of largest to smallest edge resistance, λ is the spectral gap of the normalized Laplacian of the network, and ε is the accuracy. Furthermore, we show that the polynomial dependence on 1/λ is necessary. This implies that our algorithms are optimal up to polynomial factors and cannot be signficantly improved.
Introduction
Quantum computers are believed to be more powerful than classical computers, in the sense that quantum algorithms can solve some computational problems exponentially faster than their classical counterparts. So far, this kind of speedup has been mainly demonstrated for two types of problems: simulation of quantum systems (e.g. [38, 1, 2, 13, 32] ), and algebraic or number theoretic problems (e.g. [50, 51, 27, 28, 19] ). While the first category is quantum in nature, the second category has some group structure so that quantum Fourier transform can be applied to find periodicity. In contrast, many computational problems in natural science and engineering do not possess this kind of structure, and it remains an important task to understand how efficiently quantum algorithms can solve them.
In this paper, we investigate the power and limitation of quantum algorithms for analyzing (resistive) electrical networks. The problems we consider are as follows. Suppose a connected undirected graph is given such that each edge has associated with it a real positive resistance, and an electric current is injected at some vertices and extracted at some other vertices. The goal is to determine the induced voltage (i.e. potential difference) between two given vertices, or the induced current on a given edge, or the total power disspiated by this graph. We are also interested in computing the effective resistance between two given vertices, which is defined as the induced voltage between these vertices when a unit current is injected at one of them and extracted at the other. These problems are fundamental in physics and electrical engineering, and have numerous applications. Remarkably, they play an important role in computer science as well. The idea of viewing a graph as an electrical network turns out to be very fruitful in the design of fast classical algorithms (e.g. [53, 56, 21, 34, 59, 37, 39, 40] ) and analysis of random walks (e.g. [24, 17] ). In recent years, electrical network theory has also begun to be used in the design of efficient quantum algorithms (e.g. [7, 36, 8, 12, 11, 10, 30, 31, 16] ) and analysis of quantum walks (e.g. [9, 10, 45, 5] ). The ability to quickly compute the above electrical quantities is a requisite for these ideas to work.
Classically, one calculates the electric potentials and currents in an electrical network as follows 1 . Kirchoff's current law stipulates that the sum of the currents entering a vertice equals the sum of the currents leaving it. Ohm's law states that the voltage across a resistor equals the product of the resistance and the current through it. Combining these two facts, one obtain a system of linear equations. Currently, the best way to solve this linear system is by using Spielman and Teng's algorithm [54, 55] , which takes nearly linear time in the number of edges. Note that this is nearly optimal for this approach, because simply writing down the vector of potentials (or currents) requires linear time in the number of vertices (or edges), which can be time-consuming for large graphs. Given this limitation, we naturally ask whether quantum algorithms can perform better on this task.
We answer this question affirmatively by giving a series of efficient quantum algorithms for analyzing large sparse electrical networks. These networks might contain (exponentially) many vertices, but each vertex has only a small number of neighbors (which can be efficiently found). Such networks frequently arise in both physics and computer science contexts. Our algorithms compute various electrical quantities, including voltages, currents, dissipated powers and effective resistances, in time poly(d, c, log(N), 1/λ, 1/ε), where N is the number of vertices in the network, d is the maximum unweighted degree of the vertices, c is the ratio of largest to smallest edge resistance, λ is the spectral gap of the normalized Laplacian of the network, and ε is the accuracy. In particular, their dependence on N is exponentially better than that of known classical algorithms.
Our algorithms can be divided into two classes depending on the main techniques used. The first class of algorithms build certain linear systems and extract useful information from their solutions. These systems include the Laplacian system whose solution encodes the electric potentials, and another linear system whose solution roughly encodes the electric currents. To solve these systems most efficiently, we develop variants of a recent quantum linear system algorithm (QLSA) proposed by Childs, Kothari and Somma [20] , which improves the previous algorithms of Harrow, Hassidim and Lloyd [29] and Ambainis [3] . Previous QLSAs yield a quantum state proportional to the solution of a given linear system, and this has caused some debate over the years. Our variants output a number, and hence do not have this issue. This number can be the norm of the solution, or the norm of one entry of the solution, or the norm of the difference of two entries of the solution, all of which have a natural physical meaning in the context of our linear systems.
Our second class of algorithms take advantage of the graph structure of the problems under consideration, and beat the first class in computing dissipated powers and effective resistances. They are based on a modern use of quantum walks [4, 57] , which are a powerful tool for designing fast quantum algorithms. In the early years, quantum walks were mainly used for amplitude amplification in search problems (e.g. [4, 42, 57, 41] ). But during recent years, their spectral properties became more and more useful for tackling decision problems (e.g. [48, 49, 11, 9] ). Here we follow the second approach. Specifically, we first establish a relationship between the kernel of the signed weighted incidence matrix of a network and the electrical flow in this network. Then we show that a state encoding this flow can be obtained by performing a boosted version of phase estimation on the quantum walk corresponding to this matrix. We also give efficient implementations of this quantum walk. Finally, we demonstrate how to extract useful information from this state by performing appropriate operations on it.
As mentioned before, all of our algorithms have polynomial dependence on the parameter 1/λ, where λ is the spectral gap of the normalized Laplacian of the network (see Section 2.2 for the precise definition). One may wonder whether this dependence is necessary. We show that this is indeed the case. Specifically, we prove that in order to estimate any of the above electrical quantities within a reasonable accuracy, one has to make Ω 1/λ k queries to the network, for some constant k > 0. This lower bound implies that our algorithms are optimal up to polynomial factors and cannot be dramatically improved. This paper is organized as follows. In Section 2, we provide some requisite background information, and formally state the probems studied in this work. In Section 3 and Section 4, we describe our linear-system-based and quantumwalk-based algorithms for solving these problems, respectively. In Section 5, we prove lower bounds on the quantum query complexity of these problems. Finally, we conclude in Section 6 with some comments and future research directions.
Preliminaries
In this section, we provide the necessary background information to understand this paper. In Section 2.1, we introduce the notation used in this paper. In Section 2.2 and Section 2.3, we give some basic results in spectral graph theory and electrical network theory, respectively. In Section 2.4, we formally state the problems studied in this work.
Notation
Given a set U, we use R U to denote the set of all functions from U to R. If U is finite, we also treat any f ∈ R U as a |U|-dimensional vector in the natural way.
Given a real number z, we define sgn(z) = 1 if z ≥ 0, and −1 otherwise. Given two real numbers a, b and a real number δ > 0, we say that a is a δ-additive approximation of b if |a − b| ≤ δ, and say that a is a δ-multiplicative approximation of b if |a − b| ≤ δ|b|. We say that an algorithm estimates a quantity x up to additive error δ if it outputs a δ-additive approximation of x, and say that an algorithm estimates a quantity x up to multiplicative error δ if it outputs a δ-multiplicative approximation of x.
Without causing confusion, we use the Dirac notation to denote both quantum states and abtract vectors. Namely, depending on the context, |ϕ can be a (possibly unnormalized) state or a vector in a Hilbert space, and ϕ| is its conjugate transpose. Moreover, if we write |ψ ⊥ |ϕ , we mean that ψ|ϕ = 0.
Given a matrix A, we say that A is d-sparse if each row and column of A contains at most d nonzero entries. Moreover, we use Range(A) to denote the range (i.e. column space) of A, and use Ker(A) to denote the kernel (i.e. null space) of A. We also use Π(A) to denote the projection onto Range(A), and use Ref(A) to denote the reflection about Range(A), i.e. Ref(A) := 2Π(A) − I. We also use s j (A) to denote j-th smallest singular of A (counted with multiplicity), and use λ j (A) to denote the j-th smallest eigenvalue of A (counted with multiplicity), starting with j = 1. The condition number of A, denoted by κ(A), is defined as the ratio of largest to smallest singular value of A, and the finite condition number of A, denoted by κ f (A), is defined as the ratio of largest to smallest nonzero singular value of A. Futhermore, we use A + to denote the Moore-Penrose pseudoinverse of A. That is, if A has the singular value decomposition A = ∑ j s j u j v j (where s j > 0), then A + := ∑ j s −1 j v j u j . Given two Hermitian matrices A and B, if we write A B (or A B), we mean that A − B (or B − A) is positive semidefinite.
Given a unitary operation U and a real number ε > 0, we say that a circuit (or procedure) implements U with precision ε if this circuit (or procedure) implements a unitary operation V satisfying U −V ≤ ε (where · is the spectral norm).
Graph Theory Definitions
All the graphs considered in this paper will be connected, weighted and undirected, unless otherwise stated. If any unweighted graph is mentioned, we also treat it as a weighted graph with unit edge weights.
Let G = (V, E, w) be a graph with edge weights w e > 0. For any vertex v, let E(v) be the set of edges incident to v. The unweighted degree of v is defined as deg(v) := |E(v)|, and the weighted degree of v is defined as deg(v) := ∑ e∈E(v) w e . The maximum unweighted degree of G is defined as deg(G) := max v∈V deg(v), and the maximum weighted degree of G is defined as deg(G) := max v∈V deg(v). For any S ⊆ V , the volume of S is defined as vol (S) 
Now we arbitrarily orient the edges in E. For each edge e, let e + denote its head, and let e − denote its tail. For each vertex v, let E + (v) := {e ∈ E(v) : e + = v}, and let E − (v) := {e ∈ E(v) : e − = v}. These orientations are merely for notational convenience, and they are used to interpret the meaning of a positive flow on an edge. That is, if the flow runs from the tail to the head of the edge, then it is positive; otherwise, it is negative. One should keep in mind that the graph G is still undirected, and the flow on an edge can go in either direction, regardless of this edge's orientation. Now we define several matrices associated with the graph G. The weighted degree matrix of G is defined as
The weighted adjacency matrix of G is defined as
The signed (vertex-edge) incidence matrix of G is defined as
The edge weight matrix of G is defined as
The signed weighted (vertex-edge) incidence matrix of G is defined as
The Laplacian of G is defined as
The normalized Laplacian of G is defined as
Both L G and L G are real symmetric matrices, and they satisfy
and
where |1 := ∑ v∈V |v . Furthermore, it can be shown that
where
The following lemma establishes a relationship between λ 2 (L G ) and λ 2 (L G ):
We need to show that for any |ψ ⊥ |1 , ψ|ψ = 0,
Since |ϕ
Consequently, we get
where the last step follows from the fact that D G = ∑ v deg(v)|v v| I and hence ψ|D
Now we define a combinatorial quantity associated with the graph G. For any S, T ⊂ V , S ∩ T = Ø, let E(S, T ) be the set of edges with one endpoint in S and another endpoint in T , and let w(S, T ) := ∑ e∈E(S,T ) w e . Then for any S ⊂ V , S = Ø, the conductance of S is defined as
whereS := V \ S. Then the conductance of G is defined as
Remarkably, Cheeger's inequality [18, 22] establishes a polynomial relationship between the algebraic quantity λ 2 (L G ) and the combinatorial quantity φ G :
Electrical Flows
In this paper, we treat a graph G = (V, E, w) with edge weights w e > 0 as an electrical network with the same topology and edge resistances r e := 1/w e (or equivalently, edge conductances w e ), and vice versa. So from now on we will interchange the terms "graph" and "electrical network", as they mean the same thing.
Suppose we inject an electric current of value i ext (v) at vertex v, for each v ∈ V (if i ext < 0, then we extract an electric current of value −i ext (v) at vertex v). The condition i ext ⊥ 1 ensures that the total amount of injected currents equals the total amount of extracted currents, which is physically reasonable. Let v ∈ R V be the induced potentials at the vertices, and let i ∈ R E be the induced currents on the edges. By Ohm's law, the current on an edge is equal to the voltage (i.e. potential difference) between its endpoints times its conductance:
Meanwhile, by Kirchoff's current law, the sum of the currents leaving a vertex is equal to the amount injected at the vertex:
Combining these two facts, we get
Since
Furthermore, by Joule's first law, the power dissipated by an edge is equal to the square of the current on it times its resistance (or equivalently, the square of the voltage across it times its conductance). So the total power dissipated by the graph G is
Often we are interested in the special case where a unit current is injected at a vertex s and extracted at another vertex t. Namely, i ext = χ s,t := |s − |t . The effective resistance between s and t, denoted by R eff (s,t), is defined as the induced voltage between s and t in this case. By Joule's first law, R eff (s,t) is also equal to the power dissipated by the graph G in this case. So we have
There is an alternative definition for electrical flow which turns out to be very useful. Let i ext ∈ R V satisfy i ext ⊥ 1 = (1, 1, . . . , 1) T . We say that f ∈ R E is a flow consistent with i ext if it obeys the flow-conservation constraints:
The power of the flow f (with respect to the edge resistances r e = 1/w e ) is defined as
Then, among all the flows consistent with i ext , the electrical flow i induced by i ext is the unique flow that minimizes this power function:
Proof. Suppose C G has the singular value decomposition C G = ∑ j s j u j v j , where s j > 0, u j and v j are real vectors, for all j.
, we have i ext = ∑ j α j u j for some numbers α j 's. Consequently, we get
So the power of the electrical flow i is
Meanwhile, for any flow f consistent with i ext , we have B G f = i ext and hence
where Φ ⊥ is an unnormalized vector satisfying Φ ⊥ ⊥ v j for all j. As a result, we obtain
Lemma 2 implies that the effective resistance R eff (s,t) between s and t is equal to the minimum power of a flow consistent with i ext = χ s,t . This is an alternative definition of effective resistance.
Problem Statement
Given an electrical network G = (V, E, w) driven by an external current i ext , we are interested in the quantum complexity of the following problems:
• Compute the voltage between two vertices s and t.
• Compute the current on an edge e.
• Compute the power dissipated by the graph G.
• Compute the effective resistance between two vertices s and t.
We will mainly focus on large sparse graphs. Namely, G might contain (exponentially) many vertices, but each vertex has only a small number of neighbors (which can be efficiently found). Our model is as follows. Suppose
. . , e M } and deg(G) = d. Then we assume there exists a procedure P v that, on input (i, k) ∈ {1, 2, . . . , N} × {1, 2, . . . , d}, outputs (the index of) the k-th edge incident to v i . We also assume there exists a procedure P e that, on input j ∈ {1, 2, . . . , M}, outputs (the index of) the two endpoints of e j as well as the weight of e j . Furthermore, except for computing effective resistances, we assume there exists a produre P i that prepares the state |i ext |i ext , where |i ext := ∑ v∈V i ext (v)|v . We assume that P v , P e and P i are all efficient, in the sense that they can be implemented in time poly(log(N)).
Formally, we define our Electrical Network Analysis (ENA) problems as follows:
ext be the induced potentials at the vertices, and let i = W G B T G v be the induced currents on the edges. Let ε ∈ (0, 1). Given s,t ∈ V and access to the procedures P v , P e and P i , the goal is to estimate |v(s) − v(t)| up to additive error ε, succeeding with probability at least 2/3.
Problem 2 (ENA-C).
The assumption is the same as in ENA-V. Given e ∈ E and access to the procedures P v , P e and P i , the goal is to estimate |i(e)| up to additive error ε, succeeding with probability at least 2/3.
Problem 3 (ENA-P).
The assumption is the same as in ENA-V. Given access to the procedures P v , P e and P i , the goal is to estimate E(i) up to multiplicative error ε, succeeding with probability at least 2/3.
Problem 4 (ENA-ER).
The assumption almost the same as in ENA-V, except that we do not need i ext or P i . Given s,t ∈ V and access to the procedures P v and P e , the goal is to estimate R eff (s,t) up to multiplicative error ε, succeeding with probability at least 2/3.
These problems are not completely independent of each other. For example, when s and t are adjacent vertices, we can use Ohm's law to infer the voltage between s and t from the current on (s,t), and vice versa. So ENA-V and ENA-C are equivalent (up to a query of the weight of (s,t)) in this case. Moreover, when i ext = χ s,t , the power of the flow i is equal to the effective resistance R eff (s,t) between s and t. So ENA-ER can be viewed as a special case of ENA-P. Despite such connections among these problems, one can see that no two of them are completely equivalent.
Although in the above problems we assume that the edge conductances are in the range [1, c] and the external current i ext has unit l 2 norm, this is without loss of generality. Suppose instead that the edge conductances are in the range [a, ac], and i ext = b, for some constants a, b > 0. Namely, the edge conductances are rescaled by a factor of a, and the external current is rescaled by a factor of b. By Eqs. (20), (23), (24) and (25), this would rescale the voltages, currents, disspated powers and effective resistances in the electrical network by a factor of b/a, b, b 2 /a and 1/a, respectively. So we only need to solve the "normalized" problems ENA-V, ENA-C, ENA-P and ENA-ER described above, and then multiply their solutions by these factors.
We will develop quantum algorithms for solving the above ENA problems. We quantify the resource requirements of these algorithms using two measures. The query complexity is the number of uses of the procedures P v , P e and P i in the algorithm. The gate complexity is the number of 2-qubit gates used in the algorithm. An algorithm is gate-efficient is if it is gate complexity is larger than its query complexity only by a logarithmic factor. Formally, an algorithm with query complexity Q is gate-efficient if its gate complexity is O(Q · poly(log(QN))), where N = |V | is the number of vertices in G. All the algorithms presented in this paper will be gate-efficient.
Analyzing Electrical Networks by Solving Linear Systems
In this section, we describe a class of quantum algorithms that analyze electrical networks by solving certain linear systems. These systems include the Laplacian system whose solution encodes the electric potentials, and another linear system whose solution roughly encodes the electric currents. To solve these systems most efficiently, we first develop several variants of a recent quantum linear system algorithm in Section 3.1. Then we show how to use them to solve the ENA problems in Section 3.2.
Quantum Linear System Algorithms
Recently, Childs, Kothari and Somma (CKS) [20] proposed a quantum linear system algorithm (QLSA) which improves the previous algorithms of Harrow, Hassidim and Lloyd (HHL) [29] and Ambainis [3] . Their main result can be summarized as follows: 
there exists a gate-efficient 2 quantum algorithm that makes O(dκ · poly(log(dκ/ε))) uses of P A and P b , and produces a state ε-close to |x in l 2 norm, succeeding with Ω(1) probability, with a flag indicating success.
CKS mainly focused on how to prepare a state proprotional to the solution of a given linear system. But here, for electrical network analysis, the following problems are actually more relevant: (1) Lemma 4. Under the same assumption as in Theorem 3, supposing || b|| = q is known, there exists a gate-efficient quantum algorithm that makes O (dκ 2 /ε) · poly(log(dκ/ε)) uses of P A and P b , and outputs an ε-multiplicative approximation of x with probability at least 2/3.
Lemma 5.
Under the same assumption as in Theorem 3, supposing || b|| = q is known, there exists a gate-efficient quantum algorithm that makes O (dq 2 κ 3 /ε 2 ) · poly(log(dqκ/ε)) uses of P A and P b , and outputs an ε-additive approximation of |x i |, for any given i ∈ {1, 2, . . . , N}, with probability at least 2/3. Lemma 6. Under the same assumption as in Theorem 3, supposing || b|| = q is known, there exists a gate-efficient quantum algorithm that makes O (dq 2 κ 3 /ε 2 ) · poly(log(dqκ/ε)) uses of P A and P b , and outputs an ε-additive approximation of x i − x j , for any given i, j ∈ {1, 2, . . . , N}, with probability at least 2/3.
Before proving these lemmas, let us briefly review the algorithm in Theorem 3. Then we show how to modify this algorithm to solve the problems in Lemmas 4, 5 and 6. This algorithm uses the following technique to implement a linear combination of unitary operations. Let M = ∑ j α j U j be a linear combination of unitary operators U j with α j > 0 for all j. Let V be any unitary operator that satisfies
where Φ ⊥ is an unnormalized state (depending on |ϕ ) satisfying
we measure the first m qubits of this state in the standard basis, then with probability To apply this technique to implement the operator A −1 , Ref. [20] finds certain α j 's and U j 's such that A −1 ≈ ∑ j α j U j and each U j is of the form e −iAt j for some t j ∈ R. Specifically, let γ > 0 and let the function h(x) be defined as
Then since A is a Hermitian matrix with eigenvalues in the domain D κ ,
It follows that
Then, since A −1 b ≥ 1, by Lemma 24 in Appendix A, we get
Furthermore, we have
and |β( j, k)| ≤ JKδ y δ z = Θ(κ · log(κ/γ)) for all j, k. Now we pick γ = Θ(ε), and define the operators V and U corresponding to this Fourier approximation of x −1 . Let V be a unitary operator such that
where m = O(log(JK)) = O(log(κ/ε)). Let U be defined as
It turns out that V can be implemented with O(κ · poly(log(κ/ε))) 2-qubit gates, and U can be implemented with precision ε (≤ ε) by a gate-efficient procedure that makes O(dκ · poly(log(dκ/ε ))) uses of P A [20] .
Now we define W = V † UV , and get
where Φ ⊥ is an unnormalized state satisfying (|0 m 0 m | ⊗ I) Φ ⊥ = 0. Then, if we measure the first m qubits of this state in the standard basis, then with probability
by Eq. (38) and γ = Θ(ε)), the outcome is 0 m and we obtain the
, which is ε-close to |x in l 2 norm by Eq. (39). To raise the success probability to Ω(1), we use the standard ampltitude amplification [15] , which requires
repetitions of the above procedure. This means that we need to implement each U with precision
The resulting algorithm, denoted by A, makes O dκ 2 · poly(log(dκ/ε)) uses of P A and P b , and is gate-efficient. The κ-dependence can be decreased from quadratic to nearly linear by using Ambainis' variable-time amplitude amplification [3] . However, we do not need this technique to prove Lemma 4, 5 or 6.
Proof of Lemma 4. Suppose || b|| = q is known. Then x = q A −1 b . So in order to estimate x up to multiplicative error O(ε), we only need to get an O(ε)-multiplicative approximation of A −1 b . To achieve this, we modify A by replacing amplitude amplification with amplitude estimation [15] . Specifically, we still choose γ = Θ(ε) and define the corresponding operators V , U and W as before. Then, if we measure the first m qubits of W |0 m |b in the standard basis, the probability of getting outcome 0 m is
where α = Θ κ log(κ/ε) . We use amplitude estimation to obtain an O(ε)-multiplicative approximationp of p (succeeding with probability at least 3/4). Then 
repetitions of W . This means that we need to implement each U with precision
This can be achieved by a gate-efficient procedure that makes O(dκ · poly(log(dκ/ε))) uses of P A . The resulting algorithm makes O((dκ 2 /ε) · poly(log(dκ/ε))) uses of P A and P b , and is gate-efficient.
Proof of Lemma 5. Let |y = A −1 b . Then |x i | = q| i|y |. So in order to estimate |x i | up to additive error O(ε), we only need to get an O(ε/q)-additive approximation of | i|y |. To achieve this, we choose γ = Θ(ε ) where ε := ε/q, so that
Let |y = h(A) b . Then |y − |y = O(ε ). Next, we define the operators V , U and W corresponding to this γ. We also define a unitary operator R such that R|0 |i = |1 |i and R|0 |i = |0 |i for all i = i. Then we have
where α = Θ κ log(κ/ε ) , and Ξ ⊥ is an unnormalized state satisfying (|0 m 0 m | ⊗ I) Ξ ⊥ = 0. Then, if we measure the first m + 1 qubits of this state in the standard basis, the probability of getting outcome 0 m 1 is
We use amplitude estimation to obtain an O(ε )-additive approximationp of p (succeeding with probability at least 3/4), where ε :
, and hence
Meanwhile, note that
Combining Eqs. (53) and (54), we get α
Then, since ε = qε , we know that qα √p is an O(ε)-additive approximation of |x i | = q| i|y |, as desired. Let us analyze the complexity of this algorithm. Since we want to estimate p up to additive error O(ε ) where ε = Θ ε 2 /(q 2 κ 2 log(qκ/ε)) , amplitude estimation requires
repetitions of RW . This means that we need to implement each U with precision
This can be achieved by a gate-efficient procedure that makes O(dκ · poly(log(dκq/ε))) uses of P A . The resulting algorithm makes O((dq 2 κ 3 /ε 2 ) · poly(log(dqκ/ε))) uses of P A and P b , and is gate-efficient.
Proof of Lemma 6. The proof of this lemma is similar to that of Lemma 5. The main difference is that here we replace R with a unitary operation Q which satisfies Q|0 − i, j = |1 − i, j , Q|0 + i, j = |0 + i, j , and Q|0 |l = |0 |l for all l = i, j, where
where W is defined as in the proof of Lemma 5, |y = h(A) b , and Ξ ⊥ is an unnormalized state satisfying (|0 m 0 m | ⊗ I) Ξ ⊥ = 0. We still pick γ = Θ(ε/q) such that |y − |y = O(ε/q), where |y = A −1 b . If we measure the first m + 1 qubits of QW |0 m |0 b , then the probability of getting outcome 0 m 1 is
We use amplitude estimation to obtain an O ε 2 /(q 2 α 2 ) -additive approximationp of p (succeeding with probability at least 3/4). Then √p is an O(ε/(qα))-additive approximation of √ p , and hence α √p is an O(ε/q)-additive approximation of α √ p = − i, j |y . Meanwhile,
Combining these two facts, we know that qα √p is an O(ε)-additive approximation of q − i, j |y = x i − x j / √ 2. All the parameters are on the same order as in the proof of Lemma 5. So this algorithm also makes O((dq 2 κ 3 /ε 2 ) · poly(log(dqκ/ε))) uses of P A and P b , and is gate-efficient.
It is worth noting that the algorithms in Theorem 3 and Lemmas 4, 5, 6 still work when A is not invertible but b ∈ Range(A). In this case, we only need to replace A −1 with A + , and replace the condition number κ of A with the finite condition number κ f of A. This property will be useful in the next subsection.
Using QLSAs to Analyze Electrical Networks
∈ R V be the induced potentials at the vertices, and let i ∈ R E be the induced currents on the edges. To solve the ENA-V problem, we consider the Laplacian system 
Note that all the nonzero eigenvalues of A are in the domain [λ/(2cd), 1], which means that A has finite condition number κ f ≤ 2cd/λ. In addition, A is (d + 1)-sparse, and given any (i, j) ∈ {1, 2, . . . , N} × {1, 2, . . . , d + 1}, we can find the location and value of the j-th nonzero entry in the i-th row of A by making O(d) uses of P v and P e . Meanwhile, we have b ∈ Range(A), g := || b|| = 1/(2cd), and we can prepare a state proportional to b by calling P i once. Using these facts and Lemma 6, we know that there exists a gate-efficient quantum algorithm that estimates |v(s) − v(t)| up to additive error ε, for any given s,t ∈ V , by making
uses of P v , P e and P i , as claimed.
To solve the ENA-C, ENA-P and ENA-ER problems, we consider another linear system. This system has the advantage that the finite condition number of its coefficient matrix is the square root of that of Laplacian system. As a result, it can be solved more efficiently. Recall that B G i = i ext and
Furthermore, we claim:
Proof. Suppose C G has the singular value decomposition C G = ∑ j s j u j v j , where s j > 0, u j and v j are real vectors, for all j. Then L G = C G C T G has the spectral decomposition L G = ∑ j s 2 j u j u j . Moreover, since i ext ∈ Range(L G ), we have i ext = ∑ j α j u j for some numbers α j 's. It follows that
Meanwhile, we have
We also have
These facts imply that |0 |i ext . Then Lemma 8 implies
Thus, for any given e ∈ E, we have
where |z := |1 |e . So in order to estimate |i(e)| up to additive error ε, we only need to get an ε -additive approximation of | z|x |, where ε := ε/ √ c, since 1 ≤ w e ≤ c. . This implies that A has finite condition number κ f ≤ 2cd/λ. Moreover, A is d-sparse, and for any given (i, j) ∈ {1, 2, . . . , 2|E|} × {1, 2, . . . , d}, we can find the location and value of the j-th nonzero entry in the i-th row of A by making O(1) uses of P v and P e . Furthermore, by the proof of Lemma 8, we know that |b ∈ Range(A). We also have g := |b = 1/ √ 2cd, and we can prepare a state proportional to |b by calling P i once. Using these facts and Lemma 5, we know that there exists a gate-efficient quantum algorithm that estimates | z|x | up to additive error ε by making
uses of P v , P e and P i . This concludes the proof.
Theorem 9 also provides a method for estimating the voltage between two adjacent vertices s and t:
Corollary 10. Under the promise that s and t are adjacent vertices, the ENA-V problem can be solved by a gateefficient algorithm that makes O c 1.5 d 1.5 λ 1.5 ε 2 · poly log cd λε uses of P v , P e and P i .
Proof. Let e = (s,t) ∈ E. By Ohm's law, we have |v(s) − v(t)| = |i(e)|/w e , where 1 ≤ w e ≤ c. So in order to estimate |v(s) − v(t)| up to additive error ε, we only need to get an ε-additive approximation of |i(e)|. By Theorem 9, this can be achieved by a gate-efficient quantum algorithm that makes O((c 1.5 d 1.5 /(λ 1.5 ε 2 )) · poly(log(cd/(λε)))) uses of P v , P e and P i .
One can compare the algorithm in Corollary 10 with the one in Theorem 7 for solving ENA-V in the general case. The former has better dependence on d and 1/λ, but slightly worse dependence on c. So they are incomparable.
Finally, we solve the ENA-P and ENA-ER problems by utilizing the algorithm in Lemma 4:
Theorem 11. The ENA-P problem can be solved by a gate-efficient quantum algorithm that makes O cd 2 λε · poly log cd λε uses of P v , P e and P i .
Proof. Let us use the same notation as in the proof of Theorem 9. Then we have
Thus, in order to estimate E(i) up to multiplicative error O(ε), we only need to get an O(ε)-multiplicative approxima-
. By Lemma 4, this can be accomplished by a gate-efficient quantum algorithm that makes
uses of P v , P e and P i . This concludes the proof. Proof. Recall that R eff (s,t) = E(i), where i = W G B T G L + G χ s,t is the electrical flow induced by the external current χ s,t = |s − |t . Clearly, we can prepare the state (|s − |t )/ √ 2 in time poly(log(N)). Then, by Theorem 11, there is a gate-efficient algorithm that makes O((cd 2 /(λε)) · poly(log(cd/(λε)))) uses of P v and P e , and outputs an O(ε)-multiplicative approximation of E(ĩ) = E(i)/2, whereĩ = i/ √ 2 is the electrical flow induced by the external current χ s,t / √ 2. Then we multiply this result by a factor of 2, and obtain an O(ε)-multiplicative approximation of E(i) = R eff (s,t).
Analyzing Electrical Networks by Using Quantum Walks
In this section, we present a set of quantum algorithms that analyze electrical networks by using quantum walks. In Section 4.1, we define several graph-related matrices, and show that they have some nice properties. In Section 4.2, we quantize one of the matrices to obtain a quantum walk. Then we analyze the spectral properties of this quantum wak, and give its efficient implementations. In Section 4.3, we describe how to utilize this quantum walk to solve the ENA-P and ENA-ER problems.
Modifying Graphs and Defining Matrices
Suppose G = (V, E, w) is an electrical network driven an external current i ext , where
for all e ∈ E, i ext ⊥ 1 and i ext = 1. For any e ∈ E, let |ϕ e := √ w e ( e − − e + ).
Then we have
Now we modify the graph G as follows. We add a special hyperedge e 0 among all the vertices in V , and set its weight to be λ. Let G = (V, E , w) be the modified hypergraph, where E := E ∪ {e 0 }, w e is the same as before for all e ∈ E, and w e 0 = λ. Let
Then we define
Moreover, for any v ∈ V , let E (v) := E(v) ∪ {e 0 }, and let deg (v) := deg(v) + λ. Then we define
We also define
One can easily see that
where |1 = ∑ v |v .
Proof. It is sufficient to show that, for any |ϕ ∈ Range(L G ), ϕ|ϕ = 0, we have
Suppose
This implies that
Combining Eqs. (95) and (97), we get
Suppose |ψ = ∑ v∈V α v |v for some numbers α v 's. Then
For any v ∈ V , we have 1
It follows that ψ|D
Plugging this into Eq. (101) yields
as desired. Now let us consider Ker(C G ). We claim:
f is a flow consistent with α · i ext for some number α},
in which h(f) = α if f is consistent with α · i ext .
Proof. Let |ψ = β|e 0 + ∑ e∈E β e |e be arbitrary. Then
if and only if
This is equivalent to the condition that the flow f defined as f(e) = √ w e β e for all e ∈ E is consistent with
Now let Π be the projection onto Ker(C G ). We claim:
Lemma 15.
where i = W G B T G L + G i ext is the electrical flow induced by i ext . We will give two proofs of Lemma 15. The first one is algebraic and more rigorous, and the second one is geometric and more intuitive.
Proof 1 of Lemma 15.
It is sufficient to show that for any |Ψ ∈ Ker(C G ), if |Ψ ⊥|Φ , then |Ψ ⊥|e 0 . We prove its contrapositive by contradiction.
Suppose |Ψ ∈ Ker(C G ) satisfies |Ψ ⊥ |e 0 . By Lemma 14, after appropriate rescaling of |Ψ , we can write it as
for some flow f consistent with i ext . We claim that, if
which means that
then there exists a flow f = i consistent with i ext such that E(f ) < E(i). But this is contradictory to Lemma 2 which states that i has the minimum power among such flows! Consequently, we must have |Ψ ⊥ |Φ . Now we prove this claim. Let f = βf + (1 − β)i, where β ∈ (0, 1) is to be chosen later. Obviously, f is a flow consistent with i ext for any choice of β. Let us consider the power of f .
Now let γ =
E(f) E(i)
and Let O be the origin of the space H := span{|e : e ∈ E }, and let X be the point in this space satisfying
for any |ψ ∈ L 2 , we can write it as |Ψ = a|e 0 + |Ψ for some vector |Ψ ⊥|e 0 . So L 2 is a hyperplane orthogonal to the vector − → OX and it also touches the point X.
One can see that 
Defining Quantum Walks
Now we define a quantum walk [4, 57] related to the matrix C G , analyze its spectral properties, and give its efficient implementations. This quantum walk will become a key component of the algorithms in the next subsection. It can be viewed as a generalization of those used for evaluating span programs [48, 49, 11] .
Let us define two operators A and B as follows:
Note that the |ψ v 's and |φ e 's are all unit vectors (recall that i ext = 1). So A and B are both isometries, and
Furthermore, by a direct computation, one can check that
This implies that Ker(D(A, B)) = Ker(C G ), which is characterized by Lemma 14. Now we define a unitary operator U(A, B) as follows:
We can find the eigenvalues and eigenvectors of U(A, B) by using Szegedy's spectral lemma: 
The (unnormalized) eigenvectors associated with these eigenvalues are
Furthermore,
The above is a complete description of the eigenvalues and eigenvectors of operator U(A, B) acting on H .
We are interested in the −1 eigenspace of U(A, B). Let H be this subspace, and let Π be the projection onto this subspace. By Lemma 16, H is the direct sum of H := {B|u : |u ∈ Ker(D(A, B))} and another subspace which is orthogonal to Range(B). Then, since B is an isometry, Lemma 15 implies that
where a := 1/ √ 2λ. This fact will be useful in the next subsection. The following lemma gives a lower bound on the eigenphase gap around π of U(A, B):
Lemma 17. The eigenphase gap around π of U(A, B) is at least 2λ/3.
we get s 2 (D (A, B) ) ≥ λ/6. Meanwhile, by Lemma 16, the singular value s j ∈ (0, 1) of D(A, B) is mapped to the eigenvalues e ±2i arccos s j of U(A, B). Let θ j = π/2 − arccos s j . Then we have
Therefore, the eigenphase gap around π of U(A, B) is at least 2 λ/6 = 2λ/3, as claimed.
The following lemmas give upper bounds on the cost of implementing U(A, B) perfectly or approximately:
Lemma 18. U(A, B) can be implemented by a gate-efficient procedure that makes O(d) uses of P v , P e and P i . gate-efficient procedures that make O(d) uses of P v , P e and P i ..
To implement Ref(A)
, we use the following method. Let Q 1 be a unitary operation that maps |0 n |v to |ψ v |v for all v ∈ V , and let R 1 be the reflection about span{|0 n |v : v ∈ V }, where n = Θ(log(N)). Then
Clearly, R 1 can be implemented in time poly(log(N)). We implement Q 1 using the following procedure. Given the state |0 n |v for any v ∈ V , we first map it to
|e |w e
by using O(d) queries to P v and P e (recall that |E(v)| ≤ d). Then we transform this state into
Since |ψ v is a (d + 1)-sparse vector in a poly(N)-dimensional space, this step can be accomplished by using O(d · poly(log(N))) 2-qubit gates, as implied by Ref. [52] . Finally, we uncompute ⊗ e∈E(v) |e |w e by using O(d) queries to P v and P e . This implementation of Q 1 requires O(d) uses of P v and P e , and is gate-efficient. As a result, Ref(A) can be implemented by a gate-efficient procedure that makes O(d) uses of P v and P e .
The implementation of Ref (B) is similar. Let Q 2 be a unitary operation that maps |e |0 m to |e |φ e for all e ∈ E , and let R 2 be the reflection about span{|e |0 m : e ∈ E }, where m = Θ(log(N)). Then we have
Clearly, R 2 can be implemented in time poly(log(N)). We implement Q 2 using the following procedure. Given the state |e |0 m for any e ∈ E , if e = e 0 , then we transform |0 m into |φ e 0 = |i ext by calling P i once; otherwise, we first map this state to |e |0 m (|e + |e − |w e )
by using O(1) queries to P e , then transform it into |e |φ e (|e + |e − |w e ),
where |φ e = (|e + − |e − )/ √ 2, by using poly(log(N)) 2-qubit gates, and finally uncompute |e + |e − |w e by using O(1) queries to P e . This implementation of Q 2 requires O(1) uses of P e and P i , and is gate-efficient. As a consequence, Ref(B) can be implemented by a gate-efficient procedure that makes O(1) uses of P e and P i . Proof. Let us use the same notation as in the proof of Lemma 18. Recall that R 1 , R 2 and Q 2 can be all implemented by gate-efficient procedures that make O(1) uses of P v , P e and P i . We only need to show that Q 1 can be implemented with precision δ > 0 by a gate-efficient procedure that makes O( c/λ · poly(log(d/δ))) uses of P v and P e .
Recall that Q 1 is the unitary operation mapping |0 n |v to |ψ v |v for all v ∈ V , where n = Θ(log(N)) and
Given the state |0 n |v for any v ∈ V , we first map it to
where d v := |E(v)|, by using O(log(d)) queries to P v and poly(log(N)) 2-qubit gates (via binary search). Then, we
by using poly(log(N)) 2-qubit gates. Next, we convert this state into
by using O(1) queries to P v and poly(log(N)) 2-qubit gates. Then, we transform this state into
|e |w e |v |d v = 1
by using O(1) queries to P e and poly(log(N)) 2-qubit gates. After that, we append an ancilla qubit in state |0 , and perform the following controlled-rotation:
This is a valid unitary operation, because w e ≤ 2c for all e ∈ E (v) (note that w e 0 = λ ≤ 2 ≤ 2c). Then, we measure the ancilla qubit, and conditioning on the outcome being 0, we obtain the state
√ w e |e |w e |v |d v .
The probability of this event happening is Ω(λ/c), since w e ≥ λ/2 for all e ∈ E (v) (note that w e ≥ 1 ≥ λ/2 for all e ∈ E). Next, we uncompute |d v by using O(log(d)) queries to P v and poly(log(N)) 2-qubit gates. Finally, we uncompute |w e by using O(1) queries to P e and poly(log(N)) 2-qubit gates, and obtain the desired state |ψ v |v . The above procedure, denoted by A, makes O(log(d)) uses of P v and P e , is gate-efficient, and has Ω(λ/c) success probability. We can raise the success probability to Ω(1) by using the standard amplitude amplification, which requires O c/λ repetitions of A. Let A be this modified procedure with Ω(1) success probability. Then we can further boost the success probability to 1 − O(δ ) by using Grover's π/3 amplitude amplification (i.e. the generalization of fixed-point quantum search) [26] , which requires O(log(1/δ )) repetitions of A . Let us pick δ = Θ δ 2 , and let A be this procedure with 1 − O δ 2 success probability. Then A makes O c/λ · poly(log(d/δ)) uses of P v and P e , is gate-efficient, and satisfies
where t is a positive integer,
Meanwhile, since A is a unitary operation, we have A |0 t |0 n |u ⊥ A |0 t |0 n |v for any u = v. Then Eq. (148) implies that |0 t |ψ u |u , |0 t |ψ v |v , Φ ⊥ u and Φ ⊥ v are mutually orthogonal for any u = v. As a result, for any normalized state |z = ∑ v∈V z v |v , we have
This means that
as desired.
Using Quantum Walks to Analyze Electrical Networks
Now we describe our quantum-walk-based algorithms for solving the ENA-P and ENA-ER problems. These algorithms require the following variant of phase estimation [33, 23] , which determines whether the eigenphase corresponding to an eigenvector of a unitary operation is θ or far away from θ, for some given θ ∈ [0, 2π), succeeding with probability close to 1. (Similar procedures have been used in e.g. Refs. [47, 20] .)
Lemma 20. Let U be a unitary operation with eigenvectors ψ j satisfying U ψ j = e iθ j ψ j for some θ j ∈ [0, 2π).
Let θ ∈ [0, 2π) and let ∆, δ ∈ (0, 1). Then there is a unitary procedure P that requires O((1/∆) · log(1/δ)) uses of U and poly(log(1/(∆δ))) additional 2-qubit gates, and satisfies
where l = O(log(1/∆) log(1/δ)), α j,0 2 + α j,1 2 = 1, η j,0 and η j,1 are two normalized states, and
Proof. We can get a ∆/2-additive approximation of θ j by using the standard phase estimation, which requires O(1/∆) uses of U and poly(log(1/∆)) additional 2-qubit gates. This is sufficient to distinguish between the two cases. However, it only succeeds with Ω(1) probability. To overcome this issue, we repeat this procedure O(log(1/δ)) times and check whether the median of the estimates is ∆/2-close to θ. By a standard Chernoff bound, we can ensure that the failure proability is at most δ. Let P be this boosted procedure. Then P requires O((1/∆) · log(1/δ)) uses of U and poly(log(1/(∆δ))) additional 2-qubit gates, and satisfies the desired properties. Proof. Algorithm: We estimate E(i) up to multiplicative error O(ε) by using the following algorithm:
• Let P be the unitary procedure in Lemma 20 for U = U(A, B), ∆ = λ/3 and δ = O(ελ/(cd)). Suppose
where 
Correctness:
Recall that H is the −1 eigenspace of U(A, B), and Π is the projection onto this subspace. We have shown in the previous subsection that
where a = 1/ √ 2λ. Since B is an isometry, we have
Meanwhile, since λ 2 (L G ) ≥ λ and 1 ≤ deg(v) ≤ cd for all v ∈ V , by Eq. (12) and Lemma 1, we get
Then, since i ext ∈ Range(L G ) and i ext = 1, we obtain 1 2cd
Now let
and let Ψ ⊥ k : 1 ≤ k ≤ K be an orthonormal basis for (H ) ⊥ . Then Eq. (157) implies
for some numbers β, β 1 , β 2 , . . . , β K . Since B is an isometry, we have
Let
In addition, by Eqs. (160) and (164), we get
where κ := cd/λ. Now, since ∆ = λ/3 is smaller than the eigenphase around π of U(A, B) by Lemma 17, P satisfies
where |α 0 | 2 ≥ 1 − δ, |α 1 | 2 ≤ δ, |η 0 and |η 1 are normalized states, and
where α k,1 2 ≥ 1 − δ, α k,0 2 ≤ δ, η k,0 and η k,1 are normalized states, for all k. As a result, we get
Note that
since r 1 = Ω(1/κ) = Ω(λ/(cd)) by Eq. (166). It follows that
Namely, r is an O(ε)-multiplicative approximation of r 1 . Meanwhile,r is an O(ε)-multiplicative approximation of r.
Combining these two facts, we know that
since r 1 ≤ 2/3 by Eq. (166). This implies that
and hence r 1 −r −
As a consequence, by Eqs. (156) and (165), we get
In the above argument, we have assumed that the unitary operation U(A, B) is implemented perfectly. This is true if we use the procedure in Lemma 18 to implement U(A, B). If we instead use the procedure in Lemma 19 to implement U(A, B) with precision O λ 2 ε 2 /(cd) , then the algorithm still outputs a correctÊ with high probability. The reason is as follows. We will show below that this algorithm only makes o cd/(λ 2 ε 2 ) uses of U(A, B). Provided that each U(A, B) is implemented with precision O λ 2 ε 2 /(cd) , the error in the final state (compared to the ideal case) is only o(1). Therefore, the probability that this algorithm outputs a correctr (and hence a correctÊ) is at least 3/4 − o(1).
Complexity:
The state B|e 0 = |e 0 |i ext can be prepared by making O(1) uses of P i . Since r = Θ(r 1 ) = Ω(1/κ) and we want to estimate it up to multiplicative error O(ε), amplitude estimation requires
repetitions of P . By Lemma 20, the procedure P can be implemented with O((1/∆) · log(1/δ)) uses of U(A, B) and poly(log(1/(∆δ))) additional 2-qubit gates. So this algorithm makes
uses of U(A, B). If we use the procedure in Lemma 18 to implement U(A, B), the resulting algorithm will require
ελ · poly log cd ελ uses of P v , P e , P i , and is gate-efficient. Alternatively, if we use the procedure in Lemma 19 to implement U(A, B) with precision O(λ 2 ε 2 /(cd)), the resulting algorithm will require O cd 0.5 ελ 1.5 · poly log cd ελ uses of P v , P e , P i , and is also gate-efficient. Our claim follows from the combination of these two facts. U(A, B) , then the quantum-walk-based algorithm has much better dependence on d, but slightly worse dependence on 1/λ. So it is more suitable in the case where d is larger than 1/λ (which is possible and common).
We remark that the algorithm in Theorem 21 can be modified to solve the ENA-C problem (and the ENA-V problem under the promise that s and t are adjacent vertices). Specifically, recall that
If we can create this state, then we can infer |i(e)| from it, for any given e ∈ E. To prepare the state |Ψ , we need to use a clean version of the procedure P in Lemma 20. That is, we need to replace the states η j,0 and η j,1 in Lemma 20 with 0 l (namely, we want to reset the l ancilla qubits to their initial states after the computation). This can be approximately achieved by using the standard "do-copy-undo" trick. Then, when we apply this clean version of P on |0 |0 t B|e 0 (for some positive integer t) and measure the first qubit, conditioning on the outcome being 0, we would obtain a state close to |Ψ , from which |i(e)| can be learned. However, this algorithm for solving ENA-C is not more efficient than the one in Theorem 9. So we will not present it in detail here.
Lower Bounds on the Complexity of Electrical Network Analysis
So far we have presented a series of quantum algorithms for analyzing electrical networks. All of these algorithms have complexities polynomial in 1/λ (and other parameters), where λ is the spectral gap of the normalized Laplacian of the network. In this section, we show that this polynomial dependence on 1/λ is necessary. Specifically, we prove that in order to solve any of the ENA-V, ENA-C, ENA-P, ENA-ER problems, one has to make Ω 1/ √ λ queries to the graph. This lower bound implies that our algorithms are optimal up to polynomial factors 5 and hence cannot be greatly improved. 
and assuming a unit electric current is injected at s and extracted at t, one needs to make Ω(N) queries to G to solve any of the following problems (with Ω(1) success probability):
1. Estimate the voltage between u and v up to additive error 0.1.
2. Estimate the current on (u, v) up to additive error 0.1. Proof. We will build a graph such that, if one solves any of the above problems on this graph, then one has solved a corresponding PARITY problem. Recall that in the PARITY problem, one is given oracle access to an N-bit string x = x 1 x 2 . . . x N , and needs to determine the value of PARITY(x) := x 1 ⊕ x 2 ⊕ . . . ⊕ x N . Our claims will follow from a known lower bound on the quantum query complexity of PARITY. Now let us make this argument precise. Given an N-bit string x = x 1 x 2 . . . x N , we will map it to an unweighted graph G(x) = (V (x), E(x)) with 10N vertices. For convenience, we will label the vertices in this graph by (i, j) or [i, j] for some integers i and j. We start with 10N isolated vertices, which are labeled by (i, a) for i ∈ {1, 2, . . . , N + 1} and a ∈ {0, 1}, and [ j, b] for j ∈ {1, 2, . . . , 4N − 1} and b ∈ {0, 1}. Then we add the following edges to this graph:
• For i ∈ {1, 2, . . . , N} and a ∈ {0, 1}, we add an edge between (i, a) and (i + 1, a ⊕ x i ). That is, if x i = 0, we add an edge between (i, 0) and (i + 1, 0), and an edge between (i, 1) and (i + 1, 1); otherwise, we add an edge between (i, 0) and (i + 1, 1), and an edge between (i, 1) and (i + 1, 0)).
• For j ∈ {1, 2, . . . , 4N − 2} and b ∈ {0, 1}, we add an edge between [ j, b] and [ j + 1, b].
• For b ∈ {0, 1}, we add an edge between (1, 0) and [1, b] . 5 The polynomial dependence on the other parameters, including c, d, log(N) and 1/ε, is clearly necessary.
• For b ∈ {0, 1}, we add an edge between [4N − 1, b] and (N + 1, b).
For example, Fig.2 shows the graph G(x) for the string x = 11010 (where N = 5). Note that G(x) consists of N crossing-type or parallel-type gadgets (where the i-th gadget's type depends the value of x i ) and two long paths, one connecting (1, 0) and (N + 1, 0) and the other connecting (1, 0) and (N + 1, 1). (Similar constructions have been used to prove lower bounds on the quantum query complexity of Hamiltonian simulation [13, 14] .) 
• If PARITY(x) = 1, then there is only one path between s and t in G(x), which is described by Eq. (184).
This implies that when a unit electric current is injected at s and extracted at t, we have:
• If PARITY(x) = 0, then there is an electrical flow of value 0.8 on the path described by Eq. (183), a flow of value 0.2 on the path described by Eq. (184), and no flow on other edges. Thus, the current on (u, v) is 0.2, and so is the voltage between u and v. Moreover, the power dissipated by G(x) is 0.8 2 × N + 0.2 2 × 4N = 0.8N, and so is the effective resistance between s and t.
• If PARITY(x) = 1, then there is an electrical flow of value 1 on the path described by Eq. (184), and no flow on other edges. Thus, the current on (u, v) is 1, and so is the voltage between u and v. Moreover, the power dissipated by G(x) is 4N, and so is the effective resistance between s and t.
It follows that we can distinguish these two cases by solving any of the following problems:
2. Estimate the current on (u, v) up to additive error 0.1.
Discussion
To summarize, we have proposed two classes of quantum algorithms for analyzing large sparse electrical networks. The first class is based on solving linear systems, and the second class is based on using quantum walks. These algorithms compute various electrical quantities, including voltages, currents, dissipated powers and effective resistances, in time poly(d, c, log(N), 1/λ, 1/ε), where N is the number of vertices in the graph, d is the maximum unweighted degree of the vertices, c is the ratio of largest to smallest edge resistance, λ is the spectral gap of the normalized Laplacian of the graph, and ε is the accuracy. Furthermore, we prove that the polynomial dependence on 1/λ is necessary. Hence, our algorithms are optimal up to polynomial factors and cannot be significantly improved.
We have seen that Laplacian systems Lx = b naturally arise when one wants to compute the voltages in electrical networks. Such systems also play an important role in other graph problems, such as graph partitioning (e.g. [44, 35, 43, 59] ), graph sparsification (e.g. [53, 56, 34] ) and maximum flows (e.g. [21, 37, 39] ). As a result, much effort has been dedicated to studying the classical complexity of solving Laplacian systems (e.g. [54, 55] ). It turns out that they are easier to solve than general linear systems in the classical setting. In contrast, we do not know whether the quantum analogue of this statement is true. In particular, Harrow, Hassidim and Lloyd [29] showed that it is BQP-complete to solve a general sparse well-conditioned linear system Ax = b (in certain sense). Does this theorem still hold under the restriction that A is a Laplacian? If so, there would be an interesting implication: Any problem in BQP can be reduced to the problem of computing certain voltages in an exponentially-large electrical network! This can be even viewed as a novel (but impractical) proposal for building a quantum computer! On the other hand, if Laplacian systems are indeed easier to solve than general linear systems quantumly, then what is the exact quantum complexity of solving them? In particular, can they be solved in time sublinear in the Laplacian's finite condition number? These are left as interesting open questions.
In this paper, we have focused on direct-current (DC) circuits which consist of resistors and DC sources. It is also worth exploring alternating-current (AC) circuits which consist of resistors, capacitors, inductors and AC sources. Such electrical systems are governed by a set of second-order linear ordinary differential equations. But it is possible to transform these differential equations into a system of linear equations by applying the Fourier or Laplace transform. The resulting linear system can be viewed as a complex Laplacian system, and it can be solved by invoking a quantum linear system algorithm. However, the complexity of this algorithm is difficult to analyze, because it depends on the condition number of a complex Laplacian, but there are few known methods to bound this quantity (to our knowledge, there is no analogue of Cheeger's inequality for complex Laplacians). So it is unclear how much quantum advantage can be gained on such systems.
Spectral graph theory has become a powerful tool for the design and analysis of fast classical algorithms for various graph problems, such as graph partitioning (e.g. [44, 35, 43, 59] ), maximum flows (e.g. [21, 37, 39] ) and max cuts (e.g. [58] ). Its application in quantum computation, nevertheless, is still scarce. It would be exciting to see more quantum algorithms (especially exponentially faster ones) developed based on this elegant theory.
