Abstract. The Schwarz alternating method can be used to solve linear elliptic boundary value problems on domains which consist of two or more overlapping subdomains. The solution is approximated by an in nite sequence of functions which result from solving a sequence of elliptic boundary value problems in each of the subdomains. This paper considers four Schwarz alternating methods for the N-dimensional, steady, viscous, incompressible Navier{Stokes equations, N 4. It is shown that the Schwarz sequences converge to the true solution provided that the Reynolds number is su ciently small.
1. Introduction. The Schwarz alternating method was devised by H. A. Schwarz more than one hundred years ago to solve linear boundary value problems. It has garnered interest recently because of its potential as a very e cient algorithm for parallel computers. In Tai and Espedal 11] and Dryja and Hackbusch 4] , the authors show convergence of Schwarz methods for some nonlinear problems. In Lui 10] , proofs of convergence of Schwarz alternating methods for some 2nd-order nonlinear elliptic PDEs were attained. In this sequel, we prove convergence of four Schwarz methods for the N-dimensional, steady, incompressible, viscous Navier{Stokes equations, N 4, provided that the Reynolds number is su ciently small. This paper appears to be the rst attempt to prove convergence of Schwarz methods for the Navier{Stokes equations, though only for small Reynolds numbers. It follows closely the framework developed in the fundamental paper of Lions 9] , where the convergence of the Schwarz method for the Stokes equations is proved. We treat the Navier{Stokes equations as a nonlinear perturbation of the Stokes equations. Although we concentrate mostly on the two-subdomain case, we shall derive an additive version which converges for multiple subdomains.
Let be a bounded connected domain in R N with a smooth boundary. Suppose = 1 2 , where the subdomains i have smooth boundaries and are overlapping. . Throughout this paper, C will denote a positive constant which may not be the same at di erent occurrences.
In the next section, we give a statement of the problem including an estimate for the nonlinear term. Following that, we prove convergence for a nonlinear Schwarz sequence where each subdomain problem is a nonlinear one. In the next three sections, we develop three variations of the nonlinear Schwarz sequence and prove convergence. These sequences are more practical in that only linear subdomain problems are encountered and that in two of these, the subdomain problems are independent so that they can be solved concurrently. In the nal section, we discuss the case of many subdomains and nonhomogeneous boundary conditions. This paper concludes with some suggestions for future work.
2. Navier{Stokes equations. The N-dimensional, steady, viscous, incompress- and the conclusion of the lemma follows.
In light of this lemma, we restrict our work to the case N 4 in the remainder of this paper. Initially, we only discuss the case g 0, which has a clearer exposition.
The general case will be addressed in the last section. In the next section, we de ne a Schwarz sequence and prove its convergence. Here, u (n+ 1 2 ) is considered as a function in V by de ning it to be u (n) on n 1 , and u (n+1) is de ned as u (n+ 1 2 ) on n 2 . The rst thing to check is that the compatibility
are satis ed. We claim that they are satis ed for all n provided that Here ? 2 = @ 2 \ 1 . The induction step is proved by a similar calculation.
The main result is that this Schwarz sequence converges to the true solution provided that the Reynolds number is su ciently small. Theorem 1. Assuming that u (0) 2 V satis es (3.1) and that R is su ciently small (see (3.9 and 3.10), the nonlinear Schwarz sequence converges geometrically to the true solution u in the norm k k 1 .
Proof ) r)e (n+ 1 2 ) + (u r)e (n+ 1 2 ) + (e (n+ 1 2 ) r)u):
Similarly, e (n+1) = (I ? P 2 )e (n+ 1 2 ) + RF 2 (e (n+1) ); (e (n+1) r)e (n+1) + (u r)e (n+1) + (e (n+1) r)u : (3.5) Combining these equations, we obtain e (n+ 1 2 ) = (I ? P 1 )(I ? P 2 )e (n? 1 2 ) + R(I ? P 1 )F 2 (e (n) ) + RF 1 (e (n+ 1 2 ) ) (3.6) and e (n+1) = (I ? P 2 )(I ? P 1 )e (n) + R(I ? P 2 )F 1 (e (n+ 1 2 ) ) + RF 2 (e (n+1) ):
Having developed the error equations, the rest of the proof can be divided into three steps. The rst is to derive an estimate for kF i k 1 , and then show that fke (n) k 1 g is bounded and, nally, that it is convergent to zero.
In the rst step, we give a bound on kF 1 (e (n+ 1 2 ) )k 1 . This is accomplished by directly applying the lemma (on 1 ): kF 1 (e (n+ 1 2 ) )k 1 Cke (n+ 1 2 ) k 1 (2kuk 1 + ke (n+ 1 2 ) k 1 ): A similar bound holds for kF 2 (e (n) )k 1 .
In the second step of the program, we show by induction that, provided R is su ciently small, ke (n+ 1 2 ) k 1 ; ke (n) k 1 
Here, we emphasize the dependence of u on R by writing u(R). From (3.7), with the same bound on R, we also have ke (n+1) k 1 M. Hence by induction, ke (n) k 1 ; ke (n+ 1 2 ) k 1 M for every n.
Finally, we are ready to show the convergence of the Schwarz sequence. As a consequence of the above, we have kF 1 (e (n+ 1 2 ) )k 1 C(M + 2kuk 1 )ke (n+ 1 2 ) k 1 and similarly for kF 2 (e (n) )k 1 . By applying (I ?P 2 ) to (3.4) with n replaced by n ?1, we obtain (I ? P 2 )e (n) = (I ? P 2 )e (n? 1 2 ) . From (3.6) ke (n+ 1 2 ) k 2 This condition is weaker than (3.9). We now strengthen (3.9) slightly to ensure that the resulting condition does not lead to a vacuous set of problems. It is known ( 12] , for instance) that if Notice that the above equations are linear and that the compatibility conditions are satis ed. The main result is that this Schwarz sequence converges to the true solution provided that the Reynolds number is su ciently small. Theorem 2. Assuming that u (0) 2 V satis es (3.1) and that R is su ciently small, the linear Schwarz sequence converges to the true solution u in the norm k k 1 .
Proof. The proof is similar to before, and we only give the key steps. We have expressions for the error sequence that are similar to those used before: e (n+ 1 2 ) = (I ? P 1 )e (n) + RF 1 (e (n+ 1 2 ) ; e (n) ); e (n+1) = (I ? P 2 )e (n+ 1 2 ) + RF 2 (e (n+1) ; e (n+ 1 2 ) ); where F 1 (e (n+ 1 2 ) ; e (n) ) = ?S ?1 1 ((e (n) r)e (n+ 1 2 ) + (u r)e (n+ 1 2 ) + (e (n) r)u); ) r)u):
Note that we have the estimates kF 1 (e (n+ 1 2 ) ; e (n) )k 1 C(ke (n+ 1 2 ) k 1 ke (n) k 1 + kuk 1 ke (n+ 1 2 ) k 1 + ke (n) k 1 ); kF 2 (e (n+1) ; e (n+ 1 2 ) )k 1 C(ke (n+1) k 1 ke (n+ 1 2 ) k 1 + kuk 1 ke (n+1) k 1 + ke (n+ 1 2 ) k 1 ):
Combining the error sequences, we obtain the error equations e (n+ 1 2 ) = (I ? P 1 )(I ? P 2 )e (n? 1 2 ) + R(I ? P 1 )F 2 (e (n) ; e (n? 1 2 ) ) + RF 1 (e (n+ 1 2 ) ; e (n) ); e (n+1) = (I ? P 2 )(I ? P 1 )e (n) + R(I ? P 2 )F 1 (e (n+ 1 2 ) ; e (n) ) + RF 2 (e (n+1) ; e (n+ 1 2 ) ):
As before, we show that, provided R is su ciently small, (R (1 ? d)=2C(M + kuk 1 + 1)) for every n; ke (n) k 1 ; ke (n+ From this we obtain kF 1 (e (n+ 1 2 ) ; e (n) )k 1 C(M + kuk 1 )ke (n+ 1 2 ) k 1 + Cke (n) k 1 ; kF 2 Of course, a variation of (3.10) can be used as an upper bound.
5. Parallel Schwarz sequence. For the two previous Schwarz methods, the iterates must be computed sequentially. In this section, we suggest a Schwarz sequence where the two subdomain problems are independent, and thus they can be solved simultaneously. This sequence also converges provided that the Reynolds number is su ciently small. ) on @ 2 :
We de ne u (n+1) as u (n? 1 2 ) on n 2 . Notice that the above equations are linear and can be solved independently. We again can check that the compatibility conditions are satis ed. Theorem 3. Assuming that u (0) 2 V satis es (5.1) and that R is su ciently small, the parallel Schwarz sequence converges to the true solution u in the norm k k 1 .
Proof. The proof is similar to before, and we only give the key steps. We have expressions for the error sequence that are similar to those used before: e (n+ 1 2 ) = (I ? P 1 )e (n) + RF 1 (e (n+ 1 2 ) ; e (n) ); e (n+1) = (I ? P 2 )e (n? 1 2 ) + RF 2 (e (n+1) ; e (n? 1 2 ) ):
Combining the error sequences, we obtain the error equations e (n+ 1 2 ) = (I ? P 1 )(I ? P 2 )e (n? 3 2 ) + R(I ? P 1 )F 2 (e (n) ; e (n? 3 2 ) ) + RF 1 (e (n+ 1 2 ) ; e (n) ); e (n+1) = (I ? P 2 )(I ? P 1 )e (n?1) + R(I ? P 2 )F 1 (e (n? 1 2 ) ; e (n?1) ) + RF 2 (e (n+1) ; e (n? 1 2 ) ); where e (? 3 2 ) e (0) .
As before, we show that, provided R is su ciently small, (R (1 ? d)=2C(M + kuk 1 + 1)) for every n; ke (n) k 1 ; ke (n+ 1 2 ) k 1 M, where M = max(ke (0) k 1 ; ke ( 1 2 ) k 1 ).
Hence we have the estimates kF 1 (e (n+ 1 2 ) ; e (n) )k 1 C(M + kuk 1 )ke (n+ 1 2 ) k 1 + Cke (n) k 1 ; kF 2 (e (n+1) ; e (n? 1 2 ) )k 1 C(M + kuk 1 )ke (n+1) k 1 + Cke (n? 1 2 ) k 1 :
Applying these inequalities to the error equations, we have The additive Schwarz sequence is de ned as
where ! is a relaxation parameter. Roughly speaking, d (n+ 1 2 ) and d (n+1) are corrections to the iterate u (n) in the subdomains 1 and 2 , respectively, and the right-hand sides of the above equations de ning the corrections are the residuals of u (n) in the subdomains. Ignoring the nonlinear terms, the above sequence is precisely the additive Schwarz sequence for the Stokes problem. Notice that the above Stokes equations can be solved independently and no additional assumption on u (0) is required. Theorem 4. Suppose u (0) 2 V . Assuming that 0 < ! < 1=2 and that R is su ciently small, the additive Schwarz sequence converges geometrically to the true solution u in the norm k k 1 .
Proof. We sketch only the proof, recording the key equations. From the de ning equations, we have d (n+ 1 2 ) = ?P 1 e (n) + RF 1 (e (n) ); d (n+1) = ?P 2 e (n) + RF 2 (e (n) ); from which we obtain e (n+1) = (I ? ! (P 1 + P 2 ))e (n) + !R(F 1 (e (n) ) + F 2 (e (n) )); where F 1 and F 2 were de ned in (3.3) and (3.5). When 0 < ! < 1=2; kI ? ! (P 1 + P 2 )k 1 < 1. Applying the estimates for F i and the condition R < 1 ? kI ? ! (P 1 + P 2 )k 1 2!C(ku (0) ? uk 1 + 2kuk 1 )
; (6.1) we can show that ke (n) k 1 ke (0) k 1 for all n. This condition (or a variation of (3.10)) is also su cient to guarantee geometric convergence of the additive Schwarz sequence.
7. Discussion and conclusion. In this paper, we show the convergence of four Schwarz alternating methods for the N-dimensional, steady, incompressible Navier{ Stokes equations provided that the Reynolds number is su ciently small and N 4.
Our results are valid only for the two-subdomain case. It is interesting to see that the bounds (3.9, 4.1, 5.2, 6.1) on the Reynolds number for the four methods are approximately the same. (The constant C appearing in these four estimates can be taken to be the same number.) The result for nitely many subdomains is again that the Schwarz sequence converges provided that R is su ciently small. Except for the additive Schwarz scheme, we cannot give an explicit bound for R. The di culty is in obtaining an explicit expression for the spectral radius of a certain matrix. We elaborate on this point below. To simplify the analysis, assume that any three distinct subdomains have an empty intersection. First, we need the following lemma which was shown by Lions 9] for the twosubdomain case. The general case is true by induction. We include a proof for completeness. Proof. First consider the case when m = 2. Let u 2 V . We need to show that u = v 1 + v 2 for some v i 2 V i ; i = 1; 2. Since the domains are overlapping, we have u = u 1 To prove convergence for a Reynolds number which is not small, we need to get a sharper norm estimate for (3.6) than the simple one given by (3.8) (or a completely di erent approach than the perturbational one taken here). For example, for the nonlinear Schwarz method, if we estimate (3.6) by (3.8), then, even if we assume a stronger inequality than (3.8) by dropping the quadratic terms ke (n+ 1 2 ) k 1 dke (n? 1 2 ) k 1 + 2RCkuk 1 ke (n) k 1 + 2RCkuk 1 ke (n+ 1 2 ) k 1 ; convergence still requires R < (1 ? d)=4Ckuk 1 .
Other future work includes extending our results to the time dependent case and the consideration of Schwarz methods on nonoverlapping subdomains.
