1, Introduction
The paper includes an effective complex-analytical procedure of obtaining solutions of n-th order linear differential equations.
Let ue consider the n-th order linear differential equation n (1.1) £ a k+1 (t)x (k) (t) = z(t) k=0 with given k=0,1,...,n-1. Functions a k+1 (t), t^O, k=0,1,...,n, are pieoewise continuously differentiable up to order n, while z(t) is for t > 0 a function of bounded variation in every bounded interval. The additional assumptions of the functions a k+^( t), t£ 0, k=0,1,...,n, and z(t) will be presented later.
2. The idea of the method presented Prom equation (1.1), by taking a one-sided integral transform, we obtain + 00 
t).
In addition to the above hypotheses t we suppose that; (i) The transforms K(s) and Z{a) converge absolutely for some s = 6 > 0.
( The left-hand side of (2.5), by the iiieijer theorem { [13] ), is x(t), t> 0. Its right-hand side, by assumption (iii) and the theorem on residues, becomes
where r*(R) is a line segment joining 6 -;JR to 6+ JR. Nov, we oaloulate (2.4) is known. The simplest oase is when equation (2.4) has constant coefficients and is of the form
where k * m «-k and a Q+^( t) / 0 for t » 0, the functions a i+1 (t), t £ 0, i=0,1,...-n-1, satisfying the conditions
11+1 h=i where C fl+1 = 1 and C^ h«0,1,...,n-1, are arbitrary constants. The solution of (3.2) has the following form
Then, assuming that the integral + f°
exists, we ma; obtain, by our theorem, an effective solution of (1.1) with coefficients satisfying (3.3).
-560 - and Z{s) » 0 converge absolutely for some s = 6 > 4.
