Renewable sources of energy such as wind power have become a sustainable alternative to fossil fuel-based energy. However, the uncertainty and fluctuation of the wind speed derived from its intermittent nature bring a great threat to the wind power production stability, and to the wind turbines themselves. Lately, much work has been done on developing models to forecast average wind speed values, yet surprisingly little has focused on proposing models to accurately forecast extreme wind speeds, which can damage the turbines. In this work, we develop a flexible three-stage model to forecast extreme and non-extreme wind speeds simultaneously. Each stage of our model belongs to the class of latent Gaussian models, for which the integrated nested Laplace approximation method is designed. Considering a flexible additive regression structure, we propose two models for the latent linear predictor to capture the spatio-temporal dynamics of wind speeds. The first linear predictor is a temporal model that incorporates spatial information trough lagged off-site predictors, chosen as a function of the dominant wind directions. The second one uses stochastic partial differential approximations to the Matérn covariance of a Gaussian field that varies in time according to a first-order autoregressive process. Our models are fast to fit and can describe both the bulk and the tail of the wind speed distribution while producing short-term extreme and non-extreme wind speed probabilistic forecasts.
Introduction 1.Background
Recent international efforts to mitigate greenhouse gas emissions, such as the Paris agreement (UNFCCC, 2015) whose goal is to hold global warming below 2 degrees Celsius, reflect the urgent need for seeking renewable and clean energy resources. The integration of renewable energies such a wind power into power systems has become a common goal for numerous countries, and it has been developing on a large scale around the world in the last decade. The World Wind Energy Association (WWEA) in its 2017 half-year statistics report (WWEA, 2017) , claims that the world wind market has reached over 511 gigawatts (GW), representing an annual growth rate of 5.1%. This growth rate is expected to increase considerably as a consequence of the Paris agreement (Moody's, 2016) .
Wind power generation is sustainable and it is emission-free. Moreover, the cost of a kilowatt (kW) of wind-powered electricity is nearly the same as that of coal or nuclear energy (Hering and Genton, 2010) . The advantages of wind energy are counter-balanced by several challenges, such as high variability, limited dispatchability, and non-storability. Wind power production data observed at fine temporal resolutions exhibit successive periods with fluctuations of various dynamic nature and magnitude . This high variability makes the wind power a non-steady, non-constant source of energy. Moreover, unlike traditional sources of energy, wind power is not fully dispatchable. Wind farms cannot increase their power generation upon request when there is not sufficient wind; they can only reduce the output. Furthermore, wind cannot be stored for future power generation, and wind-powered energy should be used as it becomes available.
For wind power producers participating in a liberalized electricity market, the natural fluctuation of the wind resource translates into penalties related to regulation costs. Specifically, in these markets, wind energy producers have to propose bids in advance and are then charged for any imbalance between the actual production and the energy bid (Pinson et al., 2007) .
Making accurate predictions of the future wind power is therefore paramount to reduce the variability and risk faced by wind energy producers.
Wind power forecasts can be made directly if power data are available (Lenzi et al., 2017; . However, wind speed forecasting can be more precise than wind power forecasting due to the spatial correlation of wind (Zhu and Genton, 2012) . In this paper, we focus on wind speed probabilistic forecasting based on turbines installed at the border between Oregon and Washington, along the Columbia River (see Figure 1 ). Wind power forecasts can be easily obtained from the forecasted wind speeds using an estimate of the deterministic cubic power curve typically provided by the turbine manufacturer (see, e.g., Figure 5 in Hering and Genton, 2010) . Over the last decades, statistical models have shown to be very effective in capturing the fluctuating characteristics of wind speed to produce accurate short-term wind speed forecasts.
Purely temporal models are built assuming that wind speed at each time point is partially predicted by the wind speed in its near past. In this context, different time series models have been proposed for short-term forecasts, such as autoregressive models (Huang and Cha-labi, 1995) , autoregressive moving average models (Erdem and Shi, 2011) , and autoregressive integrated moving average models (Palomares-Salas et al., 2009) . Nevertheless, models that incorporate both temporal and spatial correlations have been found to increase accuracy over conventional time series models. Spatio-temporal models are built under the idea that wind speed characteristics of a region resemble those of neighboring regions. In this framework, the class of regime-based forecasting models describes wind speed conditional on predominant wind patterns in a given region, incorporating off-site information from nearby areas. In this class, the truncated normal regime-switching (TNRS) regression models assume that wind speed follows a truncated normal distribution with regime-dependent mean and variance; see Gneiting et al. (2006) , Hering and Genton (2010) , and Kazor and Hering (2015) .
A three-stage hierarchical Bayesian modeling approach
Our main goal is to develop a flexible model that comprises in-site and off-site information to help us forecast future wind speeds at the turbine locations, with a particular focus on extreme wind speeds. The statistical modeling of extremes is challenging, as it usually focuses on the estimation of high (or low) quantiles, where the available data are limited. We here propose two flexible models for both non-extreme (in the bulk) and extreme (in the upper tail) wind speeds, designed to provide forecasts beyond observed wind speed values. Our three-stage hierarchical Bayesian approach is composed of (i) a data layer with suitable distributions for extreme and non-extreme wind speeds, (ii) a latent process that drives the space-time trends and dependence, and (iii) prior distributions. We propose and compare two different models for the latent process. Our models belong to the class of latent Gaussian models, which can be efficiently fitted using the integrated nested Laplace approximation (INLA; Rue et al., 2009) conveniently implemented in the R-INLA package.
The data consist of hourly measurements of wind speed and wind direction at 20 tow- Figure 1 maps the location of the 20 towers labeled by acronym. Figure 7 in the Supplementary Material shows wind roses for all the 20 stations, illustrating the different wind regimes among stations. After basic cleaning and preprocessing, we find that each station encompasses between T = 21, 306 and T = 26, 304 hourly measurements of non-zero wind speed from January 2012 to December 2014. Figure 5 in the Supplementary Material displays time series plots exhibiting seasonality patterns at almost every location. Auto-correlation plots shown in Figure 7 of the Supplementary Material confirm the presence of seasonal patterns at most of the stations and show that the data are highly autocorrelated, as expected. Figure 2 shows an example of the persistence of high wind speeds. Persistence is the variable's tendency to maintain its current state and is one of the most important characteristics of climate variables.
The remainder of the article is organized as follows. In Section 2 we develop our modeling strategy, while in Section 3 we explain our Bayesian estimation approach using INLA. Section 4 presents the results of our modeling approaches in terms of wind speed forecasting. Conclusions are given in Section 5.
2 Modeling wind speeds using latent Gaussian models
Extreme wind speeds
High wind speed events are of particular interest for risk assessment. Therefore, while we aim to produce accurate probabilistic forecasts for all possible values of wind speeds, we want to pay particular attention to the upper tail of the distribution, and so we need a model that is able not only to forecast future means and variances but also resilient to extrapolate beyond observed data. Extreme-Value Theory (EVT) offers a rigorous mathematical framework that justifies such an extrapolation; see Davison and Huser (2015) for a review.
In the context of wind-powered energy, a succession of large wind speed values over a period of time may pose a considerable risk to the wind turbines. Therefore a suitable representation for extremes is given by the so-called wind speed exceedances, i.e., wind speeds that exceed a certain high threshold u > 0. A description of the stochastic behavior of these extreme events is given by the conditional probability Pr
y > 0, where Y has distribution F . Under broad conditions (Davison and Smith, 1990) , it can be shown that as u becomes large, the following approximation holds:
where H GP is the generalized Pareto (GP) distribution with scale parameter σ u > 0, shape parameter ξ ∈ R, and a + = max(0, a). The shape parameter determines the weight of the upper tail: heavy tails are obtained with ξ > 0, light tails with ξ → 0, and bounded tails with ξ < 0. For sufficiently large u we have that
with ζ u = Pr(Y > u). Thus, the GP distribution characterizes the intensity of wind speed exceedances, whereas ζ u controls the frequency of wind speed exceedances.
In Sections 2.2 and 2.3 we propose a three-stage Bayesian latent Gaussian model, which exploits the GP specification, while accounting for space-time trends and dependence.
A three-stage model for wind speeds
The statistical modeling of univariate extreme values has been in development since the 1970s.
A key component for practical applications has been the development of methodology to account for non-stationarity in the distribution of interest, as advocated by Davison and Smith (1990) . Typical approaches to this problem are based on the generalized linear modeling frame- (2018), we overcome the computational costs and tricky convergence checks of MCMC methods by using a fast and accurate inference method based on INLA; see Section 3. We now detail our three-stage modeling and estimation strategy for wind speed forecasting.
Stage 1. As wind speeds are non-negative and usually right-skewed, distributions such as the Gamma, Weibull, and truncated normal are commonly chosen to fit the bulk of the wind speed distribution; see, e.g. Hering and Genton (2010) , Kazor and Hering (2015) . Here we assume that positive non-extreme wind speeds at location s and time t, y + s (t), can be characterized by a Gamma distribution parametrized in terms of an α-quantile ψ s,α (t) > 0 and a precision parameter φ s > 0, assumed to be constant in time:
where H −1 Ga (α; φ s , 1) is the quantile function of the Gamma distribution with unit rate and shape φ s , evaluated at the probability α ∈ (0, 1).
Stage 2. In Stage 1, the probability α of exceeding the high threshold ψ s,α (t) is fixed over positive wind speeds. Here we re-estimate this probability to account for the few zero values that were previously excluded. We model exceedance indicators
Pr{y s (t) > ψ s,α (t)}, and ψ s,α (t) has been previously estimated in Stage 1.
Stage 3. Since the tail of the Gamma distribution decays exponentially fast, probabilities associated with extreme events might be underestimated. To correct the probabilities associated with tail events, we use a GP distribution; recall Section 2.1. Threshold exceedances defined as x s (t) = {y s (t) − ψ s,α (t)} | y s (t) > ψ s,α (t), are characterized by a GP distribution as in (2.1), but parametrized in terms of a shape parameter ξ s ≥ 0 (constant in time) and a specific time-varying β-quantile φ s,β (t) > 0. With this parametrization, the GP distribution is
Note that the goal of the Gamma is twofold: to describe the distribution of non-extreme wind speeds and to obtain a suitable time-varying threshold ψ s,α (t) to define wind speed exceedances.
The second and third stages model the frequency and intensity of extremes, respectively, and are connected to the first stage through the time-varying threshold. The shape parameters for the Gamma and GP likelihoods, treated as hyperparameters, are fixed in time for the model presented in Section 2.3.2, and fixed in space and time (i.e., φ s ≡ φ, ξ s ≡ ξ) for the model presented in Section 2.3.3.
Latent Gaussian models and prior specification 2.3.1 Generalities
Latent Gaussian models are a broad and flexible class of models, ranging from generalized linear models to spatial and spatio-temporal models (Rue et al., 2009 ). This class of models can be specified using a hierarchical model formulation, where the observations y (which here represent wind speeds at any location in S, where S is the study region shown in Figure 1 , or exceedance indicators, or threshold exceedances) are assumed to be conditionally independent given a latent Gaussian random field x and hyperparameters θ 1 ,
The latent Gaussian random field x, controlled by the hyperparameters θ 2 , describes the underlying dependence structure of the data, and its specification in (2.3) is key to generate a flexible and versatile class of models. Here, µ θ 2 and Q θ 2 are the mean and precision matrix of x | θ 2 , respectively. We assume that y(t) only depends on a linear predictor η(t) which has an additive structure with respect to some fixed covariates and random effects, i.e.,
Here, µ is the overall intercept, z j (t) are known covariates with coefficients β = (β 1 , . . . , β J ) T , and f = {f 1 (·), . . . , f K (·)} are specific Gaussian processes defined in terms of a set of covariates w = (w 1 (t), . . . , w K (t)) T . If we further assume that (µ, β T ) T has a Gaussian prior, then the joint distribution of x = (η T , µ, β T , f T ) T is Gaussian, and yields the latent field x in the hierarchical formulation (2.3); see e.g., Rue et al. (2017) .
To construct a suitable linear predictor for our wind speed forecasting problem, we must take into account the properties detailed in Section 1, i.e., space-time dependence, seasonality, and persistence. In the following sections, we propose two different models for the linear predictors to capture these characteristics.
Temporal model with off-site information
For the modeling of wind speeds, we use the latent Gaussian modeling framework of Section 2.3.1, and we propose using the following linear predictor, for each fixed location s ∈ S:
where for each j ∈ {1, . . . , |N s |}, y s j (t − 1) is the lagged time series of wind speeds at the j-th neighbor of s, and N s is the set of neighbors of s of cardinality |N s |. The coefficients {β j } (fixed effects) quantify the effect that wind speeds at the j-th neighbor observed at time lag one have on the response. The random effect f 1 (t) ≡ f 1 (t; ρ s,1 , τ s,1 ) corresponds to a zero-mean autoregressive Gaussian process of first order, i.e.,
where τ s,1 > 0 is a precision parameter. The random effect f 2 (w(t)) ≡ f 2 (w 2 (t); τ s,2 ) captures the hourly variation of wind speeds, and is described by a cyclic Gaussian random walk of second order with precision τ s,2 > 0, defined over the 24 hours within a day (Rue and Held, 2005, Ch. 3). Let w 2 (t) ∈ {1, . . . , 24} denote the hour associated to time t, then:
Owing to the natural spatio-temporal variability of wind speeds, spatial information is here included in the linear predictor (2.5) in the form of off-site predictors. Although traditional statistical models for wind speed and wind power forecasting consist of on-site observations and/or meteorological forecasts (see e.g., Pinson and Madsen, 2012) , other studies have explored the potential of off-site observations as new predictors (Gneiting et al., 2006; Zhu and Genton, 2012; Kazor and Hering, 2015) . Specifically, lagged wind speeds at nearby stations can be informative of upcoming changes in the station of interest . More details on the selection of off-site predictors are given in Section 4.1.
The two random effects in the linear predictor (2.5) account for unobserved heterogeneity within each station. The random effect f 1 (t) captures the autocorrelation structure of order one within each time series of wind speeds. Our experiments show that including greater lags do not improve the fit or predictive power of our model. Moreover, the random effect f 1 (t) along with the lagged covariates account for temporal dependence and persistence. The random effect f 2 (w 2 (t)) represents the variation of wind speeds within a day. Exploratory analysis (not shown) on the hourly behavior of wind speeds shows a daily pattern that varies between stations. The random effect f 2 (w 2 (t)) accounts for this diurnal and volatile nature of wind speeds in a less restrictive way than the harmonic terms in the trigonometric direction diurnal model of Hering and Genton (2010) , or the regime switching space-time diurnal model of Gneiting et al. (2006) . In both random effects, the precision hyperparameters τ s,l , l = 1, 2, control the strength of dependence among neighboring covariate classes.
The first two layers of our hierarchical model (see representation (2.3)) are completed by linking each one of the stages detailed in Section 2.2 to the linear predictor in (2.5) as follows:
(2.6)
The third and final layer of our hierarchical model is given by the prior distributions for the hyperparameters, namely θ 1 = (φ s , ξ s ) T and θ 2 = (ρ s,1 , τ s,1 , τ s,2 ) T . When little expert knowledge is available, a common practice is to assume non-informative priors. As an alternative, informative priors can be proposed using Penalized Complexity (PC) priors . In this framework, model components (in our case, f 1 (t) and f 2 (w(t))) are considered to be flexible extensions of simpler and less flexible base models. Priors for the model components parameters are then developed in such a way that they shrink the components towards their base models. Simpson et al. (2017) propose to use the Kullback-Leibler divergence to measure the squared distance from the base model to its flexible extension, and to penalize this distance at a constant rate. For our wind speed forecasting problem, we assume fairly informative PC priors for the correlation hyperparameter of the AR(1) process, and the precision hyperparameter of the random walk of order two. Specifically, Pr(ρ s,1 > 0.9) = 0.95 and Pr(1/ √ τ s,2 > sd wind ) = 0.01, where sd wind denotes the standard deviation of the temporally aggregated wind speeds. A diffuse prior is assumed for τ s,1 , the precision hyperparameter of the AR(1). The prior distribution for the Gamma shape is slightly informative and is defined through a Gamma distribution with shape 10 and rate 1, which gives a high probability to values between 5 and 15. Finally, a strong PC prior is assumed for the shape parameter of the GP distribution; since large values of the shape parameter are usually unrealistic, we here assume that Pr(ξ s > 0.4) ≈ 0.01.
Space-time model using stochastic partial differential equations
The expression for the linear predictor in (2.5) corresponds to a temporal model that introduces spatial information using lagged off-site predictors. We also explore a proper space-time model, which explicitly accounts for spatial dependence amongst wind speeds at different stations.
Specifically, we assume that the space-time dependence between wind speeds at different wind towers can be described by a spatio-temporal term u(s, t) that varies in time according to a first-order autoregressive structure. Specifically, we assume that
where |ρ 2 | < 1, and z(s, t) is a zero-mean, temporally independent Gaussian field, that is completely determined by its covariance function
where C(h) is the stationary Mátern correlation function (see, e.g., Handcock and Stein, 1993) .
This gives rise to our second linear predictor:
where µ is an intercept, f 2 (w 2 (t)) ≡ f 2 (w 2 (t); τ 2 ) is the cyclic random effect described in Section 2.3.2, capturing the sub-daily variations that are common to all the stations, and τ 2 > 0 is its precision parameter.
The latent process in (2.7) has dense covariance and (possibly) precision matrices, which implies that any attempt to make Bayesian inference can be computationally demanding.
To avoid this issue, we use the Stochastic Partial Differential Equations (SPDE) approach introduced by Lindgren et al. (2011) . The SPDE approach consists of constructing a continuous approximation to the Gaussian field z(s, t) by using a continuous SPDE model defined on the entire study area. It can be shown that this SPDE has a Gaussian field with a Matérn covariance function as stationary solution (Whittle, 1954 (Whittle, , 1963 . Under certain conditions (see, e.g., Bakka et al., 2018) , the continuous SPDE solution has the Markovian property. This property produces sparse precision matrices that can be easily factorized, and are the focus of the INLA methodology. An approximate discrete solution of the SPDE in a bounded domain, defined in our case by the location of the towers, is obtained using a finite element method, that allows for flexible boundaries and different levels of accuracy for the discretization; see Section A.3 of the Supplementary Material for details on the mesh that is used to discretize the study region. For more details on spatial modeling using the SPDE approach, see the recent review by Bakka et al. (2018) .
Since the Cascade Mountains illustrated in Figure 1 naturally divide the study region in two sub-regions, we consider two sub-models for u(s, t), one for stations to the East and another for stations to the West of the mountains. We fit each set of stations separately but using the same latent structure specified in (2.7).
The link between this new linear predictor and the model likelihoods is the same as in (2.6).
The Gaussian field z(s, t) has two parameters, namely the marginal variance σ 2 > 0 and the range of dependence r > 0 (the smoothness parameter is kept fixed and equal to 2).
PC priors on these parameters are chosen such that the variance is shrinked towards zero, whereas the range is shrinked towards infinity . Specifically, we set Pr(σ > 2 × sd wind ) = 0.01 and Pr(r < r median ) = 0.5, where sd wind is the standard deviation of the temporally aggregated wind speeds, and r median is the median of the distance between stations. For stations to the East of the Cascade Mountains, r median = 94.6 km, and for stations to the West, r median = 113.3 km. A PC prior is also chosen for the correlation coefficient of the autoregressive term in u(s, t), specifically Pr(ρ 2 > 0.9) = 0.95. Prior for the precision of f 2 (w 2 (t)) is the same as before. Priors for the shape parameters of the Gamma and GP distributions, which are now fixed over space and time (i.e., φ s ≡ φ, ξ s ≡ ξ), are also the same as before; see Section 2.3.2.
To easily distinguish between our three-stage model using the first or second linear predictor, in the following we will refer to the model using the first linear predictor, η (1) (s, t), as the temporal model with off-site predictors, whereas the model using the second linear predictor, η (2) (s, t), will be referred to as the SPDE model.
Inference based on INLA
Here we describe the form of the joint posterior distribution for each of the three stages detailed in Section 2.2. In the following, we remove the spatial component from the models for ease of notation. Let y denote the vector of observations for any of the three stages detailed above, with associated hyperparameters θ 1 = (κ, ξ) T . As above, let x = (η T , µ, β T , f T ) T be the latent Gaussian random field, θ 2 = (ρ 1 , τ 1 , τ 2 ) T , and θ = (θ T 1 , θ T 2 ) T . Then, the joint posterior distribution of parameters and hyperparameters at any location s ∈ S, for any of the three stages, can be written as from which predictive distributions may be derived.
In a Bayesian framework, model estimation is typically performed using simulation-based techniques, such as MCMC methods. Alternatively, approximate methods can be used to cope with the computation of high dimensional integrals needed to obtain posterior distributions.
One of such approaches that has become increasingly popular in the last decade is the inte- 
Then, the set of off-site predictors for the station s ∈ S corresponds to all the stations whose angle with s lies in ∪ I i=1 R s,i (α), such that their distance to s is less than some maximum distance d max . We selected the number of components for the mixture of von Mises distributions via the Bayesian Information Criterion (BIC), also guided by the wind roses displayed in Figure 6 of the Supplementary Material. The angle α depends on the geographical conditions and the distance between stations. We choose α = π/8 for all stations except Mt. Hebo (HEB) where α = π/4. The maximum distance between stations is d max = 176km, which corresponds to the mean distance among all stations. To illustrate our approach, Figure 3 displays the fitted dominant wind directions for Biddle Buttle and Roosevelt stations (see Figure 8 of the Supplementary Material for the fits at all stations). The number of off-site predictors for all the stations varies between 2 and 10, while the distance between off-site predictors and s ranges between 13.3km and 175.3km, for all s ∈ S.
Posterior predictive distributions
Here we briefly explain how to obtain posterior predictive distributions for the 1-hour, 2-hour, and 3-hour ahead probabilistic forecasts of hourly wind speeds, produced by our three-stage hierarchical Bayesian model, using the linear predictors introduced in Section 2.3. For the SPDE model, we use a rolling training period of length 5 days, whereas for the temporal model, we multiply this period by the number of stations in each side of the Cascade Mountains, as a way to balance the effective sample sizes of the SPDE and the temporal models.
We generate 10, 000 samples from the posterior predictive distribution, for each station, each forecasting time horizon, and each linear predictor, as follows: we extract the fitted linear predictors and hyperparameters for each stage, and use (2.6) to obtain 10, 000 samples for the Gamma, Bernoulli, and GP predictive distributions. We replace Gamma samples by threshold exceedances whenever the threshold is exceeded, i.e., whenever the associated Bernoulli sample is equal to 1. In other words, the tail of the Gamma distribution is corrected by the GP distribution in the presence of exceedances.
Forecast evaluation for extreme and non-extreme wind speeds
Here we consider performance measures that describe the ability of our three-stage model to forecast extreme and non-extreme wind speeds. For non-extreme wind speeds, we consider the continuous ranked probability score (CRPS) introduced by Gneiting et al. (2007) . The CRPS is a robust proper scoring rule that quantifies the calibration and sharpness of the forecast (Gneiting et al., 2007) . It is defined as
whereF (s, t) is the predictive distribution at station s and time t, and y(s, t) is the observed wind speed. The average CRPS for the h-hour ahead forecast is
To assess the predictive performance in the upper tail of the distribution, we use the quantile loss function and the threshold-weighted continuous ranked probability score (twCRPS) (Gneiting and Ranjan, 2011; Lerch et al., 2017) . The quantile loss function measures the performance of a model to estimate a specific quantile τ ∈ (0, 1), and it is defined as
The twCRPS is defined as
where ω(x) is a non-negative weight function on the real line. For ω(x) ≡ 1, the twCRPS reduces to the CRPS in (4.1). As suggested by Lerch and Thorarinsdottir (2013) , since our interest is on the right tail of the wind speed distribution, we may set ω(x) = 1{x ≥ r}, for some r > 0. The average twCRPS for h-hour ahead forecast is defined as in (4.2). Table 1 shows performance measures for one-hour ahead forecasts using the first and second proposed linear predictors, respectively. Throughout all the fits, we set the probabilities defined in Section 2.2 as α = 0.85 and β = 0.5. The performance measures are the mean CRPS, mean absolute error (MAE), mean twCRPS using an indicator weight function ω(x) = 1{x ≥ r} with r equal to the 90%, 95%, and 98% quantile of the wind speed distribution at each station, and mean quantile loss (MQL). We can see that the temporal model with off-site predictors performs slightly better than the SPDE model at predicting average wind speed values (CRPS is better at 12 out of 20 stations, whereas MAE is better at 11 out of 20 stations); on the other hand, the SPDE model is much better at predicting extreme wind speeds. The SPDE model overcomes the temporal model with off-site predictors in terms of the twCRPS at almost all stations, whereas the MQL is better at 13 out of 20 stations. This may be due to the difficulty in estimating the GP shape parameter at each station using the temporal model, while a single shape parameter is assumed in the SPDE model, reducing dramatically the estimated posterior predictive uncertainty by borrowing strength across all stations. An additional advantage of the SPDE model is that it can be also used to forecast wind speed at unobserved stations, which it cannot be done with the temporal model with off-site predictors.
We assess the calibration of our probabilistic forecasts using reliability diagrams (see, e.g., Lenzi et al., 2017) . Reliability refers to the ability of the model to match the observation frequencies. The diagram is constructed as follows: for every station, we compute the nominal coverage rate, which is the proportion of times that the cumulative distribution of our threestage model is below a certain threshold. Our model is well calibrated if this proportion is Table 1 : Performance measures for one-hour ahead forecast using the temporal model with off-site predictors and the SPDE model. Mean continuous ranked probability score (CRPS); mean absolute error (MAE); mean threshold-weighted continuous ranked probability score (twCRPS) using an indicator weight function ω(x) = 1{x ≥ r} for r equal to the 90%, 95%, and 98% quantile of the wind speed distribution at each station; and mean quantile loss (MQL) with τ = 0.99.
close to the observed frequencies. Figure 4 (a) show reliability diagrams for the temporal model with off-site predictors (red line) and the SPDE model (green line). Both models tend to overestimate the wind speed quantiles smaller than the median. The temporal model with off-site predictors underestimates the wind speed values larger than the median, whereas the SPDE model is better calibrated at higher quantiles.
Finally, to compare the forecast performance of our two models, we compute predictive measures of fit for extreme wind speeds. Figure 4 (b) and ( predictors and the SPDE model. The PIT is the probability of a new response being less than the observed response using a model based on the rest of the data. If the model assumptions are correct, we expect the PIT values to be uniformly distributed. Although there is still room for improvement, we can see that both models perform decently well at predicting the severity of extreme events, and that the SPDE model seems slightly better.
Conclusion
Wind power is getting increasing attention from many countries as a source of clean energy with little environmental impact. A recent report from The European Power Sector (Agora-Energiewende and Sandbag, 2018) shows that renewable sources of energy like wind, solar and biomass, overtook coal for the first time. In particular, wind generation increased considerably by 19% during 2017, due to good wind conditions and huge investments in wind power plants.
As cities powered by electricity generated by wind are now a reality, new and accurate methods to forecast wind speed, and therefore wind power, are required. In this work, we explored a three-stage Bayesian model designed to forecast extreme wind speeds. Our model corrects the tail of the Gamma distribution by a generalized Pareto distribution in the presence of exceedances. Each stage of our model belongs to the class of latent Gaussian models, for which the integrated nested Laplace approximation (INLA; Rue et al., 2009 ) method is well-suited. Considering an additive structure, we proposed two types of linear predictors describing the spatio-temporal dynamics of wind speeds. The first linear predictor includes off-site information in terms of lagged wind speeds from neighboring stations. To select the neighbors, we propose an automatic method to identify dominant wind direction patterns based on mixtures of von Mises circular distributions. The second linear predictor considers a spatio-temporal term with Matérn covariance structure, that varies in time according to a first-order autoregressive dynamic. This model is fitted using the SPDE approach, which links Gaussian random fields with dense precision matrices with Gaussian Markov Random fields, characterized by sparse precision matrices. In terms of extreme wind speed forecasting, both models seem to perform decently well, although the SPDE model seems to be better calibrated at higher quantiles, probably because it better exploits spatial information. It would be interesting to explore the potential of the SPDE model to predict extreme wind speeds at unobserved locations, which could be helpful for optimal design of wind farms.
Thanks to the very powerful and fast INLA approach, we can implement in a reasonable amount of time complex hierarchical spatial models that are well suited to wind speed data.
Finally, by selecting a suitable distribution in the first stage, our three-stage model procedure for exceedances can be easily adapted to model and forecast other types of environmental data.
It would be interesting to extend our approach to cases with lighter Weibull-like tails. One option could be to pre-transform the data y(t) as y(t) a , with some a > 1, and then proceed identically, or alternatively to fit directly a generalized Gamma distribution. Similarly, it would be interesting to fit the GP distribution with shape parameter ξ ∈ R (i.e., not only ξ ≥ 0).
Nevertheless, designing suitable shrinkage priors for ξ < 0 is still an open question.
A Supplementary Material
A.1 Inference for our three-stage model using INLA From a computational point of view, the main goal of INLA is to accurately approximate the integrals in Section 4 of the main paper. Here we discuss general concepts behind this numerical approximation, and the reader is referred to Rue et al. (2009) , Blangiardo and Cameletti (2015) , and Rue et al. (2017) for more mathematical details.
We need to compute i) p(θ | y) from which also all the relevant marginals p(θ k | y) can be obtained, and ii) p(η t | θ, y).
wherep(η | θ, y) is the Gaussian approximation of p(η | θ, y) and η is its mode. This
Gaussian approximation can be written as
where m θ is the location of the mode, S θ = Q θ + diag(c θ ), and the vector c θ contains in the diagonal the negative second derivatives of the log-likelihood at the mode with respect to η t ; see Rue and Held (2005) , Section 4.4.1. The proportional sign in (A.1) comes from the fact that the normalizing constant for p(η, θ | y) is unknown. Rue and Martino (2007) show that the approximation is particularly accurate for a wide range of latent Gaussian models.
ii) Computation of p(η t | θ, y). Although we could start from the previous result and take the Gaussian marginals derived fromp(η | θ, y) (this is the Gaussian approximation method in INLA), the error in this approximation is considerably high (Rue and Martino, 2007) . To cope with this issue, Rue et al. (2009) propose to use the Laplace approximation one more time to approximate p(η t | θ, y) (this is the nested part in INLA). Specifically, we can write
As before,p(η −t | η t , θ, y) is the Gaussian approximation of p(η −t | η t , θ, y) evaluated at its mode η −t . Although this approximation (Laplace approximation method in INLA) typically works well (Blangiardo et al., 2013) , it involves the location of the mode and the factorization of a (T −1)×(T −1) matrix many times for each t = 1, . . . , T . Alternatively, we can use a Taylor expansion on the numerator and denominator of the expression (A.2), thus correcting the Gaussian approximationp(η −t | η t , θ, y) for location and skewness with a lower computational cost (this is the simplified Laplace approximation method in INLA).
The INLA strategy can be summarized as follows:
1. Explore the marginal joint posterior p(θ | y) to locate the mode.
2. Conduct a grid search to produce a set of points {θ k } and integration weights ∆ k to obtainp(θ | y).
3. Approximate the marginal posterior p(θ k | y) using interpolation based on {θ k }.
4. For each θ k , evaluate the conditional posteriorsp(η t | θ k , y) on a grid of values for η t .
Obtain marginal posteriorsp(η t | y) by numerical integration (this is the integrated part in INLA).
As a result, the approximated posterior marginals of interest returned by INLA have the following form: A.3 Discretization of the study region for the SPDE model Figure 9 shows the mesh that is used to discretize the study region, split into two parts for the West and the East side of the Cascade Mountains. 
A.2 Exploratory analysis

