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Abstract
We prove that there exist some Sturm–Liouville operators with square summable potentials
such that the singular continuous component of the spectral measure lies on the positive half-
line. The Hausdorff dimension of the support of this singular measure can be arbitrary
number from 0 to 1.
r 2002 Elsevier Science (USA). All rights reserved.
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0. Introduction
In [18], Simon states 15 open problems, one of which says: does qðxÞ exist so that
jqðxÞjoC=ð1þ xÞ1=2þe; where C; e40; and operator Hu ¼ u00 þ qðxÞu on the
positive half-line has singular continuous spectrum for some boundary condition at
zero? In the recent paper [9], Kiselev constructs the operator such that the singular
continuous component lies on the positive half-line. The corresponding potential
satisﬁes the estimate
jqðxÞjp hðxÞ
1þ x; ð1Þ
where hðxÞ-function growing at the inﬁnity arbitrarily slowly. It is known that for
any square summable potential and for any boundary condition at zero, the essential
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support of the absolutely continuous component of the spectral measure ﬁlls the
whole positive half-line [3]. Consequently, the problem in the question is the
coexistence of absolutely continuous and singular continuous components.
In the current paper, we construct Sturm–Liouville operator with smooth, square
summable potential such that the singular continuous spectrum exists. Our technique
is different from one used in [9]. We start with the spectral measure and prove that
the corresponding potential satisﬁes certain properties. In a sense, this idea was used
by Killip and Simon [8], who managed to give the complete description of spectral
measures for all Hilbert–Schmidt tri-diagonal perturbations of the free discrete
Schro¨dinger operator.
Instead of working with Sturm–Liouville operator directly, we start with the so-
called Krein systems. The solutions of these systems can be considered as the
continuous analogs of polynomials orthogonal on the unit circle. So, the plan of the
paper is as follows. In Section 1, we discuss the analogous problems for polynomials,
give some background for Krein systems, and prove trace relations for them. Then,
we consider the measure with given absolutely continuous component and ‘‘more or
less arbitrary’’ singular component. For this particular measure, we prove square
summability of the potential for Sturm–Liouville operator, associated to that
measure. In Section 2, we discuss application of our method to more general class of
spectral measures ﬁrst. After that, we explain the relation of trace formulas for Krein
systems to the well-known trace formulas from the scattering theory.
1. Krein systems, trace formulas and question of coexistence
The problem considered in this article has its analogs in the theory of polynomials
orthogonal on the unit circle and in the theory of Krein systems. For polynomials,
the answer is well-known: Szeg +o condition on the measure
R 2p
0
ln s0ðlÞ dl4N is
equivalent to anAc2; where an are reﬂection coefﬁcients (parameters of the
orthogonal system) [7]. These coefﬁcients enter the system of difference equations
that determine polynomials orthogonal on the unit circle.
So, for c2 reﬂection coefﬁcients, the singular continuous component of the
measure can coexist with the absolutely continuous one. For the Krein systems, the
criterion for ’’Szeg +o condition’’ was given in terms of coefﬁcient AðxÞ; provided that
it is uniformly square summable [5].
The Krein system is continuous analog of difference equations that determine
polynomials orthogonal on the unit circle [1,7]. Let us recall some basic facts from
the theory of Krein systems [10,17,19]. Consider HðtÞ ¼ HðtÞ-function continuous
on each segment ðx; xÞ:
Proposition (Krein [10]). If for any continuous jðtÞ the following inequality holds:Z x
0
jjðsÞj2 ds þ
Z x
0
Z x
0
Hðt  sÞjðtÞjðsÞ dt dsX0 ð2Þ
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for each x40; then, and in this case only, there exists the non-decreasing function
sðlÞ ðlAR; sð0Þ ¼ 0; sðl 0Þ ¼ sðlÞÞ; such thatZ N
N
dsðlÞ
1þ l2oN;
Z t
0
ðt  sÞHðsÞds ¼
Z N
N
1þ ilt
1þ l2  e
ilt
 
dsðlÞ
l2
þ ig signðtÞ
2
 
t;
where g is real constant.
If we assume in addition that the equality in (2) is possible for j ¼ 0 only, then the
Hermit kernel Hðt  sÞ; ð0pt; spxÞ has Hermit resolvent Gxðs; tÞ ¼ Gxðt; sÞ that
satisﬁes the relation
Gxðt; sÞ þ
Z x
0
Hðt  uÞGxðu; sÞ du ¼ Hðt  sÞ; ð0ps; tpxÞ: ð3Þ
The continuous analogs of polynomials orthogonal on the unit circle are deﬁned by
the formulas
Pðx; lÞ ¼ eilx 1
Z x
0
Gxðs; 0Þeils ds
 
;
P
*
ðx; lÞ ¼ 1
Z x
0
Gxð0; sÞeilsds; xX0:
Using the well-known properties of resolvents we obtain the following system, which
is called Krein system:
dPðx; lÞ
dx
¼ ilPðx; lÞ  AðxÞP
*
ðx; lÞ; Pð0; lÞ ¼ 1;
dP
*
ðx; lÞ
dx
¼ AðxÞPðx; lÞ; P
*
ð0; lÞ ¼ 1;
8><
>: ð4Þ
where AðxÞ ¼ Gxð0; xÞ: On the other hand, system (4) itself deﬁnes measure
s; etc. [16].
Coefﬁcient AðxÞ is continuous analog of reﬂection parameters an: In this paper, we
consider A to be real-valued coefﬁcient. From [10], we know that eilxPð2x; lÞ ¼
Fðx; lÞ þ iCðx; lÞ; where ðC;FÞ is generalized eigenvector of the Dirac operator on
the half-line
D
y1
y2
" #
¼ 0 d=dx  a
d=dx  a 0
" #
y1
y2
" #
; y1ð0Þ ¼ 0 ð5Þ
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with aðxÞ ¼ 2Að2xÞ: The spectral measure of D is equal to 2sðlÞ: For C;F; we
also have
C00  qðxÞCþ l2C ¼ 0; Cð0; lÞ ¼ 0; C0ð0; lÞ ¼ l;
F00  q1ðxÞFþ l2F ¼ 0; Fð0; lÞ ¼ 1; F0ð0; lÞ þ að0ÞFð0; lÞ ¼ 0;
where q ¼ a2 þ a0; q1 ¼ a2  a0: It is known [4], that the spectral measure rdðlÞ of
the associated operator Hu ¼ u00 þ qu; uð0Þ ¼ 0 is related to the spectral measure
sðtÞ of system (4) by the formula
rdðlÞ ¼ 4
Z ﬃﬃlp
0
a2 dsðaÞ: ð6Þ
Assume that s satisﬁes the following condition: t2 lnð2ps0ðtÞÞAL1ðRÞ:
Lemma 1. If AðxÞ is such that
Að0Þ ¼ A0ð0Þ ¼ 0 ð7Þ
and AðjÞðxÞAL1ðRþÞ; j ¼ 0;y; 3; then
8A00ð0Þ 
Z N
0
q2 dx ¼ 4
p
Z N
N
t2 lnð2ps0ðtÞÞ dt: ð8Þ
Proof. The idea is quite simple. It is known [10,17,19], that
PðlÞ ¼ exp 1
2pi
Z N
N
ð1þ tlÞ lnð2ps0ðtÞÞ
ðl tÞð1þ t2Þ dt
 
; ð9Þ
where PðlÞ ¼ limx-N P* ðx; lÞ for Il40; provided that this limit exists. We let
l ¼ id; d-þN: Look at the asymptotics of the integral on the right-hand side of
(8). It is as follows:
1
2pi
Z N
N
1þ idt
id  t
lnð2ps0ðtÞÞ
1þ t2 dt ¼ 
1
2p
Z N
N
lnð2ps0ðtÞÞ 1
d
 t
2
d3
þ t
4
d3ðt2 þ d2Þ
 
dt
¼  1
2pd
Z N
N
lnð2ps0ðtÞÞ dt
þ 1
2pd3
Z N
N
t2 lnð2ps0ðtÞÞ dt þ %oðd3Þ:
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To get %oðd3Þ; we assumed that t2 lnð2ps0ðtÞÞAL1ðRÞ: This assumption will be true
throughout the paper. Consequently,
PðidÞ ¼ 1 1
2pd
Z N
N
lnð2ps0ðtÞÞdt þ 1
2pd3
Z N
N
t2 lnð2ps0ðtÞÞ dt
þ 1
8p2d2
Z N
N
lnð2ps0ðtÞÞ dt
 2
 1
48p3d3
Z N
N
lnð2ps0ðtÞÞ dt
 3
þ %oðd3Þ:
On the other hand, we can compute the asymptotics of PðidÞ using Eq. (4) directly.
Indeed, we have the system
P0 ¼ dP  AP
*
; Pð0Þ ¼ 1;
P0
*
¼ AP; P
*
ð0Þ ¼ 1:
Introduce the function Q ¼ edxP: So,
Q0 ¼ AedxP
*
; Qð0Þ ¼ 1;
P0
*
¼ AedxQ; P
*
ð0Þ ¼ 1:
For P
*
; we have integral equation
P
*
ðx; idÞ ¼ 1
Z x
0
AðsÞeds ds þ
Z x
0
P
*
ðs; idÞAðsÞeds
Z x
s
AðtÞedt dt ds: ð10Þ
The Gronwall lemma yields P
*
ðx; idÞ-1 as d-N uniformly in xARþ: Let us
iterate (10). We have
P
*
ðx; idÞ ¼ 1
Z x
0
AðsÞeds ds þ
Z x
0
AðsÞeds
Z x
s
AðtÞedtdt
 
	 1
Z s
0
Aðs1Þeds1 ds1
 
ds þ
Z x
0
AðsÞeds
Z x
s
AðtÞedt dt
 
	
Z s
0
P
*
ðs1; idÞAðs1Þeds1
Z s
s1
Aðt1Þedt1 dt1ds1
 
ds:
Consequently, integrating by parts and using conditions Að0Þ ¼ A0ð0Þ ¼ 0; we
have
PðidÞ ¼ 1þ 1
d
Z N
0
A2ðsÞ ds þ 1
2d2
Z N
0
A2ðsÞ ds
 2
 1
d3
A00ð0Þ  1
d3
Z N
0
A0ðsÞ2ds
 1
d3
Z N
0
A4ðsÞ ds þ 1
6d3
Z N
0
A2ðsÞ ds
 3
þ %oðd3Þ:
S.A. Denisov / J. Differential Equations 191 (2003) 90–10494
Comparing the coefﬁcients for d1 and d3; we get
 1
2p
Z N
N
lnð2ps0ðtÞÞ dt ¼
Z N
0
A2ðsÞ ds;
 1
2p
Z N
N
t2 lnð2ps0ðtÞÞ dt ¼ A00ð0Þ þ
Z N
0
A0ðsÞ2 ds þ
Z N
0
A4ðsÞ ds: ð11Þ
Recall that aðxÞ ¼ 2Að2xÞ; q ¼ a0 þ a2: Therefore, we have
1
p
Z N
N
lnð2ps0ðtÞÞ dt ¼
Z N
0
qðsÞ ds;
8A00ð0Þ  4
p
Z N
N
t2 lnð2ps0ðtÞÞ dt ¼
Z N
0
q2ðsÞ ds: & ð12Þ
Remark. We could proceed with that method to get the higher-order identities. But
rather than doing that, we will show the relation of these formulas to trace identities
from the scattering theory.
The further construction is as follows. Consider the odd function sðtÞ: Let sðtÞ ¼
ð2pÞ1t on jtjp1 and jtjX2: On the segment ½1; 2 it has absolutely continuous
component, that satisﬁes ‘‘local Szeg +o condition’’, and singular component.
Construct the corresponding potential qðxÞ using the Krein approach [10]. So,
formally, using Lemma 1, we may hope that qAL2ðRþÞ: But the problem is that we
obtained (8) for smooth, decaying potentials, that satisfy conditions (7). Still, we can
handle this problem using standard approximation procedure.
Theorem. There exists smooth, square summable function q; such that the spectrum of
operator Hu ¼ u00 þ qu; uð0Þ ¼ 0 contains the singular continuous component. The
Hausdorff dimension of its support can be arbitrary number from ð0; 1Þ:
Proof. Let sðtÞ ¼ ð2pÞ1 þ eðt  1Þ þ ssðtÞ on the interval ½1; 2: Here e is some
positive constant smaller than ð2pÞ1: The singular component ssðtÞ; supported
inside 1ojtjo2; can be chosen arbitrarily with the only constraints that ssð1Þ ¼
0; ssð2Þ ¼ ð2pÞ1  e: It can be singular continuous measure ssc with arbitrary
Hausdorff dimension of the support, for example, standard Cantor ladder. Together
with sðtÞ; we consider its inﬁnitely smooth approximations snðtÞ: To be more
speciﬁc, we choose snðtÞ in such a way that
(1) snðtÞ ¼ ð2pÞ1t for jtj45=2 and jtjo1=2;
(2) s0nðtÞ4e=2;
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(3) jjsnðtÞ  sðtÞjjCð1=2ojtjo5=2Þ-0 as n-N;
(4) snðtÞ is inﬁnitely smooth function.
The existence of these approximations is obvious. For each snðtÞ and sðtÞ; we can
construct the corresponding accelerants HnðxÞ ¼
RN
N cos ðxtÞdðsnðtÞ  ð2pÞ1tÞ ¼
2
R 5=2
1=2 cosðxtÞðs0nðtÞ  ð2pÞ1Þ dt; HðxÞ ¼
RN
N cosðxtÞdðsðtÞ  ð2pÞ1tÞ:
HnðxÞ is from Schwarz space and Hnð0Þ ¼ 0: It is due to the inﬁnite smoothness
of sn and equality snðtÞ ¼ ð2pÞ1t for jtj45=2: Consider rnðtÞ ¼ 1þ
2
RN
0 HnðxÞcosðxtÞ dx ¼ 1þ 2pðs0nðtÞ  ð2pÞ1Þ ¼ 2ps0nðtÞ4pe for all t: Then, re-
cover AnðxÞ and AðxÞ that are related to sn and s: To do that we need to solve the
following integral equations ﬁrst:
GðnÞr ðxÞ þ
Z r
0
Hnðx  sÞGðnÞr ðsÞds ¼ HnðxÞ; 0oxor;
GrðxÞ þ
Z r
0
Hðx  sÞGrðsÞds ¼ HðxÞ; 0oxor;
where GrðxÞ ¼ Grð0; xÞ; GðnÞr ðxÞ ¼ GðnÞr ð0; xÞ: From the Krein results [10,12,13], we
infer that these two equations are solvable and GðnÞr ðxÞ;GrðxÞ-continuous in x and r:
Let AnðxÞ ¼ GðnÞx ðxÞ; AðxÞ ¼ GxðxÞ: We want to show that Lemma 1 is applicable to
systems with coefﬁcients AnðxÞ: Together with GðnÞr ðxÞ; consider GðnÞðxÞ which is the
solution of the following equation:
GðnÞðxÞ þ
Z N
0
Hnðx  sÞGðnÞðsÞ ds ¼ HnðxÞ; 0oxoN:
It is the Wiener–Hopf equation. Consider operator YðnÞ : YðnÞf ¼ f ðxÞþRN
0
Hnðx  sÞf ðsÞ ds: Because even function HnðxÞAL1ðRÞ and rnðtÞ4pe; operator
YðnÞ is invertible in the classes L1ðRþÞ and LNðRþÞ [11]. In addition, for GðnÞðxÞ; we
have an estimate
jGðnÞðxÞjp Cn;jð1þ xÞj ; j ¼ 1; 2;y : ð13Þ
Indeed, for #GðnÞðoÞ ¼ RN
0
GðnÞðxÞeiox dx; we have the formula
#GðnÞ ¼ x
ðnÞ
xðnÞ þ 1; ð14Þ
where xðnÞðoÞ ¼ exp½RN0 gðnÞðxÞeiox dx  1; and gðnÞðxÞ is deﬁned by the relation
ln rnðoÞ ¼
RN
N g
ðnÞðxÞeiox dx: Function gðnÞðxÞ is from Schwarz space. Therefore,
xðnÞðoÞ has derivatives of any order summable on the whole line and xðnÞð7NÞ ¼ 0:
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From (14), we infer that all derivatives of #GðnÞðoÞ are summable on R and
#GðnÞð7NÞ ¼ 0: GðnÞðxÞ is bounded becauseYðnÞ is invertible in LNðRÞ: Therefore, we
have (13).
Consider YðnÞ as the operator acting in LNðRþÞ: It is invertible [11]. Consider also
the function
dðnÞr ðxÞ ¼
GðnÞðxÞ  GðnÞr ðxÞ; 0oxor;
0; x4r:
(
On the interval ½0; r; we have
dðnÞr ðxÞ þ
Z r
0
Hnðx  sÞdðnÞr ðsÞ ds ¼ dðnÞr ðxÞ þ
Z N
0
Hnðx  sÞdðnÞr ðsÞ ds
¼ 
Z N
r
Hnðx  sÞGðnÞðsÞ ds: ð15Þ
jj  jjL2½0;r-norm of the right-hand side is less than Cn;jð1þrÞj for all integer j: It follows
from (13). Because
inf spec
Z r
0
Hnðx  sÞf ðsÞ ds; fAL2ð0; rÞ
 
Xinf spec
Z N
0
Hnðx  sÞf ðsÞ ds; fAL2ðRþÞ
 
4 1;
we have jjdðnÞr ðxÞjjL2ð0;rÞpCn;j1þrj: We can write (15) as
YðnÞdðnÞr ðxÞ ¼ 
Z N
r
Hnðx  sÞGðnÞðsÞ ds
on ½0; r: On the interval xA½r;NÞ; we have
YðnÞdðnÞr ðxÞ ¼
Z r
0
Hnðx  sÞdðnÞr ðsÞ ds:
The following estimates follow from (13):Z N
r
Hnðx  sÞGðnÞðsÞ ds




LNð0;rÞ
p Cn;jð1þ rÞj
and Z r
0
jHnðx  sÞjjdðnÞr ðsÞj dspjjHnjjL2ðRÞjjdðnÞr jjL2½0;rp
Cn;j
ð1þ rÞj:
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Consequently,
dðnÞr ðxÞ
  
N
p Cn;jð1þ rÞj:
GðnÞr ðxÞ is continuous in x and r on 0pxproþN: Therefore, AðnÞðrÞ ¼ GðnÞr ðrÞ is
continuous, and jAðnÞðrÞjp Cn;jð1þrÞj: So, AðnÞðrÞAL1ðRþÞ: Property (1) of the measures
snðtÞ yields Hnð0Þ ¼ 0: Therefore, AðnÞð0Þ ¼ 0: To see that dA
ðnÞðrÞ
dr
; d
2AðnÞðrÞ
dr2
;
d3AðnÞðrÞ
dr3
AL1ðRþÞ; it is enough to differentiate equality
AðnÞðrÞ þ
Z r
0
GðnÞr ðsÞHnðr  sÞ ds ¼ HnðrÞ
three times successively. Then, one should use estimates on dðnÞr ðxÞ;GðnÞðxÞ; HnðrÞ
and its derivatives. For example, using identity @GrðxÞ@r ¼ GrðrÞGrðr  xÞ [10], we get
dAðnÞðrÞ
dr
þ
Z r
0
GðnÞr ðsÞH 0nðr  sÞds  AðrÞ
Z r
0
HnðsÞGðnÞr ðsÞ ds ¼
dHnðrÞ
dr
: ð16Þ
Trivial analysis shows that dA
ðnÞðrÞ
dr
AL1ðRþÞ: For instance, to prove thatR r
0 G
ðnÞ
r ðsÞH 0nðr  sÞ dsAL1ðRþÞ; one can write this integral in the following way:Z r
0
GðnÞðsÞH 0nðr  sÞ ds 
Z r
0
dðnÞr ðsÞH 0nðr  sÞ ds:
From the Young inequality for convolutions, we see that the ﬁrst term is
summable on Rþ: For the second one, we can use an estimate on dðnÞr ðsÞ to getZ r
0
dðnÞr ðsÞH 0nðr  sÞ ds

p Cn;jð1þ rÞj:
In the same way, one can prove that d
2AðnÞðrÞ
dr2
; d
3AðnÞðrÞ
dr3
AL1ðRþÞ: Because HnðrÞ is even,
dHn
dr
ð0Þ ¼ 0: Therefore, dAðnÞ
dr
ð0Þ ¼ 0: Thus, Lemma 1 is applicable. Notice that
d2AðnÞ
dr2
ð0Þ ¼ d2Hn
dr2
ð0Þ: Consequently, jd2AðnÞ
dr2
ð0Þj is bounded in n:
Let qn; q be potentials corresponding to coefﬁcients An; A; respectively. Notice that
HðxÞ is inﬁnitely smooth, therefore, AðxÞ and qðxÞ are inﬁnitely smooth as well. It
follows from the Fredholm formulas for resolvent of the integral equation. From
Lemma 1, we infer that jjqnjj2 is bounded in n: It is due to properties (1) and (2) of the
measure snðtÞ:
Our goal is to prove that q is from L2ðRþÞ: Consider the difference HnðxÞ 
HðxÞ ¼ 2 R 5=21=2 cosðtxÞ d½snðtÞ  sðtÞ: Integrating by parts, we have
HnðxÞ  HðxÞ ¼ 2
Z 5=2
1=2
x sinðtxÞ½snðtÞ  sðtÞ dt;
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where jjsnðtÞ  sðtÞjjCðRÞ-0 as n-N: So, HnðxÞ-HðxÞ uniformly on each ﬁnite
segment. In the same way, one can show that H 0nðxÞ-H 0ðxÞ on each ﬁnite segment.
Fredholm formulas for the resolvent of integral equation imply that
GðnÞr ðs; xÞ-Grðs; xÞ uniformly in 0px; sprpM for each ﬁxed M as n-N:
Consequently, An-A uniformly on each ﬁnite segment. From (16), we infer that
A0n-A
0 (and so qn-q) uniformly on each ﬁnite interval as well. Boundedness of
jjqnjj2 leads to inclusion qAL2ðRþÞ: Therefore, due to (5), we constructed potential
qAL2ðRþÞ; such that the corresponding Sturm–Liouville operator with Dirichlet
boundary condition at zero has singular continuous component that coexists with
absolutely continuous one. &
Remark. The trivial interpolation argument shows that the Dirac operator D (5),
generated by chosen measure s; has coefﬁcient aðxÞAW 1;2ðRþÞ: Indeed, if AnðxÞ
corresponds to snðlÞ; then the sequenceZ N
0
jAnðxÞj2 dx
is bounded in n: It follows from (11). The following inequalities are always true:Z N
0
jAðsÞj4 dspjjAjj2N
Z N
0
jAðsÞj2 ds;
jjAjj2Npe
Z N
0
jA0ðsÞj2 ds þ CðeÞ
Z N
0
jAðsÞj2 ds;
where e is arbitrary positive constant. Due to (11), that yields the uniform
boundedness of sequence Z N
0
jA0nðxÞj2dx:
Because An converges to A and aðxÞ ¼ 2Að2xÞ; we have aðxÞAW 1;2ðRþÞ:
2. Some generalizations
In the theorem from the last section, we considered measure with absolutely
continuous part given explicitly. For the sake of simplicity, we have taken it to be
inﬁnitely smooth on the intervals ð2;1Þ,ð1; 2Þ: Actually, the method works for
arbitrary odd increasing function that satisﬁes Szeg +o condition on some intervals
and coincides with ð2pÞ1t outside these intervals. Consider the odd function
sacðtÞ ¼ esðtÞ on 1ojtjo2: Here e is small positive number, and s is absolutely
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continuous measure satisfying Szeg +o conditionZ
1ojtjo2
jln sðtÞj dtoN: ð17Þ
On the rest of the line, sðtÞ is chosen as before: sðtÞ ¼ ð2pÞ1t: The singular
component ssðtÞ and small constant e are taken in such a way that function sðtÞ ¼
sacðtÞ þ ssðtÞ is odd and increasing on the whole line. Obviously, only the weight of
singular component, not the dimension of its support, is important.
Our goal is to prove that the potential of Sturm–Liouville operator generated by
Krein system with measure sðtÞ is square summable. To this end, we construct
certain approximants snðtÞ ﬁrst. Let snðtÞ be odd functions such that the following
conditions hold.
For 1oto2;
snðtÞ ¼
Z 1
1
fnðsÞsðt  sÞ ds; ð18Þ
where fnðsÞ ¼ nfðnsÞ: f is even, non-negative, inﬁnitely smooth function with
support on ð1; 1Þ; and Z 1
1
fðsÞ ds ¼ 1:
For 0pto1=2 and t45=2; snðtÞ ¼ ð2pÞ1t: On the intervals ð1=2; 1Þ,ð2; 5=2Þ; we let
these functions to be any approximants of sðtÞ; such that we have the following
conditions satisﬁed on the whole line after the odd continuation.
(1) snðtÞ converges to sðtÞ uniformly on 1=2ojtjo5=2:
(2) snðtÞ is inﬁnitely smooth.
(3) snðtÞ ¼ ð2pÞ1t for jtjo1=2 and jtj45=2:
(4) On the interval jtjo5=2; we have estimate s0nðtÞXdn40:
(5) The integrals
R 5=2
5=2 jln s0nðtÞjdt are bounded in n:
We need only to verify that our approximation sequence satisﬁes conditions (4) and
(5) on the interval jtjo5=2: Use the Jensen inequality to obtain the second of the
following estimates:
ln s0nðtÞXln
Z 1
1
fnðsÞs0ðt  sÞ dsX
Z 1
1
fnðsÞln s0ðt  sÞ ds: ð19Þ
This bound guarantees that conditions (4) and (5) hold. Indeed, for each ﬁxed n and
jtjo5=2;
ln s0nðtÞX
Z 1
1
fnðsÞln s0ðt  sÞ dsXcn
Z 4
4
jln s0ðsÞj dsXc0n: ð20Þ
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To see that property (5) holds as well, we write the following bound on the positive
part of ln s0nðtÞ : lnþ s0nðtÞ  max f0; ln s0nðtÞg ﬁrst
Z 5=2
5=2
lnþ s0nðtÞ dtp
Z 5=2
5=2
s0nðtÞ dtoC:
To estimate the negative part, it sufﬁces to apply the Young inequality for
convolutions to (19). Now, that we have the sequence of approximants snðtÞ with the
needed properties, the proof of the square summability of the corresponding
potential repeats arguments from theorem in the last section. Thus, we have shown
that the potential of the Sturm–Liouville operator with measure rdðlÞ (6) is square
summable.
In the rest of the paper, we will discuss relations of trace formulas for Krein
systems to the trace identities known in the scattering theory. One might guess that
formulas (12) have something in common with equations that relate integrals of
decaying potential and its derivatives to the scattering data [6,15]. This is the case.
Let us prove the following elementary lemma ﬁrst.
Lemma 2. Consider function FðzÞ analytic in the upper half-plane Cþ; continuous in
Cþ; such that FðzÞ ¼ Oðz1Þ as z-N: Assume that on the real line z ¼ kðjkj41Þ;
jFðkÞjoCk2m1: Then,Z N
N
k2jRFðkÞ dk ¼ 0; j ¼ 0;y; m  2;
Z N
N
k2j1IFðkÞ dk ¼ 0; j ¼ 1;y; m  1: ð21Þ
Proof. Write the Poisson formula for the harmonic function RFðzÞ at the point
z ¼ iy;
RFðiyÞ ¼ y
p
Z N
N
RFðkÞ
k2 þ y2 dk:
On the other hand, we can write RFðzÞ in terms of the boundary value of conjugate
function IFðzÞ;
RFðiyÞ ¼
Z N
N
kIFðkÞ
pðk2 þ y2Þ dk:
Using the trivial identity
y2
k2 þ y2 ¼ 1
k2
y2
þ k
4
y4
?þ O k
2m2
y2m2
 
;
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we have RFðiyÞ ¼Pm2j¼0 lj;1y2j1 þ Oðy2mþ1Þ ¼Pm1j¼1 lj;2y2j þ Oðy2mÞ as
y-N: Therefore, all coefﬁcients lj;1ð2Þ ¼ 0; i.e. we have (21). &
Assume that odd function sðtÞ is inﬁnitely smooth, has positive derivative, sðtÞ ¼
ð2pÞ1t for jtj42: Assume also that for the corresponding HðtÞ; Hð2kÞð0Þ ¼ 0; k ¼
0;y; N; N-ﬁxed large integer number. One can easily show that these measures exist
in abundance. Because HðtÞ is even inﬁnitely smooth function, we have Hð2k1Þð0Þ ¼
0 for all integer k: Therefore, equation (3) yields AðkÞð0Þ ¼ 0 for k ¼ 0; 1;y; 2N þ 1:
AðxÞ is smooth and strongly decaying function, so we can use method of Lemma 1 to
obtain trace relations of higher order. Consider associated Dirichlet problem for
Sturm–Liouville operator with potential q ¼ a0 þ a2; where aðxÞ ¼ 2Að2xÞ: The
spectral measure is related to s by the formula: r0dðtÞ ¼ 2
ﬃﬃ
t
p
s0ð ﬃﬃtp Þ: This identity
follows from (6). Consider the Sturm–Liouville operator H on the whole line with
potential qðxÞ which is the even continuation of qðxÞ on the half-line. Because the
ﬁrst derivatives at zero of function AðxÞ are zeroes, qðxÞ has 2N continuous
derivatives that decay at the inﬁnity faster than any rational function. The decay of
derivatives can be proved directly, as it was done in the theorem from the ﬁrst
section. One can also infer that from the relation between sðtÞ and the corresponding
Jost function. The derivative of order 2N þ 1 might have jump at zero. Operator H
has no negative eigenvalues. Indeed, potential q is even, so it is enough to show that
the Neumann problem on the half-line does not have negative eigenvalues. But this
problem is generated by Krein system with coefﬁcient AðxÞ: So, it cannot have
negative spectrum [4]. Recall that there exist the Jost solutions at þN:
f ðx; kÞ; f ðx; kÞ : f 00 þ qf ¼ k2f ; f ðx; kÞ  eikx-0 as x-þN; ka0-real number.
Because the potential is even, the pair f ðx; kÞ; f ðx; kÞ is the basis of generalized
eigenfunctions with exponential asymptotics at N; i.e. Jost solutions on the
negative half-line. In the scattering theory, the fundamental role is played by the
functions aðkÞ and bðkÞ: These functions establish the relation between Jost solutions
on the positive half-line and Jost solution on the negative half-line:
f ðx; kÞ ¼ bðkÞf ðx; kÞ þ aðkÞf ðx; kÞ:
Function f ðkÞ ¼ f ð0; kÞ is called the Jost function for the Dirichlet problem. It is
analytic in the upper half-plane and does not have zeroes because the corresponding
Dirichlet problem has no negative eigenvalues. On the other hand, for the Jost
function f ðkÞ; we have r0dðtÞ ¼
ﬃﬃ
t
p ðpjf ð ﬃﬃtp ÞjÞ2 [14]. Therefore, 2ps0ðtÞ ¼ jf ðtÞj2: We
have the following relation which expresses the scattering function SðkÞ in terms of
a; b:
S1ðkÞ ¼ f ðkÞ
f ðkÞ ¼
aðkÞ
1 bðkÞ: ð22Þ
Therefore, if ln f ðzÞ ¼ uðx; yÞ þ ivðx; yÞ; z ¼ x þ iy; then uðx; yÞ ¼ lnjf ðzÞj; and
vðk; 0Þ ¼ 1
2
Arg
aðkÞ
1bðkÞ: It is known [14] that aðkÞ admits the analytic continuation to
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the upper half-plane Cþ: We also know that aðzÞ ¼ 1þ Oðz1Þ and f ðzÞ ¼ 1þ
Oðz1Þ as z-N; zACþ: Function bðkÞ is decaying fast at the inﬁnity:
jbðkÞjoCk2N1 [2]. Let us write the obvious identity
ln f ðkÞ  1
2
ln aðkÞ ¼ lnjf ðkÞj  1
2
lnð1 bðkÞÞ; k is real: ð23Þ
The left-hand side is the boundary value of analytic in Cþ function decaying at the
inﬁnity. The absolute value of the right-hand side is less then Ck2N1; jkj41:
Functions aðkÞ and bðkÞ might have singularities at zero of type at most Ck1 [14].
Therefore, the argument of Lemma 2 works without any modiﬁcation. We have
identities
1
2
Z N
N
k2j lnð2ps0ðkÞÞ dk ¼
Z N
N
k2j ln jf ðkÞj dk
¼ 1
2
Z N
N
k2j lnjaðkÞj dk; j ¼ 0;y; N  2: ð24Þ
Trace identities for the whole line are well studied (see, for example, [15] and
references therein). One can use them to construct for any integer m potentials
qAW m;2ðRþÞ; such that singular continuous component lies on Rþ:
Note added in proof
While this paper was in press we learned about the work by Sylvester and
Winebrenner [18a], where deep results on unverse spectal theory were obtained.
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