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The synchronization of self-propelled particles (SPPs) is a fascinating instance of emergent behav-
ior in living and man-made systems, such as colonies of bacteria, flocks of birds, robot ensembles,
and many others. The recent discovery of chimera states in coupled oscillators opens up new per-
spectives and indicates that other emergent behaviors may exist for SPPs. Indeed, for a minimal
extension of the classical Vicsek model we show the existence of chimera states for SPPs, i.e., one
group of particles synchronizes while others wander around chaotically. Compared to chimeras in
coupled oscillators where the site position is fixed, SPPs give rise to new distinctive forms of chimeric
behavior. We emphasize that the found behavior is directly implied by the structure of the deter-
ministic equation of motion and is not caused by exogenous stochastic excitation. In the scaling
limit of infinitely many particles, we show that the chimeric state persists. Our findings provide the
starting point for the search or elicitation of chimeric states in real world SPP systems.
PACS numbers: 02.30.Ks, 05.10.-a, 05.45.Xt, 47.54.-r
I. INTRODUCTION
Collective behavior of large scale ensembles of agents
is ubiquitous in nature. It is often characterized by the
emergence of regular spatio-temporal dynamics from a
disordered state without any central coordination. Ex-
amples include colonies of bacteria [1, 2], schools of fish
[3], flocks of birds [4], groups of people [5, 6], and many
more [7]. A model to analyze such dynamics is a system
of SPPs that align the direction of motion to the average
heading in their neighborhood. Under such an update
rule [8, 9], the system either converges to complete align-
ment or remains in a disordered state. However, many of
the experimentally observed collective dynamics do not
fall into these two categories. More specifically, regular,
coherent and irregular, disordered dynamics are seen to
be present simultaneously.
Such coexistence of two disparate dynamical regimes is
indicated, for instance, in the milling of a small group of
fish within a large school [10] or in the vortexing of micro-
tubuli within a large collection of meandering microtubuli
[11] or in the rotation of energized ferromagnetic colloids
[12, 13]. Related complex dynamics, such as rotating
chains or movings bands [14] can only be reproduced in
SPP models in the presence of a strong stochastic driving
term. A genuine coexistence of dynamical regimes in the
absence of any stochastic forcing has recently been found
in networks of non-locally coupled oscillators. In such
a chimera state, groups of oscillators are synchronized
while other oscillators undergo chaotic dynamics. This
regime was first observed in the Kuramoto-Sakaguchi
model [15, 16] of coupled phase oscillators that can be de-
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rived from the complex Ginzburg-Landau equation [17].
The existence of chimera states has also been experimen-
tally confirmed in optical [18, 19], chemical [20, 21] and
mechanical [22, 23] systems.
The paper is organized as follows. In Section II, we
introduce our model for the spatial dynamics of self-
propelled particles, and define the novel chimera states
that are generated by that model. In Section III, we
describe how such chimera states arise and what their
structure is. Based on that knowledge, we discuss sum-
mary statistics in Section IV that can be applied in order
to characterize the chimera states effectively. Afterwards,
we show in Section V that the chimeras can be found in
other setups too, especially in case of stochastic excita-
tion. The introduced modifications allow us to consider
the situation of infinitely many particles. We use that
fact in Section VI in order to derive a continuum repre-
sentation of the model. In Section VII, we summarize
our results.
II. MODEL
We consider the following minimal extension of the
Vicsek model [8] in continuous time and in polar coordi-
nates [24] for the velocity component, where N particles
move with a constant speed in a unit square domain with
periodic boundary conditions, according to the equations
of motion given by
r˙i = v(ϕi), ϕ˙i =
σ∣∣Biρ∣∣
∑
j∈Biρ
sin(ϕj − ϕi − α) (1)
with ri = (xi, yi) and v(ϕi) = (cosϕi, sinϕi), and the
particles are assumed to have unit mass and unit speed,
without loss of generality. Each particle i interacts with
ar
X
iv
:1
51
1.
04
73
8v
2 
 [n
lin
.A
O]
  1
1 O
ct 
20
18
2FIG. 1. Phase diagram for model (1) in the (α, ρ) parameter
plane. Localized (LC) and non-localized (NLC) chimeras ex-
ist in yellow (light gray) and blue (dark gray) regions, respec-
tively. Snapshots demonstrate typical chimera regimes, i.e.,
A*=(1.54, 0.3), B*=(1.5, 0.03), respectively. Particles are col-
ored with respect to averaged phase velocity 〈ϕ˙〉 (cf. Fig. 2(a)
and (c); averaging time is t = 5 time units; see videos S1
and S2 under [29, 30]) subject to binary thresholding. Inter-
mittent behavior is characteristic for the neighboring region
(oblique hatching). The region to the left leads to complete
phase synchronization (SYNC) and the region to the right
leads to full disorder (CHAOS). The lines A1-A2 and B1-B2
are used in Fig. 5 for order parameter description. Other
parameters are σ = 1.0, N = 1000.
all of its neighbors j within a finite interaction range ρ,
i.e., with all particles falling in the disk
Biρ := {j | (xi − xj)2 + (yi − yj)2 ≤ ρ2}.
The alignment is controlled by the coupling coefficient σ
and the size of neighborhood
∣∣Biρ∣∣. We can consider equa-
tion (1) as a generalization of the Kuramoto model in the
sense that oscillators are augmented to be motile [25, 26].
Following this idea, we introduce the additional phase lag
parameter α that originally allowed to observe chimera
states in the Kuramoto-Sakaguchi model. In the context
of SPPs, this parameter eventually induces a circular mo-
tion for the aligned group of particles. When α = 0, the
dynamics reduces to the Vicsek model in polar coordi-
nates [27, 28]. As mentioned earlier, the uniqueness of
our model is that it admits the coexistence of aligned
and non-aligned collectives of particles. We call such a
behavior a self-propelled chimera state.
It has been shown that in the presence of noise the
standard Vicsek model exhibits the formation of local-
ized, traveling, high-density, and high-order structures,
such as bands and sheets, or even blobs due to hydro-
dynamic long range interactions, but at sufficiently large
noise amplitudes [14, 31]. We emphasize that our situa-
tion is different: coherent localized structures due to the
model (1) arise solely because of internal non-linear in-
teractions imposed by non-local coupling in the complete
absence of noise. It should be mentioned that interest-
ing patterns such as traffic jams, gliders, and static bands
can be found for a simple swarming model with ferromag-
netic alignment mechanism and volume exclusion [32];
however, these patterns do not constitute chimera states
since such a model does not introduce phase synchro-
nization. Moreover, if the alignment and anti-alignment
are controlled depending on the range of interaction, co-
herent structures such as periodic vortex arrays may be
produced [33].
III. BEHAVIOR
Results of direct numerical simulation in the two-
parameter plane of coupling radius ρ and phase lag α are
presented in the phase diagram in Fig. 1 obtained with
the help of the continuation method (see the details of
its implementation in Appendix A). The diagram reveals
the existence of different chimera states in a considerable
domain at intermediate radii ρ and at phase lags α close
to pi/2. For smaller α or larger ρ (the top left region),
complete phase synchronization occurs, which is an ana-
log to the standard Vicsek model. On the contrary, for
α close to pi/2 and very small ρ, as well as for α ≥ pi/2
the behavior of the system is chaotic (the region on the
right).
We observe two types of chimera states (see videos S1
and S2 under [29, 30] for their temporal dynamics). Both
types are classified as chimeras since they possess the par-
tial synchronization property with respect to the direc-
tion of motion ϕ. This property is similar to phase syn-
chronization of the Kuramoto-Sakaguchi model. How-
ever, the addition of the spatial equations reveals new
possibilities for the group behavior. The first chimera
type is characterized by the formation of a peculiar co-
herent and localized group. We call it a localized chimera
(see inset A* in Fig. 1, and Fig. 2(a),(b)) and refer to it
throughout the paper as LC. Notably, this regime exists
for a parameter region of only an intermediate interac-
tion range ρ (Fig. 1, yellow (light gray) region). The
second type of chimeras is characterized by partial phase
synchronization but without any spatial localization. We
call it a non-localized chimera (see inset B* in Fig. 1, and
Fig. 2(c)) and refer to it throughout the paper as NLC.
It can be obtained for a distinct parameter domain of rel-
atively larger size (blue (dark gray) region). In addition
to the above two, the oblique hatched region corresponds
to an intermittent system behavior between other states.
Interestingly, at the center of this domain, multi-headed
chimeras, which comprise two or more separate coher-
ent groups, can be found. However, such multi-clustered
structures are unstable and always disintegrate. Thus,
we do not focus on them further.
In all the simulations, the initial positions and direc-
tions of particles were drawn from uniform distribution if
not mentioned otherwise. First, we describe the evolution
scenario for the LC case. In the initial stage (Fig. 2(a),(b)
at t1), while the system tries to synchronize, none of the
3FIG. 2. Emergence of chimeras. (a) Space-time plot for LC, based on the averaged phase velocity. Along with it, profiles of
averaged phase velocity 〈ϕ˙〉 and averaged phase 〈ϕ〉 are provided for time points from characteristic periods of formation. (b)
Space-time plot for LC, based on the averaged value of distance from a particle position to a point of maximum density. Along
with it, the corresponding profiles are provided at the same times as in (a). (c) Space-time plot for NLC in the same manner
as in (a). Particles are reordered identically at every time step with respect to the value of averaged angular velocity from
(a) or (c), (b) is ordered according to (a). Temporal averaging is t = 10. Time points for (a) and (b) are t1 = 50, t2 = 255,
and t3 = 1500; time points for (c) are t1 = 50, t2 = 210, and t3 = 1500. Parameters: (a),(b) σ = 1.0, ρ = 0.3, α = 1.54; (c)
σ = 1.0, ρ = 0.03, α = 1.5.
particles show any considerable increase in phase veloc-
ity (a flat 〈ϕ˙〉 profile), there is no visible group having
the same traveling direction (a scattered 〈ϕ〉 profile), and
there is no a priori benchmark point to calculate the lo-
calization measure (a profile in Fig. 2(b)). Meanwhile,
particles gradually polarize and when the polarization is
sufficiently large, the particles try to form a huge disk-
shaped group, whose radius corresponds to the radius
of interaction ρ. That group consists of the majority of
particles. The profiles in Fig. 2(a) at t2 reveal its emer-
gence. All particles in that group are directed similarly
and are synchronized (flattened regions in the middle of
the profiles). It appears that the group can not be main-
tained for a long time and many particles leave it until
a smaller highly dense spot remains. That spot is stable
and it is well distinguished from the other particles by
the plateaus in each profile of Fig. 2(a),(b) at t3.
The evolution of NLC is qualitatively similar till the
so-called point of maximum synchronization (see the def-
inition in the next section). After that point (Fig. 2(c) at
t2), the dense disk-shaped group does not emerge. The
system stalls in such a situation and the synchronized
but scattered group remains.
In the case of the scenario with localization, when
the dense spot of synchronized particles appears, par-
ticles from that spot follow a quasi-circular trajectory
while others fill the rest of the space uniformly (cf.
Fig. 3(a),(b)). In such a setup, the phase dynamics in
that synchronized group can be approximated as a com-
bination of coherent and incoherent terms. A coherent
term is imposed by all the particles which constitute the
group. An incoherent term is imposed by all other desyn-
chronized particles. Thus, we have ϕ˙i = −σγi sinα +
σ
|Biρ|
∑
j∈Biρ\Nc sin(ϕj−ϕi−α), where γi =
∣∣N ic∣∣ / ∣∣Biρ∣∣ is
the fraction of coherent particles N ic in the neighborhood
Biρ of the particle i. Since every synchronized particle
moves approximately along a circular trajectory, its ve-
locity vector can be assumed to have only a tangential
component. The tangential component of a particle on a
circle is equal to ξiϕ˙i, where ξi is the radius of rotation
of that particle. Thus, ‖vi‖ = ξiϕ˙i.
Throughout the paper, we assume that the particles
have unit speed. Therefore, the radius for the coherent
group can be estimated approximately as
ξ(σ) ≈ (σγ sinα)−1 , (2)
where γ = 〈γ〉Nc,t is the average of γi with respect to
the group of coherent particles Nc and with respect to
one rotational cycle of that group. The dependence of ξ
on σ can be seen from Fig. 3(c) obtained directly from
simulations and also obtained by the given approxima-
tion. We see an agreement of both these methods, which
supports the validity of the approximation. It should be
indicated that the averaged parameter γ is not a constant
in (2) but depends on σ itself. It is because the coupling
strength σ influences the shape and size of the localized
group, thus, controlling N ic and γi of each particle.
Particles that are not in the coherent group are uni-
formly distributed over the whole space (Fig. 3(a), dark
uniform background) exhibiting a kind of chaotic itiner-
ancy (Fig. 3(b)). Such particles periodically try to follow
the circular rotations of the coherent group but generally
fall off after some time and continue wandering around.
It appears that the synchronized group does not consist
of the same set of particles all the time. Chaotic particles
influence that group in a destabilizing manner (explana-
tion provided in Appendix B), forcing some particles to
leave it. But in addition, the chaotic cluster as a whole
tries to synchronize, thus introducing new particles into
the coherent group. As a result, over time, there are par-
ticles that leave and join that group (Fig. 3(d)). This
behavior leads to small fluctuations in the group size.
The fine balance between escape and capture phenom-
ena enables existence of chimeras for an indefinite time.
4FIG. 3. Localization traits of LC. (a) Traces of all parti-
cles over time (t = 100). Light circular trajectories indicate
the motion of particles from a synchronized group whilst the
dark background of considerable non-zero mass indicates the
uniform spreading of the rest of chaotic particles. The color
code corresponds to the number of particles at a particular
position, normalized by the number of particles N and by the
averaging time. Coupling strength is σ = 4 in order to keep
the whole circular trajectory inside a simulation box. (b)
Image of trajectories for one particle from a localized clus-
ter (black circle in the middle) and for five different particles
from the chaotic cluster (here σ = 1) for unrolled periodic
boundary conditions. The tracking time is t = 100. (c) Ra-
dius of rotation ξ for particles from a localized group as a
function of the coupling strength σ. (d) Number of particles,
which leave and join the synchronized cluster, per cluster cy-
cle (≈ 10 time units) per population size. Other parameters
are ρ = 0.3, α = 1.54, N = 1000.
We computed the local Lyapunov spectra Λx,Λy, and
Λϕ for both chimera types (Fig. 4(a) for LC, Fig. 4(b) for
NLC) to confirm that such dynamics are truly chaotic.
The particles’ indexes are ordered with respect to 〈ϕ˙〉 in
accordance with Fig. 2(a),(c), respectively. In case of LC,
the values of Λx and Λy for the synchronized particles re-
main around 0 and the values of Λϕ are slightly negative.
For the rest of the particles, first two spectra are nega-
tive while the third one is mostly positive. Thus, since
the spectrum contains positive exponents, the nature of
the system is chaotic. In case of NLC, Λx and Λy hardly
show any distinction between synchronized and desyn-
chronized groups of particles. The directional spectrum
Λϕ clearly shows negative values for the synchronized
cluster and positive values for the chaotic cluster but it
has a high variation. Such a high variation can be ex-
plained by the fact that both clusters occupy all the space
and influence mutual dynamics to a great extent. By the
same reasoning, the system is chaotic in this regime too.
IV. SUMMARY STATISTICS
One of the important characteristics to describe
collective motion in coupled systems is the com-
plex order parameter [34] Z(t) = R(t) exp(iΘ(t)) =
1/N
∑N
j=1 exp(iϕj(t)), where R(t) and Θ(t) can be con-
sidered to represent the magnitude and phase of the av-
eraged particle velocity, respectively. The magnitude al-
lows to learn the extent of polarization in the system.
Starting from random initial conditions, particles al-
ways begin to synchronize. This behavior is well observ-
able from the evolution of R(t) (cf. Fig.5(a),(b)). The
polarization of the system continues till a certain point
after which it either decreases or remains at the same
level approximately. The time point when it occurs is
called the point of maximum synchronization tmax. The
stages of the system evolution for both chimera types,
described in the previous section, can be observed here
additionally, with t2 = tmax.
The qualitative difference of the order parameter dy-
namics between the two scenarios is the following. For
LC, there is always a pronounced peak at tmax. But
shortly afterwards, it drops. This happens when the big
disk-shaped group shrinks into a dense spot. It can be
seen that it is not the case with NLC where the maximum
synchronization is preserved at the same level approxi-
mately. It is also worthwhile to notice that when either
FIG. 4. Local Lyapunov exponents. (a) Local Lyapunov
spectra Λx,Λy, and Λϕ in the LC case for all particles for
x,y,ϕ variables, respectively. The exponents were computed
after 100 time units after the chimera has been formed. Par-
ticles are ordered with respect to 〈ϕ˙〉 in the same manner as
in Fig. 2(a). Other parameters are σ = 1.0, ρ = 0.3, α = 1.54.
(b) Local Lyapunov spectra Λx,Λy, and Λϕ in the NLC case
for all particles for x,y,ϕ variables, respectively. The expo-
nents were computed after 10 time units after the chimera
has been formed. Particles are ordered with respect to 〈ϕ˙〉
in the same manner as in Fig. 2(c). Other parameters are
σ = 1.0, ρ = 0.03, α = 1.5.
5FIG. 5. Summary statistics for chimera states. Evolution of
the order parameter magnitude R over time for (a) LC and
(b) NLC. Temporal averaging of t = 10 is applied. Insets
indicate changes in the synchronization level along the lines
A1-A2 and B1-B2 from Fig. 1. (c) The time of maximum
synchronization quantified through R versus phase lag α, for
different radii ρ ∈ {0.1, 0.3, 0.5}. (d),(e) Pair distribution
functions for LC and NLC, respectively. Other parameters
are the same as in Fig. 2.
chimera reaches its stationarity, it is subsequently impos-
sible to differentiate them just by considering the order
parameter Z(t) (the insets of Fig. 5(a),(b) additionally
show that the ranges of order parameter magnitudes at
stationarity for both chimera types intersect).
A more detailed description to resolve this problem
would be to introduce a local complex mean field [35]
Zk(t) = Rk(t) exp(iΘk(t)) = 1/
∣∣Bkρ ∣∣∑j∈Bkρ exp(iϕj(t)),
which is now space-dependent (cf. Fig. 6). To distinguish
the dynamics is now easy. The LC local complex mean
field shows explicitly that a synchronized group exists
and its presence gives the extreme polarization around
itself (the plateau in Fig. 6(a)). Since NLC does not
possess any localization properties by definition, such a
plateau is not possible by considering Zk(t) in this case.
The drawback of the local complex mean field as a sum-
mary statistic is that it contains information about all
particle positions and, thus, does not effectively reduce
the state space of the problem.
Now, we want to delve deeper into what role each pa-
rameter in the model (1) plays. First, as it has been seen,
the coupling strength σ regulates the speed of particle ro-
tations and consequently the radius of such rotations (cf.
equation (2)). Its increase facilitates faster system po-
larization and, thus, smaller tmax. Second, an increase
in the radius of interaction ρ leads to an amplification
of polarization as more and more particles are engaged
into a synchronous group. It is noticeable that for differ-
ent chimeras the functional dependence R(ρ) differs (see
insets in Fig. 5(a),(b)). We did not observe a consider-
able influence of ρ upon tmax. Third, an increase of the
phase lag α prolongs tmax in an exponential way inde-
pendently of ρ (Fig. 5(c)), with tmax → ∞ as α → pi/2.
Not surprisingly, its increase also decreases system polar-
ization. This looks natural if we look at both chimeras
as transient phenomena between complete synchroniza-
tion (Fig. 1, region on the left) and chaos (region on the
right).
From the definition of both chimera types, the ba-
sic difference between LC and NLC is the degree of
homogeneity of the system on a small scale. An ap-
propriate function that captures the spatial structure
of a system is the pair distribution function g(r). It
is a measure of local spatial ordering. It is defined as
g(r) = 1/(pir2ρ)
〈∑
j(6=i) δ(r − rij)
〉
i
, where r is the dis-
tance at which the density is to be computed, ρ = N/L2
is the average number density of N particles in the sys-
tem, 〈. . . 〉i denotes taking an average over all parti-
cles. In Fig. 5(d),(e) we show the shape of g(r) for both
chimeras. For the localized one, it has a very high peak
at small r which reflects the fact that there is a localized
dense group of particles. For the non-localized one, the
peak is absent implying the lack of any localization.
V. GENERALIZATIONS
The presented chimera states obtained from integrat-
ing equation (1) are not restricted only to that model. To
show this, we have also investigated extended versions of
the model.
The first important generalization of the chimera
model in the context of SPP systems is to introduce noise
[36]. Let the particles obey the Langevin equation
dϕi =
σ∣∣Biρ∣∣
∑
j∈Biρ
sin(ϕj − ϕi − α)dt+
√
2DϕdWi, (3)
FIG. 6. Local complex mean field Zk(t) = Rk(t) exp(iΘk(t))
at t = 1000 for (a) LC and (b) NLC. The ordering of particles
is the same as in Fig. 2(a),(c), respectively. Parameters: (a)
σ = 1.0, ρ = 0.3, α = 1.54; (b) σ = 1.0, ρ = 0.03, α = 1.5.
6FIG. 7. Summary statistics for chimera states under noise.
(a) Values of global order parameter magnitude R versus noise
intensity Dϕ for solutions of equation (3). Different colors
(line styles) correspond to different coupling coefficients σ; (b)
Localization measure H versus noise intensity Dϕ. A shaded
region shows the standard deviation along a curve. Other
parameters are ρ = 0.3, α = 1.54, N = 1000.
where the last additional term represents the noise;
Wi and Wj are independent Wiener processes for i 6=
j, i, j ∈ {1, ..., N}, and Dϕ is the noise intensity.
The summary of the system’s dynamics is presented
in Fig. 7 through the magnitude R of the order pa-
rameter as a measure of polarization and through H =∫ |g(r)− 1|dr as a global measure of localization (see an-
other usage of it in Appendix A). The addition of noise
prevents particles from gathering into dense formations
for small σ (cf. Fig. 7, σ = 1) but does not prevent
the partial synchronization (i.e., LC turns into NLC). As
σ is increased, we recover again the LC states (σ = 5,
intermediate R and high H). There is another interest-
ing phenomenon. If Dϕ increases, the order parameter
magnitude R initially grows. This occurs because the
higher the value of Dϕ is, the more spacious the local-
ized group becomes. The process continues till the point
at which the order parameter is maximized and the local-
ization measure reaches a minimal possible value. At this
point, the system can again be described as NLC. Fur-
ther increase of Dϕ merely destroys the remaining phase
synchronization.
In order to confirm that the reported self-propelled
chimera states are not the result of applying only the
piece-wise constant interaction kernel in equation (1), we
have considered two other types of couplings commonly
applied for the Kuramoto model, i.e. the cosine and ex-
ponential couplings. However, in order to embed such a
coupling function into our system, we need to rewrite it
the following way:
r˙i = v(ϕi),
ϕ˙i =
σ∣∣Biρ∣∣
∑
j∈Biρ
sin(ϕj − ϕi − α)
= σ
N∑
j=1
H(ρ− ‖rj − ri‖) sin(ϕj − ϕi − α)
N∑
j=1
H(ρ− ‖rj − ri‖)
,
where H is a Heaviside step function such that H(x) ={
0, x < 0,
1, x ≥ 0. This model is an equivalent representation
of the model (1). Now we replace the piecewise-constant
Heaviside step function with a general kernel function
which leads to the following model
r˙i = v(ϕi),
ϕ˙i = σ
∑N
j=1G(‖rj − ri‖) sin(ϕj − ϕi − α)∑N
j=1G(‖rj − ri‖)
,
(4)
where G is a distance-dependent kernel function that pro-
vides non-local coupling between the particles.
One common choice for the kernel function in the sys-
tems of coupled oscillators is
G(r) = 1 +A cos(2pir), (5)
where 0 ≤ A ≤ 1 [16] is a tunable parameter.
It appears that the modified system (4) also produces
various chimeric patterns (cf. Fig. 8). We have found
that in the LC case, synchronized particles form a local-
ized structure but it has a form of a ball rather than a
spot. The dynamics in the NLC case is qualitatively sim-
ilar to the corresponding behavior due to equation (1).
Another common choice for the kernel function is
G(r) =
k
2
e−kr, (6)
where k is a tunable parameter [15]. Considering the
inclusion of the exponential coupling into the extended
system (4), two different states of chimeras can again be
observed (cf. Fig. 9). Remarkably, due to the global con-
nection of the particles, the LC state gains additional pe-
culiarity. As soon as the localized group has appeared, it
also synchronizes particles outside of the group, thus cre-
ating a subsequently synchronized scattered group. The
resulting coherent cluster consists of both localized and
non-localized particles. The change of α leads to the
alteration of the shape of the localized group, e.g., the
higher it is the less concentrated and convex-shaped the
group becomes. With increase of the tuning parame-
ter k, the size of the localized cluster decreases and as
a result, the number of scattered but synchronized par-
ticles grows. Again, the dynamics in the NLC case is
qualitatively similar to the corresponding behavior due
to equation (1).
7VI. CONTINUUM LIMIT
In this section we derive the continuum limit for the
Langevin equation (3) and show by numerical integra-
tion of the resulting 3+1-dimensional partial differential
equation that chimeras are also preserved in this limit.
We follow the approach of [37], which was also used
in [33] for the derivation of the Fokker-Planck equa-
tion from a system of self-propelled particles. We de-
fine the microscopic density function for N particles
fN (r, ϕ, t) = 1/N
∑N
i=1 δ(ri(t) − r)δ(ϕi(t) − ϕ), which
includes all the particle state variables. Using Ito’s cal-
culus (see the detailed derivation in Appendix C), we
obtain the following closed-form equation for the time
evolution of the density function
∂tf
N (r, ϕ, t) = −∇r ·
[
fN (r, ϕ, t)r˙(ϕ, t)
]−
∂ϕ
[
fN (r, ϕ, t)ϕ˙(r, ϕ, t)
]
+Dϕ∂ϕϕf
N (r, ϕ, t),
(7)
where fN r˙ is the flux due to the motion of particles
and fN ϕ˙ is the angular flux resulting from the align-
ment mechanism. Since fN contains the information of
all the particles’ state variables, equation (7) is of the
Klimontovich type [38].
Under the molecular chaos assumption [39], which cor-
responds to neglecting all pre-collisional particle correla-
tions, we arrive at the mean-field limit [40] as the number
of particles N goes to infinity. In this limit, the micro-
scopic density function converges to a one-particle den-
sity function f = f(r, ϕ, t) = limN→∞ fN (r, ϕ, t) [39, 41],
which is finally independent of the explicit particle infor-
mation. If we express variables x, y, ϕ explicitly, we fi-
nally arrive at the following Fokker-Planck equation with
a non-local coupling term
∂tf = Dϕ∂ϕϕf − ∂x(f cosϕ)− ∂y(f sinϕ)−
∂ϕ
f σ|Bρ|
∫∫
Bρ
2pi∫
0
f ′ sin (ϕ′ − ϕ− α) dx′dy′dϕ′
 , (8)
FIG. 8. Chimera states due to the generalized model (4)
with the cosine kernel (5). (a) Localized chimera state with
parameters σ = 1.0, α = 1.53, A = 1.0; (b) Non-localized
chimera state with parameters σ = 1.0, α = 1.56, A = 1.0.
FIG. 9. Chimera states due to the generalized model (4)
with the exponential kernel (6). (a) Localized chimera state
with parameters σ = 1.0, α = 1.54, k = 4.0; (b) Non-localized
chimera state with parameters σ = 1.0, α = 1.54, k = 20.0.
where |Bρ| represents the normalization term in the form
of the neighborhood mass
|Bρ| =
∫∫
Bρ
2pi∫
0
fdx′dy′dϕ′
and f ′ = f(x′, y′, ϕ′).
Despite the fact that the dynamics of (8) depends on
x, y, and ϕ, here we present only the projections of the
solution into (x, y) because it allows simpler representa-
tion while still keeping the key aspects of the dynam-
ics (the corresponding complete dynamics is described in
Appendix C; see videos S4 and S5 under [29, 30] for the
temporal dynamics). Although our emphasis is primarily
on the most fascinating regime that is equivalent to the
LC state of the model (1), the other regimes also exist in
the continuum limit.
At the beginning of a simulation, each grid point is
initialized uniformly with small perturbation and then
rescaled so as to keep the overall system density nor-
malized (cf. Fig. 10(a)). As the system starts to move,
many patches of high density appear and propagate ac-
cording to the given velocity field (cf. Fig. 10(b)). Those
patches first merge into tubes of high density, which, in
turn, agglomerate into a thick layer, uniform in (x, y).
The layer moves along the ϕ direction for a considerable
amount of time, slowly shrinking. At some point, the
layer shrinks rapidly and wavy structures appear in front
of it (cf. Fig. 10(c)). Soon, those structures become ir-
regular (cf. Fig. 10(d)) and the layer transforms into an
elongated object of high density (cf. Fig. 10(e)). Even-
tually the object condenses into a small ellipsoidal shape
that moves along a helical trajectory (cf. Fig. 10(f)).
Also note that the final localized high-density shape co-
exists with the surrounding of non-zero mass. Because of
that, the system state resembles the motion of a coher-
ent group of particles through an incoherent surrounding,
i.e., the LC.
If we consider the NLC behavior, the final solution
consists of a thin layer, which moves along the ϕ di-
8FIG. 10. Solution for the 3+1-dimensional density function from the continuum limit (8), projected into spatial coordinates
(x, y). The projection was done so as to ensure f(x, y, t) =
∫ 2pi
0
f(x, y, ϕ, t)dϕ. The color corresponds to the density value,
normalized per each frame, so that all dynamical variations are captured. The complete dynamics of f(x, y, ϕ, t) and the
original density scale are provided in Fig. 12. The solution here is shown as a sequence of characteristic phases that the system
passes (see their description in the text).
rection and which is uniform in x, y. In this case, we
can employ the spatial homogeneity that is expressed as
f(x, y, ϕ, t) = fˆ(ϕ, t) for the considered unit square do-
main. Since fˆ does not depend on x, y anymore, we can
drop the first two terms on the right hand side of (8). In-
tegration of the remaining equation over the unit square
domain yields
∂tfˆ(ϕ, t) = Dϕ∂ϕϕfˆ(ϕ, t)
− ∂ϕ
fˆ(ϕ, t) σ|Bρ|
2pi∫
0
fˆ(ϕ′, t) sin(ϕ′ − ϕ− α)dϕ′
 , (9)
where the normalization term reads
|Bρ| =
2pi∫
0
fˆ(ϕ′, t)dϕ′.
The solution to this equation exhibits a pronounced peak
for a certain phase and significant non-zero mass at other
FIG. 11. Comparison of the dynamics in the case of the non-
localized chimera state from different models: (i) yellow his-
togram of partiles’ directions is given by the solution of a
finite-size particle model (3) with the number of particles N =
5 ·104; (ii) solid blue curve represents the projection of the so-
lution for a 3+1-dimensional partial differential equation (8)
into ϕ coordinates; (iii) dashed red curve represents the solu-
tion of a reduced partial differential equation (9). Parameters
for the three models are σ = 1.0, ρ = 0.03, α = 1.5, Dϕ = 0.01.
phases (cf. Fig. 11, the dashed red curve). Such a form
corresponds to the NLC solution of the finite-size particle
model (3) in such a way that there is a cluster of synchro-
nized particles but at the same time there is still a clus-
ter of chaotically moving particles. Moreover, as it has
been assumed, both clusters are uniformly distributed in
space.
Even though the reduced equation does recover the
partial synchronization property needed for the system
to be described as a chimera, the form of the solution
to this reduced equation is not entirely similar than that
one from the original 3+1-dimensional continuum limit
(8), projected into the ϕ-coordinates (cf. Fig. 11, the
solid blue curve). The figure shows that the solution
to (8) fits well the phase histogram, which is obtained
from particles’ directions due to the Langevin equation
(3). At the same time, the solution to (9) smooths out
the pronounced peak to a higher extent than the original
continuum limit density function. It can be explained
by the fact that in this case we ignore all the spatial
inhomogeneity during the formation of the chimera.
VII. CONCLUSIONS
Our model for chimera states in SPP systems has been
built from very simple rules and can easily be generalized
to account for various types of interactions. For exam-
ple, the inclusion of short-range repulsion is essential in
order to express the physical interaction in natural envi-
ronments. Previous works about the collective behavior
were primarily concerned about the synchronizing nature
of interactions. Our research uncovers the important in-
terplay of synchronization and chaos in order to explain
previously not discussed self-organized structures, which
we termed self-propelled chimeras. We presented two
distinct types of chimera states, namely, localized and
non-localized. Notably, even though the main emphasis
of the paper is on the deterministic nature of the re-
ported states, we have also shown that the addition of
noise does not destroy these particular states. Further-
more, we derived the continuum limit for the finite-size
9particle model and confirmed that chimeras do exist in
the limit. The found spatio-temporal dynamics are fun-
damentally different to the previously reported spatio-
temporal structures in SPP systems that were caused
by stochastic terms. To prove the existence of genuine
chimera states in real collectives such as animal groups
will be challenging and will require dedicated experi-
ments where the strength of fluctuations can be well con-
trolled.
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APPENDIX A: NUMERICAL METHODS
All the simulations of equation (1) were performed
with the Runge-Kutta-4 integration scheme with ∆t ∈
[0.001; 0.01]. The simulations of the Langevin equation
(3) were performed with the Stochastic Runge-Kutta in-
tegration method (strong order 1.5 Taylor scheme) [42].
The simulations of the continuum limit partial differen-
tial equation (8),(20) were performed with the Sweby’s
flux-limited method [43], which uses numerical wave
speed splitting. Additionally, that method was used
together with the enforcement of the nonlinear stabil-
ity condition called the positivity condition [43]. We
used the Sweby’s method with the superbee flux lim-
iter, the time-step was varied as ∆t ∈ [10−4; 10−3],
the spatial discretization for each dimension was var-
ied as ∆x,∆y,∆ϕ ∈ [ 160 ; 120 ]. The reduced partial dif-
ferential equation (9) was integrated using the MacCor-
mack’s technique [44] together with the addition of dis-
sipative terms [45]; the domain discretization was var-
ied as ∆ϕ ∈ [ 2pi512 ; 2pi128 ]. We would also like to indi-
cate here that there are other frameworks to numerically
solve Boltzmann-type equations for self-propelled parti-
cle systems [46, 47]. The Lyapunov spectra were calcu-
lated using the Gram-Schmidt reorthonormalization pro-
cedure (with the period of reorthonormalization t = 1
time unit). Most of the programs were written in C++,
some of them with the usage of MPI or CUDA for par-
allelization and with the usage of OpenGL for graphics
rendering; some analysis and the majority of the plots
were rendered in MATLAB.
Phase diagram construction
The phase diagram in Fig. 1 was produced with the
help of a continuation method. First, we used α =
1.54, ρ = 0.3 as a starting point for the diagram gen-
eration, and its final state, when a localized chimera had
been created, as an initial condition for the next param-
eter tuples. We chose them to be α ±∆α, ρ ±∆ρ, with
∆α = 0.005,∆ρ = 0.01. We initially integrated equa-
tion (1) for each new parameter tuple over t = 1000 time
units, and then continued the integration over t = 100
time units gathering summary statistics, i.e. the global
order parameter and the pair distribution function. For
a tuple to belong to the LC region, we imposed the fol-
lowing conditions:
1. the mean value of the order parameter magnitude
did not synchronize or desynchronize completely
〈R(t)〉t ∈ (0; 1);
2. the standard deviation of the order parameter mag-
nitude was < 0.25 so that the solution did not de-
viate much;
3. the pair distribution function g(r) (see its defini-
tion in the main text) for LC shows a considerable
peak for small r. This behavior is expected since it
reflects the fact that there is a highly dense group
of particles. Note that g(r) has non-zero values
starting directly from r = 0 because equation (1)
does not dictate any short-range repulsion between
particles. As r increases, the homogeneity scale
overcomes quickly (g(r) = 1) since the group size
is limited. For NLC, g(r) does not have any peaks
which is expected since any localization here is sup-
posed to be absent. As a result, the pair distribu-
tion function is always on the homogeneity scale
for NLC. Consequently, we calculate an L1-norm
H =
∫ |g(r)− 1|dr as a condition for a system to
possess the localization property. Namely, it should
be > 0.1 in order to be characterized as LC.
If all three conditions were satisfied, the tuple (α, ρ) was
accepted as the LC-tuple and the next tuples were gener-
ated. The program execution continued until there were
no more tuples to analyze in the domain of interest. An
initial condition for each new tuple was taken from the
final state of the system integrated with the closest LC-
tuple. And the process continued in the same manner as
it had been for the initial tuple.
For NLC, the initial tuple was α = 1.5, ρ = 0.03, the
standard deviation of the order parameter was bounded
with 0.1, the L1-norm was imposed to be < 0.02.
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APPENDIX B: INTERDEPENDENCE OF
LOCALIZED AND NON-LOCALIZED PARTICLE
SUBPOPULATIONS IN A LOCALIZED
CHIMERA STATE
The LC state comprises two clusters: one with syn-
chronized particles and the other one with chaotic parti-
cles. It appears that the existence of one of the clusters is
necessary for the other one to function. We can show this
by extracting one cluster out of the system and analyzing
how the remaining particles behave.
First, if we remove the cluster of synchronized parti-
cles, the system will be left with only chaotic particles.
Thereby, we reduce the problem to the description of the
system initialized with random initial conditions. As it
is discussed throughout the paper, if the number of par-
ticles is still higher than some critical value, the system
again evolves into the LC state.
Second, if we extract the cluster of chaotic particles,
the system becomes completely polarized. We can see
this from equation (1):
r˙∗ =
(
cosϕ∗
sinϕ∗
)
, ϕ˙∗ = −σ sinα, (10)
where ϕ∗ = ϕ∗(t) for each particle (but r∗ = r∗(t) is dif-
ferent for each one). Such a synchronized state is linearly
unstable and only occurs when we choose a special initial
condition, where every particle is synchronized. The fact
that the in-phase solution, which satisfies (10), is unsta-
ble, we can show via the linearized Poincare´ map [48].
The solution is given by: ϕ1 = ϕ2 = · · · = ϕN = ϕ∗(t).
To determine the stability, we put ϕi(t) = ϕ
∗(t) + ηi(t),
where ηi(t) are infinitesimal perturbations. Let’s sub-
stitute the perturbed solutions ϕi into equation (1) and
linearize it in η. We obtain
x˙i ≈ cosϕ∗ − ηi sinϕ∗,
y˙i ≈ sinϕ∗ + ηi cosϕ∗,
η˙i ≈ −σηi cosα+ σ cosα∣∣Biρ∣∣
∑
j∈Biρ
ηi.
Let’s introduce a new variable ξi = ηi+1 − ηi. Then its
derivative is
ξ˙i = η˙i+1 − η˙i = −σ(ηi+1 − ηi) cosα = −σξi cosα.
Note that we have used the fact that since all the par-
ticles are closely localized, we can consider the equality
of neighborhoods for each of them. This system is easily
solved and in terms of perturbations we have:
ηi+1(T )− ηi(T ) = (ηi+1(0)− ηi(0))e2pi cotα. (11)
Our goal is to prove that the periodic orbit given by
(r∗, ϕ∗) is unstable. We will do this by contradiction.
Let’s assume that all the characteristic multipliers of the
periodic orbit are ∀i λi < 1. Then after one cycle, each
perturbation is
∀i ηi(T ) = λiηi(0).
For each pair of perturbations we can write
∀i ηi+1(T )− ηi(T ) = λi+1ηi+1(0)− λiηi(0). (12)
Let’s subtract (11) from (12):
(λi − e2pi cotα)ηi(0) = (λi+1 − e2pi cotα)ηi+1(0).
Since we have assumed all λi < 1, and we are interested
in the regime with |α| < pi2 , both parentheses are of the
same sign. Thus, we have
∀i ηi(0)ηi+1(0) > 0.
But since the infinitesimal perturbations are allowed to
be arbitrary, there exists a pair of perturbations of dif-
ferent signs:
∃i : ηi(0)ηi+1(0) < 0.
As a result, we have a contradiction and, thus, we deduce
that ∃i : |λi| > 1. This in turn implies that perturba-
tions along this direction grow, and so the whole in-phase
solution (r∗, ϕ∗) is unstable.
We can now see why there is an exchange of parti-
cles between localized and non-localized clusters (see its
description in the main text). On one hand, because
the localized cluster is on its own an unstable solution,
chaotic particles serve as destabilizing perturbations to
it, thus, forcing it to lose some of its members. On the
other hand, because chaotic particles on their own try
to align, a part of them synchronizes with the polarized
group, thus, increasing this group’s size.
APPENDIX C: ONE-PARTICLE DENSITY
FUNCTION
Derivation
During the derivation, we follow the approach of [37].
For convenience, let’s merge all particle state variables
into one
~si = (xi, yi, ϕi).
Then the Langevin equation for ~s takes the form
d~si = ~uidt+
√
2Dϕd ~Bt,
where ~ui = ~u(~si) = cosϕisinϕi
σ
|Biρ|
∑
j∈Biρ sin(ϕj − ϕi − α)
 , ~Bt =
BxtByt
Bϕt
 -
three-dimensional Brownian motion. However, since we
consider that only the direction of motion ϕ is subject
to random environmental effects, we put Bxt = B
y
t ≡ 0.
Initially, let’s define the microscopic phase space den-
sity function in the following way:
fN (~s, t) =
1
N
N∑
i=1
fi(~s, t) =
1
N
N∑
i=1
δ3i (~s, t), (13)
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where fi represents the density function of a single par-
ticle, δ3i (~s, t) = δ(x−xi)δ(y− yi)δ(ϕ−ϕi), δ is the Dirac
delta function. Consider an arbitrary function from the
Schwarz space g ∈ S. By the main property of the Dirac
delta function ∫
g(~s)δ3i (~s, t)d~s = g(~si(t)), (14)
where the integration is performed over all of the state
variables d~s = dxdydϕ. According to the general Ito
formula [49], the function g(~s) is expressed as
dg(~si)
dt
=
∂g(~si)
∂t
+ [∇g(~si)] · ~ui
+
√
2Dϕ[∇g(~si)] · ~ηi +Dϕ∆g(~si),
where the gradient ∇ acts on all particle’s variables, ηi
is normally distributed noise at each time point. Since
g does not depend on time explicitly, the first term on
the right side vanishes and we then use the property (14)
to separate the dependence of g on a particle’s index i.
Thus, we have
dg(~si)
dt
=
∫ {
[∇g(~s)] · ~u
+
√
2Dϕ[∇g(~s)] · ~ηi +Dϕ∆g(~s)
}
δ3i (~s, t)d~s,
where ~u =
 cosϕsinϕ
σ
|Bρ|
∑
j∈Bρ sin(ϕj − ϕ− α)
.
We use integration by parts together with the diver-
gence theorem in order to rearrange the integration:
dg(~si)
dt
=
∫ [
−∇ · (δ3i (~s, t)~u)
−√2Dϕ∇ · (δ3i (~s, t)~ηi) +Dϕ∆δ3i (~s, t)]g(~s)d~s. (15)
From (14), we also deduce
dg(~si)
dt
=
∫
g(~s)
∂δ3i (~s, t)
∂t
d~s. (16)
Let’s consider the right hand sides of (15)-(16). Since
both expressions are considered for arbitrary functions
g(~s), we conclude the equality of expressions involving
delta functions:
∂δ3i (~s, t)
∂t
= −∇ · (δ3i (~s, t)~ui)
−√2Dϕ∇ · (δ3i (~s, t)~ηi) +Dϕ∆δ3i (~s, t).
Now, in order to obtain the equation for the density func-
tion fN (~s, t), we average the above equation over the i’s
and use the definition of this function (13). We obtain
afterwards
∂fN (~s, t)
∂t
= −∇ · (fN (~s, t)~u)
−
√
2Dϕ
N
N∑
i=1
∇ · (δ3i (~s, t)~ηi) +Dϕ∆fN (~s, t).
(17)
This equation is still not closed with regard to fN . To
deal with the noise term, we define the new noise term
as
ξ(~s, t) = − 1
N
N∑
i=1
∇ · [~ηiδ3i (~s, t)],
which has the following correlation function〈
ξ(~s, t), ξ(~s′, t′)
〉
=
1
N2
δ(t− t′)
N∑
i=1
∇~s · ∇~s′ [δ3i (~s, t)δ3i (~s′, t)].
Exploiting the property of the Dirac delta function δ3(~s−
~si, t)δ
3(~s′ − ~si, t) = δ3(~s− ~s′)δ(~s− ~si), we obtain〈
ξ(~s, t)ξ(~s′, t′)
〉
=
1
N
δ(t− t′)∇~s · ∇~s′ [fN (~s, t)δ3(~s− ~s′)].
Now we redefine the white Gaussian noise by introducing
a global noise field
ξ′(~s, t) = ∇ ·
[
~η(~s, t)
√
1
N
fN (~s, t)
]
.
Since the both noises ξ(~s, t) and ξ′(~s, t) have the same
correlation functions, they are statistically identical.
Therefore, we rewrite (17) with the new noise field and
obtain the closed-form expression for the microscopic
phase space density function
∂fN (~s, t)
∂t
= −∇ · [fN (~s, t)~u]
−∇·
[
~η(~s, t)
√
2DϕfN (~s, t)
N
]
+Dϕ∆f
N (~s, t),
(18)
which is of the Klimontovich type [38] from plasma the-
ory. However, the structure of this equation is differ-
ent because of the non-linear alignment coming from the
third component of ~u, which is dependent on ϕ itself.
The microscopic density (18) contains the information
about all the particles. We are interested in obtaining
the evolution of a one-particle density function which de-
pends only of ~s, t. Thus, we consider the ensemble av-
eraged quantity f(~s, t) [50] obtained from taking an en-
semble average of fN (~s, t). In order to integrate all the
particle dependencies out, we make the molecular chaos
assumption and obtain the mean-field limit N →∞ [39],
where the term that scales as 1/
√
N vanishes. Eventu-
ally, we have
∂f(~s, t)
∂t
= −∇ · [f(~s, t)~w] +Dϕ∆f(~s, t),
where ~w =

cosϕ
sinϕ
σ
∫∫
Bρ
2pi∫
0
fN sin(ϕ′ − ϕ− α)dx′dy′dϕ′
∫∫
Bρ
2pi∫
0
fNdx′dy′dϕ′

.
This equation can be regarded as the Vlasov type equa-
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FIG. 12. Solution for the 3+1-dimensional one-particle density function from the continuum limit (20) in the regime of
localized chimera with parameters σ = 4.0, ρ = 0.3, α = 1.54, Dϕ = 0.01. Color code corresponds to the density value, rescaled
at each time point. Different snapshots represent the solution of the system at characteristic phases: (a) initial density values
are assigned a constant value plus some perturbation; (b) most of the mass gathers in patches of high density; (c) the patches
merge in tubes, which in turn begin to aggregate; (d) most of the mass gathers in a layer that is uniform in (x, y); (e) the layer
starts to shrink and wavy structures appear in front of it; (f) the layer compresses considerably and the waves diminish; (g) the
layer becomes inhomogeneous in (x, y); (h) the elongated structure of high density emerges; (i) the final high-density cluster of
ellipsoidal shape forms and moves along the helical trajectory.
13
tion [38], or as the Fokker-Planck equation [51]. How-
ever, the same remark is applied here: the structure of
this equation is different because of the non-linear align-
ment coming from the third component of ~w, thus, we can
not speak of the complete equivalence of equation types.
Note that at the beginning we have also implied that
the noise acts only on the direction of motion ϕ, which
suggests that Bxt = B
y
t ≡ 0. Therefore, the Laplace op-
erator only acts with respect to ϕ. Thus, if we restore the
original variables, i.e. x, y, ϕ, we finally proceed to the
following one-particle density function with a non-local
coupling term:
∂
∂t
f = − ∂
∂x
(f cosϕ)− ∂
∂y
(f sinϕ)
− ∂
∂ϕ
f σ|Bρ|
∫∫
Bρ
2pi∫
0
f sin(ϕ′ − ϕ− α)dx′dy′dϕ′

+Dϕ
∂2
∂ϕ2
f
(19)
with the normalization term
|Bρ| =
∫∫
Bρ
2pi∫
0
fdx′dy′dϕ′.
Complete solution
One-particle probability density function (19) is de-
fined in a cube with periodic boundaries of size [0; 1)2 ×
[0; 2pi) for x, y, ϕ coordinates, respectively. In order to
have the same discretization level in all dimensions, we
introduce the change of parameters
ϕ˜ =
1
2pi
ϕ,
f˜(x, y, ϕ˜, t) = f(x, y, ϕ, t),
so that the new density function f˜ is defined in a cube
of size [0; 1)3. Taking the transformation into account,
the Fokker-Planck equation (19) for the function f˜ =
f˜(x, y, ϕ˜, t) is transformed as follows
∂
∂t
f˜ = − ∂
∂x
[f˜ cos(2piϕ˜)]− ∂
∂y
[f˜ sin(2piϕ˜)]
− ∂
∂ϕ˜
 f˜σ
2pi
∣∣∣B˜ρ∣∣∣
∫∫
Bρ
1∫
0
f˜ sin(2piϕ˜′ − 2piϕ˜− α)dx′dy′dϕ˜′

+
Dϕ
4pi2
∂2
∂ϕ˜2
f˜
(20)
with the modified normalization term
|B˜ρ| =
∫∫
Bρ
1∫
0
f˜dx′dy′dϕ˜′.
In the main text, the solution of (20) is demonstrated
in the form of a sequence of projections in the (x, y)-
space. In this section, we demonstrate the complete
3+1-dimensional solution of the partial differential equa-
tion (cf. Fig. 12; see video S4 for the system behavior
under [29, 30]). In the case of a localized chimera sce-
nario, which is of particular interest, the system trans-
verses a series of ubiquitous stages until convergence. At
the beginning, each grid point is initialized with a con-
stant plus small amount of noise; then, the whole system
is rescaled so that
1∫
0
1∫
0
1∫
0
f˜(x, y, ϕ˜, t)dxdydϕ˜ = 1 holds
(Fig. 12(a)). As the fluid starts to evolve, small patches
of higher density appear (Fig. 12(b)). Those patches
soon merge into tubes of high density which also grad-
ually interflow (Fig. 12(c)) and later form a thick layer,
which is homogeneous in (x, y) (Fig. 12(d)). That layer
slowly narrows and at some point the fluid in front of
it starts to fluctuate (Fig. 12(e)) and the layer shrinks
rapidly (Fig. 12(f)). Afterwards, the layer becomes inho-
mogeneous in (x, y) (Fig. 12(g)) and disintegrates into an
elongated form of high density (Fig. 12(h)). Eventually,
that form disintegrates further and the high-density com-
pact ellipsoidal shape appears and moves along a helical
trajectory (Fig. 12(i)) through the environment of low
density. By the comparison with the finite-size particle
model, it resembles a group of particles that gather com-
pactly together and travel in the same direction through
the environment of chaotic uniformly distributed parti-
cles. Note that the density everywhere else in the system
is not zero.
In the case of a non-localized chimera scenario, we ob-
serve a similar initial evolution until the high density
layer emerges. But that layer does not disintegrate and
is a final state for the system. By the comparison with the
finite-size particle model, it means that there is a group of
particles that synchronize in the direction of motion but
are unable to travel locally together and, thus, remain
scattered. Similarly to the previous case, the density ev-
erywhere else outside of that layer is not zero.
It should be mentioned that the direction ϕ˜ of max-
imum instantaneous density is not a unique value but
rather a small range of values. It is so because there is
diffusion included Dϕ = 0.01 and because the numeri-
cal scheme is itself dissipative and adds small amount of
numerical diffusion.
APPENDIX D: REMARKS TO THE VIDEOS
The videos described in this section can be found under
[29, 30]. All videos, except for Video S5, were produced
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the following way. First, sequences of .png images were
rendered by a C++ program through OpenGL. Then,
the videos were produced from those sequences using the
’Blender’ computer graphics software. Video S5 was ren-
dered in Matlab using VideoWriter object.
The videos illustrate the dynamics of self-propelled
chimeras discussed throughout the paper. The consid-
ered domain for the finite-size particle model (1) is a
unit square [0, 1] × [0, 1] with periodic boundary condi-
tions. The considered domain for the density function
from the continuum limit (20) is [0, 1]× [0, 1]× [0, 1] with
periodic boundary conditions. A color bar represents the
absolute value of the averaged angular velocity |〈ϕ˙〉|, sub-
ject to binary thresholding operation, for Videos S1-S3
and the density value f˜(x, y, ϕ˜, t) for Videos S4-S5. All
of the videos start with random initial conditions.
Video S1
The dynamics of a system exhibiting a localized self-
propelled chimera behavior. This solution has been ob-
tained by integrating equation (1) with the following pa-
rameters: σ = 1.0, ρ = 0.3, α = 1.54, N = 1000. The
output video format is H.264, the output file format is
AVI, FFmpeg codec is H.264.
Video S2
The dynamics of a system exhibiting a non-localized
self-propelled chimera behavior. This solution has been
obtained by integrating equation (1) with the following
parameters: σ = 1.0, ρ = 0.03, α = 1.5, N = 1000. The
output video format is H.264, the output file format is
AVI, FFmpeg codec is H.264.
Video S3
The dynamics of a system exhibiting a localized
self-propelled chimera with increased coupling strength,
which allows the rotation of a coherent group to be con-
tained in one periodic box. This solution has been ob-
tained by integrating equation (1) with the following pa-
rameters: σ = 4.0, ρ = 0.3, α = 1.54, N = 1000. The
output video format is H.264, the output file format is
AVI, FFmpeg codec is H.264.
Video S4
The dynamics of a system exhibiting the equivalent
to the localized self-propelled chimera in the contin-
uum limit. The dynamics has been obtained by in-
tegrating equation (20) with the following parameters:
σ = 4.0, ρ = 0.3, α = 1.54, Dϕ = 0.01. The spatial dis-
cretization is 60 × 60 × 60. The output video format is
MPEG, the output file format is MPEG-4.
Video S5
The same dynamics as in Video S4 but projected into
spatial coordinates x, y. The VideoWriter object has
been set to MPEG-4 format.
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