The resolution of single molecule localization imaging techniques largely depends on the precision of localization algorithms. However, the commonly used Gaussian function is not appropriate for anisotropic dipoles because it is not the true point spread function. We derived the theoretical point spread function of tilted dipoles with restricted mobility and developed an algorithm based on an artifi cial neural network for estimating the localization, orientation and mobility of individual dipoles. Compared with fi tting-based methods, our algorithm demonstrated ultrafast speed and higher accuracy, reduced sensitivity to defocusing, strong robustness and adaptability, making it an optimal choice for both two-dimensional and threedimensional super-resolution imaging analysis.
INTRODUCTION
When a nanoscale fl uorophore is imaged, the collected photons forming the image are distributed following the point spread function (PSF). According to Abbe diffraction limit, the resolution of conventional light microscopy is restricted to approximately λ/2NA, where λ is the wavelength of emission light and NA is the numerical aperture of the objective (Born and Wolf, 1999) . However, one is able to localize isolated emitters with nanometer precision by fi tting their images with the PSF (Thompson et al., 2002) . This has been exploited in recently developed super-resolution imaging methods, such as photoactivated localization microscopy (PALM) (Betzig et al., 2006) , fl uorescence (F)PALM , and stochastic optical reconstruction microscopy (STORM) (Rust et al., 2006) .
To improve the resolving power of super-resolution imaging, tremendous efforts have been invested in making probes that emit more photons (McKinney et al., 2009; Chang et al., 2012 ) and achieve a higher label density or in devising schemes that collect more information from the emitted photons (Shtengel et al., 2009; Aquino et al., 2011) . In addition, super-resolution microscopy depends heavily on computational scheme that can accurately extract the localization information from millions of emitters at a high enough speed to be suffi cient for real-time data analysis. Commonly, a two-dimensional (2D) Gaussian function has been employed to approximate the true PSF. The Gaussian fi t for the photon distribution of a single fl uorophore can be optimized by either nonlinear least-squares (NLLSG) (Thompson et al., 2002) or maximum likelihood estimation (MLEG) (Ober et al., 2004; Smith et al., 2010) . Despite the wide application of the isotropic Gaussian model in localization microscopy, it is not appropriate for fl uorophores with fi xed dipole orientations and can introduce systematic errors of tens of nanometers (Enderlein et al., 2006; Stallinga and Rieger, 2010; Engelhardt et al., 2011) . This problem has been recently addressed by MLE fi tting of the theoretical PSF (MLEwT) of fi xed dyes (Mortensen et al., 2010) . However, MLEwT is not widely implemented in superresolution imaging of biological samples, mainly because its low computational speed (0.4 molecule/s) and low convergence rate during fi tting.
Moreover, fl uorophores in cells may not be fi xed but have
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we were able to fi nd a numerical solution to the PSF of restricted dipoles with different angular coordinates (Fig. 1C ).
Artifi cial neural network
MLE fi tting to the theoretical PSF of a dipole is extremely computationally demanding (Mortensen et al., 2010) , mainly due to the time required for generating the PSF as well as calculating the log-likelihood for every iteration. Hence, we turn to artifi cial neural networks (ANNs), which do not require iterative fi tting and have been successfully used in biology and chemistry (Cartwright, 2008) . The key characteristic of an ANN is its power to approximate any function and to make robust prediction after training with a fi nite number of discontinuities. This can be particularly useful in single molecule localization, as the true PSF of a dipole is too complicated to fi t in a high-throughput fashion.
Experimental validation of ANN algorithm
The basic architecture of an ANN is the mapping between the outputs and inputs (Fig. S1A ). Firstly, we followed the framework to train the ANN with synthetic images of dipoles based on theoretical PSFs (Fig. S1B) . Next, we validated the trained ANN by comparing its performance with known fi tting methods for both isotropic and anisotropic dipoles. For the isotropic different rotational mobility (Testa et al., 2008) . The majority of fl uorophore dipoles are neither fi xed nor free, but in an intermediate state called restricted motion (Dale et al., 1999) . Furthermore, even for live cell imaging where the fl uorophore is allowed to move freely, it is not clear a priori whether the tumbling of the dipole is free enough to give an isotropic emission (Engelhardt et al., 2011) . Hence, to maximize the resolving power of super-resolution microscopy, it is important to develop an unbiased estimator with high speed and robustness for dipoles with orientation and restricted motion.
RESULTS

Theoretical PSF of dipoles
First, we considered a dipole oriented with a fi xed azimuthal angle φ and polar angle θ (Fig. 1A) . The PSF of the fi xed dipole can be expressed as previously described (Mortensen et al., 2010) . To simplify the case for restricted motion, we supposed that the dipole can rotate around its fi xed orientation within a half cone angle δ (Fig. 1B) . It is clear that restricted motion is a general model for describing the motion of dipoles, while free (δ = 180°) and fi xed (δ = 0°) dipoles are just two special cases of a restricted dipole. In spherical coordinates, it is diffi cult to derive the PSF of restricted dipoles through numerical integration. Using a special coordinate transformation (Irving, 1996) , The geometric parameters determining the emission of a dipole with restricted mobility. The axis of the cone has angular coordinates φ 0 and θ 0 . A general orientation in the cone has angular coordinates t and α with respect to the cone axis, where α = 0° is taken at a place in the plane defi ned by the cone axis and z. The outer limit of motion in the cone is given by t = δ. (C) The emission patterns of dipoles with different angular coordinates. Intensity distribution generated by a dipole (λ = 580 nm) of different θ 0 and δ (φ 0 = 0°), imaged with a 100 × 1.45 NA objective at a water/glass interface. The pixel size was 40 nm. Scale bar is 500 nm.
case, we melted fl uorescent beads on a coverslip and estimated the distances between the pairs of beads over a long period of time ( Fig. 2A-C) . As expected, ANN gave similar estimate as NLLSG and MLEG ( Fig. 2D-F) . For the anisotropic case of fi xed dipoles, we employed quantum rods (Q rods) (Ohmachi et al., 2012) , which exhibit linearly polarized emissions, immobilized in a polyacrylamide (PAA) layer. Another consideration of using Q rods is their long lifetime to emit enough photons for multiple-frame imaging, which is required for validating the estimation precision. 4 Q rods of different tilt angles were similarly estimated by ANN and MLEwT (Fig. 3A) . We recorded 100 frames for these 4 Q rods and calculated the positions for each frame. The centers and variances of the positions of the fi rst Q rod (θ = 50°) estimated by different algorithms were compared (Fig. 3B) . It was evident that positions estimated by ANN and MLEwT were not statistically different from each other, whereas those estimated by MLEG and NLLSG were offset by 12 nm or 16 nm as related to those positions by MLEwT, respectively. The accuracy of localization estimation depended on the polar angle for MLEG and NLLSG. Hence, the more asymmetric of the PSF, the more bias to expect (Fig. 3C ). This result is consistent with our simulation where the most asymmetric PSF and the largest bias happen at polar angle around 45° (Fig. S2 ). In contrast, the position estimation by ANN is not infl uenced by the orientation (Fig. 3C ), confi rming that ANN is an unbiased estimator for localization of tilt emitters. Because the ground truth of localization is unknown, it is unclear which of the two estimators, ANN or MLEwT, gives the most accurate estimate. As for the localization precision, we verifi ed that both ANN and MLEwT estimated the localization to the Cramer-Rao lower bound (CRLB) for free, fi xed and restricted dipoles, suggesting that ANN-based estimator can reach Fisher's information limit (Fig. S3 ).
To this point, we have assumed that dipoles were in perfect focus (z = 0). When tilted dipoles are defocused, it has been reported that centroid-based estimators will generate more systematic errors in the localization estimation for up to approximately 100 nm (Stallinga and Rieger, 2010; Engelhardt et al., 2011) . We reasoned that by training with defocused PSFs emitted from different z positions (Fig. S4) , the ANN method would be able to correct this systematic error and result in higher accuracy in the localization estimation. To validate this, we recorded the images of a Q rod (θ = 36°) at different z positions within ± 300 nm. The centroids of the PSFs were gradually shifted with the increasing z positions, which caused considerable systematic errors (up to 50 nm) in localization estimate by MLEG and NLLSG (Fig. 3D ). In contrast, ANN remarkably reduced the systematic error by 5-30 nm (Fig. 3E ). As for localization precision, MLEG and NLLSG performed worse at larger z positions because the defocused image is spread over a greater number of pixels, whereas ANN gave consistently better performance at all z positions (Fig. 3F) . 
Extension of ANN to 3D imaging
ANN can be easily extended to three-dimensional (3D) superresolution imaging by training with defocused PSFs (Fig. S4 ). To achieve higher precision, ANN should be applied in conjunction with biplane microscopy (Juette et al., 2008) , where PSFs at two planes are used for training (Fig. 5A) . To test the performance of ANN in real 3D imaging experiments, we have employed biplane STORM imaging of microtubules labeled with Alexa Fluor 647 in COS-7 cells ( Fig. 5B and 5C ). We achieved a position precision of 9 nm, 10 nm, and 21 nm in x, y, z axis, respectively, consistent with our simulation results (Fig. S6) .
DISCUSSION
Besides the accuracy and precision, ANN takes much less time to determine the localization. For fitting algorithms, a function (either Gaussian or PSF) has to be generated, and a criterion (sum of error squares or log-likelihood) has to be calculated for each iteration. Then a strategy has to be employed to converge the fi tting for multiple iterations. Apparently,
Evaluating the performance of ANN in super-resolution imaging
To evaluate the performance of ANN in biological samples, we conducted PALM experiments by imaging HeLa cell expressing Lifeact (Riedl et al., 2008) fused with mEos2 proteins (Fig. 4A) . We found that proteins exhibited different restricted mobility in fixed cells (Testa et al., 2008) (Fig. S5 ). To confi rm the localization precision of ANN, we selected and analyzed those single molecules with relative longer lifetimes (Fig. 4B) . The standard deviation in x direction (σ x ) of localization obtained by ANN (9.7 ± 0.2 nm) is significantly smaller than that of MLEG (11.5 ± 0.4 nm, P = 9.8 × 10 -6
) and NLLSG (12.6 ± 0.4 nm, P = 4.1 × 10 -13 ) (Fig. 4C) . It is not appropriate to directly compare the average widths of actin fi bers (Fig. 4D) as they might be comprised of different numbers of individual fi laments. Hence, we normalized each fi ber according to the value obtained by ANN and found that the full width at half maximum (FWHM) obtained by ANN is significantly smaller than that of MLEG (1.24 ± 0.03, P = 7.0 × 10 -11
) and NLLSG (1.32 ± 0.04, P = 1.4 × 10 -13 ) (Fig. 4E) . Since the ground truth of the widths of actin fi bers were unknown, we further imaged spin-coated λ-DNA with PicoGreen ( Fig. 4F and 4G) , employing a so-called binding-activated localization microscopy (BALM) (Schoen et al., 2011) . We found that the FWHM of (Table S1 ), making it well suited for real time analysis.
Here, we derived the PSF of dipoles with restricted mobility and developed an ANN-based algorithm for estimating the xy-z position, orientation and mobility of individual dipoles. In contrast to fi tting and optimization of current single molecule localization algorithms, the core of the ANN is learning and prediction, which is more robust, efficient and adaptive. As we and others (Enderlein et al., 2006; Stallinga and Rieger, every step contributes to the speed of fi tting algorithms. For ANN, PSF calculation is done for once and the image stacks generated can be used for training thereafter. After training for a specifi c setup, the position and orientation can be estimated independently in a fast and straightforward manner by inputting recorded images into ANN. This may explain why ANN is 1 × 10 5 and 5 × 10 3 faster than MLEwT and NLLSG, respectively (Table S1 ). ANN implemented with a central processing unit (CPU) is two times faster than MLEG with a graphic pro- Cell culture, transfection and fi xation COS-7 and HeLa cells were cultured in DMEM complete medium (Gibco) supplemented with 10% fetal bovine serum and maintained at 37°C and 5% CO 2 in a humidifi ed incubator (Thermo). The cells were then transiently transfected using Lipofectamine TM 2000 (Invitrogen) in accordance with the manufacturer's protocol. After transfection, the cells were grown in IMEM or DMEM complete medium (Gibco) without phenol red for 24 h. For fi xed cell imaging, the cells were re-cultured on coverslips (Fisher Scientifi c) for another 24 h and then fi xed with 3% (w/v) paraformaldehyde and 0.5% glutaraldehyde in PBS for 15-40 min at 37°C, washed 3-5 times with fi ltered PBS and stored in PBS until imaging.
DNA preparation
The protocol of BALM sample preparation and imaging were performed as described before (Schoen et al., 2011) . Cleaned coverslips were fi rst treated with 0.1 g/L poly-L-lysine (Sigma) for 1 h, washed twice and then blown dry. DNA from lambda phage were purchased from Takara and diluted to a concentration of 0.34 mg/L in the standard imaging buffer (TE50), which contained 50 mmol/L Tris-HCl, 50 mmol/L NaCl, 1 mmol/L EDTA, pH 7.5. The 80 μL of diluted DNA was added on poly-L-lysine coated coverslip using a spin-coater at a rotation speed of 3000 rpm. Then the coverslip was washed with 4 mL of ddH 2 O. The BALM imaging buffer contained 10 mmol/L ascorbic acid, 1 mmol/L methyl viologen and 150 pmol/L PicoGreen (Invitrogen) diluted in TE buffer.
Immunofl uorescence staining of microtubules for biplane STORM imaging
Fixed COS-7 cells were permeabilized for 10 min with 0.1% Triton X-100 and then blocked in 5% bovine serum albumin (BSA, AM-RESCO) diluted PBS for 60 min. The mouse anti-β tubulin monoclonal 2010; Engelhardt et al., 2011) have demonstrated, the most frequently used Gaussian-based fitting algorithms cannot handle the systematic error caused by tilted molecules. This systematic error can become a substantial limiting factor to obtain molecular-scale resolution. Fitting with PSFs, either simulated (MLEwT) or measured (PR-MLE) (Quirin et al., 2012) , can maximally alleviate this systematic error but is impractical due to its 1 × 10 5 times slowness (Table S1 ) and low rate of convergence in real experiments (Fig. S3) . Furthermore, it is impractical to measure PSFs of emitters of various orientations because a full coverage of all the angle combinations could be diffi cult to achieve, thus currently PR-MLE was only applied to isotropic cases. The same argument exists for biplane fi tting algorithms where the increase of fi tting parameters and fi tting with more complicated 3D PSFs exacerbate the problem of slowness and convergence. Other than developing more accurate algorithms, one can also extract the orientation information by clever hardware engineering, i.e., excitation and/or emission with multiple polarizations (Ha et al., 1999) , or doublehelix PSF (DH-PSF) microscopy (Backlund et al., 2012) . The hardware solutions require sophisticated hardware confi gurations and are usually more time-consuming, limiting their wide application. Hence, our ANN estimator based on PSF should be considered as an optimal choice for both 2D and 3D localization microscopy (Table S2) .
MATERIALS AND METHODS
Plasmids construction
To generate pmEos2-C1, cDNAs of mEos2 (Addgene plasmid #20341) containing NheI and BglII sites were PCR-amplifi ed and swapped with the EGFP gene in the pEGFP-C1 vector (Clontech). To express Lifeact fused fl uorescent proteins in mammalian cells, the Lifeact sequence was cloned into pEGFP-N1 (Clonetech) with EcoRI and BamHI. Then, mEos2 containing BamHI and NotI sites were PCR-amplified and inserted into the plasmid instead of EGFP. The synthetic DNA primers C ammonium persulfate. The reaction occurred in a 200 μL eppendorf tube. After polymerization, the samples were cut into thin slices from different directions to obtain Q rods with different tilt angles. Finally, the immobilized Q rods were imaged using PALM microscopy as previously described. A 150 × 1.45 NA oil objective (Olympus UAPO) was used with a 1.6× internal magnifi cation, making a pixel size of 67 nm. The images were acquired at a frame rate of 20 Hz.
Synthetic data generation
We generated images for training data according to the theoretical PSF of each case. The center position of each simulated image is uniformly distributed within the central pixel (± 1 pixel for defocused and 3D images) to prevent a biased result. All images were generated in 7 × 7 pixels (9 × 9 pixels for defocused and 3D images) with a pixel size of 100 nm, the same as that used for experimental data. Next, the stack of images was corrupted with both shot (Poisson) noise and read out (Gaussian) noise. To mimic the real situation, we added Poisson noise according to the gain and conversion factor (to convert counts to photoelectrons, 10.5 electrons per A/D count at unity gain) of EMCCD and Gaussian noise by calculating the background noise of real images. In this paper, we used a gain of 300 for single molecule detection and fluorescent beads imaging, and the Gaussian background noise was approximately 1.5 photons/pixel (the constant background is about 5 photons) for both situations.
ANN training and simulation
Different training algorithms exist, and the selection of the most appropriate one for a given problem depends on many factors, including the complexity of the problem, the number of data points in the training set, the number of weights and biases in the network, the error goal, and whether the network is being used for pattern recognition or function approximation. First, we tested nine commonly used training functions implemented in Matlab (R2010a, 64-bit, MathWorks) and found 'trainlm' to be the best for our purpose. Then, the important parameters of ANN training, such as the structure of hidden layers and the size of the training data, were carefully tested and adjusted with synthetic data. The generation of the training data for ANN is almost the same as above, except the photons were uniformly distributed from 10 to 10,000 to cover the photons detected from different fl uorescent molecules. ANN can produce satisfactory results regardless of the photon distribution of testing data. For fi xed dipole, the azimuthal angle φ and polar angle θ were uniformly distributed between 0-360° and 0-90°, respectively.
For restricted dipole, the half cone angle δ were uniformly distributed from 0° to 90°. We generated 100,000 images for the training of ANN in the case of perfect focus (z = 0). For the defocused analysis, 400,000 images were generated with z values randomly distributed within ± 300 nm. The precision of defocused analysis could be further increased by increasing the number of training images, but this will require much longer time and larger memory size (>32 GB). For ANNbased biplane estimation, 400,000 pairs of images from the two focal planes (with a separation of 500 nm) were generated as training data. Afterwards, the trained ANN was used to estimate the z position and obtain the position error.
MLEG, NLLSG and MLEwT
We used the GPU-based MLEG algorithm for comparison because antibody (Sungene biotech) was diluted 1:200 in 2.5% BSA diluted PBS and added on COS-7 cells in 37°C incubator for 60 min. After three times rinsing with PBS, COS-7 cells were then incubated for another 60 min with Alexa Fluor 647 labeled rabbit anti-mouse secondary antibody (Invitrogen) which was also 1:200 diluted in PBS. At last, the cells were rinsed four times with PBS and kept in dark place. The STORM imaging buffer contained imaging buffer base (10% glucose (m/v), 50 mmol/L Tris (pH 8.0) and 10 mmol/L NaCl), an oxygen scavenger system (0.5 mg/mL glucose oxidase (Sigma-Aldrich), 40 μg/mL catalase (Sigma-Aldrich)) and 10 mmol/L MEA.
Optical setup and imaging
PALM imaging of mEos2 and BALM imaging of DNA were performed as previously described (Betzig et al., 2006; Schoen et al., 2011) . We used an Olympus IX71 inverted microscope equipped with a 100 × 1.45 numerical aperture (NA) oil objective (Olympus PLAN APO). An internal 1.6× magnifi cation was used to yield a pixel size of 100 nm (mEos2). Alternatively, a 150 × 1.45 NA oil objective (Olympus UAPO) was used without the internal magnifi cation (PicoGreen and Alexa Fluor 647). Four lasers (405 nm (OBIS, Coherent), 488 nm (Sapphire, Coherent), 561 nm (Sapphire, Coherent) and 647 nm (OBIS, Coherent) were controlled by an acousto-optic tunable fi lter (AA Optoelectronic). For excitation, the powers of 488 nm (PicoGreen), 561 nm (mEos2) and 647 nm (Alexa Fluor 647) lasers were 20.01 mW, 8.74 mW and 29.71 mW, respectively, measured near the rear pupil of the objective. The intensity of 405 nm laser, typically 10-30 μW, was adjusted so that a low density of molecules (mEos2 and Alexa Fluor 647) was activated at each frame. A λ/4 plate was used to produce circular polarization excitation light. The fl uorescence signals were acquired using an electron-multiplying charge-coupled device (EMCCD) camera (Andor iXon DU-897). The biplane system was similar as previous study (Juette et al., 2008) . A 50:50 beam splitter was used to generate two beam paths with a separation of 500 nm. The two light paths were separately projected onto two different areas of the same camera. The images were acquired at a frame rate of 10 Hz (mEos2), 20 Hz (PicoGreen) and 50 Hz (Alexa Fluor 647), respectively. The EM gain of EMCCD was set to 300 for all the imaging. The data analysis and super-resolution image reconstruction was performed as previously described . In order to minimize the infl uence of the background, TIRF (total internal refl ection) or near TIRF (for defocused and 3D imaging) illumination was used in this study.
Imaging of fl uorescent beads
50 μL (1:10,000 diluted in H 2 O) of 20-nm fluorescent beads (FluoSpheres, 580/605; Invitrogen) were deposited on the top surface of a coverslip and blow-dried with purifi ed air. The sample was photobleached for several minutes to avoid saturation before acquisition with the same setup as that used for PALM imaging.
Q rods imaging
The Q rods (a gift from Toshio Yanagida) were diluted in PBS buffer containing BSA (1 mg/mL) at a concentration of 0.1 μmol/L. Then the Q rods were diluted to 0.05 nmol/L in Tris-HCl (pH = 7.0). To immobilize the Q rods, 30 μL of diluted solution with 0.1 μm TetraSpeck microspheres (Invitrogen) (used for z-position correction) was mixed with 27.5 μL of acrylamide, 0.75 μL of 10% TEMED and 0.75 μL of 10%
