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We introduce a new infinite family of quaternary cyclic (n, (n+ 1)/2) and 
(n, (n - 1)/2) codes which include Q. R. codes when n is prime. These codes are 
defined in terms of their idempotent generators and exist for all odd n. Every self- 
dual (sd.) or strictly self-dual (s.s.d.) extended cyclic code is an extended Q-code. 
As for Q. R. codes, there is a square root bound on the odd-like minimum weight. 
We can tell by the factors of n whether s.d. or s.s.d. extended cyclic codes exist and 
when all or some extended Q-codes are s.d. or s.s.d. We know when Q-codes have 
binary idempotents and when the binary subcode is just the all-one vector. 
A table of Q-codes of modest lengths is given. Minimum weights, idempotents 
and duals are identified. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
We define a new, infinite family of cyclic (n, (n + 1)/2) and (n, (PI - 1)/2) 
codes over GF(4) in terms of their idempotents. This family, called Q- 
codes, contains Q. R. codes of prime lengths and is analogous to the binary 
duadic codes [3] although they are much more complex. They exist for all 
odd n. We can tell by the factors of n when some or all extended Q-codes 
are self-dual or strictly self-dual and if not, we identify their duals or strict 
duals. We show that all self-dual and strictly self-dual extended cyclic 
quaternary codes are extended Q-codes. We know when Q-codes have 
binary idempotents and hence a binary generating set and when the binary 
subcode is just the all-one vector. 
As for duadic codes, we have a square root bound on the odd-like 
minimum distance and conditions under which the supports of the 
minimum weight vectors form a projective plane. We show that the lines of 
a projective plane of order 2” form the supports of the minimum weight 
vectors in a Q-code whenever s is either odd or ~2 (mod 4). We are able 
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to apply these results to obtain a new proof of a portion of Mann’s [S] 
conditions for the non-existence of a cyclic projective plane of certain even 
orders n. 
In the second section we give some preliminary concepts and new results 
about quaternary codes. In particular, we show that if the quaternary code 
C is generated by a binary code Cb, then the minimum weight of Ch equals 
the minimum weight of C. 
The third section contains the definitions of Q-codes, demonstrations of 
their properties, and the non-existence theorem for projective planes. 
The fourth section contains a table of Q-codes of all prime lengths until 
41 and composite lengths until 25. The idempotents and various properties 
including minimum weights of these codes are given. We find that the pro- 
jective plane of order 4 is contained in four equivalent Q-codes of length 
21. The duals and strict duals of all codes are identified. 
2. TERMINOL~CY AND SOME GENERAL RESULTS 
We assume the reader is familiar with the usual terminology and con- 
cepts of cyclic codes which can be found in [6,9]. If C is a cyclic code of 
length n over any finite field and a is such that g.c.d. (a, n) = 1, then it is 
not hard to show that the coordinate permutation which sends i into ai 
sends a cyclic code onto another cyclic code. We denote this permutation 
by pO. The next theorem gives an easy way to determine which code C is 
sent onto and is valid for cyclic codes over any finite field. 
THEOREM 1. p, sends the cyclic code C, onto the cyclic code C, if and 
only if it sends the idempotent of C, onto the idempotent of C,. 
Proof: The proof is the same as the proof given in [6, Theorem 621 for 
binary cyclic codes. 
From now on we let V be the space of all n-tuples with components from 
GF(4) and C be a code in V. If a is in GF(4), let ii =a* and let 
x = (a,,..., a,- i) and y= (&,,..., b,- i) be vectors in V. There are two 
natural definitions of orthogonality for quaternary spaces and they corres- 
pond to two inner products. For one x. y = Cr:d a$, and for the other 
x. ‘y =C::J sib,. As the former seems to be the more relevant inner 
product we say that a code is self-orthogonal if it is orthogonal to itself with 
respect to that inner product and strictly self-orthogonal if it is self- 
orthogonal with respect to the second inner product. We let CL(CL’) 
denote the orthogonal of C with respect to .( .‘). If n is even, an (n, n/2) 
code C is called self-dual (sd.) if C = C’ and an (n, n/2) code C is called 
strictly self-dual (s.s.d.) if C= Cl’. We let h denote the vector all of whose 
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components are 1, and let (h) denote the one-dimensional subspace 
generated by h. We say that x has even-like weight if C;=,’ ai = 0 and we 
say that x has odd-like weight if not. 
THEOREM 2. The set E of all even-like vectors in V is a subspace of 
dimension n - 1. 
Proof This follows from the easily established fact that 
El = El’= (h). 
COROLLARY 1. If C is a k-dimensional code, either C consists entirely of 
even-like vectors or the even-like vectors in C form a subcode of dimension 
k - 1, denoted by C-even. 
COROLLARY 2. If n is odd and h is in C, C = (h ) 1 C-even. (This is with 
respect to either inner product.) 
If C is an (n, k) code, its extended code C* is an (n + 1,k) code where 
each codeword has its last n coordinates(a,,..., a,- ,) in C and its first coor- 
dinate a co = Cl:d ai. Hence C* is an even-like code. 
THEOREM 3. Assume n is odd and C contains odd-like vectors. Let C, be 
its even-like subcode. Let W denote the weight distribution of C, W, the 
weight distribution of C,, and W* the weight distribution of C*. Then any 
two of the set W, W, and W* determine the third. 
Proof Let A, denote the number of vectors of weight i in C, A, the 
number of vectors of weight i in C,, A* the number of vectors of weight i 
in C*, and A, the number of vectors of weight i in C which are odd-like. 
Then it is not hard to see that A* = A, + Aci- 1j0 and Ai= A, + A,. The 
theorem follows from this. 
If a quaternary code C contains binary vectors, the set of all such forms 
a binary code C, and its relationship to C is interesting. We consider 
GF(4) to consist of 0, 1, o and 0 = o* = 1 + o. 
THEOREM 4. Let C be a quaternary code of minimum weight d which is 
generated by a set of binary vectors. Suppose Cb has minimum weight d’. 
Then d = d and any vector of weight d in C is a multiple of a weight d vector 
in C,. 
Proof Clearly ds d’. Let x, y and z be distinct nonzero vectors in Ch. 
Then wt (x+ay)>min(wt(x), wt(y),wt(x+ y)) where a=o or 0 and 
wt(x+ay+j?z) = wt((x+y)+P(y+z)) > min(wt(x+y), wt(y+z), 
wt(x + z)) where p = 1 + a. This is enough to prove the theorem. 
For the rest of this paper we will be only concerned with cyclic quater- 
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nary codes. We start with describing their idempotents. We suppose n is 
odd and 15 s 5 n - 1. Then a cyclotomic coset mod n, denoted by Ci4’ con- 
sists of {s, 4s,..., 4’(“- ’ s} where r(s) is the least integer such that 
4’(S)~ s s (mod n). Just as it is possible to describe the form of an idem- 
potent for a binary cyclic code [6,9], so it is possible to describe its form 
for a quaternary cyclic code although it is more complicated. If e(x) is such 
an idempotent, then e(x) = C, E, xi in c, xi where s runs over all distinct 
cyclotomic cosets including 0. Further E, must satisfy the following con- 
ditions If Cc4) = C$, then E, must be 0 or 1, in particular s0 is 0 or 1. If 
Cy) # C&t), t?hen (E,, .szs) = (0, W) or (6, o) or (0,O) or (1, 1). It follows 
from this that an odd-like idempotent e = (e,,..., e,_ 1) has C;:d ei = 1. 
If C is a quaternary code, let c be the code consisting of code words 
F = (F, ,..., F,- 1) if c = (co ,..., c,_ 1 ) is in C. Open problem 5 in [4] asks if C 
is monomially equivalent to c when C is self-dual. The next lemma shows 
that any cyclic C (s.d. or not) is equivalent to C;. 
LEMMA 1. Zf C is a quaternary cyclic code, then uz(C) = c. 
Proof. If C has idempotent e, then by the description of quaternary 
idempotents above p*(e) = 2. Clearly i; is the generating idempotent of 2; 
and the lemma then follows from Theorem 1. 
If C is a quaternary cyclic code with idempotent e, we let ti = p_ 2(e) and 
e’ = p- l(e). 
If e is an idempotent, we denote by (e) the cyclic code generated by e. 
(h) denotes the cyclic code generated by h. Usually this is a quaternary 
code, but occasionally it is a binary code. This is easy to determine from 
the context. 
THEOREM 5. Zf C is a quaternary cyclic code with idempotent e, then CL 
has idempotent 1 + e and Cl’ has idempotent 1 + e’. 
Proof: The proof for CL’ is the same as the proof for the binary 
situation [9, p. 751. Notice that if x and y are in V, then x. y = x. ‘j. It 
follows from this and the definition of an idempotent, that 
CL = (1 + pz(e’)). Hence CL = (1 + e). 
LEMMA 2. Zf any vector x in a cyclic code C is odd-like, then h is in C. Zf 
C has an even-like idempotent, all words in C are even-like. 
Proof: The sum of x and all its cyclic shifts equals cth where c( # 0. This 
proves the first statement. The second statement follows from the fact that 
any linear combination of even-like vectors is even-like. 
THEOREM 6. If C is a cyclic code with odd-like idempotent e, and if 
h = 1 + e + e, then C1 = ( 1 + e) is self-orthogonal. Further C = CII (h ) and 
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dim C = (n + 1)/2. If we replace I? by e’ we obtain an analogous theorem with 
C, = (1 +e’). 
Proof: Since h and e are in C, C, is contained in C. As C= C:, C, is 
self-orthogonal. Note that 1 + .? is even-like so that h( 1 + 2) = 0. As the 
idempotent of C,l(h) is l+e+h+(l+P)h=e, C=C,I(h). 
Dim C= (n+ 1)/2 since C= Cf. 
Note that theorem 6 is also true for a binary code with an idempotent e 
of odd weight. In this case e’ = p _ r(e) is relevant. 
Remark. If h is the all one vector of odd length n and u is an odd-like 
vector, vh = clh with a # 0. If u is even-like, uh = 0. 
3. Q-CODES 
The definition of Q-codes is analogous to the definition of binary, duadic 
codes [3, 71 although it is more complicated. These are also cyclic codes 
which are defined in terms of their idempotents. 
Fix an odd positive integer n. Let S be the set of cyclotomic cosets C,?’ 
such that Ci4) # CL:) for s in S and let B be the set of cyclotomic cosets CL”), 
b # 0, such that Clp’= C$i) for b in B. Then Su Bu (0) is the set of all 
cyclotomic cosets for n. If S= S, u S, where S, n Sz = 4 and B = B, u B, 
where B, n B, = 4, and if there is an a with g.c.d. (a, n) = 1 so that pL, 
interchanges S, and S2 and also interchanges B, and B2, then S, u B, and 
Sz u B, is called a splitting. We say that p, gives the splitting. 
Let R, be the set of cyclotomic cosets in S, such that 2R, = R, is in S,. 
Let T, be the rest of the cyclotomic cosets in Si for i = 1, 2. Then pL, 
interchanges R, and R, and also T, and T2. Clearly R, = 2R,. Let 
R = R, u Rz and T= T, u T,. If n is a prime, exactly one of R, T and B is 
nonempty for any splitting ,uLy as we shall see later. In Table II n = 21 is an 
example where either two or three of the sets R, T, and B are nonempty. 
Our aim is to construct two odd-like idempotents e, and e, so that 
h = 1 + e, + e, and e, = PJe,), e, = p,(e2) for some coordinate permutation 
,uL,. We can always do this when we have a ,uL, which gives a splitting. Let 
tx+B=y+6= 1 where c(, /?, y, 6 are either 0 or 1. We let e, = 
E+cLR, x’ + 0 Cit& xi + a CI~ TI xi + BCi6 Tz xi + Y CiaBl x’ + 
6 Cis& xi where E is chosen 0 or 1 to make e, odd-like. Notice that e, is an 
idempotent as is e, = E + CT, ClsR, x’ -t o x,ERZ xi + /? Cit r, xi + 
tlCieTzXi + sCirBi x’+ y CiEB2 xi, h = 1 + e, + e, and pL, interchanges e, 
and e2. If either T or B is nonempty, there are several choices for e, and e2 
depending on the choices for c1 and y. If R = 4, a splitting has the same 
meaning as for binary duadic codes [3, 73; the same p, give the splitting 
and the idempotents are the same. 
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If pL, gives a splitting then the four codes with idempotents e,, e, (as con- 
structed above), 1 + e, , 1 + e2 are called Q-codes and they are associated to 
each other. We refer to the set of these four codes as a quartet. 
We define quaternary quadratic residue codes to be Q-codes of prime 
length with S, u B, being the set of quadratic residues and S, u B, the set 
of non-residues. 
We give some examples. If n = 3, the only choice for a splitting are the 
sets (1) and (2) and we take pa = pLz. Here only R is nonempty and 
el=w+c5x2, e,=Gx+ox *. If n = 17, the cyclotomic cosets are { 1, 4, 16, 
13}, (2, 8, 15, 9>, (3, 12, 14, q, and (6, 7, 11, lo}. There are three split- 
tings possible; pL2 gives two of them and p3 gives the other. We describe 
each cyclotomic coset by its smallest element. Only R is nonempty for the 
two splittings given by p2; for one R, consists of { l> and (3) and for the 
other R, consists of { 1) and { 6). For either splitting we can describe e, as 
1 + w  Cit A, xi + 0 xi6 R2 xi and e2 as 1 + 0 Cie R, xi + o xi, R2 xi. Only T is 
nonempty for the splitting given by pj and T, consists of { 1) and (2). This 
gives binary idempotents e, = 1 + xi. T1 xi and e2 = 1 + xis r2 xi. These 
idempotents generate binary Q. R. codes (which are duadic codes), also 
quaternary Q. R. codes. 
We describe the idempotents of a Q-code by placing values (in GF(4)) 
for certain cyclotomic cosets where these cosets are described by their 
smallest elements. Only enough cosets are listed to completely determine 
the idempotent according to the definition of a quaternary idempotent. 
Hence odd-like idempotents for the three splittings described above would 
have the following three diagrams 
0 1 3 013 013 
- - 
1 0 0’ 1 0 0’ 
and 
i-i-6. 
The reader might find it amusing to construct the idempotents for the 
Q-codes of modest length which are described in the fourth section. 
We now describe the properties of Q-codes. 
THEOREM 7. Let V be a quaternary space of odd length n and let E be its 
subspace of even-like vectors. Let Ci = ( ei ), i = 1,2 be the two Q-codes in a 
quartet with odd-like idempotents. Let C’, = ( 1 + e2 ) and CL = ( 1 + e, ) be 
the other two Q-codes in this quartet with even-like idempotents. Then the 
following hold, 
(1) C, is equivalent to C, (1’) C; is equivalent to CL. 
(2) C,nC,=(h)andC,+C,=V (2’) C’,nC2=OandC;+C;=E. 
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(3) dim C1 = dim C2 =q (3’) 
n-1 
dim C; = dim C; =- 
2 
(4) C:, i = 1,2, is the even-like subcode of Ci and Ci = (h) I C:. 
(This is an orthogonal sum with respect to both inner products.) 
Proof The first statement follows from the definition of Q-codes and 
Theorem 1. The idempotent of C, n C, is e,ez = e,(h + 1 + e,) = h so that 
C1nC2=(h). The idempotent of C, + C2 is e, + e2 + e, e2 = 
e, + (h + 1 + e,) + h = 1 so that C, + C, = I/. This demonstrates 2 and 2’ can 
be shown similarly. Statement 3(3’) follows from 1 and 2 (1’ and 2’). The 
C: are even-like since they have even-like idempotents. Statement 4 is 
immediate. 
We begin now investigations leading to knowledge of the lengths for 
which Q-codes exist. In order to see which splittings give rise to Q-codes of 
odd prime length p, we look at the size of binary cyclotomic cosets. These 
all have the same size which is the smallest positive integer t so that 
2’ = l(modp). It can be shown that t is odd when p = -1 (mod 8), t = 2 
(mod 4) when p- 3 (mod 8) t=O (mod 4) when p= -3 (mod 8), and 
when p - 1 (mod 8), t can be any number (mod 4). When t is odd, the 
binary cyclotomic cosets, C$‘) = (s, 2s, 22s,...) have odd size and are the 
same as the quaternary cyclotomic cosets. As pz leaves these cosets fixed, it 
can never give a splitting. For t odd then, a splitting for binary duadic 
codes described in [3, 71 gives one for quaternary Q-codes. In the binary 
situation p-i was distinguished among all splittings. In the quaternary 
. . 
situation p _ 1, p2, and p _ Z all play special roles. 
THEOREM 8. If p is a prime such that p z f3 (mod 8) and pa gives a 
splitting, pL, gives the same splitting as p2. If p is a prime such that 
p z 1 (mod 8) and t is even, either p, gives the same splitting as p2 or all the 
idempotents in the associated quartet are binary. 
Proof: The nonzero integers modp form a cyclic group which we 
denote by G. Let H be the subgroup generated by 4. If a is considered as an 
element in G/H, it must have even order since pU gives a splitting. Hence 
there is a positive integer d and an i so that uZd = 4’ (mod p). 
Case 1. d is odd. 
Note that this always occurs if p E f3 (mod 8) since if p = 3 (mod 8), the 
order of G is obviously even but not divisible by 4. If p E -3 (mod 8), the 
order of G is obviously divisible by 4 but not by 8. However, it can be 
shown in this case that since the order of 4 mod p is even, - 1~ 4’ (mod p) 
so that H has even order. Hence G/H cannot have order divisible by 4. 
If d is odd, pa gives the same splitting as p,, so we can assume that 
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a*r4’ (modp). Since p is a prime, either (1) a=2’(modp) or (2) 
a = -2’ (modp). For (1) if i is odd, p0 gives the same splitting as p2, while 
if i is even, pL, cannot give any splitting. The second situation reduces to the 
first for the p in the theorem as -1z4i(modp) if t-O(mod4) and 
- 1s 2j (mod p) for j odd if t = 2 (mod 4). 
Case 2. d is even. 
This can only occur if p = 1 (mod 8). Then there is a smallest 2jr, r odd, 
jz 2 so that a”‘= 4’ (modp). As p(nl gives the same splitting as p,, we sup- 
posezf_hiat a*’ E 4’ (mod p), j >= 2. Since p is a prime, either a*‘-’ z 2’ (mod p) 
or a - -2’ (modp). As above the second case reduces to the first which 
is the situation we consider. If i is odd, the idempotents for p0 must all be 
binary as R is empty. If i is even and j is 2, we have a2 = 4’ (mod p) and we 
are back to Case 1. If i is even and j > 2, we can, by factoring, either reduce 
it to a2 E 4’ (mod p) or to a*’ = 2’ (mod p) with i odd and argue as before. 
THEOREM 9. Let n be odd and r such that r f4’ (mod n) and 
r2 = 4j (mod n) for some non-negative integer j. Then if g.c.d. (r, n) = 1, p, 
gives a splitting tf and only if g.c.d. (n, 2*’ - r) = 1 for i = 1, 2 ,.... 
We express this condition explicitly for p ~ 2, p _ 1 and p2. 
(a) p _ 2 gives a splitting if and only if g.c.d. (n, 2*‘- ’ + 1) = 1 for 
i = 1, 2,... [4]. 
(b) p ~ 1 gives a splitting if and only if g.c.d. (n, 2” + 1) = 1 for 
i = 1, 2,... 
i=l(;) p2 g’ tves a splitting zf and onZy if g.c.d. (n, 22ip 1 - 1) = 1 for 
) ).... 
Proof By the assumptions on r, pr acts as an involution on the quater- 
nary cyclotomic cosets. Hence pFL, gives a splitting if and only if it leaves no 
quaternary cyclotomic coset fixed. But pr leaves a cyclotomic coset fixed 
when and only when there is an a # 0 (mod n) with ra = 4’ a (mod n). This 
demonstrates the theorem. Conditions (a), (b) and (c) are immediate. 
COROLLARY. Zf n = Z7pp where each pi is an odd prime and r is as above, 
then pr gives a splitting for n tf and only tf p,., gives a splitting for each pi 
where rr z r (mod pi). 
THEOREM 10. Zf n = ZZpF where each pi is an odd prime, then pL, gives a 
splitting for n iff pa8 gives a splitting for each pi where ai = a (mod pi). 
Proof. This is exactly what the corollary above states whenever p(n acts 
as an involution on the cyclotomic cosets. However, other pL, are possible. 
The proof given for the same theorem in [7] where splitting refers to a 
binary splitting holds for this situation also. 
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THEOREM 11. If p is an odd prime, and C a Q-code of length p, then the 
following hold. 
(a) Ifp = -1 (mod 8), &C) = C and C has a binary generating set. 
Further any splitting can be given by either ,u-, or ,uA2. 
(b) Zfpr 3 (mod S), p-*(C) = C and any splitting can be given by 
either u-, or u2. The binary subcode of C, C,= (h). 
(c) lfp = -3 (mod 8), P-~(C) = C and any splitting can be given by 
either p --2 or ,uz. The binary subcode of C, Cb = (h >, 
(d) Zf p E 1 (mod 8), let t be the order of 2 (modp). We have the 
following possibilities here. 
(d,) If t is odd, p*(C) = C and C has a binary generating set. Some 
splittings can be given by pel and ppz but these do not give all splittings. 
(d,) lf t = 2 (mod 4), splittings can be given by either p- 1 or uz but 
these do not give all splittings. When other splittings occur, the code has a 
binary generating set. When uL2 gives the splitting, C, = (h >, 
(d,) If t z 0 (mod 4), splittings can be given by either u--Z or u2, but 
these do not give all splittings. When other splittings occur, the code has a 
binary generating set. When u2 gives the splitting C, = (h >. 
Proof If t is odd, p2 leaves each cyclotomic coset fixed, hence C has a 
binary idempotent and pz( C) = C. So ,uO gives a splitting if it gives one for a 
binary duadic code of length p. By the results in [7], ,L, gives all splittings 
when p- -1 (mod 8) and gives some but not all splittings when 
p= 1 (mod 8) and t is odd. When pP, g ives a splitting, ,K* does also as 
p2(C) = C. This demonstrates (a) and (d,). 
When t is even we can always choose S, so that Sz=2S, and pLz then 
gives a splitting. Theorem 8 shows that when p = &3 (mod 8) any splitting 
can be given by p2. If p = 3 (mod 8), - 1~ 2’(modp) with i odd so that 
any splitting can also be given by p ~, . If p - -3 (mod 8) - 1 = 2’ (mod p) 
with i even so that pP2 also gives each splitting. Hence, in this case, 
p*(C) = C. As p2(Cb) always equals Cb when ,uz gives a splitting, 
Cb c C, n Cz = (h). This demonstrates (b) and (c). 
Case (d2) is as Case (b) except that splittings other than those given by 
pu2 occur and then the code has a binary idempotent and Cb is a duadic 
code. The same relationship holds between Case (d3) and (c). 
The primes p for which a splitting exists for ,L-~ are given in [4]. 
COROLLARY 1. Quaternary Q.R. codes exist of length p for all odd 
primes p. When p = L-1 (mod 8), these codes have binary idempotents and 
the same minimum weight as the binary Q. R. codes. 
Proof: When p 3 +3 (mod 8), 2 is not a quadratic residue so that we 
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can let S, be the set of quadratic residues and Sz = 2S,, the set of non- 
residues. Clearly pL2 gives the splitting. When p = f 1 (mod 8), the idem- 
potents for the binary quadratic residue codes are also idempotents for the 
quaternary Q. R. codes. The fact about the minimum weights follows from 
Theorem 4. 
COROLLARY 2. If C is a Q-code of length n, the following hold. 
(a) Ifn = ZZpT where each prime pi s -1 (mod 8) any splitting can be 
given by either p _, or p _ 2. Hence pL2( C) = C and C has a binary idempotent 
and generating set. 
(b) Zf n = Zi’py where each prime pi- 3 (mod 8) any splitting can be 
given by either p-I or pz. Hence p-*(C)=C and Ct,= (h). 
(c) Zf n=ZZp:l where each prime pi= -3 (mod 8) or= 1 (mod 8) 
where 41 ti, the order of 2 (modp,), and 8 does not divide ti, then some 
splitting can be given by either p pz or pL2. In this situation p _ ,(C) = C and 
the binary subcode of C, C6 = (h). Also any splitting which can be given by 
pz can be given by p _ 2 and conversely. 
(d) The same results as above hold with the word any replaced by the 
word some tfin (a) we also allow primes pi- 1 (mod 8) with ti odd, in (b) we 
also allow primes pi = 1 (mod 8) with ti = 2 (mod 4). Zf in (c) we allow any 
primes pi = 1 (mod 8) with tj = 0 (mod 4) then some splittings are given by 
pz and some by p-Z but pz and p-, need not give the same splitting. 
Proof We only need to show that any splitting can be given by p _ 1 or 
p ~ z in case (a) and p _, or pz in case (b). The rest of the corollary follows 
from the theorem and the corollary to Theorem 9 or Theorem 10. 
For both cases (a) and (b) each pi EE 3 (mod 4) and 4 has odd order mod 
each pi. Let p, be a splitting. By Theorem 10, pL,, is a splitting for each pi 
where a z ai (mod pi). By Theorem 11, a: 3 (- 1) 4j (mod pi) where si is 
odd. As 4 has odd order mod pi, a: = -1 (mod pi) where ti is odd. Hence, 
an odd number r can be found so that each ai z -1 (mod pi). By the 
Chinese remainder theorem ar z -1 (mod n). Now pa gives the same 
splitting as pal = p _ I since r is odd. Hence pL I gives any splitting in cases 
(a) and (b). In Case (a) 2 has odd order mod n so that 
- 1s ( -2) 4’ (mod n) and p-r and p-Z give the same splitting. In Case 
(b) pP1 and p2 give the same splitting as the order of 2 is -2 (mod 4). 
THEOREM 12. There are Q-codes of any odd length n. 
Proof If n = ZZpy where the pi are odd primes, then there is an ri which 
gives a splitting for each pi. By the Chinese remainder theorem there is a 
unique r so that r = ri (mod p,). By Theorem 9 pr gives a splitting for n. 
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Which elements give the splitting gives interesting information about 
extended Q-codes as we shall soon see. 
THEOREM 13. Let CF, i = 1, 2 be extended associated Q-codes of length 
n + 1. Then the following hold. 
(a) dim Cf = (n + 1)/2. 
(b) If we adjoin a first column of zeros to the generator matrix of C:, 
calling it C: again, then CT = C; I (h > where h is of length n + 1. 
(c) C: is equivalent to C,*. 
Proof: Since dim Cj = dim CT, (a) holds. Since h is in C,? and is not in 
Ci and dim C:= (n - 1)/2, (b) holds. From (b) we see that the equivalence 
between C; and C; leaving the first coordinate fixed gives an equivalence 
between CT and C:. This demonstrates (c). 
THEOREM 14. Let i, j be either 1,2 or 2,l and consider a quartet con- 
sisting of two codes Ci with odd-like idempotents and two codes C: with even- 
like idempotents. Let C,? be the extended Q-codes. Then the following hold. 
(a) The splitting can be given by p _ 1 iff Ci = (Cj)“, Cl = (Ci)l’, and 
c* = c* 1’. 
(b) pui(C,)= Ci iff Ci= (C(i)” and C: = (C,?)“. 
(c) The splitting can be given by p--z iff Ci = (Ci)‘, C: = Cl and 
CT = (CF)‘. Further, ail vectors in Ci and C,? have even weight and all vec- 
tors in Ci not in C: have odd weight. 
(d) pdz(Ci)= Cj iff Ci= (CJ’ and CT = CT’. J 
(e) Ifp2 gives the splitting, C,* = <hi. 
(f) pLz(C,) = Ci iff Ci has a binary idempotent. 
Note that in (a) and (c) above if one equality holds, all three hold and in 
(b) and (d) if one equality on the right holds, both hold. 
Proof If C, has idempotent e, , C; has idempotent 1 + e2. So ,U _ i gives 
the splitting iff e2 = p_,(e,) = e;. Hence C, = (C;)” by Theorem 5. By its 
construction then CT = C, *I’ This demonstrates (a), the analogous part of . 
(c) can be shown in a similar fashion. 
If pP2 gives the splitting, all vectors in C: and CT are orthogonal to 
themselves, hence have even weight. Since h is orthogonal to C:, every vec- 
tor in Ci has an even number of components equal to either 1, o or W. If y 
is in Ci, not in Ci, then y = cth + x for x in Ci, CI # 0. The weight of such a y 
is odd. Thus, here all vectors of even-like weight have even weight and all 
vectors of odd-like weight have odd weight. This concludes the proof of (c). 
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If pL--l(C1)=C1,pLl(e,)=e,=e;. As CL has idempotent l+e,, 
C1 = (C;)” by Theorem 5. This demonstrates (b) as C: = CT” follows 
immediately. The proof of (d) is similar. 
Both (e) and (f) have been demonstrated in previous proofs. 
THEOREM 15. Let CT and C,* be two associated, extended Q-codes. Let 
i, j be either 1, 2 or 2, 1 and let ti be the order of 2 modp,. Then the follow- 
ing hold: 
(a) If the splitting can be given by pel and pz, CT = CT~‘= CF”. 
Also C: has a binary generating set and all vectors in CT have even weight. 
This occurs for all extended Q-codes iff n = Llpp where the pi are primes 
such that pi= -1 (mod 8). This occurs for some extended Q-codes iff 
n = IIpf’ where each pi- +_I (mod 8) and when pi= 1 (mod 8) ti is odd. 
(b) rf the splitting can be given by p2 and p-, , CF = CT”, 
CT = (C,?), and C,* = (h). 
This occurs for all extended Q-codes iff n = IIpql where each pi 3 3 (mod 8). 
This occurs for some extended Q-codes iff n = Ilpy where each pi = 3 (mod 8) 
or - 1 (mod 8) and when pi- 1 (mod 8), tiz 2(mod 4). 
(c) If the splitting can be given by pLz and pBz, CT =C+‘, 
C: = (CT)“. Also all vectors in CT have even weight and C,* = (h). ’ 
This occurs for some extended Q-codes iff n =Ilpq’ where each 
pi- -3(mod 8) or pi= 1 (mod 8) and t, ~0 (mod 4). 
Proof The first part of (a) follows from parts (a), (c), and (f) of 
Theorem 14. The second part of (a) comes from Theorem 11, Corollary 2 
and the Corollary to Theorem 9. The first part of (b) follows from Theorem 
14 parts (a), (d), and (e) and the second part comes from Theorem 11, 
Corollary 2 and the corollary to Theorem 9. The proof of (c) is similar. 
THEOREM 16. Every self-dual or strictly self-dual extended cyclic quater- 
nary code is an extended Q-code. 
Proof Let C* be an extended cyclic self-dual code. Let C = (e). Then 
e must be an odd-like vector, otherwise a generator matrix for C plus a 
column of zeros would give a generator matrix for C*. This would mean 
that C would be an (n, (n + 1)/2) self-orthogonal code which is impossible. 
By Theorem 5, C’ = (1 + 2). By Lemma 2 h is in C. But h is not in C’ as 
h is odd-like and all the vectors in Cl are even-like by Lemma 2. Hence 
C=C’l(h) and h=l+efE As pPZ(e)=& pPz gives rise to a splitting 
where C is one of the codes with an odd-like idempotent. The proof for 
strictly self-dual is analogous. 
From this we see that all results in this paper about extended Q-codes 
whose splitting is given by p--2 are results about self-dual codes and results 
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about extended Q-codes whose splitting is given by pu, are results about 
strictly self-dual codes. Further we can find generator matrices for these 
codes of large n quite quickly. This is so as we can compute their idem- 
potents using only cyclotomic cosets without factoring Y - 1. 
THEOREM 17. Let n be odd and n = ZZpF where pi are primes. Let ti be the 
order of 2 (mod pi). Then the following hold: 
(a) Every extended Q-code is strictly self-dual iff each pi= 3 or 
- 1 (mod 8). Some extended Q-codes are strictly self-dual if we also allow 
pi- 1 (mod 8) where ti is either odd or ~2 (mod 4). 
(b) Some (possibly all) extended Q-codes are self-dual iff each 
pi = -3 or - 1 (mod 8). Zf we also allow pi- 1 (mod 8) where ti is either 
odd or r0 (mod 4) some extended Q-codes are self-dual and some are not. 
Proof: In case (a), first part, we want to assure that p-r gives every 
splitting and in the second part we want to know that p-, gives some but 
not all splittings. 
Part (b) is analogous. These come from Theorems 11 and 14. 
There is a square-root bound on the minimum odd weight of duadic 
codes and a similar bound on the minimum odd-like weight of Q-codes. 
THEOREM 18. Let Ci, i = 1,2 be associated Q-codes of length n with odd- 
like idempotents and let do be the minimum weight of any odd-like vector in 
Ci (do may be odd or even). Then the following hold. 
(a) dizn. 
In the next cases we assume the splitting is given by p ~, or ,a --2. 
(b) &-do+ 1 zn. 
In the following we assume further that 4 -d, + 1 = n. 
(c) The supports of the vectors of weight d,, constitute a projective 
plane of order d, - 1. 
(d) The vectors of weight do are either binary vectors or multiples of 
them. 
(e) d, is odd. 
(f) d,, is the minimum weight in C;. 
(g) There are 3( 4 - d, + 1) vectors of weight do in Ci. 
Proof Let m(x) = c0 + c, x + ... be a vector in C, of minimal weight 
among the odd-like vectors in C, and let p, give the splitting. Then 
m(xU)=cO+clx’+. .. is an odd-like vector in C,. Thus m(x) m(x”) is in 
C1 n C2 and is a multiple of h. Hence m(x) m(xO) = (cO + c,x + ... ) 
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(cO+c,xu+ ...) = a+ax+orx2+ ... and if we let x=1 we have 
(co + ci + . . * )’ = a. Since m(x) is of odd-like weight, (cO + ci + . . . )* # 0 so 
that a # 0. This demonstrates (a). 
If pO=pL1, m(~~)=m(x-‘) and if p0=p_2 we can find mF1) in CZ. 
As either m(x) m(x-‘) or m(x) mF1) has weight at most g-d,- 1, (b) 
is demonstrated. 
We assume now that the splitting is given by p-, and that 
dz, - do + 1 = n. Consider the do x n matrix M, whose rows are m(x) and the 
multiples of d, shifts of m(x) given by multiplying m(x) by each non-zero 
term of m(x- ’ ). This matrix has dz, nonzero entries and do of them are in 
the first column, the coefficient of 1. Hence there are di - d, entries in the 
remaining columns. As d;s- do = n - 1 and as we must have a nonzero 
entry in each column since the sum of the rows is ah, there is exactly one 
non-zero entry in each column. Consider the supports of m(x) and its n 
cyclic shifts as lines. Since CT = (CT)” every two lines intersect. The 
preceding argument shows that all lines meeting m(x) in the point 0 do not 
meet it in any other point. The same argument can be given for any point. 
Hence these lines form a projective plane proving (c). A similar proof holds 
for the do x n matrix M2 whose rows are given by multiplying m(x) by 
m(?‘) demonstrating (c) when the splitting is given by p -*. 
Consider 44, again and let ci, c,, ck # 0 be distinct coefficients of m(x). 
Three nonzero coefficients exist as do 5 2 implies n 2 3. Each column of M, 
(except the first column) has exactly one nonzero entry. The nonzero 
entries in M, are all of the form c,c, # 0 where c, and c, are distinct coef- 
ficients of m(x). Also the sum of the entries in a column of M, is ah. Hence 
any product c,c, where both c, and c,~ are nonzero must equal a. Thus 
cicJ=cjck=cick=a so that ci=cj=ck. This shows that m(x)=/?m,(x) 
where m(x) is binary which demonstrates (d). The proof is even simpler for 
Mz. From this (e) follows directly. 
The proofs of (f) and (g) are the standard ones as the extended code is 
strictly self-dual or self-dual since pL, or pL2 gives the splitting [3]. 
COROLLARY 5. rf the supports of vectors in a Q-code C hold the lines oj 
a projective plane, then the splitting cannot be given by both p-1 and p2 or 
P-~ and 14~. 
Proof. Suppose that pL1 and p2 do give the splitting. If the projective 
plane vectors have weight d, there must be d2 - d + 1 = n points where n is 
the length of C. As p _ i gives the splitting, C* is strictly self-dual and from 
this it can be shown that d is the minimum weight in C and that the only 
vectors of this minimum weight are those whose supports are lines in this 
plane. Hence the supports of a vector m(x) of weight d and its cyclic shifts 
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form the lines of the plane. By the proof in the theorem m(x) is either 
a binary vector or a multiple of it. Hence C must have at least n binary 
vectors so that /J* cannot give the splitting since if it does, the only binary 
vector is h. A similar argument holds for pP2 and ,uLz. 
It was shown in [8] that the lines of a cyclic projective plane of order 2’ 
are vectors (necessarily minimum weight vectors) in a binary, cyclic code 
whose extension is self-dual iff s is odd. 
THEOREM 19. A cyclic projective plane of order 2” is contained in a cyclic 
quarternary code whose extension is strictly self-dual iff either s is odd or is 
z 2(mod 4). Further, the lines of the plane and their multiples constitute all 
the minimal weight vectors in C. 
Proof. Assume that s is either odd or =2(mod 4) and let 
n=22”+2S+1. Since (23”-1)=(2’-1)(22s+2s+1), the order of2modn 
is either =2(mod 4) or odd. Hence the order of 2 mod any factor of n is 
either odd or =2(mod 4). Therefore strictly self-dual codes of length n + 1 
exist by the corollary to Theorem 11. Let P be the quaternary cyclic code 
generated by the lines of the plane. Then P* is strictly self-orthogonal and 
extended cyclic and so must be contained in a strictly self-dual, extended 
cyclic code C* if such exist. Since p-i gives a splitting for n such do exist 
and P must be contained in one. 
As (23s - 1) = (2’ - 1) n, the converse holds since an extended cyclic, 
strictly self-dual code of length n exists only when the order of 2 (mod n) is 
either odd or ~2 (mod 4). 
The statement about minimum weight vectors follows from Theorem 18 
as p- 1 gives the splitting. 
Note that the projective plane of order 4 = 2* appears in four equivalent 
Q-codes of length 21, i.e., in two equivalent quartets. 
The next theorem follows from Theorem 7.2 in Mann [S]. The proof 
here is different and uses coding theory. 
THEOREM 20. Let pi be an odd prime and let ti be the order of 2 mod pi. 
Then we say that pi is of type a ifeither pi = 3 (mod 8) or pi = 1 (mod 8) and 
ti E 2 (mod 4). We say that pi is of type b if either pi = -3(mod 8) or 
pi- 1 (mod 8) and ti is divisible by 4 but no higher power of 2. 
If n is even and n* + n + 1 = np? where all pi are of type a) or all pi are of 
type b), then there is no cyclic projective plane of order n. 
Proof: Suppose not. Then there exists a projective plane of even order n 
where the factors of N = n* + n + 1 are either of type a or type b. We sup- 
pose first that all pi are of type a. Let P denote the quaternary cyclic code 
generated by the lines of this plane. Then P* is strictly self-orthogonal and 
extended cyclic, hence must be contained in a strictly self-dual extended 
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cyclic code of length N + 1 if such exist. By the assumptions on pi, p-, and 
p2 give the same splitting for each pi, hence for N, so that these codes do 
exist and P* must be a subcode of an extended cyclic, strictly self-dual code 
C*. Since ,u~ gives the splitting, C,* = (h) which contradicts the fact that 
P*cC,*=(h). 
If the pi are of type b, the above argument holds with the word strictly 
omitted and p _ 1 replaced by ~1~~. 
4. THE TABLES 
In the following we give information about all Q-codes of prime length 
until 41 and of composite length until 25. Table I contains the data on 
prime lengths divided into sections corresponding to the value of p (mod 8). 
TABLE I 
Q-Codes of Prime Length 
p=3 (mod8) 
n d,, a N Comments 
3 2 3 1 
11 5 6 1 
19 7 8 1 
p = -3 (mod 8) 
5 3 4 1 
13 5 6 1 
29 11 12 1 
37 11 12 1 
p= -1 (mod 8) 
7 3 4 1 
23 7 8 1 
31 7 8 1 
31 7 8 3 
psl(mod8) 
17 7 8 2 
5 6 1 
41 11 12 2 
9 10 1 
All idempotents: g 
All are B 
All are Q.R. codes 
All are A. All are Q.R. codes. All idempotents s. 
The extended code has a transitive of order 1080. group 
Code words of weights 12,14, 16 in C* support S-(30,12,220), 
5-(30, 14,5390), and 5-(30, 16, 123000) designs [l] and [4]. 
All are C. All groups have order 3 x order of the group of C,*. 
Q. R. codes, transitive of order 3( 1,344) group 
Q. R. codes. Alo = 0 for C* 
Q. R. codes. 
The binary codes are 2nd order Reed-Muller codes. 
All non-binary idempotents are equivalent to z 
A; words of weight 8 and 10 in C* support 5-designs with 
parameters 5-(18, 8,6) and 5-(18, 10, 180) [4] 
C, Q. R. codes 
A 
C, Q. R. codes 
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The composite lengths are in Table II. The heading n refers to the length of 
C or C’, d,, is the minimum odd-like weight of C and d is its actual 
minimum weight. If no value is given, d = d,, . The d column is omitted in 
Table I as d is always equal to d,, there. The minimum weight of the length 
n + 1 extended code C* is denoted by d. The heading N refers to the num- 
ber of equivalent quartets. We can tell when two codes of prime length are 
equivalent since then they must be equivalent by a pa [lo]. For codes of 
composite length this need not be true, for example at length 9 two quar- 
tets are equivalent by an equivalence which cannot be given by any pa. 
We only give those idempotents which are not binary as the binary ones 
are also idempotents of duadic codes and are listed in [7]. We give an 
odd-like idempotent for one C in a set of equivalent quartets. The notation 
for the idempotents is at the beginning of Section 3. 
TABLE II 
Q-Codes of Composite Length 
n Idempotent do d d N Comments 
9=3? 0 I 3 
1 wo 4 3 3 2 
15=3.5 0 1 3 5 7 
Oowow 6 7 2 
owww5 6 2 
OooWo 6 4 4 2 
OwowuT, 6 3 3 2 
21=3.7 0 1 3 5 7 
1~0006 4 4 2 
1wooti 5 6 2 
1110~ 6 6 2 
1100~6 3 3 2 
25 = 52 0 1 5 
1 ww 3 4 2 
II; quartets are equivalent by 
(3,6)(4,7)(5,8) but not by any P,,. 
group is not transitive, order 3(81) 
F; group is not transitive, order 3(3). 
By computer, words of weight 7 and 8 in 
C* support 3-designs with parameters 




E; The 63 codewords of weight 4 are 
multiples of binary vectors. 
E; The 21 supports of the 63 codewords 
of iveight 5 constitute the projective 
plane P of order 4. P spans a subcode 
of dimension 10. 
E 
E 
A; quartets are equivalent by 
(15, 5, 10,20)(11, 6, 16, 21)(12, 7, 17, 22) 
(9, 14,24, 19) but not by any p(.. 
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We identify Q. R. codes and give various comments. Occasionally we 
know the group of the code C* and this is given. Some comments are 
based on the weight distributions of these codes which have been computed 
for most codes but are not given here. They can be obtained from the 
author. 
The comments section also contains information about the splittings. 
Thus A means that p P2 and p2 give the splitting. B means that p ~, and pz 
give the splitting. C means that p _ I and pL-2 give the splitting. D means 
that pL_z gives the splitting and it cannot be given by either p ~, or p2. E 
means that p ~ 1 gives the splitting, not p ~ 2 or p2. F means that ~1~ gives the 
splitting not p _ 1 or 1~ 2. 
From the theorems in this paper these letters convey the following infor- 
mation: Let i, j= 1, 2 or 2, 1. 
A, Cj+ is self-dual; all weights in C,* and C’: are even, CF and CT are 
strict duals of each other, C,* = (h). 
B. Cj” is strictly self-dual, C,* and C;” are duals of each other, 
C,* = (h). 
C. C,* is self-dual and strictly self-dual. All codes in a quartet have 
binary idempotents, all weights in C,? and C: are even. 
D. C,? is self-dual, all weights in Cj’ and Ci. are even. The strict duals 
of CF are in another equivalent quartet. 
E. CF is strictly self-dual. The duals of CF are in another equivalent 
quartet. 
F. C,* = (h). Both the duals and the strict duals of the C’,? are in 
another equivalent quartet. 
If a code C has a binary idempotent, its group has order 3 times the 
order of the group of its binary code Cb as elements in the group must 
preserve the vectors of minimum weight. 
ACKNOWLEDGMENTS 
I wish to acknowledge very helpful conversations with Dr. John Masley. In particular, he 
proved major portions of Theorems 8, 10, and Corollary 2 of Theorem 11. I wish to thank 
Professor Richard Wilson for pointing out that Theorem 20 is part of Mann’s theorem and for 
other helpful comments. I wish to thank Professor Noburu Ito for many helpful comments 
and for a careful reading of this paper leading to several corrections. The minimum weights, 
weight distributions, and groups of the codes in Tables I and II were computed by the 
CAMAC system [2] running on the University of Illinois at Chicago computer. 
%?a’43.?-9 
276 VERA PLESS 
REFERENCES 
1. E. F. ASSMLJS, JR. AND H. F. MATTSON, JR. New 5-designs, J. Combin. Theory 6 (1969), 
122-151. 
2. J. LEON AND V. PLESS, CAMAC 1979 in “Proc. Eurosam 79 Conf.,” Marseilles, France, 
1979. 
3. J. S. LEON, J. M. MASLEY AND V. PLESS, Duadic codes, IEEE Trans. Inform. Theory IT-30, 
709-714. 
4. F. J. MACWILLIAMS, A.M. ODLYZKO, N. J. A. SLGANE, AND H. N. WARD, Self-dual codes 
over GF(4), J. Combin. Theory Ser. A 25 (1978), 288-318. 
5. H. B. MANN, “Addition Theorem: The Addition Theorems of Group Theory and Number 
Theory,” Wiley, New York, 1965. 
6. V. PLESS, “Introduction to the Theory of Error-Correcting Codes,” Wiley, New York, 
1982. 
7. V. PLESS, J. M. MASLEY, AND J. S. LEON, “On Weights in Duadic Codes,” J. Combin. 
Theory Ser. A, in press. 
8. V. PLESS, “Cyclic Projective Planes and Binary, Extended Cyclic, Self-Dual Codes,” 
J. Combin. Theory Ser. A, in press. 
9. J. H. VAN LINT, “Introduction to Coding Theory,” Springer-Verlag, New York, 1982. 
10. D. W. NEWHART, “Inequivalent Cyclic Codes of Prime Length,” IEEE Trans. Inform. 
Theory, in press. 
