Dynamical measurement schemes are an important tool for the investigation of quantum manybody systems, especially in the age of quantum simulation. Here, we address the question whether generic measurements can be implemented efficiently if we have access to a certain set of experimentally realizable measurements and can extend it through time evolution. For the latter, two scenarios are considered (a) evolution according to unitary circuits and (b) evolution due to Hamiltonians that we can control in a time-dependent fashion. We find that the time needed to realize a certain measurement to a predefined accuracy scales in general exponentially with the system size -posing a fundamental limitation. The argument is based, on the construction of ε-packings for manifolds of observables with identical spectra and a comparison of their cardinalities to those of ε-coverings for quantum circuits and unitary time-evolution operators. The former is related to the study of Grassmann manifolds.
I. INTRODUCTION
In experiments with quantum many-body systems, we usually have direct access only to a relatively small set of standard observables in measurements. For quantum computation devices, these are often Pauli measurements. In ion-trap systems, state-dependent laserinduced resonance fluorescence allows for the measurement of qubits in the computational basis [1] [2] [3] . For superconducting qubits, such projective measurements can be realized through a state-dependent shift in the resonance frequency of a dispersively coupled cavity [4, 5] . Also projection operators onto specific multi-qubit product states have been measured [6] . For ultracold atoms, the particle density can be accessed through absorption imaging [7] and more recently developed quantum gas microscopes with single-site resolution based on fluorescence imaging [8] [9] [10] .
Dynamical control can be used to measure observables that are not directly accessible. This is especially important for the purpose of quantum simulation [11] [12] [13] [14] . The design of quantum simulators is advancing rapidly [15] [16] [17] [18] [19] [20] . The relevant observables for the simulated systems will often not be directly accessible in the simulating device and hence require dynamical measurement schemes. While the investigation of general abilities and limitations of such schemes has just begun, several particular incarnations are successfully used in experiments:
Measurement of Pauli-σ x andσ y for ion-trap qubits are realized through the application of single-qubit gates and subsequent measurement ofσ z . More elaborate schemes employ two-qubit gates, spin echo, spatial shuttling of qubits or hiding in non-computational electronic states, e.g., to do Bell-state measurements [21, 22] . Similarly, for superconducting circuits, Bell-state measurements can be realized [23] through application of single-qubit rotations and controlled phase gates [24] before the standard Pauli measurements. In ultracold atom experiments, the momentum distribution is obtained in time-of-flight measurements by letting the quantum gas expand freely before absorption imaging [7, 25, 26] . Double-occupancies can be determined by rapid ramping of the lattice potential, tuning of interaction strengths, mapping double occupancy to a previously unpopulated spin state using radio-frequency pulses, and final absorption imaging [27, 28] . Nearest-neighbor correlations have been measured through an additional modulation of the lattice depth or deformation of a superlattice [29] [30] [31] . Bloch band populations can be examined by adiabatic band mapping [32] [33] [34] . Solid-state materials are studied with various scattering and microscopy techniques. The control over the Hamiltonian is naturally rather limited in this case. Nevertheless, pump-probe schemes are, for example, employed in time-resolved optical and photoemission spectroscopy [35] [36] [37] , scanning tunneling microscopy [38, 39] , and electron microscopy [40] [41] [42] to enlarge the set of accessible observables.
In principle, arbitrary observables can be evaluated after state tomography [43, 44] or compressed sensing procedures [45] . However, for many-body systems, the number of required measurements and classical computational resources grow exponentially with increasing system size unless additional strong constraints can be leveraged [46, 47] .
Here, we assess the efficiency of dynamical measurement schemes by derivation of lower bounds on covering numbers for manifolds of observables with identical spectra (sections IV and V) and by comparing them to upper bounds on covering numbers for quantum circuits and unitary time-evolution operators (sections II and III). Note that ε-covering numbers N (ε) and ε-packing numbersN (ε) of a metric space are closely related with N (2ε) ≤ N (ε) ≤N (ε) [48, 49] (Fig. 1 and Appx. B). The analysis shows that the time needed to realize a certain measurement to a predefined accuracy scales in general exponentially with the system size. The result holds for the spectra of all typical observables of many-body systems. In the following, we consider lattice systems consisting of L d-dimensional qudits. We use the BachmannLandau symbols O and Ω for upper and lower bounds.
FIG. 1.
Left: An ε-covering Q for a space M with metric d is a subset of M such that for every z ∈ M there is an x ∈ Q with d(x, z) ≤ ε. The cardinality N (M, d, ε) of the smallest ε-covering is called the ε-covering number of (M, d). We are comparing covering numbers for sets of evolved observableŝ U †ÔÛ with covering numbers for the set of all observables with the same spectrum asÔ. Center: An ε-packing Q is a subset of M such that all x = y ∈ Q have distance d(x, y) > ε. Right: An ε-net is an ε-covering and, at the same time, an ε-packing.
Proofs for the lemmas are given in appendices. Variants of lemmas 1,3,4, and 5 have been stated by Szarek in Refs. [50, 51] .
II. EVOLUTION DUE TO UNITARY QUANTUM CIRCUITS
First, let us consider the case of observables that are evolved using unitary circuits composed of arbitrary ksite gates. 
balls of radius εw(Ô) in operator space. Here, w(Ô) := (ω max − ω min )/2 denotes the spectral width ofÔ, i.e., half the difference of the maximum and minimum eigenvalues ofÔ.
This can be shown by first bounding covering numbers for the quantum circuitsÛ . In similar situations, Refs. [14, 52] approximated the k-qudit gatesû i by small circuits built from a finite gate library. This can be done as in practical implementations for quantum computation by first decomposing them into single-qubit and CNOT gates [53] [54] [55] and further approximating the latter according to the Solovay-Kitaev algorithm [56, 57] or alternative schemes [58] . However, one can take a more direct approach and simply employ anε-covering for the k-qudit gates. Lemma 1. For 0 <ε ≤ 1/10, theε-covering number for the unitary group U (n) with respect to the operator-norm distance obeys 3 4ε
We fix anε-covering Q for the set U (d k ) of all gates. For a circuitÛ = iû i , letÛε be the circuit where each of the N g gates is replaced by the nearest element in Q. Then, according to the triangle inequality, Ûε −Û ≤ N gε and, choosingε = ε/(2N g ),
The upper bound in lemma 1 gives
With the bound L kNg on the number of possible circuit topologies and |Q| Ng combinations for the gates inÛε, theorem 1 follows.
III. EVOLVING WITH TIME-DEPENDENT INTERACTIONS
Similarly, we can bound the volume of operators that is reachable by evolvingÔ with respect to time-dependent HamiltoniansĤ(t).
Theorem 2. For time-dependent HamiltoniansĤ(t) = K i=1ĥ i (t) with K terms, let interactions be k-local and norm-bounded, i.e., termsĥ i (t) act on at most k sites and |h| := max i sup 0≤t≤T ĥ i (t) / is finite.
For every termĥ i and all times t, s, let commutators [ĥ i (t),ĥ j (s)] be nonzero for at most z termsĥ j . Observables {Û † (T )ÔÛ (T )}, evolved with such Hamiltonians {Ĥ} from t = 0 to T , are elements of
balls of radius εw(Ô) in operator space.
The number K of terms in the Hamiltonian is bounded by L k ≤ L k and we have assumed that the interaction graph (choice of k-site supports of interactions terms) is time-independent. The number of interaction graphs is hence bounded by L kK . Also, z may be O(L 0 ) but can always be bounded by kL k−1 such that log N T is in any case polynomial in the system size L and time T . The decisive step for proving theorem 2 is a Trotter-Suzuki decomposition [59] [60] [61] of the time-evolution operatorÛ (t) which obeys i ∂ tÛ (t) =Ĥ(t)Û (t) andÛ (0) =1.
Lemma 2.
With the preconditions of theorem 2, the time-evolution operator can be approximated by the decompositionÛ
Using a Trotter-Suzuki decomposition, the evolution with respect to k-local Hamiltonians with arbitrary timedependence can be approximated by quantum circuits. Each k-site gate (here, k = 2) in a quantum circuit can be approximated by an element of anε-covering for the unitary group U (d k ). This construction allows us to bound covering numbers for sets of evolved observables {Û †ÔÛ }.
steps of size ∆t = T /N t , whereû i (n) denotes the timeevolution operator from time (n−1)∆t to n∆t, generated byĥ i (t). The accuracy is
This can be shown following the derivation in Ref. [61] and applying the triangle inequality. Accu-
2 Kz|h| 2 /ε time steps. Now we are basically back to the case of observables that are evolved by a quantum circuit and can proceed, as before, by approximating each of the KN t gates inÛ ∆t by the nearest element of anε-covering Q for U (d k ). Calling the resulting circuitÛ ∆t ε , we can achieve accuracy Û ∆t
and with |Q| KNt combinations for the gates inÛ ∆t ε , theorem 2 follows.
IV. PACKINGS FOR PROJECTION OPERATORS
To quantify the efficiency with which dynamics explore the set of observables, let us first focus on the case where the accessible observableÔ is a projection operator. Examples for such observables are Pauli measurements that are the standard choice in quantum computing and particle densities that are typical for ultracold-atom experiments.
Let G n,m denote the set of all rank-n projection operators on an m-dimensional Hilbert space H, where in our case m = d L . We will determine bounds on covering numbers for G n,m and compare them to Eqs. (1) and (4) . G n,m can be identified with the Grassmann manifold, the space of all n-dimensional subspaces of H, where each such subspace corresponds to the projection onto that subspace. More useful for our purposes, G n,m can also be identified with the quotient group
where U (n, m) := U (n) × U (n − m) is the direct product of the unitary groups U (n) and U (n − m). Eq. (7) is due to the fact that every n-dimensional subspaceH of H can be specified by a fixed reference subspace H 0 of dimension n and an elementV of U (m)/U (n, m) such thatV
where H ⊥ 0 andH ⊥ are the orthogonal complements of H 0 andH in H. Clearly,H ⊕H ⊥ is invariant under transformations from U (n, m), which explains the identification (7).
Bounds on covering numbers for U (m)/U (n, m) can be obtained from covering numbers of U (m) and U (n, m). Those of U (n, m) can be obtained from covering numbers of U (m) and U (n). In general, we have the following.
Then, their covering numbers obey
Lemma 4. Let G be a group and H a compact subgroup, d an invariant metric on G and d the induced quotient metric on G/H,
Here e denotes the neutral element in G and [x] ≡ x · H the coset of x. Then the covering number of (G/H, d ) obeys
In combination with lemma 1 this gives
for covering numbers of the Grassmannians (7) with ε ≤ 1/20. In this case, the induced quotient metric (10) is [50] . However, we are actually interested in G n,m , interpreted as the set of all rank-n projection operators on H. Then the relevant metric is not d but the operator norm distance P 1 −P 2 . So, in the final step, we relate covering numbers for (G n,m , · ) to those of (G n,m , d ).
where the left inequality requires ε ≤ kr/2.
As shown in Appx. G,
, (12) where the lower bound is valid for ε ≤ 1/71 and the upper one for ε ≤ 1/10.
The Hilbert space dimension of our many-body systems grows exponentially in the system size,
For the case of interest, where n and m − n are finite fractions of m, i.e., projection operators as those of Pauli measurements (n = D/2), and sufficiently small ε = O(1), theorem 3 states that covering numbers for G n,m grow superexponentially with L,
. In combination with theorems 1 and 2, this shows that even with full control over the quantum system, generic projections can only be realized by implementing exponential-depth quantum circuits or evolving the system for a time T that grows exponentially with the system size L.
V. PACKINGS FOR GENERIC OBSERVABLES
So far, we have only considered observables being projection operators (w(Ô) = 1/2) and found that measuring them is in general inefficient with respect to growing system size L. We can easily extend this result to observablesÔ that have only two eigenvalues ω 1 < ω 2 with exponential degeneracies n and m − n = e Ω(L) . As long as the spectral width is polynomial in L, w(Ô) = ω2−ω1 2 = O(L α ) for some constant α ≥ 0, theorems 1 and 2 with polynomial N g and T still yield exponential upper bounds on ε-covering numbers for observables that can be reached through evolution of a predefined reference observable. And, as long as ω 2 − ω 1 has an L-independent lower bound [is Ω(L 0 )], theorem 3 with sufficiently small ε (ε → ε/|ω 2 − ω 1 |) yields superexponential lower bounds on ε-covering numbers for the set of observables with the given spectrum. In fact, we can generalize much further Theorem 4. For a fixed α > 0, sufficiently small ε > 0, and every system size L, let G ω be the set of observables with some spectrum {ω k } of polynomial width
, let the ε/2-neighborhoods ofω 1 andω 2 contain exponentially many eigenvalues ω k , i.e., {ω k with |ω k −ω i | ≤ ε/2} = e Ω(L) . Then ε-covering numbers for G ω grow superexponentially in L and, generally, elements of G ω cannot be reached through application of polynomial-depth quantum circuits or polynomial-time evolution with Hamiltonians as characterized in theorems 1 and 2. This is because, for every observableÔ ∈ G ω , we can defineÔ by replacing all eigenvalues in the ε/2-neighborhood ofω i byω i . So, eigenvaluesω 1 andω 2 ofÔ have exponential degeneracies n, m − n = e Ω(L) . For sufficiently small ε, theorem 3 now yields superexponential lower bounds on ε/2-covering numbers for the set of operators that differ fromÔ only in terms of thē ω i -eigenvectors. As Ô −Ô ≤ ε/2, it follows that ε-covering numbers for G ω also grow superexponentially in L.
VI. DISCUSSION
Theorem 4 accounts for all typical classes of observables: (a) projection operators as, for example, occurring in Pauli measurements, (b) observables that act in a finite-size subspace like single-site observablesÔ i or twosite operatorsÔ iÔj for two-point correlation functions, (c) extensive observables like energy etc. As a matter of fact, observablesÔ with a polynomial spectral width w(Ô), usually obey the preconditions of theorem 4: Due to the exponential growth of the Hilbert space with L, the density of eigenstates for such observables generally grows exponentially in the bulk of the spectrum and, hence, pointsω 1 andω 2 with the required properties generally exist.
Hence, dynamical measurement schemes for observables that are not directly accessible, i.e., a controlled time evolution and subsequent measurement of directly accessible observables, are in general inefficient. For a predefined accuracy, generally, the required evolution time increases exponentially with the system size. So it is a question of clever design to allow for the measurement of observables of interest through efficient dynamical schemes. 
Here, we have employed the invariance of the norm under unitary transformations, the fundamental theorem of calculus, and the triangle inequality. Theorem 2 and lemma 2 address HamiltoniansĤ(t) = K i=1ĥ i (t) with K norm-bounded termsĥ i (t). Let |h| := 1 max i sup q≤s≤t ĥ i (s) , and for every term h i and all times s, r ∈ [q, t], let commutators [ĥ i (s),ĥ j (r)] be nonzero for at most z termsĥ j . Then,
Applying Eq. (A1) and the triangle inequality iteratively, we obtain
Finally, for an evolution from time t = 0 to time T , the time window can be split into N t steps of size ∆t = T /N t . Applying the triangle inequality and Eq. (A2) for each time stepÛ A subset Q ⊂ M is called an ε-packing if d(x, y) > ε ∀ x = y ∈ Q. Then ε/2-balls around the elements of Q are all disjoint. The cardinalityN (M, d, ε) of the largest ε-packing is called the ε-packing number of (M, d).
Covering and packing numbers obey the well-known inequalities [48] 
Suppose there exists an ε-covering Q with cardinality N and a 2ε-packing Q with cardinalityN > N for (M, d).
Then, there must exist (at least) two elements y 1 , y 2 ∈ Q that are both contained in the ε-ball around some x ∈ Q. Consequently, their distance d(y 1 , y 2 ) cannot be larger than 2ε. This contradiction proves the left inequality in Eq. (B1). If Q is a maximal ε-packing for (M, d), we cannot find a point in M with distance larger than ε from all points in Q. Hence, Q is also an ε-covering, which proves the right inequality in Eq. (B1). This also shows the existence of ε-nets, which are simultaneously ε-coverings and ε-packings.
Appendix C: Proof of lemma 5 -Two metric spaces Lemma 5 uses covering numbers for a metric space (M 1 , d 1 ) to bound covering numbers for a second metric space (M 2 , d 2 ). The precondition is that there exists a bi-Lipschitz function f with f (M 1 ) = M 2 and
, where x and z have been chosen such that f (x) = x and f (z) = z . So, f (Q) is an ε-covering of (M 2 , d 2 ) and
Here
for the covering numbers.
Appendix D: Proof of lemma 1 -Covering U (n)
Lemma 1 bounds covering numbers for U (n), the group of unitary n × n matrices. It can be proven in two steps. Any unitary can be obtained by exponentiating an element of its Lie algebra u(n). Actually, a ball of radius π in u(n) is sufficient. Then, bounds on covering numbers for this ball in u(n) and Lipschitz constants for the exponential map in conjunction with lemma 5 allow us to prove lemma 1.
First, note that ε-covering numbers for balls of radius
This standard result follows from a comparison of volumes. Let Q ⊂ B R be an ε-packing for B R . As balls of radius ε/2 around the points in Q are disjoint and fully contained in the ball B R+ε/2 , the upper bound in Eq. (D1) follows by comparing the corresponding volumes,
For the lower bound in Eq. (D1), consider an ε-covering Q of B R . Then B R is fully contained in the union of ε-balls around points in Q, B R ⊂ Q + B ε . Hence,
Secondly, note that U (n) is obtained by exponentiation of skew-Hermitian matrices J with operator norm J ≤ π, i.e.,
This is so, because unitary matrices U ∈ U (n) are normal with eigenvalues e iλ k of amplitude 1. Hence, U = V † diag(e iλ1 , . . . , e iλn )V with unitary V and U = exp(J) with J = V † diag(iλ 1 , . . . , iλ n )V ∈ u(n). Now, as we can choose |λ k | ≤ π such that J ≤ π, Eq. (D2) follows.
We want to apply lemma 5 to obtain covering numbers for U (n) based on covering numbers for B π (u(n)). To this purpose, we need Lipschitz constants for the exponentiation of skew-Hermitian matrices. We claim that for X, Y ∈ u(n),
where the left inequality is valid for X , Y ≤ r. The upper bound in Eq. (D3) follows by writing e X − e Y as a telescope sum Assuming X , Y ≤ r, the lower bound in Eq. (D3) can be derived by Taylor expansion
and using that
With Eqs. (D1)-(D3) the preconditions of lemma 5 are fulfilled for M 1 = B π (u(n)) and M 2 = U (n), d 1 and d 2 being the operator-norm distance, and f (X) = e X . The upper bound in Eq. (D3) gives K = 1 and, choosing r = 2/5, the lower bound gives 2 − e r > 1/2 =: k. As u(n) corresponds to an n 2 -dimensional real vector space, D = n 2 and R = π when we apply Eq. (D1) for B π (u(n)). Lemma 5 then yields π 4ε
The left inequality requires ε ≤ kr/2 = 1/10. Assuming the same constraint for the right-hand side, we have 1 + 2π/ε ≤ 7/ε and, thus, lemma 1.
Appendix E: Proof of lemma 3 -Covering direct products Lemma 3 uses covering numbers for two metric spaces
Let Q 1 and Q 2 be ε-coverings for (M 1 , d 1 ) and
Now, let Q 1 and Q 2 be 2ε-packings for
Appendix F: Proof of lemma 4 -Covering quotient groups
Let G be a group with an invariant metric d and a compact subgroup H. We refer to elements of the quo-
is a valid metric on G/H. Lemma 4 uses covering numbers for (G, d) and (H, d) to bound covering numbers for (G/H, d ). In the following, we will consider different subsets A of G/H. Choosing for every element of such a subset A an arbitrary representative a ∈ G and denoting the set of these representatives A r , one has A = {[a] | a ∈ A r } with equal cardinalities |A r | = |A|. Let A and B be ε-coverings for (G/H, d ) and (H, d), respectively. We will find that Q := {ab | a ∈ A r , b ∈ B} then is a 2ε-covering of (G, d).
is minimized (≤ ε). Now, there exists an element b ∈ B with d(b, h) ≤ ε and with the triangle inequality it follows that
and thus
Let A and B be ε-packings for (G/H, d ) and (H, d), respectively. We will find that Q := {ab | a ∈ A r , b ∈ B} then is an ε-packing for (G, d). 
Appendix G: Quotient metric and operator-norm distance on Grassmannians
The Grassmannian G n,m ∼ = U (m)/U (n, m) is the space of n-dimensional subspaces of an m-dimensional Hilbert space. The quotient metric on G n,m , induced by the operator-norm distance on the involved unitary groups, is [cf. Eq. (10)] d (H 1 , H 2 ) = inf{ 1 −V |V ∈ U (m) with H 2 =V H 1 } (G1) for all H 1 , H 2 ∈ G n,m . We can identify each element of G n,m with the rank-n projection onto that subspace. In particular, letP andQ be the projection operators onto some subspaces H 1 , H 2 ∈ G n,m . In the main text, we used lemma 5 to bound covering numbers for (G n,m , · ), with · denoting the operator-norm distance for the projection operators, using covering numbers for (G n,m , d ). This makes it necessary to derive Lipschitz constants for P −Q . In the following, we will see that
For the upper bound, letV be an optimal unitary in Eq. (G1). Then
as the operator norm is non-increasing under projections.
To derive the lower bound in Eq. (G2), we can employ a trick developed in the context of perturbation theory [62] . LetP andQ project onto n-dimensional subspaces H 1 and H 2 , respectively, with P −Q ≤ 1/ √ 2. The operatorR := (P −Q) 2 =P +Q −PQ −QP commutes withP andQ and V := (1 −R) −1/2V withV =QP + (1 −Q)(1 −P ) is a unitary map from H 1 to H 2 [62] . According to Eq. (G1), 1 −V then provides an upper bound on d (H 1 , H 2 ). We can obtain an expression linear in P −Q as follows. P −Q , such that we arrive at the lower bound for P −Q as stated in Eq. (G2)
