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7Résumé
A l'aube des modèles méso-échelles de prévision numérique du temps, il était
important de faire un point sur les paramétrisations de la convection peu profonde.
En effet, à des résolutions permettant un traitement explicite de la convection pro-
fonde, seuls les processus d'échelle inférieure à la maille comme la convection peu
profonde ou la turbulence nécessitent d'être paramétrisés. L'objectif principal de
cette thèse était de développer une nouvelle paramétrisation améliorant le mélange
et la représentation des nuages dans les couches limites convectives.
Nous avons développé ainsi une paramétrisation basée sur le concept EDMF
pour Eddy-Diffusivity/Mass Flux. Cette approche est basée sur une division d'échelle
théorique dans laquelle le terme eddy-diffusivity issu du schéma turbulence représente
la turbulence locale, l'impact des petits tourbillons et le terme en flux de masse l'im-
pact des thermiques. Le schéma en flux de masse représente un thermique idéalisé
qui peut échanger de l'air avec son environnement. Il peut ainsi importer de l'air
environnemental, c'est l'entraînement, ou au contraire perdre de sa masse d'air vers
l'environnement, c'est le détrainement. Nous utilisons deux formulations différentes
pour ces processus selon que l'updraft est nuageux ou pas. Dans la partie sèche
de l'updraft, l'entraînement et le détrainement sont définis comme proportionnel à
la flottabilité et inversement proportionnel à la vitesse verticale dans l'updraft. Ce
formalisme permet à ces échanges de s'adapter en fonction du type de couche limite
ou encore de l'intensité de la convection. Dans le nuage, c'est le formalisme en tri
par flottabilité qui a été choisi. Il est en effet bien adapté pour les échanges entre le
nuage et son environnement.
Les tests dans un modèle uni-colonne ont permis de mettre en valeur l'apport
d'un tel schéma dans la représentation du mélange mais aussi des nuages de couche
limite. Ainsi, nous avons pu montrer que le schéma était un complément idéal d'un
schéma de turbulence (dans notre cas d'ordre 1.5) pour représenter le mélange dans
des couches convectives sèches. Il permet notamment une bonne représentation de
la zone à contre-gradient et corrige un défaut bien connu des paramétrisations en
coefficient d'échange turbulent.
Concernant les nuages de couche limite, la nouvelle paramétrisation de la con-
densation sous-maille a permis d'améliorer la représentation de la fraction nuageuse
des cumulus peu profonds. Celle-ci étant généralement très mal estimée par les
paramétrisations de convection peu profonde. De plus, même si ce schéma n'était
pas prévu pour les stratocumulus, nous avons pu montrer qu'il améliorait sensi-
blement l'entraînement au sommet de la couche limite amenant à une meilleure
représentation de ce type de nuage.
En outre, nous nous sommes attachés à tester la sensibilité de la nouvelle paramétri-
sation que çà soit aux différents paramètres ou coefficients qui la composent qu'à
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la résolution spatio-temporelle. Ceci dans le but de montrer la pertinence et la ro-
bustesse d'un tel schéma pour une utilisation dans un contexte opérationnel. Une
nouvelle méthode permettant de stabiliser le schéma pour des pas de temps rela-
tivement longs a été développée. Elle conduit à une utilisation possible du schéma
dans des modèles de circulation générale ou de climat.
En outre, des résultats 3D pré-opérationnels ont été présentés et ont montré la
nécessité d'un tel schéma pour des modèles à 2.5km de résolution. Il a été ainsi
implémenté dans le nouveau modèle opérationnel de Météo-France.
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L'Homme passera toute sa vie sur la Terre. C'est ici qu'il plantera de quoi se
nourrir, qu'il batîra son habitat. Depuis des millénaires, l'Homme a contemplé le
ciel, les étoiles mais aussi les nuages dont les formes peuvent lui rappeler différentes
choses de son quotidien. Par le développement de la culture et de la sédentarisation,
l'Homme a compris que le "temps qu'il fait" a un très fort impact sur son quotidien.
Même si dans différentes cultures, les phénomènes météorologiques sont ou étaient
associés à des croyances ou à des manifestations divines, certains hommes ont essayé
de comprendre comment fonctionne ce système qu'est l'atmosphère et ont déjà pu
mettre en évidence des phénomènes météorologiques. Cette thèse s'inscrit, modeste-
ment, dans la démarche de ces hommes. Nous essaierons de comprendre une petite
partie du système Terre et plus particulièrement de l'atmosphère.
1.1 La couche limite atmosphèrique ou CLA
1.1.1 Qu'est ce que la CLA?
Nous habitons la première couche de l'atmosphère, directement influencée par
les effets du sol. Cette couche basse de l'atmosphère est appelée couche limite at-
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mosphérique. Les couches supérieures 1 composent l'atmosphère libre, c'est la partie
qui n'est pas directement influencée par les effets de la surface terrestre. La couche
limite est donc une zone de transition entre l'atmosphère libre et la surface de notre
planète. Cette couche est caractérisée par un écoulement fortement turbulent.
Stull [1988] définit la couche limite "comme la part de la troposphère qui est
directement influencée par la présence de la surface terrestre et qui répond aux
forçages imposés par cette surface dans des échelles de temps de l'ordre d'une heure
ou moins". L'épaisseur de cette couche limite peut s'étendre de quelques centaines
de mètres à plusieurs kilomètres.
Plusieurs grandeurs physiques permettent de caractériser la couche limite :
 sa stabilité qui est liée à sa stratification,
 sa hauteur définie comme l'altitude de la zone d'inversion, zone où le gradient
de la température potentielle virtuelle est le plus fort pour les couches limites
convectives. De plus, la valeur de ce gradient sera à l'origine de différentes
dynamiques dans cette zone, notamment en terme d'échange entre la couche
limite et l'atmosphère libre.
 son régime de turbulence (détaillé plus loin)
1.1.2 Les nuages de couche limite
Plusieurs types de nuages sont directement liés aux effets thermodynamiques de
la couche limite :
 Le brouillard et les stratus, créés par refroidissement radiatif ou par advection
d'une masse d'air "chaude" et humide sur une surface plus froide (brouillard
d'advection),
 Les cumulus (Cu) sont des petits nuages d'extension horizontale à peu près
équivalente à leur extension verticale, directement liés à ces structures typiques
des couches convectives appelées thermiques. Nous étudierons ces structures
un peu plus loin. Ils sont parfois qualifiés de nuages de beau temps dans les
moyennes latitudes, ou de cumulus d'alizés dans les basses latitudes.
 Les strato-cumulus qui, à l'inverse des cumulus, ont une extension horizontale
bien plus importante que leur extension verticale et donc un impact sur le
rayonnement, à l'échelle globale, bien plus important.
Cette classification est bien sûr une simplification de la réalité et beaucoup de stades
intermédiaires existent dans la nature. On peut citer l'exemple de la transition entre
un stratus et un brouillard lorsque ce dernier est formé par un affaissement d'un
stratus. Nous nous intéresserons plus particulièrement aux deux derniers types de
nuages qui sont des conséquences directes de la thermodynamique de la couche limite
convective. Les cumulus et les stratocumulus ont cependant des caractéristiques
1. troposphère libre, stratosphère, mésosphère et thermosphère
1.2. Présentation de la thèse 13
distinctes dues en grande partie aux différences qui existent dans les couches limites
dans lesquelles ils se développent.
1.1.3 Pourquoi étudier la couche limite ?
La couche limite est, en premier lieu, la zone où nous habitons, où nous constru-
isons notre vie. Il est donc important de connaître sa dynamique et de pouvoir la
modéliser pour prévoir des phénomènes pouvant avoir un impact direct sur notre
quotidien. Nous pouvons citer l'exemple du brouillard pour les aéroports.
Mais, elle est aussi la zone d'échange entre la surface continentale ou marine et
l'atmosphère libre. La dynamique, en son sein, est une des branches du cycle de l'eau
et du transport d'aérosols ou encore de polluants. En effet, les mouvements de l'air
dans la couche limite permettent notamment le transport de chaleur, d'humidité,
de quantité de mouvement et d'aérosols vers l'atmosphère libre, favorisant sous cer-
taines conditions la formation de nuages. Ces nuages décrits précédemment auront
un impact direct sur le bilan radiatif de la Terre. Ainsi, à travers ces thématiques et
bien d'autres encore, la couche limite est une zone essentielle dans la prévision du
temps et/ou des climats futurs.
Le rapport du groupe d'experts intergouvernemental sur l'évolution climatique
montre qu'une partie non négligeable des incertitudes des simulations du climat
futur vient de la représentation des rétroactions liées à la nébulosité des nuages de
couche limite et de l'impact des aérosols sur celle-ci (IPCC,2007). Arakawa [2004]
explique notamment que les nuages et les processus physiques qui leurs sont associés
influencent fortement le système climatique. La figure 1.1 représente les interactions
et rétroactions entre les nuages et plusieurs processus physiques dans le système
climatique. On peut citer leur impact notamment sur les processus de surface via
les précipitations ou encore sur les processus radiatifs via la réflexion, l'absorption,
l'émission ou la diffusion de rayonnement. Il est donc nécessaire d'étudier, d'observer
et de modéliser au mieux les processus physiques de la couche limite pour améliorer
la représentation de la turbulence et des nuages bas dans la prévision numérique du
temps mais aussi dans la prévision de l'évolution du climat.
1.2 Présentation de la thèse
1.2.1 Les objectifs
Le principal objectif de cette thèse est le développement d'une nouvelle paramétri-
sation de la convection peu profonde et des nuages pour des modèles météorologiques
méso-échelle, de circulation générale ou même de climat. L'idée première de cette
thèse était d'améliorer la représentation de la turbulence et des nuages dans la CLA.
Plusieurs problèmes liés aux paramétrisations existantes de la CLA sont bien connus
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Figure 1.1  Interactions des différents processus dans le système climatique
(adaptée de Arakawa [2004])
et seront identifiés au cours de l'étude. De plus, par le développement de modèle
opérationnel méso-échelle avec des résolutions horizontales approchant le kilomètre
où la convection profonde est résolue, un nouvel effort de paramétrisation de la
convection peu profonde est nécessaire.
1.2.2 La méthodologie
La majeure partie du travail est donc basée sur le développement d'une nou-
velle paramétrisation et sur sa validation. Les travaux développés au cours de cette
thèse s'inscrivent dans le plan scientifique fixé par les groupes de travaux du GCSS
(GEWEX Cloud System Study) et plus particulièrement par le "Boundary Layer
Clouds Working Group". La figure 1.2 représente une version révisée et adaptée de la
figure tirée du GCSS Scientific plan [Browning and collaborators, 1994] présentant
les interactions des différentes communautés scientifiques étudiant les nuages. Ce
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diagramme est étroitement lié à notre méthodologie de travail. Les modèles tridi-
mensionnels nécessitent, pour des résolutions horizontales supérieures à 2km, des
paramétrisations physiques, sorte de petits modèles simplifiés représentant un pro-
cessus physique non résolu à l'échelle du modèle, qui sont dans la plupart des cas
unicolonnes. Les effets radiatifs, la turbulence, la convection, la microphysique ou
encore la chimie ne seront considérés qu'avec les paramètres moyens de la maille
et donc de la colonne pour le mélange turbulent ou convectif. A de plus fines réso-
lutions (< 2km), plusieurs processus sont résolus et la vision unicolonne n'est plus
forcément valide pour tous ces processus. Il devient par exemple nécessaire d'avoir
une paramétrisation tridimensionnelle de la turbulence.
Figure 1.2  Version révisée et adaptée du plan scientifique du GCSS (adaptée
de Browning and collaborators [1994])
Les modèles unicolonnes (SCM pour Single Column Model) sont des mini-laboratoires
d'expérimentation des paramétrisations 1D. Cette colonne est censée être équivalente
à une colonne d'un modèle de circulation générale ou de prévision numérique du
temps (respectivement GCM pour Global Circulation Model et NWP modèle pour
Numerical Weather Prediction). Les modèles haute résolution (CSM pour Cloud
System Model) résolvant totalement le champ nuageux permettent d'étudier, en
détail, les processus physiques résolus à ces fines échelles. Les CRMs (pour Cloud
Resolving Models) permettent de résoudre explicitement (sans paramétrisation) la
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convection profonde et notamment les mouvements verticaux associés (ascendance
et subsidence compensatoire). Les LES (pour Large Eddy Simulations) permettent
quant à elles de résoudre explicitement les mouvements turbulents associés aux ther-
miques, ces larges tourbillons se développant dans les cas de convection peu profonde
ou associés à la dynamique (cisaillement de vent).
Ces simulations sont validées à partir d'observations souvent obtenues au cours
de campagnes de mesure. Elles permettent de compléter les champs d'observations
en amenant notamment de l'information sur la description de processus physiques
à fine échelle et d'avoir la possibilité de déterminer les évolutions spatiales et tem-
porelles des fluctuations des variables thermodynamiques.
Enfin, la figure 1.3 montre le lien entre les LES/CRM, les modèles unicolonnes
(SCM) et les GCM ou les modèles NWP. Les simulations LES vont résoudre com-
plètement le champ de nuage et une grande partie de la dynamique turbulente que
l'on veut modéliser dans les SCM. Les paramétrisations devront donc représenter
l'impact moyen des processus physiques résolus en LES en gardant toujours à l'e-
sprit que le principal but est l'application de ces paramétrisations dans des modèles
à grande échelle tels que les modèles GCM ou NWP.
Le plan de la thèse est le suivant :
 Dans le chapitre 2, je présenterai une description de la CLA et plus partic-
ulièrement de la CLA convective. Je décrirai notamment certaines nuages de
couche limite et les paramétrisations des processus physiques ayant lieu dans la
CLA. Je présenterai plus précisément les paramétrisations au sein du modèle
Méso-NH.
 Dans le chapitre 3, je présenterai une paramétrisation unifiant les processus
de mélange pour les couches limites convectives et des résultats de simula-
tions de couches limites convectives nuageuses ou non et d'un cas de cycle
diurne de stratocumulus marin. Ce chapitre contient de plus des validations
complémentaires de cette paramétrisation.
 Dans le chapitre 4, je présenterai une étude détaillée de la stabilité numérique
du schéma et de sa sensibilité aux différents paramètres.
 Enfin, le chapitre 5 sera consacré à des premiers tests 3D et se focalisera sur
l'apport de ce schéma par rapport à l'existant dans un contexte de modèle
méso-échelle opérationnel.
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Figure 1.3  Lien entre SCM, LES/CRM et GCM/NWP. Le SCM est censé
représenter via des paramétrisations la moyenne horizontale des
champs obtenus à partir des LES ou des CRM. Enfin, le SCM corre-
spond à une colonne d'un modèle de prévision numérique du temps
ou de circulation générale
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Chapitre 2
La couche limite convective : ses
processus physiques et sa
modélisation
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2.1 Les couches limites convectives
La couche limite atmosphérique est directement influencée par les effets de sur-
face et peut avoir une extension et des caractéristiques différentes suivant le type
de surface où elle est située : océan, continent, surfaces planes ou montagneuses.
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Son extension verticale dépendra aussi de sa stratification, de quelques dizaines de
mètres dans des cas très stratifiés à quelques kilomètres quand elle est instable en
régime convectif.
2.1.1 La CLA turbulente
La figure 2.1 représente un écoulement laminaire et un écoulement turbulent en
vue instantanée et en pose. Un écoulement est dit laminaire lorsqu'il est régulier
(qu'il ne présente pas trop de variations spatiales ou temporelles), bien souvent
stationnaire. La viscosité stabilise et régularise les écoulements de façon générale.
Un fluide présentant une viscosité importante s'écoulera de façon laminaire. L'air a
une viscosité très faible, tout champ de vitesse montrant un cisaillement significatif
qui lui sera appliqué aura pour conséquence de déstabiliser le fluide et de rendre son
écoulement turbulent en dehors de tout effet thermique. L'atmosphère toute entière
est donc potentiellement turbulente.
Un écoulement est turbulent si il n'est pas régulier et a des fluctuations très rapi-
des dans le temps et/ou dans l'espace. Il est caractérisé par des mouvements tourbil-
lonnaires comme nous pouvons le voir sur la figure 2.1b en vue instantanée. La figure
2.1c vue en pose nous montre la superposition de tous ces tourbillons. C'est une des
difficultés d'étude de la turbulence car elle est difficilement prévisible, irrégulière et
aléatoire. En cela, elle se distingue ainsi de phénomènes ondulatoires existant aussi
dans l'atmosphère. Par son caractère stochastique (aléatoire), la turbulence néces-
site une description statistique : les fluctuations turbulentes de l'écoulement seront
représentées à partir de leurs moyennes, leurs variances ou encore leurs corrélations.
En 1883, Reynolds a permis de caractériser le régime d'un écoulement en dy-
namique des fluides. Il a ainsi déterminé un nombre sans dimension, dit nombre de
Reynolds, défini comme le rapport des forces d'inertie par les forces visqueuses.
Re =
UL
ν
(2.1)
où U est la vitesse du fluide, L une longueur caractéristique de l'écoulement et ν la
viscosité cinématique du fluide.
Aux faibles valeurs du nombre de Reynolds (inférieures à 2000), les forces de vis-
cosité sont prépondérantes, l'écoulement est laminaire. Aux fortes valeurs du nom-
bre de Reynolds (au-delà d'environ 3000), les forces d'inertie sont si importantes
que (sans stabilisation thermique) l'écoulement devient turbulent. Entre les régimes
laminaire et turbulent, on parle de régime transitoire. Si on prend par exemple, une
CLA convective caractérisée par une hauteur de 1km et soumis à un vent de 10m/s,
la viscosité cinématique de l'air étant ν = 10−5m2/s, Re = 109 la couche est donc
caractérisée par un écoulement turbulent. D'après le nombre de Reynolds, la couche
limite est potentiellement turbulente, cependant le nombre de Reynolds ne prend en
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compte que les effets due à la densité du fluide étudié et au champ de vent auquel
il est soumis. Dans l'atmosphère, les effets thermiques sont très importants partic-
ulièrement dans la couche limite et la turbulence peut-être largement diminuée par
des effets de stratification thermique imposant une stabilité de l'atmosphère. Une
atmosphère stable sera caractérisée par des mouvements turbulents, tourbillonaires
de très petite échelle dus à la stratification de l'atmosphère. C'est aussi le cas vers
la surface où la taille des tourbillons est limité par celle-ci. Une atmosphère instable
sera au contraire soumise à des tourbillons de plus grande échelle.
Il y a donc plusieurs processus qui permettront de rendre faiblement ou fortement
turbulente la CLA. On vient de voir que les effets dynamiques dus au cisaillement
de vent sont une source d'instabilité. Les effets thermiques peuvent, quand à eux,
jouer le rôle inverse ou au contraire accentuer cette déstabilisation. Le nombre de
Reynolds ne permet pas de distinguer les différents régimes de turbulence car il ne
tient pas compte des effets thermiques.
Figure 2.1  Figure représentant les régimes d'un écoulement. Tirée
de http ://www.ac-nancy-metz.fr/enseign/Physique/Tp-
phys/Term/Reynolds/Reynol4.gif
2.1.2 Les différents régimes de turbulence
Pour tenir compte des effets thermiques et notamment de la stratification, Richard-
son introduit un nouveau nombre sans dimension, le nombre de Richardson Rf ,
lequel correspond au rapport de la production thermique de turbulence (source ou
puit de turbulence par les effets thermiques) sur l'opposé de la production dynamique
(source de turbulence par les effets de cisaillement de vent) qui elle est toujours pos-
itive ou nulle. On peut ainsi distinguer différents régimes de turbulence en fonction
des valeurs de Rf :
 Rf = 0, turbulence neutre. La production thermique est nulle, on parle
alors de stratification neutre. La turbulence n'est générée que par des effets
de cisaillement de vent, par exemple, près du sol dans la couche limite dîte de
surface où le vent décroît jusqu'à devenir nul en surface.
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 |Rf | << 1, convection forcée. Le régime est presque neutre, caractérisé par
de très faibles effets thermiques devant la production dynamique.
 Rf > 0, régime stable. La production thermique liée aux forces de flottabilité
est négative et devient un terme puit pour la turbulence. On parle alors de
stratification stable. Ce régime est prépondérant la nuit, si de l'air est advecté
sur une surface plus froide, dans l'amosphère libre, ou encore par les effets
radiatifs. La nuit, on définit cette couche stable comme la couche nocturne
stable.
 Rf < 0, régime instable. La production thermique est positive et la turbu-
lence est à la fois générée par les effets de cisaillement et les effets thermiques.
On peut dégager un cas extrême du régime instable lorsque les Rf → −∞ :
la production dynamique devient négligeable devant la production thermique.
On parle alors de convection libre. Ce régime est particulièrement courant en
journée.
De plus, en régime turbulent, des mouvements tourbillonnants à l'échelle de
l'écoulement moyen sont générateurs de tourbillons à des échelles un peu plus petites
qui eux-mêmes générent des mouvements à des échelles plus petites etc. Ce processus
de cascade d'énergie se termine finalement lorsque les mouvements de très petite
taille sont dissipés sous l'effet de la viscosité moléculaire et permet ainsi la dissipation
de la turbulence.
2.1.3 La CLA convective
C'est ce dernier régime qui nous intéresse particulièrement. En convection libre,
les instabilités thermiques vont être à l'origine de mouvements verticaux guidés
par les forces de flottabilité. Celles-ci correspondent à la différence entre la poussée
d'archimède et les forces de gravité. Pour vulgariser, un air chaud surmonté d'un
air plus froid sera instable et aura tendance à s'élever dans la couche supérieure
générant ainsi de la turbulence. La dynamique typique de ce genre de régime est
dirigée par des flux de chaleur en surface positifs (le flux de chaleur sensible est
positif et le flux de chaleur latent l'est aussi si la surface permet l'évaporation) qui
auront pour conséquence de déstabiliser la couche limite par un apport d'humidité et
surtout de chaleur en basse couche. Ceci est particulièrement vrai en journée lorsque
le rayonnement solaire permet un réchauffement de la surface.
Dans les couches limites convectives, la turbulence n'est pas totalement stochas-
tique mais s'organise sous forme de structures cohérentes. La CLA convective a été
particulièrement observée durant des campagnes de mesures. Il a été mis en évidence
que le régime de convection libre est dirigé en grande partie par des structures d'ex-
tension verticale correspondante à la profondeur de la couche limite : les thermiques
ou plumes. En utilisant des mesures aériennes, Warner and Telford [1963] montrent
la présence d'ascendances fortes durant la convection. Kaimal et al. [1976] montrent,
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en utilisant des données issues d'une tour d'observations et de sondages, que le spec-
tre de la vitesse verticale dans une couche limite convective a un pic caractéristique
autour de la hauteur correspondant à la hauteur de la CLA convective. Plusieurs
autres études basées sur des observations montrent la cohérence de ces structures
[Caughey and Pammer, 1979; Lenschow and Stephens, 1980]. Enfin, Turner [1973] a
montré que les thermiques n'étaient pas des structures épisodiques mais qu'ils sont
au contraire des structures organisées générant un flux régulier. Moeng and Sullivan
[1994] étudient, à l'aide de LES, différents régimes de turbulence caractérisés par des
productions dynamiques et thermiques différentes. Ils montrent ainsi que lorsque les
forces de flottabilité dominent le cisaillement de vent, l'écoulement est caractérisé
par l'apparition de thermiques d'extension verticale comparable à la hauteur de la
couche limite.
Les thermiques sont donc des mouvements ascendants dans un air relativement
subsident [Warner and Telford, 1967]. En utilisant des données issues de LES, Lamb
[1981] explique que l'air des mouvements subsidents est recyclé dans la couche de
surface par les thermiques. Ceci a été confirmé par l'expérience en cuve de Willis and
Deardorff [1978] où ils utilisent des traceurs passifs pour étudier les mouvements.
La fraction d'aire horizontale occupée par de l'air ascendant et flottable décroît
avec l'altitude [Wilczak and Businger, 1983; Mahrt and Paumier, 1984], alors que
la fraction occupée par chaque thermique change relativement peu avec la hauteur
[Warner and Telford, 1967; Moeng and Rotunno, 1990]. Ce qui est expliqué par le
fait que le nombre de thermiques diminue avec l'altitude et que seuls les thermiques
les plus puissants parviendront au niveau de l'inversion.
Dans la couche limite, le mélange local est réalisé par les petits tourbillons
(prépondérant vers le sol comme nous l'avons vu dans la section précédente) et est
superposé au mélange plus grande échelle dit non local réalisé par les thermiques.
Ceci a souvent induit dans le vocabulaire des atmosphériciens de la couche lim-
ite, une distinction entre la convection (le mélange non local) et la turbulence (le
mélange local). La dynamique de la CLA convective sera donc fortement guidée par
les conditions de surface. Sur océan, les flux de surface changeant peu tout au long
de la journée, la hauteur de couche limite a peu de variabilité diurne. Ainsi, la couche
limite convective sur océan sera plutôt influencée par des forçages méso-échelles ou
d'échelle synoptique, par exemple la subsidence anticyclonique. Au contraire, sur
continent, la CLA est fortement influencée par la variabilité diurne de la tempéra-
ture de surface et donc des flux de surface. Sa hauteur est bien plus élevée en journée
que la nuit.
La figure 2.2 tiré de Stull [1988], expose l'évolution de la CLA sur une journée
complète. A partir du lever du soleil, le sol est chauffé par le rayonnement solaire,
les flux de surface (latent et sensible) ainsi générés vont avoir pour conséquence
un réchauffement de la couche de surface et un apport d'humidité en basse couche.
La convection commence à s'initier par un développement de turbulence. La figure
24 2. La couche limite convective : processus et modélisation
Figure 2.2  Evolution schématique de la couche limite sur continent. Trois
couches sont différenciées : la couche mélangée (Mixed Layer) car-
actérisée par une forte turbulence, La couche résiduelle durant la
nuit dans laquelle la turbulence est faible et la couche nocturne sta-
ble caractérisée par une turbulence faible ou nulle(adaptée de Stull
[1988])
2.3 montre les profils de la température potentielle virtuelle moyenne θv dans la
CLA. Celle-ci correspond à une température qui ne tient pas compte des effets de
pression mais qui tient compte de l'eau sous ces différentes phases (elle est définie
plus explicitement dans la section suivante). Au premier ordre, elle permet d'estimer
la stabilité d'une masse d'air. La nuit, la couche proche de la surface est caractérisée
par un air stable thermiquement. Cette couche appelée couche nocturne stable aura
tendance à s'épaissir au cours de la nuit. Elle pourra notamment être témoin du
développement d'un vent relativement fort au-dessus de celle-ci : le jet nocturne.
Celui-ci pourra par cisaillement regénérer de la turbulence.
La couche nocturne stable est surmontée par la couche résiduelle qui est en fait
la couche témoin des effets du mélange réalisé par la turbulence pendant la journée
précédente. Dès le lever du soleil, le rayonnement solaire va avoir pour effet de
créer de la turbulence au niveau de la surface et de commencer à déstabiliser la
couche nocturne stable. La turbulence, qui sera de plus en plus forte au cours de
la journée, tend à mélanger sur la verticale les caractéristiques thermodynamiques
de la CLA et à créer cette couche appelée couche mélangée. Si dans cette couche le
profil de θv est presque adiabatique, la couche de surface se distingue par des profils
superadiabatiques.
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Figure 2.3  Profils idéaux de θv dans la CLA à minuit et midi correspondant à
l'évolution d'une couche limite convective
Enfin, au plus haut de la CLA, existe une couche de transition entre celle-ci et
l'atmosphère libre, la zone d'entraînement. Celle ci est caractérisée par une inversion
de température, un fort gradient stable de θv (θv croit avec l'altitude). Cette couche
va jouer le rôle d'une barrière potentielle pour les thermiques limitant ainsi leur
ascendance. Ceux-ci pourront, dans certains cas, dépasser cette barrière par l'inertie
(l'énergie cinétique) gagnée lors de son ascension : on parle alors de phénomène
d'overshoot. L'air des thermiques peut ainsi se mélanger avec l'air de l'atmosphère
libre.
La zone d'entraînement est le siège de l'entraînement de l'air généralement plus
chaud et sec de l'atmopshère libre vers la CLA, on parle ici d'entraînement sommital.
C'est ce phénomène couplé au chauffage de surface qui pilote le cycle de vie de la
couche limite convective, son épaississement, son réchauffement et son assèchement
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au cours de la journée (ou son humidification si l'atmosphère libre est plus humide).
De plus, cette zone est souvent soumise à des cisaillements de vent contribuant à
la production de turbulence locale. Nous verrons plus tard que les caractéristiques
de cette zone sont particulièrement importantes dans la formation des nuages de
couche limite.
L'entraînement sommital est donc un des processus clés dans les couches limites
convectives. Plusieurs études ont montré que celui-ci était dû à des effets thermiques
couplés au cisaillement de vent existant entre la couche limite et l'atmosphère libre.
Carson and Smith [1974], à l'aide d'un modèle simple de thermique, initient les pre-
mières idées sur le processus d'entraînement au niveau de l'inversion. Ils établissent
une représentation schématique de l'entraînement. Celui-ci serait dû aux thermiques
les plus puissants qui atteignent l'inversion. Le cisaillement de vent aurait pour effet
de renforcer l'entraînement. Sullivan et al. [1998] étudient, à l'aide de LES, l'en-
traînement dans les couches convectives sèches. Ils montrent que la représentation
schématique de Carson and Smith [1974] est valide et que les thermiques jouent un
rôle crucial dans le processus d'entraînement en haut de la couche limite. Les ther-
miques induisent, en effet, un fort mouvement rotationnel sur le côté du thermique
permettant l'inclusion d' une poche d'air de l'atmosphère libre dans la couche limite.
Ces poches d'air seront ensuite mélangées dans la couche limite par les mouvements
turbulents. Ce processus est donc basé sur une conservation de la masse entre la
couche limite et l'atmosphère libre. La masse d'air de la couche limite apportée
par le thermique à l'atmosphère libre sera aussitôt remplacée dans la couche limite
par de l'air provenant de l'atmosphère libre. Ce concept est fondamental dans la
modélisation atmosphérique des couches limites sèches mais aussi nuageuses [Betts
et al., 1993] et a été un point important de développement des modèles ces dernières
années.
2.2 Nuages de couche limite : Description et Dy-
namique
Nous allons dans cette partie faire un état de l'art non exhaustif des connaissances
sur les nuages de couche limite. Nous traiterons ici de la formation des cumulus et
des stratocumulus ainsi que les connaissances sur les processus d'échange de masse
entre l'environnement et le nuage : l'entraînement et le détrainement.
2.2.1 Définition de quelques variables
Avant de rentrer dans la description de la dynamique de ces nuages, il nous
faut définir la température potentielle virtuelle. Nous nous placerons ici dans un
contexte de nuage chaud sans prendre les effets de la glace en compte. Tout d'abord,
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la température potentielle est définie comme la température qu'aurait une parcelle
d'air amenée adiabatiquement (i. e. sans échange de chaleur avec son environnement)
à un niveau de pression de référence (en général 1000hPa). Celle-ci sera conservée lors
de transformations adiabatiques par exemple une élévation sans apport de chaleur
et sans effet de changement de phase. Elle vaut :
θ = T
(
p0
p
) Rd
cpd
(2.2)
T est la température, p0 la pression de réference et p la pression du niveau d'orig-
ine de la particule. Les autres coefficients sont des constantes ou des paramètres
thermodynamiques liés aux fluides étudiés et définis dans l'annexe ??. La tempéra-
ture potentielle virtuelle θv permet quand à elle de prendre en compte l'eau liquide
contenu dans la parcelle d'air. Elle est ainsi particulièrement utilisé pour étudier
la flottabilité des particules humides. En effet, θ ne tient pas compte des effets du
contenu en eau de la parcelle d'air. Dans des conditions thermodynamiques, où la
vapeur d'eau contenue dans la parcelle d'air peut condenser, cette dernière va gag-
ner de l'énergie sous forme de chaleur et sa température sera ainsi modifiée. La
température potentielle virtuelle vaut :
θv = θ
(1 + Rv
Rd
rv)
1 + rt
(2.3)
θv n'est pas non plus conservative, elle est dépendante des changements de phase. rv
et rt correspondent respectivement au rapport du contenu en vapeur d'eau et en eau
liquide par le contenu en air sec. Ils sont appelés rapport de mélange en vapeur d'eau
et en eau total. Un autre rapport de mélange est souvent utilisé, celui en eau liquide
rc. Dans des nuages chauds sans glace, le rapport de mélange en eau total est égal
à la somme du rapport de mélange en eau liquide et en vapeur d'eau, rt = rv + rc.
rt est dit conservatif, sa valeur est conservée pour des transformations adia-
batiques avec changement de phase. Enfin, on peut définir aussi une température
potentielle conservative en cas de changement de phase, c'est la température poten-
tielle liquide :
θl = θ exp
(
Lvrc
CpdT
)
(2.4)
Celle-ci correspond à une mesure de l'enthalpie de la parcelle d'air.
2.2.2 Cumulus peu profonds
Les nuages de couche limite peuvent se créer lorsque la saturation est atteinte
dans des parties de la CLA. Les cumulus sont des nuages qui sont intimement liés
aux thermiques. Les thermiques peuvent, si l'inversion de température (la stabilité
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dans la zone d'entraînement) n'est pas trop forte, être à l'origine d'un apport d'air
relativement humide de la couche limite sèche vers une zone moins humide située au
dessus de l'inversion. Sous certaines conditions, cet air peut être localement saturé
en humidité et impliquer ainsi la condensation de la vapeur d'eau et la formation
de nuages. Le cumulus est un nuage de moyenne extension verticale directement lié
aux effets de surface. C'est donc l'instabilité de l'air dans la couche limite sèche qui
va être une cause possible de l'apparition des cumulus. Ainsi les thermiques seront
les racines de ces nuages, et constitueront le coeur du nuage, zone d'ascendance
relativement peu mélangée.
La figure 2.4 adaptée de Siebesma [1998] représente le modèle conceptuel d'une
couche limite convective basée sur l'ascension d'une parcelle d'air en fonction de sa
stabilité. On peut distinguer plusieurs zones définies avec des caractéristiques dif-
férentes. Dans la couche de surface, le gradient vertical de θv (son taux de croissance
sur l'altitude) est largement négatif (ou instable) ainsi les parcelles d'air près du sol
auront tendance à s'élever par flottabilité. Si on reste dans l'approximation adiaba-
tique, la parcelle va s'élever sans changer ses caractéristiques et pouvoir parcourir
toute la couche mélangée. Ensuite au niveau de la première inversion (zone où le gra-
dient de θv est positif), la parcelle d'air gardant ces caractéristiques va être stable par
rapport à son environnement. Cette zone est une barrière potentielle, l'énergie ciné-
tique acquise par la particule lors de son ascension va diminuer dans cette zone par
effet de flottabilité négative. Ainsi, seule l'inertie de la parcelle d'air et les effets de
condensation vont lui permettre de franchir cette barrière potentielle. On comprend
donc ici, que seuls les thermiques les plus forts en terme d'énergie seront capables
de continuer leur ascendance pour former un cumulus. Les parcelles d'air contenues
dans les thermiques peu puissants resteront bloquées dans la couche sous-nuageuse
et seront à nouveau mélangées dans celle-ci par la turbulence locale. Dès que la
parcelle commence à condenser, à partir du niveau de condensation (LCL dans la
suite pour Lifting Condensation Level), son gradient de θv, nul dans la couche sèche
mélangée, devient positif. On peut donc définir la stabilité locale de cette parcelle
en fonction du taux d'accroissement de θv comme :
dθv
dz
>
dθv,p
dz
→ Stable (2.5)
dθv
dz
<
dθv,p
dz
→ Instable (2.6)
où θv correspond à la température virtuelle potentielle moyenne de l'environnement
et θv,p à celle de la parcelle d'air.
Ainsi, à une certaine altitude, le profil adiabatique humide de θv,p va croiser
celui de l'environnement, c'est le niveau de convection libre (LFC pour level of
free convection) la parcelle d'air condensée va pouvoir s'élever ainsi juqu'au niveau
de flottabilité neutre (LNB pour level of neutral buoyancy) où θv = θv,p. Comme
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Figure 2.4  Schéma conceptuel des profils de θv de l'environnement et d'une
parcelle d'air ascendante provenant du sol dans une couche limite
convective surmontée de cumulus (adaptée de Siebesma [1998])
précédemment dans la zone de la barrière potentielle, quelques parcelles d'air ayant
une énergie cinétique suffisante pourront dépasser cette nouvelle inversion. La zone
entre le LFC et le LNB est conditionnellement instable. En effet, seules les parcelles
d'air ayant assez condensées pour être flottables par rapport à leur environnement
continueront leur ascension.
On peut définir l'énergie convective potentielle disponible (CAPE pour convective
available potential energy) comme l'intégrale de la différence entre la température
potentielle virtuelle de la parcelle d'air et celle de l'environnement entre le LFC et
le LNB.
CAPE =
∫ LNB
LFC
g
θ0v
(θvp − θv)dz (2.7)
où θ0v est défini comme une valeur de référence de la température potentielle virtuelle.
θv est la moyenne horizontale et peut-être considérée dans les cas de convection peu
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profonde comme celle de l'environnement.
La CAPE représente donc une formulation intégrée de la stabilité dans la zone
nuageuse. Dans les cas de convection peu profonde, la barrière potentielle ainsi que
la CAPE sont généralement faibles ainsi la formation de cumulus est principalement
due à des perturbations locales causées par les thermiques ayant assez d'énergie pour
franchir la barrière potentielle.
Ce modèle conceptuel basé sur l'ascendance adiabatique d'une parcelle d'air n'est
pas suffisant pour expliquer la formation des cumulus et surtout leur évolution au
cours du temps. En effet, l'ascendance d'une parcelle d'air dans un thermique ou dans
un cumulus n'est pas complètement adiabatique, elle est soumise à des échanges avec
son environnement. L'entraînement correspond à une entrée d'air environnemental
dans le nuage ou dans la parcelle d'air ascendante condensée ou non. Le détraine-
ment correspond à une perte de masse de la parcelle d'air vers l'environnement.
Stommel [1947] montre que le taux d'accroissement de la température dans des
cumulus d'alizés peut être expliqué par le fait que le nuage entraîne de l'air environ-
nemental. Sans utiliser d'observations de ce phénomène, Stommel mettait en exergue
un des processus physiques cruciaux pour le développement des cumulus profonds
et peu profonds, des stratocumulus mais aussi tout simplement du développement
de la couche limite. Une décennie plus tard, Warner [1955] montre que le contenu
en eau nuageuse mesuré dans des cumulus est inférieur à sa valeur adiabatique.
Depuis, d'autres études ont clairement montrés que les nuages sont continûment
dilués par le mélange turbulent entraînant de l'air environnemental. L'entraînement
va donc affecter toutes les caractéristiques du nuage, thermodynamiques (θl, rt, rc),
dynamiques (w) mais aussi géométriques (le sommet du nuage et les côtés). Les
échanges entre le nuage et l'environnement sont donc cruciaux dans la représenta-
tion de la convection peu profonde. Ils ont été fortement étudiés ces dernières années
à partir d'observations ou de simulations LES dans le but de comprendre leurs mé-
canismes mais aussi d'en formaliser une représentation numérique notamment dans
les schémas de convection en flux de masse où l'entraînement et le détrainement
vont être à l'origine des fluctuations du flux de masse M .
Ainsi, plusieurs théories ont été développées autour de ces processus physiques
et plus particulièrement de l'entraînement qui a un impact direct sur les variables
thermodynamiques du nuage. Les deux grandes théories originelles sont :
 le mélange latéral,
 le mélange vertical et l'entraînement au sommet du nuage.
Le mélange latéral est le concept le plus simple, il repose sur le fait que lors de
son ascension, une parcelle d'air va continûment intégrer de l'air environnemental.
Ce concept fait l'hypothèse que l'air entraîné sera homogénéïsé instantanément avec
l'air nuageux. En faisant l'hypothèse d'un état quasi-stable de la parcelle d'air, on
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Figure 2.5  Schéma conceptuel des deux types de mélange entre le nuage et
l'environnement : a) le mélange latéral b) le mélange vertical. Tirée
de Siebesma [1998])
peut montrer que l'évolution au cours de l'ascendance d'une variable conservative
φc de la parcelle d'air nuageuse est définie comme [Siebesma and Cuijpers, 1995] :
∂φc
∂z
= −(φc − φe) (2.8)
où c et e font respectivement référence au nuage et à l'environnement, et où  est le
taux d'entraînement. La figure 2.5a représente le principe du mélange latéral.
Warner [1970] compare ce modèle à des observations et montre que le mélange
latéral et notamment l'équation d'évolution des caractéristiques de la parcelle d'air
ascendante ne permet pas de produire simultanément un contenu d'eau nuageuse
réaliste et une bonne position du sommet du nuage : c'est le paradoxe de Warner.
Ce problème a donc initié le concept que le mélange entre le nuage et l'environnement
était principalement un mélange vertical. Cette idée fut suggérée par Squires [1958].
Dans cette approche le nuage consiste en un updraft peu mélangé qui entraîne de
l'air environnemental à sa base et à son sommet. Ceci implique des downdrafts sur
les bords du nuage. Le mélange vertical est représenté par la figure 2.5b. Ce concept
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est basé notamment sur des observations réalisées sur des cumulus congestus dans le
Colorado et étudiées par Paluch [1979]. Paluch [1979] réalise ainsi des diagrammes
présentés de manière conceptuelle sur la figure 2.6, qui pour une altitude donnée,
représentent qt en fonction de θe où θe est la température potentielle équivalente
définie comme :
θe = θ exp(
Lvrv
CpdT
) (2.9)
La température potentielle équivalente pourrait être remplacée par la tempéra-
ture potentielle liquide θl car toutes les deux sont conservatives lors de changements
de phase.
Figure 2.6  Diagramme de Paluch représentant des doublons de qt et θe (ou
θl). La ligne noire épaisse représente le profil environnemental et
les petites étoiles sont des mesures réalisées dans le nuage. La base
du nuage est représentée par des valeurs fortes de qt et des valeurs
fortes de θe et le sommet du nuage correspond à des valeurs faibles
de qt pour des valeurs fortes de θe. Tiré de Siebesma [1998]
Paluch [1979] montre que les points mesurés dans le nuage sont alignés. Ainsi, il
explique que chaque doublon (rt,θe) correspond au mélange entre deux sources pos-
sibles d'air environnemental correspondant aux deux points extrêmes de la ligne
nuageuse. Ainsi, on s'aperçoit que l'air du nuage semble être un mélange d'air
provenant du haut du nuage et d'air entraîné à la base du nuage. Ce concept a
permis de résoudre le paradoxe de Warner mais laisse de grandes interrogations no-
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tamment sur l'entraînement au sommet du nuage.
Ces types de diagramme dits de Paluch ont été beaucoup utilisés pour l'étude
des sources d'entraînement dans les cumulus et des résultats assez différents ont été
trouvés sur l'origine de l'air entraîné. Blyth et al. [1988] étudient l'origine de l'air
entraîné dans une population de cumulus. La figure 2.7a représente les résultats pour
44 de ces nuages. Elle montre que l'air entraîné dans un cumulus semble provenir
d'un niveau toujours plus élevé que le niveau d'observations d'environ 500m. De
plus, aucun lien entre la source de l'air entraîné et la présence de downdraft n'a été
trouvé. Blyth et al. [1988] ont ainsi mis en place un concept pour l'entraînement
au sommet du nuage basé sur ces résultats. La figure 2.7b représente ce concept.
Le coeur du nuage est considéré comme peu dilué et situé en haut du nuage. Par
son ascension, il entraîne mécaniquement de l'air du dessus du nuage vers la base
du coeur. Ainsi, le coeur laisse derrière lui de l'air moins flottable sous forme d'une
trainée turbulente. Bien que ce concept semble intéressant, il souffre lui aussi de
limites. La plus importante est le fait qu'on considère que l'air non dilué provenant
de la base du nuage est le seul à se mélanger avec l'air environnemental. De plus,
des études ont montré que bien que l'air non dilué soit présent dans les nuages, il
occupe une très faible fraction de ceux-ci.
Cependant, en réinterprétant les résultats obtenus par Paluch [1979], Taylor and
Baker [1991] montrent que la distribution linéaire de rt et θe dans le nuage peut être
expliquée par le concept de mécanisme de tri par flottabilité, buoyancy sorting en
anglais. Ce concept repose sur le fait que toute parcelle se déplace vers son niveau
de flottabilité neutre. Parallèlement, Lin and Arakawa [1997] montrent en utilisant
des diagrammes de Paluch appliqués à une simulation 2D d'un CRM, que la ligne
représentant le nuage se croise avec le sondage environnemental vers le niveau d'ob-
servations. Ils montrent en utilisant des rétrotrajectoires que l'air entraîné provient
de nombreux niveaux placés en dessous du niveau d'observations. Ce qui est en to-
tale opposition avec les travaux de Blyth et al. [1988] et Paluch [1979].
De nouvelles observations ont montré que, dans des nuages actifs, la vitesse ver-
ticale semblait être toujours positive. Une petite couche autour du nuage semble
être caractérisée par des mouvements descendants. Siebesma [1998] conclut que le
mélange latéral n'est pas incompatible avec le mélange au sommet du nuage décrit
par Blyth et al. [1988]. Différentes parcelles ascendantes existent selon le taux d'air
environnemental qu'elles contiennent allant de parcelles très flottables non diluées
à des parcelles ayant une flottabilité neutre. Ceci est clairement en accord avec les
travaux de Taylor and Baker [1991]. Le concept de buoyancy sorting n'est pas en
désaccord avec le paradoxe de Warner puisque les parcelles non-diluées définiront
par leur ascendance le sommet du nuage alors que les parcelles moins flottables sont
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soumises au mélange latéral. Chaque parcelle sera donc amenée à son niveau de
flottabilité neutre puis sera détrainée par évaporation ou turbulence.
Pour conclure, Siebesma and Cuijpers [1995] et Siebesma and Holtslag [1996]
ont montré que le transport vertical de chaleur et d'humidité par un ensemble de
cumulus peu profonds peut-être décrit par le modèle de la parcelle d'air entraî-
nant latéralement. Celui-ci a été particulièrement utilisé dans le développement de
paramétrisations récentes comme nous le verrons dans le chapitre 3. Les travaux
récents de Lin and Arakawa [1997] indiquent que l'entraînement est continu tout
le long de la profondeur du nuage et n'est pas lié à des downdrafts pénétrants.
D'autre part, le concept de buoyancy sorting a permis de prendre en compte, dans
le cadre d'un entraînement latéral, une distribution de parcelles d'air pour définir
l'entraînement et le détrainement dans le nuage. Ce concept, mis en lumière par
Taylor and Baker [1991], bien qu'encore assez contreversé, permet d'introduire des
effets stochastiques dans les paramétrisations de cumulus. Plusieurs variations au-
tour de ce concept ont été développés et il reste encore utilisé actuellement dans de
récentes paramétrisations [Bretherton et al., 2004].
Nous n'en avons pas tout à fait terminé avec les cumulus peu profonds. Bien
Figure 2.7  Figure de gauche : niveau des sources d'entraînement pour un niveau
d'observation donné pour une population de 44 cumulus. Les bar-
res d'erreur représentent l'intervalle des sources possibles cohérent
avec les observations. Figure de droite : schéma conceptuel de l'en-
traînement au sommet du nuage où le thermique est responsable
de l'entraînement en haut du nuage et alors que le coeur du nuage
non dilué continue son ascension laissant derrière lui une trainée
turbulente d'air mélangé. Tirées de Blyth et al. [1988]
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Figure 2.8  Classement des cumulus d'alizés. Tirée de Stull [1988]
que beaucoup d'études se soient portées sur la phase active du cumulus, il peut se
trouver dans d'autres phases d'évolution. Ainsi, Stull [1988] définit trois stades dans
la vie du cumulus qui correspondent à trois états dynamiques différents :
 le cumulus forcé : ce nuage est directement lié aux thermiques. Le thermique
apporte de l'air contenant assez de vapeur d'eau pour être saturé dans la
zone d'overshoot, juste au dessus de l'inversion. Ainsi, la parcelle d'air n'a pas
assez d'énergie pour atteindre le LFC mais peut quand même condenser. Ces
cumulus sont peu profonds et sont ainsi des traceurs des thermiques souvent
utilisés par les amateurs de vol libre.
 le cumulus actif : il est aussi déclenché par des thermiques mais ceux-ci sont
plus puissants et dépassent par inertie la barrière potentielle entre le LCL
et le LFC. Les parcelles d'air nuageux deviennent positivement flottables et
continuent ainsi leur ascension. La durée de vie de ce nuage sera directement
influencée par sa dynamique et ses échanges avec son environnement.
 le cumulus passif : ce nuage n'est plus alimenté par les thermiques. La partie
au-dessus du LFC peut rester flottable et continuer son ascencion, mais le LCL
n'est pas réellement marqué. La partie non flottable du nuage est diffuse et
commence peu à peu à s'évaporer. Le nuage est dans sa fin de vie
La figure 2.8 résume ces trois phases du cumulus et montre ainsi le cycle de vie
de la phase de formation à celle de dissipation. Dans une population de cumulus,
chaque nuage aura son propre cycle de vie. Ainsi, à un instant t, des nuages actifs
cohabiteront avec des nuages forcés et passifs. La nébulosité des cumulus (la couver-
ture nuageuse des cumulus) sera la résultante de la couverture nuageuse des nuages
passifs, forcés et actifs. Le cycle de vie des cumulus est intimement lié à celui des
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thermiques et donc aux flux de surface. Ainsi, sur continent, les cumulus auront
tendance à avoir un cycle de vie diurne alors que sur océan, les cumulus d'alizés
seront plutôt quasi-stationnaires.
2.2.3 Stratocumulus
Le cumulus est un nuage directement lié à la convection au sein de la couche
limite. Un autre nuage ayant une dynamique différente de celle du cumulus peut-
être présent au sein des couches limites turbulentes : le stratocumulus. Le but de
cette partie n'est pas d'étudier en profondeur le stratocumulus mais de comprendre
sa dynamique. Le stratocumulus n'est pas un nuage discret comme le cumulus. Il
se présente plutôt sous forme de nappe ; il a donc une extension horizontale plus
grande que son extension verticale et a donc par ses caractéristiques géométriques
un impact radiatif beaucoup plus fort que celui des cumulus.
Figure 2.9  Profils typiques des variables conservatives θl et rt ainsi que de la
température potentielle virtuelle θv pour une couche limite surmon-
tée de stratocumulus 1) de nuit 2) de jour
Comme pour le cumulus, on peut tracer pour le stratocumulus son profil en
température potentielle virtuelle. Celui-ci est mélangé dans la couche sous-nuageuse
et légèrement stable au dessus (figure 2.9). Mais contrairement au cumulus, son
profil est caractérisé par une inversion très forte (de plusieurs degrés) limitant le
développement vertical du nuage. Si l'humidité contenue dans la seconde moitié
de la couche limite est suffisante pour atteindre la saturation, la formation d'un
stratocumulus est possible. Ce nuage est particulièrement fréquent sur les océans
et est généralement caractérisé par un cycle diurne [Wood et al., 2002]. La figure
?? représente l'évolution de la couche limite surmontée d'un stratocumulus sur une
journée.
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Le stratocumulus est un nuage fortement influencé par les effets radiatifs. En
effet, la nuit, la couche limite est refroidie à son sommet par refroidissement radiatif,
dû à l'émission d'un rayonnement dans l'infra-rouge thermique par le nuage, et est
réchauffée et humidifiée à sa base par les flux de surface [Duynkerke et al., 1995].
La turbulence générée ainsi en surface et au sommet du nuage est suffisante pour
créer des tourbillons sur toute la profondeur de la couche limite. La couche limite
sera donc complétement mélangée. La figure 2.9 montre les profils typiques de θl et
rt pour une couche limite surmontée d'un stratocumulus la nuit et le jour. On voit
que la nuit les profils des variables conservatives sont complètement mélangés. La
température potentielle virtuelle augmente dans la couche nuageuse par les effets de
condensation.
Dans cette situation, le flux de flottabilité est en général positif dans toute la
couche limite avec un maximum au sommet du nuage et est négatif juste au dessus
du nuage, témoin du phénomène d'entraînement au niveau de l'inversion. Les flux de
surface sont généralement faibles devant les flux générés par le refroidissement radi-
atif au sommet du nuage. Celui-ci génère ainsi une convection dirigée du haut vers
le bas. Ces courants descendants sont décrits par Stull [1988] comme des thermiques
résultants d'un phénomène de convection libre et sont présents de nuit comme de
jour initiant l'entraînement d'air chaud et sec dans la couche nuageuse. Lilly [1968]
a initié la mise en évidence de ce phénomène d'entraînement instable à l'aide de
son modèle de couches mélangées. Ceci aura pour effet de générer de la turbulence
et donc dans certains cas de renforcer l'entraînement. Cette rétroaction positive a
été expliquée par Randall [1980] et Deardorff [1980b] et est nommée CTEI pour
Cloud Top Entrainment Instability. Ce processus peut mener dans certains cas à
une élévation de la base du nuage et à un morcellement du stratocumulus voire à la
dissipation totale du nuage.
De jour, la situation est différente, les processus décrits précédemment sont tou-
jours actifs mais l'évolution de la couche limite est influencée par un autre processus :
l'absorption du rayonnement solaire par le nuage. Ce phénomène peut venir com-
penser le refroidissement radiatif au sommet du nuage. Cela diminue la force des
courants descendants et donc la production de turbulence dans le nuage. Ceci peut
amener un découplage entre la couche sous-nuageuse et la couche nuageuse par la
formation d'une couche stable sous le nuage [Nicholls, 1984]. La figure 2.9 montre les
profils des variables conservatives en journée et fait apparaître une inversion stable
de ces profils sous le nuage. Ce découplage est renforcé et dure plus longtemps si
les flux de surface sont relativement faibles, si l'entraînement d'air sec et chaud se
renforce sans pour autant dépasser le CTEI (ce qui provoquerait une disparition
du nuage) et est d'autant plus prononcé si la couche limite est épaisse [Bougeault,
1985]. Le découplage de la couche limite a été particulièrement étudié et différents
critères ont été développés pour diagnostiquer la présence possible de ce processus
dans la couche limite. Sans détailler ces critères souvent basés sur des intégrales du
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flux de flottabilité, nous pouvons citer les études de Turton and Nicholls [1987] ou
Stevens [2000]. La figure ?? représentant le cycle diurne du stratocumulus montre
ce possible découplage durant la journée de la couche sous-nuageuse et de la couche
nuageuse.
Le CTEI est donc une des causes possibles limitant le maintien des stratocumulus
mais ce n'est pas la seule. Bretherton and Wyant [1997] montrent en étudiant une
transition observée de stratocumulus vers cumulus qu'elle n'est pas due au CTEI
mais que ce sont les flux de surface qui, devenant importants devant la turbulence
créée par les effets radiatifs, vont causer le développement d'une couche de cumulus.
Un autre point important dans le maintien du stratocumulus est la subsidence grande
échelle qui permet de maintenir une forte inversion.
Enfin, l'entraînement comme nous l'avons précisé précédemment est un processus
très important pour les cumulus mais aussi pour les stratocumulus. Il est une source
d'instabilité pour ces derniers. Dans les études de Lilly [1968], Randall [1980] ou
Deardorff [1980a], le CTEI est considéré comme une conséquence du mélange turbu-
lent local. Cependant des travaux plus récents [Lewellen and Lewellen, 1998, 2002]
ont émis la possibilité que l'entraînement au sommet du nuage soit la conséquence
de mouvements turbulents d'échelle comparable à la hauteur de la couche limite. Ils
émettent l'hypothèse que les thermiques sont la cause principale de l'entraînement.
Bien d'autres effets pourraient être décrits ici notamment les précipitations ou
les effets de bruine [Stevens et al., 1998; Lenderink and Siebesma, 2004] ou encore
l'impact des aérosols [Sandu et al., 2008] mais nous nous contenterons de cette brève
description des processus principaux pour notre étude.
2.2.4 Variabilité Méso-échelle de la convection peu profonde
Durant les sections précédentes, nous avons décrit la dynamique locale de deux
types de nuages de couche limite que sont les cumulus et les stratocumulus. Néan-
moins, dans la réalité, leur dynamique est superposée à une variabilité méso-échelle.
En effet, la disposition horizontale de ces nuages a été résumée dans les travaux
de Atkinson and Zhang [1996]. Ils montrent qu'on peut différencier trois types de
structures convectives peu profondes méso-échelles :
 les rouleaux,
 les cellules ouvertes,
 les cellules fermées.
L'image satellite 2.10 présente ces trois types de structures méso-échelles.Les
rouleaux ou rues de nuages correspondent à des structures à deux dimensions. Les
autres structures de type cellulaire sont à trois dimensions. On peut distinguer, pour
ces dernières, les cellules ouvertes des cellules fermées [Lenschow and Agee, 1976]. Les
cellules ouvertes sont des genres d'hexagone d'air clair entouré de nuages, souvent
des cumulus, qui se développent sur des couches de surface instables. A l'inverse,
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Figure 2.10  Photo satellite issue de MODIS de la mer de Bering présentant
les différents types de convection peu-profonde méso-échelle : les
rouleaux ou rues de cumulus, les cellules fermées et les cellules
ouvertes.
les cellules fermées correspondent à une zone centrale nuageuse entourée de ciel
clair et se développent sous des conditions plutôt stable ou neutre. Une importante
caractéristique de ces structures sont leurs rapports d'aspect r. Pour les rouleaux, r
correspond à la distance entre deux rouleaux (ou longueur d'onde) divisée par leur
profondeur (hauteur de la couche limite) ; pour les cellules, r correspond au diamètre
de la cellule divisé par sa profondeur. Leurs profondeurs peut varier de 1 à 3km. Les
rouleaux ont un rapport d'aspect allant de 2 à 20 et Les cellules de 5 à 50.
Les rouleaux ou les cellules fermées sont souvent présents lors de phénomènes
de CAO (pour Cold Air Outbreak) mais peuvent aussi être présents sur continent
(notamment les rouleaux). Le phénomène de CAO correspond à un déplacement
d'air froid et sec sur un océan relativement plus chaud. Sur l'image satellitaire 2.10,
les rouleaux se développent relativement près des côtes et semblent se transformer en
cellules ouvertes plus loin des côtes. Les rouleaux sont généralement alignés dans le
sens du vent ou font un angle inférieurà 10◦ avec celui-ci. Bien que les causes de ces
phénomènes ne soient pas exactement connues, ces structures sont courantes sur les
océans. Liu et al. [2004] et Gryschka and Raasch [2005] ont réussi, en utilisant, des
LES à simuler ces structures méso-échelles et notamment le passage des structures à
2 dimensions que sont les rouleaux à des structures 3D que sont les cellules ouvertes.
Il est toutefois encore difficile de comprendre tous les processus et leur interactions
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permettant cette variabilité méso-échelle.
2.3 Modélisation de la CLA
Cette section est consacrée à la description des méthodes de modélisation de la
turbulence et de la convection. Cette description n'a pas la prétention d'être exhaus-
tive car il existe un grand nombre d'approches différentes dans la résolution de ces
équations notamment dans l'expression de la fermeture du système de Reynolds (i. e.
le système d'équations permettant de décrire l'impact de la turbulence sur les champs
moyens(selon Reynolds) obtenus à partir du système de Boussinesq qui est une sim-
plification du sytème d'équations des fluides géophysiques). Nous détaillerons plus
explicitement les schémas utilisés dans le modèle Meso-NH notamment le schéma
de turbulence, de convection et le schéma de condensation sous-maille.
Nous nous contenterons de décrire le schéma de turbulence dans sa version uni-
colonne, version du schéma en lien direct avec le travail effectué durant cette thèse,
et non sa version 3D qui sera utilisée pour effectuer des simulations à fine échelle
notamment les LES. Le système de Boussinesq pourrait être appliqué directement
aux mouvements turbulents si la résolution était assez fine pour résoudre toutes les
échelles turbulentes jusqu'à l'échelle de dissipation (principe des schémas 3D dans
les LES). Mais ce n'est pas le cas pour la plupart des modèles atmosphériques.
Ainsi, les processus d'échelle non résolue (inférieure à la taille de la maille du mod-
èle) doivent donc être traités dans petits modèles simplifiés sous-mailles appelés
paramétrisation qui vont permettre de prendre en compte l'effet statistique moyen
de ces processus dans les équations d'évolution des paramètres moyens.
2.3.1 Les équations gouvernant la turbulence
Le système de Reynolds
La modélisation de la CLA est basée sur la représentation de l'impact des mou-
vements turbulents sur les champs moyens. Pour simplifier les calculs et la mise
en équation des évolutions des paramètres moyens de la CLA, nous décrirons ici
directement le système d'équations de Reynolds en coordonnées cartésiennes, dans
l'approximation de Boussinesq (les variations de la densité ρ sont négligées dans
l'équation de continuité) et l'hypothèse anélastique (filtrage des ondes acoustiques).
Ainsi, les fluctuations de densité sont déterminées par les fluctuations de pression.
Les équations de Reynolds sont obtenues à partir du système de Boussinesq auquel
a été appliqué l'opérateur de moyenne vérifiant les axiomes de Reynolds(1895). Les
valeurs instantanées des variables thermodynamiques ont été divisées en une valeur
moyenne (selon Reynolds) et une perturbation ou fluctuation turbulente, par exem-
ple φ = φ+ φ′ où φ est la valeur moyenne de φ et φ′ sa fluctuation turbulente.
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On obtient ainsi le système décrit entre autres par De Moor [1983] où les effets
radiatifs ne sont pas négligés. Le système est décrit en utilisant les variables conser-
vatives θl et rt. En effet, ceci permet de tenir compte des effets de changement de
phase et de plus ce sont souvent ces variables qui sont transportés dans les schémas
de turbulence.
P
Rd
= ρTv
∂uj
∂xj
= 0
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρref
∂p′
∂xi
+ δ3i
g
θvref
θv − 2ijkΩjuk + ν ∂2ui∂xj∂xj − ∂∂xj u′iu′j
∂θl
∂t
+ uj
∂θl
∂xj
= νθl
∂2θl
∂xj∂xj
+ 1
ρref
Q˙− ∂
∂xj
u′jθl
′
∂rt
∂t
+ uj
∂rt
∂xj
= νrt
∂2rt
∂xj∂xj
− Srt
ρref
− ∂
∂xj
u′jr
′
t
(2.10)
Nous allons décrire dans l'ordre les équations composant ce système dit de
Reynolds :
 La première équation est l'équation d'état des gaz parfaits où Tv est la tem-
pérature virtuelle utilisée pour tenir compte des effets de l'humidité.
 La deuxième équation est dîte de continuité. La divergence du vent moyen
est considérée nulle si on se place dans l'approximation de Boussinesq et l'hy-
pothèse anélastique valide dans la basse atmosphère. L'hypothèse anélastique
considère que l'atmopshère est proche d'un état hydrostatique et adiabatique
de référence. L'indice ref fait référence à cet état. De plus, cette hypothèse per-
met de filtrer les ondes acoustiques et leurs effets (notamment sur les variations
de pression). L'approximation de Boussinesq permet de négliger les variations
de densité ainsi ρ peut-être remplacée par ρref .
 La troisième équation est l'équation de conservation de la quantité de mouve-
ment (2nde loi de Newton) écrite en utilisant les deux hypothèses précédentes.
Le terme de pression a été linéarisé et les variations de densité n'ont pas été
négligées dans le terme de flottabilité. Ainsi, dans l'approximation de Boussi-
nesq et l'hypothèse anélastique, le terme de pression peut s'écrire :
1
ρ
∂p
∂xi
=
1
ρref
∂p′
∂xi
+ δi3g
θ′v
θvref
(2.11)
 La quatrième équation est l'équation de conservation de chaleur (1ère loi de
la thermodynamique) dans l'approximation de Boussinesq.
 La cinquième équation est l'équation de conservation de l'humidité dans l'ap-
proximation de Boussinesq.
42 2. La couche limite convective : processus et modélisation
Dans ce système d'équations, chaque terme représente un processus physique.
Ainsi dans les 3 dernières équations, le premier terme à gauche représente l'évolution
temporelle de la variable, et le deuxième correspond à l'advection de la variable par
le vent moyen. Les termes à droite des équations ne sont pas équivalents pour les 3
équations. Nous allons donc les décrire
L'équation d'évolution des composantes du vent moyen fait intervenir cinq termes
qui représentent, dans l'ordre, les forces des fluctuations de pression, les effets de
flottabilité, les effets de la force de Coriolis, les effets visqueux et enfin les effets
turbulents. Pour les équations d'évolution de la température potentielle liquide et du
contenu en eau totale, le premier terme correspond à la diffusion moléculaire. Dans
l'équation de θl, les deux suivants correspondent, respectivement, à l'apport ou la
perte de chaleur en particulier par le rayonnement. Dans l'équation d'évolution de rT ,
un terme d'apport ou de perte d'eau, correpondant aux effets des processus humides
(changement d'hydrométéores, perte par sédimentation) est ajouté. Le dernier terme
dans ces deux dernières équations correspond aux effets turbulents.
Ces équations dîtes de Reynolds sont les mêmes que les équations du système
de Boussinesq à ceci près qu'elles font intervenir un terme supplémentaire ayant la
forme de la divergence d'un flux turbulent. Les flux u′iu
′
j, u
′
iθ
′
l et u
′
ir
′
t représentent
respectivement le transport des variables u′j, θ
′
l et r
′
t par les fluctuations de vitesse
dues à la turbulence. La divergence de ces flux va être une source ou un puit dans
l'évolution des paramètres moyens de la CLA.
Le problème de fermeture
Le système d'équations de Reynolds n'a pas de solution, il contient trop d'incon-
nues pour le nombre d'équations. Ce système d'équations décrivant les mouvements
turbulents n'est pas fermé. En effet, les flux turbulents ne sont pas décrits par des
équations pronostiques ou diagnostiques. Pour éliminer la non détermination de
ces covariances, il est possible de dériver à nouveau les équations pour obtenir des
équations pronostiques de ces flux turbulents. Malheureusement, cette opération fait
apparaître de nouvelles inconnues qui correspondent à des triples corrélations, par
exemple u′iu
′
ju
′
k. De la même manière si on dérive des équations pronostiques pour
ces moments d'ordre 3, on obtiendra des termes d'ordre 4 toujours inconnus. On
voit apparaître un problème de fermeture de nos équations lié aux caractéristiques
non-linéaires de la turbulence.
Il nous faut donc fermer le système en paramétrant ces flux turbulents à partir
des variables connues. Plusieurs types ou ordres de fermeture existent. Le tableau 2.1
présente les inconnues devant être paramétrées suivant l'ordre de fermeture voulu
pour les équations des variables statistiques liées au vent. On peut noter que plus
l'ordre de fermeture devient élevé plus le nombre d'inconnues est grand.
Par exemple, en fermeture à l'ordre 1, les covariances et variances seront définies
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Table 2.1  Tableau définissant les termes inconnus en fonction de l'ordre de
fermeture (tiré de Stull [1988]
Ordre de fermeture Triangle des corrélations des inconnues
ZERO U
V W
UN u′2
u′v′ u′w′
v′2 w′2
DEUX u′3
u′2v′ u′2w′
u′v′2 u′v′w′ u′w′2
v′3 v′2w′ v′w′2 w′3
à partir des variables pronostiques du modèle :
u′iθ′ = F (ui, θ, qT , ...) (2.12)
Beaucoup de méthodes différentes ont été utilisées pour paramètrer les termes de
fermeture à l'aide d'hypothèses assez différentes. Nous pouvons noter qu'en dépit de
l'ordre de fermeture, il existe deux grandes familles de méthode de fermeture :
 La fermeture locale qui ne tient compte que des valeurs locales des quantités
pronostiques au point où l'on veut déterminer les termes de fermeture
 La fermeture non-locale qui elle peut tenir compte de valeurs intégrées sur
la verticale, moyennées sur plusieurs points, ou d'autres variables ayant une
évolution verticale pour déterminer les termes de fermeture
Sans vouloir exposer tout l'historique de ces paramétrisations et de ces méthodes
de fermeture de manière exhaustive, nous essaierons de balayer une partie de la
bibliographie pour plusieurs méthodes et ordres de fermeture.
2.3.2 Fermeture locale de la turbulence
Fermeture à l'ordre 1 : Méthode des coefficients d'échange turbulent
.
D'après les équations de Reynolds et le tableau 2.1, à l'ordre 1, seuls les flux tur-
bulents ou moments d'ordre 2 sont inconnus. Dans la configuration 1D, les flux w′u′,
w′v′, w′θ′l et w′r
′
t doivent être paramêtrés, les variances n'interviennent pas dans
les équations d'évolution des valeurs moyennes des variables thermodynamiques. La
première approche historique pour paramêtrer ces flux turbulents fut la méthode
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des coefficients d'échange turbulent. Les flux turbulents sont définis comme propor-
tionnels au gradient des quantités moyennes [Boussinesq, 1877].
Pour une quantité φ, le flux turbulent vertical correspondant est alors :
w′φ′ = −Kφ∂φ
∂z
(2.13)
Kφ est connu sous une variété de noms différents, coefficient d'échange turbulent,
viscosité turbulente par analogie de la viscosité avec la diffusion moléculaire, dif-
fusion turbulente, ou encore coefficient d'échange de gradient. K peut prendre des
valeurs différentes pour le vent, la température et l'humidité. Ainsi, si K est positif,
le flux s'écoule dans le sens du gradient.
Fermeture à l'ordre 1.5 : l'équation prognostique de l'énergie cinétique
turbulente
Avant de rentrer dans la description d'autres méthodes de fermeture, nous devons
spécifier qu'il existe plusieurs ordres intermédiaires de fermeture de ces équations.
Ainsi à l'ordre 1.5, seules les équations pronostiques du vent moyen, de la tempéra-
ture potentielle et de l'eau totale ainsi que celles pour les variances de ces variables
sont gardées. Souvent, les équations pour les variances du vent sont remplacées par
une seule équation pronostique faisant intervenir l'énergie cinétique turbulente (TKE
pour Turbulent Kinetic Energy) :
e =
1
2
(u′2 + v′2 + w′2) (2.14)
Son équation pronostique est obtenue à partir d'une combinaison des équations
d'évolution des variances du vent (non détaillée ici). L'équation obtenue est la suiv-
ante :
∂e
∂t
= −ui ∂e
∂xi
− ∂
∂xi
(u′ie′ + u
′
ip
′)− u′iu′j
∂ui
∂xj
+
g
θv ref
w′θ′v − ν
∂u′i
∂xj
∂u′i
∂xj
(2.15)
Chaque terme de cette équation est lié à un processus physique :
 Le premier terme à droite correspond au terme d'advection par le vent moyen
de la TKE.
 Le deuxième terme correspond aux termes de transport de TKE par la turbu-
lence et les fluctuations de pression.
 Le troisième terme correspond à la production dynamique de turbulence par le
cisaillement de vent. Ce terme est toujours positif (ou nul) car le cisaillement
ne peut que créer de la turbulence, c'est un terme source.
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 Le quatrième terme correpond à la production thermique de turbulence par
les effets de flottabilité. Il peut-être positif ou négatif et jouer un rôle de source
ou de puit de turbulence.
 Enfin le cinquième terme correspond au terme de dissipation par les effets
visqueux. Il est toujours positif, c'est donc un terme puit dans l'équation de
la TKE.
L'équation 2.15 fait intervenir de nouvelles inconnues comme le transport de TKE
par la turbulence, u′ie′ ou encore le terme de dissipation. Cependant, connaître la
TKE et les variances de température potentielle et d'humidité nous permet d'avoir
une idée de l'intensité de la turbulence et d'utiliser ces valeurs pour paramètrer
les autres termes de fermeture. Ainsi, comme pour une fermeture à l'ordre 1, les
flux turbulents peuvent être déterminés à partir des coefficients d'échange turbu-
lent paramétrés comme des fonctions de la TKE et/ou des variances d'humidité et
de température potentielle. Nous verrons par la suite que la détermination de la
longueur de mélange de Bougeault and Lacarrère [1989] (BL89 dans la suite) fait
appel à ce concept.
Comme pour les fermetures à l'ordre 1, beaucoup de formulations différentes ont
été développées pour fermer le système d'équations basé sur la TKE pronostique.
Certaines sont basées sur une fermeture utilisant une équation pour la dissipation
de la TKE, d'autres sur une fermeture faisant intervenir la longueur de mélange.
K-gradient : limitation et zone à contre gradient
Nous avons vu, dans le préambule, l'importance qu'il y avait à bien modéliser
le mélange turbulent et les nuages de couche limite. Les schémas de turbulence 1D
d'ordre 1 ou 1.5 nécessitent une paramétrisation des flux turbulents du vent moyen,
de la température potentielle ou encore de l'humidité. Généralement, la méthode
des coefficients d'échange turbulent (2.13) est appliquée.
Différentes paramétrisations de K ont été développées. On peut citer celle de la
longueur de mélange de Prandtl(1925) où K est défini proportionnel à une échelle
caractéristique des mouvements turbulents l.
K = l2|∂u
∂z
| (2.16)
où l est appelée longueur de mélange. Dans l'approche de Prandtl, K varie aussi avec
le cisaillement de vent. Cette paramétrisation a eu beaucoup de succès dû au fait que
la longueur de mélange peut-être définie à partir de considérations physiques comme
celle de BL89 ou Deardorff [1980a] ou de caractéristiques géométriques empiriques
comme celle de Blackadar [1962].
L'approche de Kolmogorov [1942], par analogie avec la théorie de la cinétique
des gaz définit le coefficient d'échange turbulent comme proportionnel au produit de
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la longueur de mélange par la vitesse quadratique moyenne de la turbulence. Ainsi,
on obtient :
K ∝ l(e) 12 (2.17)
Cette formulation est bien sûr applicable dans une fermeture à l'ordre 1.5 où la TKE
est déterminée.
La méthode des coefficients d'échange turbulent (2.13) est cependant limitée. En
effet, Stull [1988] explique que ce type de paramétrisation appelé aussi K-gradient
représente mal le mélange dans la CLA lorsque des grands tourbillons sont présents,
ce qui est le cas dans la CLA convective où les thermiques réalisent une grande part
du mélange vertical.
La paramétrisation des coefficients d'échange doit respecter plusieurs contraintes.
Il est clair tout d'abord que si nous voulons représenter correctement le mélange dans
la couche limite, il faut que K ne soit pas constant sur la verticale. Il est préférable
qu'il dépende de la TKE et/ou des effets de stabilité. Enfin, il faut qu'il soit nul s'il
n'y a pas de TKE et positif par analogie avec la viscosité.
Cette dernière contrainte est forte, elle impose en effet que le flux soit toujours
dans le sens du gradient moyen. Ansi, le flux sera dirigé de l'air chaud vers l'air froid,
de l'air humide vers de l'air plus sec. Cependant, dans la nature il est possible que le
flux soit opposé au gradient, on parle alors de transport à contre gradient [Deardorff,
1966; Schumann, 1987]. C'est le cas dans les CLA convectives. Le transport réalisé
par les thermiques peut, dans un environnement neutre ou légèrement stable, être
opposé au gradient, c'est généralement le cas dans la première partie de la moitié
haute de la couche limite convective appelée zone à contre-gradient.
Pour tenter de résoudre la limitation de la théorie du K-gradient, Deardorff
[1966] étend ce formalisme pour les CLA convectives en ajoutant un terme γ, dit de
contre-gradient. Le flux turbulent vertical d'une variable φ devient ainsi :
w′φ′ = −Kφ(∂φ
∂z
− γ) (2.18)
Deardorff [1966] base sa détermination de γ sur les seuls effets de la flottabilité. Dans
les années qui suivent, beaucoup de développements ont été réalisés autour de ce
terme. Holtslag and Moeng [1991] paramétrisent ce terme en prenant en compte les
effets de la flottabilité mais aussi une paramétrisation des effets de transport. Dans
la continuité de cette étude, Cuijpers and Holtslag [1998] étendent cette formulation
en utilisant une forme intégrale des flux de scalaires basée sur la dissymétrie de la
densité de probabilité de la vitesse verticale.
Fermeture d'ordre élevé : TOMs, FOMs
Plusieurs tentatives ont été testées pour fermer les schémas de turbulence à des
ordres plus élevés. Ainsi, une fermeture à l'ordre 2(3) nécessite de paramètrer les
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moments d'ordre 3(4) (respectivement TOMs et FOMs dans la suite pour Third Or-
der Moments et Fourth Order Moments). Mellor and Yamada [1974] ont développé
un schéma de turbulence fermé à l'ordre 2. Ils étudient les performances du schéma
selon plusieurs degrés d'approximation dans la détermination des termes de ferme-
ture. En se basant sur le précédent modèle qu'ils avaient développé [André et al.,
1976], André et al. [1978] étendent ce modèle jusqu'à l'ordre 3 et paramétrisent les
FOMs. Ils appliquent leur modèle à des CLA convectives.
Depuis une dizaine d'années, par l'accroissement des moyens de calcul, de nou-
velles fermetures d'ordre élevé ont vu le jour dans le but d'unifier les processus
physiques au sein d'un seul et même schéma de turbulence. En effet, nous verrons
par la suite, que beaucoup de modèles représentant la CLA utilisent en complément
d'un schéma de turbulence des paramétrisations annexes pour les CLA convectives.
Canuto et al. [1994] développent ainsi un schéma en fermeture d'ordre 2 où les
TOMs sont définis comme des fonctions des moments d'ordre 2. Lappen and Ran-
dall [2001] utilisent une paramétrisation en flux de masse pour fermer un schéma
d'ordre 3. Nous décrirons plus explicitement dans la suite de cette thèse, les schémas
en flux de masse.
Nous nous attacherons, dans la suite de cette thèse, à décrire les équations de
la turbulence et la paramétrisation des termes de fermeture dans l'hypothèse d'ho-
mogénéité horizontale en ne tenant compte que des dérivées verticales des quantités
moyennes sauf pour les termes de pression. En effet, dans les modèles grande échelle
ou méso-échelle, ayant des résolutions horizontales supérieures à 2.5 kms, la tur-
bulence est supposée ne réaliser que du mélange vertical (ce qui n'est bien sûr pas
vérifié dans des simulations LES). Ainsi, dans les paramétrisations de la turbulence
1D, chaque colonne du modèle n'entre pas en interaction avec les colonnes voisines.
Cette hypothèse est forte et est aussi appliquée pour les schémas radiatifs ou de
convection profonde et peu profonde.
Fermeture d'ordre élévé appliquée aux couches limites convectives
D'autres études sur la fermeture ont été directement liées à la détermination
des moments d'ordre 3 et appliquées aux couches limites convectives. Nous avons
cité précédemment le modèle de André et al. [1978]. Dans leur paramétrisation, Zil-
itinkevich et al. [1999] lient le mélange non-local dû aux thermiques aux moments
d'ordre 3. Moeng and Wyngaard [1989] montrent l'importance de la détermination
des échelles caractéristiques et de la paramétrisation des TOMs dans les modèles
d'ordre 2. Canuto et al. [1994] paramétrisent les TOMs comme des fonctions des
flux turbulents. Tomas and Masson [2006] définissent les moments d'ordre 3 en util-
isant les lois de similarité appliquées à des cas de CLA convectives sèches. Ayotte
et al. [1996] développent une méthode basée sur des cas analytiques de diverses
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CLA convectives pour comparer ces différents types de fermeture. Bien qu'il y ait
des différences dans les résultats obtenus avec ces diverses fermetures notamment en
fonction de la résolution verticale utilisée, ils montrent que toutes ces formulations
échouent dans la représentation de l'entraînement dans la zone d'inversion. Ils in-
sistent sur le fait qu'une paramétrisation de l'entraînement au niveau de l'inversion
pourrait accroître les capacités de ces modèles à représenter correctement l'évolu-
tion de la CLA convective. De plus, la plupart de ces études portent sur des cas de
convection sèche.
2.3.3 Fermeture non locale de la turbulence : Paramétrisa-
tions en flux de masse
Historique et concept des paramétrisations en flux de masse
Parallèlement, une autre approche historique fut développée pour la représen-
tation de la convection nuageuse (Cumulus) souvent profonde. A l'origine, deux
écoles de pensée se différencièrent dans la paramétrisation des cumulus : la première
correspond au modèle dit en ajustement et l'autre au modèle en convergence d'hu-
midité et de chaleur. Arakawa [2004] explique que la première école considère que la
stabilisation est une rétroaction d'un ajustement des profils verticaux des variables
thermodynamiques. Ensuite, la convection est contrôlée par des processus à grande
échelle qui soit déstabilisent ces profils soit déclenchent un ajustement. Les modèles
précurseurs en ajustement sont celui de Charney and Eliassen [1964] ou Manabe
et al. [1965]. Dans l'autre type de paramétrisation, c'est la convergence synoptique
de chaleur et d'humidité qui contrôle la convection et l'énergie fournit par libération
de chaleur latente est considérée comme une rétroaction. Un des modèles précurseurs
en convergence est celui de Ooyama [1964]. Ces modèles simplistes ont permis de
réaliser des simulations numériques des cyclones tropicaux permettant d'obtenir des
résultats convaincants. Cependant, leur utilisation à des situations plus générales
de convection notamment peu profonde ne permirent pas d'obtenir des résultats
acceptables.
Yanai et al. [1973] montrent à partir d'observations l'importance de la cohabi-
tation des cumulus peu profonds avec des nuages profonds (cumulus congestus et
cumulo-nimbus) dans les budgets de chaleur et d'humidité à grande échelle. Betts
[1973] développe un modèle en ajustement pour la convection peu profonde non
précipitante basé sur le transport de chaleur et d'eau liquide par la convection. Ce
modèle définit une paramétrisation en flux de masse pour le nuage couplée à une
paramétrisation assez simpliste de la couche sous le nuage permettant la fermeture
du schéma au niveau de condensation. Arakawa and Schubert [1974] font partie
aussi des précurseurs des représentations en flux de masse où l'idée générale était de
représenter l'impact moyen d'une population de nuages sur l'environnement. Ainsi, à
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partir des travaux réalisés précédemment par Ooyama [1971], Arakawa and Schubert
[1974] décrivent les interactions entre une population de nuage à différents stades de
maturité et leur environnement. Ils développent un modèle permettant de prendre
en compte la subsidence générée par les cumulus (plutôt profonds) dans l'environ-
nement ainsi que son humidification et son refroidissement par le détrainement d'air
nuageux saturé qui s'évapore dans celui-ci. Dans ces conditions, la paramétrisa-
tion de la convection nuageuse se réduit à la détermination des distributions ver-
ticales de flux verticaux de masse par l'ensemble de nuages, du détrainement de
masse nuageuse vers l'environnement et de la détermination des propriétés thermo-
dynamiques de cet air détrainé. De plus dans ce modèle, le taux d'entraînement
permet de distinguer les différentes populations de nuages.
Arakawa and Schubert [1974] posaient ainsi les principaux ingrédients des paramétri-
sations en flux de masse : la fermeture à la base du nuage résultant de modèle
simpliste de la couche sous le nuage, le mélange entre le nuage et l'environnement,
l'entraînement et le détrainement, et le transport des variables thermodynamiques
vu à travers un transport de masse dans le nuage, le flux de masse. Il définit le
flux total de masse d'une population N de cumulus par unité de surface horizontale
comme :
M =
N∑
i
ρσiwi (2.19)
où σi et wi sont respectivement la fraction de couverture nuageuse et la vitesse
verticale du ième nuage. On peut réécrire (2.19) comme
M = ρσwt (2.20)
où σ est la fraction horizontale couverte par tous les nuages σ =
∑
iNσi et wt est
une moyenne pondérée des wi.
wt =
∑N
i wiσi
σ
(2.21)
Ainsi, M peut varier avec la vitesse verticale mais aussi avec la fraction de couverture
nuageuse. Le flux turbulent d'une variable φ associé à ce transport de masse dans
le nuage peut s'écrire [Ooyama, 1971; Betts, 1973] :
ρw′φ′ = M(φc − φ) (2.22)
où φ représente la valeur moyenne horizontale de φ et φc la moyenne horizontale de φ
dans les coeurs des nuages de l'ensemble de cumulus. L'équation 2.22 est le point de
départ du modèle en flux de masse de Tiedtke [1989]. Arakawa and Schubert [1974]
expliquent que la paramétrisation des cumulus diffère de celle de la turbulence pour
les raisons suivantes :
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 La convection nuageuse est purement anisotrope alors que la turbulence est
supposée quasi-isotrope,
 La convection est par nature pénétrative alors que la turbulence est par nature
tri-dimensionnelle et diffusive,
 Les distributions statistiques des propriétés dynamiques et thermodynamiques
de l'air dans une atmosphère nuageuse sont hautement assymétriques. Les
concepts de moyenne et variance généralement appliqués en turbulence sont
donc moins utiles que les concepts de nuage et environnement ou updrafts et
downdrafts(mouvements descendants) dans l'espace physique. Arakawa and
Schubert [1974] fait apparaître ici la distribution à deux niveaux, base des
paramétrisations en flux de masse, définie en anglais comme approche en top-
hat où une parcelle d'air ne peut-être que dans deux états possibles, soit dans
le thermique ou le nuage soit dans l'environnement (subsident ou non).
 Les changements de phase sont cruciaux dans la paramétrisation de la convec-
tion peu profonde.
 Enfin, la fermeture dans les schémas de convection peut-être simplement basée
sur un modèle de nuage.
Dans beaucoup d'études, l'environnement est considéré comme subsident dû au
fait que la distinction entre l'environnement et les updrafts n'est pas claire dans
plusieurs régimes de couche limite notamment pour les cas où la fraction occupée par
les updrafts ou les thermiques est proche de 0.5. La prise en compte des downdrafts
est particulièrement importante en régime de convection profonde où le flux de masse
des downdrafts peut-être équivalent à celui des updrafts [Siebesma and Cuijpers,
1995]. L'équation 2.22 est basée sur l'hypothèse que les structures cohérentes, les
thermiques, sont responsables de la plus grande part du transport turbulent dans
les cas de convection peu profonde. En considérant une séparation en une part
nuageuse active et un environnement passif, Siebesma and Cuijpers [1995] montrent
que l'on peut décomposer, sans approximation, le flux turbulent d'une variable φ en
trois termes :
w′φ′ = σw′φ′
c
+ (1− σ)w′φ′e + σ(1− σ)(wc − we)(φc − φe) (2.23)
où c et e font référence respectivement à la partie active du nuage et à l'environ-
nement passif et σ à la fraction d'espace horizontal occupé par la partie active du
nuage. Le premier terme à droite correspond à la contribution de la turbulence dans
le nuage, le deuxième terme à la turbulence dans l'environnement. Le dernier terme,
enfin, correspond à la turbulence due aux structures cohérentes. Ainsi si on fait l'hy-
pothèse que le mélange de φ est réalisé en grande partie par la turbulence organisée,
les deux premiers termes sont négligeables et on retrouve ainsi l'équation 2.22 en
supposant que la fraction horizontale occupée par les updrafts σ est bien inférieure
à 1. Dans cette étude basée sur des LES, ils montrent aussi que la représentation
top-hat des modèles en flux de masse est particulièrement bien adaptée au transport
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des variables conservatives que sont la température liquide potentielle θl et le con-
tenu en eau totale rt bien que celle-ci sous-estime les flux turbulents. Le transport
des variables non conservatives comme θ ou θv n'est par contre pas bien représenté
par cette approximation. Il est donc nécessaire d'appliquer ce schéma à des variables
conservatives. Une approche similaire est utilisé par [Wang and Stevens, 2000]. Ils
montrent que la représentation top-hat est mieux adaptée pour la représentation des
flux turbulents des variables que pour la représentation des variances de celles-ci.
Initialisation du flux de masse à la base du nuage
Beaucoup de travaux ont été menés pour comprendre les processus permettant
de définir un flux de masse correct à la base du nuage servant de fermeture à ce type
de schéma. LeMone and Pennell [1976] expliquent que les cumulus sont la partie
visible de thermiques saturés qui prennent clairement leurs racines dans la couche
sous le nuage. Ainsi la couche nuageuse et la couche sèche sous le nuage intéragissent
fortement. Ogura and Cho [1974] montrent l'importance de la définition du flux de
masse à la base du nuage et le définissent à partir des variables thermodynamiques
de la couche sous-nuageuse. Ils mettent aussi en avant que la convection profonde
est corrélée à la convergence de masse à grande-échelle alors que les cumulus peu-
profonds ne paraissent eux pas corrélés à celle-ci. Ils expliquent que la couche sous-
nuageuse est la source d'énergie pour le développement des cumulus.
Dans le cadre des paramétrisations en flux de masse, Neggers et al. [2004] évaluent
différentes fermetures à la base du nuage de ce type de schéma pour un cas de cycle
diurne de cumulus peu profonds. Sans être exhaustifs, ils présentent plusieurs types
de fermeture. La première est basée sur des études de budget réalisées à partir
de campagnes de mesure ayant eu lieu principalement dans des régions océaniques
tropicales soumises aux alizés [Holland and Rasmusson, 1973; Ogura and Cho, 1974;
Esbensen, 1991]. Ils montrent ainsi que les tendances en humidité dans la couche
sèche sous le nuage sont négligeables. Ainsi, le flux d'humidité à la base du nuage
est égal au flux d'humidité à la surface plus l'advection latérale au bord de la maille
[Kuo, 1965; Tiedtke, 1989]. En appliquant (2.22) à la base du nuage et en négligeant
les termes d'advection, le flux de masse M cb à la base du nuage est défini comme :
M cb =
(w′q′t)s
(qct − qt)b
(2.24)
où (w′q′t)s est le flux turbulent du contenu eau total qt à la surface. Similairement
on peut appliquer ceci à l'enthalpie h définie comme l'énergie statique humide :
M cb =
(w′h′)s
(hc − h)b
(2.25)
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où h = cpT + gz + Lrv et (w′h′)s = cp(w′θ′) + L(w′r′v). En ajoutant les termes
d'advection grande échelle et de tendances radiatives, on obtient la fermeture en
convergence d'enthalpie. L'enthalpie fut aussi utilisée précédemment comme ferme-
ture par Raymond [1995].
La deuxième fermeture classique est celle en ajustement en CAPE. On redéfinit
la CAPE comme l'énergie potentielle disponible pour la parcelle d'air qui part du
sol jusqu'à sa hauteur maximale d'ascension zi :
CAPE =
∫ zi
0
g
θ0v
(θpv − θv)dz (2.26)
Le principe de l'ajustement en CAPE est exprimé en terme de relaxation :(
∂CAPE
∂τ
)
conv
=
CAPE
τ
(2.27)
où τ correspond à une échelle de temps caractéristique de l'ajustement. C'est le
temps caractéristique de transformation d'énergie potentielle en énergie cinétique
par l'ensemble nuageux. Plusieurs valeurs ont été données à ce paramètre et aucun
consensus n'a pour le moment été trouvé. Arakawa and Schubert [1974] estiment
l'ordre de magnitude τ entre 103s et 104s. Betts [1986] utilise dans son modèle un
temps de relaxation de 7200s. Fritsch and Chappell [1980] développent une formu-
lation liant l'ajustement en CAPE à la circulation induite par l'ensemble nuageux.
Dans cette fermeture, l'ensemble nuageux est estimé comme stable. La CAPE ne
peut être alors modifiée que par des changements de θv. Ainsi les changements de θv
sont supposés dus à l'effet de la subsidence environnementale induite par le transport
de masse dû au cumulus. Dans cette formulation, M cb est défini comme
M cb =
CAPE
τ
(∫ zi
0
mg
θ0v
∂θv
∂z
dz
)−1
(2.28)
où m(z) est le flux de masse normalisé par le flux à la base du nuage. Neggers et al.
[2004] expliquent que plusieurs problèmes sont liés aux approximations utilisées dans
ce genre de fermeture. Tout d'abord, le temps d'ajustement constant n'est pas forcé-
ment réaliste. De plus, ils expliqunte que d'autres processus en plus de la subsidence
environnementale peuvent modifier θv comme le détrainement d'air nuageux vers
l'environnement, l'entraînement d'air chaud et sec en haut du nuage ou encore les
modifications de θv dans la couche sous-nuageuse notamment dans des cas de cycle
diurne de cumulus. Cet ajustement sera notamment utilisé dans la paramétrisation
de Bechtold et al. [2001] où ils définissent deux temps d'ajustement différents selon
le régime de convection nuageuse diagnostiqué (peu profonde ou profonde). L'avan-
tage de ce genre de formulation est qu'elles peuvent initier la convection qui n'est
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pas forcément forcée par la surface, par exemple la nuit, dans des cas de convection
profonde.
Une autre fermeture est basée sur l'échelle de vitesse convective sous-nuageuse.
Elle lie l'activité de transport de masse à la base du nuage à l'énergie cinétique
turbulente (TKE) dans la couche sous-nuageuse. Cette idée est basée sur le fait que
les cumulus (notamment peu profonds) prennent leur racine dans la couche sèche
sous le nuage et sont étroitement liés aux thermiques [LeMone and Pennell, 1976].
A partir de l'équation 2.20 définissant le flux de masse, on peut définir M cb comme
M cb = σ
c
bw
c
b. (2.29)
Il reste donc à définir wcb et σ
c
b respectivement la vitesse verticale à la base du nuage
et la fraction occupée par le coeur du nuage à sa base. Grant [2001] utilise l'échelle
de vitesse verticale de la couche sous nuageuse w∗ = (gzb
θ0v
(w′θ′v)s)
1/3 [Deardorff, 1970]
où zb est la profondeur de la couche sous-nuageuse et (w′θ′v)s est le flux de flottabilité
en surface pour définir M cb . Ainsi :
M cb = 0.03w
∗ (2.30)
Le facteur 0.03 peut-être vu comme une grandeur typique de la fraction du coeur
du nuage à sa base, néanmoins il reste clair que ce coefficient a peu de chance
d'être valable pour tous les types de couches limites et qu'il reste pour le moment
complétement arbitraire. Cette formulation est valable en cas de convection libre.
Néanmoins, dans des cas où le cisaillement de vent n'est pas négligeable, elle peut
faire intervenir l'échelle de vent horizontal u∗.
Neggers et al. [2002] étudient ces trois types de fermeture en comparant des ré-
sultats en SCM à des résultats LES d'un cas de cycle diurne de cumulus continental
sur le site ARM aux Etats-Unis. Ils montrent ainsi que la première fermeture en
convergence d'enthalpie surestime largement le flux de masse à la base du nuage no-
tamment lors de la formation du nuage. La fermeture en CAPE est compromise par
l'utilisation d'un temps d'ajustement constant mais surtout par le fait de ne prendre
dans la CAPE que l'impact de la subsidence compensatoire. Enfin, la fermeture en
w∗ semble donner les meilleurs résultats car elle capture le développement du flux
de masse à la base du nuage au cours de la journée comme diagnostiqué par les
LES. Ils montrent cependant qu'il est préférable d'utiliser une fraction de coeur du
nuage variable. Ils la lient ainsi à la nébulosité partielle diagnostiquée à partir des
travaux de Cuijpers and Bechtold [1995] et montrent que les résultats sont meilleurs
que ceux obtenus avec la formule (??).
Echange de masse entre l'environnement et l'updraft
Nous avons déjà traité dans la section 2.2 des processus d'entraînement et de
détrainement au sein du nuage. Ils sont cruciaux dans les paramétrisations en flux de
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masse car il permettent de définir celui-ci à travers l'équation de continuité suivante :
1
Mc
∂Mc
∂z
= − δ (2.31)
où Mc est le flux de masse dans le nuage,  l'entraînement et δ le détrainement.
Beaucoup de formalismes différents ont été développés pour définir l'entraînement
et le détrainement. Nous en avons présenté quelques uns dans la section 2.2 tout en
décrivant les grands concepts auxquels ils se rattachent. D'autres approches seront
présentées dans l'article inséré dans le chapitre suivant.
2.3.4 Turbulence et Convection dans le modèle Meso-NH
Nous nous attacherons dans cette partie à décrire de manière plus détaillée les
paramétrisations de la turbulence et de la convection peu profonde dans le modèle
Meso-NH [Lafore et al., 1998].
Description du schéma de Turbulence 1D dans le modèle Meso-NH
Le schéma de turbulence utilisé dans Meso-NH est celui de Cuxart et al. [2000]
(CBR dans la suite). Il permet de réaliser des simulations sur tout un panel d'échelle
allant des LES à des simulations méso-échelles. Il est basé sur le modèle de turbulence
3D développé par Redelsperger and Sommeria [1981] (RS81 dans la suite) d'ordre 1.5
en TKE pronostique où les variances de la température potentielle et de l'humidité
ne sont pas pronostiques mais diagnostiquées à partir des quantités moyennes et de la
TKE. Nous ne décrirons ici que la version 1D de ce schéma et nous nous focaliserons
sur les termes de fermeture qui sont les points clés de ce type de schéma.
Sans rentrer dans les détails, l'approche utilisée dans ce schéma est très proche
de celle de RS81. Ainsi, les moments d'ordre deux (variances et flux turbulents)
sont divisés en une partie isotrope et une autre anisotrope. La partie isotrope corre-
spond à l'équation prognostique de la TKE, et la partie anisotrope est stationnarisée
nécessitant des formulations diagnostiques pour les flux et variances.
Dans l'hypothèse d'homogénéité horizontale en configuration 1D, l'équation prog-
nostique de la TKE devient :
∂e
∂t
= − 1
ρref
∂
∂xj
(ρrefwe)− w′u′i
∂ui
∂z
+
g
θv ref
w′θ′v
+
1
ρref
∂
∂xj
(C2mρrefLe
1
2
∂e
∂xj
)− C e
3
2
L
(2.32)
On retrouve les termes apparaissant dans (2.15), respectivement dans l'ordre, le
terme d'advection de TKE, la production par cisaillement, la production thermique,
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la diffusion et la dissipation. Le terme de dissipation est paramétré en utilisant la
relation de Kolmogorov [Kolmogorov, 1942].
Le traitement de la partie anisotrope des flux turbulents donne les formulations
diagnostiques suivantes :
w′θ′l = −
2
3
L
Cs
e
1
2
∂θl
∂z
ϕ, (2.33)
w′r′t = −
2
3
L
Ch
e
1
2
∂rt
∂z
ψ, (2.34)
w′ u′ = − 4
15
L
Cm
e
1
2
∂u
∂z
(2.35)
w′ v′ = − 4
15
L
Cm
e
1
2
∂v
∂z
(2.36)
u′2i =
2
3
e (2.37)
θ′lr
′
t = C2L
2(
∂θl
∂z
∂rt
∂z
)(ϕ+ ψ), (2.38)
θ′2l = C1L
2(
∂θl
∂z
∂θl
∂z
)ϕ, (2.39)
r′2t = C1L
2(
∂rt
∂z
∂rt
∂z
)ψ. (2.40)
Les constantes sont tirées de RS81 et valent :
C2m = 0.2 (2.41)
C = 0.7 (2.42)
Cm = Cs = Ch = 4. (2.43)
C1 =
2
3
Cs
Cθ
(2.44)
C2 =
2
3
Cs
Crθ
(2.45)
Cθ = 1.2 (2.46)
Crθ = 2× Cθ (2.47)
Les paramètres ϕ et ψ correspondent respectivement à l'inverse des nombres de
Prandtl et Schmidt et permettent d'augmenter ou de limiter le mélange turbulent
en fonction de la stabilité. Nous ne détaillerons pas ces paramètres ici mais le lecteur
peut se référer aux travaux de Cuxart et al. [2000] pour plus de détails.
De plus, la production thermique dans l'équation 2.32 est exprimée en fonction
des flux turbulents de θl et rt. Ainsi on obtient :
w′θ′v = Eθw′θ
′
l + Emoistw
′r′t (2.48)
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où Eθ = θvθl et Emoist = 0.61θl. Ces facteurs peuvent avoir des valeurs différentes en
présence de nuage.
Nous pouvons noter que les flux turbulents sont définis en utilisant les coefficients
d'échange turbulent. En effet, dans l'expression de w′θ′l, si on pose Kθ =
2
3
L
Cs
e
1
2ϕ on
obtient à nouveau l'expression (2.13) (en posant φ = θl). Tous ces termes diagnos-
tiques font intervenir L la longueur de mélange. Comme nous l'avons vu précédem-
ment dans l'exemple du modèle conceptuel de Prandtl, il y plusieurs manières pour
calculer cette longueur de mélange. La formulation utilisée ici est la longueur de
mélange BL89.
Celle-ci est basée sur le principe de conservation de l'énergie d'une parcelle d'air.
Dans ce concept, une parcelle d'air à un niveau donné aura comme énergie cinétique
la TKE à ce niveau. La longueur de mélange L est liée aux distances que pourra
parcourir cette parcelle d'air vers le haut et vers le bas avant d'être stoppée par
les effets de la flottabilité (ou, en cas extrême par le sol dans le sens descendant).
Dans un environnement flottable, la parcelle d'air va gagner de l'énergie alors, qu'à
l'inverse, dans un environnement non flottable, elle va en perdre. Ils définissent Lup
(la longueur maximale vers le haut) et Ldown (la longueur maximale vers le bas)
comme : ∫ z+Lup
z
g
θv ref
(θv(z)− θv(z′))dz′ = − e(z),∫ z
z−Ldown
g
θv ref
(θv(z
′)− θv(z))dz′ = − e(z) (2.49)
Au final, la longueur de mélange résultante est une moyenne de Lup et Ldown :
L = (0.5(L
− 2
3
down + L
− 2
3
up ))
− 3
2 (2.50)
Cette longueur de mélange a le principal avantage d'être basée sur des postulats
physiques sans utiliser de formules empiriques. De plus, elle correspond à une fer-
meture non locale permettant de prendre en compte la stabilité globale de la couche
limite. Elle a été appliquée sur tout un panel de situations différentes. Cependant,
elle ne fonctionne pas dans les cas d'atmosphère neutre, puisque rien ne peut em-
pêcher la parcelle d'air de continuer monter. La prise en compte d'effet de mélange,
d'entraînement permettrait peut-être d'améliorer son utilisation.
D'autres formalismes de longueur de mélange existent. Cheinet and Teixeira
[2003] proposent deux longueurs de mélange pour l'air sec et nuageux qui dépendent
de la TKE dans chacune des zones (deux équations de TKE prognostique sont
utilisées, une pour la CLA sèche et l'autre pour la partie nuageuse) et d'une échelle
de temps. Dans la continuité des travaux de Louis [1979], Lenderink and Holtslag
[2004] ont développé une formulation non locale de la longueur de mélange basée
sur le nombre de Richardson.
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Le schéma de turbulence présenté ci-dessus sera activé tout au long de cette
étude. Nous reviendrons sur certains aspects au cours de celle-ci.
Description du schéma de Convection nuageuse de Meso-NH : Kain-
Fritsch-Bechtold
Le schéma de convection du modèle Meso-NH est celui Bechtold et al. [2001]
(KFB dans la suite) basé sur les travaux de Kain and Fritsch [1990] (KF90 dans
la suite) initalement développé pour la convection profonde. Bechtold et al. [2001]
ont amélioré et étendu cette paramétrisation pour la représentation de la convection
peu profonde. Nous ne présenterons ici que la partie convection peu profonde, qui
ne tient pas compte des mouvements descendants compensatoires. La description
est adaptée de l'article de Bechtold et al. [2001]
Equations du schéma Dans l'approximation en flux de masse, l'effet d'une pop-
ulation de nuages convectifs sur leur environnement peut être défini [Arakawa and
Schubert, 1974] comme :
∂φ
∂t
∣∣∣∣
conv
=
∂(w′φ′)
∂z
(2.51)
≈ 1
ρA
∂
∂z
[
Mu(φu − φ)) + M˜(φ˜− φ)
]
≈ 1
ρA
∂
∂z
[
Mu(φu − φ)
]
, (2.52)
où φ est une variable conservative, M = ρwA est le flux de masse (kg s−1), w la
vitesse verticale, et A = Au+A˜ correspond à la taille de la maille. La barre sur la vari-
able correspond à la moyenne sur l'ensemble des nuages dans la maille horizontale,
le tilde correspond aux valeurs environnementales, les valeurs pour les mouvements
ascendants (updrafts) sont notés par les indices u. De plus, les échanges de masse
entre l'environnement et les autres composantes du système sont définis comme l'en-
traînement  et le détrainement δ. L'équation d'évolution d'une caractéristique φu
de l'updraft est ainsi :
∂
∂z
(Muφu) = φ− δφ; (2.53)
Description de niveaux typiques du schéma Avant de rentrer dans les détails
du schéma, il est utile de définir quelques niveaux particuliers du modèle qui servi-
ront dans la suite de la discussion. Le schéma de convection s'étend du niveau de
condensation (LCL pour lifting condensation level) d'une parcelle d'air partie d'un
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Figure 2.11  Profiles typiques de température potentielle virtuelle θv dans un
cas de convection. La ligne noire épaisse représente le profil en-
vironnemental, le trait noir fin représente le profil d'un parcelle
d'air ascendante. La zone grisée correspond à la CAPE. Tirée de
Bechtold et al. [2001]
niveau de départ (DPL pour departure pressure level qui correspond en réalité à une
couche de 60hPa dans la couche mélangée) jusqu'au sommet du nuage (CTL pour
cloud top level). Le niveau de convection libre (LFC pour level of free convection)
est défini comme le niveau où une parcelle d'air de l'updraft devient flottable par
rapport à l'environnement. Le niveau d'équilibre en température (ETL pour equi-
librium temperature level) est le niveau où la flottabilité d'une parcelle de l'updraft
redevient nulle. On peut définir ainsi la CAPE comme l'intégrale entre le LFC et
l'ETL de la différence entre la température potentielle virtuelle de l'updraft et celle
de l'environnement.
CAPE =
∫ ETL
LFC
θvu − θvdz (2.54)
Finalement, on peut noter que le DPL n'est pas forcément équivalent au niveau du
sol. La figure 2.11 représente ces différents niveaux, ici le DPL a été fixé au sol.
Fonction de déclenchement du schéma En partant du niveau du sol, une par-
celle d'air est définie à partir d'une couche limite mélangée de 60hPa d'épaisseur
dont les caractéristiques sont sa température potentielle moyenne θ
mix
et son rap-
port de mélange en vapeur d'eau rmixv . Cette parcelle d'air mélangé est déplacée sans
entraînement jusqu'au niveau de condensation. La température au LCL est déter-
minée à partir de l'algorithme proposé par Davies-Jones [1983] et la pression à ce
niveau est définie comme P (LCL) = P00[T (LCL)/θmix]Cpd/Rd , où P00 est la pression
de référence. La parcelle d'air est instable si au LCL :
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θ
mix
v − θv + ∆T/Π > 0, (2.55)
où θv est la température potentielle virtuelle, et où Π = (P/P00)Rd/Cpd est la fonction
d'Exner. Pour la convection peu profonde, l'incrément de température ∆T est sim-
plement égal à 0.2 K. Un test est réalisé pour savoir si la parcelle d'air est capable
de produire un nuage suffisamment épais (500 m pour la convection peu profonde)
en déplaçant la parcelle de la couche mélangée sans modifier sa température po-
tentielle équivalente θe(θ
mix
, rmixv ). Ainsi, l'intersection avec la courbe de saturation
par rapport à l'environnement est cherchée [Raymond, 1995]. Si la parcelle d'air est
stable où si l'épaisseur du nuage diagnostiquée est inférieure à la limite prescrite,
cette procédure est répétée en prenant une autre parcelle d'air provenant d'un autre
niveau de la couche mélangée.
Les mouvements ascendants ou updrafts Les mouvements ascendants sont
considérés comme prenant leur origine à un niveau de départ situé en dessous
du LCL. Ils vont entraîner de l'air environnemental de ce niveau dans la couche
mélangée et continuer ainsi leur ascension sans mélange jusqu'au niveau de conden-
sation. A partir du LCL, les caractéristiques thermodynamiques de l'updraft sont
calculées sous l'hypothèse de la conservation de l'enthalpie hil et du rapport de
mélange total rt(sauf pour les processus de précipitation).
hil = CpmT − Lvrc − Lsri + (1 + rt)gz (2.56)
rt = rv + rc + ri. (2.57)
où la chaleur spécifique de l'air humide est définie comme Cpm = Cpd + rtCpv, g
est la constante de gravité, rv, rc et ri sont respectivement les rapports de mélange
pour la vapeur d'eau, l'eau liquide et la glace non précipitante. L'utilisation de hil
est motivée par le fait qu'elle est linéaire, conservée lors de changements de phase.
Les caractéristiques de l'updraft sont initialisées au LCL avec huil = CpmT (LCL) +
(1 + rmixv )gz(LCL) et r
u
t = r
mix
v . Le flux de masse est initialisé par :
Mu(LCL) = ρwLCL ΠR
2
0 (2.58)
où la vitesse verticale au LCL est définie comme wLCL = 1ms−1 et où le rayon du
nuage R0 est fixé à 50m dans le cas de la convection peu profonde. Cette équation
correspond à la fermeture du schéma.
Les équations utilisées pour calculer l'évolution du flux de masse et des carac-
téristiques de l'updraft lors de l'ascension sont les équations standards de ce type de
représentation dans lesquelles les downdrafts sont négligés et où la fraction d'updraft
sur la maille est considérée comme très inférieure à 1. Ici  et δ ne correspondent
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pas aux taux d'entraînement et détrainement mais sont respectivement le taux d'en-
traînement et de détrainement multiplié par le flux de masse Mu. Le flux de masse
dans l'updraft ainsi que les variables conservatives de l'updraft huil et r
u
t vont changer
en fonction du mélange entre l'environnement et l'updraft. On ne tient pas compte
ici des processus de précipitation d'hydrométéores liquides ou glacés.
∂Mu
∂z
= − δ (2.59)
∂Muhuil
∂z
= hil − δhuil (2.60)
∂Murut
∂z
= rv − δrut . (2.61)
Le système d'équation (2.59)-(2.61) est résolu avec une paramétrisation de la micro-
physique et du mélange.
Microphysique et vitesse verticale Les rapports de mélange des condensats
nuageux et glacés ruc , r
u
i sont déduits de h
u
il et r
u
t à partir d'un ajustement par rapport
à la saturation autorisant une glaciation graduelle du nuage dans un intervalle de
température allant de 248 K à 268 K [Tao et al., 1989].
La vitesse verticale wu est évaluée à partir de l'équation suivante :
∂(wu)2
∂z
=
2g
1 + γ
[
θuv − θv
θv
]
− 2 
Mu
(wu)2, (2.62)
où θv = θ(1 + Rv/Rd rv)/(1 + rt), et γ = 0.5 est le coefficient virtuel de masse
qui prend en compte les perturbations non hydrostatiques de pression [Kuo et al.,
1980]. Le dernier terme sur la droite de (2.62) correspond au terme d'entraînement
qui est un terme puit pour la vitesse verticale. La vitesse verticale est aussi utilisée
pour calculer le sommet du nuage (CTL) qui est défini comme le niveau où (wu)2
s'annule.
Entraînement et détrainement Pour terminer la description du schéma, il ne
reste plus qu'à définir l'entraînement  et le détrainement δ. Après la fermeture du
schéma décrite précédemment, c'est le second point crucial de ce genre de paramétri-
sation, une grande part des performances du schéma dépendront de leurs définitions.
Dans beaucoup de paramétrisations,  et δ sont considérés constants [Tiedtke, 1989;
Gregory and Rowntree, 1990] ou comme des fonctions du rayon du nuage [Simpson
and Wiggert, 1969]. Siebesma and Cuijpers [1995] expliquent, en utilisant des don-
nées LES, que cette dernière formulation n'est pas correcte car elle prend comme hy-
pothèse le fait que tous les nuages, dans l'ensemble de nuages que l'on veut représen-
ter, sont au même stade d'évolution et qu'ils ont ainsi le même rayon. Ils proposent
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une amélioration de cette formulation, basée sur les travaux de Arakawa and Schu-
bert [1974], en utilisant une formule intégrale permettant de définir l'entraînement
à partir d'une distribution de différents nuages.
Pour garder une variabilité de l'entraînement et du détrainement sur la verticale,
Bechtold et al. [2001] définissent ces variables en utilisant le formalisme de KF90
dans lequel un ensemble de parcelles d'air mélangé est généré. Elles sont différenciées
par leur température potentielle virtuelle. Une fonction de densité de probabilité est
ainsi utilisée pour déterminer leur répartition en fonction de leur température poten-
tielle virtuelle. Les parcelles d'air flottable sont supposées suivre l'updraft nuageux,
elles sont donc entraînées alors que les parcelles non flottables sont supposées être
détrainées vers l'environnement.
En définissant, la fraction de masse d'air environnemental menant à une flottabil-
ité nulle de la parcelle d'air mélangé, χc , les taux d'entraînement et de détrainement
sont donnés par (cf Fig. 2.12).
u = ∆Mt
∫ χc
0
χ f(χ)dχ (2.63)
δu = ∆Mt
∫ 1
χc
(1− χ)f(χ)dχ (2.64)
∆Mt = M
ucetr∆z/R0, (2.65)
où ∆Mt avec cetr = 0.2 est le taux total de masse entrant dans la zone de transition
(la zone de mélange) entre l'environnement et l'updraft ; f(χ) est considérée comme
une fonction de distribution gaussienne satisfaisant f(0) = f(1) = 0 (cf KF90).
La fraction de mélange critique χc est déterminée en résolvant une équation où la
différence de température virtuelle entre la zone de mélange updraft-environnement
et l'environnement varie linéairement comme une fonction de la fraction de masse
environnementale dans le mélange χ (cf Fig. 2.12). L'équation au niveau de neutralité
est
θmixv − θv = 0 = θuv − θv −
θuv − θmixv
χ
χc (2.66)
ainsi χc est donnée par
χc =
θuv − θv
θuv − θmixv
χ; χ = 0.1; 0 ≤ χc ≤ 1; (2.67)
Ils utilisent une valeur de 0.1 pour χ qui est supposée être plus petite que la valeur
critique χc. θmixv est alors déterminé comme une fonction de h
mix
il et r
mix
t , où h
mix
il =
χhil + (1− χ)huil et rmixt est défini de manière identique.
Cette paramétrisation contient plusieurs paramètres qui sont difficiles à estimer
d'une manière purement physique. Cependant, les tests réalisés montrent que le
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Figure 2.12  Différences typiques de Température potentielle virtuelle entre le
mélange updraft-environnement et l'environnement en fonction
de la fraction de masse environnementale du mélange updraft-
environnement (tiré de Kain and Fritsch [1990])
schéma est peu sensible à la plupart d'entre eux pour des variations de ces paramètres
dans un intervalle raisonnable. La plus forte sensibilité est liée à la valeur du rayon
du nuage déterminant l'entraînement et le détrainement. Nous pouvons noter aussi
que le transport de moment (des composantes du vent) n'est pas paramétré, ce qui
peut limiter le mélange du vent dans la partie nuageuse.
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3.1 Introduction au concept EDMF
Nous avons décrit dans la première partie diverses paramétrisations développées
pour la représentation de la couche limite. Nous avons montré qu'il y avait un réel
découplage entre les modèles représentant le mélange turbulent et ceux modélisant
la convection nuageuse. Bien que les paramétrisations d'ordre élevé aient permis
d'unifier les différents échelles de mélange au sein d'une seule et même paramétrisa-
tion, elles restent limitées pour le moment à des applications de couches convectives
sèches ou trop complexes pour être implantées en mode opérationnel ou dans un
GCM.
Les paramétrisations en flux de masse ont été principalement appliquées à la con-
vection nuageuse. A l'origine, elles étaient complétées par des modèles de couches
mélangées sous-nuageuses assez simplistes [Arakawa and Schubert, 1974; Betts,
1973]. Cependant, avec le développement des capacités de calcul, beaucoup de mod-
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èles ont été basé pour le traitement du mélange sur un schéma de turbulence relayé
par un schéma de convection pour les cas nuageux. Sauf cas particulier, le schéma
de turbulence réalise le mélange dans la partie sous-nuageuse et le schéma de con-
vection gère la représentation du nuage. C'est le cas dans Meso-Nh où le schéma
de turbulence de Cuxart et al. [2000] est relayé par le schéma de convection de
Bechtold et al. [2001] mais aussi dans la paramétrisation de Bretherton et al. [2004].
La fermeture au niveau du LCL est toujours nécessaire et peut amener suivant les
hypothèses choisies, des problèmes dans le déclenchement du schéma. Comme nous
l'avons présenté précédemment, les performances du schéma de convection nuageuse
sont notamment liées à la fermeture choisie [Neggers et al., 2004] : fermeture en w*,
en CAPE ou en convergence d'humidité.
Les travaux de Siebesma and Cuijpers [1995] ont montré que, en se plaçant dans
l'approximation top-hat et en considérant ainsi une séparation entre partie nuageuse
active et un environnement passif, il est possible de définir le flux turbulent vertical
d'une variable φ comme la somme de trois termes représentant respectivement la
turbulence locale dans le nuage, la turbulence environnementale et la turbulence
organisée due aux thermiques (equation 2.23 dans la section 2.3.3).
Siebesma and Teixeira [2000] et Hourdin et al. [2002] initient une nouvelle ap-
proche dans la représentation de la convection peu profonde. En partant du constat
de Siebesma and Cuijpers [1995], ils élaborent un formalisme permettant de prendre
en compte la turbulence organisée via un schéma en flux de masse partant du sol
et la turbulence locale via une paramétrisation en K-gradient. Ce concept nommé
EDMF pour Eddy-diffusivity/Mass-Flux [Soares et al., 2004] définit le flux turbulent
d'une variable φ comme :
w′φ′ = −K∂φ
∂z
+
Mu
ρ
(φu − φ) (3.1)
où K est le coefficient d'échange turbulent, Mu le flux de masse dans l'updraft, φ
correspond à la valeur moyenne de φ (considérée égale à la valeur dans l'environ-
nement), φu est la valeur de φ dans l'updraft. Cette équation est basée sur une
division d'échelle où le premier terme à gauche correspond au terme de diffusion
turbulente représentant la part du mélange local réalisé par les petits tourbillons.
Le second terme correspond au terme en flux de masse représentant le mélange réal-
isé par les thermiques [Siebesma et al., 2007]. La figure 3.1 résume d'une manière
graphique le concept EDMF.
Nous ne traiterons, dans cette section, que la paramétrisation de la partie en
flux de masse de l'équation 3.1. Notre paramétrisation des thermiques sera couplée
avec le schéma 1D de turbulence de Cuxart et al. [2000] permettant de déterminer
la partie diffusion turbulente de l'équation 3.1.
Les principes énoncés précédemment à la fois dans la description des schémas
en flux de masse et dans la description du schéma de Bechtold et al. [2001] sont
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Figure 3.1  Principe du concept EDMF : les flux turbulents sont calculés à par-
tir de deux termes. Le premier correspond à un terme de diffusion
turbulente représentant l'impact du mélange local réalisé par les pe-
tits tourbillons (flèches rouges), le deuxième est un terme en flux de
masse correspondant au transport vertical réalisé par les thermiques
(partie bleue).
valides ici. Ainsi, l'application pour la convection peu profonde ne nécessite pas la
prise en compte des mouvements descendants. De plus, ce type de schéma est basé
sur le concept de la représentation d'un thermique se mélangeant latéralement avec
l'environnement. L'application du mélange latéral décrit précédemment est considéré
comme valide. Le schéma en flux de masse étant initialisé au niveau du sol et non à
partir du niveau de condensation, l'entraînement et le détrainement dans la partie
sèche ainsi que la fermeture au niveau du sol doivent être définis.
Le principal but de ce chapitre est de présenter une nouvelle paramétrisation
basée sur l'approche EDMF. Depuis plusieurs années, plusieurs paramétrisations
ont été développées autour du concept EDMF. Hourdin et al. [2002] développent
une première version de cette approche en couplant leur modèle du thermique avec
un schéma de turbulence de type Mellor and Yamada [1974]. Ils n'appliquent ce
schéma qu'à des cas de convection non-nuageuse. Le concept EDMF a d'ailleurs
déjà été appliqué dans le modèle Meso-NH par Soares et al. [2004]. Le tableau 3.1
résume les principales caractéristiques et différences de ces divers schémas : SMST04
pour celui de Soares et al. [2004], SST07 pour Siebesma et al. [2007] et RH08 pour
le modèle de thermique de Rio and Hourdin [2008] (suite des travaux de Hourdin
et al. [2002]). Les principales différences se situent notamment dans la définition des
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échanges latéraux entre l'updraft et l'environnement. Ainsi, Soares et al. [2004] et
Siebesma et al. [2007] utilisent approximativement le même schéma, l'entraînement
dans la partie sèche est défini par une loi empirique faisant intervenir l'altitude et la
distance à l'inversion zi. La hauteur de l'inversion est d'ailleurs une caractéristique
difficile à diagnostiquer. Siebesma et al. [2007] réalisent une étude de sensibilité de
leur schéma sur un cas de couche convective sèche. Hourdin et al. [2002] ferment
leur schéma en diagnostiquant le flux de masse au sommet de la couche de surface
superadiabatique (zs) comme l'intégrale de l'entraînement dans cette couche. Au-
dessus, l'entraînement est considéré comme nul et le détrainement est défini pour
obtenir un flux de masse correspondant à un profil donné de fraction horizontale oc-
cupée par les updraft au. Rio and Hourdin [2008] reprennnent ce schéma et ajoutent
à l'entraînement en surface un terme supplémentaire d'entraînement latéral propor-
tionnel au détrainement.
Dans la partie nuageuse, l'entraînement et le détrainement sont définis constants
dans les modèles de Soares et al. [2004] et Rio and Hourdin [2008]. Ces valeurs fixes
ont été déterminées par Siebesma and Holtslag [1996] à partir d'une LES réalisée
sur un cas d'étude typique de cumulus d'alizés. Siebesma and Holtslag [1996] ont
notamment montré que les valeurs d'entraînement et détrainement étaient d'un or-
dre supérieur à celles utilisées dans les modèles en flux de masse opérationnels et
provenant du schéma de Tiedtke [1989].
Concernant la fermeture de ces différents schémas, Soares et al. [2004] et Siebesma
et al. [2007] initialisent la température potentielle liquide et le contenu en eau totale
de l'updraft à partir du formalisme de Troen and Mahrt [1986] comme la valeur
moyenne de la variable au sens de Reynolds plus un excès proportionnel au rapport
du flux de surface sur la racine de la TKE.
Les principales motivations à développer un nouveau schéma à partir du concept
EDMF sont les suivant :
 améliorer la représentation des caractéristiques nuageuses : contenu en eau
nuageuse et fraction nuageuse ;
 permettre des variations verticales de la fraction horizontale occupée par les
updrafts considérée constante dans les schémas présentés précédemment ;
 améliorer le mélange dans la couche limite convective, notamment dans la zone
à contre-gradient où la diffusion turbulente n'est pas suffisante [Stull, 1988] ;
 garder l'approche de Kain and Fritsch [1990] permettant une variation verticale
de l'entraînement et du détrainement dans la partie nuageuse ;
 avoir un entraînement et un détrainement secs adaptatifs dépendant des forces
de flottabilité (et ainsi du type de couche limite) et limitant le flux de masse
convectif si les conditions ne sont pas favorables au développement de la con-
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Table 3.1  Principales caractéristiques des schémas pré-éxistants basés sur l'ap-
proche EDMF. SMST04 est celui de Soares et al. [2004], SST07 pour
le schéma de Siebesma et al. [2007] et RH08 pour le modèle de ther-
mique Rio and Hourdin [2008]. Les point cruciaux sont la définition
du mélange entre l'updraft et l'environnement et la fermeture de la
paramétrisation
SMST04 SST07 RH08
Equations partie sèche wu wu wu,Mu
Equations partie humide wu,Mu wu,Mu
Fermeture LCL :ac Sol :σw Sol : wu = 0,au
Sol :wu zs : Mu =
∑
k ek
Fraction horizontale des updrafts variable au profile
Fraction horizontale des nuages constant
Entrainement sec  = c(
1
z +
1
zi−z )  = c(
1
z +
1
zi−z ) e(z) = a(z) + βd(z)
Détrainement humide d(z) = ∂∂z (
ρwu
√
λz
rzt
)
Entrainement humide constant constant
Détrainement humide constant constant
Transport de moment ED\MF
vection ;
 améliorer le mélange du vent dans la couche limite.
3.2 Article : A Parameterization of Dry Thermals
and Shallow Cumuli for Mesoscale Numerical
Weather Prediction
Cet article présente la nouvelle paramétrisation et plusieurs sumulations réalisées
sur des cas d'étude tirés de campagne de mesure. Ces cas sont assez diversifiés. En
effet, la paramétrisation sera testée sur un cas de convection sèche, un cas de cycle
diurne de cumulus peu profonds et un cas de cycle diurne d'une couche limité sur-
montée de stratocumulus. Cet article a été accepté à Boundary Layer Meteorology.
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Abstract For numerical weather prediction models and models resolving deep convection,
shallow convective ascents are subgrid processes that are not parameterized by classical local
turbulent schemes. The mass flux formulation of convective mixing is now largely accepted
as an efficient approach for parameterizing the contribution of larger plumes in convec-
tive dry and cloudy boundary layers. We propose a new formulation of the EDMF scheme
(for Eddy Diffusivity\Mass Flux) based on a single updraft that improves the representa-
tion of dry thermals and shallow convective clouds and conserves a correct representation
of stratocumulus in mesoscale models. The definition of entrainment and detrainment in
the dry part of the updraft is original, and is specified as proportional to the ratio of buoy-
ancy to vertical velocity. In the cloudy part of the updraft, the classical buoyancy sorting
approach is chosen. The main closure of the scheme is based on the mass flux near the
surface, which is proportional to the sub-cloud layer convective velocity scale w∗. The link
with the prognostic grid-scale cloud content and cloud cover and the projection on the non-
conservative variables is processed by the cloud scheme. The validation of this new for-
mulation using large-eddy simulations focused on showing the robustness of the scheme to
represent three different boundary layer regimes. For dry convective cases, this parameteri-
zation enables a correct representation of the countergradient zone where the mass flux part
represents the top entrainment (IHOP case). It can also handle the diurnal cycle of boundary-
layer cumulus clouds (EUROCS\ARM) and conserve a realistic evolution of stratocumulus
(EUROCS\FIRE).
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1 Introduction
The parameterization of shallow convection and more generally the mixing in the
boundary layer is an important issue in atmospheric numerical models. Moreover, shallow
clouds play an important role in the energy budget of the atmosphere through their impact
on the incoming shortwave radiation. At the 2-km resolution, typical of current numerical
weather prediction (NWP) models, deep convection is resolved but dry and cloudy shallow
convection and turbulence must still be parameterized. Therefore, improving the represen-
tation of physical processes (turbulent local transport, thermals and shallow clouds) in the
planetary boundary layer (PBL) is still an important issue in NWP. In particular, the rep-
resentation of subgrid vertical fluxes, cloud fraction and cloud water needs to be improved
(Teixeira et al. 2008).
In a dry or cloudy convective boundary layer (CBL), the evolution of a variable φ is
strongly influenced by vertical turbulent transport. Therefore, a good estimation of the
second-order moment w′φ′ is needed to determine the trend of φ correctly.
Eddy diffusivity or K-theory was the first approach used to parameterize the vertical mix-
ing in the PBL, where the turbulent flux is expressed as a function of the vertical gradient
of the mean variable. Nevertheless, this formulation fails to represent the upper part of a dry
CBL where the turbulent heat transport is opposed to the mean potential temperature (θ )
gradient (Deardorff 1966; Schumann 1987). A solution was developed to represent the non-
local effect of the large eddies by adding a countergradient term to the K-theory (Deardorff
1966; Holtslag and Moeng 1991; Cuijpers and Holtslag 1998; Tomas and Masson 2006).
Another historical approach is “mass flux” parameterization, first introduced in studies of
cumulus convection (Ooyama 1971; Betts 1973; Yanai et al. 1973; Arakawa and Schubert
1974; Tiedtke 1989; Bechtold et al. 2001). This formulation describes the vertical ascent
of convective structures, where a top-hat distribution is used to divide the grid cell into an
updraft zone and its surrounding environment (Arakawa and Schubert 1974).
Siebesma and Teixeira (2000) and Hourdin et al. (2002) have developed a new param-
eterization that combines eddy-diffusivity and mass flux approaches in a consistent way.
Organized strong updrafts are parameterized by the mass flux part while the remaining tur-
bulence is parameterized using K-theory. This parameterization, named EDMF (Eddy Dif-
fusivity\Mass Flux), was developed to model cloudy shallow convection and dry convection
in a unified way. In the EDMF framework, the turbulent flux of a conservative variable φ is
defined as:
w′φ′ = −K ∂φ
∂z
+ Mu
ρ
(φu − φ), (1)
where ρ is the density, K is the turbulent diffusivity, Mu is the convective mass flux Mu =
ρauwu (au is the updraft fraction area and wu is the vertical velocity in the updraft), φ is the
mean value and φu is the updraft value of the variable φ.
In this formulation, it is assumed that the size of the updraft area is very small compared
to the grid size (au  1), so the environmental values are considered equal to the mean val-
ues. The effect of downdrafts is neglected as this parameterization is used only for shallow
convection. Siebesma and Cuijpers (1995) and Wang and Stevens (2000) have shown that
the mass flux contribution in Eq. 1 can represent 80–90% of the total flux of conservative
variables (conservative without precipitation): the liquid potential temperature (θl ) and the
total mixing ratio (rt ). The eddy-diffusivity term represents the remaining fluctuations due to
non-organized local turbulence. The EDMF concept is well suited to modelling boundary-
layer physical processes leading to shallow convection and shallow cloud formation.
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Table 1 Main characteristics of the previous EDMF schemes
SMST04 SST07 RH08
Dry portion equations wu wu wu , Mu
Cloudy portion equations wu , Mu wu , Mu
Closure LCL:ac Grd:σw Grd: wu = 0, au
Grd:wu zs : Mu = ∑k Es (k)
Updraft fractional area Constant au Profile
Cloud fractional area Variable
Dry entrainment  = c
(
1
z + 1zi −z
)
 = c
(
1
z + 1zi −z
)
E(z) = Es (z) + βD(z)
Dry detrainment D(z) = ∂
∂z
(
ρwu
√
λz
r zt
)
Cloudy entrainment Constant Constant
Cloudy detrainment Constant Constant
Momentum transport ED\MF
SMST04 stands for Soares et al. (2004), SST07 for Siebesma et al. (2007) and RH08 for Rio and Hourdin
(2008). Crucial points are definitions of entrainment and detrainment and the closure of the scheme. Grd is
for ground and LCL for lifting condensation level
The main purpose of our article is to present a new set of parameterizations based on
the EDMF concept. The EDMF approach has been implemented in various versions: a first
version was implemented by Soares et al. (2004) (SMST04) in the research model Meso-NH
some years ago. Meanwhile, other parameterizations based on the same concept have been
developed (SST07 for Siebesma et al. (2007) and RH08 for Rio and Hourdin (2008)). Their
characteristics are summarized in Table 1. First, in the dry portion of the CBL, Soares et al.
(2004) and Siebesma et al. (2007) diagnosed the mass flux from the vertical velocity wu .
Assuming a constant updraft fraction, they only needed a definition for the dry entrainment,
and used an empirical definition for entrainment based on De Roode et al. (2000). Hourdin
et al. (2002) diagnosed the mass flux at the top of the surface layer (zs) as the sum of the
entrainment in this layer. Above, entrainment vanishes and only the detrainment is defined
to obtain a given profile of the updraft fractional area (au). Rio and Hourdin (2008) modified
this entrainment (Table 1). More explanations are to be found in these references.
In the cloud layer, entrainment and detrainment have always been considered constant
in these parameterizations, as in Tiedtke (1989). These quantities have been defined by
Siebesma and Holtslag (1996) from large-eddy simulations (LES) of a trade-wind cumulus
case although other complex formulations have been used in mass flux parameterizations.
Moreover, Soares et al. (2004) used the mass flux equation in the cloudy portion and closed
the scheme using a constant cloud fractional area at the lifting condensation level (LCL).
The main motivations for developing a new version using the EDMF concept were:
– to improve the representation of cloud characteristics: liquid water content and cloud
fraction;
– to improve the mixing in the CBL, notably in the countergradient transport where eddy
diffusivity is insufficient (Stull 1988);
– to retain the Kain and Fritsch (1990) approach and so enable vertical variations of entrain-
ment and detrainment in the cloudy portion;
– to have adaptive dry entrainment and detrainment depending on the type of the CBL
and the strength of convection, and limit the impact of the scheme if conditions are
unfavourable for convection development;
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– to enable variations of updraft area fraction, which is taken as constant in several previous
formulations;
– to improve the mixing of momentum.
In Sect. 2, we describe the updraft model and the definition of entrainment and detrainment
in dry thermals and also within clouds for shallow cumulus cases. The subgrid cloud scheme
is also introduced. In Sect. 3, the scheme is evaluated via comparisons with LES on different
case studies.
2 Description of the Convection Scheme
2.1 Updraft Model
The updraft model is defined as a single entraining/detraining rising parcel as in Soares
et al. (2004). One resulting updraft described by the mass flux is used to represent the effect
of several plumes, and its characteristics are determined as a function of mixing between
the updraft and its environment through entrainment E (the inward mass flux from the
environment to the updraft) and detrainment D (the outward mass flux). Moreover, in the
mass flux approximation, the cloud ensemble is considered in the steady state. The mass flux
is defined as Mu = ρauwu , and its evolution is determined by a diagnostic equation of the
mass continuity between the updraft and its surrounding environment (Fig. 1),
∂Mu
∂z
= (E − D) (2)
or,
1
Mu
∂Mu
∂z
= ( − δ) (3)
where  and δ are respectively the entrainment rate (E = Mu) and the detrainment rate
(D = δMu).
The evolution of a conserved parcel characteristic φu during the ascent is defined as in
Siebesma (1998):
∂Muφu
∂z
= Eφ − Dφu (4)
using Eq. 2 and simplified as:
∂φu
∂z
= −(φu − φ) (5)
where φu and φ are respectively an updraft conserved variable and its mean value on the
grid. This equation is used to determine the evolution of updraft conservative variables such
as the liquid potential temperature θlu and the total mixing ratio rtu during ascent.
The vertical velocity (wu) equation for the updraft is given by:
wu
∂wu
∂z
= Bu − w2u − P (6)
where on the right-hand side (rhs), the first term is the buoyancy, the second term is the
entrainment, and P represents the pressure term defined, e.g. in Simpson and Wiggert (1969),
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Fig. 1 Variations of the updraft
characteristics Mu , θlu and rtu
dependent on the mixing with the
environment dictated by the
entrainment Mu and the
detrainment δMu
Siebesma et al. (2003), Soares et al. (2004) as a linear combination of the first two terms.
Therefore, the equation can be simplified as:
wu
∂wu
∂z
= aBu − bw2u (7)
where a = 1 and b = 1, defined respectively as a virtual mass coefficient and a drag
coefficient (Simpson and Wiggert 1969). Numerical aspects are given in Appendix 2.
Using the definition of mass flux, Soares et al. (2004) and Siebesma et al. (2007) computed
the mass flux in the dry portion of their updraft directly from the vertical velocity obtained
from Eq. 7 and using a constant fractional area. At the cloud base, they used a constant value
of the cloud fractional area to compute the mass flux and close the scheme.
Here, Eq. 7 is used to define the top of the updraft where wu vanishes and also to diagnose
the updraft fraction area, au , which is not a constant or a closure of the scheme as in Soares
et al. (2004) and Siebesma et al. (2007).
Here, thanks to the independent computations of both mass flux Mu (Eq. 3) and wu (Eq. 7),
the updraft fraction area can vary vertically, and is defined as
au = Mu
ρwu
. (8)
The vertical variations of this last variable are important because au is used to diagnose the
cloud fraction (see next section).
Only Hourdin et al. (2002) and Rio and Hourdin (2008) apply their scheme to momen-
tum mixing, processing the wind component as a conservative variable. Here, the mass flux
approach is used to perform a non-local mixing of momentum along the vertical in addition
to the mixing already performed by the turbulent scheme via the eddy-diffusivity approach.
But, since the momentum is not conservative, the effect of pressure perturbations is added
using a parameterization from Gregory et al. (1997). The evolution of the updraft horizontal
wind component is defined as:
∂uu
∂z
= −(uu − u) + Cu ∂u
∂z
, (9)
∂vu
∂z
= −(vu − v) + Cv ∂v
∂z
, (10)
where Cu = Cv = 0.5, and uu (vu) represents the zonal (meridional) component of wind
speed modified during the ascent in the updraft; u and v are zonal and meridional mean wind
components respectively.
123
J. Pergaud et al.
2.2 Lateral Mass Exchanges
The definition of entrainment and detrainment is the crucial issue in this type of parameteriza-
tion. Various studies have used different definitions for various PBL regimes (e.g. Siebesma,
1998; Neggers et al., 2002; De Rooy and Siebesma, 2008). Using LES results, De Roode
et al. (2000) showed that, for the dry CBL, the entrainment rate could be approximated by:
 = cz−α (11)
with α close to 1. This formulation takes the entrainment dependence on height into account.
Siebesma and Teixeira (2000) used another formulation to define lateral exchanges in the dry
portion of the CBL:  = 1/z +1/(zi − z) where zi is the inversion height. In this formulation
applied by Soares et al. (2004),  is only dependent on geometrical aspects but independent
of the type of boundary layer or the intensity of the thermals in convective regime. Rio and
Hourdin (2008) defined the detrainment rate from other geometrical considerations, where
detrainment is regulated to reduce the width of the thermal from the surface to zi , becoming
zero at the top of the CBL. Moreover, the entrainment rate is defined as proportional to the
detrainment rate in the dry portion of the CBL.
Here, we have chosen to define lateral mass exchanges from physical characteristics of
the CBL. Arakawa (2004) explains that buoyancy is an important parameter in shallow con-
vection. Moreover, the vertical velocity wu is considered as a pertinent parameter in the
description of mixing between dry updraft or the cloud and their environment in shallow
convection. Neggers et al. (2002) define the entrainment as inversely proportional to vertical
velocity for shallow cumulus convection, and Cheinet (2003) also applies this formulation
to dry plumes. This means that  is not constant but decreases with higher vertical velocities.
In other words, an updraft with strong vertical velocity will be isolated from its environment.
Here, in the dry portion of the CBL,  and δ are no longer dependent on z (Eq. 11) but take
physical characteristics of a buoyant ascending parcel into account. Equation 7 shows that
buoyancy is linked to vertical velocity, wu2 being a vertical integral of the buoyancy. How-
ever, locally, both can be independent, for example in the non-buoyant part where negative
buoyant air can still be ascending. Young (1988) explains that the correlation between the
buoyancy and w decreases in the upper part of the CBL, the buoyancy acting as a displacing
force in the lower part of the CBL and as a restoring force in the upper part of the CBL. Thus,
lateral mixing does not only depend on vertical velocity as in Neggers et al. (2002) but must
be locally defined as an equilibrium between wu and buoyancy Bu . By dimensional analysis
(Buckingham 1914), we obtain:
dr y, δdr y ∝ Bu
w2u
(12)
where Bu = g(θv,u − θv)/θv is the buoyancy.
Near the ground, relatively strong buoyancy and weak vertical velocity allow strong
entrainment to import many air parcels into the updraft, implying a positive proportionality
coefficient for . Near the inversion, in the non-buoyant zone, much air is detrained implying
a negative proportionality coefficient for δ. Since entrainment and detrainment rates can-
not be negative, the entrainment rate is zero where the updraft is non-buoyant compared to
its surrounding environment. Conditional sampling of detrainment in LES has shown that
detrainment is not null in the mixed layer (Fig. 9c), so to keep a positive detrainment in the
buoyant part of the updraft, a minimum detrainment is defined using a modified formulation
from Lappen and Randall (2001): δ = (Lup − z)−1.
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Eventually, in the dry portion of the CBL, entrainment and detrainment are defined as:
dr y = Max
[
0, C
Bu
w2u
]
, (13)
δdr y = Max
[
1
Lup − z , Cδ
Bu
w2u
]
, (14)
where Lup is the Bougeault and Lacarrère (1989) (BL89) upward mixing length, Cδ and C
have been tuned to fit one-dimensional (1D) entrainment and detrainment to LES, Cδ = −10
and C = 0.55. Numerical aspects are given in Appendix 3.
There are several descriptions of the exchanges in the cloudy portion. Simpson and Wiggert
(1969) defined entrainment and detrainment rates as functions of the cloud radii. In the
parameterizations of Tiedtke (1989), the entrainment and detrainment rates are constant
 = δ = 2 × 10−4 m−1. Using LES results, Siebesma and Cuijpers (1995) showed that
typical entrainment and detrainment values are one order of magnitude higher than the val-
ues used in Tiedtke (1989) and that the detrainment rate is larger than the entrainment rate,
thus allowing a decreasing mass flux in the cloud. They found typical values for  and δ of
2 × 10−3 and 3 × 10−3 m−1 respectively. Soares et al. (2004) and Rio and Hourdin (2008)
also used these fixed values for entrainment and detrainment (Table 1).
We chose to define two different types of exchange differentiating the dry portion of
the updraft from the moist one because the environment of any updraft is strongly turbu-
lent compared to the environment of a cloud. Taylor and Baker (1991) have emphasised
the importance of buoyancy sorting in determining the cloud composition and in defining
a continued lateral entrainment and detrainment. Zhao and Austin (2003) explained that a
buoyancy sorting model could be used as a physically more realistic alternative to entraining
plume models in shallow cumulus convection notably resolving the Warner paradox. In the
parameterization presented here, if the lifting condensation level (LCL) is reached, lateral
exchanges are computed using the parcel buoyancy sorting approach of Kain and Fritsch
(1990) (KF90 in the following). Details are given in Kain and Fritsch (1990) and Bechtold
et al. (2001).
2.3 Scheme Initialization and Closure
Usually, convection schemes use a closure at the lifting condensation level (LCL), and
Neggers et al. (2004) studied the impact of different types of closure at the cloud base.
They showed that the closure developed by Grant (2001) for shallow cumulus using the sub-
cloud convective velocity scale w∗ (Deardorff 1980b) gave satisfactory results due to the fact
that the subcloud turbulence drives the transport at cloud base. Our approach is consistent
with these results. Real dynamical continuity links the subcloud layer to the cloud layer, so
Mu at LCL is computed directly from the mass flux equation (Eq. 2), and takes the mixing
processes into account for the whole subcloud layer.
Since the scheme starts from the surface, Mu(zgrd) is computed as a function of w∗ but
at the surface, unlike the closure at the cloud base defined by Grant (2001),
Mu(zgrd) = CM0ρ
(
g
θvre f
w′θ ′vs Lup
)1/3
(15)
where w′θ ′vs is the surface buoyancy flux, Lup is the BL89 upward mixing length corre-
sponding to the distance that a parcel leaving the ground travels due to buoyancy. The value
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of CM0 = 0.065 is based on LES results and its determination is given in Appendix 1. Note
that, in the surface layer, this value is greater than the value CM0 = 0.03 originally proposed
by Grant (2001) at the LCL.
The rising parcel characteristics are determined at the ground using the formulation of
Soares et al. (2004) in which an excess is added to the environmental values. For example,
the updraft liquid potential temperature near the ground is:
θlu(zgrd) = θl(zgrd) + α
w′θ ′l s
e1/2(zgrd)
(16)
where the value of α is 0.3 as in Soares et al. (2004). Sensitivity tests indicate (in the range
[0, 1]) that results are not dependent on this coefficient (not shown). This excess is formu-
lated as a function of the surface-layer variability according to Troen and Mahrt (1986) who
demonstrated that the excess is well correlated with the ratio of the surface heat flux and the
square root of turbulent kinetic energy. A similar equation is used for rt .
At the surface, wu is initialized from the turbulent kinetic energy e (provided by the
turbulence scheme),
w2u(zgrd) =
2
3
e(zgrd). (17)
2.4 The Subgrid Condensation Scheme
The updraft scheme must represent the evolution of an air parcel during its ascent including
not only dynamical but also thermal evolutions, noting that the parcel can condense. There-
fore, a subgrid cloud is diagnosed from the updraft characteristics. Although conservative
variables are used, we diagnose a subgrid liquid mixing ratio rcup and a cloud fraction CF;
rcup is computed from θl , rt and pressure using a “all or nothing” variation scheme since the
updraft air parcels are considered to be completely cloudy. C F is defined as proportional to
the updraft fraction on the grid au :
CF = Ccf au (18)
where Ccf = 2.5. The horizontal size of the cloud is taken as 2.5 times greater than the
size of the updraft; this parameter was tuned to fit the 1D cloud fraction to LES results. The
coefficient represents the difference between the cloudy core fraction and the cloud fraction.
The liquid mixing ratio is approximated as the product of the previously computed cloud
fraction and the updraft liquid mixing ratio computed from the updraft conservative variables
(Bechtold and Cuijpers 1995):
rc = rcup CF. (19)
In our parameterization, rc is not a prognostic variable. If the mass flux becomes zero,
the cloud disappears totally. Only a prognostic cloud scheme can lead to evaporation of a
cloud over several timesteps. So, passive clouds that are not maintained by a thermal are not
taken into account in the parameterization. However, here, rc represents only the contribution
of the shallow convection clouds. Other contributions for clouds can arise from the subgrid
turbulence scheme or from the microphysical scheme (notably for resolved clouds).
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3 Evaluation of 1D Results with Large-Eddy Simulations
3.1 The Numerical Model
The model used to simulate these different convection cases is the non-hydrostatic model
Meso-NH (Lafore et al. 1998), which can be used in various configurations: mesoscale
meteorological model, cloud resolving model (CRM) or LES. The turbulence scheme is the
1.5-order prognostic turbulence scheme developed by Cuxart et al. (2000), which is activated
for all single column model (SCM) simulations and enables the computation of the eddy-dif-
fusivity component of the turbulent fluxes (Eq. 1). In LES simulations, the turbulence scheme
is three-dimensional while it is purely vertical (and coupled to the mass flux scheme) in the
1D simulations. For each of the meteorological situations simulated below, two simulations
were run:
– an LES simulation considered as the reference;
– a 1D simulation with mass flux included.
In addition, in order to highlight the transport linked to the thermals in a dry CBL and stra-
tocumulus PBL, another 1D simulation was performed without the mass flux scheme (only
the turbulence scheme was activated).
Note, too, that although no observations were used for validation, we followed the Global
Energy and Water Cycle Experiment Cloud System Study (GCSS) methodology (Browning
1993) consisting of using observations to evaluate the LES that is then used to validate SCM
results. Finally, Siebesma et al. (2003) and Brown et al. (2002) have shown that LES are
robust for representing shallow cumulus convection and Duynkerke et al. (2004) have shown
that this is also the case for a stratocumulus-topped boundary layer.
3.2 Dry Convective Boundary Layer
The first case tested with the new parameterization is a case from a dataset collected during
the International H2O project (IHOP) described by Weckwerth et al. (2004). This field exper-
iment took place in the US Southern Great Plains (SGP) from 13 May to 25 June 2002. Here,
we use the 14 June 2002 day corresponding to a growing CBL near Homestead, Oklahoma.
The LES was evaluated against soundings, aircraft and lidar measurements (Couvreux et al.
2005). Initial profiles for potential temperature and water vapour mixing ratio and prescribed
surface fluxes were used in LES and SCM (Fig. 2). The same vertical resolution was applied
(58 levels, resolution better than 100 m below 2,500 m and up to 150 m higher up) in the LES
and SCM. The timestep was fixed at 60 s. Forcing to take account of mesoscale advection was
added as in Couvreux et al. (2005). The configurations of these simulations are summarized
in Table 2.
Figure 2 shows θl and rt profiles after 3 and 6 h of simulation for LES, SCM simulation
with the new scheme and SCM simulation using only the turbulence scheme. A significant
improvement of the dry CBL representation was achieved by adding the mass flux term. With
the turbulence scheme only, the model fails to represent the countergradient zone. When only
the eddy-diffusivity term is taken into account in Eq. 1, no turbulent transport opposed to the
gradient is represented. Without mass flux, the top entrainment is incorrectly represented
leading to a too-low inversion and a too-cold and too-moist CBL.
Adding the mass flux contribution to the turbulent fluxes enables the development of the
CBL to be accurately simulated. The inversion is well located according to LES and the
countergradient zone is well simulated.
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Fig. 2 IHOP case: Vertical profiles of liquid potential temperature θl and total mixing ratio rt after 3 and
6 h of simulation. Solid thin line is the initial profile, solid line represents LES results, dashed line the SCM
simulation with the new parameterization and dashed-dotted line the profile obtained using only the turbulence
scheme
Table 2 Configurations of the different simulations for the different cases studied including vertical grid size
at the inversion and in the mixed layer, horizontal resolution only for LES and timestep
IHOP ARM FIRE
Configuration LES/SCM LES/SCM LES/SCM
x , y (LES) (m) 100 100 50
z Mixed layer (m) 20–50 40 10
z Inv. (m) 50 40 10
t (SCM) (s) 60 60 60
The turbulent fluxes obtained from the SCM are very similar to the LES turbulent fluxes
(Fig. 3). The gradient of these fluxes are comparable leading to a correct estimation of the
evolution of conservative variables. The eddy diffusivity mainly contributes to the turbulent
fluxes in the lower part of the BL while the mass flux contribution predominates in the upper
part. Local mixing due to small eddies is important near the ground whereas the non-local
mixing, due to the large eddies, has an impact in the upper part of the CBL. The fact that the
mass flux part is the only contribution to the mixing near the inversion can be explained by
the overshooting of updrafts responsible for top entrainment enabling the CBL growth. This
agrees with the study of Sullivan et al. (1998) who showed, using LES, that overshooting
thermals are responsible for top entrainment in a dry CBL.
Figure 4 shows that the new parameterization improves the wind profiles throughout the
simulation, and adding a non-local transport contribution improves the variability of the
momentum fluxes.
To conclude, these different results show the capability of the scheme in representing the
development of a growing CBL from a stable nocturnal layer. The new scheme was also tested
on another case of dry convection from a dataset collected during the Wangara Experiment
(Clarke et al. 1971). Similar results were found.
3.3 Diurnal Cycle of Cumulus Over Land: EUROCS\ARM
The EUROCS\ARM case study is a well-documented typical case of shallow convection,
and is based on an idealization of the experiment performed at the Southern Great Plains
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Fig. 3 IHOP case: Turbulent fluxes a w′θ ′l and b w′r ′t after 3 and 6 h of simulation. Solid line represents LES
results, dashed line SCM results with the new parameterization. Contributions of the eddy-diffusivity term
(dashed line) and mass flux term (solid line) in the computation of c w′θ ′l and d w′r ′t
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Fig. 4 IHOP case: U and V profiles after 3 and 6 h of simulation. Solid line represents LES results, dashed
line SCM results with the new parameterization and dashed-dotted line the profile obtained using only the
turbulence scheme
site of the Atmospheric Radiation Measurement (ARM) Program during the European cloud
systems project (EUROCS). Brown et al. (2002) presented this case of a diurnal cycle of
cloudy convection over land. The objective here was to simulate the development of a CBL
over land, where forcing is generally both stronger and varies more with time varying than
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over the ocean. SCM simulations were performed using the same vertical stretched grid as
used in LES: 100 levels were used with constant vertical resolution of 40 m up to 4,000 m as
in Brown et al. (2002). The timestep was set to 60 s. Initial profile, prescribed surface fluxes
and forcing were the same than those discussed by Brown et al. (2002) and used for LES.
The configurations of these simulations are summarized in Table 2.
3.3.1 Conservative Variables and Turbulent Fluxes
Figure 5 shows θl and rt profiles at different times. The results obtained with the SCM are
very consistent with those obtained by LES, and CBL growth is well-represented by the
model with the new parameterization: the inversion is well-positioned. The model represents
the evolution of θ l and r t consistently in both the dry and the cloudy portions.
Figure 6 shows mean profiles of turbulent fluxes averaged over 8–9h. The SCM results of
turbulent fluxes are consistent with those obtained from LES in the dry portion of the CBL.
But in the cloud layer (between 1,100 and 2,000 m), turbulent fluxes are slightly weaker than
in LES. Note that there is no discontinuity at the lifting condensation level (LCL) where the
computation of entrainment and detrainment changes.
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Fig. 5 ARM case: θl and rt profiles after 3, 5, 8 h of simulation. Solid thin line is the initial profile, solid line
for LES results, dashed line for results with the new parameterization
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Fig. 6 ARM case: turbulent fluxes w′θ ′l and w′r ′t profiles averaged over 8–9 h. Solid line represents LES and
the dashed line SCM with the new parameterization
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3.3.2 Cloud Variables
Lenderink et al. (2004) have shown in their SCM intercomparison study that SCMs have
a number of general deficiencies: “too large values of cloud cover and cloud liquid water,
unrealistic thermodynamic profiles and high amounts of numerical noise”. In recent stud-
ies, dealing with shallow cumulus parameterization, the liquid water mixing ratio rc and the
cloud fraction are still misdiagnosed by SCMs. For example, in Soares et al. (2004), rc is
overestimated or underestimated due to a lack of mixing of the conservative variables and
the cloud fraction is too large.
With the new set of parameterizations proposed here, there is no numerical noise and ther-
modynamic profiles are consistent with those obtained using LES (as shown previously). The
cloud fraction and the cloud liquid water rc are well-modelled by the subgrid condensation
scheme, as illustrated in Fig. 7 showing the profile of the liquid mixing ratio and the cloud
fraction averaged over 8–9 h. Qualitatively, 1D values of rc and cloud fraction are similar to
LES results, notably the decrease of this variable with height.
The cloud-base and cloud-top evolutions are shown in Fig. 8; the cloud formation and
dissipation are well-modelled in terms of time as well as height.
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Fig. 7 ARM case: liquid mixing ratio rc profile and cloud fraction profiles averaged over 8–9 h. Solid line
shows LES results, dashed line 1D results with the new parameterization
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Fig. 8 ARM case: evolution of the cloud base (a) and cloud top (b). Solid line shows LES results and dashed
dotted line is for SCM
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Fig. 9 ARM case: Mass flux (a), updraft fraction (b), entrainment  (c) and detrainment δ (d) profiles after 8 h
of simulation. Solid line represents 1D results and circles are LES values obtained by conditional sampling.
The dashed lines represent the cloud base and top
To conclude, the scheme is able to diagnose clouds with depth, cloud fraction and liquid
water mixing ratio in good agreement with LES results. In the 1D simulation, the mean cloud
appears and dissipates approximately at the same moment as in LES and the mixing in the
dry and cloudy portions of the CBL are well-represented compared to LES results. The new
set of parameterizations was tested on another case of shallow cumulus convection obtained
from a dataset collected during the Barbados Oceanographic and Meteorological Experiment
(Holland and Rasmusson 1973). Similar results were found.
3.3.3 Updraft Variables
Several profiles representing updraft variables, such as the mass flux, the updraft fraction, the
entrainment and detrainment rates, are shown in Fig. 9. For the SCM simulation, these vari-
ables were directly diagnosed from the convection scheme. For LES, a conditional sampling
(CS in the following) based on the total water mixing ratio and the vertical velocity was used
to determine the entrainment and detrainment rates in the subcloud and cloud layers. In short,
this conditional sampling selects sufficiently moist and ascending grid points. Similarly to
Berg and Stull (2002) a total water mixing ratio threshold is defined as a fraction of the
standard deviation of its anomaly. Using a threshold proportional to the variance induces an
automatic adaptation to the strength of turbulence. The CS is:
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Point P ∈ CS if rt > m × min(σr t , σmin) and w′ > 0 where
σmin(z) = 0.05 ×
⎛
⎝1
z
z∫
0
σr t (k)dk
⎞
⎠ .
There is no threshold for the vertical velocity since the only constraint is that the par-
cel must be ascending. A minimum threshold is introduced. Its value of 5% of the aver-
age standard deviation at lower levels ensures that no point is selected in a non-turbulent
environment where a standard deviation is still defined, as above the cloud layer. This CS
was applied at each vertical level independently. Note that this CS compares well with the
cloud and core sampling proposed by Siebesma and Cuijpers (1995) up to hour 9 of ARM.
Afterwards, there is some difference due to the fact that this CS also selects air that is
detrained out of the cloud. This induces a slight overestimation of the entrainment rate in the
upper part of the cloud layer compared to cloud or core sampling. However, this sampling
has the advantage of sampling the updraft continuously from the surface to the top of the
CBL.
Entrainment and detrainment rates used in the parameterization are compared with those
obtained by CS from LES in Fig. 9c and d. In the lower dry part, we note that the entrainment
is well-represented with large values near the ground modelling the main source of air in the
updraft coming from just above the ground. The minimum of entrainment is located near the
inversion in the SCM results whereas, in LES, the minimum of entrainment is located in the
middle of the CBL. The dry detrainment values are consistent with those obtained by LES
notably near the inversion where the detrainment increase is well-represented qualitatively
and quantitatively.
In the dry part, the mass flux shows good behaviour notably at the cloud base (Fig. 9a).
This is explained by the continuous computation of mass flux from the sub-cloud layer to the
cloud layer, which enables a reasonable representation of mass flux at cloud base. Concerning
the updraft fraction, the 1D fraction is slightly smaller than that obtained from LES. In their
intercomparison study, Brown et al. (2002) obtained a maximum updraft fraction of 10–15%
at about 19h (UTC) (equivalent to 8 h of our simulation), which is consistent with our values.
Moreover, in the dry part the order of magnitude of the updraft fraction, and also its vertical
trend, are comparable to LES results.
In the cloudy part, SCM entrainment is weaker than in LES but both have the same
order of magnitude. The SCM detrainment is consistent with LES. Figure 9a shows that the
mass flux is underestimated but its vertical trend is consistent with LES mass flux obtained
by CS. This is correlated with the weakness of the SCM entrainment and can explain the
relative weakness of the turbulent fluxes in the cloudy part. But, as we have shown previ-
ously, the impact is weak on the mixing of θl and rt and on the diagnosis of cloud char-
acteristics. The SCM updraft fraction is too small but our updraft fraction represents the
cloud core while the updraft fraction obtained by this CS corresponds more to the cloud
fraction.
3.4 Stratocumulus-Topped Boundary Layer
3.4.1 Stratocumulus: Evolution and Impact of the New Scheme
It has been shown that the new parameterization satisfactorily represents cloud-free and cumu-
lus CBL regimes. In some models, before running physical parameterizations, a diagnostic
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Fig. 10 FIRE case: Vertical profiles of liquid potential temperature θl at a 0600 and b 1200 local time and
total mixing ratio rt at c 0600 and d 1200 local time. Solid line shows LES results, dashed line the 1D profile
with the new parameterization, and dotted line the profile obtained using only the turbulence scheme
of the PBL regime is performed in order to choose the parameterization consistent with this
regime. For example, if the PBL is diagnosed as convective, the mass flux convective scheme
is run to represent the impact of the thermals. But in the natural world, physical processes
are continuous and there is no discontinuity between different PBL regimes. So, we chose
to test our parameterization on a stratocumulus-topped boundary layer (STBL) case to show
how the new scheme behaves in this type of regime. We expected that the contribution of
the mass-flux term in the computation of the turbulent fluxes to be weak compared to the
contribution of the eddy-diffusivity term.
In the case of stratocumulus, the mass flux must not lead to an over-strong mixing in the
PBL, otherwise the stratocumulus clouds will disappear and a CBL will be created. This type
of scheme is not suitable to an STBL but two points of our scheme encourage us to believe
that the applicability of our parameterization to different regimes of PBL (notably the STBL)
is possible. First, the closure of the scheme limits the strength of the mass flux if surface
fluxes are weak. Second, having adaptive dry entrainment and detrainment depending on the
type and the strength of the convection limits the impact of the scheme if conditions are not
favourable for convection development.
The dynamics of stratocumulus is strongly influenced by top entrainment and radiative
cooling at the cloud top. Without describing the dynamics of these clouds in detail, it should
be noted that stratocumulus clouds are generally marked by a diurnal cycle (Wood et al. 2002);
the evolution of the stratocumulus is closely related to radiative effects. During nighttime,
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Fig. 11 FIRE case: Vertical profiles of liquid mixing ratio rc at a 0600 and b 1200 local time. Solid thin
line shows LES results, dashed line the 1D profile with the new parameterization, and dotted line the profile
obtained using only the turbulence scheme; c and d the liquid water path (LWP) and heights of cloud base and
top as a function of local time
the STBL is cooled at its top by radiative cooling due to emission of longwave radiation
by the cloud and warmed and moistened at its base by the surface fluxes (Duynkerke et al.
1995). Thus, turbulence can be generated and is sufficient to mix the whole PBL. Profiles
of conservative variables are well-mixed during the night. During daytime, stratocumulus
are affected by the absorption of solar radiation, which can compensate for radiative cooling
decreasing the turbulence intensity in the cloud. This can lead to a decoupling between the
cloud layer and the subcloud layer by creating a stable layer under the cloud (Nicholls 1984).
Top entrainment is another important physical process in the evolution of the stratocu-
mulus; it was studied by Lilly (1968) who developed a model of mixed layers. This pro-
cess can accentuate the turbulence in the cloud and generate an elevation of the cloud base
and a splitting up of the cloud, sometimes leading to its total dissipation. In Lilly (1968),
Randall (1980) and Deardorff (1980a), entrainment is considered as a consequence of the local
turbulent mixing. However, recent studies have shown that top-entrainment is caused by large-
eddy turbulent motions scaled by the height of the PBL (Lewellen and Lewellen 1998, 2002).
3.4.2 The EUROCS\FIRE Case
The EUROCS\FIRE case study is a well-documented case of a STBL. LES and SCM sim-
ulations were initialized from observations collected in marine stratocumulus off the coast
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of California in July 1987 during the First International Satellite Cloud Climatology Project
(ISCCP) Regional Experiment (FIRE) (Hignett 1991; Duynkerke and Hignett 1995). This
case is a part of the EUROCS project. Duynkerke et al. (2004) have realized both LES and
SCM intercomparisons on this case. The same initialization, forcing, and vertical grid, as
described in Duynkerke et al. (2004), were used here for the LES and SCM simulations.
The sea surface temperature and surface pressure were prescribed as in Duynkerke et al.
(2004) but contrary to the previous cases, fluxes were not prescribed but computed by the
radiation scheme. The used microphysics scheme was a one-moment parameterization. Our
simulations were limited to 24 h and not 48 h as in Duynkerke et al. (2004). Configurations
of these simulations are summarized in Table 2. Note that the constants of the scheme used
for the CBL cases are the same as described before; this reinforces the possible use of the
scheme in NWP.
Figure 10 shows θl and rt profiles at night (0600 local time) and during the day (1200
local time). The strength of the inversion is approximately 12 K. During nighttime, profiles
obtained with the turbulence scheme only are not satisfactory: the inversion is too low, the
profile of θl is unstable through the whole PBL, and the rt profile is not mixed, the value
being too high at the ground. With the new scheme, profiles are well mixed and values of
θl and rt are consistent with LES results. The inversion is well located. During daytime, the
turbulence scheme also shows deficiencies. The simulated inversion is too low and θl too
low. The decoupling is not really marked, and is particularly apparent on the rt profile where
the stable layer under the cloud is not well established. These failures are corrected by the
contribution of the mass flux: θl and rt values are consistent with the LES results, notably in
the decoupling zone under the cloud.
The mass flux scheme improves the mixing in the cloud and subcloud layers. θl and rt
are well modelled compared to LES results and cause a better representation of the cloud
characteristics. The representation of the liquid water path (LWP) and the liquid mixing ratio
rc is improved by the contribution of the mass flux term (Fig. 11). The fact that LWP values
are consistent with LES results, enables a better modelling of the radiative fluxes in the cloud
layer. The LES captures the diurnal evolution of the LWP due to solar radiation.
Duynkerke et al. (2004) have shown that the LWP is very sensitive to small changes in
the thermodynamic structure of the STBL. A difference of 5% in the cloud thickness can
imply a variation in the LWP of 20%. The new parameterization improves the evolution of
cloud in terms of rc, and cloud top and cloud base during daytime and nighttime (Fig. 11a,
b, d) compared to the results obtained without the mass flux term. Using only the turbulence
scheme does not enable the diurnal evolution of the cloud top to be simulated well: its height
decreases constantly during the day (Fig. 11d). The cloud top obtained with the new scheme
compares better with LES results.
We conclude that the turbulence scheme is not sufficient to represent top entrainment
in stratocumulus. As described in the previous section, this process is crucial in the mod-
elling of this type of cloud. Duynkerke et al. (2004) point out this general discrepancy of
SCMs, and show the necessity of developing a top-entrainment parameterization for a better
representation of stratocumulus.
Here, during nighttime, the mass flux term allows top entrainment of free atmosphere air
into the PBL and improves the mixing over the whole STBL, as in the dry CBL. During
daytime, the mass flux is limited to the subcloud layer due to the stable layer under the cloud
and the top entrainment is weaker than at night. The mass flux contribution plays the role of
top-entrainment parameterization and considerably improves the representation of the strato-
cumulus diurnal evolution. As in the recent study by Lewellen and Lewellen (1998, 2002), the
top entrainment in the STBL is mainly due to coherent structures and not to local turbulence.
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4 Conclusion
In order to improve the mixing in the CBL, a mass flux part was incorporated into the
computation of turbulent fluxes. This approach named EDMF for eddy diffusivity\mass flux,
has been largely accepted by the community for parameterizing dry and shallow convection.
The computation of turbulent fluxes is divided into two parts: the eddy-diffusivity term rep-
resenting the local mixing and the mass flux term to represent the impact of the large eddies.
Results obtained with SCM have been compared to LES results. The global behaviour
of the scheme has been tested on dry (IHOP) and cloudy diurnal convective cases (EU-
ROCS\ARM) and also on an STBL case (EUROCS\FIRE).
This new set of parameterizations is able to correctly represent the mixing in the counter-
gradient zone taking the effect of the non-local mixing (large eddies) into account in the upper
part of the dry CBL. Compared to the results obtained using only the turbulence scheme,
adding a mass flux term notably enabled the representation of fluxes opposed to the gradient
of θ l . Moreover, the mixing of momentum has been improved. The mass flux term is also
responsible for overshooting, enabling better modelling of the top entrainment and leading
to a better representation of the boundary-layer growth.
Results for EUROCS\ARM case have shown that the subgrid condensation, using the
updraft variables, is able to correctly diagnose the cloud characteristics qualitatively and
quantitatively. Cloud base and top are well located, and the liquid water content and the
cloud fraction are in good agreement with those obtained using LES. We have also shown,
using LES diagnostics, that entrainment and detrainment rates are well represented in the dry
portion, even if entrainment is not strong enough in clouds.
Results for the \FIRE case have shown that the scheme is not only able to correctly
represent the growth of the boundary layer from a nocturnal stable layer to a CBL but can
also improve the dynamics of an STBL. The mass flux term is responsible for a better top
entrainment leading to a better evolution of the LWP and better modelling of the decoupling
during daytime compared to results obtained without a mass flux scheme. Moreover, the
cloud top and base are consistent with LES results. Although, the cause of top entrainment
is not explicitly known, taking the impact of coherent structures into account improves the
modelling of the STBL.
Compared to other EDMF parameterizations, our approach contains several important
improvements enabling these three types of boundary-layer regime to be well represented:
– new closure for the mass flux at the ground solves the closure problem at the LCL studied
by Neggers et al. (2004).
– computing adaptative dry entrainment and detrainment from updraft buoyancy and ver-
tical velocity enables representation of the evolution of the CBL and also the STBL to be
represented without differentiating the type of PBL regime.
– Kain–Fritsch approach enables variations of entrainment and detrainment in cumulus.
– the new subgrid condensation scheme improves the representation of the cloud charac-
teristics notably for the cloud fraction.
– one updraft is used to keep real continuity between the subcloud layer and the cloud layer.
This robustness of the scheme for different PBL regimes allows it to be included in NWP
models.
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Appendix
1 Mass Flux in the Surface Layer Compared to w∗
The mass flux near the surface was set proportional to the convective vertical velocity scale
w∗ as in Grant (2001). The coefficient of proportionality CM0 in our scheme cannot have the
same value as that used by Grant (2001) due to the fact that Grant (2001) defines this relation
at the LCL. So, we used the conditional sampling defined in Sect. 3.3.3 to obtain mass flux
values in the surface layer for different convective cases at different dates (IHOP, ARM).
Figure 12 is a plot of the surface layer mass flux against sub-cloud layer velocity scale.
The LES data suggest that CM0 = 0.065.
2 Analytical Solution for the Vertical Velocity wu
Equation 7 presents the computation for vertical velocity in the updraft wu . Combining with
the equation for entrainment 14, the wu equation becomes:
∂wu
2
∂z
= 2aBu − 2bCmax(0, Bu) (20)
Fig. 12 Mass flux in the surface
layer computed using the
conditional sampling defined in
Sect. 3.3.3 versus sub-cloud layer
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CBU O is defined equal to 2a if Bu < 0 (entrainment is zero) and to 2(a − bC) if Bu > 0.
This equation is integrated over each layer. Figure 13 presents this integral. If z′ is layer
bottom, z′′ is layer top and zD = z′′ − z′, wu2 is defined by:
∫
zD
∂wu
2
∂z dz =
∫
zD
CBU O Budz, (21)
wu
2(z′′) − wu2(z′) = CBU O gθre f
∫
zD
[
θvup (z) − θv(z)
]
dz, (22)
where θvup is assumed constant between z′ and z′′, and the variations of θv is assumed to be
linear between z′ and z′′.
θv(z) = α1z + θv(z′), (23)
θvup (z) = θvup (z′). (24)
So, the integral for wu becomes
wu
2(z′′) − wu2(z′) = CBU O g
θre f
∫
zD
[−α1z − θv(z′) + θvup (z′)
]
dz. (25)
After computation, wu at the level z′′ computed from the level z′ is:
wu
2(z′′) = CBU O g
θre f
zD
(−α1
2
zD − θv(z′) + θvup (z′)
)
+ wu2(z′). (26)
3 Analytical Integrated Solution for Entrainment and Detrainment
The entrainment  is defined by the Eq. 14. This equation is integrated, like wu , on each
vertical grid size, for example between z′ and z′′ (see Fig. 13):
 = C
zD
∫
zD
B
wu2
dz. (27)
Using Eq. 26,  becomes
 = C g
zDθre f
∫
zD
θvup (z
′)−α1z+θv(z′)
CBU O gθre f z(−α1z−θv(z′)+θvup (z′))+wu 2(z′)
dz, (28)
 = C
zDCBU O
∫
zD
−α1z+θvup (z′)+θv(z′)
−α1
2 z
2−θv(z′)z+θvup (z′)z+
θre f wu 2(z′)
gCBU O
dz, (29)
noting that X = −α12 z2 − θv(z′)z + θvup (z′)z + θre f wu
2(z′)
gCBU O :
d X = ((−α1)z + θvup (z′) + θv(z′))dz, (30)
 = CCBU OzD
∫
zD
d X
X , (31)
 = CCBU OzD [Ln(X)]zD . (32)
After computation,  is defined as:
 = C
CBU OzD
ln
[
1 + CBU OzD
wu2(z′)θre f
(
−α1
2
z − θvup (z′) + θv(z′))
]
(33)
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where α1 is defined as previously. An identical solution can be found for δ taking the absolute
value of the buoyancy.
A formulation of the transition between cloudy and dry regime is added to limit the sen-
sitivity of the scheme to the change in the computation of entrainment and detrainment. If a
liquid mixing ratio is detected at z′′ using an “all or nothing” adjustment from updraft vari-
ables, the LCL height is determined assuming a linear increase of rc with height. A weight
for the KF90 lateral exchanges is defined as proportional to the cloudy part occupation of
the grid and the integral dry entrainment and detrainment are computed only on the height
of the dry part.
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3.3 Comparaison statistique entre LES et simula-
tions 1D pour les couches convectives
Cette partie est consacrée à une validation complémentaire de la nouvelle paramétri-
sation précédemment décrite. Nous nous attacherons à déterminer quantitativement
les différences entre les profils obtenus avec le nouveau schéma et ceux obtenus à
partir des LES en fonction de l'altitude pour différents cas de convection.
Dans la plupart des études de validation de paramétrisations, un ou deux cas
d'étude sont généralement présentés. Sur ces cas, quelques profils des variables ther-
modynamiques de la couche limite sont montrés. Nous avons voulu ici avoir un
regard plus complet, une vision plus statistique du comportement de notre schéma
pour différents cas de couches convectives.
Nous voulons donc étudier plus en profondeur les différences entre les simulations
LES et les simulations 1D pour chaque cas d'étude. Dans l'article précédemment
présenté [Pergaud et al., 2009], nous nous sommes attachés à décrire le comporte-
ment de la nouvelle paramétrisation pour un cas de convection sèche issu de la
campagne IHOP [Weckwerth et al., 2004], pour un cycle diurne de cumulus peu pro-
fond issu du projet EUROCS\ARM. Pour permettre un traitement statistique, nous
allons ici compléter ces deux cas d'étude par deux autres cas. Le premier correspond
au développement d'une couche limite convective sèche sur le désert australien. Le
jour 33 de l'expérience Wangara [Clarke et al., 1971] sera simulé. Les flux de sur-
face, les profils initiaux et les forçages (vent géostrophique) sont prescrits et tirés
directement de la campagne de mesures dont les résultats sont détaillés dans Clarke
et al. [1971]. Le deuxième cas supplémentaire concerne l'expérience BOMEX (pour
Barbados Oceanographic and Meteorological Experiment, Holland and Rasmusson
[1973]) ayant eu lieu dans les Barbades. Des cumulus d'alizés, sous des conditions
quasi-stationnaires non perturbées, ont été observés durant cette campagne et seront
ainsi simulés en LES mais aussi en simulation 1D avec la nouvelle paramétrisation.
Les profils initiaux, les forçages et les flux de surface sont aussi prescrits. La grille
verticale possède 50 niveaux avec une maille de 40m jusqu'à 2000m pour le cas Wan-
gara et 75 niveaux avec une résolution de 40m jusqu'à 3000m pour le cas BOMEX.
Comme pour les cas IHOP et EUROCS\ARM, ces résolutions seront utilisées pour
les LES et les simulations 1D.
Nous prendrons comme référence pour chacun de ces cas la simulation LES corre-
spondante. Celles-ci ont, en effet, montré des résultats très proches des observations
et cohérents dans des exercices d'intercomparaison de cas de couches convectives
[Brown et al., 2002; Siebesma et al., 2003]. L'idée est donc de tracer des graphes de
dispersion des variables caractéristiques, θl et rt, le contenu en eau nuageuse rc mais
aussi les flux turbulents.
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Table 3.2  Configurations des simulations 1D et LES pour les différents cas
étudiés
Expérience Type ∆x, ∆y(LES) ∆z Couche mélangée ∆z Inv.
IHOP Convection sèche 100m 20-50m 50m
démarrant de nuit
Wangara Cycle diurne 100m 40m 40m
convection sèche
ARM Cycle diurne de 100m 40m 40m
cumulus sur continent
BOMEX Cas quasi-stationnaire 100m 40m 40m
de cumulus d'alizés
Pour les cas secs, l'altitude z est normalisé par zi la hauteur de l'inversion. Pour
les cas nuageux, l'altitude des points secs est normalisée par zi et l'altitude des
points nuageux est normalisé par zi plus l'épaisseur du nuage ∆zc. Ainsi, l'abscisse
de valeur 1 correspondra à l'inversion pour les cas secs et à la base du nuage pour les
cas humides et l'abscisse 2 au sommet du nuage. Cette opération est répétée pour
plusieurs échéances de temps et pour tous les cas convectifs présentés précédemment.
Au final, chaque point correspondra à la différence entre la LES et la simulation
1D à un instant donné, une altitude donnée et pour un cas d'étude donné. Nous
espérons que cette étude permettra une validation un peu plus robuste de la nou-
velle paramétrisation due en partie au fait que le schéma sera testé sur des cas de
convections assez différents, deux développements de couches limites sèches (IHOP
[Couvreux et al., 2005], Wangara [André et al., 1978]) initialisé à partir des pro-
fils d'une couche nocturne stable bien développée pour IHOP et surmontée d'une
couche mélangée résiduelle pour Wangara, puis deux cas de convection nuageuse
(Eurocs/ARM [Brown et al., 2002], BOMEX [Siebesma et al., 2003]), ARM qui est
un cas de cycle diurne de cumulus peu profonds sur continent et BOMEX qui est
un cas de cumulus marins d'alizé quasi-stationnaires. Le tableau 3.2 résume les car-
actéristiques de ces différentes simulations.
Les graphes de dispersion des variables conservatives θl et rt sont montrés sur
les figures 3.2a et 3.2b. La nouvelle paramétrisation est capable de représenter cor-
rectement le mélange dans la couche mélangée pour les cas sec et dans la couche
sous-nuageuse pour les cas humides. Dans la couche mélangée, l'écart entre les profils
de θl obtenus avec le nouveau schéma par rapport à ceux obtenus en LES est approx-
imativement de +0.1K et l'écart sur rt est inclus dans un intervalle de −0.2× 10−3
à +0.2 × 10−3kg/kg. La couche de surface dans les résultats 1D est toujours plus
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instable que celle obtenue par LES. Pour les cas secs, près de l'inversion (z/zi = 1),
la différence est nettement plus grande et peut être doublée comparée aux valeurs
déterminées dans la couche mélangée. Ceci est dû au fait que l'inversion est la zone
la plus difficile à modéliser. Pour les cas nuageux, le maximum de différence entre les
résultats LES et SCM est localisé dans le nuage. Mais le comportement semble assez
différent du cas BOMEX au cas ARM. Cependant, dans cette zone, La dispersion
de θl est corrélée avec celle de rt au signe près, ceci étant dû au fait que θl croit avec
l'altitude alors que rt décroît avec l'altitude.
Concernant les flux turbulents (cf fig. 3.2c et 3.2d), dans la partie sèche, ceux-
ci semblent bien représentés par le schéma notamment la partie linéaire des flux
turbulents sauf pour w′r′t dans le cas IHOP. Dans la couche mélangée, l'écart est
compris entre ±0.01mK/s pour w′θ′l et entre ±0.5× 10−5mkg/skg pour w′r′t (si on
ne tient pas compte de l'écart sur le cas IHOP). Pour les cas secs, l'écart maximal
sur les flux turbulents est situé près de l'inversion et est corrélé avec l'écart sur les
variables conservatives.
Dans la partie nuageuse, les écarts obtenus sont compris entre ±0.02mK/s pour
w′θ′l et entre ±3 × 10−5mkg/skg pour w′r′t. La dispersion des flux turbulents est
assez différente pour les deux cas nuageux, mais semble corrélée avec celle des valeurs
conservatives.
Pour le cas BOMEX, les écarts ne sont pas importants dans la partie basse du
nuage autant pour les variables conservatives que pour les flux turbulents. C'est
dans la partie haute du nuage que la dispersion est la plus forte. Même si on ne peut
pas différencier les instants auxquels sont tracés les différents profils, l'évolution tem-
porelle montre que l'écart entre LES et simulations 1D sur les variables conservatives
décroît avec le temps. Ce comportement est dû au fait que notre paramétrisation a
besoin d'approximativement 3h pour être vraiment dans un état quasi-stationnaire
alors que la LES n'a besoin que d'1h30. Une simulation 1D de ce cas sur 24h a
été réalisée et a montré qu'après 3h de simulation l'état quasi-stationnaire était
maintenu. Ce comportement montre que dans les premières heures de simulation,
l'updraft n'atteint pas son niveau maximal, ainsi le sommet du nuage (correspon-
dant approximativement au sommet de l'updraft va s'élever petit à petit (ceci est
visible sur la figure 3.3b). Ainsi, dans la simulation 1D, l'air contenu au dessus du
nuage ne sera pas mélangé avec le reste de la couche limite car les flux seront nuls.
Ceci explique que la dispersion est la plus forte dans cette zone .
Pour le cas ARM, dans la partie basse du nuage, w′θ′l est moins négatif dans
les résultats 1D que dans la LES (le flux est négatif mais la différence 1D-LES est
positive) alors qu'il est plus négatif dans la partie haute. Les écarts entre la LES
et la simulation 1D dans le nuage, sont clairement liés à l'excès de θl sur la figure
3.2a. En effet, nous voyons clairement que les oscillations verticales de la dispersion
de w′θ′l sont corrélées avec celles de θl. Ce comportement est identique pour rt et
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(a) (b)
(c) (d)
(e)
Figure 3.2  Graphe de dispersion de la différence entre les résultats SCM et
LES pour les variables conservatives (a) θl, (b) rt, les flux turbu-
lents (c)w′θ′l, (d) w′r
′
t et rapport de mélange d'eau nuageuse rc en
fonction de l'altitude normalisé. Plus d'explications sont données
dans le texte. Chaque cas d'étude est représenté par un symbole
différent (cf légende)
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(a) (b)
Figure 3.3  Evolution de la base (a) et du sommet du nuage (b) pour le cas
BOMEX.
w′r′t. w′θ′l est moins négatif dans cette zone impliquant un gradient moins fort en
valeur absolue (le gradient change de signe sur la verticale). Ceci va avoir pour effet
de limiter le mélange dans cette zone et d'obtenir des valeurs de θl plus fortes en
bas du nuage alors qu'elles seront plus faibles au dessus de cette zone.
Enfin, pour le cas ARM dans la simulation 1D, le manque de mélange dans
le nuage est surement dû à un manque de mélange local réalisé par la turbulence
pour deux raisons.Premièrement, la TKE est très faible dans le nuage limitant le
mélange local. Deuxièmement, bien que la couche sous-nuageuse soit bien mélangée
et bien représentée, l'excès de θl et le déficit de rt dans la moitié basse du nuage
sont compensés respectivement par un déficit de θl et un excès de rt dans la moitié
haute du nuage.
La figure 3.2d représente la dispersion de rc pour les cas nuageux. De plus, nous
avons ajouté deux graphes représentant l'évolution de la base et du sommet du nu-
age pour le cas BOMEX (fig. 3.3). Deux graphes similaires ont été présentés pour les
cas ARM et FIRE dans l'article inséré dans la section précédente (respectivement
fig. 8 et fig. 11d). Comme pour les cas ARM et FIRE, le sommet et la base du nuage
sont globalement bien représentés. Sur les 2 premières heures de simulation, la LES
montre des fluctuations au niveau du sommet et de la base du nuage qui correspon-
dent au spin-up de celle-ci déjà mis en évidence par Siebesma et al. [2003]. De plus
comme nous l'avons déjà indiqué précédemment, le sommet du nuage dans la sim-
ulation 1D n'est pas stationnarisé au début de la simulation, il n'atteint sa hauteur
maximale qu'après 3 heures de simulation. Concernant la dispersion du contenu en
eau nuageuse rc, l'écart obtenu est inclus dans un intervalle allant de −0.2 × 10−5
à +1.5× 10−5kg/kg et semble plus fort pour le cas ARM que pour le cas BOMEX.
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Cette erreur est principalement due à une différence dans la position du maximum
de rc qui est plus bas dans la simulation (cf fig. 7 de l'article).
Nous avons pu mettre en lumière le comportement général du schéma et une
estimation des écarts entre la LES et les simulations 1D obtenues avec cette nouvelle
paramétrisation. Les variables conservatives et le contenu en eau nuageuse sont
pronostiques dans le modèle et ce sont donc ces variables dont la représentation
est la plus importante. Nous avons mis en évidence que le schéma à cette résolution
permet d'obtenir une bonne représentation des processus physiques se produisant
dans la couche limite générant des différences entre la LES et les simulations 1D assez
faibles pour ce qui concernent les variables pronostiques. Ceci nous laisse penser que
ce schéma est assez robuste pour une utilisation dans un contexte opérationnel.
3.4 Résumé et conclusion
Pour les modèles de prévision numérique du temps, et les modèles méso-échelle
résolvant la convection profonde, les nuages de couche limite ainsi que le mélange
dans celle-ci sont associés à des processus sous-mailles. Le concept EDMF pour
Eddy-Diffusivity\Mass Flux est maintenant acceptée comme une approche efficace
pour modéliser la contribution des structures cohérentes convectives et celle de la
turbulence locale d'une manière unifiée.
Le flux turbulent d'une variable φ est ainsi défini comme :
w′φ′ = −K∂φ
∂z
+
Mu
ρ
(φu − φ) (3.2)
Une formulation d'un simple updraft idéalisé est utilisé pour modéliser l'impact
de plusieurs thermiques et déterminer ainsi le flux de masse Mu. L'aspect original
de cette approche est que les thermiques sont représentés depuis le sol jusqu'au
sommet de la couche limite sèche ou nuageuse contrairement à l'ancienne approche
en flux de masse utilisé exclusivement pour la convection nuageuse [Arakawa and
Schubert, 1974]. Les points cruciaux du schéma EDMF sont à peu près les mêmes
que ceux des schémas en flux de masse standard : la fermeture du schéma et la
définition des échanges latéraux entre l'updraft et l'environnement. Comparée à des
paramétrisations similaires, notre approche est justement différente sur ces points.
Ainsi, une nouvelle fermeture pour le flux de masse au niveau de la couche de
surface a été définie à partir d'une échelle caractéristique de la vitesse verticale
w∗ [Grant, 2001] résolvant les problèmes de fermeture au niveau de condensation
souvent utilisée dans les schémas en flux de masse [Neggers et al., 2004] :
Mu(z0) = CM0 × ρ(
g
θvref
w′θ′vs × Lup)1/3 (3.3)
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où CM0 = 0.065.
De plus, dans la partie sèche, de nouvelles définitions de l'entraînement et du
détrainement ont été développées à partir de la flottabilité et de la vitesse verticale
dans l'updraft. Cette approche permet d'obtenir un entraînement et un détrainement
adaptatifs dépendant du type de la couche limite mais aussi de l'intensité de la
convection pour les couches limites convectives. L'impact du schéma est ainsi limité
si les conditions ne sont pas propices au développement de la convection. Ainsi
l'entraînement et le détrainement sont définis comme :
dry = Max
[
0, C
Bu
w2u
]
(3.4)
δdry = Max
[
1
Lup − z , Cδ
Bu
w2u
]
(3.5)
En outre, dans la partie sèche, l'entraînement est nul dans la zone non flottable. Le
détrainement est inversement proportionnel à Lup − z dans la partie flottable.
Dans la couche nuageuse, l'entraînement et le détrainement sont calculés selon
l'approche de Kain and Fritsch [1990] modifiée par Bechtold et al. [2001]. Leur
concept est basé sur l'approche en buoyancy sorting décrite dans le chapitre 2. A
notre connaissance, c'est la première fois que cette approche est utilisée dans un
modèle basé sur le concept EDMF.
Ce nouveau schéma a été testé, à haute résolution, sur divers cas de convection
sèche et nuageuse (IHOP,Wangara, BOMEX, ARM) mais aussi sur un cas d'une
couche limite surmontée de stratocumulus (FIRE). Cette nouvelle paramétrisation
a permis de montrer en la comparant à des LES qu'elle représente d'une manière
cohérente le mélange dans le couche limite et les nuages de couche limite. De plus,
une comparaison avec la paramétrisation intialement implémentée dans Meso-NH
(schéma de turbulence en TKE prognostique de Cuxart et al. [2000] (CBR) plus
schéma de convection de Bechtold et al. [2001] (KFB)) nous a permis de documenter
l'apport d'un tel schéma tant sur l'amélioration du mélange que sur la représentation
des nuages de couche limite.
Pour les cas de convection sèche, nous avons pu mettre en évidence que cette
paramétrisation permettait une bonne représentation de la zone à contre-gradient
là où le flux de θl est opposé au gradient vertical de sa valeur moyenne. Ce défaut
des représentations en K-gradient décrites dans la partie 2.3.2 a ainsi pu être cor-
rigé nous permettant d'obtenir des profils de variables conservatives plus réalistes
notamment dans la couche mélangée. De plus, la modélisation du transport de mo-
ment a nettement amélioré la représentation des profils des composantes du vent
dans les couches limites convectives. L'étude statistique basée sur la dispersion des
écarts entre la LES et les simulations 1D a montré que l'inversion restait la zone la
plus difficile à modéliser. Cependant, le terme en flux de masse dans le calcul du flux
turbulent est responsable du phénomène d'overshoot des thermiques dans la zone
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d'inversion et permet ainsi une meilleure représentation de l'entraînement menant à
un développement de la couche limite comparable à celui obtenu par LES.
Pour les cas de convection peu profonde nuageuse, le nouveau schéma de con-
densation sous-maille basé sur les variables de l'updraft a permis de résoudre un
problème inhérent à la paramétrisation de la convection nuageuse : une bonne déter-
mination de la fraction nuageuse. Cette dernière variable est particulièrement im-
portante pour le schéma radiatif du modèle. Même si dans les cas de convection
étudiés, les flux de chaleur de surface sont totalement prescrits, on peut espèrer que
sur des simulations 3D cette amélioration aura un impact non négligeable. L'étude
statistique a montré des erreurs relativement faibles dans le mélange des variables
conservatives dans la partie nuageuse. De plus, le schéma a les qualités requises
pour représenter correctement les caractéristiques du nuage en terme de contenu
en eau nuageuse mais aussi de positionnement de la base et du sommet du nuage.
La nouvelle paramétrisation a été testée sur deux cas de cumulus très différents :
un cas quasi-stationnaire de cumulus marins d'alizés (BOMEX) mais aussi sur un
cas de cycle diurne de cumulus peu profonds sur continent (ARM). Ceci a permis
de montrer la capacité du schéma à représenter aussi bien des nuages continentaux
fortement influencés par les flux de surface et notamment leur évolution, de leur
formation à leur dissipation, que des nuages océaniques quasi-stationnaires.
Les derniers tests réalisés à haute résolution concernaient un cas de couche limite
surmontée d'un stratocumulus. Le schéma n'étant à priori pas dédié à la représen-
tation de ce type de couche limite, nous voulions montrer que son activation n'avait
pas comme conséquence la disparition des stratocumulus due à un excès de mélange.
Nous avons pu noter que si la paramétrisation ne causait pas la disparition de ce
type de nuage, le schéma a de plus, permis d'améliorer considérablement la représen-
tation de l'évolution de ce type de couche limite. Le cycle diurne est mieux marqué
que celui simulé avec la paramétrisation standard de Meso-NH. Ceci étant dû à la
prise en compte du terme en flux de masse qui permet dans les couches convec-
tives sèches d'améliorer l'entraînement dans la zone d'inversion. Même si la nature
de la turbulence permettant l'entraînement dans les couches limites surmontées de
stratocumulus restent encore un point d'étude, la prise en compte de l'impact des
structures cohérentes dans les paramétrisations 1D semblent améliorer la dynamique
du stratocumulus au niveau de l'inversion. De plus, pour les mêmes raisons, l'évolu-
tion du LWP et le découplage entre la couche nuageuse et la couche sous-nuageuse
sont nettement mieux modélisés.
Pour conclure ce chapitre, la robustesse du schéma a été mis en évidence par son
utilisation sur différents types de couche limite. Nous avons évalué, que la dispersion
des écarts entre des profils des simulations 1D et ceux de LES pour les variables tels
que θl et rt ou leurs flux turbulents ou encore rc restent relativement faible. Nous
pouvons ainsi conclure que l'utilisation de cette paramétrisation semble pertinente
pour améliorer la prise en compte des processus physiques des couches limites dans
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les modèles méso-échelles mais aussi de prévision numérique du temps.
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Chapitre 4
Validations complémentaires en 1D :
sensibilité et stabilité numérique
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Ce chapitre est consacré à trois études complémentaires de la validation précé-
dente mais toutes aussi importantes que les tests réalisés sur des cas idéaux. Dans une
première partie, nous allons étudier la sensibilité de la paramétrisation aux divers co-
efficients qu'elle contient. Dans une deuxième partie, des résultats à basse résolution
du schéma seront présentés pour le cas représentant des cumulus continentaux, le
cas EUROCS\ARM. Dans une troisième partie, nous mettrons en évidence les prob-
lèmes de stabilité des schémas de type EDMF et détaillerons une solution apportée
permettant l'utilisation du schéma avec des pas de temps relativement longs. Nous
voulons montrer ici comment pourrait se comporter la nouvelle paramétrisation dans
un contexte opérationnel ou dans un modèle de circulation générale.
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4.1 Etude de la sensibilité des résultats aux paramètres
du schéma
Toute paramétrisation fait appel à des simplifications, à des hypothèses, qui nous
conduisent à utiliser des coefficients de proportionnalité.
Les résultats de LES peuvent nous aider à déterminer ces coefficients. Pour cela,
on utilise souvent des échantillonnages conditionnels ou conditionnal samplings en
anglais (CS dans la suite). Ces CS permettent de distinguer certaines zones comme le
coeur du nuage ou son entourage, les updrafts, les downdrafts et de réaliser ainsi des
calculs localisés sur ces zones. Par exemple, il est possible de déterminer l'entraîne-
ment et le détrainement moyen au sein d'une population de nuages. Les résultats
obtenus sont néanmoins très dépendants des critères choisis pour échantillonner l'es-
pace.
De plus, il est possible à l'aide de LES de déterminer si les formulations de la
fermeture du schéma sont correctes. Nous avons d'ailleurs pu montrer dans l'article
précédemment présenté le lien ente w∗ et le flux de masse dans la couche de surface.
Une autre méthode consiste à régler ces coefficients pour obtenir les meilleurs ré-
sultats possibles. Cette méthode a l'avantage d'être assez simple à mettre en oeuvre
mais ne permet pas de savoir si la physique du modèle est cohérente. Il est possible
d'obtenir en effet des compensations d'erreur menant à de bons résultats mais pour
de mauvaises raisons.
Il est donc important de tester la sensibilité du schéma à ces coefficients. Cette
démarche nous permet de montrer comment évoluent les résultats obtenus avec la
paramétrisation en faisant varier ceux-ci. Nous nous focaliserons sur deux cas d'étude
précédemment décrits, les cas Wangara et EUROCS\ARM (un cas de convection
sèche et un cas de convection humide) et sur des variables nous permettant de décrire
la couche limite (hauteur d'inversion, base et sommet du nuage et LWP). Des pro-
fils des variables conservatives seront montrés s'ils sont nécessaires pour l'analyse
de la sensibilité. Nous verrons ainsi que le schéma est nettement plus sensible à
certains coefficients qu'à d'autres. Dans toute cette partie, nous nommerons valeur
de référence celle utilisée dans l'article et dans tous les résultats supplémentaires
montrés jusqu'à maintenant.
Les coefficients du schéma sont importants et il serait donc intéressant de les
tester tous. Cependant, les coefficients a et b de l'équation de la vitesse verticale
dans l'updraft wu (équation 6 de l'article) ne seront pas testés. De nombreuses
références traitent de ces coefficients et les valeurs varient de 0.3 à 2 pour a et de
0.5 à 2 pour b. Simpson and Wiggert [1969] suggèrent une valeur de 2/3 pour a et
de 2 pour b. Gregory [2001] utilise des valeurs respectivement de 1/6 et 1 Siebesma
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et al. [2007] utilisent des LES pour déterminer a et b. Ils trouvent ainsi que a varie
de 1.3 à 1.6 et b de 0.3 à 0.4. Les valeurs que nous avons choisies sont respectivement
de 1 et 1. Cependant, il faut noter que le coefficient b dans cette équation est lié
au terme d'entraînement qui fait appel à un autre coefficient C fixé à une valeur
de 0.55. Il est donc difficile de savoir si b doit intégrer C ou non. Ceci est valable
pour plusieurs coefficients du schéma, ces coefficients vont interagir entre eux via les
termes auxquels ils sont rattachés.
4.1.1 Les coefficients de fermeture : CM0, α
Les coefficients de fermeture sont liés à la fermeture du schéma. Ainsi, CM0 est
le coefficient de proportionnalité du flux de masse au niveau du sol défini à partir
de w∗ (équation 3.3) et α le coefficient de l'excès en température et en eau totale
permettant de définir les variables de l'updraft au niveau du sol θlu(zgrd) et rtu(zgrd)
(équation 16 de l'article).
Les figures 4.1 et 4.2 illustrent la sensibilité au coefficient α. Nous le faisons varier
de 0 à 1. La valeur utilisée dans l'article est 0.3 (courbe en vert). Nous voyons claire-
ment que ce paramètre donne approximativement les mêmes résultats pour toutes
ces valeurs. En effet, les excès de température et d'eau permettant de déterminer les
variables de l'updraft au niveau du sol θlu(zgrd) et rtu(zgrd) restent visiblement très
faibles par rapport à θl et rt respectivement. Même pour une valeur de α = 1, les
modifications restent minimes.
Les valeurs de θlu(zgrd) et rtu(zgrd) peuvent être considérées comme les valeurs
au niveau du sol à condition que la couche de surface superadiabatique dans les
cas convectifs soit bien représentée, i. e. que θl au niveau du sol soit supérieure à
sa valeur dans la couche mélangée. Dans la version EDMF développée par Hourdin
et al. [2002], aucun excès n'est pris en compte pour définir θlu(zgrd) et rtu(zgrd).
De plus, d'après les formulations utilisées pour l'entraînement, si on augmente le
coefficient α, θlu(zgrd) et rtu(zgrd) vont augmenter menant à un accroissement de la
flottabilité et donc de l'entraînement dans les premiers niveaux. D'après l'équation
d'évolution de θlu et rtu (équation 5 de l'article), θlu et rtu vont tendre d'autant plus
rapidement (sur la verticale) vers θl et rt respectivement limitant ainsi l'impact de α.
Les figures 4.3 et 4.4 montrent la sensibilité du schéma au paramètre CM0 . Nous
le faisons varier de 0.45 à 0.85. Notre valeur de référence est de 0.65 (courbe en
rouge). Il faut noter tout d'abord que, d'après l'équation diagnostique du flux de
masse (équation 2 de l'article), toute augmentation du flux de masse au niveau du
sol amènera une augmentation du flux de masse sur la verticale si l'entraînement et
le détrainement restent constants.
Dans le cas Wangara, l'augmentation du flux de masse n'a pas de réel impact
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(a) (b)
Figure 4.1  Sensibilité du schéma au coefficient α. Cas Wangara : (a) Evolution
de la hauteur d'inversion zi. (b) Profils de θl après 10h de simulation.
(a) (b)
Figure 4.2  Sensibilité du schéma au coefficient α. Cas ARM : (a) Evolution
de la base et du sommet du nuage et (b) évolution du LWP. Les
résultats LES sont représentés par la ligne noire. Les autres couleurs
représentent les résultats obtenus en faisant varier α. La ligne verte
représente les résultats pour la valeur de référence.
sur la hauteur de l'inversion, celle simulée par le schéma reste très proche de celle
obtenue en LES (figure 4.3a) pour toutes les valeurs de CM0 . Cependant plus le flux
de masse est fort plus la contribution du mélange non local dans la couche limite
est importante causant ainsi une diminution du gradient vertical des variables con-
servatives, comme on peut le voir sur la figure 4.3b pour θl.
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(a) (b)
Figure 4.3  Sensibilité du schéma au coefficient CM0 . Cas Wangara : Légende
identique à la figure 4.1 sauf pour notre référence représentée par la
ligne rouge.
Dans le cas ARM, plus le flux de masse est fort plus le LWP sera grand (figure
4.4b). Nous voyons sur la figure 4.4a que la base du nuage est très peu sensible
à ce paramètre, le sommet du nuage a tendance à s'élever légèrement avec une
augmentation de CM0 donc du flux de masse. L'accroissement du LWP est lié à
l'accroissement du flux de masse dans la partie sèche qui va causer une augmentation
du flux de masse au niveau de condensation. wu ne va pas varier, la fraction d'updraft
au va, par définition, augmenter (nous rappelons queMu = ρauwu) et accroître ainsi
le contenu en eau nuageuse rc dans le nuage (il faut se référer au calcul de rc dans
le schéma de condensation sous-maille présenté dans l'article du chapitre 3).
Enfin, nous voyons que contrairement au cas Wangara, l'accroissement du flux
de masse aura pour effet de modifier la température potentielle liquide dans la partie
sèche. En effet, l'inversion de température est beaucoup moins forte que dans le cas
Wangara permettant ainsi la formation de cumulus ; le détrainement juste en dessous
de la base du nuage sera donc bien moins fort. Ainsi, comme expliqué précédemment,
si CM0 augmente, le flux de masse augmentera permettant un accroissement de
l'entraînement d'air plus chaud de la couche au-dessus du nuage vers la couche sous-
nuageuse. Ceci est aussi mis en valeur sur la figure 4.4a, la légère élévation de la
base du nuage par rapport à la référence, en fin de vie du nuage, est corrélée avec
l'accroissement de la température dans la couche sous-nuageuse (Figure 4.4c).
La valeur de CM0 = 0.065 nous permet d'obtenir la meilleure représentation des
variables pronostiques du modèle, mais elle est aussi cohérente avec ce que nous
obtenons à partir de LES si nous traçons le flux de masse dans la couche de surface
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(a) (b)
(c) (d)
Figure 4.4  Sensibilité du schéma au paramètre CM0 . Cas ARM : Légende iden-
tique à la figure 4.2 pour les figures a et b, la référence est représentée
par la ligne rouge. Les figures (c) et (d) représentent des zooms sur
les profils de θl après 9h de simulation
(obtenu par CS) en fonction de w∗. Nous avons pu le montrer dans l'annexe de
l'article présenté dans le chapitre 2 (figure 12 de l'article).
4.1.2 Les coefficients de l'entraînement et du détrainement :
C, Cδ et CδLUP
Les coefficients des échanges latéraux dans la partie sèche sont au nombre de
3. C est le coefficient de l'entraînement, Cδ celui du détrainement proportionnel à
l'opposé de la flottabilité (équation 3.5). Nous avons décidé d'ajouter un coefficient
au détrainement inversement proportionnel à Lup− z. Nous ferons donc aussi varier
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(a) (b)
(c) (d)
Figure 4.5  Sensibilité du schéma au coefficient C. (a) : Evolution de la hauteur
d'inversion zi pour le cas Wangara. (b) Profils de θl après 10h de
simulation. (c) Evolution de la base et du sommet du nuage (d)
Evolution du LWP. La LES est représentée par la ligne noire, la
valeur de référence 1D est en rouge.
ce coefficient nommé CδLUP .
La figure 4.5 montre la sensibilité du schéma au paramètre C. On note tout
d'abord que le schéma est plus sensible aux variations de ce paramètre qu'aux vari-
ations des deux paramètres précédemment étudiés quelque soit le cas (ARM ou
Wangara).
Dans le cas Wangara, même si la hauteur de l'inversion (zi) ne semble pas très
sensible aux variations de C nous pouvons noter que celle-ci varie légèrement com-
paré à la sensibilité aux autres paramètres (figure 4.5a). Les profils en θl montrent
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que plus C est élevée plus le mélange sera fort (figure 4.5b). En effet, si la valeur de
C augmente, l'entraînement augmentera menant ainsi à un flux de masse plus fort.
Ce que l'on observe sur cette figure est identique à la sensibilité au paramètre CM0
étudiée dans la section précédente mais avec une sensibilité plus forte. Des variations
de C ont peu d'impact sur la hauteur de l'inversion mais un C plus fort aura pour
conséquence une couche convective fortement mélangée diminuant ainsi le gradient
de θl dans la couche mélangée.
On peut montrer à partir de l'équation 2 de l'article que le flux de masse entre
z et z' est défini par (si z est légèrement supérieur à z') :
Mu(z
′′) = Mu(z′)× e(−δ)(z′′−z′) = Mu(z′)×
(
e
eδ
)(z′′−z′)
(4.1)
Ainsi, alors que CM0 correspond à un coefficient multiplicateur du flux de masse,
C est la puissance du terme e dans l'équation 4.1. Ce qui explique la plus forte
sensibilité du schéma à ce paramètre.
Dans le cas ARM, plus C est fort, plus la base du nuage et le sommet du nuage
seront élevés (figure 4.5c). De même, le LWP sera plus fort si on augmente C. Nous
pouvons noter là encore que les variations du LWP sont beaucoup plus sensibles à
ce paramètre qu'à CM0 . Mais néanmoins, les variations se font dans le même sens.
Enfin, si la valeur de C est assez élevé (>0.80), le LWP variera fortement juste
après la formation du nuage. Ce comportement non réaliste n'est pas présent dans
la simulation de référence mais montre que ce paramètre doit être bien défini pour
un fonctionnement optimal du schéma.
La figure 4.6 montre la sensibilité du schéma au paramètre Cδ. Ce coefficient du
détrainement dans l'équation 3.5 ne modifiera le détrainement que dans la partie
sous-nuageuse non flottable (où Bu < 0). Nous le faisons varier de 8 à 12 et notre
valeur de référence est de 10 (courbe en rouge).
Le cas ARM est très peu sensible à ce paramètre tout au moins pendant la durée
de vie du nuage. Ceci peut être simplement expliqué par le fait qu'il n'y ait pas de
zone sous le nuage où la flottabilité est négative ainsi le détrainement dans la partie
sèche sera déterminé par la formulation δ = 1/(LUP − z) (équation 3.5). Le LWP,
la base et le sommet du nuage sont ainsi peu modifiés si on change la valeur de Cδ
(figure 4.6c et 4.6d).
Dans le cas Wangara, il y a bien une zone vers l'inversion où la flottabilité est
négative. Cependant, la sensibilité de la hauteur de l'inversion reste très faible (fig-
ure 4.6a). De même, les profils en θl montrent peu de sensibilité dans la couche
mélangée (figure 4.6b), cependant les valeurs de θl à une altitude donnée dans la
couche d'inversion diminuent avec Cδ. Des valeurs fortes de Cδ vont avoir pour effet
d'augmenter le détrainement en haut de la couche limite et de limiter les valeurs de
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(a) (b)
(c) (d)
Figure 4.6  Sensibilité du schéma au coefficient Cδ. Légende identique à la figure
4.5
flux de masse et ainsi de diminuer le mélange dans cette zone.
Enfin, la figure 4.7 illustre la sensibilité du schéma au degré de liberté imposé
par la formulation du détrainement δ = 1/(LUP − z). Même si dans l'article, cette
formulation ne fait pas appel à un coefficient de proportionnalité, il est intéres-
sant compte tenu du fait que le schéma n'est pas très sensible aux variations du
coefficient Cδ de faire varier un nouveau coefficient CδLUP attaché à cette formula-
tion du détrainement. Ainsi le détrainement sera défini comme δ = CδLUP /(LUP−z).
Nous avons fait varier le coefficient CδLUP de plus ou moins 50% autour de 1,
sa valeur de référence. Le schéma est assez sensible à ce coefficient. Dans le cas
Wangara, une diminution de CδLUP a pour conséquence d'obtenir une inversion plus
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(a) (b)
(c) (d)
Figure 4.7  Sensibilité du schéma au coefficient CδLUP . Légende identique à la
figure 4.5
haute (figure 4.7a). Ce paramètre a un fort impact mais est aussi responsable de
la façon dont est réalisé le mélange dans la couche mélangée (figure 4.7b). Plus le
détrainement est fort, plus le flux de masse sera faible. Ainsi, des valeurs fortes de
CδLUP limitent le mélange dans la couche limite et l'entraînement au sommet de
celle-ci. Ceci aura pour conséquence de limiter le réchauffement de la couche limite.
La température potentielle sera ainsi d'autant plus faible que CδLUP est grand (bien
sûr en cas convectif). Pour les mêmes raisons, la zone à contre gradient est mal
modélisée si la valeur de CδLUP est trop forte.
Pour le cas ARM, la sensibilité au paramètre CδLUP est également assez forte.
Comme pour C, CδLUP va avoir un impact sur le flux de masse à la base du nuage
mais aussi sur le développement de la couche sous-nuageuse. La figure 4.7c montre
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l'évolution de la base et du sommet du nuage en fonction de la valeur de CδLUP .
Plus CδLUP est fort, plus la base et le sommet du nuage seront haut. L'épaisseur
du nuage est peu modifiée, mais le LWP est d'autant plus fort que CδLUP est grand
(figure 4.7d). Comme pour la sensibilité à CM0 , un flux de masse plus fort dans la
partie nuageuse aura pour conséquence une fraction nuageuse plus forte et donc une
augmentation du contenu en eau nuageuse rc.
Pour conclure cette partie, il est clair qu'un bon équilibre entre le détraine-
ment et l'entraînement dans la partie sèche est une des clés de voûte de ce type de
paramétrisation. Un équilibre réaliste entre ces deux processus va permettre une déf-
inition correcte du flux de masse et donc du mélange dans la couche limite. De plus,
nous avons clairement établi que puisque le schéma n'est pas fermé au niveau de
condensation, l'entraînement et le détrainement dans la partie sèche seront détermi-
nants dans l'établissement du flux de masse à la base du nuage. La représentation du
nuage reste clairement liée à cette valeur qui dans notre schéma, n'est aucunement
définie d'une manière empirique.
4.2 Run 1D à basse résolution
Nous avons voulu aussi montrer au cours de notre étude que la nouvelle paramétri-
sation n'était pas simplement faite pour des résolutions verticales très fines ou encore
pour des pas de temps très courts. L'idée générale est de permettre d'utiliser celle-ci
à la fois dans des modèles opérationnels de prévision numérique du temps mais aussi
dans des modèles de circulation générale. Ainsi, il était intéressant de réaliser des
tests à plus faible résolution verticale que celle utilisée dans les exercices d'intercom-
paraison présentés précédemment. Nous avons donc tester le cas EUROCS\ARM de
convection peu profonde avec une grille proche de celle du nouveau modèle opéra-
tionnel de Météo-France, AROME. La grille verticale utilisée contient 18 niveaux
jusqu'à 4000m avec une maille verticale d'environ 35m pour le premier niveau à
400m environ pour le dernier niveau.
Dans la première partie, nous comparerons les résultats obtenus à haute et basse
résolution avec la nouvelle paramétrisation. Dans une seconde partie, les simulations
à basse résolution réalisées avec la nouvelle paramétrisation seront comparées aux
résultats 1D obtenus avec les paramétrisations existantes dans Meso-NH (schéma
CBR pour la turbulence et schéma KFB pour la convection peu profonde). Une
étude plus poussée de la stabilité numérique sera décrite dans le chapitre suivant
notamment pour l'application à des modèles de circulation générale nécessitant des
pas de temps relativement longs.
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4.2.1 Comparaison run 1D : haute vs basse résolution
La figure 4.8 montre plusieurs profils des variables conservatives θl et rt pour la
LES, pour la simulation 1D à haute résolution et pour la simulation 1D à basse ré-
solution. Les résultats LES considérée comme référence ne sont présentés qu'à titre
de repère, nous tâcherons surtout ici de comparer les simulations à basse et haute
résolution.
Dans la partie sèche, la zone à contre gradient est correctement modélisée par le
nouveau schéma et les résultats à basse résolution semblent comparables à ce que
nous avons obtenu à haute résolution. Ceci est visible sur les profils obtenus après
3h et 5h de simulation. Néanmoins, il faut garder à l'esprit que c'est dans cette zone
que la résolution verticale est relativement la plus fine.
Les profils à 8h représentent les variables θl et rt en présence de nuage (figure 4.8).
La nouvelle paramétrisation représente correctement le mélange dans toute la couche
limite à haute comme à basse résolution. Nous pouvons noter toutefois qu'après
8h de simulation, un écart existe entre les valeurs obtenus avec la simulation à
haute résolution verticale et celle à basse résolution, particulièrement dans la couche
mélangée (1 × 10−3kg/kg pour rt et 0.3K pour θl). Ces écarts sont principalement
dus à un changement du niveau de condensation. A cette résolution et dans cette
zone, la taille de la maille verticale est de 200 mètres. Ainsi, si le LCL gagne un
niveau dans la simulation, le schéma en flux de masse va pouvoir mélanger cet air
plus chaud et plus sec contenu dans ce volume avec l'air contenu dans la couche
sous-nuageuse. Ceci va provoquer un réchauffement et un assèchement de celle-ci
expliquant les écarts présents sur les profils après 8h de simulation.
La figure 4.9 représente les profils moyennés sur l'intervalle [8h-9h] du contenu en
eau nuageuse rc et de la fraction nuageuse CF . Nous pouvons noter que les valeurs
de rc et de CF obtenues à basse résolution sont comparables à celles obtenues avec
la LES et la simulation à haute résolution. Cependant, le niveau de condensation est
clairement plus haut dans la simulation 1D à basse résolution mais cette différence
ne correspond, en fait, qu'à une maille du modèle à cette résolution. Comme expliqué
dans le paragraphe précédent pour les profils de θl et rt, la résolution ne permet bien
sûr pas d'obtenir l'altitude moyenne réelle du LCL ou proche de celle obtenue avec
la LES. Le sommet du nuage obtenu à basse résolution est néanmoins comparable
à celui obtenu à haute résolution.
4.2.2 Comparaison run 1D basse résolution : nouveau schéma
vs CBR+KFB
La figure 4.10 représente plusieurs profils des variables conservatives θl et rt à
différents instants pour la LES, pour les simulations 1D à basse résolution avec la
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(a) (b)
Figure 4.8  Profils des variables conservatives a) θl, b) rt à différentes échéances.
Les profils issus de la LES sont représentés en rouge, ceux de la sim-
ulation 1D à haute résolution en bleu et enfin ceux de la simulation
à basse résolution en vert
(a) (b)
Figure 4.9  Profils moyennées entre [8h,9h] de simulation : (a) du contenu en
eau nuageuse rc et (b) de la fraction nuageuse. La légende de couleur
est identique à celle de la figure 4.8
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nouvelle paramétrisation et avec les paramétrisations prééxistantes CBR+KFB. Il
faut toutefois rappeler que le schéma de turbulence CBR ne modélise la turbulence
que dans la partie sèche de la couche limite. Le schéma KFB prend le relais de
celui-ci s'il diagnostique la possibilité de formation d'un nuage comme nous l'avons
expliqué dans le chapitre 2.
Après 3h de simulation, aucun nuage n'est présent, le nuage ne commence à se
former qu'après 4h30 de simulation. Après 5h de simulation, le nuage a une très faible
extension verticale et le contenu en eau nuageuse reste très faible. Nous voyons ici
clairement l'apport de la nouvelle paramétrisation dans la représentation du mélange
dans la couche limite convective même à basse résolution. Sur les profils à 3h et 5h, la
prise en compte de l'impact des thermiques permet une meilleure représentation de la
zone à contre gradient. Un manque de mélange du schéma de turbulence CBR, déjà
mis en évidence dans l'article présenté précédemment, ne permet pas de modéliser
un flux à contre gradient. La hauteur d'inversion est aussi mieux modélisée par la
nouvelle paramétrisation.
Les profils à 8h représentent les variables θl et rt en présence de nuage (figure
4.10). Avec les schémas CBR+KFB, la couche limite semble ne pas être suffisam-
ment développée mettant en évidence un manque de continuité du mélange entre
la couche sous-nuageuse et la couche nuageuse. De plus, nous pouvons noter qu'au
dessus de 1500m, l'impact du schéma prééxistant est quasi-nul. En effet, au dessus
de cette altitude, les profils de θl et rt, après 8h de simulation, sont superposés à leurs
profils initiaux respectifs. Avec la nouvelle paramétrisation, comme nous l'avons mis
en évidence dans la section précédente, la continuité du mélange entre la couche
sous-nuageuse et nuageuse due au modèle du thermique apporte du réalisme dans
la représentation des variables conservatives.
La figure 4.11 représente les profils moyennés sur l'intervalle [8h-9h] du contenu en
eau nuageuse rc et de la fraction nuageuse CF . Les valeurs obtenues avec le schéma
CBR+KFB ne sont pas réalistes. Concernant la nouvelle paramétrisation, nous pou-
vons noter que les valeurs de rc et de CF sont cohérentes avec celles obtenues dans la
LES. Le schéma de CBR+KFB ne permet pas d'avoir des caractéristiques nuageuses
correctes. Avec le schéma CBR+KFB, le nuage simulé est un nuage résolu (par op-
position à sous-maille) créé par le schéma de microphysique ; la fraction nuageuse
est égale à 1. Ce nuage est en fait principalement dû à l'apport d'humidité par la
turbulence dans la zone d'inversion et par un manque d'entraînement au niveau de
celle-ci. Ceci a pour cause un manque de réchauffement de la couche limite per-
mettant d'atteindre la saturation dans la maille. En effet, nous voyons clairement
sur la figure 4.10 qu'après 8h de simulation, dans cette zone nuageuse, θl est trop
faible et que rt est trop fort avec l'utilisation de CBR+KFB. Ainsi, la saturation
est atteinte dans toute la maille et le nuage résolu est créé. Il est clair que, dans ces
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Figure 4.10  Profils des variables conservatives a) θl, b) rt à différentes
échéances. Les profils issus de la LES sont représentés en rouge,
ceux de la simulation 1D avec la nouvelle paramétrisation en bleu
et enfin ceux de la simulation 1D avec le modèle de turbulence 1D
CBR couplé au schéma de convection KFB en vert
conditions, le schéma de convection KFB ne se déclenche pas. La discontinuité entre
paramétrisation de la turbulence et paramétrisation de la convection peu profonde
ne permettant pas le déclenchement du schéma KFB rend ainsi le mélange inexistant
au dessus du nuage résolu.
Le nouveau schéma utilisé à basse résolution verticale est capable de donner une
représentation du contenu en eau nuageuse et de la fraction nuageuse très correcte
nous laissant penser que ce schéma peut-être utilisé pour la prévision numérique du
temps. D'autre part, nous voyons que l'amélioration du mélange dans la couche
sèche, la continuité du schéma en flux de masse entre la couche sous-nuageuse
et la couche nuageuse, et l'application d'un schéma de condensation sous-maille
plutôt basique mais prenant en compte les caractéristiques de l'updraft permet-
tent une résolution efficace des problèmes liés à la paramétrisation de la convection
peu profonde. La fraction nuageuse a d'ailleurs toujours été, à notre connaissance,
mal représentée par les paramétrisations unicolonnes. L'étude d'intercomparaison
de SCMs réalisée sur le cas EUROCS\ARM par Lenderink and Holtslag [2004] avait
d'ailleurs mis en avant ce défaut constant des paramétrisations. Par comparaison,
dans l'article récent de Soares et al. [2004] utilisant une approche EDMF, la frac-
tion nuageuse est largement surestimée dans la simulation du cas ARM à haute
résolution. Enfin, l'application du nouveau schéma a permis d'obtenir des résultats
similaires pour les autres cas de convection peu profonde étudiés précédemment
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Figure 4.11  Profils moyennées entre [8h,9h] de simulation : (a) du contenu
en eau nuageuse rc et (b) de la fraction nuageuse. La légende de
couleur est identique à celle de la figure 4.10
(Wangara, BOMEX, IHOP).
Pour conclure cette partie, nous avons réalisé une étude à basse résolution verti-
cale de la nouvelle paramétrisation sur le cas ARM en la comparant notamment à la
paramétrisation de la convection peu profonde standard de Meso-NH (CBR+KFB).
Cette étude a montré la robustesse du schéma à représenter les processus de mélange
et de condensation à basse résolution. Là encore, la fraction nuageuse obtenue est
semblable à celle obtenue en LES. Comparé aux schémas standards de Meso-NH,
l'évolution de la couche limite nuageuse est nettement mieux modélisée en terme
de mélange dans la couche limite sèche mais aussi de représentation des nuages de
couche limite convective. Cette étude a prouvé l'utilisation possible du schéma dans
des modèles de prévision numérique du temps pour lesquels la résolution verticale
est plus lâche.
4.3 Etude de la stabilité numérique de la paramétri-
sation
Nous avons réalisé, au début de ce chapitre, une étude de sensibilité du schéma en
faisant varier les différents paramètres de celui-ci. De plus, dans la section précédenet,
des résultats obtenus à partir de simulations à basse résolution ont été exposés. Pour
permettre l'utilisation de ce schéma dans un modèle de circulation générale ou même
de climat, il est important de le tester avec des pas de temps allant jusqu'à plusieurs
minutes. Nous rappelons ici que le pas de temps utilisé dans toutes les simulations
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réalisées jusqu'à maintenant en simulation 1D était de 60s.
L'idée générale de cette section n'est pas de décrire la totalité des méthodes
numériques mais d'expliquer le problème d'instabilité numérique et comment, dans
le cadre de ce nouveau schéma de convection peu profonde, nous avons pu résoudre
les problèmes de stabilité. Nous nous plaçons ici dans l'approximation de Boussinesq
et négligeons la dépendance à la densité ρ pour simplifier la compréhension et les
notations.
4.3.1 Problème de stabilité numérique et méthode de time-
splitting
La résolution numérique d'un problème physique (généralement représenté par
une équation différentielle) impose une discrétisation spatio-temporelle ou spectrale
et donc un traitement discret du phénomène. Même si les différents types de mod-
èles atmosphériques utilisent les mêmes équations, les résultats obtenus vont bien
sûr dépendre de la résolution spatio-temporelle utilisée.
Dans les modèles météorologiques de prévision numérique du temps, compte tenu
des échéances de disponibilité des prévisions, il faut trouver un bon équilibre entre
la résolution du modèle (temporelle et spatiale), son coût numérique (et donc la
durée de simulation) et la qualité des résultats obtenus. Pour les modèles de climat,
les simulations sont censées représenter des fenêtres temporelles pouvant s'étendre
jusqu'à plusieurs dizaines d'années. Cette contrainte étant très forte, elle impose des
résolutions relativement lâches tant temporelle que spatiale.
L'idée générale est d'utiliser des méthodes numériques pour résoudre ces équa-
tions afin de converger vers une solution raisonnable et proche de la réalité. Cepen-
dant, les équations que nous devons résoudre sont généralement non linéaires et
nous utilisons principalement des approches linéaires basées sur la méthode des
différences finies. Dans les modèles atmosphériques, les équations que nous avons
à résoudre peuvent faire intervenir des dérivées temporelles et des dérivées dans
les trois directions spatiales. Le traitement discret et linéaire de ces dérivées nous
amène donc à faire des approximations. Ainsi, la discrétisation d'un problème basé
sur une résolution en différence finie peut amener suivant les méthodes numériques
et la résolution utilisées à des problèmes de stabilité numérique. Il est donc impor-
tant de connaître les critères de stabilité d'un schéma numérique ou d'utiliser des
méthodes de résolutions permettant de le stabiliser si les critères ne sont pas remplis.
Un nombre conséquent de problèmes de stabilité liés à des équations connus ont
pu être solutionnés. Par exemple pour une équation de diffusion typique des schémas
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de turbulence atmosphérique :
∂φ
∂t
= −∂w
′φ′
∂z
=
∂
∂z
(
K
∂φ
∂z
)
(4.2)
Il a été montré qu'une résolution explicite en différence finie centrée en temps
et en espace de cette équation est instable. Le fait de prendre en compte les termes
implicites stabilise la résolution numérique de ces équations.
Un autre exemple, l'équation d'advection du champ moyen d'une variable φ
par la composante zonale du vent moyen u est forcément utilisée dans les modèles
atmosphériques :
∂φ
∂t
= −u∂φ
∂z
(4.3)
Lorsque qu'elle est résolue en utilisant une discrétisation centrée en temps et en
espace, cette équation répond à un critère de stabilité appelé condition CFL (pour
Courant-Friedrich-Levy) où CFL = u∆x
∆t
. Ce critère dépend donc de la vitesse u, de
la taille de la maille ∆x et du pas de temps ∆t. Il a été montré que si CFL<1 le
schéma est stable et au contraire si CFL>1 le schéma est instable. Cette condition
de stabilité nous indique une règle à peu près générale en discrétisation, si la réso-
lution spatiale est affinée, il faudra nécessairement diminuer le pas de temps.
Dans notre cas, si nous ne prenons en compte que le partie convective du flux
turbulent, l'équation que nous avons à résoudre est la suivante :
∂φ
∂t
= −∂w
′φ′
∂z
=
∂
∂z
(
Mu
ρ
(φ− φu)
)
(4.4)
Cette équation n'a malheureusement pas fait l'objet d'étude poussée de sa sta-
bilité numérique. Nous pouvons la décomposer en deux termes :
∂φ
∂t
= −Mu
ρ
∂(φ− φu)
∂z
+
(φu − φ)
ρ
∂Mu
∂z
(4.5)
Nous pouvons noter tout d'abord que cette équation ne correspond pas à l'équa-
tion d'advection décrite précédemment. Elle fait intervenir un terme supplémentaire
qui dépend du gradient vertical du flux de masse.
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Nous avons testé dans un premier temps un schéma de Crank-Nicholson perme-
ttant de résoudre l'équation 4.4 d'une manière explicite, semi-implicite ou implicite.
Ainsi, en appliquant la méthode des différences finies, nous obtenons la discrétisation
suivante :
φ
t+∆t
k − φ
t
k
∆t
=
αc
∆z
(
Mu
t
k+1/2
ρ
(φ
t+∆t
k+1/2 − φutk+1/2)−
Mu
t
k−1/2
ρ
(φ
t+∆t
k−1/2 − φutk−1/2)
)
+
1− αc
∆z
(
Mu
t
k+1/2
ρ
(φ
t
k+1/2 − φutk+1/2)−
Mu
t
k−1/2
ρ
(φ
t+∆t
k−1/2 − φutk−1/2)
)
(4.6)
L'indice t représente un instant du modèle, l'indice k un niveau vertical, ∆t est
le pas de temps et ∆z la taille verticale de la maille correspondant au niveau k (dans
de nombreux modèle la taille de la maille n'est pas régulière, elle est dilatée quand
on monte en altitude et tient généralement compte de l'orographie). Selon la valeur
de αc, le schéma sera totalement implicite (αc = 1), semi-implicite (αc = 1/2) ou
explicite (αc = 0).
Contrairement à Siebesma et al. [2007] et à Soares et al. [2004], qui utilisent un
schéma décentré en espace (upwind ou upstream), nous utilisons un schéma centré
en espace. De plus, les tests que nous avons réalisés dans la configuration utilisée
jusqu'à maintenant (sauf pour l'étude à basse résolution) - un pas de temps de 60s et
une résolution verticale fine - ont montré que les résultats étaient très peu sensibles
à la valeur de αc choisie - i.e. au type du schéma spatial.
Des tests du schéma ont mis en évidence un problème de stabilité pour des pas
de temps supérieur à 120s. Le schéma de turbulence n'est pas à mettre en cause.
Des tests où seul le schéma de turbulence était activé ont montré que celui-ci restait
stable pour des pas de temps allant jusqu'à 900s. Dans l'objectif d'une utilisation
du nouveau schéma dans des modèles de type GCM ou encore de climat, il fal-
lait pouvoir résoudre le problème de stabilité de la nouvelle paramétrisation tout
en augmentant peu ou pas le coût d'utilisation du schéma ; condition indispensable
pour une utilisation du schéma dans ces types de modèles. Par exemple, le GCM du
CEPMMT 1 utilise un pas de temps de 12 minutes.
Le premier test que nous avons réalisé consiste à transformer cette équation en
une équation de diffusion (idée soulevée par Joao Teixeira dans une de ces présen-
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tations). A partir des équations 4.4 et 4 de l'article, on obtient :
∂φ
∂t
=
∂
∂z
(
Mu
ρ
∂φu
∂z
)
(4.7)
Des tests ont été réalisés en résolvant cette équation à l'aide d'un solveur implicite
comme dans le schéma de turbulence. Les résultats n'ont pas été concluants. La
raison principale est que cette méthode repose sur les variations verticales de φu,
alors que la méthode de référence fait intervenir φ variable prognostique du schéma.
Cette méthode est donc très sensible à la façon dont nous diagnostiquons φu.
Notre deuxième idée a été de développer un algorithme de time-splitting. Nous
divisons les pas de temps en plusieurs sous-pas de temps et calculons les tendances
sur ces sous-pas de temps. La figure 4.12 décrit l'algorithme de cette méthode. C'est
une méthode itérative dans laquelle nous recalculons à chaque sous-pas de temps
toutes les caractéristiques de l'updraft. Sur un sous-pas de temps ∆ts, un nouveau
φ(t′) est recalculé et réinjecté en entrée du schéma du calcul de l'updraft. Il est
facilement imaginable que cette méthode est coûteuse. Cependant, sans rentrer dans
les détails de sa mise en oeuvre, elle nous a permis de comprendre plus en détail
le fonctionnement du schéma. En effet, nous nous sommes rendu compte qu'il était
indispensable d'ajouter aux tendances calculées par le schéma de convection sur un
sous-pas de temps la tendance issue du schéma de turbulence. Dans le cas du schéma
implicite, à l'instant t′, compris entre t et t+ ∆t, φ à t′ + ∆ts est défini comme :
φ
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k = φ
t′
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∆ts
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′
k+1/2)−
Mu
t′
k−1/2
ρ
(φ
t′+∆ts
k−1/2 − φut
′
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(
∂φ
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)t
turb,k
(4.8)
avec ∆ts le sous-pas de temps.
Cette solution nous a permis de stabiliser le schéma jusqu'à des pas de temps de
900s. Néanmoins, son coût numérique reste lourd car le schéma de convection est
appelé dans sa totalité à chaque sous-pas de temps. Cette solution n'est donc pas
utilisable dans les conditions d'un GCM ou d'un modèle de climat.
4.3.2 Méthode de time-splitting améliorée
L'idée est donc de partir de l'expérience acquise lors de ces premiers tests pour
développer une méthode moins coûteuse. Tout d'abord décrivons comment se com-
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Figure 4.12  Description de l'algorithme de time-splitting
porte la paramétrisation utilisée jusqu'à maintenant dans les différentes études réal-
isées. La figure 4.13 nous montre la chronologie des différentes paramétrisations qui
nous intéressent.
Dans un premier temps, le schéma de convection possédant son propre solveur,
calcule sa propre tendance (que nous appellerons convective pour la différencier de
celle de la turbulence). Il envoie au schéma de nuage, la fraction nuageuse (CF) et
le contenu en eau nuageuse sous-maille (rc) et, au schéma de turbulence, un terme
de production thermique (w′θ′v). Ensuite, le schéma de turbulence calcule sa propre
tendance via un solveur implicite, qui sera ajoutée à la tendance totale. Il fournit
aussi au schéma de nuage une contribution à la fraction nuageuse totale et au contenu
en eau totale.
Cette description montre clairement que le schéma de turbulence et le schéma de
convection en flux de masse sont traités séparément et leurs tendances respectives
sont déterminées via leurs propres solveurs. Seule la production thermique issue du
schéma de convection est réinjectée dans le schéma de turbulence.
Nous avons donc testé une nouveau développement pour permettre la résolution
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Figure 4.13  Description de l'algorithme utilisé pour la paramétrisation de
référence utilisée tout au long de l'étude
du problème d'instabilité. Celui-ci est basé sur la méthode de time-splitting décrite
précédemment. La figure 4.14 présente cette nouvelle méthode de résolution.
La principale différence qui existe avec la méthode de time-splitting est que les
itérations ne concernent pas tout le schéma de convection mais seulement le solveur
implicite. En effet, nous faisons l'hypothèse que sur le pas de temps global ∆t le
flux de masse et le terme d'entraînement restent constants. A chaque sous-pas de
temps, nous recalculons la valeur de φ à partir de la tendance en turbulence et de
la tendance convective.
L'ajout de la tendance de turbulence est clairement indispensable pour obtenir un
état d'équilibre au niveau des flux après chaque sous pas de temps. Pour comprendre
réellement ce qui se passe, il suffit de regarder la contribution de la turbulence et
de la convection dans le flux turbulent total. La figure 4.15 nous présente cette
décomposition pour le flux turbulent de θl pour le cas IHOP après 6 heures de
simulation.
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Figure 4.14  Description de l'algorithme de la paramétrisation permettant de
stabiliser le schéma pour des pas de temps relativement longs
Nous voyons clairement que, vers la surface, la partie eddy-diffusivity du flux a
un gradient vertical négatif ainsi ce terme aura pour conséquence d'augmenter θl
près du sol et donc de déstabiliser la couche de surface. La contribution convective
du terme en flux de masse agit à l'opposé ; le gradient vertical de ce terme est positif
ainsi il aura comme effet une diminution de θl en surface. Ceci peut se comprendre
physiquement par le fait que les thermiques représentés par ce terme vont transporter
la chaleur et l'humidité de la surface vers le sommet de la couche limite stabilisant
la couche de surface. Le flux total est linéaire jusqu'à 0.8zi et son gradient vertical
est négatif impliquant ainsi une tendance uniforme jusqu'à 0.8zi d'augmentation de
θl. La forme du profil ne va pas changer, il va juste se déplacer vers des valeurs plus
fortes.
Ainsi, si nous ne mettons pas la contribution turbulente pour calculer φ(t′), il
est clair que les valeurs en surface ne seront pas en équilibre, et l'évolution de φ(t′),
sous-pas de temps après sous-pas de temps, ne sera pas physiquement correcte.
Dans la méthode de time-splitting présentée précédemment, nous recalculions
à chaque sous-pas de temps, toutes les variables de l'updraft. Dans cette nouvelle
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Figure 4.15  Cas IHOP : décomposition du flux turbulent total de θl (ligne
noire) après 6 heures de simulation en une contribution turbulente
liée au terme Eddy-diffusivity (ligne rouge) et une contritbution
convective liée au terme en flux de masse (ligne bleue).
méthode, même si le flux de masse et le taux d'entraînement ne sont pas recalculés,
il nous faut néanmoins redéfinir à chaque instant intermédiaire t′, les variables con-
servatives de l'updraft θlu, rtu, uu et vu. Cette détermination est réalisée à partir
de l'équation 4 de l'article et de l'initialisation des variables (équation 14) pour les
variables conservatives et de l'équation 8 de l'article pour les composantes du vent.
Cette détermination n'est pas très coûteuse mais permet d'avoir des variables de
l'updraft en accord avec les valeurs moyennes environnementales respectives. Ces
itérations sont modélisées dans le carré violet de la figure 4.12.
Ainsi, nous obtenons la discrétisation suivante à chaque sous-pas de temps ∆ts
compris entre t et t+ ∆t :
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(4.9)
La seule différence entre les équations 4.8 et 4.9 est le remplacement de Mut
′
par
Mu
t. Cependant, comme nous l'avons expliqué précédemment φu
t′ est calculée ici
avec le même taux d'entraînement sur chaque sous-pas de temps.
4.3.3 Résultats obtenus à différents pas de temps
Après avoir stabiliser numériquement le schéma, l'influence de la résolution tem-
porelle sur les résultats obtenus avec la nouvelle paramétrisation doit être étudiée.
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Avant de rentrer dans la description des résultats, il est intéressant de présenter di-
verses conclusions dans l'utilisation de cet algorithme. Tout d'abord, nous avons pu
établir que si dans notre algorithme de référence l'utilisation d'un solveur explicite,
implicite ou semi-implicite n'avait pas d'impact sur les résultats obtenus, il en est
tout autre dans cette nouvelle méthode.
En effet, nous avons testé les trois types de solveur et nous avons établi que la
méthode n'était stable que si nous utilisions un solveur implicite. Le fait de prendre
en compte l'instant futur dans le calcul de la tendance de φ permet de stabiliser la
solution obtenue et d'éviter ainsi des problèmes d'instabilité numérique.
De plus, le choix de calculer le schéma de convection après la turbulence est
important dans ce cas. En effet, l'équilibre entre les tendances de turbulence et
les tendances convectives doit se faire sur le même pas de temps et nécessite ainsi
que les tendances turbulentes soient connues par le schéma de convection. Nous
savons néanmoins que le schéma de convection envoie au schéma de turbulence une
contribution dans le terme de production thermique. Celle-ci est donc celle du pas
de temps précédent.
Nous avons testé la méthode inverse qui est identique à l'algorithme de référence
où le schéma de convection est appelé avant le schéma de turbulence. Le schéma de
convection prend alors en entrée les tendances turbulentes du pas de temps précé-
dent. Cette méthode s'est avérée instable, l'équilibre entre la partie eddy-diffusivity
et la partie flux de masse du flux turbulent n'étant pas réalisé. Il semble important
que les deux schémas s'équilibrent sur le même pas de temps.
Concernant les résultats, nous nous contenterons de ne présenter que quelques
résultats illustrant la sensibilité du schéma au pas de temps utilisé. Les résolutions
verticales utilisées sont les mêmes que celles utilisées dans l'article pour montrer que
le schéma reste stable même si la résolution est fine. Nous montrerons des résultats
pour les cas ARM et IHOP pour des pas de temps de 240s à 480s respectivement
2∆t et 4∆t de référence. Ces résultats seront comparés à la LES et aux résultats
obtenus avec l'algorithme de référence utilisé tout au long de cette étude calculant
des tendances sur 120s.
Les figures 4.16 et 4.17 représentent les résultats obtenus pour le cas IHOP.
Nous voyons tout d'abord que pour ce cas de convection sèche, la différence entre
les résultats obtenus avec des pas de temps de 240s et 480s et ceux obtenus avec
la version standard est vraiment très légère. Elle est même quasiment inexistante
avec un pas de temps à 240s. La figure 4.16 représente les profils de θl et rt après
3h et 6h de simultion. La couche limite est bien développée même pour des pas de
temps long et le mélange semble bien réalisé. La zone à contre-gradient est bien
représentée. Cependant nous pouvons noter qu'après 6h de simulation, la hauteur
de l'inversion est plus basse pour des pas de temps plus longs mais la différence
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Figure 4.16  Cas IHOP :Profils de (a)θl et (b)rt obtenus après 3h et 6h de
simulation pour des pas de temps différents. La ligne noire cor-
respond aux résultats LES, la ligne bleue aux résultats standards
obtenus avec l'algorithme de référence. Les deux autres profils cor-
respondent respectivement aux résultats obtenus avec la nouvelle
méthode pour des pas de temps de 240s et 480s
n'est approximativement que de 50 mètres pour un pas de temps de 480s. Ceci est
à comparer aux 150-200 mètres de différence que nous obtenions entre la LES et la
simulation en SCM où seul le schéma de turbulence était activé.
L'évolution de la hauteur de couche limite représentée sur la figure 4.17a confirme
ce que nous avons vu précédemment. Cependant, la différence d'hauteur d'inversion
est plus forte après 6h de simulation alors qu'elle est presque nulle après 3h de
simualtion.
La figure 4.17b montre des profils de w′θ′l après 3h et 6h de simulation. Le flux
obtenu avec un pas de temps de 240s est très proche de celui obtenu avec le schéma
standard à 120s. A 480s, le flux est moins négatif en haut de la couche limite est
devient nul plus bas. Nous voyons donc que l'entraînement en haut de la couche
limite est diminué dans la simulation à 480s. Cette diminution de l'entraînement
en haut de la couche limite limitera le développement vertical de la couche limite.
La différence vient du fait que le flux de masse reste constant sur un intervalle de
temps beaucoup plus long que dans la simulation de référence. Ainsi, le sommet de
l'updraft restera constant sur un pas de temps de 480s limitant ainsi l'entraînement
en haut de la couche limite et donc le développement vertical de celle-ci sur cet
interval de temps (figure 4.17a).
Les figures 4.18 et 4.19 représentent les résultats obtenus pour le cas ARM.
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Figure 4.17  Cas IHOP :(a) évolution de la hauteur de couche limite (b) pro-
fils de w′θ′l obtenus après 3h et 6h de simulation. La légende est
identique à celle de la figure 4.16
Comme pour le cas IHOP, les résultats ne semblent pas très sensibles à la résolution
temporelle. Le comportement du schéma en cas nuageux semble comparable à celui
que nous avons obtenu pour le cas sec.
En effet, nous pouvons voir que plus le pas de temps est long, moins le mélange
semble fort. Les profils de θl et rt représentés sur la figure 4.18 témoignent de ce
comportement. En effet après 3h et 5h de simulation, la couche n'est pas encore
nuageuse et on peut noter que comme pour le cas IHOP, plus le pas temps est long
moins la couche est développée. Elle est ainsi moins chaude et plus humide. Après
8 h, la couche limite est surmontée d'un cumulus. De la même manière, dû à un
mélange moins fort pour des pas de temps plus longs, la couche sous-nuageuse est
moins chaude et plus humide alors que la couche nuageuse est plus chaude et moins
humide.
La figure 4.19 représente les évolutions de la base, du sommet du nuage et du
LWP. On peut noter que plus le pas de temps est long plus le décalage temporel entre
la simulation de référence et les simulations à long pas de temps est grand. En effet,
la base du nuage et le sommet du nuage conserve la même évolution mais semble
légèrement décalé dans le temps. Ce comportement est aussi visible sur l'évolution
du LWP. La valeur maximale du LWP ne change pas, mais elle est atteinte un peu
plus tard si le pas de temps est plus long.
Pour conclure cette partie, le tableau 4.1 indique la durée moyenne du calcul dans
les différents schémas pour les différents pas de temps étudiés. Ces résultats sont
issus de simulations du cas ARM. Il faut garder à l'esprit que nous présentons des
résultats obtenus sur des simulations 1D réalisées sur PC. Les résultats peuvent bien
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(a) (b)
Figure 4.18  Cas ARM :Profils de (a)θl et (b)rt obtenus après 3h, 5h et 8h de
simulation pour des pas de temps différents. La ligne noire cor-
respond aux résultats LES, la ligne bleue aux résultats standards
obtenus avec l'algorithme de référence. Les deux autres profils cor-
respondent respectivement aux résultats obtenus avec la nouvelle
méthode pour des pas de temps de 240s et 480s
(a) (b)
Figure 4.19  Cas ARM :Profils de (a)Evolution de la base et du sommet du
nauge et (b) Evolution du LWP.La légende est identique à celle de
la figure 4.18
évidemment varier si on considère des simulations 3D réalisées sur un calculateur
en calcul parallèle. Cependant, ils nous donnent une indication relative du coût de
chaque schéma.
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Nous voyons, tout d'abord, qu'il n'y a pas d'évolution en ce qui concerne le coût
du schéma de turbulence en fonction du pas de temps. La première version en time-
splitting multiplie le coût du schéma par le nombre de sous-pas de temps nécessaire.
Ainsi, dans la simulation à 240s, les calculs durent deux fois plus longtemps que
dans la simulation à 120s et 4 fois plus longtemps dans la simulation à 480s. Dans
la version améliorée, le coût est largement diminué. En effet, la nouvelle méthode a
permis de diviser par 2.5 le temps de calcul dans la nouvelle paramétrisation pour
des pas de temps de 480s.
Nous avons pu mettre en place une solution relativement peu coûteuse qui permet
de rendre le schéma stable pour des pas de temps allant jusqu'à 480s, tout en gardant
les avantages de ce type de schéma en terme de représentation du mélange dans la
couche limite et des caractéristiques nuageuses quand ceux-ci sont présents. Cette
méthode est basée sur un calcul itératif des tendances décomposées par sous-pas de
temps, nous la nommerons tridiag-splitting en lien avec la méthode time-splitting
présentée dans la section précédente et avec le fait que l'itération ne se fait que sur
le solveur tridiagonal permettant de calculer implicitement des tendances sur des
sous-pas de temps.
Table 4.1  Durée moyenne en secondes de calcul dans le schéma de convection
en time-splitting et en time-splitting amélioré et dans le schéma de
turbulence pour un pas de temps
∆t 120s 240s 480s
TURB 0.062 0.062 0.062
MAFL Time-splitting 0,049 0,091 0.170
MAFL Time-splitting amélioré 0.044 0.053 0.069
Néanmoins, des tests ont été réalisés à des pas de temps plus longs et ils mon-
trent que le schéma devient instable pour des pas de temps supérieurs à 480s (bien
sûr cette conclusion reste dépendanet de la grille verticale utilisée). Si le flux de
masse reste en dessous d'un certain seuil le schéma se comporte correctement mais
au dessus de ce seuil que nous n'avons pas encore déterminé, l'hypothèse de conser-
vation du flux de masse sur ce pas de temps n'est plus valide. L'équilibre entre les
tendances convectives et turbulentes n'est plus réalisé menant à des comportements
non-physiques notamment près de la surface (oscillations numériques).
Pour permettre au schéma de fonctionner à des pas de temps encore plus longs,
il serait possible de fusionner les méthodes de time-splitting et de tridiag-splitting.
En effet, rien n'empêche de recalculer tout l'updraft, flux de masse et taux d'en-
traînement compris après 480s de tridiag-splitting puis de répéter cette méthode
en utilisant les nouvelles valeurs obtenues pour les variables de l'updraft φu, Mu et
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. Nous n'avons malheureusement pas pu tester ce dernier algorithme. Cependant
compte tenu du fait que ces deux méthodes décrites précédemment ont permis de
faire fonctionner le schéma pour des pas de temps longs (900s pour le time-splitting
et 480s pour le tridiag-splitting), il semblerait que la combinaison des deux soit
une solution stable et relativement peu coûteuse pour permettre l'utilisation de ce
schéma dans un contexte de modèle GCM ou de climat.
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Ce dernier chapitre est consacré à des résultats obtenus en simulation tridi-
mensionnelle avec la nouvelle paramétrisation. L'idée de ce chapitre est de montrer
l'impact du schéma dans un contexte de modèle méso-échelle opérationnel ayant
une résolution horizontale de 2.5km. Les simulations présentées dans ce chapitre
sont réalisées avec AROME, le nouveau modèle opérationnel de Météo-France ou
avec Meso-NH. Ces modèles sont basés sur la même physique. Nous comparerons
des simulations réalisées avec AROME ou Meso-NH dans leur version de référence
contenant le schéma de turbulence CBR et le schéma de convection KFB à des ré-
sultats obtenus avec ces modèles dans lesquels la nouvelle paramétrisation (appelée
EDKF dans la suite) est activée à la place du schéma KFB.
Il est important de préciser que ces simulations n'ont pas été réalisées durant
cette thèse. Les résultats présentés ici sont une concaténation de travaux réalisés
par des collègues autour de cette nouvelle paramétrisation et de son implémentation
dans AROME. Je les remercie d'ailleurs pour leurs contributions à nos travaux.
Enfin, nous devons préciser que le schéma EDKF utilisé dans ces simulations
n'est pas la version décrite dans ce manuscrit mais une version antérieure ne béné-
ficiant pas encore des nouvelles défintions de l'entraînement et du détrainement.
Néanmoins, l'idée générale de ce chapitre n'est pas de valider dans des simulations
3D la nouvelle paramétrisation, mais de montrer l'apport d'un schéma de convection
peu profonde de type EDMF par comparaison à des approches séparant la turbu-
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lence de la convection peu profonde, cette dernière étant initiée à partir du niveau
de condensation.
5.1 Amélioration du mélange
La première étude est basée sur le cas du 30 juillet 2007. Des petits cumu-
lus organisés en cellules ouvertes ou en rouleaux sont présents sur toute la zone
continentale (figure 5.1). Cette situation atmosphérique est caractérisée par de la
convection peu profonde accompagnée de vent relativement faible en basse couche.
Même si AROME n'était pas à cette époque en chaîne opérationnelle, des tests
étaient réalisés constamment sur différentes zones pour caractériser et diagnostiquer
les scores de ce nouveau modèle. Un atelier de mise en place d'AROME avec les
prévisionnistes de Météo-France ont permis de mettre en lumière un comportement
assez étrange du modèle pour ce cas précis.
Figure 5.1  Cas du 30/07/07 14hTU : Image satellite de la région d'étude (Nord
de la France) dans le visible à 14h sur laquelle a été superposée la
nébulosité obtenue avec la version de référence d'AROME
La figure 5.2 montre le champ de vent à 10 m à 14TU obtenu avec la version de
référence d'AROME. La situation est caractérisée par un vent relativement faible
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de l'ordre de 2, 5m/s sur toute la zone. Le vent est orienté ouest voire nord-ouest au
nord du domaine. Plus on va vers le sud, plus le vent tourne pour s'orienter nord-est
dans les régions sud du domaine.
Figure 5.2  Cas du 30/07/07 14TU : Champ de vent à 17m obtenu avec la
version de référence d'AROME. La direction du vent est représenté
par la hampe et le nombre de barbules indiquent sa force. Chaque
barbule correspond à 5 noeuds soit approximativment 2, 5m/s
Les prévisionnistes avaient mis en exergue un problème assez conséquent du mod-
èle. En effet, si le vent sur l'océan présente une organisation cohérente, nous voyons
clairement sur la figure 5.2 que, le vent sur continent n'est pas orienté dans une
seule et même direction. Au contraire, il oscille localement entre plusieurs directions
même si la direction moyenne semble correcte. Les différentes hampes représentant
la direction du vent, se chevauchent alors et forment graphiquement des arêtes de
poisson.Il faut toutefois préciser que ces structures n'ont pas l'air d'exister dans des
modèles de prévision numérique utilisant des résolutions horizontales de l'ordre de
la dizaine de kilomètre.
La première idée fut de réaliser la même simulation avec Meso-NH, ces deux
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(a)
(b)
Figure 5.3  Cas du 30/07/07 14TU : Module et direction du vent à 17m obtenu
avec (a)la version de référence Meso-NH utilisant les paramétrisa-
tions de référence CBR pour la turbulence et KFB pour la con-
vection peu profonde nuageuse et (b) avec CBR et la nouvelle
paramétrisation EDKF.
modèles étant basés sur la même physique. La figure 5.3 représente le module du
vent à 17m et à 14TU ainsi que sa direction. La version de référence de Meso-NH
se comporte comme AROME, le vent semble avoir une structure oscillante. En ef-
fet, on peut voir que si la direction semble osciller sur le continent, son module est
aussi caractérisé par des petites structures horizontales, genre de petites fluctuations
régulières de valeurs faibles (de l'ordre de 0.5ms−1) à des valeurs 10 fois supérieures.
Ces structures n'ont pas de réalité physique. Elles indiquent cependant que le schéma
d'advection ne se comporte pas de la même manière à 10km et 2.5km de résolution.
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A cette échelle, le mélange sous-maille réalisé par la paramétrisation CBR est insuff-
isant. Nous l'avons déjà montré dans les simulations du cas IHOP notamment dans
la représentation de la zone à contre-gradient. Ainsi, le schéma d'advection tend à
corriger ce défaut. Des structures résolues sous forme de rouleaux s'organisent pour
compenser le manque de mélange sous-maille. Elles créent alors ces dipôles locaux
sur le champ de vent qui se maintiennent dans le temps.
Nous sommes ici typiquement dans un problème de continuité entre les échelles
résolues et les échelles sous-maille. L'ajout de la paramétrisation EDKF fait dis-
paraître complètement ces structures non physiques. Le champ de vent est beaucoup
plus lisse tant sur la direction que sur son module (figure 5.3b).
(a) (b)
Figure 5.4  Cas du 30/07/07 14TU : Coupe verticale de l'énergie cinétique tur-
bulente (a) obtenue avec la version de référence de Meso-NH(schéma
CBR) et (b) avec CBR et la nouvelle paramétrisation EDKF.
La figure 5.4 représente une coupe verticale de l'énergie cinétique turbulente
(TKE) sous-maille calculée par Meso-NH, le comportement du modèle est com-
plètement différent selon qu'on utilise EDKF ou non. Sans EDKF, en n'utilisant
que le schéma CBR, la TKE a une organisation semblable au module du vent carac-
térisée par des oscillations horizontales. Elle passe ainsi, en quelques points de grille
horizontaux, d'une valeur nulle à des valeurs relativement forte de l'ordre de 2m2s−2.
En utilisant EDKF, la TKE est plus uniforme et ne présente plus le même aspect.
Ainsi, d'un point de grille à un autre le mélange est réalisé de la même manière
amenant des structures de TKE et donc de vent beaucoup plus lisses et uniformes.
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(a) (b)
Figure 5.5  Cas du 30/07/07 14TU : Fraction nuageuse au niveau k=15 du
modèle (environ 1500m) (a) obtenue avec la version de référence
de Meso-NH (schémas CBR+KFB) et (b) avec CBR et la nouvelle
paramétrisation EDKF.
Le schéma EDKF en améliorant le mélange dans la CLA améliore aussi la
représentation des nuages de couche limite. La figure 5.5 montre la fraction nuageuse
en haut de la couche limite obtenue avec Meso-NH. Avec KFB, la fraction nuageuse
est très disparate et les nuages ne semblent pas vraiment organisés comme sur l'im-
age satellite (fig. 5.1) où l'on observe des structures de nuages sous forme de rouleaux
alignés dans le sens du vent ou de cellules ouvertes. L'utilisation d'EDKF améliore la
réprésentation des nuages (fig. 5.5b). La fraction nuageuse est plus continue et mieux
organisée. Les structures observées de rouleaux de cumulus ne sont pas forcément
localisées au bon endroit par le modèle mais sont bien reproduites qualitativement
et quantitativement.
Enfin, la figure 5.6 présente une comparaison du champs de vent à 14TU obtenu
avec trois configurations d'AROME différents sur ce même cas d'étude. La fig-
ure 5.6a correspond aux résultats obtenus avec la version de référence d'AROME
(CBR+KFB) (équivalente à la figure 5.3a obtenu avec MesoNH). La figure 5.6b est
obtenu avec CBR et la nouvelle paramétrisation où le mélange des composantes
du vent est désactivé et enfin la figure 5.6c correspond à cette dernière configu-
ration mais le mélange du vent est cette fois-ci activé. Nous retrouvons ici les ré-
sultats obtenus précédemment. Cependant, nous pouvons noter de plus que même
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si le mélange des composantes du vent est désactivé les structures irréalistes ont
disparues. Par rétroaction, l'amélioration du mélange sous-maille sur les variables
conservatives améliore sensiblement la repésentation du vent dans la couche limite.
Le mélange sur les composantes du vent n'a qu'un impact sur les valeurs du module
du vent.
Pour conclure cette partie, nous avons pu établir que la prise en compte du
mélange réalisé par les thermiques pour des simulations à des échelles kilométriques
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Figure 5.6  Cas du 30/07/07 14TU : Module et direction du vent à 17m
obtenu avec AROME dans 3 configurations différents : (a) version
de référence utilisant les paramétrisations de référence CBR pour
la turbulence et KFB pour la convection peu profonde nuageuse,
(b) avec CBR et la nouvelle paramétrisation EDKF sans mélange
du vent (c) avec CBR et la nouvelle paramétrisation EDKF avec
mélange du vent.
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est indispensable. Elle permet une meilleure représentation du mélange sous-maille
évitant ainsi la création de structures non-physiques dans des cas de convection peu
profonde soumise à un vent faible. Il est important de spécifier que ces structures
irréalistes sont présentes sur tous les champs des variables thermodynamiques, no-
tamment la température potentielle, ce qui amène ainsi une nébulosité disparate et
tout aussi étrange. De plus, ces structures non physiques sont un problème inhérent
dans AROME puisque bien d'autres simulations ont montré ce genre de comporte-
ment. On peut citer l'article de Lac et al. [2008] dans lequel ils présentent notamment
une application du schéma EDKF dans un cadre de modélisation de dispersion de
polluant. Ils montrent ainsi sur la figure 6 la disparition des structures dites en
arrêtes de poissons quand le schéma EDKF est activé. De plus, la table 3 montre
d'une manière statistique que l'activation d'EDKF est responsable d'une diminution
par 2 du biais et de l'écart de type du module et de la direction du vent.
Ainsi, par vent faible en situation convective, l'apport d'un schéma de type
EDMF apparaît indispensable pour des études à l'échelle kilométrique.
5.2 Les nuages sur mer et précipitations sous-maille
Un autre problème mis en lumière par les premiers tests réalisés avec AROME
est un manque de nébulosité sur mer donnant lieu parfois à une sous-estimation
de la pluie. Nous avons vu dans le cas précédent que les nuages de couche limite
n'étaient pas quantitativement bien représentés par AROME sur continent dans des
cas convectifs soumis à un vent faible. Nous allons étudier ici deux cas de nuages
marins dans cette section. Le premier concerne la représentation des nuages sur mer
et le deuxième l'impact d'EDKF sur les pluies faibles.
5.2.1 Les nuages sur mer
La figure 5.7 présente une image satellite dans le visible du 07 août 2008 à 12TU
sur laquelle est superposée la nébulosité obtenue à partir d'un run AROME dans
sa version de référence. La nébulosité sur océan vers le pays basque est quasiment
inexistante dans la simulation de référence (la zone est représentée par une ellipse
rouge). Nous avons suivi le même protocole que précédemment en faisant deux runs
avec MesoNH, l'un équivalent à celui d'AROME et l'autre utilisant EDKF.
La figure 5.8 représente la fraction nuageuse vers 1000m à 12TU obtenue avec
CBR-KFB (a) et CBR-EDKF (b). Comparé à AROME, même avec KFB-CBR,
Meso-NH représente des nuages sur l'océan. Cependant comme pour le cas précédent,
les nuages ne sont pas vraiment organisés et la variabilité de la fraction nuageuse est
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Figure 5.7  Cas du 07/08/07 12TU : Image satellite dans le visible de la France
sur laquelle a été superposée la nébulosité obtenue avec la version
de référence d'AROME.
très forte d'un point de grille à un autre. Avec EDKF, la variabilité est nettement
moins forte et la fraction nuageuse semble organisée avec une continuité réaliste
du champ. Même si le positionnement des nuages ne semble pas tout à fait correct
en comparaison à l'image satellite, le schéma EDKF améliore considérablement la
représentation de la couche nuageuse dans cette zone.
5.2.2 Précipitations sous-maille
Avant d'exposer des résultats, il est important de spécifier comment nous représen-
tons la formation de la pluie sous-maille nommé l'autoconversion sous-maille. Tout
d'abord nous rappelons que le nouveau schéma EDKF a une composante permet-
tant de déterminer les caractéristiques d'un nuage sous-maille : le contenu en eau
nuageuse rc et la fraction nuageuse CF . Nous déterminons le contenu en eau de pluie
sous-maille rr sur la part de la maille occupée par le nuage. Le contenu en pluie est
lié aux caractéristiques du volume de la maille qui est complètement condensé. Les
caractéristiques de ce volume sont notées par l'indice u dans notre schéma. Ainsi on
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(a) (b)
Figure 5.8  Cas du 07/08/07 12TU : Fraction nuageuse au niveau k=12 du
modèle (environ 1000m) (a) obtenue avec la version de référence
de Meso-NH(schéma CBR+KFB) et (b) avec CBR et la nouvelle
paramétrisation EDKF.
peut définir la pluie sous-maille générée par ce volume :
rru = max
(
rc
CF
− Caucv, 0
)
(5.1)
rru correspond donc à la pluie calculée sur le volume complètement condensée de
la maille. Caucv est un seuil du contenu en eau nuageuse sous lequel il n'y aura pas
de pluie. La quantité de pluie obtenue doit être liée à la fraction nuageuse puisque
rr correspond à la pluie moyenne sur la maille. Ainsi on obtient :
rr = CF × rru (5.2)
C'est cette formulation qui sera utilisée pour la simulation du cas suivant où
EDKF est activé.
5.2.3 Cas d'étude : nuages et faibles précipitations
Le deuxième cas d'étude en condition pré-opérationnel concerne un cas de nuage
faiblement précipitant sur la Manche. La figure 5.9 montre l'image radar observée
et simulée pour le 01 décembre 2007 à 16h local. L'image radar observée montre des
pluies relativement faibles localisées sur la Manche. AROME ne simule aucune pluie
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sur cette zone et les zones environnantes. Pour montrer l'impact du schéma dans
ces conditions, deux runs ont été faits avec Meso-NH, l'un équivalent à AROME et
l'autre dans lequel EDKF est activé à la place de KFB.
(a) (b)
Figure 5.9  Cas du 01/12/07 16h local : Pluies instantanées, (a) Image radar
observée sur le domaine france et (b) image radar simulée avec
AROME sur le même domaine.
Les figures 5.10a et 5.10b montrent les pluies instantanées à 16h obtenues avec
la version de référence équivalente à AROME et la version dans laquelle EDKF est
activé. La simulation avec KFB ne donne pas de précipitations à cette heure-ci sur
la manche. Quelques précipitations sont obtenues sur le sud de l'Angleterre mais
rien de comparable à l'image radar. En activant EDKF, le modèle représente des
taux de pluie de 2mm/h entre la Normandie et les côtes anglaises. On voit cepen-
dant que les précipitations obtenues avec le modèle ne couvrent pas complètement
la zone de précipitations observées sur les images radar. Des runs ont été réalisés
en modifiant les conditions initiales (différents fichiers d'analyse) et ont montré une
sensibilité significative des résultats, notamment sur l'ouest de la Manche. Le schéma
EDKF ne peut pas corriger les problèmes d'initialisation mais permet d'être plus
sensible que les paramétrisations existantes à des conditions faiblement convectives
et d'améliorer ainsi la représentation des précipitations.
Pour conclure cette section, nous avons vu que le nouveau schéma EDKF per-
met une meilleure représentation des nuages de couche limite sur les mers et océans.
Il semble plus sensible aux flux de surface qui sont relativement faibles dans ces
cas là et permet ainsi le développement de la convection dans la couche limite ma-
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rine. En outre, il a été montré que le schéma permet d'obtenir des taux de pluies
relativement corrects pour des nuages faiblement précipitants. Même si la locali-
sation des structures nuageuses et des précipitations diffère légèrement des struc-
tures observées, le schéma d'EDKF permet de modéliser ces processus sur des zones
marines corrigeant ainsi les défauts des paramétrisation pré-existantes CBR-KFB.
Les qualités du schéma et surtout les comparaisons réalisés avec d'autres modèles de
Météo-France ont montrés l'importance d'une telle paramétrisation dans un mod-
èle méso-échelle de prévision numérique du temps. Ce nouveau schéma a donc été
implémenté dans la version pré-opérationnellle d'AROME depuis le 11/09/2008.
(a) (b)
Figure 5.10  Cas du 01/12/07 16h local : Pluies instantanées simulées (a) avec
la version de référence de Meso-NH et (b) avec la version dans
laquelle EDKF est activée.
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6.1 Conclusions générales
Ces travaux réalisés durant cette thèse ont permis l'élaboration d'une nouvelle
paramétrisation basé sur le concept EDMF. Le concept EDMF repose sur une divi-
sion d'échelle où le terme eddy/diffusivity représente la turbulence isotrope appelée
turbulence local ou mélange local et où le terme en flux de masse représente le
mélange non local dû aux gros tourbillons anisotropes, les thermiques.
Ce concept permet de combiner un schéma de turbulence à un schéma de con-
vection en flux de masse d'une manière cohérente. Le schéma de convection en flux
de masse est basé sur l'approche de la parcelle d'air ascendante et entraînante. Un
updraft est donc modélisé pour représenter l'impact des thermiques contenus dans la
maille du modèle. Deux méthodes de mélange entre l'updraft et son environnement
ont été ajoutées suivant si la parcelle d'air ascendante est condensée ou non.
Si la parcelle n'est pas condensée, dans la partie sous-nuageuse ou dans le cas
d'une convection sèche, l'entraînement et le détrainement sont définis comme pro-
portionnels au rapport entre la flottabilité et le carré de la vitesse verticale dans
l'updraft. Cette méthode permet d'obtenir un entraînement et un détrainement qui
dépendent des caractéristiques de l'updraft et de l'environnement dans lequel il se
forme. A fortiori, cette méthode permet d'obtenir un mélange adaptatif qui dépend
du type de couche limite ou encore de la force de la convection pour les cas convectifs.
De plus, nous avons développé une nouvelle fermeture du flux de masse au niveau
144 6. Conclusions et perspectives
du sol. Comme Grant [2001] qui utilisait cette fermeture au niveau de condensation,
le flux de masse dans la couche de surface est considéré comme proportionnel à
l'échelle caractéristique de vitesse verticale w∗.
Enfin, l'entraînement et le détrainement dans la partie nuageuse sont calculés en
utilisant le concept de tri par flottabilité. Nous les définissons en utilisant le formal-
isme de Kain and Fritsch [1990]. Une zone de mélange est formalisée entre l'updraft
et l'environnement qui contient diverses parcelles d'air caractérisées chacune par
leur flottabilité. Ainsi, les parcelles flottables sont entraînées et celles non flottables
détrainées vers l'environnement.
Dans l'article présenté dans le chapitre deux, nous détaillons cette paramétrisa-
tion ainsi que les résultats obtenus pour trois cas d'étude différents. Les résultats
obtenus en SCM ont été comparés aux résultats obtenus à partir de LES.
Le premier cas correspond à un cas de convection sèche tiré de la campagne
de mesure IHOP. Ces tests ont permis de montrer que le modèle était capable de
modéliser le mélange non local dû aux thermiques et de bien représenter la zone à
contre-gradient, zone où le transport est opposé au gradient de température poten-
tielle. L'ajout d'une composante en flux de masse améliore ainsi le mélange dans la
couche limite et corrige le mélange mal réalisé lorsque le seul schéma de turbulence
est activé. Nous voyons ici clairement un lien entre la paramétrisation physique et
les processus physiques. Comme nous l'avons montré dans le chapitre 1, les ther-
miques sont responsables de l'entraînement en haut de la couche limite convective.
Dans notre paramétrisation, la modélisation du mélange réalisé par les thermiques a
permis d'améliorer l'entraînement en haut de la couche limite permettant ainsi une
représentation réaliste du développement de la couche limite.
Le deuxième cas étudié correspond à un cas de cycle diurne de cumulus sur con-
tinent tiré de la campagne EUROCS\ARM. Ce cas d'étude a permis de tester plus
particulièrement la partie condensation sous-maille de la nouvelle paramétrisation. Il
a été montré que le schéma est capable de représenter correctement toutes les carac-
téristiques moyennes d'un groupe de nuages tant géométriques (base et sommet du
nuage) que microphysiques (LWP er contenue en eau nuageuse). De plus, la fraction
nuageuse, généralement mal modélisée par les paramétrisations de la convection, est
bien représentée par notre schéma. Nous avons donc montré la capacité du schéma
à représenter des nuages continentaux fortement influencés par les flux de surface et
notamment leur évolution, de leur formation à leur dissipation.
Un troisième cas correspondant à un cycle diurne de couche limite surmontée
de stratocumulus a permis de tester l'apport de ce type de schéma pour ce type
de couche limite. Même si à l'origine, l'approche EDMF n'a pas été prévue pour la
modélisation de ce type de couche limite, nous avons pu montrer qu'en choisissant
des formulations d'entraînement et de détrainement dépendant des caractéristiques
de la couche limite, il était possible d'en améliorer la représentation. En effet, l'en-
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traînement en haut de la couche limite, processus fondamental dans le cycle de vie
des stratocumulus, est modélisé par la prise en compte de l'impact des thermiques.
La nature de la turbulence permettant l'entraînement dans les couches limites sur-
montées de stratocumulus restent encore un point d'étude, mais la prise en compte
du mélange réalisé par les structures cohérentes améliore la représentation du cycle
diurne des stratocumulus.
Enfin, une étude statistique des écarts entre les simulations LES et les simulations
1D a mis en évidence la robustesse du nouveau schéma dans la représentation des
couches convectives pour des cas relativement différents. Nous avons évalué, que la
dispersion des écarts entre les profils des simulations 1D et ceux de LES pour les
variables tels que θl et rt ou encore rc restent relativement faible. Nous pouvons ainsi
conclure que l'utilisation de cette paramétrisation semble pertinente pour améliorer
la prise en compte des processus physiques des couches limites dans les modèles
méso-échelles mais aussi de prévision numérique du temps.
Ces premiers tests nous ont amené à compléter l'étude du schéma pour permettre
son utilisation à la fois dans un contexte opérationnel mais aussi dans des GCMs ou
des modèles de climat.
Une première étude a été réalisée sur la sensibilité du schéma aux différents
paramètres qu'il contient. Nous avons distingué deux types de coefficients, ceux liés
à la fermeture et ceux liés aux échanges. Nous avons mis en évidence que le schéma
était peu sensible aux paramètres liés à la fermeture du schéma alors qu'il semble
plus sensible aux coefficients liés à l'entraînement et au détrainement. Un équilibre
réaliste entre ces deux processus va permettre une détermination correcte du flux de
masse et donc du mélange dans la couche limite. Cette étude a permis de montrer
la robustesse du schéma pour des variations de l'ordre de 20% des coefficients qu'il
contient.
Une deuxième étude a été consacrée à des simulations du cas ARM réalisées avec
la résolution verticale du nouveau modèle opérationnel de Météo-France AROME.
Ces simulations à basse résolution ont mis en évidence la sensibilité du schéma à
la résolution verticale. Nous avons montré la robustesse du schéma à représenter
les processus de mélange et de condensation à basse résolution. Là encore, la frac-
tion nuageuse obtenue est semblable à celle obtenue en LES. Comparé aux schémas
standards de Meso-NH (CBR+KFB), l'évolution de la couche limite nuageuse est
nettement mieux modélisée en terme de mélange dans la couche limite sèche mais
aussi de représentation des nuages. Cette étude a prouvé l'utilisation possible du
schéma dans des modèles de prévision numérique du temps où des simulations util-
isant une résolution verticale plus lâche.
Pour terminer l'étude, il restait à étudier la sensibilité du schéma à la résolution
temporelle. Nous avons mis en évidence un problème de stabilité du schéma lorsque
nous augmentions le pas de temps. Mais en comparaison aux études précédemment
réalisées sur ce type de schéma, nous avons montré qu'un traitement implicite de
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la résolution du schéma ne permettait pas de le stabiliser pour des pas de temps
relativement longs. Pour permettre une utilisation de la paramétrisation dans des
modèles de climat ou GCM, nous devions développer une méthode permettant de
stabiliser le schéma tout en restant peu coûteuse numériquement. L'expertise que
nous avons accumulée en testant différentes résolutions mais aussi une méthode
de time-splitting nous a permis de déboucher sur une solution. Celle-ci est basée
sur une méthode itérative sur des sous-pas de temps mais qui, contrairement au
time-splitting, ne recalcule pas toutes les caractéristiques de l'updraft. En effet, on
considère que l'entraînement et le flux de masse restent constants sur un sous-pas de
temps. Nous avons mis en évidence qu'il était nécessaire d'intégrer les tendances de
turbulence pour le calcul des variables moyennes à chaque sous-pas de temps mais
aussi de rediagnostiquer les variables de l'updraft (θlu, rtu, uu et vu). Cette méthode
nous a permis de stabiliser le schéma pour des pas de temps allant jusqu'à 480s ce
qui correspond à un demi-pas de temps d'un GCM.
Enfin, le dernier chapitre fut consacré à la présentation de tests pré-opérationnels.
Nous avons ainsi montré des problèmes des paramétrisations existantes dans la
représentation du mélange pour des résolutions à 2.5km. En effet, pour des cas faible-
ment convectifs avec des vents faibles, des structures irréalistes sont créées par le
modèle. Le schéma d'advection tend à compenser le manque de mélange sous-maille
en créant du mélange résolu. Ceci conduit à la création de structures oscillantes non
physiques qui se maintiennent dans le temps. La nouvelle paramétrisation permet de
gommer totalement ces structures irréalistes par une meilleure prise en compte du
mélange dû aux thermiques. La nouvelle paramétrisation permet ainsi aux échelles
kilométriques une représentation réaliste du mélange dans la couche limite et une
bonne détermination des caractéristiques nuageuses sous-maille. Ce type de schéma
parait indispensable pour des simulations à ces résolutions horizontales.
Pour conclure ce travail, il est intéressant de noter que cette nouvelle paramétri-
sation s'inclut parfaitement entre le schéma de turbulence CBR et la paramétrisation
de la convection profonde KFB. Elle permet de compenser les limites du schéma de
turbulence en donnant des profils plus réalistes des variables thermodynamiques
dans la couche limite et pourrait ainsi avoir un impact sur le déclenchement de la
convection profonde.
Cette nouvelle paramétrisation a donc été implémentée dans la version pré-
opérationnelle d'AROME depuis le 11/09/2008.
6.2 Perspectives
Concernant les perspectives, elles sont nombreuses. En effet, le nouveau schéma
n'en est qu'à ces balbutiements en terme d'utilisation. Concernant son implémen-
tation, il serait intéressant de voir son impact dans des GCMs ou des modèles de
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climat. La méthode développer pour stabiliser le schéma va permettre son utilisation
dans ces modèles. De plus, lors de la rédaction de ce manuscrit, AROME ne béné-
ficiait pas encore de la dernière version du schéma (présentée dans ce manuscrit).
La version implémentée diffère notamment par le calcul de l'entraînement et du
détrainement. Ainsi, si cette dernière version est implémentée dans AROME, nous
pourrons étudier l'impact des nouvelles formulations de l'entraînement et du dé-
trainement en cas réels.
De plus, plusieurs points de développement futur sont réalisables. Dans un pre-
mier temps la prise en compte de la glace semblerait intéressante pour des nuages bas
mixtes où coexistent la phase liquide et la phase glace. Un autre point de développe-
ment serait, pour des résolutions de l'ordre de 10km d'utiliser le schéma pour per-
mettre un lien vers la paramétrisation de la convection profonde et notamment son
déclenchement.
Cette nouvelle paramétrisation doit pouvoir s'adapter dans toutes les conditions
de couche limite. Par exemple, pour des cas de nuages bas (brouillard ou stratus), il
serait intéressant de documenter l'impact du schéma de convection lors de sa phase
mature et de sa phase de dissipation. La campagne PARISFOG constitue un jeu
de données intéressant pour l'étude du cycle de vie du brouillard. Les premières
simulations de la POI 13 de cette campagne de mesure, avec la version de référence
de Meso-NH, ont montré des retards importants dans la dissipation du brouillard
notamment dans la transition brouillard-stratus (Tardif R., communication person-
nelle).
Pour des cas de convection profonde, pour des résolutions où celle-ci n'est plus
sous-maille, il semble important d'étudier la transition entre la convection peu pro-
fonde sous-maille paramétrisée et la convection profonde résolue.
L'étude portant sur la stabilité numérique du schéma a mis en évidence la né-
cessité de déterminer un critère de stabilité qui dépendrait des résolutions verticales
et temporelles utilisées mais aussi des caractéristiques thermodynamiques issues du
schéma de convection notamment le flux de masse. La condition CFL (CFL = M ∆x
∆t
)
pourrait constituer un premier critère de stabilité. Des premiers tests nous ont per-
mis de voir que le schéma semblait instable pour une CFL>3 approximativement.
En outre, il serait important de réaliser des simulations 3D de cas de ciel de
traîne océanique où la convection est plutôt forcée par des instabilités d'altitude.
Ceci nous permettrait de tester la sensibilité du schéma à des forçages d'altitude.
Nous rappelons que le déclenchement du schéma n'est piloté que par les flux de
surface.
Enfin, nous pourrions tester le schéma sur des simulations de phénomène de cold
air outbreak ou CAO. Ces phénomènes correspondent à une advection d'une masse
d'air d'un continent glacé vers un océan. Ces phénomènes ont déjà été étudiés mais la
dynamique interne de ce phénomène reste assez complexe et ils seraient intéressant
de documenter la capacité du schéma à représenter ces rues de nuages typiques et
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leur transition vers des structures en cellules ouvertes loin du continent.
Nous voyons donc qu'il existe une multitude de perspectives autour de cette
nouvelle paramétrisation. Nous venons d'en présenter une liste non exhaustive.
Nous pouvons encore spécifier qu'après les développements réalisés pour stabiliser
le schéma pour des pas de temps relativement longs, ils seraient intéressants de
voir l'apport de l'amélioration de la réprésentation de la fraction nuageuse pour la
modélisation de l'impact radiatif des nuages dans les modèles de climat.
149
Bibliographie
J.-C. André, G. De Moor, P. Lacarrère, and R. Du Vachat. Turbulence approxima-
tion for inhomogeneous flows : Part i. the clipping approximation. J. Atmos. Sci.,
33 :476481, 1976.
J. C. André, G. De Moor, P. Lacarrère, G. Therry, and R. Du Vachat. Modeling the
24-hour evolution of the mean and turbulent structures of the planetary boundary
layer. J. Atmos. Sci., 35 :18611883, 1978.
A. Arakawa. The cumulus parameterization problem : Past, present, and future. J.
Clim., 17 :24932525, 2004.
A. Arakawa and W. H. Schubert. Interaction of a cumulus cloud ensemble with the
large-scale environment, part1. J. Atmos. Sci., 31 :674700, 1974.
B. W. Atkinson and J. W. Zhang. Mesoscale shallow convection in the atmosphere.
Rev. Geophys., 34(4) :403431, 1996.
K. W. Ayotte, P. P. Sullivan, A. Andrï¿½n, S. C. Doney, A. A. Holtslag, W. G. Large,
J. C. McWilliams, C.-H. Moeng, M. J. Otte, J. J. Tribbia, and J. C. Wyngaard. An
evaluation of neutral and convective planetary boundary-layer parameterizations
relative to large eddy simulations. Boundary-Layer Meteorol., 79 :131175, 1996.
P. Bechtold, P. Guichard, F.and Mascart, and E. Richard. A mass-flux convection
scheme for regional and global models. Quart. J. Roy. Meteorol. Soc., 127 :869
886, 2001.
A. K. Betts. Nonprecipitatting cumulus convection and its parameterization. Quart.
J. Roy. Meteorol. Soc., 99 :178196, 1973.
A. K. Betts. A new convective adjustement scheme part i :observationnal and the-
oretical scheme. Quart. J. Roy. Meteorol. Soc., 112 :677691, 1986.
A. K. Betts, J. Ball, and A. Beljaars. Comparison between land surface response
of the ecmwf model and the fife-1987 data. Quart. J. Roy. Meteorol. Soc., 119 :
9751001, 1993.
150 BIBLIOGRAPHIE
A. K. Blackadar. The vertical distribution of wind and turbulent exchange in a
neutral atmosphere. J. Geophys. Res., 67 :30953102, 1962.
A. M. Blyth, W. A. Cooper, and J. B. Jensen. A study of the source of entrained
air in montana cumuli. J. Atmos. Sci., 45 :39443964, 1988.
P. Bougeault. The diurnal cycle of marine stratocumulus : A higher order model
study. J. Atmos. Sci., 42 :28262843, 1985.
P. Bougeault and P. Lacarrère. Parameterization of orography-induced turbulence
in a mesobeta-scale model. Mon. Wea. Rev., 117 :18721890, 1989.
J. Boussinesq. Essai sur la théorie des eaux courantes. PhD thesis, Mem Académie
de Sciences de Paris, 1877.
C. S. Bretherton and M. C. Wyant. Moisture transport, lower tropospheric stability,
and decoupling of cloud-topped boundary layers. J. Atmos. Sci., 54 :15191525,
1997.
C. S. Bretherton, J. R. McCaa, and H. Grenier. A new parameterization for shal-
low cumulus convection and its application to marine subtroppical cloud-topped
boundary layer. part1 : Description and 1d results. Mon. Wea. Rev., 132 :864882,
2004.
A. Brown, R. T. Cederwall, A. Chlond, P. G. Duynkerke, J.-C. Golaz, M. Khairout-
dinov, D. Lewellen, A. P. Lock, M. K. Macvean, C.-H. Moeng, R. A. J. Neggers,
P. Siebesma, and B. Stevens. Large-eddy simulation of the diurnal cycle of shal-
low cumulus convection over land. Quart. J. Roy. Meteorol. Soc., 128 :10751093,
2002.
K. A. Browning and collaborators. Gewex cloud system study (gcss) science plan.
Technical report, IGPO Publication series N11. World CLimate Research Pro-
gramme, Geneva, 1994.
V. M. Canuto, F. Minotti, C. Ronchi, R. Ypma, and O. Zeeman. Second-order
closure pbl model with new third-order moments : Comparison with les data. J.
Atmos. Sci., 51 :16051618, 1994.
D. J. Carson and F. B. Smith. Thermodynamic model for the development of a
convectively unstable boundary layer. Advances in Geophysics, 18A :111124,
1974.
S. Caughey and S. Pammer. Some aspects of turbulence structure through the depth
of the convective boundary layer. Quart. J. Roy. Meteorol. Soc., 105 :811827,
1979.
BIBLIOGRAPHIE 151
J. G. Charney and A. Eliassen. On the growth of the hurricane depression. J.
Atmos. Sci., 21 :6875, 1964.
S. Cheinet and J. Teixeira. A simple formulation for the eddy-diffusivity parame-
terization of cloud-topped boundary layers. Geophys. Res. Let., 30 : ?, 2003.
R. H. Clarke, A. J. Dyer, D. G. Reid, and A. J. Troup. The wangara experiment :
Boundary layer data. Division Meteorological Physics, Paper No. 19 :CSIRO,
Australia, 1971.
F. Couvreux, F. Guichard, J.-L. Redelsperger, C. Kiemle, V. Masson, J.-P. Lafore,
and C. Flamant. Water-vapour variablility within a convective boundary-layer
assessed by large-eddy simulations and ihop2002 observations. Quart. J. Roy.
Meteorol. Soc., 131 :26652693, 2005.
J. W. M. Cuijpers and P. Bechtold. A simple parameterization of cloud water related
variables for use in boundary layer models. J. Atmos. Sci., 52 :24862490, 1995.
J. W. M. Cuijpers and A. M. Holtslag. Impact of skewness and nonlocal effects on
scalar and buoyancy fluxes in convective boundary layers. J. Atmos. Sci., 55 :
151162, 1998.
J. Cuxart, P. Bougeault, and J.-L. Redelsperger. A turbulence scheme allowing for
mesoscale and large-eddy simulations. Quart. J. Roy. Meteorol. Soc., 126 :130,
2000.
R. P. Davies-Jones. An accurate theoretical approximation for adiabatic condensa-
tion temperature. Mon. Wea. Rev., 111 :11191121, 1983.
G. De Moor. Les théories de la turbulence dans la couche limite atmosphèrique.
Ministère des transports, Direction de la Météorologie, 1983.
J. W. Deardorff. The counter-gradient heat flux in the lower atmosphere and in the
laboratory. J. Atmos. Sci., 23 :503506, 1966.
J. W. Deardorff. Convective velocity and temperature scales for the unstable plan-
etary boundary layer and for rayleigh convection. J. Atmos. Sci., 27 :12111212,
1970.
J. W. Deardorff. Stratocumulus-capped mixed layers derived from a three-
dimensionnal model. Boundary-Layer Meteorol., 18 :495527, 1980a.
J. W. Deardorff. Cloud top entrainment instability. J. Atmos. Sci., 37 :131147,
1980b.
152 BIBLIOGRAPHIE
P. G. Duynkerke, H. Zhang, and P. J. Jonker. Microphysical and turbulent structure
of nocturnal stratocumulus as observed during astex. J. Atmos. Sci., 52 :2763
2777, 1995.
S. Esbensen. An analysis of subcloud-layer heat and moisture budgets in the western
atlantic trades. J. Atmos. Sci., 48 :23132335, 1991.
J. M. Fritsch and C. F. Chappell. Numerical prediction of convectively driven
mesoscale pressure system. part i :convective parameterization. J. Atmos. Sci.,
37 :17221733, 1980.
A. L. M. Grant. Cloud-base fluxes in the cumulus-capped boundary layer. Quart.
J. Roy. Meteorol. Soc., 127 :407421, 2001.
D. Gregory. Estimation of entrainment rate in simple models of convective clouds.
Quart. J. Roy. Meteorol. Soc., 127 :5372, 2001.
D. Gregory and P. R. Rowntree. A mass flux convection scheme with representation
of cloud ensemble characteristics and stability-dependent closure. Mon. Wea. Rev.,
118 :14831506, 1990.
M. Gryschka and S. Raasch. Roll convection during a cold air outbreak : a large eddy
simulation with stationnary model domain. Geophys. Res. Lett., 39 :L14805.1
L14805.5, 2005.
J. Z. Holland and E. M. Rasmusson. Measurement of atmospheric mass, energy and
momentum budgets over a 500-kilometer square of tropical ocean. Mon. Wea.
Rev., 101 :4455, 1973.
A. A. M. Holtslag and C.-H. Moeng. Eddy diffusivity and countergradient transport
in the convective atmospheric boundary layer. J. Atmos. Sci., 48 :16901698, 1991.
F. Hourdin, F. Couvreux, and L. Menut. Parameterization of the dry convective
boundary layer based on a mass flux representation of thermals. J. Atmos Sci.,
59 :11051122, 2002.
J. Kaimal, J. Wyngaard, D. Haugen, O. Coté, Y. Izumi, S. Caughey, and C. Read-
ings. Turbulence structure in the convective boundary layer. J. Atmos. Sci., 33 :
21522169, 1976.
J. S. Kain and J. M. Fritsch. A one-dimensionnal entraining/detraining plume model
and its application in convective parameterization. J. Atmos. Sci., 47 :27842802,
1990.
BIBLIOGRAPHIE 153
A. N. Kolmogorov. The equations of turbulent motionin an incomprssible fluid.
Isvestiya USSR Ac. Sci. Phys., 6 :5658, 1942.
H. L. Kuo. On formation and intensification of tropical cyclones through latent heat
release by cumulus convection. J. Atmos. Sci., 22 :4063, 1965.
Y.-H. Kuo, , and W. H. Raymond. A quasi-one-dimensional cumulus cloud model
and parameterization of cumulus heating and mixing effects. Mon. Wea. Rev.,
108 :9911009, 1980.
C. Lac, F. Bonnardot, O. Connan, C. Camail, D. Maro, D. Hebert, and M. Rozet.
Evaluation of a mesoscale dispersion modelling tool during the capitoul experi-
ment. J. Appl. Meteorol. Climatol., accepted, 2008.
J.-P. Lafore, J. Stein, N. Asencio, P. Bougeault, V. Ducrocq, J. Duron, C. Fisher,
P. Hereil, P. Mascart, V. Masson, J.-P. Pinty, J.-L. Redelsperger, E. Richard, and
J. V. Arellano. The meso-nh atmospheric simulation system. part i :adiabatic
formulation and control simulations. Ann. Geophysicae, 16 :90109, 1998.
R. Lamb. A numerical investigation of tetroon versus fluid particle dispersion in the
convective planetary boundary layer. J. Appl. Meteorol., 20 :391403, 1981.
C. L. Lappen and D. A. Randall. Toward a unified parameterization of the boundary
layer and moist convection. part1 : A new type of mass-flux model. J. Atmos.
Sci., 58 :20212036, 2001.
M. A. LeMone and W. T. Pennell. The relationship of trade wind cumulus and
distribution to subcloud layer fluxes and structure. Mon. Wea. Rev., 104 :524
539, 1976.
G. Lenderink and A. A. M. Holtslag. An updated length-scale formulation for
turbulent mixing in clear and cloudy boundary layers. Quart. J. Roy. Meteorol.
Soc., 130 :34053427, 2004.
G. Lenderink and A. Siebesma. On the role of drizzle in stratocumulus and its
implications for large-eddy simulations. Quart. J. Roy. Meteorol. Soc., 130 :3429
3434, 2004.
D. Lenschow and P. Stephens. The role of thermals in the convective boundary
layer. Boundary-Layer Meteorol., 19 :509532, 1980.
D. H. Lenschow and E. M. Agee. Preliminary results from the air mass transforma-
tion experiment (amtex). Bull. Am. Meteorol. Soc., 57 :13461355, 1976.
154 BIBLIOGRAPHIE
D. Lewellen and W. Lewellen. Large-eddy boundary layer entrainment. J. Atmos.
Sci., 55 :26452665, 1998.
D. Lewellen and W. Lewellen. Entrainment and decoupling relations for cloudy
boundary layers. J. Atmos. Sci., 59 :29662987, 2002.
D. K. Lilly. Models of cloud-topped mixed layers under a strong inversion. Quart.
J. Roy. Meteorol. Soc., 94 :292309, 1968.
C. Lin and A. Arakawa. The macroscopic entrainment processes of simulated cu-
mulus ensemble part i : Entrainment sources. J. Atmos. Sci., 54 :10271043,
1997.
A. Q. Liu, G. W. K. Moore, K. Tsuboki, and I. A. Renfrew. A high-resolution
simulation of convective roll clouds during a cold-air outbreak. Geophys. Res.
Let., 31 :L03101, 2004.
J. F. Louis. A parametric model of vertical eddy fluxes in the atmosphere. Boundary-
Layer Meteorol., 17 :187202, 1979.
L. Mahrt and J. Paumier. Heat transport in the atmopsheric boundary layer. J.
Atmos. Sci., 41 :30613075, 1984.
S. Manabe, J. Smagorinsky, and R. F. Strickler. Simulated climatology of a general
circulation model with a hydrological cycle. Mon. Wea. Rev., 93 :769798, 1965.
G. L. Mellor and T. Yamada. A hierarchy of turbulence closur models for planetary
boundary layers. J. Atmos. Sci., 31 :17911806, 1974.
C.-H. Moeng and R. Rotunno. Vertical velocity skewness in the buoyancy-driven
boundary layer. J. Atmos. Sci., 47 :11491162, 1990.
C.-H. Moeng and P. P. Sullivan. A comparison of shear- and buoyancy-driven plan-
etary boundary layer flows. J. Atmos. Sci., 51 :9991022, 1994.
C.-H. Moeng and J. C. Wyngaard. Evaluation of turbulent transport and dissipation
closures in second-order modeling. J. Atmos. Sci., 46 :23112330, 1989.
R. A. J. Neggers, P. Siebesma, and H. J. J. Jonker. A multiparcel model for shallow
cumulus convection. J. Atmos. Sci., 59 :16551668, 2002.
R. A. J. Neggers, A. P. Siebesma, G. Lenderink, and A. M. Holtslag. An evaluation
of mass flux closures for diurnal cycles of shallow cumulus. Mon. Wea. Rev., 132 :
25252538, 2004.
BIBLIOGRAPHIE 155
S. Nicholls. The dynamics of stratocumulus : aircraft observations and comparisons
with a mixed layer model. Quart. J. Roy. Meteorol. Soc., 110 :783820, 1984.
Y. Ogura and H.-R. Cho. On the interaction between the subcloud and cloud layers
in tropical region. J. Atmos. Sci., 31 :18501859, 1974.
K. Ooyama. A dynamical model for the study of tropical cyclone development.
Geofis. Int., 4 :187198, 1964.
K. Ooyama. A theory on parameterization of cumulus convection. J. Meteorol. Soc.
Jpn., 49 :744756, 1971.
I. R. Paluch. The entrainment mechanism in colorado cumuli. J. Atmos. Sci., 36 :
24672479, 1979.
J. Pergaud, V. Masson, S. Malardel, and F. Couvreux. A parameterization of dry
thermals and shallow cumuli for mesoscale numerical weather prediction. submited
to Boundary-Layer Meteorol., XX :XX, 2009.
D. A. Randall. Conditionnal instability of the first kind upside-down. J. Atmos.
Sci., 37 :125130, 1980.
D. J. Raymond. Regulation of moist convection over the west pacific warm pool. J.
Atmos. Sci., 43 :27082718, 1995.
J.-L. Redelsperger and G. Sommeria. Méthode de représentation de la turbulence
d'échelle inférieure à la maille pour un modèle tri-dimensionnel de convection
nuageuse. Boundary-Layer Meteorol., 21 :509530, 1981.
C. Rio and F. Hourdin. A thermal plume model for the convective boundary layer.
J. Atmos. Sci., 65 :407425, 2008.
I. Sandu, J. L. Brenguier, O. Geoffroy, O. Thouron, and V. Masson. Aerosols impacts
on the diurnal cycle of marine stratocumulus. J. Atmos. Sci., in press, 2008.
U. Schumann. The countergradient heat flux in stratified turbulent flows. Nucl.
Engrg. Des, 100 :255262, 1987.
P. Siebesma. Shallow cumulus convection. Buoyant convection in geophysical flows,
E.J. Plate et al. (eds) :441486, 1998.
P. Siebesma and J. W. M. Cuijpers. Evaluation of parametric assumptions for
shallow cumulus convection. J. Atmos. Sci., 53 :650666, 1995.
P. Siebesma and A. M. Holtslag. Model impacts of entrainment and detrainment
rates in shallow cumulus convection. J. Atmos. Sci., 53 :23542364, 1996.
156 BIBLIOGRAPHIE
P. Siebesma and J. Teixeira. An advection-diffusion scheme for the convective bound-
ary layer, description and 1d results. In proceedings of 14th Symp. on Boundary
Layers and Turbulence, Aspen, USA, pages 133136, 2000.
P. Siebesma, C. S. Bretherton, A. Brown, A. Chlond, J. Cuxart, P. G. Duynkerke,
H. Jiang, M. Khairoutdinov, D. Lewellen, C.-H. Moeng, E. Sanchez, B. Stevens,
and D. E. Stevens. A large eddy simulation intercomparaison study of shallow
cumulus convection. J. Atmos. Sci., 60 :12011219, 2003.
P. Siebesma, P. M. M. Soares, and J. Teixeira. A combined eddy-diffusivity mass-
flux approach for the convective boundary layer. J. Atmos. Sci., 64 :12301248,
2007.
J. Simpson and V. Wiggert. Models of precipitating cumulus towers. Mon. Wea.
Rev., 97 :471489, 1969.
P. M. M. Soares, P. M. A. Miranda, A. P. Siebesma, and J. Teixeira. An eddy-
diffusivity/mass-flux parameterization for dry and shallow cumulus convection.
Quart. J. Roy. Meteorol. Soc., 130 :30553079, 2004.
P. Squires. Penetrative downdraughts in cumuli. Tellus, 10 :381389, 1958.
B. Stevens. Cloud transitions and decoupling in shear-free stratocumulus-topped
boundary layers. Geophys. Res. Let., 27 :25572560, 2000.
B. Stevens, W. R. Cotton, G. Feingold, and C.-H. Moeng. Large-eddy simulations of
strongly precipitating, shallow, stratocumulus-toppedboundary layers. J. Atmos.
Sci., 55 :36163638, 1998.
H. Stommel. Entrainment of air into a cumulus cloud. J. Meteorol., 4 :9194, 1947.
R. B. Stull. An Introduction to Boundary Layer Meteorology. Kluwer Academics
Publishers, 1988.
P. P. Sullivan, C.-H. Moeng, B. Stevens, D. H. Lenschow, and S. D. Mayor. Structure
of the entrainment zone capping the convective. J. Atmos. Sci., 55 :30423064,
1998.
W.-K. Tao, J. Simpson, , and M. McCumber. An ice-water saturation adjustment.
Mon. Wea. Rev., 117 :231235, 1989.
G. R. Taylor and M. B. Baker. Entrainment and detrainment in cumulus clouds. J.
Atmos. Sci., 48 :112121, 1991.
M. Tiedtke. A comprehensive mass-flux scheme for cumulus parameterization in
large-scale models. Mon. Wea. Rev., 177 :17791800, 1989.
BIBLIOGRAPHIE 157
S. Tomas and V. Masson. A parametrization of third order moments for dry con-
vective boundary layer. Boundary-Layer Meteorol., 120 :437454, 2006.
I. B. Troen and L. Mahrt. A simple model of the atmospheric boundary layer :
Sensitivity to surface evaporation. Boundary-Layer Meteorol., 37 :129148, 1986.
J. Turner. Buoyancy Effects in Fluids. Cambridge University Press, 1973.
J. Turton and S. Nicholls. A study of the diurnal variation of stratocumulus using a
multiple mixed-layer model. Quart. J. Roy. Meteorol. Soc., 113 :9691011, 1987.
S. Wang and B. Stevens. Top-hat representation of turbulence statistics in cloud-
topped boundary layers : A large eddy simulation study. J. Atmos. Sci., 57 :
423441, 2000.
J. Warner. The water content of cumuliform clouds. Tellus, 4 :449457, 1955.
J. Warner. On steady-state one dimensionnal models of cumulus convection. J.
Atmos. Sci., 27 :10351040, 1970.
J. Warner and J. Telford. Some patterns of convection in the lower atmosphere. J.
Atmos. Sci., 20 :313318, 1963.
J. Warner and J. Telford. Convection below cloud base. J. Atmos. Sci., 24 :374382,
1967.
T. M. Weckwerth, D. B. Parsons, S. E. Koch, J. A. Moore, M. A. Lemone, B. R.
Demoz, C. Flamant, B. Geerts, J. Wang, and W. Feltz. An overview of the
international h2o project (ihop_2002) and some preliminary highlights. Bull.
Am. Meteorol. Soc., 85 :253277, 2004.
J. Wilczak and J. Businger. Thermally indirect motions in the convective atmo-
spheric boundary layer. J. Atmos. Sci., 40 :343358, 1983.
G. Willis and J. Deardorff. A laboratory study of dispersion from an elevated source
within a modeled convective planetary boundary layer. Atmos. Env., 12 :1305
1311, 1978.
R. Wood, C. S. Bretherton, , and D. L. Hartmann. Diurnal cycle of liquid water
path over the subtropical and tropical oceans. Geophys. Res. Let., 29 :7.17.4,
2002.
M. Yanai, S. Esbensen, and J. Chu. Determination of bulk properties of tropical
cloud clusters from large-scale heat and moisture budgets. J. Atmos. Sci., 30 :
611627, 1973.
158 BIBLIOGRAPHIE
S. Zilitinkevich, V. M. Gryanik, V. Lykossov, and D. Mironov. Third-order transport
and non local turbulence closures for convective boundary layer. J. Atmos. Sci.,
56 :34633477, 1999.
STUDY AND PARAMETERIZATION OF TURBULENCE
AND BOUNDARY LAYER CLOUDS
Julien PERGAUD
ABSTRACT :
The main objective of this thesis was to develop a new parameterization enabling
to improve the mixing and representation of clouds in convective boundary layers.
We thus developed a parameterization based on the concept EDMF for Eddy-
Diffusivity/Mass Flux and in which the mass flux scheme represents idealized ther-
mal which can exchange air with its environment and whose air parcels can con-
densate. In the dry part of the updraft, entrainment and detrainment are defined as
proportional to the buoyancy and inversely proportional to the vertical velocity in
the updraft. This formalism allows the exchanges to adapt depending on the type
of boundary layer or the intensity of convection. In the cloud, the buoyancy sort
formalism was chosen. Indeed, it is well suited to represent exchanges between the
cloud and its environment.
Tests in a single column model helped highlight the contribution of such a scheme
in the representation of the turbulence but also boundary layer clouds. It allows a
good representation of the counter-gradient area and corrects a well-knwon defect
of eddy-diffusivity parameterizations.
3D results are presented and demonstrate the need for such a scheme for models
with 2.5km resolution. It has been well implemented in the new operational meso-
scale model at Météo-France named AROME.
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RESUME :
L'objectif principal de cette thèse était de développer une nouvelle paramétrisa-
tion améliorant le mélange et la représentation des nuages dans les couches limites
convectives.
Nous avons développé ainsi une paramétrisation basée sur le concept EDMF
pour Eddy-Diffusivity/Mass Flux dans lequel le schéma en flux de masse représente
un thermique idéalisé qui peut échanger de l'air avec son environnement et dont les
parcelles d'air peuvent condensées. Dans la partie sèche de l'updraft, l'entraînement
et le détrainement sont définis comme proportionnels à la flottabilité et inversement
proportionnels à la vitesse verticale dans l'updraft. Ce formalisme permet à ces
échanges de s'adapter en fonction du type de couche limite ou encore de l'intensité de
la convection. Dans le nuage, c'est le formalisme en tri par flottabilité qui a été choisi.
Il est en effet bien adapté pour les échanges entre le nuage et son environnement.
Les tests dans un modèle unicolonne ont permis de mettre en valeur l'apport
d'un tel schéma dans la représentation du mélange mais aussi des nuages de couche
limite. Il permet notamment une bonne représentation de la zone à contre-gradient et
corrige un défaut bien connu des paramétrisations en coefficient d'échange turbulent.
Des résultats 3D pré-opérationnels sont présentés et montrent la nécessité d'un
tel schéma pour des modèles à 2.5km de résolution. Il a été ainsi implémenté dans
le nouveau modèle opérationnel de Météo-France.
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