The present paper proposes a learning control system that automatically stabilizes onedimensional time-delayed chaotic systems. We give a systematic procedure to design the control system using a few pieces of uncertain information on the chaotic system. Furthermore, this control system can be applied to a technique that moves a stable orbit of nonchaotic systems to coexistent unstable points and stabilizes the moving orbit onto these unstable points. To check the theoretical results, we demonstrate some numerical experiments.
Introduction
The topics of controlling chaos have gathered much attention of researchers [Shinbrot et al., 1993; Ditto et al., 1995; Chen, 1997] . The pioneers of controlling chaos are Ott et al. [1990] who proposed a control method (OGY method) that stabilizes an orbit onto a desired unstable periodic orbit (UPO) embedded within a chaotic attractor.
Many researchers have modified the OGY method for various chaotic systems: high-dimensional chaotic systems [Auerbach et al., 1992] , low-dimensional chaotic systems [Peng et al., 1991; Petrov et al., 1992] , coupled chaotic systems [Auerbach, 1994; Astakhov et al., 1995; Hu et al., 1995] , Hamiltonian systems [Lai et al., 1993a [Lai et al., , 1993b , and network oscillators [Sepulchre & Babloyantz, 1993] . The OGY method and the modified methods were applied to several real systems: a magneto-elastic ribbon [Ditto et al., 1990] , electronic circuits [Hunt, 1991; Johnson et al., 1993] , laser systems [Roy et al., 1992; Colet et al., 1994] , and a biological system [Garfinkel et al., 1992] . On the other hand, Pyragas [1992] proposed a delayed-feedback control (DFC) method that does not require a reference signal corresponding to the desired UPO. Since the DFC method can be implemented with simple analog devices, it has been successfully applied to several real physical systems: laser systems [Bielawski et al., 1993 [Bielawski et al., , 1994 Simmendinger & Hess, 1996; Bleich et al., 1997] , electronic circuits [Pyragas & Tamaševičius, 1993; Namajunas et al., 1995] , YIG films [Ye et al., 1995] , and a magneto-mechanical system [Hikihara & Kawagoshi, 1996] . Furthermore, from a stability viewpoint, the DFC method has been discussed by several researchers [Bleich & Socolar, 1996; Nakajima, 1997; Bielawski et al., 1993; Bayly & Virgin, 1994; Ushio, 1996; Ishii et al., 1997] .
Recently, we proposed a learning control system that automatically stabilizes a chaotic orbit in two-dimensional chaotic systems onto an unstable focus point within a chaotic attractor [Konishi & Kokame, 1995] . Since the learning control system does not require the dynamical equation of the chaotic systems, it would be useful tool for an experimentalist who wants to stabilize a chaotic system whose equation is unknown. The learning control system was extended to stabilize the orbits of high-dimensional chaotic systems onto any type unstable fixed points , and was applied to an electronic circuit [Igarashi et al., 1997] . However, these studies did not deal with time-delayed chaotic systems.
The present paper proposes a learning control system for controlling one-dimensional chaotic systems including time delay state. We derive a simple sufficient condition for the learning control system to be stable, and provide a systematic procedure to design the system using a few pieces of uncertain information on the chaotic system. Furthermore, we show that the learning system would be useful for the techniques [Christini & Collins, 1995 , 1996 Konishi et al., 1996] that stabilize unstable points of nonchaotic systems. Compared to the previous studies [Konishi & Kokame, 1995 , the learning system proposed in the present paper has the following advantages:
(i) the learning system can stabilize time-delayed one-dimensional chaotic systems; (ii) we can design the learning system systematically using a few pieces of uncertain information on the chaotic systems; (iii) the learning system can stabilize coexistent unstable points in one-dimensional nonchaotic systems by the technique [Konishi et al., 1996] . This paper is organized as follows. Section 2 describes the time-delayed chaotic systems to be controlled. We propose the learning system for controlling the time-delayed chaotic systems, and explain the system operation in Sec. 3. In Sec. 4, we discuss the stability of the learning control system. Section 4 consists of four subsections as follows. First, we give some mathematical preliminaries to simplify the stability analysis. Secondly, a simple sufficient condition for the system to be stable is derived. Thirdly, we provide a systematic procedure to design the control system with a few pieces of uncertain information on the chaotic system. Finally, some numerical examples are presented to check the theoretical results. Section 5 shows that the learning control system can be used for the techniques that stabilizes unstable points of nonchaotic systems, and gives some numerical examples. Conclusions of this paper are presented in Sec. 6.
Chaotic Systems
We consider a time-delayed chaotic system
where X(n) ∈ R is the observable state, U (n) ∈ R is the control signal, the nonlinear map f : R → R is unknown, and µ is the unknown parameter. The time delay τ > 0 is unknown, while the upper limit ν is known (τ ≤ ν). System (1) without the input signal (i.e. U (n) = 0) behaves chaotically. The unstable fixed point (UFP) X f of system (1) satisfies
We assume that there exists one unstable fixed point X f within the chaotic attractor. Our goal is to stabilize the chaotic orbit X(n) onto the unstable fixed point X f automatically.
Learning Control System
This section shall propose a learning control system for controlling the time-delayed chaotic systems. Figure 1 sketches a block diagram of the learning control system. This system consists of the time-delayed chaotic system, a learning controller, and a watcher.
Figure 2(a) shows the structure of the watcher. The operation of the watcher is as follows:
(i) it reconstructs the system states
by the delay units; (ii) the distance between the reconstructed states is estimated; (iii) if the distance is less than a small threshold ε
then the watcher turns on the switches SW u , Fig. 1 so as to pass the control signal U (n) from the controller to the chaotic systems and to train the controller, otherwise the watcher does not turn on the switches.
If the threshold ε is a small positive value, the chaotic orbit X(n) satisfying condition (2) would be considered to be located in the neighborhood of X f . In other words, the watcher restricts the operation of the controller: It puts the control signal into the chaotic system, and is trained by a learning rule only when the reconstructed orbit X n falls into the neighborhood of
The reason we use the watcher is that the control system should avoid falling into the divergent regime. Let X(n k ) be a chaotic orbit satisfying condition (2) at the training time k(k ≤ n k ). 
The weights W j (k) and the bias θ(k) are updated by using the delta-rule
E(k) is the error function and η is the learning rate. The error E(k) is composed of E C (k) and
where Γ C , Γ U are the error weights for E C (k), The determination of ζ is an important subject for the stability of the learning control system. This problem will be discussed later. We set the errors E C (k), E U (k) as follows:
The error E C (k) corresponds to the distance between X n k +1 and X n k . The error E U (k) corresponds to the absolute value of the control signal U (n k ). Substituting Eqs. (5)- (7) into ∂E(k)/ ∂U (n k ), we obtain
Let us summarize the operation of the learning control system: 1. The chaotic system is iterated. 2. If the reconstructed orbits X n and X n−1 satisfy condition (2), then go to Step 3, otherwise return to Step 1. 3. The watcher passes the control signal U (n k ) to the chaotic system and then the chaotic system is iterated. 4. W j (k) and θ(k) are updated by Eqs. (3) and (4). 5. Return to Step 2.
Repeating these steps, the chaotic orbit will be stabilized on the desired UFP.
Stability of Control System
In this section we shall consider the stability of the control system. First of all, we give mathematical preliminaries to simplify the stability analysis. Secondly, we derive a simple sufficient condition for the control system to be stable. Thirdly, we provide a systematic procedure to design the control system using a few pieces of uncertain information on the chaotic system. Finally, some numerical examples are presented.
Preliminaries
To simplify the stability analysis, we introduce the Gerschgorin Theorem.
where S i (a ii , b i ) is a disk centered at (a ii , 0) with radius b i , and b i is
All the eigenvalues of the matrix A are located in the set S.
From this theorem, we can derive the following corollary.
Corollary 1. Consider a matrix ∀A = [a ij ] ∈ R n×n . The matrix A is stable if the following condition is satisfied:
Proof. The inequality
shows that the disk S i (a ii , b i ) is within the unit circle. If inequalities (8) are held, the set S is within the unit circle. Hence, if inequalities (8) are satisfied, the matrix A is stable.
Note that Corollary 1 gives the sufficient condition for the matrix A to be stable.
Stability analysis
System (1) can be rewritten as
where
The unstable fixed point
The local dynamics at the fixed point is approximately governed by
The matrix H is described by
After the controller has been sufficiently trained, it can be described by
Λ is the differential coefficient of the map f at the fixed point X f . The proof of the convergence property of the controller is similar to that of and thus is omitted. Putting Eq. (11) into Eq. (10), we have
Since Eq. (12) governs the dynamics in the neighborhood of the fixed point controlled by the trained controller (11), the stability of the learning control system depends only on the matrix H. We give a definition for the matrix H.
Definition 1. The learning control system is said to be stable if the matrix H is stable.
From this definition it is easy to obtain the necessary and sufficient condition for the learning control system to be stable. Lemma 1. The learning control system is stable if and only if all the eigenvalues of the matrix H are located in the unit circle.
To check the stability of the system by Lemma 1, all the eigenvalues of the matrix H must be estimated. Using Corollary 1, we can derive a simple sufficient condition for the learning control system to be stable.
Theorem 2. If the differential coefficient Λ, the parameter µ, and the error weight ratio ζ satisfies
then the learning control system is stable. Figure 3 shows the stable region on µ − Λ plane where condition (13) is satisfied. If Λ and µ are known, for given ζ, it is easy to check the stability of the system. The ratio ζ should be determined such that condition (13) holds. Figure 3 makes clear that the area of the stable region increases as |ζ| → 0; hence, the controller with |Γ U | Γ C tends to be applicable to a wide class of the time-delayed chaotic systems. To decide the sign of ζ, we derive the following corollary. If Λ and µ are located in the region S + , there exist ζ ∈ [−1, 0) such that condition (13) is satisfied. On the contrary, if they are located in the region S − , there exist ζ ∈ [0, +∞).
Corollary 2. Define two regions
S + = {(µ, Λ) : Λ ≥ µ + 1, Λ ≥ −µ + 1} , S − = {(µ, Λ) : Λ ≤ µ + 1, Λ ≤ −µ + 1} .
Design of the control system
This subsection shall provide a systematic procedure to determine the ratio ζ by a few pieces of uncertain system information.
If the parameters (µ, Λ) are known, it is easy to determine the ratio ζ from Theorem 2. However, in real systems, it is difficult to obtain the exact parameters. From a practical point of view, we assume that the following uncertain information is obtained:
where Λ, µ are unknown, but (Λ, Λ,μ) are known. From this uncertain information, we can design the control system systematically (see Fig. 4) as follows:
Step 2, otherwise the design is impossible. 2. If −1 > Λ, −1 < Λ < 1, or 1 < Λ, then go to
Steps 3, 4 and 5, respectively. 3. Ifμ < 1 − Λ, then we set ζ as ∀ζ ∈ (0, ζ), where ζ = −2/(Λ + Λ), otherwise the design is impossible. 4. We set ζ as ∀ζ ∈ (0, ∞). 5. Ifμ < Λ − 1, then we set ζ as ∀ζ ∈ (ζ, 0), where ζ = −2/(Λ + Λ), otherwise the design is impossible. Fig. 4 . Flow chart for design of the control system using uncertain information.
Note that the design is based on the sufficient condition for the control system to be stable.
Numerical examples
We shall consider two numerical examples. For the first example, we use the following time-delayed chaotic system:
where p = 3.5, µ = 0.08, and τ = 1. Let us assume that we know Λ = −2, Λ = −0.4,μ = 0.2, ν = 3. From the flow chart of Fig. 4 , we can choose the ratio ζ ∈ (0, 0.833). Now the ratio is set as ζ = 0.7. The result on a numerical experiment is shown in Fig. 5 . As can be seen, the stabilization of the unstable fixed point is achieved successfully.
For the second example, we consider a chaotic system
(1/4≤x < 3/4) , −2px + (2 + 7p)/4 (3/4 ≤ x ≤ 1) .
This chaotic system has three UFPs
.
We shall stabilize X f (2) . The unknown parameters are set as p = 1.4, µ = 0.14, and τ = 3. Let us assume that we know Λ = 1.3, Λ = 2,μ = 0.2, ν = 5. The flow chart allows us to take ζ = −0.4. In addition, we have to use an additional information on the UFP location (i.e. ∃X f (2) ∈ [0.3, 0.5]) for the watcher not to pick up the undesirable UFPs X f (1) , Fig. 5 . Stabilization of the unstable fixed point of a timedelayed system: f (x) = px(1 − x). We set p = 3.5, τ = 1, µ = 0.08, ζ = 0.7, ν = 3, η = 0.2, ε = 0.1. X f (3) . Note that the DFC method never stabilize X f (2) , since the differential coefficient Λ is not less than 1 [Ushio, 1996; Ishii et al.,, 1997] . As shown in Fig. 6 , the learning control system can stabilize X f (2) .
Control of the Nonchaotic Systems
Very recently, there have been several works on the techniques that move a stable orbit of a nonchaotic system to coexistent unstable points and then stabilize the moving orbit onto the unstable points. Collins [1995, 1996] proposed a technique that adds a noise to move the orbit and uses the OGY method to stabilize the moving orbit. On the other hand, Konishi et al. [1996] proposed an alternative technique that uses two delayed-feedback signals: The first signal destabilizes the nonlinear system such that the orbit wanders about the phase space; the second signal, that is the same as the control signal of the DFC method, stabilizes the wandering orbit onto the coexistent unstable points. These techniques would be useful tools for suppressing high-order periodic behavior of experimental nonchaotic systems without using the large parameter shifts.
In this section, we show that the proposed learning control system can be used for the second technique [Konishi et al., 1996] . Owing to the inherent limitation of the DFC method [Ushio, 1996; Ishii et al., 1997] , the technique cannot stabilize some UFPs whose differential coefficient is not less than 1; however, the proposed learning control system can overcome this problem.
Let us separate time-delayed chaotic system (1) into the nonlinear part f and the time-delay part as shown in Fig. 7 . Then we use the technique in the learning control system (see Fig. 2 in [Konishi et al., 1996] ). We summarize the procedure how to apply the learning control system to the technique as follows:
1. The nonlinear system runs freely without any input signals. 2. SW is turned on and then the feedback gain µ is varied from 0 to µ c in order to destabilize the nonlinear system. 3. The learning control system starts to train, and then stabilizes the wandering orbit onto the place corresponding to the desired unstable fixed point. 4. The feedback gain µ is varied from µ c to 0 with a sufficiently slow rate. 5. SW is turned off, but the learning control system keeps training.
For a numerical example, we use the logistic map f (x) = px(1 − x) as the nonlinear system. The parameter is fixed at p = 3.5, where the period-4 stable point and the unstable fixed point coexist. We use µ c = 0.08 and τ = 1. Let us assume that we know Λ = −2, Λ = −0.4,μ = 0.2, ν = 3. From this uncertain information, we set the ratio as ζ = 0.7. Figure 8 shows the numerical result. At Step 1, the orbit settles on the stable period-4 point. At
Step 2, the feedback gain µ is varied from 0 to µ c = 0.08. At Step 3, the controller is trained to stabilize the UFP of the chaotic system including the delayed-feedback, and then the stabilization is Fig. 7 . Nonlinear system with a delayed-feedback signal. Fig. 8 . Switching from period-4 stable orbit to the unstable fixed point. We set p = 3.5, τ = 1, µc = 0.08, ζ = 0.7, ν = 3, η = 0.2, ε = 0.1.
completed. At
Step 4, the feedback gain µ is varied from µ c = 0.08 to 0 with a slow rate 0.08/20 000. At
Step 5, the stabilization of the UFP of the original nonlinear system f is achieved completely. We may say that this technique utilizes tracking ability of the learning control system.
Conclusions
The present paper proposed the learning control system that automatically stabilizes the desired unstable fixed point of one-dimensional time-delayed chaotic systems. The stability analysis disclosed that the learning control system can be applicable to wide class of time-delayed chaotic systems due to the large stable region on µ − Λ plane. This result provided the systematic procedure to design the control system using a few pieces of uncertain information on the chaotic system. Furthermore, using the technique [Konishi et al., 1996] , the learning control system would be a useful tool for experimentalists who want to know the location of the already coexistent unstable fixed point outside chaotic regions.
