In this paper we analyze a family of full discretizations of spline Galerkin methods for a class of systems of boundary integral equations of the first kind with logarithmic principal part. We prove the existence of an asymptotic expansion of the error of the Galerkin and the optimal order Galerkin collocation method. We finally derive asymptotic expansions for some common postprocessings of the solutions, both exactly and under the effect of additional discretization. Some examples where these techniques apply are provided.
Linear integral equations of the first kind with logarithmic kernels have been largely the object of study, due to their many applications in the numerical solution of some boundary value problems in elliptic partial differential equations (see [S] ). Numerical methods for these equations have been widely analyzed. Much has been done recently on numerical methods for these equations, especially in reference to the analysis of new methods (quadrature and qualocation) and on the numerical treatment of problems with comers and on open arcs. For a survey of recent theory of the subject see [14] and [15] and for a complete functional frame on logarithmic equations see [17] .
In this paper we consider a class of systems of boundary integral equations of the first kind, coupled with some side conditions of integral type and including some additional scalar unknowns, in order to obtain existence and uniqueness of solution. These systems generalize those studied in [6] and include the examples given in [7] . Mainly, we consider smooth perturbations of the classical logarithmic kernel operator (the single layer operator for Laplace's equation). Applying the general theory of Galerkin methods (see [9] or [ 18] ), stability and convergence of spline Galerkin methods is straightforward.
In Section 2, we go further to prove the existence of a kind of asymptotic
Introduction
Let us consider a set of smooth l-periodic functions Xi : R + G c R2, (i = 1,. . . ,n), which are regular parametrizations of smooth closed curves in the plane, J', that is, Ixi'(s)l > 0, vs; Xi(S) #Xi(~), 0 < Ig-sj < 1. By 1 . 1 we denote the Euclidean distance in [wq for any q. Likewise, ( . , . ) will denote the Euclidean inner product in KY. We include the possibility that some of the curves be equal, that is, that xi = xj for some i, j.
We consider the following family of systems of boundary integral equations: given f : If2 + KY, smooth and l-periodic, and b E R P, find a l-periodic function g : R + R" and a real vector w E RP such that J '(V(.,s)+K(.,s))g(s)ds+Mw=f, In all expressions, integrals must be understood componentwise.
In fact we can rewrite the first set of equations as
(-log(4e-' sin2(n(. -s>))Zn + K'( . , s))g(s) ds + Mw =f,
Jo
with K' smooth and being Z, the y1 x n identity matrix. We will keep the notation of the integral operator with kernel V in terms of the parametric representations of the curves to emphasize the connection with boundary integral problems and also since we will apply the fully discrete schemes directly to these equations. 
l~12~(M~).
OfkEZ Let us consider the spaces H" := (If")" and YP := H" x Rip, equipped with the respective product norms. Inner products in both sets of spaces will be denoted like those of the corresponding Sobolev spaces. Both sequences {H" : s E R} and {Z" : s E R} form Hilbert scales. The inner product ( . , . ).
extends to the duality product between H" and H-" for all s E R. We will keep the same notation for the duality bracket. This property extends to H" and X".
We consider the integral operators 
With the help of these operators, (1) and (2) can be written in matrix operator form as
Defining -Ng, w> := (Vg + Kg + Mw,Lg),
our problem can be simply written as 4g, w> = (f, WI.
u-9
As a consequence of the compactness of integral operators with smooth kernels and of the ellipticity of the Bessel operator it follows that there exists a compact operator X : LW-'~' + A?"' and y > 0, such that (9) for all (g, w) E #-'j2 In the remainder of this work we will assume that the following hypothesis holds:
is an isomorphism for all r E R.
Because of (9), the previous hypothesis is equivalent to injectivity of &'. Notice that V + K can be decomposed as the sum of a positive and a compact operator. Since K can be approximated by a finite range operator, with range in (CP )" (see [lo] ), we can have a decomposition V + K = A + Kd, where A is positive and the image of Kd admits a basis {pl,. . . ,pd} composed of smooth functions. By Lemma 3.2 in [3], we can complete the operator equation related to V + K to form a uniquely solvable system (6) by taking M as the matrix-valued function whose columns are the functions pi and L = M'. Although the procedure is valid for all situations, this way of widening and completing the system is unpractical. However, for applications, invertible systems can usually be derived from theoretical properties of the associated differential or integral operators.
All the results can be extended to complex-valued operators in the form (1) and (2). Any complex system of the form (6) is equivalent to a similar real-valued system in (H--1/2)2 x (lRP)2 by simply separating real and imaginary parts of kernels, unknowns and data. Moreover, spline Galerkin methods for the modified system are equivalent to the same methods with complex coefficients for (6). The same analysis holds for operators of the form
where R is a given p x p matrix. Let US finally consider some operators &i,j : Z" -+ YP+l for 1 < i < n and 1 < j < i, in the form We assume that the diagonal operators J& fulfill Hypothesis (H). These systems appear when dealing with sequences of integral problems, such that the solution of each problem is inserted as data in the following ones. Hence, the right-hand sides of the problems (except in the first case) are only known as spline approximations. A priori, the operator z does not satisfy the G&-ding inequality (9) . However, Galerkin and Galerkin collocation methods converge, since we have uniform inf-sup conditions (see [ 121) . All the following analysis is extendable to this new situation.
A set of examples
Potential theory. Let 4, . . . , C be n different smooth closed curves, n 2 1, respective boundaries of bounded domains 0 1,. . . , C2, such that 2, n EJj = 0 for i #j. Plane elasticity. Let x = (x1,x2)' be a regular parametrization of a smooth closed curve I' in the plane. Take n=2, Xi=X for i= 1,2, p=3,
L=M', (14) and the kernel
where r = (A+ p)/(n + 3,~) (A and ,u are the Lame constants). The corresponding integral system is related to the plane first fundamental problem of elasticity, with displacements given on r (see [l] and other related problems in [7] ). The vector of displacements in the exterior of r can be calculated by a postprocessing of the solution, using Betti's formula. With the same coefficients, z = 1 and we obtain an integral model for the interior problem of the clamped plate.
Fluid dynamics. Consider x = (x1 ,x~)~ as in the preceding example and xi = X, i = 1,. . . ,4. Take n = 4, p = 6 and consider the following matrix-valued functions:
where g, M^ and 2 are given by (15) , (14) and (16) respectively, and x is a given constant. Then we have the elements of an operator equation like (10). As right-hand side we take f = 0 and
This system is related to a problem of viscous fluid flow (for small Reynolds number R) around a cylindrical body whose section is bounded by the curve r. When using the Stokes expansion (in powers of l/ log R) of the solution of the homogeneous Navier-Stokes equation, we arrive at a system of the previous form (see [8, 71 or [ 181) for the initial terms of the expansion.
The system is uniquely solvable and it can be proven that necessarily w3 = wg = 0. The pairs q1 := (g2, -gl)f and q2 := (g4, -g3)t can be used to define an approximation of the hydrodynamic stress on the surface, whose integral approaches the total force exerted on the obstacle by the flow. This one, in turn, can also be approached using the scalar unknowns. Due to its block-triangular structure, the system can be solved through a sequence of two smaller systems, the second of which uses the solution of the first as data. This system thus constitutes a very simple triangular system ( 11).
Electromagnetism. Let QI and Sz, be two bounded connected domains in !J!? such that 2, n 22 = 8 and QZ is the symmetric of a, with respect to the vertical axis x = 0. Suppose that the boundaries of Qi are given by smooth parametrizations xi. Let vi be the curvature function on & and yi := vi(xi( . )). The operator consisting of multiplying a funcion by yi will be also denoted yi.
Let us consider the kernels K,j given in (12) The block-triangular operator (11) thus defined appears in [13] . The right-hand side is formed by the blocks (~el,O)~, (-c&-,0)', and (O,O)', with c being a given real constant. In the original problem interest is centered in calculating the funcional unknowns which constitute the initial terms of an asymptotic expansion of the solution of a problem of electromagnetism with skin-effect. By a standard procedure of changing the test-trial space to include the condition Eg, = 0, the system can be decoupled and the computation of the three real unknowns can be avoided, as in [ 131. However, the method is equivalent. Notice finally that the operators WY and y W do not fit completely into our theory. The Galerkin discretization of these parts and the existence of an asymptotic expansion of the error for this scheme follows with very little additional effort. However, a full discretization of the equations requires a higher level of approximation. This is the object of further work [2].
Spline Galerkin method
As a first step in the discretization of (1) and (2), we consider Galerkin methods with splines as test-trial functions.
Let N be a positive integer and h := l/N. We consider the points Si := i h and the intervals lj := (siih, si + ih), for i E Z. Let & be the space of l-periodic smoothest splines of degree m (m>O, arbitrary but fixed) with knots on si + ih. We can write then, for m = 0, V, = {LQ, E Ho : ZIP iI, E PO, 'di} and for mal,
V~={uh~~~-l:vhI~~~P,,
Vi}, where Pk is the set of polynomials of degree not greater that k and qk is the set of the l-periodic k times continuously differentiable real functions defined on the real line. Since we are interested in an asymptotic analysis (that is, h -+ 0) there is no restriction in assuming that N > m + 1, and then dim Vj = N.
For our problem we consider the spaces V, := (V,) ' and Vh := V, x RP. Both families of discrete spaces have identical approximation and inverse properties as the scalar spaces V, (see [l] ).
The Galerkin scheme for (8), looking for solutions in X-'/2 when the data belongs to %"12, is the family of finite dimensional variational problems:
For h small enough, problem (Yh) has a unique solution. We then define the operator $, : if-1i2 i -Y^h by %h(g, w) := (gh,+vh), being (gh, wh) the solution of (gh). Clearly, %h is a projection, h-uniformly bounded in X- We denote Qh : (V")" -+ V, to the componentwise interpolation operator and 3$ : (W")" x IV' + Vh to the operator _C& (II, w) := ( Qh U, w). We now prove the existence of some type of asymptotic expansion of the error of the Galerkin method in terms of the operator OZh. We first give a weak asymptotic expansion. In the following we denote by [. ] the Gaussian bracket and rcm,:=2[q = { ;;; ;;; ;I;
We assume, for simplicity, that g E (59")".
Proposition 1. For all positive integer M, there exist (gk, wk), f (m)bkG4, independent of h, where the functions g, can be taken as smooth as desired, such that (MS2 -=%l)(g, W)? ( rh,vh))o = 2 hk((gk,+),(rhM)o + ~(h"+')II(r~~~~)ll--l,~~ k=f@) for all (rh, vh) E vj.
Proof. Notice first that
for all (Yh, q,) E vh. By Lemma 2 we have that for all vh E [wp
noticing that wk := 0 if k is odd. S ince interpolation is applied componentwise,
where subindices mark the different components of the operators V and K, defined in (4), and of the functions g and rh.
From [4] , it follows that there exist functions 6?j,k as smooth as desired such that
k=f Cm)
With a very similar proof to that of Lemma 2 (see also [ 1 l]), expansions like (25) and consequently we obtain (24). The fact that the vectors dk are independent of h and the order of the method make dk = 0, f(m) <k < 2m + 2. Taking more terms in the expansion (25), now limited in norm to H-'j2 and applying the well-known inverse inequalities of the splines, (23) follows. 0
Theorem 3 gives asymptotic expansions of the error of the Galerkin method in the nonfunctional unknown w. The remaining part of the approximation has an expansion in powers of h with terms affected by the interpolation operator Qh, so that it is not a bona fide asymptotic expansion. However, expansions like (23) have many applications, when some linear postprocessings are applied, as we show in Section 5. Moreover, we can derive several consequences about nodal convergence and pointwise expansions.
Corollary 4. Let z E R. Then there exist & =fk(g,z), independent of h, such that for all grids where z is a midpoint (that is, z = si for some i), g&) =&) + 5 hkfk + o(h"+' ), (26) k=f(m)
for g smooth enough. Moreover, for m even we have the following superconvergence result:
We can also prove expansions like (26) for derivatives up to order m and for the function and its derivatives up to order m -1 in the knots si -ih. The superconvergence estimate (27) can be uniformized to the whole solution by means of an additional interpolation process. Namely, if we take midpoints of the grid (notice that for m even, si = zi) as knots of splines of degree m + 1 and interpolate in those points, by classical results of interpolation we will have order of convergence h PI+* in uniform norm. Further details in the scalar case can be found in [4].
A fully discrete Galerkin method
A choice of a basis of Vh gives a linear system which is equivalent to the Galerkin method (18) . Nevertheless, the coefficients of such system cannot be calculated exactly in most cases, even for very simple curves and functions. Thus, some further numerical approximation is called for. The method we are going to expose generalizes the Galerkin collocation method in [6] , in the sense that the method is exposed for splines of arbitrary degree, with a wider choice of quadrature formulae and benefiting from the optimal convergence in weak norms of the Galerkin method.
Let us first give some notations. We define ~0 to be the characteristic function of the interval (-i, i ) and for m < 1 we define by induction p ,,, := P,,-~ * ,u~. and weights c2 = c-2 = $, cl = c_~ = 6, co = 6, or the Gaussian rule (x1 = -x_~ = m/5, x0 = 0, cl = c_~ = $, co = 5) serve our purposes. We will also denote 5? as the bidimensional quadrature rule arising from 9.
We make the following approximations to the coefficients of the linear system: 
Note that the bilinear form bh( . , . ) is symmetric. Thus, we substitute problem (18) From these inequalities the result follows readily. 0
This allows us to define a linear operator 9:, such that C$(g, w) is the solution of the problem (9;) with data (f; 6) = &(g, w). Notice that this operator is not well defined on Z-l/' since then f is not necessarily continuous. We can define the operator from 2" for any s > -i. The proof of the following result, concerning the approximation of the right-hand side does not essentially differ from the scalar case studied in [4] Proposition 6. If f E (%Tk)n, with 1 < k < 2m + 4, then From the preceding bounds, and from the stability of the Galerkin projection, we can easily derive that 59: is uniformly bounded from 2" to S?-"' and also from Xrn+'+' to YV",", for all s > i.
We get similar convergence properties for the Galerkin collocation scheme as for the Galerkin method (cf. with ( 17)) with stronger smoothness requirements on the solution: for s E [-m -2, m] Iw-w;] +hm+2+s llg -s; IIs G Gh2"+311(g> w)lI2m+4.
Notice that the Galerkin collocation method is not a projection method and thus the classical AubinNitsche strategy does not apply. Therefore, we need to obtain the optimal order of approximation between the Galerkin and the Galerkin collocation solutions in the natural L%-'~' norm. If, on the other hand, we only want to make use of "strong" norm error estimates (S = -i or higher), it is enough that the quadrature formula 9 be of degree m + 1 as in [4] or [6].
Asymptotic properties of the Galerkin collocation method
We first prove an asymptotic expansion of the consistency error, i.e., the error under the action of the bilinear form ah( . , . ), equivalent in the totally discrete method to Proposition 1 in the Galerkin method. As usual, we assume, for simplicity that g E (9? >".
In all the following asymptotic expansions we will demand that N be even. The same results hold also for odd numbers of points, although the expansions are not necessarily the same. 
In the approximation of the logarithmic kernel we obtain the rectriction that N be even. With the same arguments as for (28), we can prove that
where The remainder of the proof follows as in Theorem 3, since we can also apply a uniform it follows
BabuskaBrezzi condition on Yh. ??
As a consequence of Theorem 8, in the Galerkin collocation method.
Postprocessing of the solutions
Corollary 4 also holds for the functional part of the unknown In this section, our aim is to apply the previous expansions of the Galerkin and Galerkin collocation approximations in terms of the operator Qh to some frequent a posterior-i calculations, which very often are the real object of the integral problem. We will do it in a rather abstract way in order to group several different postprocessings of the numerical solutions. Notice that we already have actual asymptotic expansions of the error for the approximation of w, but for the functional part (i.e., g), dependence on h remains in all terms through the interpolation operator Qh unless we restrict ourselves to finite sets of points of the boundaries.
The postprocessings we deal with include the calculation of the solution of the BVP associated to the boundary integral equation in compact sets not intersecting the curves, the computation of total forces and the hydrodynamic stresses in the viscous fluid flow model of Section 1, and so on [8, 6, 18] . All of them can be written in the form of the operators of Lemma 9. The Sloan iteration for logarithmic equations given in [5] (the paper deals with the collocation method) belongs also to the family of postprocessings considered here.
Let X be a Banach space with norm ]I . /Ix. The sign OX(hk) will denote any function f( . ; h) depending on the parameter h with values on X such that hekf( . ; h) remains bounded as h goes to zero. By $Yk( R;X) we denote the set of l-periodic functions from R to X such that they are k times continuously Frechet differentiable.
We will be interested on bounded linear maps T from Heme to X, since they will profit from the optimal convergence properties of our numerical methods. For i = 1,. . . , N and k 2 0, we denote gf to the l-periodic function, g" E Ho such that By Taylor expansions and given that the map belongs to '+P( R; H'), the result follows. Case (3) follows in the same way' and (4) is trivial. 0 In what follows, gh will denote the functional part of %h(g, w) or '?$(g, w) for some w E [wP. Given a bounded linear map T : Hpme2 + R, we will denote 7):, i = 1,. . . , n to the linear maps Heme -+X given by T(. ei). Proof. Notice first that
and therefore the first term in an asymptotic expansion must be at least that of the 2m + 3rd power of h. uniformly for all i. If TJ, satisfies (Ah) and T is bounded in the norm of H-"-', then by the inverse inequalities of splines it follows readily that Th is h-uniformly bounded in the same norm. Hypothesis (Ah) is satisfied by the approximate functionals and linear operators which arise from the examples (l), (2) and (3) in Lemma 9 by applying the quadrature formula 9 in the corresponding integrals, once the spline is decomposed in the basis rl/l, . . . , t+b,.,,. 
Lemma 11. Suppose that T and T,, satisfy hypothesis
where we have denoted p = 2m + 3. If f E GP', we have the following expansion of the coefficients of the interpolate in terms of nodal derivatives of f,
uniformly for all i. Moreover, the coefficients Ck, which depend only on the degree of the splines, are equal to zero when k is odd. A proof of (38) can be found in [ 111. Applying (38) to the different terms of (37), the expansion Proof. This result is a straightforward consequence of Theorems 3, 8, 10 and Lemma 11. 0
