Abstract. In this paper we construct a Gâteaux differentiability space that is not a weak Asplund space. Thus we answer a question raised by David Larman and Robert Phelps from 1979.
Introduction
A Banach space X is called a weak Asplund (almost weak Asplund) [ Gâteaux differentiability] space if every continuous convex function defined on it is Gâteaux differentiable at the points of a residual (everywhere second category) [dense] subset. While it is easy to see that every weak Asplund space is an almost weak Asplund space and every almost weak Asplund space is a Gâteaux differentiability space it is not so clear whether the reverse implications hold.
In this paper we show that there are in fact some almost weak Asplund spaces that are not weak Asplund. Our considerations are mainly based around the following classes of topological spaces which are defined in terms of minimal uscos. A set-valued mapping ϕ : X → 2 Y acting between topological spaces X and Y is called an usco mapping if for each x ∈ X, ϕ(x) is a non-empty compact subset of Y and for each open set W in Y , {x ∈ X : ϕ(x) ⊆ W } is open in X. An usco mapping ϕ : X → 2 Y is called a minimal usco if its graph does not contain, as a proper subset, the graph of any other usco defined on X. A topological space X is said to be a Stegall [11] (weakly Stegall [4] ) space if for every Baire (complete metric) space B and minimal usco ϕ : B → 2 X , ϕ is single-valued at some point of B or, equivalently, if for every Baire (complete metric) space B and minimal usco ϕ : B → 2 X , ϕ is single-valued at the points of a residual [2] (everywhere second category [4] ) subset of B. For us, the significance of these spaces stems from the fact that for a Banach space X, if (X * , weak * ) is a Stegall space, then X is weak Asplund [11] , and if (X * , weak * ) is a weakly Stegall space, then X is almost weak Asplund [9, Theorem 13] (and so a Gâteaux differentiability space). For more information on weak Asplund spaces, see [2] , [3] and [10] .
The Cantor game and nearly Stegall spaces
We will say that a σ-ideal A of subsets on a topological space (X, τ ) is topologically stable if h(A) ∈ A for each homeomorphism h : (X, τ ) → (X, τ ) and A ∈ A. In this paper, A will always denote a topologically stable σ-ideal on ({0, 1}
N , τ p ), where τ p denotes the topology of pointwise convergence on N. With this understanding, we can introduce the following notation.
Given a topological space (X, τ ) that is homeomorphic to ({0, 1} N , τ p ) and a topologically stable σ-ideal A on ({0, 1}
N , τ p ), we shall denote by
Since A is topologically stable, the definition of A (X,τ ) is independent of the particular choice of homeomorphism 
In turn, player α must again respond by selecting a family
1 . Continuing this procedure indefinitely the players α and β produce a sequence {(A n , B n ) : n ∈ ω} of ordered pairs of indexed families of non-empty open subsets with A n := {A t n : t ∈ {0, 1} n } and B n := {B t n : t ∈ {0, 1} n } that satisfy the following conditions:
Such a sequence will be called a play of the C A (R)-game. We shall declare that α wins a play {(A n , B n ) : n ∈ ω} of the C A (R)-game if the set K\R ∈ A K , where
n }. Otherwise the player β is said to have won this play. By a strategy σ for the player α, we mean a 'rule' that specifies each move of the player α in every possible situation. More precisely a strategy σ := (σ n : n ∈ ω) for α is a sequence of functions such that: To expedite the proof of the following theorem we shall introduce the following notation. Given an indexed family of sets {A t : t ∈ {0, 1} n } with n ∈ N and i ∈ {0, 1} we define 
Theorem 1 (Splicing Theorem
To prove the theorem we first need to construct a candidate strategy σ := (σ n : n ∈ ω) for the player α in the C A ( ∞ n=1 R n )-game and then show that it is in fact a winning strategy. The idea behind the strategy is simple. If the player β selects B 0 , then the player α responds by using 1 σ 0 . Then after player β chooses B 1 , player α responds by first applying 1 σ 1 (once) and then 2 σ 0 (twice). In general if β chooses B n at the n th stage, then α replies by using 1 σ n (2 0 times), 2 σ n−1 (2 1 times), 3 σ n−2 (2 2 times) and so on down to applying n+1 σ 0 (2 n times). But we need to be more precise. 
If the n th move of β is B n := {B t n : t ∈ {0, 1} n }, then α responds in the following way:
(i) First α sets 0 Ω ∅ n := B n and then inductively defines.
Then α observes that with this definition, for each s ∈ {0, 1} k−1 and
This completes the definition of σ := (σ n : n ∈ ω). It remains to show that σ := (σ n : n ∈ ω) is indeed a winning strategy for the player α in the C A ( ∞ n=1 R n )-game. To accomplish this, it will be sufficient to show that for any σ-play (B n : n ∈ ω) and m ∈ N, K\R m ∈ A K where K :
n } for all n ∈ ω. To this end, let (B n : n ∈ ω) be a fixed σ-play and let m be a fixed member of N. For each s ∈ {0, 1} m−1 let
N , τ p ) and a clopen subspace of K. Therefore,
This shows that σ := (σ n : n ∈ ω) is a winning strategy for the player α in the
Given a strongly topologically stable proper σ-ideal A on ({0, 1}
N , τ p ) and a topological space X we shall say that X is nearly Stegall with respect to A if, for every complete metric space M without isolated points and minimal usco ϕ : M → 2 X , there exists a winning strategy for the player α in the C A (R)-game played on M , where R is the set of points at which ϕ is single-valued.
It is not difficult to show that for any strongly topologically stable proper σ-ideal A on ({0, 1}
N , τ p ) we have the following: if X is a Stegall space, then X is nearly Stegall with respect to A; if X is nearly Stegall with respect to A, then X is weakly Stegall.
The following theorem is now a simple consequence of the Splicing Theorem. 
In the proof of our main result we will need the following basic properties of nearly Stegall spaces. Since the proofs of these assertions are similar to those given in Theorem 3.1.5 of [2], we shall not give them here. (i) 
A weakly Stegall space that is not weak Asplund
Let A be an arbitrary subset of (0, 1) and let
If we equip this set with the order topology generated by the lexicographical (dictionary) ordering (i.e. . In the special case of A = (0, 1), K A reduces to the well-known "double arrow" space.
For any subset A of (0, 1) we shall denote by BV A [0, 1] the space of all realvalued functions of bounded variation on [0, 1] that are right continuous at the points of (0, 1)\A and map 0 to 0. We will consider this space endowed with the total variation norm, i.e., for each α ∈ BV A [0, 1], A more detailed analysis of Proposition 1 may be found in [9, Theorem 7] . Next, we give some technical results that will be needed in our main theorem.
Lemma 1 ([6, Lemma 2]). Let ϕ : X → 2 Y be a minimal usco acting between topological spaces X and Y and let f : Y → R be a continuous function. Then there is a residual set R in X such that the composition mapping
f • ϕ : X → 2 R defined by (f • ϕ)(x) := {f (y) : y ∈ ϕ(x
)} is single-valued at the points of R.
The following result is a consequence of Proposition 5.1 and Proposition 5.3 in [12] . 
Proposition 2 ([9, Proposition 1]). Let ϕ : B → 2 X be a minimal usco acting from a Baire space B into a topological space X. If K is a Borel set and
ϕ −1 (K) := {b ∈ B : ϕ(b) ∩ K = ∅} is
second category, then there exist a non-empty open subset U of B and a dense
G δ subset G of U such that ϕ(G) ⊆ K.
Lemma 2 (Basic Lemma). Let A be a dense subset of
We are now in a position to present our main theorem. 
where a 1 := 1 and
With a little thought it should be clear that ρ defines a metric on the set M A [0, 1]. We now proceed via Theorem 2. To this end, let ε > 0, let M be a complete metric space without isolated points, let
Step 1. It is not too difficult to check that ρ I is a continuous pseudo-metric on Step 2. In this step we decompose the space M A [0, 1] into countably many parts, {M m,n,F : (m, n, F ) ∈ N 2 × F}, but first we introduce some notation. For each α ∈ M A [0, 1] and m ∈ N we define 
and notes that for each
n }. This completes the definition of σ := (σ n : n ∈ ω).
Step 5. We now show that the just described strategy σ is a winning strategy for the player α in the C A (R ε )-game. To this end, let
n }} ⊆ R * and, for each k ∈ F 3 , let
On the other hand, if we write S tail := S(α, ∞)\S(α, m ), then we have
Thus ρ(α, β) ≤ ε and so ρ-diam[ϕ(x 0 )] ≤ ε; which completes the proof.
To apply Theorem 4 we need to consider some small subsets of R. 
Proof. Let κ be the least ordinal of cardinality 2 ℵ 0 , let {(f α n : n ∈ N) : α < κ} be an enumeration of all the sequences of continuous one-to-one functions from ({0, 1}
N , τ p ) into [0, 1] and let {E α : α < κ} be an enumeration of all the nonmeager Borel subsets of (0, 1). Inductively, we may choose
: n ∈ N and β < α} and x α ∈ {0, 1} N such that f α n (x α ) = a β for any n ∈ N and β ≤ α.
Set A := {a α : α < κ}. Then A is not meager and for any sequence (f n : n ∈ N) of continuous one-to-one functions from ({0, 1}
N . So, if we take A to be the σ-ideal generated by the inverse images, f −1 (A), as f runs over all the continuous one-to-one functions from {0, 1}
N into [0, 1], then A will be a strongly topologically stable proper σ-ideal Let us also note that a subset N of a complete metric space M that has the Baire property is A-negligible if and only if it is of the first category. Hence the interesting A-negligible sets are necessarily among those sets that are not very topologically respectable.
