Abstract. We study homogenization properties of the discrete Laplace operator with random conductances on a large domain in Z d . More precisely, we prove almostsure homogenization of the discrete Poisson equation and of the top of the Dirichlet spectrum.
Disordered media may homogenize in various ways. For example, in a microscopically inhomogeneous material, the solution to the heat equation might satisfy a local limit theorem when viewed on larger scales. This might be on the entire space or within a bounded domain with certain boundary conditions. In bounded domains we can furthermore ask whether the solution to a Poisson equation homogenizes as the domain's diameter, i.e., the macroscopic scale, grows to infinity. Or, alternatively, we can wonder whether the Dirichlet spectrum of the associated Laplace operator converges in some sense or whether the occupation time measures of the corresponding diffusion fulfill a large deviation principle. When we say that we let the macroscopic scale grow to infinity, this is always in comparison to a microscopic scale ε, which might tend to zero instead.
Although all these aspects of homogenization are a priori different, intuition suggests that they should somehow be related. Especially if the associated Laplace operator is self-adjoint, i.e., it is the generator of a reversible random walk, then the homogenization of the Poisson equation is strongly linked to spectral homogenization (see [JKO94, Chapter 11] ). Spectral homogenization in turn is linked to the validity of a large deviation principle for the occupation time measures of a random walk in bounded domains [DV75, Theorem 5] . It is therefore plausible that these aspects of homogenization should hold under similar conditions.
For self-adjoint Laplace operators, a crucial condition for many kinds of asymptotic homogenization is -apart from ergodicity -the validity of a Poincaré inequality with an optimal constant independent of ε (uniform Poincaré inequality, see also (3.16)). For spectral homogenization this is immediately evident since the optimal Poincaré constant is the inverse of the principal Dirichlet eigenvalue of the Laplacian (see Remark 2.6). In the situation of the present paper, we will see that the uniform Poincaré inequality is necessary and carries us quite far, although it is not completely sufficient for our results. However, it leads us to conditions that are optimal (up to a critical case, see Remark 2.6).
In the present paper, we examine a discrete disordered medium that belongs to a class of random conductance models on the lattice Z d with stationary and ergodic conductances on nearest-neighbor and unbounded-range connections. Random conductance models are of high mathematical and physical interest (see [Bis11, BG90] and references therein). For these models, [ADS16, Theorem 1.11, Remark 1.12] already used the Poincaré inequality and a related Sobolev inequality to prove the validity of a local limit theorem for the heat kernel in the case where only nearest neighbors are connected. As we explained above, a uniform Poincaré inequality is also necessary for spectral homogenization. In this model, its validity depends on the integrability of the tails of the conductances (see e.g. Proposition 3.1 and [ADS16, Proposition 2.1]). To be more precise, let ω(e) denote the random conductance on the edge e and define q = sup{r ∶ E[ω(e)
] < ∞}
where E denotes the expectation with respect to ω(e). For the moment, let us assume that only nearest neighbors are connected, or equivalently, that only nearest-neighbor conductances carry a positive conductance. Then the crucial assumption is see Assumption 1.2. Additionally we require that E[ω(e)] < ∞ (cf. Assumption 1.1(b)).
As we explain in Remark 2.6, up to the critical case q = q c , the condition in (1.1) is optimal. In fact, E[ω(e) −qc ] < ∞ is sufficient for the Poincaré inequality but not for the Moser iteration, which we use in Section 3.2. If q < q c , then it is possible (and in the i.i.d. case even almost sure [Fle16] ) that trapping structures as in Figure 3 appear, which immediately contradict a uniform Poincaré inequality.
In addition to Poincaré and Sobolev inequalities, our proofs rely on stochastic twoscale convergence, an analytic method that is based on the ergodic theorem and was introduced in [ZP06] .
A related problem of a nonlocal operator was recently studied by Piatnitski and Zhizhina [PZ17] in the periodic case, where, as in the present article, the limit operator localizes to a second order elliptic operator.
For the random conductance model with conductances ω(e) ∈ [0, c 0 ] (c 0 < ∞) restricted to nearest-neighbor connections, Faggionato [Fag08] already used stochastic twoscale convergence in order to prove homogenization of the Laplace operator with a spectral shift on the infinite connected component of Z d . The spectral shift compensates for the lack of a Poincaré inequality. The very first successful application of two-scale convergence in the random conductance model seems to be by Mathieu and Piatnitski [MP07] .
As a consequence of the homogenization of the Poisson equation on bounded domains, the homogenization of the top of the Dirichlet spectrum follows by the methods of [JKO94, Chapter 11], see Theorem 2.5. For this result, Remark 2.6 explains in which sense Condition (1.1) is sharp. For i.i.d. conductances (1.1) even decides between a completely homogenizing phase, which we cover in this paper, and a completely localizing phase of the principal Dirichlet eigenvector, which was studied in [Fle16] . We thus extend the results of Faggionato [Fag12] and Boivin and Depauw [BD03] . Faggionato showed spectral homogenization in dimension d = 1 under Condition (1.1) and E[ω(e)] < ∞, whereas Boivin and Depauw proved spectral homogenization for conductances that are uniformly bounded from above and away from zero (uniform ellipticity).
As an application of the spectral homogenization, we prove a quenched large deviation principle for the occupation time measures, given that the random walk stays in a slowly growing box, see Proposition 2.8. We extend the results of [KW15, Theorem 1.8], where the authors use the deep connection between the Dirichlet energy of the Laplace operator and the Donsker-Varadhan rate function of the occupation time measures of the associated random walk.
In the recent paper [NSS17] , the authors prove that under the same integrability conditions as in the present paper, the Dirichlet energy of the random conductance Laplacian Γ-converges to a deterministic, homogeneous integral (see their Corollary 3.4 and Proposition 3.24). Together with their compactness result [NSS17, Lemma 3.14], Theorem 13.5 of [Mas93] implies the homogenization of the Poisson equation for models where the connections are of finite range. With the method employed in the present paper, however, we can allow for unbounded-range connections (see Assumption 1.1(b)). Further, we identify the corresponding limit operator in the long-range case (see Theorem 2.1) and we prove the two-scale convergence of the gradient of the solution to the Poisson equation. Note that in the case of bounded-range connections, the result of [NSS17] together with the compact embedding of our Section 4 implies that Assumption 1.2(a) is sufficient instead of Assumption 1.2(a') for the homogenization result, see Remark 1.3.
1.1. Model and notation. Let us consider a graph with vertex set Z d and edge set
i.e., we assume that there exists an undirected edge between any two sites x, y ∈ Z d . We further assume that each edge e carries a nonnegative random variable ω(e), which we call the conductance of the edge e. Moreover, we call the family ω = (ω(e)) e∈E environment or landscape. If e = {x, x + z} for x, z ∈ Z d (z ≠ 0), we will also write ω x,z instead of ω(e). Moreover, τ x denotes the translations by a vector x ∈ Z d , i.e., we write
Since the edges in (1.2) are undirected, we have ω x,z = ω x+z,−z . In the variable-speed random conductance model, we consider the Laplacian L ω , which acts on real-valued functions f
Note that L ω is P-a.s. well-defined under Assumption 1.1(b). Since the conductances are symmetric, i.e., ω x,z = ω x+z,−z , the associated Markov process is reversible. As we explain in Section 5.3, the Laplacian L ω is the discrete analogue of a divergence-form operator with random weights. We denote the probability space that governs the environment ω by
and the expectation with respect to the law P by E. For any ω ∈ Ω, we denote the set of open edges by
the set of all undirected nearest-neighbor bonds.
In this paper we will usually assume that the law P fulfills the following conditions. Assumption 1.1.
(a) The law P is stationary and ergodic with respect to spatial translations In addition to Assumption 1.1, our main results rely on an integrability condition for the lower tails of the conductances, for which we need to define the notion of paths in
. . , l) with the property that x 0 = x, x l = y and {x i , x i+1 } ∈ E d for any i = 0, . . . , l − 1. If γ = (x i ∶ i = 0, . . . , l) is a path and there exists i ∈ {1, . . . , l − 1} such that {x i , x i+1 } = e, then we use the shorthand notation e ∈ γ.
For any e ∈ E d and N ∋ l < ∞, let Γ l (e) be a collection of paths in (Z d , E d ) between the vertices of the edge e with length at most l such that no two paths in Γ l (e) share an edge. We define the measures ν ω and ν
and ν
where
We let γ opt l (e) denote the minimizer of the RHS of (1.6). For an example of how to choose Γ 9 reasonably for the nearest-neighbor lattice (Z d , E d ) if the conductances are independent and identically distributed, see Figure 1 . If we added further links to the set E d , the number of independent paths between any two sites would increase whence the critical exponent q c would decrease. If we assumed that E d would contain all the links of E, then it would even be sufficient to assume that there exists q > 0 such that E ω(e) −q < ∞. Note that in order not to violate Assumption 1.1(b), we would assume in this case that ω(e) =ω(e) e α where the (ω(e)) e are i.i.d., α > d + 2 and e is the euclidean length of the edge e. 
where the conductances ω x ε ,z remain random variables associated with the links in the edge set E, i.e., the links between sites in
We abbreviate
with zero Dirichlet conditions. The above problem has a unique solution because
. If Assumptions 1.1 and 1.2(a') hold, then for almost all ω ∈ Ω the sequence of solutions u ε ∈ H ε to the problem (2.1)
almost everywhere in Q with A hom defined through (5.11).
We prove this theorem at the end of Section 6. In Lemma 5.5 we prove that A hom is strictly positive definite and by standard arguments A hom is symmetric.
Based on Theorem 2.1, we introduce the operator Remark 2.2 With our methods, Theorem 2.1 can be easily generalized for other lattices than Z d . In order to apply our methods directly, we just have to require that the lattice is translationally invariant (for the two-scale convergence, see Section 5.4) and fulfills a Sobolev inequality (as in (3.3) or (3.4)) with isoperimetric dimension d ISO (to obtain the necessary Poincaré inequalities and make the Moser iteration work). For example, the triangular lattice in Remark 2.3. Although we focus here on the random conductance model with long-range jumps and positive nearest-neighbor conductances, our arguments do not require the full strength of this assumption. For instance, we can also extend the homogenization result to the nearest-neighbor percolation case. More precisely, we can relax Assumption 1.1(c) such that the set of open edges O(ω) ⊂ E d forms a unique infinite cluster that satisfies both a volume regularity condition and a (weak) relative isoperimetric inequality on large scales, cf. [DNS18] . Notice that in the nearest-neighbor percolation setting, similar homogenization results have also been obtained by Faggionato in [Fag08] under the additional assumption that the conductances are bounded from above.
In order to infer the large deviation principle Proposition 2.8, let us now consider the spectrum of the operators −L is unique. Thus, we now consider the problem
Similarly, we consider the spectrum of the operator L 0 , i.e.,
In order to study the homogenization of (2.3) with a non-trivial potential V , we need the following result.
If Assumptions 1.1 and 1.2(a') hold, then for almost all ω ∈ Ω the sequence of solutions u ε ∈ H ε to the problem
We prove this proposition in Section 7. Note that under Assumption 1.2(a'), the condition V ≥ 0 is sufficient for lim inf ε→0 λ ε 1 > 0. By virtue of [JKO94, Lemma 11.3, Theorem 11.5], Proposition 2.4 implies the following result, see Section 7. Note that for the spectral result we can drop the assumption lim inf ε→0 λ ε 1 > 0 as we explain in Section 7.
Theorem 2.5. Let V ∶ R d → R be a bounded, continuous potential and let k ∈ N. If Assumptions 1.1 and 1.2(a') hold, then
Further, the following statements are true: (i) Let k ∈ N and let ε m be a null sequence. Then there P-a.s. exists a family {ψ 0 j } 1≤j≤k of eigenvectors of the operator −L 0 +V and a subsequence, still indexed by ε m , along which the vector
(ii) On the other hand, if the multiplicity of λ 0 k is equal to s, i.e., λ
where ψ ε is a linear combination of the eigenfunctions of the operator −L ε ω +R ε V corresponding to the eigenvalues λ ε k , . . . , λ ε k+s−1 . Note that Biskup, Fukushima and König [BFK16] proved a spectral homogenization theorem for a random bounded potential and the standard lattice Laplacian. They later extended their result to unbounded potentials in [BFK17] .
Remark 2.6 Let us discuss in what sense Assumption 1.2 is optimal for the result of Theorem 2.5 with V = 0. Since the principal Dirichlet eigenvalue has the variational representation
∈ H ε and u ε Hε = 1} (also known as the Rayleigh-Ritz formula, or the Courant-Fischer theorem), it is necessary for spectral homogenization that P-a.s. there exists C < ∞ such that
and for all ε > 0 (uniform Poincaré inequality). If we assume that P-a.s. only nearest-neighbor connections carry a positive conductance, i.e., O(ω) = E d , then Assumption 1.2 is optimal for the uniform Poincaré inequality up to the critical case sup{r∶ E[ω(e) −r ] < ∞} = q c (cf. (1.1)). This means that if sup{r∶ E[ω(e) −r ] < ∞} < q c , then it is possible to construct an environment where the uniform Poincaré inequality does not hold as ε tends to zero. −r ] < ∞} < 1 4, the traps occur even P-a.s. for ε small enough and the principal Dirichlet eigenvector localizes P-a.s. in a single site [Fle16, Theorem 1.8].
In d = 1 and if sup{r∶ E[ω(e) −r ] < ∞} < 1, even an i.i.d. environment contradicts the uniform Poincaré inequality: By a Borel Cantelli argument we can show that Pa.s. for ε small enough there exist edges e 1 = {x 1 , y 1 } and e 2 = {x 2 , y 2 } such that x 1 ∈ (−ε −1 , −ε −1 2) ∩ Z and x 2 ∈ (ε −1 2, ε −1 ) ∩ Z, respectively, and such that both ω(e 1 ) and ω(e 2 ) decay much faster than ε. When we insert a function u ε ∈ H ε into (2.9) that is 1 on the interval [max(εx 1 , εy 1 ), min(εx 2 , εy 2 )] and zero otherwise, then we see that C diverges as ε tends to zero, which is a contradiction to a uniform Poincaré inequality. If we assume that O(ω) is P-a.s.
of the random walk among random conductances, given that the random walk stays in a certain growing region of the lattice. More precisely, we define a spatial scaling α t with 1 ≪ α t ≪ √ t and consider the rescaled local times
In [KW15, Theorem 1.8], the authors prove a quenched large deviation principle for the function L t given that supp(l t ) ⊂ Q t and under the assumption that the conductances are i.i.d. and uniformly elliptic. Our aim is to generalize this result to stationary and ergodic conductances and replace the uniform ellipticity condition by a suitable moment condition.
Let us recall some facts about the local times of the simple random walk. We define the set
and equip F with the weak topology of integrals against bounded continuous functions V ∶ Q → R. Notice that on the event {supp(l t ) ⊂ Q t } the function L t is an element of the set F and an L 1 -normalized random step function on R d . In the case of a simple random walk, i.e., when ω x,z ≡ 1, it is known that on the event {supp(l t ) ⊂ Q t } the function L t satisfies a large deviation principle on F with scale tα −2 t and rate function I 0 = I SRW − inf F I SRW , where
else, (2.13) see [KW15] for further explanation and [GKS07] . We prove that under quite general conditions, this is also true for the random conductance model, see Proposition 2.8 and Corollary 2.9. For general stationary and ergodic conductances, however, the resulting rate function reads
and the matrix A hom ∈ R d × R d is defined as in (5.11).
Assumption 2.7 (Heat kernel lower bounds). There exists c > 0 such that P-a.s. for t large enough
Proposition 2.8. Let Assumptions 1.1, 1.2(a') and 2.7 be fulfilled. Then P-a.s. the rescaled local times L t satisfy a large deviation principle with respect to the weak topology of integrals against bounded continuous functions
E[ω(e)
−q ] < ∞ for any e ∈ E d . Then the large deviation principle from Proposition 2.8 holds.
Inequalities
In analogy to the definition of p ε in (1.8), we define the following space-averaged norms for functions f ∶ Z d → R. Let A ⊆ Z d be a non-empty set and p ∈ [1, ∞). Then
where A is the counting measure on A. Moreover, we let
abbreviate the average of f over the set A.
Poincaré and Sobolev inequalities.
The main objective in this subsection is to prove weighted Poincaré and Sobolev inequalities. The Poincaré inequalities of Proposition 3.1 and (3.16) are the main tools in the proof of Lemma 4.1, whereas the Sobolev inequality of Proposition 3.2 with ρ > 1 ensures uniform ∞ -bounds of the solution to the Poisson equation (see Section 3.2).
Starting point for our further considerations is the fact that the underlying unweighted Euclidean lattice (Z d , E d ) satisfies the classical Sobolev inequality for any d ≥ 1. Let B ⊂ Z d be finite and connected and u∶
for d = 1, whereas for any d ≥ 2 and α ∈ [1, d) we have 
Proposition 3.1 (local Poincaré inequality). For any
for any u∶ Z → R. Furthermore, for every d ≥ 2 and l ∈ [1, ∞) with ν
for any u∶ Z d → R, where the measure ν l is given by (1.5) with suitable path sets Γ l .
Proof of Proposition 3.1. As in [ADS16, Proposition 2.1 or 6.1], the assertion is an immediate consequence of (3.4) and Hölder's inequality (see also [GM18, Lemma 2.3]). Nevertheless, we will repeat the argument here for the reader's convenience. Since u − (u) B(n) 2,B(n) = inf a∈R u − a 2,B(n) ≤ inf a∈R u − a ∞,B(n) , the assertion (3.5) follows from (3.3) by an application of the Cauchy-Schwarz inequality.
Let us now consider (3.6), i.e., the case d ≥ 2. For e = {x, y} ∈ E d we let ∇u(e) denote the difference u(x) − u(y) . For any e ∈ E d we observe that by the Cauchy-Schwarz inequality
, where we recall the definitions of ω l and γ opt l in (1.6) and below. Thus, for any α ∈ [1, 2), Hölder's inequality yields
Note that there exists c < ∞ such that N l (e ′ ) ≤ cl d for any e ′ ∈ E d . In addition, there exists C W < ∞ such that N l (x, y) = 0 if x, y ∉ B(C W n). Thus, when we choose α = 2d (d + 2), then (3.6) follows from (3.4).
We define
Our next task is to establish the corresponding versions of (3.3) and (3.4) on the weighted graph (Z d , E d , ω). For this purpose, for d ≥ 2 and q ≥ 1 we define
Notice that ρ(d, q) is monotonically increasing in q and converges to d (d − 2) as q tends to infinity. Moreover, ρ(d, d 2) = 1.
Proposition 3.2 (Sobolev inequality)
. Let x 0 ∈ Z d and n ∈ N. Suppose that d = 1 and that ν ω (x) < ∞ for all x ∈ Z d . Then there exists C S < ∞ such that
for any u∶ Z → R with supp u ⊂ B(x 0 , n). Furthermore, for every d ≥ 2, q ∈ [1, ∞) and l ∈ [1, ∞) with ν
, where the measure ν l is given by (1.5) with suitable path sets Γ l .
In analogy to (3.8), we define
We prove Proposition 3.2 after the following remark.
(3.14)
When we insert q = d 2 into (3.14), we especially obtain that
Under Assumption 1.2(a) and by virtue of the ergodic theorem, (3.15) and (3.10) imply that for d ≥ 1 there exists a P-a.s. finite C(ω) such that for all ε > 0 and all u ε ∈ H ε we have
Proof of Proposition 3.2. In the sequel we will give a proof only for (3.11). The assertion (3.10) follows by similar arguments. To lighten notation, set B(n) ≡ B(x 0 , n) and define A(n) ∶= B(2n) B(n). The constant c ∈ (0, ∞) appearing in the computations below is independent of α but may change from line to line. Let a ∈ R and α ∈ [1, d).
Hence, an application of Minkowski's inequality yields
. Thus, for any q ≥ 1 the assertion (3.11) follows as in the previous proof from (3.4) combined with (3.7) by choosing α = 2q (q + 1) ∈ [1, 2). 
We prove this proposition after the following remark.
Remark 3.5. Note that if u ε ∶ Z d ε → R is a solution of (2.1), then due to (3.13), (3.15) and the Cauchy-Schwarz inequality it follows for any dimension d ≥ 1 that 
Since u ε is a solution to the Poisson equation (2.1), the energy estimate (3.19) implies that
By the Sobolev inequality (3.14) and Jensen's inequality it follows that
We define α j = ρ j for j ∈ N 0 . Further, we set γ j ∶= 1 − 1 (2α j ) for u ε 2α j ε < 1 and
. Thus, by iterating the inequality (3.20) and using the fact that ∑ ∞ j=1 j α j < ∞, we obtain that there exists
where γ = ∏ m j=0 γ j ≤ 1 and m such that 2α m > 1 ε. Choosing κ = ∑ ∞ j=0 1 (2α j ) < ∞, we complete the proof.
Compact embedding
The very first step to prove homogenization of the operator L ε ω is to show that a sequence R * ε u ε (u ε ∈ H ε ) has a strongly convergent subsequence if sup ε E ε ω (u ε ) < ∞. The Dirichlet energy E ε ω is defined in (3.12). Lemma 4.1. Let ω ∈ Ω and assume that the uniform Poincaré inequality (3.16) holds with a finite C(ω) and that for any m ∈ N there exists ε * m > 0 such that for all ε < ε * m we have
Then the Poincaré inequality (3.6) implies that for any sequence
This lemma was also recently shown in [NSS17, Lemma 3.14].
Remark 4.2. If Assumptions 1.1 and 1.2(a) are fulfilled, then for P-a.e. realization ω ∈ Ω the hypotheses of Lemma 4.1 are fulfilled. That is, by virtue of Assumptions 1.1(a), (c) and 1.2(a) as well as Remark 3.3, there exists a P-a.s. finite C(ω) such that (3.16) is fulfilled. Furthermore, the same assumptions together with the ergodic theorem imply that P-a.s. there exists ε * m > 0 such that for all ε < ε * m (4.1) holds.
Proof of Lemma 4.1. First of all we observe that by virtue of (3.16) we have
which implies that sup ε>0 R * ε u ε 2 is finite by assumption. By the Banach-Alaoglu theorem it follows that there exists a subsequence, which we still index by ε, and u ∈ H 0 such that
We now show that u is also a strong limit. We estimate
where, in analogy to (3.2), we abbreviate
Since R * ε u ε converges weakly in L 2 (Q) to u, the sum over the second term on the RHS of (4.2) vanishes as ε tends to zero. It remains to show that, as the ε → 0, the limit superior of the sum of the first and third term is zero as well.
We use arguments similar to the ones given in [ADS15, Proposition 2.9], see also [NSS17, Lemma 3.14]. Letê i (i = 1, . . . , d) be the unit base vectors of R d . By virtue of Proposition 3.1 there exists C PI < ∞ such that P-a.s. for ε small enough the first term in the brackets of the RHS in (4.2) can be estimated by
Note that C o is independent of m and E ε ω (u ε ) is bounded in ε by assumption. By virtue of (4.1), (4.2) and (4.4) it follows that there exists C < ∞ independent of m such that P-almost surely
Since m might be arbitrarily large and u ∈ L 2 (Q) has bounded support, the claim follows.
Analytic tools
In this section we always assume that the law P is stationary and ergodic with respect to spatial translations.
An ergodic theorem.
In what follows, we will generalize a result by Boivin and Depauw.
Theorem 5.1 (Ergodic Theorem by Boivin and Depauw [BD03, Theorem 3]). For every
and the Null-set depends on f but not on v.
Remark 5.2. Evidently, we can also choose v as the characteristic function of any relatively open or compact set A ⊂ Q and we obtain the Tempel'man ergodic theorem.
We will use both Theorem 5.1 and Remark 5.2 in order to prove the following theorem.
Theorem 5.3. For every f ∈ L 1 (Ω, P), for P-almost every ω ∈ Ω the following holds: Let (u ε ) ε>0 be a sequence of functions from εZ d → R with support in Q ε such that R * ε u ε → u pointwise a.e. in Q. Furthermore, let sup ε>0 u ε ∞ < ∞. Then u ∈ L ∞ (Q) and
and the Null-set depends on f but not on the sequence u ε .
Proof. First we note that u ∈ L ∞ (Q) since sup ε>0 u ε ∞ < ∞. Now we let η > 0 and let ρ δ be a sequence of mollifiers approximating the identity. By Egorov's theorem, there exists a compact set K η with L (Q K η ) < η such that both R * ε u ε → u and u δ ∶= u * ρ δ → u uniformly on K η . We now make the following decomposition:
Since u δ ∈ C(Q), the second summand on the above RHS converges to zero by virtue of Theorem 5.1. For the first summand on the RHS of (5.3) we estimate that
Since the function R * ε u ε converges uniformly in ε to u on K η , we can estimate by virtue of Remark 5.2 that
We further estimate the second summand on the RHS of (5.4) by
where we have used Remark 5.2.
Thus, as ε → 0, we obtain that
Since the last inequality holds for every η > 0, the claim follows.
Function spaces.
In what follows, we always assume that Assumption 1.1(b) holds. We first note that the probability space given in (1.4) is generated from the compact metric space [0, ∞] E , and therefore the notion of continuity on Ω makes sense. We say that a function ϕ ∶ Ω × Z d → R is shift covariant if it fulfills
Eq. (3.14)). Note that shift covariant functions ϕ fulfill ϕ(ω, 0) = 0. Then (5.5) directly implies that
Accordingly, we define the scalar product between ϕ 1 , ϕ 2 ∈ L 2 cov by
, where µ z is the measure on Ω defined by dµ z (ω) = ω 0,z dP(ω). Since Ω is a compact metric space, L 2 (Ω, µ z ) is separable for all z ∈ Z d and thus also the countable product space Using the above notation, we define χ ∈ L 2 pot
i.e., χ j is the orthogonal projection of z j ∈ L 2 cov on the space L 2 pot with respect to the scalar product defined in (5.7). We will see below that we can write the homogenized matrix as 
Proof. First we notice that ψ(⋅,ê i ) ∈ L 1 (Ω, P) for any ψ ∈ L 2 cov and i = 1, . . . , d, provided that E[ν ω l (0)] < ∞. Indeed, by the Cauchy-Schwarz inequality and the shift covariance (5.5), we observe that 
Thus, by summing both sides over i = 1, . . . , d, we obtain
Thus, the matrix A hom is positive definite. By following literally the proof of [Fag08, Lemma 4.5] we obtain the claim.
Bochner spaces. We will use the concept of Bochner spaces, which are a special case of the theory outlined in [Ma02] . Let X be a normed space with norm ⋅ X with the corresponding topology and Borel-σ-algebra and let U ⊂ R d be a Lebesgue-measurable set. Then, for 1 ≤ p < ∞, we define the space
Here, L denotes the Lebesgue measure and L ⊗ P denotes the product measure. While not being necessary, this notation has proved useful in homogenization theory since the introduction of two-scale convergence in [All92] . In particular, it gives a clear and intuitive meaning to spaces such as
IfX is a countable dense subset of X, i.e. X is separable, every element of L 2 (Q; X) can be approximated by finite sums of elements of C(Q) ⊗X [Ma02] .
5.3. Discrete derivatives. With the following definitions of discrete derivatives, we can write the operator L ε ω in divergence form. Definition 5.6: Discrete derivatives.
and the analogous backward derivative,
We use this notation to clearly distinguish between ∇ ε , an operator on discrete functions, and ∇, an operator on the Sobolev space 5.4. Two-scale convergence. We adapt the concept of stochastic two-scale convergence by Zhikov and Piatnitsky [ZP06] to our setting.
We denote by z i the function that maps z ∈ Z d onto its i'th coordinate and observe that, since E ∑ z∈Z d ω 0,z z 2 is finite, z i ∈ L The operator B ε is uniformly bounded in ε by virtue of (6.3a). Moreover, B ε is real and symmetric by construction and therefore self-adjoint. Finally, its range H ε is finitedimensional and thus B ε is compact.
as well as the spectrum of the operator B 0 (V ), where we also drop the argument "(V )" for readability: decays at most polynomially by Assumption 2.7, the claim follows.
