Abstract-In this paper, the fundamental limits of simultaneous information and energy transmission in the two-user Gaussian multiple access channel with feedback (G-MAC-F) and without feedback (G-MAC) are fully characterized. More specifically, all the achievable information and energy transmission rates (in bits per channel use and energy-units per channel use, respectively) are identified. Furthermore, the fundamental limits on the individual and sum-rates given a minimum-energy rate ensured at an energy harvester are also characterized. In the case without feedback, an achievability scheme based on powersplitting and successive interference cancellation is shown to be optimal. Alternatively, in the G-MAC-F case, a simple yet optimal achievability scheme based on power-splitting and Ozarow's capacity achieving scheme is presented. Finally, the energy transmission enhancement induced by the use of feedback is quantified. Feedback can at most double the energy transmission rate at high SNRs when the information transmission sum-rate is kept fixed at the sum-capacity of the G-MAC, but it has no effect at very low SNRs.
Feedback Enhances Simultaneous Wireless
Information and Energy Transmission in Multiple Access Channels simultaneous information and energy transmission (SIET) is a promising technology for a variety of emerging applications including low-power short-range communication systems, sensor networks, machine-to-machine networks and body-area networks, among others [5] . When a point-to-point communication system involves sending energy along with information, it should be designed to simultaneously meet two goals: (i ) to reliably transmit information to a receiver at a given rate with a sufficiently small probability of error; and (ii) to transmit energy to an energy harvester (EH) at a given rate with a sufficiently small probability of energy shortage. The EH might not necessarily be co-located with the information receiver. More specifically, the EH might possess a set of antennas (rectennas) dedicated to the energy harvesting task, which are independent of those dedicated to the information receiving task. In the special case in which the receiver and the EH are co-located, that is, they share the same antenna, a signal division via time-sharing or power-splitting must be implemented. In the former, for a fraction of time the antenna is connected to the information receiver, whereas for the remaining time it is connected to the EH. The latter implies a signal division in which part of the signal is sent to the information receiver and the remaining part is sent to the EH. This signal processing aspect of the problem is beyond the scope of this paper and the interested reader is referred to [5] for further details of this aspect. In the realm of information theory, the problem of point-to-point SIET with a co-located EH can be cast as a problem of information transmission subject to minimum energy constraints at the channel output [6] , [7] . From this perspective, the case with a co-located EH is a special case of the non-co-located EH setting in which the input signal to the receiver is identical to the signal input to the EH. In this paper, the analysis of SIET is general and focuses on the case of non-co-located EHs. Information and energy transmission are often conflicting tasks, and are thus subject to a trade-off between the information transmission rate (bits per channel use) and the energy transmission rate (energy-units per channel use). This tradeoff is evidenced in finite constellation schemes, as highlighted in Popovski et al. ' s [8] . Consider the noiseless transmission of a 4-ary pulse amplitude modulation signal over a point-topoint channel with input alphabet {−2, −1, 1, 2} and with a co-located EH. Given that the symbols −2 and 2 (resp. −1 and 1) deliver 4 (resp. 1) energy-units/ch.use, without any energy rate constraint, the system conveys a maximum of 2 bits/ch.use and See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
able symbols with equal probability. However, if the received energy rate must be for instance at least 4 energy-units/ch.use, the maximum information rate is 1 bit/ch.use. This is mainly because the transmitter is forced to communicate using only the symbols capable of delivering the maximum energy rate. From this simple example, it is easy to see how additional energy rate constraints may hinder information transmission in a point-to-point scenario.
In a multi-user scenario, the information-energy rate trade-off is more involved. Usually, users must coordinate their transmission strategies and cooperate so as to achieve the energy rate requirement. Consider for instance a network in which one single transmitter simultaneously transmits energy to an EH and information to an information receiver. Assume that this transmitter is required to deliver an energy rate that is less than what it is able to deliver by exclusively transmitting information. In this case, such a transmitter is able to fulfill the energy-transmission task independently of the behavior of the other transmitters. More importantly, it can use all its available power budget to maximize its information transmission rate while still being able to meet the energy rate constraint. In this case, the minimum energy rate constraint does not play a fundamental role. On the other hand, when the same transmitter is requested to deliver an energy rate that is higher than what it is able to deliver by exclusively transmitting information, its behavior is totally dependent on the behavior of the other transmitters. Indeed, it depends on whether or not other transmitters are transmitting signals using an average power such that the energy rate is met. In this case, the minimum energy rate constraint drastically affects the way that the transmitters interact with each other. More critical scenarios are the cases in which the requested energy rate is less than what all transmitters are able to deliver by simultaneously transmitting information using all the available individual power budgets. In these cases, none of the transmitters can unilaterally ensure reliable energy transmission at the requested rate. Hence, transmitters must engage in a mechanism through which an energy rate that is higher than the energy delivered by exclusively transmitting information-carrying signals is ensured at the EH. This suggests, for instance, sending signals with correlation to increase the received energy rates. This correlation can result from the use of power splits in which the transmitted symbols are formed by an information-carrying and an energy-carrying component. The latter typically consists of signals that are known at all devices and can be constructed such that the energy captured at the EH is maximized.
Most existing studies of SIET follow a signal-processing or networking approach and focus mainly on the feasibility aspects. For instance, optimization of beamforming strategies was considered for multi-antenna broadcast channels in [9] , [10] , and [11] , and for multi-antenna interference channels in [12] . SIET was also studied in the general realm of cellular systems in [13] as well as in multi-hop relaying systems in [7] , [14] - [17] , and [18] . Other studies in the two-way channel are reported in [8] and in graphical unicast and multicast networks in [19] .
From an information-theoretic viewpoint, the pioneering works by Varshney in [6] and [20] , as well as Grover and Sahai in [21] provided the fundamental limits on SIET in point-to-point channels with a co-located EH. More specifically, the case of the single-link point-to-point channel was discussed in [6] while the case of the parallel-link pointto-point channel was studied in [20] and [21] . Despite the substantial existing literature on this subject, the fundamental limits of SIET are still unknown in most multiuser channels. Multi-hop and multi-antenna wiretap channels under minimum received energy rate constraints were considered in [7] and [22] , respectively. In the case of the discrete memoryless multiple access channel (DM-MAC), the trade-off between information rate and energy rate has been studied in [7] . Therein, Fouladgar et al. characterized the information-energy capacity region of the twouser DM-MAC when a minimum energy rate is required at the input of the receiver (the receiver and the EH are co-located). An extension of the work in [7] to the Gaussian multiple access channel (G-MAC) is far from trivial due to the fact that the information-energy capacity region involves an auxiliary random-variable that cannot be eliminated as in the case without energy constraints. Moreover, different energy rate constraints for the G-MAC have also been investigated. For instance, Gastpar [23] considered the G-MAC under a maximum received energy rate constraint. Under this assumption, channel-output feedback has been shown not to increase the information capacity region. More generally, the use of feedback in the K -user G-MAC, even without energy rate constraints, has been shown to be of limited impact in terms of information sum-rate improvement. This holds even in the case of perfect feedback. More specifically, feedback increases the information sum-capacity in the G-MAC by at most
bits per channel use [24] . Hence, in this particular case, the use of feedback is difficult to justify from the point of view of exclusively transmitting information.
A. Contributions
This paper studies the fundamental limits of SIET in the two-user G-MAC with an EH, with and without feedback. It shows that when the goal is to simultaneously transmit both information and energy, feedback can significantly improve the global performance of the system in terms of both information and energy transmission rates. More specifically, the paper provides the first full characterization of the information-energy capacity region for the G-MAC with and without feedback, i.e., all the achievable information and energy transmission rates in bits per channel use and energy-units per channel use, respectively. Furthermore, the fundamental limits on the individual and sum-rates given a minimum energy rate ensured at the EH are also provided. In the case without feedback, an achievability scheme based on power-splitting and successive interference cancellation is shown to be optimal. Alternatively, in the case with feedback (i.e., the G-MAC-F), a simple yet optimal achievability scheme that is based on power-splitting and Ozarow's capacity achieving scheme is presented. Although the proofs of achievability and converse build upon standard informationtheoretic techniques, extending these techniques to account for the energy constraint involves many challenges. For instance, to derive upper bounds on the achievable information-energy rate triplets, there are two parts to consider: one that is related to the information transmission for which Fano's inequality is used, and another that is related to the energy transmission for which concentration inequalities are used to derive an upper bound on the energy rate. Finally, the enhancement of the energy transmission rate induced by the use of feedback is quantified. It is shown that feedback can at most double the energy transmission rate at high SNRs when the information transmission sum-rate is kept fixed at the sum-capacity of the G-MAC, but it has no significant effect at very low SNRs.
B. Organization of the Paper
The remainder of the paper is structured as follows. Sec. II formulates the problem of SIET in the two-user G-MAC-F and G-MAC with a non-co-located EH. Secs. III-VII show the main results of this paper for the G-MAC and the G-MAC-F with an EH. Namely, for both settings the following fundamental limits are derived: (a) the information-energy capacity region; and (b) the maximum information individual rates and sum-rates that can be achieved given a targeted energy rate. A global comparison of the fundamental limits in terms of information transmission rates is provided in Sec. VI. In Sec. VII, the maximum energy rate improvement that can be obtained at the input of the EH by using feedback given a targeted information rate is characterized as well as its low and high SNR asymptotics. Finally, Sec. VIII concludes the paper and discusses possible extensions. The appendices contain the proofs of the main results.
II. GAUSSIAN MULTIPLE ACCESS CHANNEL WITH FEEDBACK AND ENERGY HARVESTER
Consider the two-user memoryless G-MAC with an EH with perfect channel-output-feedback (G-MAC-F) in Fig. 1 and without feedback in Fig. 2 . In both channels, at each channel use t ∈ N, X 1,t and X 2,t denote the real symbols sent by transmitters 1 and 2, respectively. Let n ∈ N denote the blocklength. The receiver observes the real channel output
and the EH observes
where h 1i and h 2i are the corresponding constant non-negative real channel coefficients from transmitter i to the receiver and the EH, respectively. The channel coefficients are assumed to satisfy the following L 2 -norm condition:
T to satisfy the principle of conservation of energy.
The noise terms Z t and Q t are realizations of two identically distributed zero-mean unit-variance real Gaussian random variables. In the following, there is no particular assumption on the joint distribution of Q t and Z t .
In the G-MAC-F with an EH, a perfect feedback link from the receiver to transmitter i allows at the end of each channel use t, the observation of the channel output Y t −d at transmitter i , with d ∈ N the delay of the feedback channel. Without any loss of generality, the delay is assumed to be the same from the receiver to both transmitters and equivalent to one channel use, i.e., d = 1.
Within this context, two main tasks are to be simultaneously accomplished: information transmission and energy transmission.
A. Information Transmission
The goal of the communication is to convey the independent messages M 1 and M 2 from transmitters 1 and 2 to the common receiver. The messages M 1 and M 2 are independent of the noise terms Z 1 , . . . , Z n , Q 1 , . . . , Q n and uniformly distributed over the sets M 1 {1, . . . , 2 n R 1 } and M 2 {1, . . . , 2 n R 2 }, where R 1 and R 2 denote the information transmission rates and n ∈ N the blocklength.
In the G-MAC-F with an EH, at each time t, the existence of feedback links allows the t-th symbol of transmitter i to be dependent on all previous channel outputs Y 1 , . . . , Y t −1 as well as its message index M i and a randomly generated index ∈ {1, . . . , 2 n R r }, with R r 0. The index is independent of both M 1 and M 2 and assumed to be known by both transmitters and the receiver. More specifically,
In the G-MAC with an EH, at each time t, the t-th symbol of transmitter i is
where g
In the G-MAC-F and in the G-MAC with an EH, for all i ∈ {1, 2}, transmitter i 's channel inputs X i,1 , . . . , X i,n satisfy an expected average input power constraint
where P i denotes the average transmit power of transmitter i in energy-units per channel use and where the expectation is over the message indices and the random index. In the G-MAC-F case, the expectation is also taken over the noise realizations prior to channel use t. In this case, the dependence of X i,t on Y 1,1 , . . . , Y 1,t −1 (and thus on Z 1 , . . . , Z t −1 ) is shown by (4) . The G-MAC-F and G-MAC with an EH are fully described by the SNRs: SNR j i , with ∀(i, j ) ∈ {1, 2} 2 . These SNRs are defined as follows:
given the normalization over the noise powers. The receiver produces an estimate (M
, and the average probability of error is
B. Energy Transmission
Let b 0 denote the minimum energy rate that must be guaranteed at the input of the EH in the G-MAC-F. This rate b (in energy-units per channel use) must satisfy 0 b 1 + SNR 21 + SNR 22 + 2 SNR 21 SNR 22 , (11) for the problem to be feasible. That is, 1 + SNR 21 + SNR 22 + 2 √ SNR 21 SNR 22 is the maximum energy rate that can be achieved at the input of the EH given the input power constraints in (8) . This rate can be achieved when the transmitters use all their power budgets to send fully correlated channel inputs.
The empirical energy transmission rate (in energy-units per channel use) induced by the sequence (Y 2,1 , . . . , Y 2,n ) at the input of the EH is
The goal of the energy transmission is to guarantee that the empirical energy rate B (n) is not less than a given operational energy transmission rate B that must satisfy
Hence, the probability of energy outage is defined as follows:
for some > 0 arbitrarily small. Note that b denotes the minimum tolerable energy rate, whereas B denotes the operating energy rate.
In the sequel, for ease of notation, the acronyms G-MAC-F(b) and G-MAC(b) refer to the G-MAC-F and the G-MAC with an EH depicted in Fig. 1 and Fig. 2 , respectively, with fixed SNRs: SNR 11 , SNR 12 , SNR 21 , and SNR 22 , and minimum energy rate constraint b at the input of the EH.
C. Simultaneous Information and Energy Transmission (SIET)
The G-MAC-F(b) (and G-MAC(b), respectively) is said to operate at the information-energy rate triplet
when both transmitters and the receiver use a transmit-receive configuration such that: (i ) reliable communication at information rates R 1 and R 2 is ensured; and (ii) the empirical energy transmission rate in (12) at the input of the EH during the entire blocklength is not lower than B. A formal definition is given below. 
(and {g
, resp.) such that both the average error probability and the energy-outage probability tend to zero as the blocklength n tends to infinity. That is,
lim sup 
III. INFORMATION-ENERGY CAPACITY REGION
For any non-negative SNRs: SNR 11 , SNR 12 , SNR 21 , and SNR 22 , and for any minimum energy rate constraint b satisfying (11), the main results presented in this paper are provided in terms of the information-energy capacity region (Def. 2). The results for the G-MAC(b) are a particularization of the results for the G-MAC-F(b). The interest in presenting these results separately stems from the need to compare the two cases.
A. Case With Feedback
The information-energy capacity region of the G-MAC-F(b) is fully characterized by the following theorem. 
Theorem 1 (Information-Energy Capacity Region of the
The proof of Theorem 1 is presented in Appendix A.
B. Case Without Feedback
The information-energy capacity region of the G-MAC(b) is fully characterized by the following theorem. The remainder of this section highlights some important observations on the achievability and converse proofs of Theorem 1 and Theorem 2. The corresponding proofs are presented in Appendix A and Appendix B, respectively.
C. Comments on Achievability
The achievability scheme in the proof of Theorem 1 is based on power-splitting and Ozarow's capacity-achieving scheme [25] . From an achievability standpoint, the parameters β 1 and β 2 in Theorem 1 might be interpreted as the fractions of average power that transmitters 1 and 2 allocate for information transmission. More specifically, transmitter i generates two signals: an information-carrying (IC) signal with average power β i P i energy-units per channel use; and a no-information-carrying (NIC) signal with power (1 − β i )P i energy-units per channel use. The IC signal is constructed using Ozarow's scheme [25] . The role of the NIC signal is to exclusively transmit energy from the transmitter to the EH. Conversely, the role of the IC signal is twofold: information transmission from the transmitter to the receiver and energy transmission from the transmitter to the EH.
The parameter ρ is the average Pearson correlation coefficient between the IC signals sent by the two transmitters. This parameter plays a fundamental role in both information transmission and energy transmission. Note for instance that the upper-bounds on the information sum-rate (17c) and on the energy harvested per unit-time (17d) monotonically increase with ρ, whereas the upper-bounds on the individual rates (17a) and (17b) monotonically decrease with ρ. If β 1 = 0 and β 2 = 0, let ρ (β 1 , β 2 ) be the unique solution in (0, 1) to the following equation in ρ:
, the sum of (17a) and (17b) is equal to (17c) giving the maximum information sum-rate that can be achieved when the transmitters are using powers β 1 P 1 and β 2 P 2 for transmitting information, i.e., ρ (β 1 , β 2 ) is the information sum-rate optimal correlation coefficient.
Existence and Uniqueness of
[0, 1] → R denote the difference between the right-hand-side and the left-hand-side of (20), i.e.,
The Note also that the Pearson correlation factor between the NIC signals of the two transmitters does not appear in Theorem 1. This is mainly because maximum energy transmission occurs using NIC signals that are fully correlated, and thus the corresponding Pearson correlation coefficient is one. Similarly, the Pearson correlation factor between the NIC signal of transmitter i and the IC signal of transmitter j , with j ∈ {1, 2} and j = i , does not appear in Theorem 1 either. This property stems from the fact that, without loss of optimality, NIC signals can be chosen to be independent of the message indices and the noise terms. NIC signals can also be assumed to be known by both the receiver and the transmitters. Hence, the interference they create at the receiver can easily be eliminated using successive decoding. Under this assumption, a power-splitting (β 1 , β 2 ) ∈ [0, 1] 2 guarantees the achievability of non-negative rate pairs (R 1 , R 2 ) satisfying (17a)-(17c) by simply using Ozarow's capacity achieving scheme. At the EH, both the IC and NIC signals contribute to the total harvested energy (12 22 energyunits per channel use. The sum of these two contributions as well as the contribution of the noise at the EH justifies the upper-bound on the energy transmission rate in (17d).
The information-energy capacity region without feedback described by Theorem 2 is identical to the information-energy capacity region described by Theorem 1 in the case in which channel inputs are chosen to be mutually independent, i.e., ρ = 0. To prove the achievability of the region presented in Theorem 2, Ozarow's scheme is replaced by the scheme proposed independently by Cover [27] and Wyner [28] , in which the channel inputs are independent Gaussian variables.
D. Comments on the Converse
The proof of the converse to Theorem 1 presented in Appendix A is in two steps. First, it is shown that any information-energy rate triplet
where
n , and δ (n) tend to zero as n tends to infinity. Second, these bounds are evaluated for a general choice of jointly distributed inputs (
i,t , and Cov[X 1,t , X 2,t ] = λ t , ∀i ∈ {1, 2} and ∀t ∈ {1, . . . , n}.
The converse proof for Theorem 2 follows the same lines as in the case with feedback, with the assumption that X 1,t and X 2,t are independent (i.e., ∀t ∈ {1, . . . , n}, λ t = 0). 22 are achievable with and without feedback. In Fig. 3 , the triplets Q 2 , Q 3 and Q 6 guarantee information transmission at the perfect feedback sum-capacity, i.e.,
E. Example
In the G-MAC(0), the triplets Q 2 , Q 3 , and Q 5 guarantee information transmission at the sum-capacity without feedback, i.e.,
A global comparison of the shape of these two regions is provided in Sec. VI. This comparison is based on extreme information transmission points, i.e., maximum information individual and sum-rates, given a minimum energy rate. The exact values of these extreme points are derived in Sec. IV and Sec. V.
IV. MAXIMUM INDIVIDUAL RATES GIVEN A MINIMUM ENERGY RATE CONSTRAINT
In this section, for any fixed non-negative SNRs: SNR 11 , SNR 12 , SNR 21 , and SNR 22 , and for any energy rate constraint b at the input of the EH satisfying (11), the maximum individual information rates of transmitters 1 and 2 in the G-MAC-F(b) and G-MAC(b) are identified.
Let ξ : R + → [0, 1] be defined as follows:
Note that ξ(b) is the minimum correlation of the channel inputs that is required to achieve the target energy rate b.
A. Case With Feedback
The maximum individual information rate of transmitter i ,
is the solution to an optimization problem of the form
The solution to (25) is given by the following proposition. 
Proposition 1 (Maximum Individual Information Rates of the G-MAC-F(b)): The maximum individual information rate of transmitter i in a G-MAC-F(b) is given by
Proof: The proof of Proposition 1 is provided in Appendix C.
B. Case Without Feedback
The maximum individual information rate of transmitter i in the G-MAC(b), with i ∈ {1, 2}, denoted by R NF i (b), is the solution to an optimization problem of the form
The solution to (27) is given by the following proposition.
Proposition 2 (Maximum Individual Information Rates of the G-MAC(b)): The maximum individual information rate of transmitter i in a G-MAC(b) is given by
Proof: The proof of Proposition 2 is presented in Appendix D.
That is, the maximum individual information rates in the G-MAC-F(b) and in the G-MAC(b) coincide.
V. MAXIMUM INFORMATION SUM-RATE GIVEN A MINIMUM ENERGY RATE CONSTRAINT
In this section, for any fixed non-negative SNR 11 , SNR 12 , SNR 21 , and SNR 22 , and for any b satisfying (11), the information sum-capacity (i.e., the maximum information sum-rate) is identified in the G-MAC-F(b) and in the G-MAC(b).
A. Case With Feedback
The perfect feedback information sum-capacity R FB sum (b) of the G-MAC-F(b) is the solution to an optimization problem of the form
The solution to (29) is given by the following proposition. 
where ρ (1, 1) denotes the unique solution in (0, 1) to (20) with β 1 = β 2 = 1 and the function ξ(b) is defined in (23) .
Proof: The proof of Proposition 3 is presented in Appendix E.
B. Case Without Feedback
The information sum-capacity R NF sum (b) of the G-MAC(b) is the solution to an optimization problem of the form
The solution to (33) 
with the function ξ(b) defined in (23) .
Proof: The proof is presented in Appendix F. From Propositions 3 and 4, it can be seen that in the case with feedback, both users might transmit information and energy simultaneously as feedback creates signal correlation, which allows the system to meet the minimum energy rate. That is, the correlation induced by the use of the feedback is beneficial to both information transmission and energy transmission. Alternatively, in the case without feedback, artificial correlation via common randomness is required to meet the energy rate constraint. Such a correlation only benefits the energy transmission task and comes at the expense of the information transmission task as the information sum-rate is necessarily reduced. For instance, one way of achieving (35) is when the transmitter with the lowest SNR uses common randomness at its maximum power (transmits only energy), while the other transmitter transmits both energy and information.
Remark 2: Optimally alternating transmission of energy and information does not always achieve information sumcapacity of the G-MAC(b) for a given minimum received energy rate constraint b.
To verify Remark 2, consider the sum-rate optimization problem proposed in [7] in which both users alternate between information and energy transmission. Specifically, during a fraction of time λ ∈ [0, 1], transmitter i sends an IC signal with power P i and during the remaining fraction of time it sends an NIC signal with power P i . Thus, the sum-rate optimal time-sharing parameter λ and power control vector (P 1 , P 2 , P 1 , P 2 ) are solutions to the optimization problem
subject to :
where P i is the total power budget of transmitter i . For any feasible choice of (λ, P 1 , P 1 , P 2 , P 2 ), by the concavity of the logarithm, it follows that λ 2 log 2 (1 + h
Note that for λ = 1, the inequality in (38) is strict and the rate 1 2 log 2 1 + λ h 2 11 P 1 + h 2 12 P 2 is always achievable by a power-splitting scheme in which β i = λ
, with i ∈ {1, 2}, for any optimal tuple (λ, P 1 , P 1 , P 2 , P 2 ) in (37). This shows that the maximum information sum-rate achieved via alternating energy and information transmission is always bounded away from the information sum-capacity (Proposition 4). When λ = 1, exclusively transmitting information satisfies the energy rate constraint, i.e., b ∈ [0, 1 + SNR 21 For a given k ∈ N, let B(b k ) ⊂ R 2 + be a two-dimensional set of the form 22 ) of the G-MAC-F(b 0 ). In this case, ξ(b 0 ) = 0, and thus from Proposition 1 and Proposition 3, the energy constraint does not add any additional bound on the individual rates and sum-rate other than (17a), (17b), and (17c). That is, the minimum energy transmission rate requirement can always be met by exclusively transmitting information. 1 is a set of triplets (R 1 , R 2 , b 1 ) for which the corresponding pairs ( ρ (1, 1) , the resulting value is given by (30) . Clearly, the maximum energy rate is achieved when β 1 = β 2 = 0, which implies that no information is conveyed from the transmitters to the receiver. Fig. 5 shows a 1 . This is mainly due to the fact that part of each transmitter's power budget is dedicated to the transmission of energy. Furthermore, the information sum-rate optimal strategy involves information transmission at both users since the sum-capacity is strictly larger than the maximum individual rate of the user with the highest SNR. , R 2 , B) , with a plane B = b 2 corresponds to the set of triplets (R 1 , R 2 , b 2 ) in which the corresponding pairs (R 1 , R 2 ) form a set that is equivalent to a strict subset of the information capacity region of the G-MAC, C(SNR 11 , SNR 12 ). This intersection is the base of the information-energy capacity E b 2 (SNR 11 , SNR 12 , SNR 21 , SNR 22 ) region of the G-MAC(b 2 ). The information sum-capacity corresponds to the maximum individual rate (Proposition 2) of the transmitter with the highest SNR. That is, in order to maximize the information sum-rate, it is optimal to have information transmission exclusively at the stronger user with the highest SNR. The transmitter with the weakest SNR uses all its power budget to exclusively transmit energy. Note that when the receiver and the EH are co-located and when the channel is symmetric, this is not observed. 

VII. ENERGY TRANSMISSION ENHANCEMENT WITH FEEDBACK
In this section, the enhancement of the energy transmission rate due to the use of feedback is quantified when the information sum-rate is R NF sum (0) (see the blue triangles and orange squares in Fig. 6 ).
Denote by B NF = 1+SNR 21 +SNR 22 the maximum energy rate that can be guaranteed at the EH in the G-MAC(0) when the information sum-rate is R NF sum (0). Denote also by B FB the maximum energy rate that can be guaranteed at the EH in the G-MAC-F(0) when the information sum-rate is R NF sum (0). The exact value of B FB is the solution to an optimization problem of the form
The solution to (40) is given by the following theorem. ∈ R + , with (i, j ) ∈ {1, 2} 2 and i = j measure the asymmetry in the channel from the transmitters to the receiver and to the EH, respectively. Let also ψ i SNR 2i SNR 1i ∈ R + capture the strength ratio between the information and the energy channels of transmitter i .
With these parameters, γ in (42) can be rewritten as
with (i, j ) ∈ {1, 2} 2 and i = j . Note that, for all (i, j ) ∈ {1, 2} 2 with i = j , when SNR 1 j → 0 while the ratio ν i remains constant, from (44), it follows that
Thus, when the SNRs in the information branch (SNR 11 and SNR 12 ) are very low, the improvement on the energy transmission rate due to feedback is inexistent. This observation is independent of the SNRs in the EH branch (SNR 21 and SNR 22 ). Alternatively, when SNR 1 j → ∞ while the ratio ν i remains constant, it follows that
Thus, when the SNRs in the information branch (SNR 11 and SNR 12 ) are very high, the improvement on the energy transmission rate due to feedback is given by
More generally, using the above parameters, the ratio
in (43) can be written as
Based on (48), the following corollary evaluates the very low SNR asymptotic energy enhancement with feedback.
Corollary 1: For all (i, j ) ∈ {1, 2} 2 with i = j, when SNR 1 j → 0 while the ratios ν i , η i , and ψ i remain constant, it holds that 
and thus feedback does not enhance energy transmission at very low SNR.
In the very high SNR regime, the asymptotic energy enhancement with feedback is given by the following corollary that is also based on (48).
Corollary 2: For all (i, j ) ∈ {1, 2} 2 with i = j, when SNR 1 j → ∞ while the ratios ν i , η i , and ψ i remain constant, the maximum energy rate improvement with feedback is given by
From Corollary 1 and Corollary 2, it holds that: Corollary 3: Feedback can at most double the energy transmission rate:
where the upper-bound holds with equality when η i = 1, i.e., SNR 21 = SNR 22 . Fig. 7 compares the exact value of the ratio
in (48) to the high-SNR limit in (50) as a function of the SNRs in the special case in which the receiver and the EH are co-located. This implies that the channel coefficients between the transmitters and the receiver are identical to those between the transmitters and the EH., i.e., SNR 11 = SNR 21 = SNR 1 and SNR 12 = SNR 22 = SNR 2 . Note that in the symmetric case, i.e., SNR 1 = SNR 2 = SNR, the upper-bound in (50) is tight since the ratio
becomes arbitrarily close to two as SNR tends to infinity. In the non-symmetric cases SNR 1 = SNR 2 , this bound is loose.
VIII. CONCLUSION AND EXTENSIONS
This paper has characterized the information-energy capacity region of the two-user G-MAC with an EH, with and without feedback, and has determined the energy transmission enhancement induced by the use of feedback. An important conclusion of this work is that SIET requires additional transmitter cooperation/coordination. From this viewpoint, any technique that allows transmitter cooperation (i.e., feedback, conferencing, etc.) is likely to provide performance gains in SIET in general multi-user networks. The results on the energy transmission enhancement induced by feedback in the twouser G-MAC-F can be extended to the K -user G-MAC-F with EH for arbitrary K 3.
APPENDIX A PROOF OF THEOREM 1
The proof is divided into two parts: achievability and converse.
A. Proof of Achievability
The proof of achievability uses a very simple power-splitting technique in which a fraction β i ∈ [0, 1] of the power is used for information transmission and the remaining fraction (1 − β i ) for energy transmission. The information transmission is made following Ozarow's perfect feedback capacity-achieving scheme in [25] . The energy transmission is accomplished by random symbols that are known at both transmitters and the receiver. Despite a great deal of similarity with the scheme in [25] , the complete proof is fully described hereunder for the sake of completeness.
1) Codebook Generation:
At the beginning of the transmission, each message M i is mapped into the real-valued message point
2) Encoding: The first three channel uses are part of an initialization procedure during which there is no energy transmission and the channel inputs are t = −2 : X 1,−2 = 0 and
Through the feedback links, transmitter 1 observes (Z −1 , Z 0 ) and transmitter 2 observes (Z −2 , Z 0 ). After the initialization phase, each transmitter i ∈ {1, 2} can thus compute
where ρ (β 1 , β 2 ) is the unique solution in (0, 1) to (20) .
During the remaining channel uses 1, . . . , n, for i ∈ {1, 2}, instead of repeating the message-point i (M i ), transmitter i simultaneously describes i to the receiver and transmits energy to the EH. Let β i , with i ∈ {1, 2} be the power-splitting coefficient of transmitter i . More specifically, at each time t ∈ {1, . . . , n}, transmitter i sends
Here (W 1 , . . . , W n ) is an independent and identically distributed (i.i.d.) sequence drawn according to a zero-mean unit-variance Gaussian distribution. This sequence is known non-causally to the transmitters and to the receiver and is independent of the messages and the noise sequences. The symbol U i,t is a zero-mean Gaussian random variable with variance β i P i and is chosen as follows:
where the parameter γ i,t is chosen to satisfy E U 2 i,t = β i P i andˆ (t −1) i is explained below. For each t ∈ {1, . . . , n}, upon receiving the channel output Y 1,t , the receiver subtracts the signal induced by the common randomness to form the observation Y 1,t as follows:
The receiver then calculates the minimum mean square error (MMSE) estimateˆ
Remark 3: Note that by the orthogonality principle of MMSE estimation [29] 
Finally, the message index estimate M i is obtained using nearest-neighbor decoding based on the valueˆ (n) i , as follows:
3) Analysis of the Probability of Error: An error occurs whenever the receiver is not able to recover one of the messages, i.e., (
2 ) or if the received energy rate is below the desired minimum rate B (n) < B.
First, consider the probability of a decoding error. Note that for i ∈ {1, 2},M
Since
i is a centered Gaussian random variable, and from the definition of i in (53), the error probability P (n) e,i while decoding message index M i can be bounded as
du is the tail of the unit Gaussian distribution evaluated at x and where
Note that
where (a) holds because by the joint Gaussianity of i and Y 1 , the MMSE estimateˆ
is a linear function of Y 1 (see, e.g., [31] ); and (b) follows because by the orthogonality principle, the error i −ˆ (n) i is independent of the observations Y 1 .
Equation (64) can equivalently be rewritten as
Combining (62) with (65) shows that the probability of error of message M i tends to 0 as n → ∞, if the rate R i satisfies
On the other hand, as proved in [30, Sec. 17.2.4] ,
and irrespective of n and t ∈ {1, . . . , n}, it holds that
Hence, for i ∈ {1, 2} it holds that lim inf
Combining (66) and (69) yields that when n → ∞, this scheme can achieve all non-negative rate-pairs (R 1 , R 2 ) that satisfy
Hence, combined with (20) , it automatically yields
Furthermore, the total consumed power at transmitter i for i ∈ {1, 2} over the n + 3 channel uses is upper bounded by (n + 1)P i , hence, this scheme satisfies the input-power constraints in (8) .
4) Average Received Energy Rate:
The average received energy rate is given by B (n) 
where the correlation among the IC components is in the steady state. By the weak law of large numbers, it holds that ∀ > 0,
Consequently, 
To sum up, any information-energy rate triplet (R 1 , R 2 , B) that satisfies
is achievable. To achieve other points in the information-energy capacity region, transmitter 1 can split its message M 1 into two independent submessages (M 1,0 , M 1,1 ) ∈ {1 , . . . , 2 n R 1,0 } × {1, . . . , 2 n R 1,1 } such that R 1,0 , R 1,1 ≥ 0 and R 1,0 + R 1,1 = R 1 . It uses a power fraction α 1 ∈ [0, 1] of its available information-dedicated power β 1 P 1 to transmit M 1,0 using a non-feedback Gaussian random code and uses the remaining power (1 − α 1 )β 1 P 1 to send M 1,1 using the sum-capacityachieving feedback scheme while treating M 1,0 as noise.
Transmitter 2 sends its message M 2 using the sum-capacityachieving feedback scheme. Transmitter 1's IC-input is U 1,t U 1,0,t + U 1,1,t where U 1,1,t is defined as in (57) but with reduced power (1 − α 1 )β 1 P 1 , and U 1,0,t is an independent zero-mean Gaussian random variable with variance α 1 β 1 P 1 . Transmitter 2's IC-input is defined as in (57).
The receiver first subtracts the common randomness and then decodes (M 1,1 , M 2 ) treating the signal encoding M 1,0 as noise. Successful decoding is possible if
where ρ α 1 (β 1 , β 2 ) is defined as follows. When β 1 = 0, β 2 = 0, and
is the unique solution in (0, 1) to Eq. (77) in x at the top of the following page. In this case, the existence and the uniqueness of ρ α 1 (β 1 , β 2 ) follow a similar argument as the existence and uniqueness of a solution to (20) .
Then, using successive interference cancellation, the receiver recovers M 1,0 successfully if
By substituting R 1 = R 1,0 + R 1,1 , it can be seen that successful decoding of (M 1 , M 2 ) is possible with arbitrarily small probability of error if the rates (R 1 , R 2 ) satisfy
Now, the average received energy rate of this scheme is analyzed. The sequence Y 2,1 , . . . , Y 2,n is i.i.d. and each Y 2,t for t ∈ {1, . . . , n} follows a zero-mean Gaussian distribution with varianceB 1 given bȳ
The weak law of large numbers implies that (79) and (80), then any non-negative informationenergy rate triplet (R 1 , R 2 , B) satisfying
1 
where ρ ∈ [0, ρ (β 1 , β 2 )] and ρ (β 1 , β 2 ) is the unique solution to (20) , is achievable.
If the roles of transmitters 1 and 2 are reversed, it can be shown that any non-negative information-energy rate triplet
for any ρ ∈ [0, ρ (β 1 , β 2 )], is achievable. Time-sharing between all information-energy rate triplets in the union of the two regions described by the constraints (82) and (83) concludes the proof of achievability of the region. This yields
for any ρ ∈ [0, ρ (β 1 , β 2 )].
Note that for any ρ > ρ (β 1 , β 2 ), the sum of (84a) and (84b) is strictly smaller than (84c). The resulting information region is a rectangle that is strictly contained in the rectangle obtained for ρ = ρ (β 1 , β 2 ). In other words, there is no gain in terms of information rates. In terms of energy rates, for any ρ > ρ (β 1 , β 2 ), there always exists a pair (β 1 , β 2 ) such that
This choice achieves any information rate pair (R 1 , R 2 ) satisfying
In particular, it achieves β 2 ) . This completes the proof of the achievability part of Theorem 1.
B. Proof of the Converse
Fix an information-energy rate triplet 
lim sup
subject to the input power constraint (8) .
Using assumption (87a), applying Fano's inequality and following similar steps as in [25] , it can be shown that the rate-pair (R 1 , R 2 ) must satisfy
n , and
n tend to zero as n tends to infinity. Using assumption (87b), for a given (n) > 0, and for any η > 0 there exists n 0 (η) such that for any n ≥ n 0 (η) it holds that
Equivalently,
Using Markov's inequality [32] , the probability in (90) can be upper-bounded as follows:
Combining (90) and (91) yields
which can be written as
for some δ (n) > (n) (for sufficiently large n). Hence, (88) and (93) are an upper-bound for any (R 1 , R 2 , B) satisfying (87a) and (87b).
In the following, the bounds in (87c), (88), and (93) are evaluated for the G-MAC-F(b). For this purpose, assume that X 1,t and X 2,t are arbitrary correlated random variables with
for t ∈ {1, . . . , n} and for i ∈ {1, 2}. The input sequence must satisfy the input power constraint (8) which can be written, for i ∈ {1, 2}, as
Note that from (1), for each t ∈ {1, . . . , n}, it holds that
from the assumption that Z t follows a zero-mean unit-variance Gaussian distribution. Note also that for any random variable X with variance σ 2 X , it holds that h(X) 1 2 log 2 2πeσ 2 X , with equality when X follows a Gaussian distribution [33] . Finally, it is useful to highlight that for any a ∈ R, it holds that h(X + a) = h(X). Using these elements, the right-hand side terms in (88) can be upper-bounded as follows:
Finally, the bounds in (88) can be rewritten as follows:
The expectation of the average received energy rate is given by
Using the Cauchy-Schwarz inequality, the energy rate in (100) can be upper-bounded as follows:
Combining (93) and (101) yields the following upper-bound on the energy rate B:
In order to obtain a single-letterization of the upper-bound given by constraints (99) and (102), define also
With this notation, the input power constraint in (97) can be rewritten as
By the concavity of the logarithm, applying Jensen's inequality [33] in the bounds (99) yields, in the limit when n → ∞,
and the upper-bound on the energy rate (102) yields
for some σ 2 1 , σ 2 2 , μ 1 , and μ 2 such that (106) is true and for some ρ ∈ [−1, 1].
To sum up, it has been shown so far that, in the limit when n tends to infinity, any information-energy rate triplet 
In this union, it suffices to consider 0 ρ 1 because for any 
Let β i ∈ [0, 1] be defined as follows:
With this notation, any region
= P 2 and 0 ρ 1, can be rewritten as follows:
for some (β 1 , β 2 ) ∈ [0, 1] 2 and ρ ∈ [0, 1]. Hence, using (9), such a region contains all information-energy rate triplets (R 1 , R 2 , B) satisfying constraints (17) which completes the proof of the converse.
APPENDIX B PROOF OF THEOREM 2
Consider that each transmitter i , with i ∈ {1, 2}, uses a fraction β i ∈ [0, 1] of its available power to transmit information and uses the remaining fraction of power (1 − β i ) to transmit energy. Given a power-split (β 1 , β 2 ) ∈ [0, 1] 2 , the achievability of information rate pairs satisfying (18a)-(18c) follows by the coding scheme proposed independently by Cover [27] and Wyner [28] with powers β 1 P 1 and β 2 P 2 . Additionally, in order to satisfy the received energy constraint (18d), transmitters send common randomness that is known to both transmitters and the receiver using all their remaining power. This common randomness does not carry any information and does not produce any interference to the IC signals. More specifically, at each time t, transmitter i 's channel input can be written as
for some independent zero-mean Gaussian IC symbols U 1,t and U 2,t with variances β 1 P 1 and β 2 P 2 , respectively, and independent thereof W t is a zero-mean unit-variance Gaussian NIC symbol known non-causally to all terminals. The receiver subtracts the common randomness and then performs successive decoding to recover the messages M 1 and M 2 . Note that this strategy achieves the corner points of the information rate-region at a given energy rate. Time-sharing between the corner points and the points on the axes is needed to achieve the remaining points.
The converse and the analysis of the average received energy rate follow along the lines of the case with feedback described in Appendix A when the IC channel input components are assumed to be independent.
APPENDIX C PROOF OF PROPOSITION 1
For a given energy transmission rate of b energy-units per channel use, a power-split (β 1 , β 2 ) is feasible if there exists at least one ρ ∈ [0, 1] that satisfies
Using Fourier-Motzkin elimination on the constraints (17a)-(17c) to eliminate R j , it can be shown that transmitter i 's individual rate maximization problem (25) is equivalent to
subject to:
For a given triplet (β i , β j , ρ), there are two cases: either it satisfies
which implies that
or it satisfies
and in this case
In the first case, condition (118) cannot be true for any triplet (β i , β j , ρ) ∈ [0, 1] 3 and this case should be excluded.
In the second case, the function f FB i (β i , β j , ρ) is decreasing in ρ and does not depend on β j , thus, it holds that
and the triplet (β i , 0, 0) is feasible if and only if g FB (β i , 0, 0) b. Under these assumptions, transmitter i is able to achieve its maximum individual rate if it uses a power-split in which the fraction β i is maximized and its energy transmission is made at the minimum rate to meet the energy rate constraint. In this case, the maximization problem (116) reduces to the maximization problem in (128) in the proof of Proposition 2. Thus, it can be shown that the individual rates with feedback are limited by R i
is given by (23) .
APPENDIX D PROOF OF PROPOSITION 2
From the assumptions of Proposition 2 it follows that an energy transmission rate of b energy-units per channel use must be guaranteed at the input of the EH. Then, the set of power-splits (β i , β j ) that satisfy this constraint must satisfy
These power-splits are referred to as feasible power-splits. Using Fourier-Motzkin elimination on the constraints (18a)-(18c) to eliminate R j , it can be shown that transmitter i 's individual rate maximization problem in (27) can be written as
and g 0 (β 1 , β 2 ) is defined in (124). For any feasible power-split (β i , β j ), it holds that
The target function f i (β i , β j ) is increasing in β i and is independent of β j . Since the constraint function is monotonically decreasing in (β i , β j ), in order to maximize transmitter i 's individual rate, the optimal power-split should be a feasible power-split in which β i is maximized while β j is forced to 0.
Thus, the maximization problem in (27) can be written as follows:
Transmitter i 's achievable information rate is increasing in β i and the energy rate constraint is decreasing in β i . Hence, transmitter i is able to achieve the maximum individual rate if the energy transmission of transmitter i is made at the minimum rate to meet the energy rate constraint, i.e., if there is equality in (123). In this configuration, transmitter i can use a power-split in which β i = 1 − ξ(b) 2 , with ξ(b) defined in (23) , which yields the maximum individual rate R i (b) = 
where the functions f and g are defined as follows: and this completes the proof.
APPENDIX F PROOF OF PROPOSITION 4
The sum-rate maximization problem in (33) can be written as follows:
where the functions f 0 and g 0 are defined as 
Let (β * 1 , β * 2 ) be a feasible pair, i.e., g 0 (β * 1 , β * 2 ) = b. This can be rewritten in terms of ξ(b) as follows:
with ξ(b) defined in (23) . Note also that any solution to (157), must satisfy that β 1 1 − ξ(b) 2 
The corresponding sum-rate is given by κ(β * 
which is a concave function of β * 2 . Hence, given a fixed β * 1 , the unique optimal β * 2 must be a solution to 
