Second order spiral splines are C 2 unit-speed planar curves that can be used to interpolate a finite list of points in the Euclidean plane. A fast algorithm is given for interpolation when the data comes from a strictly convex planar curve. The method uses a pair of tridiagonal systems of linear equations to find an approximate interpolant. Then the approximation is used with standard software to construct an exact interpolant.
Interpolation problems for constant-speed curves are significant for highway and railway design [18, 19] , motion planning for robots [13] , and path planning for unmanned aerial vehicles and military aircraft [8, 17] . Equivalently, after an affine reparameterisation, such problems reduce to interpolation by curves that are unit-speed. A natural class of unit-speed interpolants is that of the unit-speed reparameterised polynomial splines, studied in [25, 10, 22] where there are algorithms for efficient computation. Whereas an interpolating polynomial spline can always be found, the unit-speed reparameterisation interpolates at a different set of parameter values, which is inconvenient in some applications. Similar difficulties arise with clothoidal splines 1 [24, 2, 1, 18, 7, 6] and their C 1 generalisations [17] . The algorithms in these papers are of significant interest, but not so much for interpolation where given parameters must map to given values.
Interpolation by unit-speed curves can also be performed using elastic splines [15, 11] . By an elastic spline we mean 2 a critical point of the mean-squared curvature J applied to the space of unit-speed
interpolants. An elastic spline is known to be precisely a C 2 interpolant that is a track-sum of elastica (elastic curves) y j : ½T jÀ1 ; T j ! R m . An elastica is defined as 3 a critical point of J restricted to unit-speed curves y j where y j ðT jÀ1 Þ; y ð1Þ j ðT jÀ1 Þ; y j ðT j Þ; y ð1Þ j ðT j Þ are all prescribed in advance. Elastica have a long and interesting history [14, 3, 21] . Elastica in the Euclidean plane are completely known in terms of elliptic functions [23] .
Elastic splines are extensively studied, with well-developed algorithms for interpolation. These algorithms for elastic splines 4 require solutions of systems of nonlinear equations for variable parameters, and consequently very significant effort, compared with the sparse linear systems needed for interpolation by (non-unit-speed) polynomial splines. We note that elastic splines and elastica mean different things depending on the context [16] . When given parameters must map to given values, elastic splines should be pinned and clamped, and elastica should be fixed-length. On the other hand in [15, 11] and [12] , parameter values are not prescribed in advance and the elastic splines are sliding.
Although elastic splines (sometimes called nonlinear splines or true splines) are highly regarded 5 as interpolants, they are less widely used than cubic polynomial splines. This is because the interpolation conditions for elastic splines require the solution of a system of nonlinear equations that is even more complicated 6 than for clothoidal splines. However, the relative sophistication of elastica compared with cubic polynomials is not the main difficulty in computing elastic splines. Elastic splines come with nonnegligible computational issues: as with most nonlinear problems, indeed also with our present task of finding spiral spline interpolants, the main difficulty is the construction of a suitable initial guess.
Besides elastica there are simpler classes of unit-speed track-summands called polynomial spirals [13] . The well-studied class of clothoidal splines, whose curvatures are C 0 and piecewise-affine, is insufficiently rich for interpolation when parameters are prescribed in advance. In the present paper we study the larger class of second order spiral splines, namely interpolants that are C 2 track-sums y u of second order generalised Cornu spirals, whose curvatures are C 0 and piecewise-quadratic in the parameter t. Our data is generated by unknown strictly convex 7 curves x with suitably bounded derivatives, and sufficiently fine sampling. As with almost all nonlinear problems of this type, the key to interpolation is the construction of an excellent initial guess. Then classical numerical methods can be used to efficiently determine an exact interpolant.
Our initial guess requires solution of a pair of tridiagonal linear systems of equation, echoing the well-known algorithm for polynomial cubic splines, where there is a single tridiagonal system [9] . As with the classical algorithm, our linear systems are well-conditioned and very quick to solve, but the construction is more complicated and requires more care to implement. This is a companion to the longer article [20] where details of theorems, proofs, context and further references can also be found. The present paper addresses readers interested in applying the technique of planar interpolation by spiral splines, without necessarily wanting the additional information in [20] .
Given a finite sequence T of real numbers T 0 < T 1 < . . . < T n , a pair V of vectors V 0 ; V n 2 R 2 and a finite sequence Y of points Y 0 ; Y 1 ; . . . ; Y n 2 R 2 , an interpolant of ðY; VÞ at T is a C 2 curve y : ½T 0 ; T n ! R 2 satisfying yðT j Þ ¼ Y j for 0 j n, as well as the auxiliary conditions y ð1Þ ðT 0 Þ ¼ V 0 and y ð1Þ ðT n Þ ¼ V n on derivatives y ð1Þ of y at T 0 and T n .
We construct C 2 interpolants that are unit-speed, namely ky ð1Þ ðtÞk ¼ 1 for all t 2 ½T 0 ; T n . A necessary condition for existence of a C 2 unit-speed interpolant is
The data ðY; VÞ is assumed to be generated by an unknown strictly convex curve x with bounded derivatives, and sufficiently fine sampling. More precisely, let n ! 2 be given, together with T 0 < T n , 0 < C < B 2 , and B i where 3 i 5. A unit speed C 1 curve x : ½T 0 ; T n ! R 2 is called a convex generator when C < kx ð2Þ k 1 B 2 and kx ðiÞ k 1 B i for i ¼ 3; 4; 5.
Let 0 < A m < A M be given, together with e > 0 (small in comparison with the constants C; B 3 ; B 4 ; B 5 ). We define T e to be the set of finite sequences T of reals
ÞðT n ÞÞ for some convex generator x. Then, for 1 j n, set q j :¼ ðY j À Y jÀ1 Þ=L j , r j :¼ kq j k, and
Then the following result holds.
Lemma 1.
For small e > 0, r j is bounded away from 0, and k j ! C þ OðeÞ for all 1 j n. & Assuming e is sufficiently small for Lemma 1, write q j ¼ r j ðcos v j ; sin v j Þ. We also require v 1 2 ðÀp; pÞ, and v j ¼ v jÀ1 þ OðeÞ for 2 j n, (uniquely determining the v j ). By admissibility, V 0 ¼ ðcos n 0 ; sin n 0 Þ and V n ¼ ðcos n n ; sin n n Þ where n 0 ¼ v 1 þ OðeÞ and n n ¼ v n þ OðeÞ.
Let u : ½T 0 ; T n ! R be a C 1 cubic spline with knots T j such that uðT 0 Þ ¼ n 0 and uðT n Þ ¼ n n . For 1 j n and all s 2 ½0; L j write u j ðsÞ :
Besides the two auxiliary end conditions,
there are 2n À 2 conditions for u to be C 1 , namely
where 1 j n À 1. So we have 2n affine equality constraints on 4n coefficients a j ; b j ; c j ; d j .
The C 1 spline u determines a second order spiral spline y u : ½T 0 ; T n ! R 2 given by
uðsÞ; sin uðsÞÞds:
We see that y u is unit-speed with y ð1Þ ðT 0 Þ ¼ V 0 and y ð1Þ ðT n Þ ¼ V n . We are interested in finding u such that y u is an interpolant of ðY; VÞ at T, namely for 1 j n,
Condition (6) amounts to 2n non-affine conditions on the 4n coefficients, making 4n conditions in total.
Given ðY; VÞ admissible with respect to T 2 T e where e > 0 is small, form the n Â n tridiagonal matrixŜ :¼ and, if n ! 3, the tridiagonal matrix Taking s to be the sign of the determinant of the 2 Â 2 matrix ½V 0 . .
r n :¼ sk n ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 À k 2 n L 2 n 20 À 9 60k 2 n v n À n n L n þb
Then solvê 2   6  6  6  6  6  6  6  6  6  6  6  6  4   3   7  7  7  7  7  7  7  7  7  7  7  7  5 ð10Þ for an n-dimensional column vectorb. Set
and finallyâ 1 :¼ n 0 witĥ a jþ1 :¼â j þb j L j þĉ j L 2 j þd j L 3 j for 1 j n À 1:
Then, for all 1 j n, defineû j : ½0; L j ! R byû j ðsÞ :¼â j þb j s þĉ j s 2 þd j s 3 . A C 1 cubic polynomial splineû : ½T 0 ; T n ! R is then given byûðT n Þ :¼û n ðL n Þ, andûðtÞ :¼û j ðt À T jÀ1 Þ for t 2 ½T jÀ1 ; T j Þ.
It turns out that yû satisfies the auxiliary conditions, and ky u À yûk 1 ¼ Oðe 5 Þ. However yûðT j Þ 6 ¼ Y j for 1 j n. So yû is only approximately an interpolant of ðY; VÞ.
Because of the way y u is constructed from u, interpolation errors at T j tend to accumulate as j increases. This can be avoided by using u differently to define y u : ½T 0 ; T j ! R 2 by y u ðT 0 Þ ¼ Y 0 and for 1 j n,
ðcos uðsÞ; sin uðsÞÞds for T jÀ1 < t < T j :
By construction y u ðT 0 Þ ¼ Y 0 , and y u ðT À j Þ ¼ Y j for all j, regardless of u. However unless y u interpolates ðY; VÞ exactly at T the left-interpolant y u is not even a second order spiral spline, because y u is only leftcontinuous but not continuous at T j for 1 j n À 1.
We have yûðT j Þ ¼ Y j þ Oðe 5 Þ for 1 j n, and y Fig. 1 , together with the data. Although c is just a cubic polynomial, the C 1 cubic splineû is not exactly c, as can be seen from the failures evident in Fig. 1 of yû to interpolate at T 3 ; T 4 ; T 6 ; T 9 . However yû is not a bad initial guess for an interpolant. Finer sampling would improve it. Coarser sampling would make it worse. & In Example 1 the convex generator x is actually a second order spiral. Similar results are obtained when the data is generated by a more complicated convex curve. Mathematica takes 0.000998 s to computeû. The plot of yû is shown in Fig. 2 , together with the data. In Fig. 2 , yû almost interpolates the data, except near T 3 , T 5 , T 6 , T 9 . & Example 3. Whereas in Example 2 the vector yû is nearly acceptable, the quality of the approximate interpolant falls away very quickly if we use define ðY; VÞ in the same way but over a larger interval 8 We have chosen T in order to sample from x somewhat more frequently where curvature is large. Finer sampling always helps. ½T 0 ; T n . Here we take T ¼ ð0; 0:675; 1:08; 1:485; 1:62; 1:89; 2:106; 2:295; 2:43; 2:565; 2:7Þ; and x is given by the same formula over the larger interval ½0; 2:7. Computation ofû took 0:000986 seconds, and the plot of yû is shown in Fig. 3 , together with the data. We see that yû is very far from interpolating, except at T 0 ; T 1 ; T 2 . Even though the curve nearly passes through the terminal point Y 10 , it arrives too soon and overshoots. This poor performance can be corrected by more refined sampling or, as illustrated in Example 6, by the following method which usesû to generate an initial guess. & When sampling is sufficiently fine, namely for sufficiently small e > 0, the curves yû and yû are almost indistinguishable, and either of these unit-speed approximate interpolants might be used in practice. This is already true for some parts of yû in Example 1 and for most of yû in Example 2. However yû is seriously problematic in Example 3.
If finer sampling is inconvenient or impossible then, after findingû, there is a second calculation we can do to correct the kinds of errors observed in Example 3, and also to a smaller extent in Examples 1, 2.
We shall rewrite the conditions for a second order spiral spline interpolant as a nonlinear system of equations, then solve numerically usingû to generate an initial guess. This is easier than findingû, and simpler to code, but not so remarkably fast. It is unlikely to fail except when sampling is so coarse that u does not give a good initial guess. Even in the case of Example 3 the rough estimateû is enough to get started.
Given ðY; VÞ admissible with respect to T, first calculateû as before. Then, for u; v 2 R n , define a j ; b j ; c j ; d j 2 R for 1 j n by c j :¼ u j and d j :¼ v j for all 1 j n, and a 1 :¼ n 0 . We find, 
Substituting for b k ,
where 2 j n. Similarly,
Then a j and b j are also determined for 2 j n, by substitution for b 1 . For 1 j n define u j : ½0; L j ! R by u j ðtÞ :¼ a j þ b j t þ c j t 2 þ d j t 3 . Define u : ½T 0 ; T n ! R by uðT 0 Þ :¼ n 0 and uðtÞ :¼ u j ðt À T jÀ1 Þ for t 2 ðT jÀ1 ; T j . Then Then y u interpolates ðY; VÞ at T precisely when z j ðu; vÞ ¼ Y j À Y jÀ1 for all 1 j n, namely when ðu; vÞ 2 R n Â R n satisfies the nonlinear system of 2n scalar equations in 2n scalar unknowns
whose right hand sides are found from Y. The key to solving such a system is a satisfactory initial guess ðû;vÞ to a solution ðu; vÞ. Setû ¼ĉ andv ¼d, where theâ j ;b j ;ĉ j ;d j are found as above. Then zðû;vÞ ¼ z Ã þ Oðe 5 Þ. In practice the integrals on the right hand side of (20) are not easy to express as functions of u; v. So for numerical computations we replace the z j by approximations using the composite Simpson's Rule. Then z becomes an explicit function of ðu; vÞ and (21) is solved using Mathematica's FindRoot with ðû;vÞ as an initial guess.
Example 4. Using composite Simpson with 6 intervals to estimate the z j , FindRoot took around 0:3 s to obtain a numerical solution u of (21) for the data in Example 1. Fig. 4 shows the interpolant y u (yellow), together with the initial estimate yû and data from Fig. 1 .& Example 5. Perhaps it is no surprise that y u is successful for the data of Example 2, because yû was already nearly interpolating. Fig. 5 shows y u (yellow), together with yû and the data. FindRoot took some 0.3 s to find y u .& Example 6. More impressively, it takes some 0.3 s to improve yû in Example 3 to the interpolant y u shown (yellow) in Fig. 6 . Whereas yû comprehensively failed to interpolate, the C 1 cubic splinê u : ½T 0 ; T n ! R retains considerable informative power. This power, masked to some degree 9 by the second order spiral spline yû : ½T 0 ; T n ! R 2 , is key to the success of our method for exact interpolation.&
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