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最　適　化　問　題
千　　葉 FヨEヨ 夫
1.　は　し　が　き
経済学の問額は,しばしば,与えられた制約条件の下で目的関数を最大
化するという形に定式化されるOすなわち, x∈MCR芸,f:M⇒R,gi蝣
MづR,g(x)-(gi(x),g2(x), -,gm(x))とすると,
Max/u)
s.t.six)≧ 0
x∈M⊂R芸
で表わされる最適化問題である。これを非線形計画問題とよぶ。
なお,等号制約ケースの制約式ォ蝣,蝣(*)- Oは, 2つの不等号制約式giix)
≧ 0, -gib)≧ 0を用いて表現できるO　したがって, Lagrange乗数法は,
非線形計画問題の特殊ケースと考えられる。
未定乗数ベルトルy∈RTを導入して, Lagrange関数をつくる。
K(x, y) -f(x) + yg(x)
ただし, yg(x)-∑i'lMgiM　である。第2節以降の記法も同様に内積を
表わすものとする。
この小論の目的は,鞍点問題の視点から,このLagrange形式を分析す
ることである。
まず,第2節において,輸送問題,資産選択問堰,効用最大化問題およ
び社会厚生の最大化問題を非線形計画問題の例として説明する。第3節に
おいて,鞍点や凹関数等の必要な諸概念をとりあげる。第4節において,
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次の4つの定理を証明する。
(i) (x,y)が鞍点ならば,虎は最大化問題の解である。
(2)目的関数および制約関数が凹関数で,かつ, Slaterの制約想定が満
たされる場合,ガが最大化問題の解ならば, (ガ,y)は鞍点であるo
(3) C虎,y)が鞍点ならば　Kuhn-Tucker条件が満たされるO
(4)目的関数および制約関数が凹関数の場合, Kuhn-Tucker条件が満
たされるならば, (虎,y)は殴点であるO
ゼロ0は,ベクトルとスカラーの両方に用いられているので,混乱する
ことなく読んでほしい。
なお,この小論は,ほとんど到るところ,二階堂〔3〕〔4〕, Nikaido〔5〕・
西村〔6〕,およびUzawa〔8〕に負っている。
2.非線形計画問題の例
非線形計画問題札等号制約つき最大化問題のほかに,線形計画問題と
W〔
2次計画問題を特殊ケースとして含む。
線形計画問題は,目的関数および制約関数がともに1次関数で,
n
Max ∑CjXj
;-l
n
s.t. ∑fiiiXi≦bi　(i-l,2,～,m)
;-i
xj≧　(;-1,2, -,n)
と定式化される　aij, bi,Cjは与えられた定数であり, n>mであるOこの
線形計画問題においては,暗黙のうちに比例性と加法性が仮定されているo
飼料混合問題,クラス編成問題,最適価格決定問題,日程計画問題など
多数の線形計画問題の例があるoここでは　Hitchcockにはじまる輸送問
題を例としてあげておこう。
例2.1 (輸送問題)ある財のi地(*-1,2,-,m)におけるストック量
がsiトン,木地(i-i,2,～,n)における需要量がdjトンであるとして,所
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在地から需要地-の財の輸送を考えるo i地からj地-のトンあたりの輸
送費を♪b・とするとき, n需要地j(j-l,2,-,n)の需要をみたし,かつ,
総輸送費を最小化するように輸送計画を定めよ。
i地からj地-の輸送量をxijとすれば,これは次のような線形計画問頴
で表わされる。
m   n
Min ∑　∑pijXij
i=iy-i
n
s.t. ∑xij≦Si　[i-l,2,-,m)
;-i
m
∑xii≧dj　(i-l,2,-,n)
!-1
xij≧　　(f-l,2, -,m;j-l,2, -,n)
・*j-lxijはi地からの総発送量を表わし,これはストックsiを越えないO
他方∑1=1X'Jはj地-の総到着量を表わし,これは少くとも射こ等しくな
くてはならない。
2次計画問題は,目的関数が2次関数,制約関数が1次関数の,特殊な
タイプの非線形計画問題である。それは,
M誠∑cjXj + ‡真真dyxiXj
ォ
j-l
n
s.t. ∑anx;≦bi　(i-l,2,～,m)
y-i
xj≧　　(j-l,2, -,n)
と定式化される。 an,hCj,dijは与えられた定数であり, n>mである。
2次計画問題は,定式化の対象や解法手続き面の類似性からみると,一
般の非線形計画問題よりもどちらかといえば線形計画問題に近い構造をも
っていると考えられる。そのため,とくに一般の非線形計画問題とは区別
して単独に取り扱われている。
次の例は2次計画問題の代表的な例である.
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例2.2(資産選択問題)資金Iをn種の投資項目(i-i,2,-,n)に分
けて投資する。第j投資項目から得られる単独投資額当たりからの収益が,
確率変数Rjで表わされる。即こついては,期待値E(Rj)-fxh共分散Cov
(RitRj)-ayがわかっている。この投資から得られる総収益Pは
nP-∑RjXj
j-l
で表わされる。Pの期待値は
E(P)-E(ZRjXj)-
V=i'鼻E(Rj)xj-tfijXj
一般に投資の危険度札Pの分散で測定される.そこで,Pの分散を求め
ると,
E{P-E(P)}2-E¥l(R-n)x3)
v=i'
nn-∑∑E{(Ri-?n)(R-fij)}xiXj
,-1;=1
fi^^mii-∑∑oijXiXj
l-1-¥
Lたがって,投資の危険度を考慮した上で,期待値を最大化する投資配分
xjを求める問題は,次の2次計画問題として定式化されるo
ォォnMax∑fljXj-p∑∑ffyXiXj
;-i(-1;=1
ns.t.∑xj≦I
;'=i
xj≧(j-l,2,-,n)
ここでβ>0は期待収益の中に取り入れる危険度(分散)の程度を表わす
重みづけの係数である。この最適投資配分の問題は,資産選択の問題と呼
ばれている。
2次計画問題は,線形計画問題の最もストレートな拡張であり,例2・2
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の他に最適制御問題,最適配置問題など,実用上重要な問題がこの形に定
式化される.。
効用最大化問題を非線形計画問題に書いておこう。
例2.3 (効用最大化問題)　所得制約条件を不等号にし,変数の非負性
を考慮して定式化すると,次のようになる。
Max u(xi, x2, -, xn)
n
s.t.7-∑pjXj≧ 0
7-1
xj≧0　(j-l,2,.-,n)
最後に, Bergson-Samuelson　型の社会厚生関数を最大化する問題を考
えよう。
例2.4 (社会厚生の最大化問題)　個人の効用関数の組(〟1, 〟2,～,狗)
から社会厚生W(ui,M2, -,Ui)を作り出す関数
W:Rl->R
が存在すると仮定する。個人/ (*-1,2, -,l)の効用関数はui(xi)で衷わ
されるものとする。ただし　xi- (ズォ1>Xi2,-サ%in)は個人iの消費財ベクト
ルである。 wjは第j財(.7-1,2, -,n)の社会の初期賦存量を表わす。社
会は初期斌存量の制約の下で社会厚生を最大化する配分x - (xux2, -,Xi)
を選択しなければならない。その問題は次のように定式化される。
Max W(ui(xi), u2(x2), - , Ui(Xi))
J
s.t. ∑xa≦co, (/-1,2,-,n)
!-1
xii≧　　(z-l,2, -, Z;j-l,2, -,サ)
3.最大化問題と鞍点問題
第1節で述べた次のような最大化問題を考えよう。
Max /w) (3.1
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s. t.gi∬) ≧　　　　　　　　　　　　　　　　　(3.2)
ここでg(x)-(gi(x),g2(.x), - .(*))である。 f(x),gi(x)はMCR芸で定
義された実数値関数である。
(3.2)およびx∈M　をみたすベクトルは実現可能であるといわれるo
(3.1), (3.2)およびx∈Mをみたすベクトルx'は最適ベクトルあるいは
解ベクトルであるといわれる。
制約つき最大化問題に対するLagrange関数K:MxR; ⇒Rを(3.3)の
ように定義する。ただし, MxRT…{(x,y)¥x∈M,y∈R;)である。
K(罪, y) - f(x) + yg(x)　　　　　　　　　　　　(3. 3)
ここでy - (yi,y2,～,ym)はKuhn-Tucker乗数ベクトルであるo
次に,重要な概念である鞍点を定義しよう。
定義3.1 MxR:上のある点(虎,y)がx∈Mおよびy∈R:に対して
K(x,y) ≦ K(x,y) ≦ K{x,y)　　　　　　　　　　(3.4)
をみたせば,組(虎,y)を関数K(x,y)の鞍点という。
換言すれば,鞍点とは, xのみの関数K(x,y)がx-虎において最大値
に達し, yのみの関数K(x,y)がy-yにおいて最小値に達するような点
の組のことである。
鞍点の名の由来は, K{x,y)をMxRT上にもりあがった山の高さとす
るとき, (ガ,y)がちょうど山の鞍部に相当するからである。ただし,次の
例3.1の関数のグラフ面は馬の鞍とは似ても似つかぬかたちのものである
JqE
が,鞍点であることに注意する必要がある。
例3.1 K(x,y)-l-x+y,0≦x,y≦ 1とすれば,点(0,0)はK(x,y)
の鞍点である。 1-x+y≦i-o+y,ト虎+0≦1-虎+;y(0 ≦x, y≦ 1)を
みたすから,点(0,0)は鞍点である。
鞍点問題とは次の問題をいう。
K(x,y)-f(x)+ygiズ)の鞍点(虎,y)を求めよ。
以下の議論で必要となる凹関数について述べておこう。
定義3.2　凸集合X⊂Rnで定義された実数値関数fix)が, 0≦α≦1,x,
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x'∈Xに対して
f(αx+ a-α:)*') ≧ α′(〟) + (l-α蝣)/c*′ )
をみたすならば,凹関数といわれる。不等号が等号のケースを含まずに強
い不等号になると, ∫(∫)は強い凹関数といわれる。
例3.2　f(x)--ax(a>O,a≠1):R⇒Rは凹関数であるO
(3)
後に定理4.4の証明で必要となる形に凹関数を書きかえておこう。
補助定理3.1 X⊂Rnを開集合かつ凸集合であるとするc fix)がX上
で定義された微分可能な関数ならば, /(∫)が凹関数であることと,佳意の
x,ガ∈X,x≠xAに対して
誓. (x-x-) ≧ fix) -f(x)
とは同値である　3/Cガ)/蝕は勾配ベルトルである。
4.定　　　　　理
(41
まず,鞍点と最大化問題の解との間には,次の定理が成立する。
定理4.1 (虎,y)が(3.3)のMxRT上における鞍点ならば, x^は最大化
問題の解である。
証明(3.4)の右側の不等式から
y-g(x) ≦ ygix)
であり,任意のy≧0に対して
(y-y) -g(ガ) ≧　　　　　　　　　　　　　　　　　　　　(4. 1)
もL gi(x)<0ならば, ylをyA1より大きくとりy一蝣(yi,h,-蝣Jm)とお
くことによって上式が満たされなくなる。よってgl(ガ)≧0でなければな
らないO他のgi(磨)についても同様で,
gi(ガ)≧　　;f-l, 2,・蝣・, m)
である。したがって,ガは(3.2)を満たす。
y-i≧0であるから, y-gil)≧0である。 y-gix)≦ygiが)においてyi-
0とおくとy-gil)≦0である,よって
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y-g(x)- O
である。
っぎに, (3.4)の左側の不等式と上述の結果から,
f(x) +y-g(x) ≦ f(メ) + y-g(虎) - /ォ)
(4.2)
(4.3)
が任意のx。MK対して成り立つ。ゆえに, xが(3.2)をみたせばyァO
と一緒にして
fix) ≦ f(x) + y-g(x) ≦ f(虎) (4.4
がえられる(証了)0
定理4.1は, /(*),ォ(*)のかたちに関係なく成立するoそれで札　この
定理の逆,すなわち,虎が最大化問題の解ならば,適当なタ∈RTが存在し
て, (x,y)がK(x,y)の鞍点であるといえるであろうかoこれは無条件に
は成立しないのである。このことを理解するために次の例を考えてみよ
(51
う。
例4.1 f(x)-x,g(x)--xの場合, x-0が制約条件つき最大化問題
の解であるが　K(x,y)-x+y(-x2)は
dK(O,y)
∂x
=l-2-v-0-l>0
になり,鞍点にならない。
定理4.1の逆が成立するために札なんらかの条件が必要であるoここ
では, Slaterの制約想定を用いたUzawa〔8〕のエレガントな証明を述べて
(6I
おこう。
定理4.2　Mが凸集合, /(*)およびg(x)がM上の凹関数であるとし,
ど(〟)が次の条件をみたすとする。
Slaterの制約想定　M内にg(x-) >0となる点xO≧0が少くとも一つ
存在する。
この仮定のもとに,もしも, /(*")が条件(3.2)のもとでの, fix)の最大
値であれば,適当なタ。RTが存在して, (ガ,30が(3.3)のMxRT上での
鞍点となる。
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定理4.2の証明に入る前に,証明過程で必要な分離定理について述べて
おく。分離定理の内容は,応用目的に応じて,いろいろな形式に書きあら
ためることができるが,ここでは,定理4.2の証明に用いられる形での分
(71
離定理を述べておこう。
補助定理4.1 (分離定理)　凸集合Xが正象限R芸の内点をふくまなけ
れば, XとR芸は,原点を通り,非負の係数をもつ超平面によって分離さ
れる。
定理4.2の証明　ガが最適解であるとする。 (m+1)次元の空間のなか
につぎのこつの集合を定義する。
A- P ffl≦¥g{x)Jなるような∬≧0が存在するo)
H& lftw
fix),gibe)が凹関数であるということから, A,Bがともに凸集合となるこ
とはただちにわかる。また,虎は最適解であるから, AとBとは共通点を
もたない。したがって,凸集合の分離定理(補助定理4.1)によって,す
べての'20∈A,　∈Bk対して
vqzq + V-Z ≦ vquo + V-U　　　　　　　　　　　　　　　　　(4.5
が成立するような(m+1)次元のベクトルOo,v)メ(0,0)が存在する。 B
の定義からvo≧0,V≧0でなければならない(/(i),0)はBの境界上に
あるから, Aの定義によって,すべてのx≧0に対して
vofw + V-g{x) ≦ wo/(虎)
が成り立つ。
4.6
このとき　vo>0となる。もしv0-0であったとすれば, V≧0であ
る。しかも,すべてのx.≧0に対してv-gix)≦0である。これは, gW
>0をみたすxO≧0が存在するという仮定に反する。いま　y-v/voと
おくと,すべてのx≧0に対して
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y ≧ 0, f(x)+y-g(x)≦f(虎　　　　　　　　　(4.7)
が成り立つ(4.7)において, x-」とおくと, y-g(虎)≦0であるo他方,
g(虎)≧ 0だから,
y-g(虎)- 0　　　　　　　　　　　　　　(4.8)
が成り立つOこの(4.7), (4.8)は・ (ガ,30がK(x,y)の非負鞍点であるこ
とを示している(証了)0
Slaterの制約想定は意味は明瞭であるが, Kuhn-Tuckerの制約想定よ
りも強い条件である　Slaterの制約想定は
Karlinの制約想定　各y>0に対して, ygW >0をみたす点xOがM
内に存在する。
(81
と同値である。
また,定理4.2では,等号制約問題のケースを特殊問題として含みうる
(9I
ほど一般的ではないOその理由は次のとうりである　&・(*)-Oを&(x)≧
0, -gM≧ 0という不等号で表現して,不等号制約問題に定式化すると,
gi(虎)> 0, -gi(ガ)> 0を満たすlなど存在しなくなり, Slaterの制約想定
は満たされない。しかも&蝣(*)が強い凹関数ならば　-&(*)は,掛、凸関
数となり,すべての制約関数が凹関数ではありえなくなるo
(10)
次に, (x,y)がKb,y)の鞍点であるための必要条件を述べようo
定理4.3　定理4.1において,もしも, M-R芸で, fto),gib)がすべ
てRヱにおいて連続な偏導関数をもつとするoこのとき(*,y)が鞍点で
現fas*
墜旦旦-管+y.警≦o∂∫
∂>K(x, y)
∂∬
∂K(虎, y)
ay
・虎-(管+r警・i-0
-g(x)≧ 0
(4. 9)
(4. 10)
(4. ll)
最適化問題
1 ∂K(ガ,S)
y -y-g(ガ)- 0
が成立する。ただし
∂>K (xJ)
∂x
∂K (虎J)
dv
∂」(*) _
∂∬
- (讐欝撃) "サ讐㌍)
- (響,響, -,警誓)
∂&iw　∂gl(虎)　3&GO
axl　　∂ォ2　　　　dxn
dg2W dg2tf)　dg2(x)
dX i dx2　　　　∂x,j
dgm {ガ) Bgm{ガ)　dgm(x)
∂*i dx2　　　　dxK
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(4. 12)
である。
IHl
定理4.3を証明するために,次の補助定理を用いる。
補助定理4.2　R呈上で定義された関数fix)が,連続な偏導関数をもつ
とするOもしも,x-ガ≧0　において,/(*)が最大(最小)値に達すれば,
つぎの二条件が成立する。
(i)警≦o (≧o)
(a)警x-o
したが-て・i≧0を考慮すれば(0,根り%i>0ならば撃と-0
である。
定理4.3を証明しよう。
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定理4.3の証明　補助定理4・2を直接適用すればよい(x, y)が鞍点で
ぁれば,K(虎,y)の∬≧ 0において最大値がK(虎,y)なので, (4.9), (4.10)
が成り立つ。またK(ガ,y)のy≧0において最小値がK(虎,y)なので
(4.ll), (4.12)が成り立つ(証了)0
(4. 9ト(4. 12)をKuhn-Tucker条件とよぶ。 Kuhn-Tucker条件のなか
で,等号で表わされている(4.10), (4.12)を書きかえてみようo
n
≡ ・1:
;-1
(管+1%
1=1撃*wo
¥m
∑sigit虎)- 0
1-1
これらの式から次のことがいえる。
(4.10')
(4. 12つ
欝+ly<
1=1翳<oならば,桓(i-l,2,-,n)
gi(ガ)>0ならば,ft-0(/-!,2,-,m)
(121これらの条件は,非線形計画法における相補条件として知られているo
(13最後に,定理4.3の逆を考えてみよう。
定理4.4定理4.3と同様にf(x),gi(x)がR芸で連続な偏導関数をも
ち,かつ潤関数であるとする。このとき,虎∈R芸,y-∈RTが(4.9)-(4.12)
をみたせば,(虎,y)は(3.3)のRヱ×R;における鞍点であるO
証明まず,(4.ll),(4.12)から,K<,x,y)が,y-yにおいて,R:上
の最小値に達することは明らかであるoつぎに.yi≧0であるから,凹関
数の非負一次結合K(x,y)-f(x)+y-g(x)は凹関数であるo補助定理3・1
より
墜姓旦・ (虎-x) ≦ K(虎, y・トK(x, y)
∂ズ
(4. 13)
<14>
が成立する。ところが, (4.9), (4.10)から, (4.13)の左辺は非負であるo
ゆえに右辺も非負となって,任意のX∈R芸について, K(x,y)≦K(x,y)
となる(証了)0
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定理4.4は, (4.9)-(4.12)が鞍点であるための十分条件となる場合で
ある。
上述の定理4.1-定理4.4の論理的関係は次のようになる。
(1991.9.8)
注
(I)以下の例は,二階堂〔4〕 p.134,渡辺・青沼〔10〕 p.211,西村〔6〕 pp.210-212
およびVarian〔9〕 pp. 203-204に負う。
(2)二階堂〔4〕 p. 143およびTakayama〔7〕 pp. 66-67を参照o
(3)西村〔6〕 p. 147およびTakayama〔7〕 pp. 84-85を参照。
(4)西村〔6〕 pp. 203-204およびUzawa〔8〕 pp. 33-34を参照。
(5) Uzawa〔8〕 p. 34を参照。
(6) Uzawa〔8〕 pp. 34-35を参照。
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(7)二階堂〔3〕 pp. 207-208およびNikaido〔5〕 p. 35を参照o
(8) Takayama〔7〕 p.73およびp.77を参照o
(9)西村〔6〕 p.209の脚注を参照。
(io) Kuhn-Tucker〔2〕 p. 486および二階堂〔3〕 p. 258を参照o
(ll)二階堂〔3〕 pp. 180-181およびTakayama〔7〕 pp. 92-93を参照o
(i2) Intriligator〔1〕 p. 68を参照。
(n) Kuhn-Tucker〔2〕 p. 486および二階堂〔3〕pp. 258-259を参照o
(14)二階堂〔3〕 p.259の脚注も参照。
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