It is well understood that many-body systems driven at high frequency heat up only exponentially slowly and exhibit a long prethermalization regime. We prove rigorously that a certain relevant class of systems heat very slowly under weak periodic driving at intermediate frequency as well. This class of systems are those whose time-dependent, possibly translation-invariant, Hamiltonian is a weak perturbation of a sum of mutually commuting, terms. This condition covers several periodically kicked systems that have been considered in the literature recently, in particular kicked Ising models. In contrast to the high-frequency regime, the prethermalization dynamics of our systems is in general not related to any time-independent effective Floquet Hamiltonian. Our results also have nontrivial implications for closed (time-independent) systems. We use the example of an Ising model with transversal and longitudinal field to show how they imply confinement of excitations. More generally, they show how "glassy" kinetically constrained models emerge naturally from simple many-body Hamiltonians, thus connecting to the topic of 'translation-invariant localization'.
Introduction
The phenomenon of a long-lived quasistationary state, also known as a prethermal state, has become an important paradigm in the theory of nonequilibrium many-body systems. Such quasi-stationary states often exhibit interesting features that cannot be realized in equilibrium states [17, 30, 34, 55] . One crucial ingredient to have a long-lived prethermal regime is of course that the system resists thermalization for a long time. In this letter, we are interested in cases where the thermalization rate is beyond perturbation theory. In particular, we do not consider the oft-discussed case of prethermalization in weakly perturbed integrable systems, where the prethermalization regime lasts in general for a time ∝ 1/g 2 with g the perturbation strength [6, 7, 16, 33, 44] , but instead we look for thermalization times superpolynomial in 1/g. Several instances of such prethermal phases have been identified. The most obvious class consists of systems periodically driven at high frequency, where a Magnus-Floquet expansion yields an effective Hamiltonian [1, 2, 8, 10, 28, 36] . It is natural to inquire whether a similar scenario might also be realized away from the high-frequency regime and in this letter we aim to provide a positive and general answer to this question.
Weakly driven systems Given a Hamiltonian H = H 0 + gW (t) describing spins on a spatial lattice of arbitrary dimension, with periodic but otherwise generic driving W (t) = W (t + T ). When is the heating rate non-perturbatively small in g, i.e. taking g small compared to other local energy scales, regardless of the initial state? This question remains meaningful if we allow H 0 to depend periodically on t as well, as long as its one-cylce propagator U 0 = T e −i T 0 dtH 0 (t) (T . . . denotes time-ordering of the epxonential), or one of its powers U p 0 , p ∈ N, has a meaningful (i.e. local) conservation law, i.e. there is a Q such that [Q, U p 0 ] = 0 and Q is a sum of local terms. Such a conservation law has observable consequences and the question of its persistence at g = 0 is well-posed. In this setting, we argue that heating is nonpertubatively slow whenever we can represent the p-cycle propagator as U p 0 = T e −i pT 0 dt H 0 (t) with H 0 (t) a sum of local terms H 0 i (t) that mutually commute at all times [ H 0 i (t), H 0 j (t ′ )] = 0, and a certain Diophantine condition is satisfied.
Static systems Now we take a time-independent local many-body Hamiltonian H = H 0 + gW with W generic and g again small compared to local energy scales. Instead of 'heating', the appropriate question is now to what extent conservation laws of H 0 (in particular H 0 itself) are broken by gW . We claim that a sufficient conditon for superpolynomial persistence of these conservation laws is again that H 0 is a sum of mutually commuting terms. The larger the set of Bohr frequencies (energy differences) defined by these local commuting terms, the smaller we need to take g to see the effect, but the more numerous the number of quasi-conserved charges Q. This multitude of conserved quantities can lead to local frustration and emergent kinetic constraints, as we will demonstrate in an example.
Ergodicity-breaking phases
The most well-known examples of the above claims are the cases where H 0 , H 0 , respectively, are sums of commuting disordered terms (known as 'LIOMs' [22, 24, 45, 47] ). Then, those claims are weakened versions of the stability of many-body localization (MBL) w.r.t. small perturbations, be it in static systems [4, 20, 37] , periodically driven [3, 29, 39] or timecrystals (case p > 1) [26, 27, 53] . Our claims are weaker because they only state that the thermalization time is very large instead of infinite and also because they posit the existance of a few (O(1) regardless of volume) quasiconserved charges Q. In this letter, we concentrate on translation invariant H 0 , H 0 and we exhibit rigorously O(1) number of charges. Depending on the initial state, it may actually happen that there emerge additional O(L) quasi-conserved charges (L= number of degrees of freedom) via frustration and effective kinetic constraints. This is related to fractons [38, 42] and, more generally, to so-called translation invariant quasi-localization, see e.g. [12, 21, 25, 46, 54] . Intuitive picture Let us start from the static setting H = H 0 + gW . As announced, we assume that 
acts only within a distance R of site i and is uniformly bounded ||N α i || ≤ γ. If the conservation laws N (α) are to be broken by local terms of strength g, we have to find local transitions n → n + ∆n with ∆n ∈ Z q that are on-resonance up to an energy offset of order g, i.e.
Since gW acts locally and the N α i are bounded, the components of ∆n have to be smaller than some fixed value. This means that, for generic J and small enough g, this constraint allows no nonzero solution n = 0 and hence we are led to believe that all N (α) are conserved. This is of course merely first-order reasoning but it turns out (see later) that higher orders do not change the picture, upon taking non-dissipative effects into account by a unitary frame rotation. If we add periodic time-dependence (frequency 2π/T ) to the problem, then similar reasoning applies with the role of H 0 now played by 1 T pT 0 dtH 0 (t).
To allow for the possibility of absorbing/emitting ∆n 0 quanta from the drive, we modify the condition (1) to
The same considerations as above apply, except that now we need a constraint on the q + 1-tuple (2π/T, J). Such constraints are well-known from KAM-phenomena [41] and Nekoroshev estimates, where, just as in our case, they express that resonances are absent. Since the frequency 2π/T enters the above formulas on the same footing as the couplings J α , the same formalism applies to quasi-periodically driven systems as well (long prethermalization observed in [15] ), see [18] .
We stress that the above considerations involve spatial locality, as opposed to locality in momentum space. Indeed, consider the relevant case of free fermions: H 0 = k ω(k)n k with n k = c † k c k the occupation operator of momentum mode k, and ω(k) the dispersion relation. Hence H 0 is a sum of very simple and mutually commuting operators, but they are not local and they do not satisfy our requirements, Indeed, for such H 0 one expects kinetic theory based on non-linear Boltzmann equations to describe the heating process, with rate ∝ g 2 , see [31, 49] . Result for static systems Our systems live on a large but finite graph Λ, with a finite Hilbert space C d attached to each site i ∈ Λ. The total Hilbert space H is hence (C d ) ⊗Λ and we say that an operator O = O S is supported in a set S if it is of the form O S ⊗ ½ S c . We consider a Hamiltonian of the form
where the operators N (α) satisfy the conditions a,b,c) in the previous section, and, as a concrete generalization of condition (1) we assume the following Diophantine condition expressing that the J are sufficiently incommensurable at all orders in perturbation theory: there exist positive numbers τ, x > 0, such that
Finally, we need the Hamiltonian gW to have local terms of strength O(g), decaying fast in the size of their support. To that end, we define (see SM) the local norms || · || κ with spatial decay parameter κ > 0 and we choose a κ 0 > 0 such that ||gW || κ0 ≤ g.
There is a unitary base changeŶ such that, in the rotated frame, the Hamiltonian takes the form
where, with constants c, C depending only on the parameters κ 0 , γ, q, p and in particular not on the volume |Λ|,
1. The drivingV is very weak:
for any p > q + τ and κ = cκ 0 | log ǫ| −1 .
2. ||D|| κ ≤ Cg and [N (α) ,D] = 0 for any α = 1, . . . , q.
We see hence thatD inherits the conservation laws of H 0 andV should be considered as a remaining weak driving, enforcing thermalization at quasi-exponential times. Importantly, the unitary conjugationŶ ·Ŷ † is close to identity: for local operators O with support size O(1), we have ||Ŷ OŶ † − O|| ≤ Cǫ||O|| (see SM for a more precise statement and construction). One obvious consequence is that, in the original frame, the dressed op-eratorsN (α) ≡Ŷ N (α)Ŷ † , which are sums of quasi-ocal terms, are quasi-conserved:
Hence in particular thermalization is obstructed until that time.
Comments If we imagine J to be chosen uniformly on the unit hypersphere S q , then the probability of the Diophantine condition (3) being violated, decays as Cx when x → 0, provided that τ > q − 1. In particular, (3) is satisfied with probability 1 for some x. It follows that the power p in the stretched exponential can be chosen p = 2q − 1 + δ, with δ arbitrarily small. In particular, for the case q = 1, this yields almost an exponential in 1/ǫ, as was already proven in [1, 17] .
If the condition (3) (for a given x) fails for some m with |m| ∼ Rγn, then this simply means that our perturbative reduction of the drivingV can only be carried out to a power n instead of a power diverging as ǫ → 0, giving ||V || κ ≤ gǫ n . Therefore, it is really only low-order resonances that can hamper the slow thermalization. However, such low-order resonances can almost always be lifted by redefining H 0 , as we also illustrate in the example. Example: static Ising Let
and we consider h z as the weak-driving parameter g, i.e. we set
the number of domain walls (up to a constant) and N (2) = i σ x i the magnetization. If the pair (J, h x ) is sufficiently incommensurable, i.e. condition (3) holds, then our theory yields that, in the rotated frame, the Hamiltonian is approximatelyĤ = JN (1) + h x N (2) +D ( we neglected the very weak driv-ingV ), with both N (1,2) commuting withD and hence conserved locally. For example, let us consider a configuration of the form
The only transition that preserves both magnetization and the number of domains consists of a shift of the entire block ↑↑ · ↑↑. However, since the operatorD is a sum of local terms, the largest term that can cause such a shift, is of size gǫ cℓ0 with c a constant of order 1. In our formalism, this follows by the local bound ||D|| κ ≤ Cg, expressing exponential decay of local terms inD. Hence, the domains acquire a very large mass and and are nearly static. An even more drastic example is
with the configuration extending infinitely far in both directions. Here, no single transition is allowed by the conservation laws and there should be therefore no dissipative dynamics up to (quasi-)exponential time. These phenomena were numerically studied and explained in [35] , our theorem adds a controlled proof and a novel point of view. If (J, h x ) are commensurable, say J = 2h x , then of course our theorem does not apply in the above way. However, in that case, one can choose (2) , giving again a meaningful constraint. Let us finally return to the case of incommensurable (J, h x ). More generally, if we consider a system with a small density of domain walls, the above considerations show that the local dynamics is highly constrained and appears many-body-localized for a long time. It can hence be a considered as an emergent kinetically constrained model [52] . However, as was argued in [13] , the long time scale that emerges here is in general not beyond perturbation theory in the parameter g. Result for periodic driving We are inspired by the setup proposed in the section "weakly driven systems", with U p 0 generated by H 0 (t). However, for the sake of notational simplicity, we write now H 0 instead of H 0 and we redefine T → pT . This means that we potentially describe the original system of interest only at stroboscopic times t ∈ pT N, but this suffices for the sake of obstructions to thermalization. Concretely, we consider a T -periodic Hamiltonian of the form
Here, the operators N (α) are exactly as in the static setup with the sole difference that we allow T -periodic coupling J(t) = J(t + T ). Furthermore, we assume that the timedependent (local terms of) W (t) and the couplings J(t) are piecewise-continuous. Just as in the static case, we assume the local bound ||gW || κ0 ≤ g, except that now this bound includes a supremum over t, see SM. Finally, the Diophantine condition is slighly modified: there are 0 < τ, x < ∞ such that, withJ = 1
We let U (t) be the solution of the Schrodinger equation Just as in the static case, this theorem shows that the dressed operatorsN (α) 
and they obstruct heating. Our scheme does not yield any effective Hamiltonian H F , satisfying U ≈ e −iT HF , with ≈ indicating validity up to long times. Instead, we obtain
. This would yield a H F = 1 T T 0 dt(H 0 (t) +D(t)) provided that the local terms of H 0 (t) +D(t) commute between different times t, but this is not true in general[56] and so existence of some H F seems unlikely. Example: kicked Ising chain We consider the onecycle unitary given by
where σ i = (σ x i , σ y i , σ z i ) are the Pauli-matrices acting on site i = 1, . . . , L. This model was studied numerically in detail in [43] . Figure 1 (copied from Figure 13 in [43] ) shows the regimes where one observes very slow thermalization numerically. We view this model as originating from a time-dependent H(t) = H 1 1 [0,1] (t) + H 2 1 [1, 2] (t) with period T = 2. Our Theorem 2 applies to this model in several cases (not mutually exclusive), distinghuished by which Hamiltonian plays the role of H 0 (t).
with J(t) = J1 [0,1] (t). Theorem 2 posits that heating is non-perturbatively slow in |h| ≪ 1. Case B (|J| ≪ 1). Here, we take H 0 (t) = i h(t) · σ i with h(t) = h1 [1, 2] . Theorem 2 says that heating is noperturbatively slow in |J| ≪ 1. [1, 2] (t)σ x i ) and we take |h z | ≪ 1, again Theorem 2 shows slow heating in that regime. Case D (|h x | ≪ 1). Here U 0 can be mapped to a free fermion expression with non-trivial dispersion relation by the Jordan-Wigner transformation. However, as we argued in section 'intuitive picture', this does not meet our criteria. The figure shows indeed that there is no very slow heating for |h x | ≪ 1 (provided other couplings are not in a perturbative regime). Case E (|h − (0, 0, π 2 )| ≪ 1). Here we need to take the second power of the propagator. Indeed, now
, i.e. the setup applies simply setting H 0 (t) = 2J i σ x i σ x i+1 . The claims in cases A,B have also been confirmed recently in [51] by numerics and a replica expansion for an effective Hamiltonian H F satisfying U = e −iT HF . As explained above, the existence of H F is however not suggested by our treatment. More precisely, [51] predict slow thermalization with the stretched exponential with p = 2. In our theorem, taking q = 1 and τ > 1 so that the Diophantine condition (5) is satisfied almost surely for some x (see SM), we prove these claims with p = 3 + δ, for arbitrarily small δ.
Conclusion
We have identified a class of conditions under which non-perturbative rigorous lower bounds on the thermalization time can be proven, both in static and periodically driven systems. In the driven case, our theorems allow to understand the phase diagram of the kicked Ising model. In the static case, we provide a rigorous underpinning of the observed very slow dynamics of domain walls in Ising models.
Note The manuscript [18] appeared while we were finishing our paper. It is based on the same ideas as the present letter, has very analogous results, and goes beyond our analysis in many respects. Since it however focuses on the case of quasiperiodic driving, its analogue of our Theorem 2 has technical restrictions on the smoothness of the driving protocol, in particular ruling out our main example "kicked Ising models".
Supplemental Material
The aim of this SM is to provide a full proof of our results. For reasons of clarity, we repeat the full setup here. Some parameters are defined in a slightly different way, but we hope that the path to the statements in the main text is yet sufficiently direct. Our proofs are based on rigorous implementations of Schrieffer-Wolff transformations. These have a ppeared a lot in mathematical physics, and we have been in particular influenced by [11, 24] . Cluster expansions are then used to resum the resulting expansions, and we use the neat formalism of [50] . From a more direct point of view, the proof is based on techniques used in [1, 17] that ultimately are descendants of KAM theory and Nekoroshev estimates [40] . The application of such ideas in systems with a few degrees of freedom is standard and we do not review it. There are also a few rigorous works where such ideas are used to describe many-body systems at spectral edges (i.e. low energy, low density) where the situation effectively reduces to few-body theory, see e.g. [5, 9, 32] . Rigorous results where such techniques are applied to constrain the dynamics in a genuine many-body setup have come into focus in the last years, see e.g. [12, 14, 17, 19, 23, 24] TECHNICAL PRELIMINARIES AND SETUP
Spaces
We consider a large but finite graph Λ, equipped with the graph distance. The vertices i of this graph are our 'sites'. There is a finite Hilbert space C d attached to each site i ∈ Λ, and we take d to be fixed. The total Hilbert space H is hence (C d ) ⊗Λ and we say that an operator O = O S in B ≡ B(H) (space of bounded operators on H) is supported in a set S if it is of the form O S ⊗ ½ S c , with a slight abuse of notation. This is the setting for quantum spin systems. One can also consider lattice fermions, if one makes some modifications in the definition, see . For operators O ∈ B, we use the standard operator norm ||O|| = sup ψ∈H,ψ =0 ||Oψ|| ||ψ|| where, on the right hand side, || · || is the Hilbert space norm on H. For an operator A, we will freely use the notation ad A to denote the superoperator acting on B as
The 'number' operators N (α) , α = 1, . . . , q These operators play a central role in our analysis. They are given as sums of local terms N = S⊂Λ N α S satisfying the following conditions 1. All local terms mutually commute:
2. All of the N α S have integer spectrum.
3. There is a fixed range R such that N α S = 0 whenever diam(S) > R.
4.
There is a local bound sup i∈Λ S∋i ||N α S || ≤ γ.
As explained in the main text, item 1,2) actually follow from the assumption of having a single operator H 0 with commuting local terms. With these definitions in hand, we need to refine the notion of support of operators, following [17] . We say that O ∈ B is 'strongly supported' in S if O is supported in S and, for any S ′ ⊂ S we have [O, N α S ′ ] = 0. Here are the important consequences 1. For any function f , if O is strongly supported in S, then f (ad N )O is strongly supported in S. We wirte B S ⊂ B for the algebra of operators strongly supported in S. 3. If O is strongly supported in S, then P m (O) is strongly supported in S.
If

Norms on Hamiltonians
To handle operators G that are sums of local terms, like many-body Hamiltonians, we introduce local norms || · || κ that are defined pertaining to a representation of G as a sum of local terms
where P Λ stands for the set of connected (by adjacency) subsets of Λ. Since a given operators G can always be represented in different ways as a sum over local terms (e.g. σ z i + σ z i+1 can be viewed as one term with S = {i, i + 1} or as two terms with S = {i}, {i + 1}), the above definition does not immediately yield a well-defined norm. One could try to take the supremum over all representations but that is cumbersome in practice. Therefore, the standard solution to this problem in mathematical statistical mechanics is to define the functions S → G S as the central objects ("Potentials" or "Interactions", see e.g. [48] ) and to have norms on them, and we will do this here. However, to keep the notation light, we denote these objects by the same symbol G. A further complication is that we consider timedependent Hamiltonians G(t)and hence potentials, but here one can simply take the supremum over t and mostly drop t from the notation. The norm is then, for any decay rate κ,
STATEMENT OF RESULTS
Time-dependent results
We assume that our time-dependent Hamiltonian is of the form
where 1. The operators N (α) satisfy the conditions above, with parameters R (range) and γ (local bound).
2. The local constituents W S (t) and the parameters J(t) are periodic in t and piecewise-continuous.
3. ||W || κ0 ≤ 1.
If we sample J/|J| uniformly on the hypersphere, then a constant x can be found with probability 1 provided that q − 1 < τ . This is of course essentially the same consideration as that following condition (A2) (it would have been exactly the same, save for the dimension, if in(A2) we were to treat 2π/T on the same footing as the J α ). The genuine dimensionless small parameter in our theory is then
There is a unitaryŶ and HamiltoniansD,V such that
where againD conserves N andV is very weak:
where V t0,t is the superoperator that is the solution of the equation
The inverse of 1 − V 0,T is well-defined on operators O such that P 0 (O) = 0, by the Diophantine condition. This is the reason we consider V n instead of W n . To proceed, we introduce some more notation. We define the transformations (O is an arbitrary operator) The latter involves a dummy time s that has nothing to do with the cycle time t; the transformation α k is defined pointwisely for any t in the cycle. The use of α n is that e −An ∂ t e An = α n (∂ t A n ) as one easily checks by an explicit calculation. If A n (t) for different t would commute among themselves, then we would simply find back the familiar expression e −An ∂ t e An = ∂ t A n . With the help of the above notation, we get
where we used (A5) to get the second line. Finally, we see that
Bound on An from Vn
The most important ingredient is the bound on A n from properties of V n . We recall that V n = S∈PΛ V n,S , with V n,S strongly supported in S. Then we have Obviously (V 0,T − 1) −1 = f (N ) and, by our Diophantine assumption on J:
We get then
Apart from this, we simply use the estimate ||V t0,t O|| ≤ ||O|| in (A6). This yields the claim.
Note that (A8) seems wasteful at first sight because one would want to replace the sum over m by a supremum over m, which would be justfied, for example, if the decomposition O = m O m were orthogonal with respect to a scalar product associated to || · ||. It is not clear to us to what extent one could improve on this bound.
Main lemma's
The following lemma is our prime tool. It was proven by cluster expansions in [1] . Since the only difference here is that we consider strong supports rather than the normal support, we omit the proof which carries over line per line.
Lemma 2. Let Z, Q be potentials and assume that 3||Q|| κ ≤ δκ := κ − κ ′ . Then
Since ||Z|| κ ′ ≤ ||Z|| κ , we also get
Furthermore, we also need the following estimate, of which we omit the obvious proof. 
Iterating bounds
We define κ(n) for n ≥ 1 by κ(n) = κ 0 1 + log(n) and δκ(n) ≡ min(κ(n + 1 2 ) − κ(n + 1), κ(n) − κ(n + 1 2 )) so that 1 δκ(n) ≤ 2n log 2 (n + 1). We abbreviate || · || κ(n) by || · || n and || · || κ(n+ 1 2 ) by || · || n+ 1 2 . We set w(n) := ||W n || n , d(n) := ||D n || n .
Using the expression (A7) for W n+1 and Lemma 2, we then get, provided that 6||A n || n+ 1 2 ≤ δκ(n) ||W n || n+1 ≤ 18 δκ(n)κ(n + 1)
||A n || n+ 1 2 (||D n || n + ||V n || n )
Using Lemma 1 and 3, we have ||A n || n+ 1 2 ≤ C(1 + 1 x )T (δκ(n)) τ +q ||V n || n where C depends only on κ 0 , γ, q (also in the equations below). Combining the two previous bounds and using ||V n || n ≤ ||D n || n and ||V n || n ≤ ||W n || n , we get w(n + 1) ≤ C log 3 (n + 1)n τ +q+1 [(1 + 1 x )T ]w(n)d(n) Similarly, we have d(n + 1) ≤ d(n) + w(n + 1)
We can continue the iteration provided that d(n) ≤ Cd (1) . Finally, from the definition of the parameter g we have that w(1) = d(1) = g, and so we obtain w(n + 1) w(n) ≤ C log 3 (n + 1)n τ +q+1 [(1 + 1 x )gT ] Therefore, the iteration can be continued up to n = n * with n * the maximal number satisfying C log 3 (n * +1)n τ +q+1 * ǫ < 1. We then obtain the bound on ||V || κ = ||V n * || n * in the theorem, choosing n * = ⌊ǫ −1/p ⌋ with p > τ + q + 1. The bound showing the proximity ofŶ to identity follows just as in [1] .
PROOFS FOR THE STATIC CASE
Recall that here we have (no time-dependence)
with V n , D n satisfying P 0 (V n ) = 0 and P 0 (D n ) = D n . We perform a unitary transformation e An and we write e An H 0 + D n + V n e −An = H 0 + D n + ([A n , H 0 ] + V n ) + W n+1 (A9)
with W n+1 to be identified later. We determine A n by [A n , H 0 ] + V n = 0.
and from here onwards the algebra is identical. Namely we get W n+1 = −(α n (V n ) − V n ) + γ n (V n + D n ) − (V n + D n )
Just as in the time-dependent case, the main point is to get a bound on ||A n || n from ||V n ||. From (A10), we see that a solution for A n is given by
Proceeding similarly as in the time-dependent case, we obtain here ||A n,S || ≤ ||V n,S || m∈Z q ,|m|≤γ|S|
where the last bound follows from the the Diophantine condition |J| |J·m| ≤ |m| τ /x and we have written (1 + 1 x ) instead of 1
x simply to remind ourselves that it is impossible to choose x large. If we now copy the steps done in the section , we obtain w(n + 1) w(n) ≤ C log 3 (n + 1)n τ +q [(1 + 1 x )
g |J| ]
and so we can now take p > τ + q instead of p > τ + q + 1.
