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Abstract. This paper proposes a method based on Fuzzy Cognitive Maps 
(FCM) for improving the classification provided by the Wishart maximum-
likelihood based approach in Synthetic Aperture Radar (SAR) images. FCM 
receives the classification results provided by the Wishart approach and creates 
a network of nodes associating a pixel to a node. The activation levels of these 
nodes define the degree of membeship of each pixel to each class. These 
activations levels are iteratively reinforced or punished based on the existing 
relations among each node and its neighbours and also taking into account the 
own node under consideration. Through a quality coefficient we measure the 
performance of the proposed approach with respect to the Wishart classifier.  
Keywords: Fuzzy Cognitive Maps, Wishart classifier, Synthetic Aperture Radar 
(SAR), Polarimetric SAR (POLSAR), classification. 
1   Introduction 
Nowadays, the increasing technology in Polarimetric Synthetic Aperture Radar 
(PolSAR) remote sensors is demanding solutions for different applications based on 
the data they provide. One of such applications is data classification to identify the 
nature of the different structures in the imaged surfaces and volumes based on the 
scattering of microwaves. Terrain and land-use classification are probably the most 
important applications of POLSAR, where many supervised and unsupervised 
classification methods have been proposed [1,2,3,4,5].  
In [6], the fuzzy c-means clustering algorithm is applied for unsupervised 
segmentation of multi-look PolSAR images. A statistical distance measure is derived 
from the complex Wishart distribution of the complex covariance matrix. 
Methods based on the complex Wishart distribution have gained interest because 
of their performance. The scattering of microwaves coming from the surfaces is 
mapped as a coherence matrix for each pixel. Cloude and Pottier [7,8], based on the 
eigenvalues and eigenvectors of the coherence matrix, obtained measures of the 
average scattering mechanism (alpha-α ) and randomness of the scattering (entropy-
H). For classification, the H-α plane is divided in nine zones. Lee et al. [9] derive a 
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probability density function for the coherence matrix assuming that this matrix has the 
complex Wishart distribution. Based on the H-α classification, each class or cluster is 
characterized by its centre. Ersahin et al. [10] applied graph partitioning and human 
perceptual skills based on the Wishart distribution. In this paper, class and cluster are 
terms used without distinction. Each pixel is classified as belonging to a cluster based 
on the minimum distance between its coherence matrix and the cluster centres. The 
Wishart classification approach is an iterative process where each pixel in the whole 
image is re-classified until no more pixel assignments occur or a termination criterion 
is met. We have verified that the first rarely occurs and we apply as criterion the one 
giving the best partition, where a quality measurement is obtained through a specific 
coefficient. Once we obtain the best partition with the Wishart classifier, each pixel 
has been classified as belonging to a cluster. 
We have designed a new iterative process based on the Fuzzy Cognitive Maps 
(FCM) paradigm, assuming that the Wishart classifications can be still improved. 
FCM is a well-developed modelling methodology for complex systems that allow 
to describe the behaviour of a system in terms of concepts. Under its most general 
approach, each concept represents an entity where the concepts are joined by causal 
edges and have assigned an activation level [11,12].  
With the goal of improving the partitions, we build a set of networks, as many as 
clusters provided by Wishart, i.e. nine in our approach. Each concept at each network 
represents a pixel in the original image and its activation level the degree of 
membership to the class that originated the network. Initially, the activation levels are 
computed from the distances between the coherency matrix associated to each pixel 
and the cluster centre provided by Wishart classifier. The values of the causal edges, 
linking a concept with other concepts, are computed considering the activation levels 
of all involved concepts and also under the goal of achieving the best partition as 
possible, based on the measure provided by the quality coefficient. The design of the 
FCM, as a whole, makes the main finding of this paper. Several experiments allow us 
to verify the improvement in the classification results achieved by Wishart. 
The paper is organized as follows. In Section 2 the FCM scheme is proposed for 
SAR data classification, giving details about the complex Wishart classifier and the 
theory about the cluster separability measures, as they are required by the FCM 
process. The performance of the method is illustrated in Section 3, where a 
comparative study against the original Wishart-based approach is carried out. Finally, 
Section 4 provides a discussion of some topics and conclusions. 
2   Fuzzy Cognitive Maps Framework in SAR Classification 
2.1   The Combined α−H Decomposition and Maximum Likelihood-Based 
Wishart 
Before the FCM paradigm is applied, the Wishart-based classification process 
described in [9] is carried out, synthesized as follows: 
1) The polarimetric scattering information can be represented by a target vector, 
⎡ ⎤= ⎣ ⎦2
T
l hh hv vvk S S S , or another way to work is to use the Pauli scattering vector 
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for a pixel, where in this case we let a new feature vector,  
[ ]1 22 2 Tp hh vv hh vv hvk S S S S S−= + −  and  Ti i iT k k=  is the hermitian product of 
target vectors of the one-look ith pixel. POLSAR data are generally multilook 
processed for speckle noise reduction by averaging n neighbouring pixels. The 
coherency matrix is given in (1) where superscripts, * and T denote complex 
conjugate and matrix transposition, respectively.  
1
1 n T*
i
in
T k ki
=
= ∑  (1)
2) From the coherency matrices, we apply the H/α decomposition process as a 
refined scheme for parameterizing polarimetric scattering problems. The scattering 
entropy, H, is a key parameter in determining the randomness about the model. The α 
angle characterizes the scattering mechanism proposed in [7]. 
3) The next step is to classify the image into nine classes in the α−H  plane.  
4) We have available nine zones (classes) where each class is identified as wj; i.e. 
in our approach j varies from 1 to 9. Compute the initial cluster centre from the 
coherency matrices for all pixels belonging to each class wj according to the number 
of pixels nj in that class wj, 
 
1
1 jnt
j iijn
V T
=
= ∑  (2)
 
where t denotes the iteration, i.e. tjV  is the mean for the class wj at the iteration t. 
5) Compute the distance measure for each pixel i characterized by its coherence 
matrix 
i
T to the cluster centre as follows, 
 ( ) ( )( )1t t tj j ji id T ,V ln V Tr V T−= +  (3) 
 
6) Assign the pixel to the class with the minimum distance measure 
 ( ) ( )t tj j m j mi ii w   iff    d T ,V  d T ,V    w w∈ < ∀ ≠  (4) 
 
7) Verify if a small number of pixels change their assignment to the clusters, 
otherwise set t = t + 1 and return to step 1. Always stop if a prefixed number of 
iterations tmax is reached, in which case we choose the partition with the greatest 
quality, according to a coefficient measuring the cluster separation (next section).  
2.2   Cluster Separation Measures 
Three useful measures can be used for quantitative statistical analysis [13], namely: 
(a) the dispersion within a class; (b) the distance between classes and (c) a 
combination of the above that gives the class separability. 
1) The dispersion within clusters (Dii): is defined as the averaged distance from the 
pixels in cluster wi to the cluster centre Vi for all pixels. It measures the compactness 
of cluster wi  and is given by 
 ( ) ( ) ( )−
=
= = +∑ 1
1
1
, ln
in
ii i i i ikki
D d T V V Tr V V
n
 (5) 
 
large Dii indicates the dispersion of the pixels into the cluster. 
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2) The distance between two clusters (Dij) defined as, 
  ( ) ( ) ( ){ }− −= + + +1 11 ln ln2ij i i i j j iD V V Tr V V V V  (6)  
large Dij values indicate the high separation of these two clusters. 
3) The cluster separability (Rij): is defined by the clusters wi and wj as follows, 
  ( )= +ij ii jj ijR D D D  (7) 
 
a small Rij value indicates that these two clusters are well separated. 
Based on the above measures, the goal is to achieve small dispersion of the clusters 
and large distances between two clusters, which lead to small Rij values. To verify 
quantitatively the performance and also in order to choose the best partition, we 
compute the global averaged cluster separability through the following equation, 
   = ∑∑1 ij
i jw
R R
n
,  ji ≠  (8) 
 
where nw is the number of Rij combinations with i j≠ , because in our experiments 
we have nine zones (clusters) and we combine in two by two regions, 36
w
n = . 
2.3   The Fuzzy Cognitive Maps Process 
2.3.1   Problem Formulation: Previous Considerations 
According to equation (4), a pixel i belongs to the cluster wj if the distance to the 
corresponding cluster centre is minimum, among all distances to the remainder cluster 
centres. Based on these distances, we define the support received by the pixel i for 
belonging to the cluster wj as follows, 
( ){ } ( ){ }2
1
( ) 1ji
mt t
exp d T ,V exp d T ,Vji i hh
tμ − −∑
=
= −  
 
(9) 
 
where t denotes, as indicated before, the iteration number which controls the FCM 
iterative process, as we will see later; the subindex h varies from 1 to m, i.e. it 
represents the nine zones from h = w1 to h = m = w9. As we can see, the support 
μ ( )ji t varies in the range (–1,+1] which is considered as the fuzzy causal interval for 
our approach. Indeed, if ( ) 0tjid T ,V =  then ( ) 1ji tμ = +  and if ( )tjid T ,V → ∞  
then ( ) 1ji tμ → − . With this transformation, the decision rule in (4) can be expressed 
as a function of the support at the iteration t, according to the equation (10), which 
expresses that the pixel i belongs to the cluster wj because the support received by the 
pixel for this cluster is the greatest of all supports received for the remainder clusters.  
( ) > ( )j m j i i j mi w  iff    t t    w wμ μ∈ ∀ ≠  (10) 
2.3.2   Problem Formulation: Architecture 
For each cluster wj, we build a network of nodes, netj, where the topology of this 
network is established by the spatial distribution of the pixels in the image to be 
classified with size M× N. Each node i in the netj, is associated to the pixel location 
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(x,y) in the image, i.e. ≡ ( , )i x y . So, the node i in the netj is initialized with the 
support provided by the Wishart classifier through equation (9) at the last iteration 
executed. These initial support values are also the initial activation levels associated 
to the concepts in the networks under the FCM paradigm, as described in the next 
section. Through the FCM the activation level of each concept is reinforced or 
punished iteratively based on the influences exerted by their neighbours. Figure 1 
displays the architecture and the set of networks. As we can see, from the original 
image we build the j nets (j = 1 to 9). Every node with its activation level or support 
μ ( )ji t  on each netj is associated to a pixel i on the original image, both with identical 
locations (x,y). The activation levels at each network are updated according to the 
number of iterations t.  
k
i
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pixels i and k
x
y
net1
net9
j = 1,…,9 nets
x
y
1
kμ
x
y 9iμ
9
kμ
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1
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Fig. 1. Network architecture from the original image 
2.3.3   FCM Process and Network Topology 
As mentioned before, FCMs allow describing the behaviour of a system in terms of 
concepts. More specifically, they are fuzzy signed directed graphs with feedback [11]. 
The directed edge eik from causal concept Ci to concept Ck measures how much Ci 
causes Ck. Edges eik take values in the fuzzy causal interval [ ]1, 1− + , eik = 0 indicates 
no causality; eik > 0 indicates causal increase, this means that Ck increases as Ci 
increases and vice versa, Ck decreases as Ci decreases; eik < 0 indicates causal 
decrease or negative causality, Ck decreases as Ci increases and Ck increases as Ci 
decreases. 
Given a FCM with a number n of concepts Ci, i.e. i = 1,…,n, the value assigned to 
each concept, called activation level, can be updated iteratively, until convergence, 
based on the external influences exerted by the other nodes Ck on Ci and its self-
influence through Ci. Several approaches have been proposed to map these influences, 
such as the one proposed by Tsardias and Margaritis [10], which introduces a 
mechanism for achieving high network stability, as we will see below.  
( )1( 1) ( ), ( ) ( ) ( )nki i ki k i iA t f A t e t A t d A t=+ = −∑  (11) 
 
108 G. Pajares, J. Sánchez-Lladó, and C. López-Martínez 
The explanation of the terms in the equation (11) is as follows:  
1) ( )iA t and ( )kA t  are respectively the activation levels of the concepts Ci and Ck at 
the iteration, t. The sum is extended to all n concepts available. Nevertheless, only the 
concepts with edge values different from zero exert influences over the concept Ci 
trying to modify its current activation level ( )iA t towards ( 1)iA t + . 
2) eki(t+1) are the fuzzy causalities between concepts, defined as above but 
considering that they could vary dynamically with the iterations.  
3) [0,1]id ∈  is the decay factor of certainty concept Ci. It determines the fraction 
of the current activation level that will be subtracted from the new one as a result of 
the concept’s natural intention to get stable activation levels. The bigger the decay 
factor, the stronger the decay mechanism. This factor was introduced in [11] as a 
mechanism for introducing a degree of instability, so that those concepts destabilised 
intentionally but with a high degree of real stability tend towards its stabilized 
activation level. On the contrary, if the activation level is unstable, the decay 
mechanism induces a continuous variability on the activation level.   
4) f is a non-linear function that determines the activation level of each concept, the 
sigmoid function is commonly used, i.e. ( ) tanh( )f x x= . The variable x in f(x) 
represents a combination of the following two terms ( )iA t and 1 ( ) ( )
n
ki kk
e t A t
=
∑ , in this 
paper we have chosen the arithmetic mean for combination. 
Based on the network architecture defined above, it is easy to associate each 
concept Ci in the netj to the pixel location (x,y). We can define a concept for each 
node at each netj, ,jiC where its activation level results ( )jiA t . We define the activation 
level as the support received by the pixel i for belonging to the cluster wj at the 
iteration t, defined in equation (9), as ( ) ( )μ≡j ji iA t t , these supports are reinforced or 
punished through the FCM mechanism, equation (11); the decision is made according 
to equation (10) based on the supports updated. 
Now we concentrate the effort on defining the fuzzy causalities between concepts 
eki(t) and the decay factor di, both involved in equation (11), which are required for 
updating ( )μ ji t . Both terms must be expressed considering the netj in which they are 
involved, i.e. ( )jkie t and jid . The term ( )jkie t is a combination of two coefficients 
representing the mutual influence exerted by the k neighbours over i, namely: a) a 
regularization coefficient which computes the consistency between the activation 
levels or supports of the nodes in a given neighbourhood for each netj; b) a separation 
coefficient which computes the consistency between the clusters in terms of 
separability, where high separability values are suitable. The neighborhood niN  is 
defined as the n-connected spatial region in the network around the node i, taking into 
account the mapping between the pixels in the images and the nodes in the networks.   
The regularization coefficient is computed at the iteration t as follows,  
1 ( ) ( )          ,       
( )
0                                  or    
j j n
i k ij
ik
n
i
t t k i k
r t
k i k
μ μ⎧ − − ∈ ≠⎪
= ⎨⎪ ∉ =⎩
N
N
 
(12) 
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From (12) we can see that ( )jikr t ranges in (-1, +1] where +1 is obtained with 
( ) ( ).j ji kt tμ μ= This means that both supports have identical values, i.e. maximum 
consistency between nodes. On the contrary, if ( )ji tμ and ( )jk tμ take most extreme 
opposite values, such as ( ) 1ji tμ = + and ( ) 1jk tμ = −  or vice versa, then ( ) 1jikr t = − , 
which is its lower limit expressing minimum consistency between nodes i and k.  
The separation coefficient at the iteration t is computed taking into account the 
labels assigned to the pixels associated to the nodes according to the classification 
decision rule given in the equation (10). Assume that pixels i and k are classified as 
belonging to clusters wr and ws respectively, i.e. labelled as r and s. Because we are 
trying to achieve maximum separability between clusters, we compute the averaged 
cluster separability according to the equation (7). We compute the separabilities 
between i and its k neighbors in niN . A low rsR value, equivalently a high 
1
rs
R− , 
expresses that clusters wr and ws are well separated. Based on this reasoning, the 
separation coefficient is defined as follows,  
1
1
( )( ) 2 1
( )
n
i
rs
ik
ru
R t
c t
R t
−
−
= −
∑
N
 (13) 
 
Through the fraction in equation (13) we normalize the values to range in the 
interval (0, +1], because we compute the cluster separabilities between the clusters wr 
where the pixel i belongs and the clusters where the neighbours of i in niN belongs to, 
i.e. wu. One of such clusters is ws, the cluster where k belongs to. The coefficients 2 
and 1 in the equation (13) are introduced so that ( )ikc t ranges in (-1, +1]. This 
mapping is made to achieve the same range than ( )ikr t . Note that the separation 
coefficient is independent of j, i.e. of the netj, because the labelling for its 
computation involves the activation levels of all networks. This implies that it is 
identical for all networks.       
Both coefficients, regularization and separation, are combined as the averaged sum, 
taking into account the signs as follows, 
( )( ) ( )( ) 1j jik ik ikW t r t c tγ γ= + − ;   ( ) ( )j jik ike t W t=  (14) 
 
[0,1]γ ∈  is a constant value representing the trade-off between both coefficients;  
( )jike t represents the degree of consistency between nodes i and k in the netj at the 
iteration t. 
We define the decay factor based on the assumption that high stability in the 
network activation levels implies that the activation level for the concept Ci in the 
network netj would be to lose some of its activation with such purpose. We build an 
accumulator of cells of size ,= ×q L M where each cell i is associated to the concept 
Ci. Each cell i contains the number of times ,jih that the concept Ci has changed 
significantly its activation level in the netj. Initially, all jih values are set to zero and 
then 1= +j ji ih h  if ( 1) ( )  j ji it tμ μ ε+ − > . The stability of the node i is measured as 
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the fraction of changes accumulated by the cell i compared with the changes in its 
neighbourhood mik ∈ N  and the number of iterations t. The decay factor is computed 
as follows, 
( )
0                         0 and 0
    otherwise 
   
            
⎧ = =⎪⎨ ⎡ ⎤+⎪ ⎣ ⎦⎩
=
j j
i kj
i j j j
i k i
h h
d
h h h t
 
 
(15) 
 
where jih is defined above and 
j
kh is the average value accumulated by the concepts 
.∈ mik N  As one can see, from equation (15), if 0 and 0j ji kh h= = , the decay factor 
takes the null value, this means that no changes occur in the activation levels of the 
concepts, i.e., high stability is achieved; if the fraction of changes is small,  
the stability of the node i is also high and the decay term tends towards zero. Even if 
the fraction is constant the decay term also tends to zero as t increases, this means that 
perhaps initially some changes can occur and then no more changes are detected, this 
is another sign of stability. The decay factor subtracts from the new activation level a 
fraction; this implies that the activation level could take values less/greater than -1 or 
+1. In these cases, the activation level is set to -1 or +1, respectively. 
Once the FCM process ends, each concept Ci has achieved an activation 
level ( )ji tμ that determines de degree of belonging of the pixel i, represented by Ci, to 
the cluster j. This final decision for classifying the pixel i is made according to (10). 
3   Results 
3.1   Design of a Test Strategy  
In order to asses the validity and performance of our proposed classification approach 
we use the well-tested NASA/JPL AIRSAR image of the San Francisco Bay. The 
images are 900 x 1024 pixels in size. 
Because our proposed FCM approach starts after the iterative complex Wishart 
process has finished, the first task consists of the determination of the best number of 
iterations suitable for the Wishart process. This is carried out by executing this 
process from 1 to tmax, fixed to 7 in our experiments.  
For every iteration, we compute the averaged separability value according to 
equation (8) for the classification obtained at this iteration and select the number of 
iteration tw with the minimum averaged separability coefficient. The classification 
results obtained for tw are the inputs for the FCM. Because, the FCM is depending on 
several parameters, we have carried out several experiments for adjusting them. The 
strategy is based on the following steps:  
1) Fix the γ coefficient involved in equation (14), at this initial step. It was fixed to 
0.6γ = after experimentation. 
2) Fix the maximum number of iterations tmax. We have set tmax to 4 because after 
experimentation we have verified that more iterations are not suitable due to an over 
smoothing of the textured regions. 
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3) Fixed the above parameters, we test the FCM for the following three 
neighbourhood regions: 8iN ,
24
iN and
48
iN . As before, bigger neighbourhoods produce 
smoothed excessively. The best neighbourhood is that with the minimum averaged 
separability value R . 
4) Once, we have obtained the best neighbourhood and tmax as described before, we 
test for several γ values ranging from 0.2 till 1.0 in steps of 0.2 and for each iteration 
from t = 1 to tmax = 4. For eachγ at each iteration, we compute the R values, eq. (8). 
3.2   Results 
According to the above strategy, we show the results obtained at the different steps of 
the process. The averaged separability coefficient values for the complex Wishart 
classifier, equation (8), are displayed in table 1 for iterations 1 to tmax = 7. 
Table 1. Averaged separability values for Wishart against the number of iterations 
 Wishart 
# of iterations 1 2 3 4 5 6 7 
R 91.78 78.29 116.12 145.22 112.78 92.98 106.62 
As one may observe, the best cluster separability is achieved for two iterations, 
because the minimum averaged separability coefficient value is obtained. This is the 
number of iterations employed for the complex Wishart approach in our experiments, 
i.e. kw = 2.  
Table 2 displays the values for a number of iterations, obtained by the FCM, 
varying from 1 to tmax and for the neighbourhoods specified with γ = 0.6.  
Table 2. Averaged separability values for the FCM process against the number of iterations and 
different neighborhoods with 0.6γ =  
R  FCM:  
# of iterations 
Neighbourhood 1 2 3 4 
8
iN  79.5 71.9 79.0 85.9 
24
iN  189.4 177.8 198.1 197.7 
48
iN  361.3 337.5 449.5 455.3 
 
As one can see from results in table 3, the best performance is achieved for two 
iterations with a neighbourhood of 8iN . This is finally the neighbourhood used for all 
experiments. The results obtained with 24iN and 
48
iN  are obviously worse; one 
explanation is because with these values the number of neighbours forcing the change 
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Table 3. Averaged separability values for the FCM process against the number of iterations 
with different γ values 
  
γ
R  0.0 0.2 0.4 0.6 0.8 1.0 
    
 Iteration   
1 82.9 78.7 81.7 78.5 77.7 77.9 
2 72.5 73.5 79.6 66.8 69.8 72.8 
3 75.7 72.5 82.7 71.1 71.5 72.8 
4 73.8 71.6 78.3 70.3 73.8 74.1 
of the activation levels of the central pixel is big, according to the equations (12) and 
(13), this implies that there are pixels belonging to different clusters trying to modify 
the value of the central pixel. Table 3 displays the averaged separability values for 
different γ values ranging from 0 to 1 and for four iterations. 
From table 2, the best performance during the four iterations is achieved 
for 0.6γ = . These values are obtained for two iterations of Wishart where R was 
78.29 and this value is improved with FCM for iterations 2, 3 and 4. This fact verifies 
the performance of the proposed FCM approach against Wishart.     
Figure 2(a) displays the classification results obtained by the complex Wishart 
approach after the two programmed iterations based on the reasoning expressed 
above. Figure 2(b) displays the classification results obtained by the proposed FCM 
approach after two iterations according to the discussion above, based on the results 
shown in table 3, i.e. 8iN and 0.6γ =  at iteration 2. The colour bar, at the right, 
indicates the colour assigned to each one of the nine clusters, the number i identifies 
the cluster wi. The data and classification results in figure 2(a) are the inputs for the 
FCM approach. Figures 2(c)-(f) display two expanded areas extracted from the 
images in (a) and (b) obtained with Wishart (c,d) and FCM (e,f).  
(a) (b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Fig. 2. (a) Classification by Wishart after two iterations; (b) Classification obtained by FCM 
after two iterations with a neighbourhood of 3× 3 and 6.0=γ ;(c)-(d) expanded areas 
obtained with Wishart; (e)-(f) the same areas processed with FCM 
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3.3   Discussion 
Two points of view may be considered for the analysis: quantitative and qualitative. 
From the first one, our FCM approach was focused on trying to achieve maximum 
cluster separability. According to the results in tables 2 and 3, the best performance in 
terms of separability is achieved with two iterations under a neighbourhood of 8iN , 
where the average cluster separability is less than the one obtained with Wishart 
approach. More than two iterations produce an over-homogenization effect and all 
pixels in a given region are re-classified as belonging to the same cluster. The results 
obtained by FCM represent a quality improvement with respect the result obtained by 
complex Wishart approach, both displayed in figure 2.  
As in [9] we have verified that during the FCM process several cluster centres are 
shifted between the clusters changing their positions. In the referenced work some 
qualitative improvements are justified based on this fact, therefore the same is 
applicable in our approach, as described below. So, under the qualitative point of view, 
the observation of the images in figure 2 allows to make the following considerations: 
a) The high entropy vegetation consisting of grass and bushes belonging to the 
cluster w2 have been clearly homogenized, this is because there are many pixels 
belonging to w4 in these areas re-classified as belonging to w2. 
b) The three distinct surface scattering mechanisms from the ocean surface 
identified in [9] are clearly displayed in figure 2(b), i.e. they appear under the 
cluster labelled as w6 (area of high entropy), w8 (ripples, near the coast) and w9 
(smooth ocean surface). 
c) Also, in accordance with [9] the areas with abundant city blocks display medium 
entropy scattering. We have homogenized the city block areas removing pixels 
in such areas that belong to clusters w1 and w2, so that they are re-classified as 
belonging to w4 and w5 as expected. 
d) Some structures inside of other broader regions are well isolated. This occurs in 
the rectangular area corresponding to a park, where the internal structures with 
high entropy are clearly visible [14]. 
e) Additionally, the homogenization effect can be interpreted as a mechanism for 
speckle noise reduction during the classification phase, avoiding the early 
filtering for classification tasks. 
4   Conclusions 
We have proposed an effective iterative approach based on the FCM paradigm, which 
outperforms the complex Wishart approach. Advantages of this mechanism are that it 
achieves an important homogenization effect in the classified areas preserving the 
important structures inside of broader areas. Also it has the ability for discovering 
different scattering mechanisms. 
The main drawback of the proposed approach is its high computational cost, about 
12 minutes, and also that it requires the setting of some parameters. Nevertheless, 
Wishart spends itself about 7 minutes, both executed under Matlab R2009 with CPU 
2.4GHz. The effectiveness of this classification approach has been illustrated by the 
well tested NASA/JPL AIRSAR L-band data of San Francisco bay.  
114 G. Pajares, J. Sánchez-Lladó, and C. López-Martínez 
In the future, for reducing the computational cost could be implemented under 
parallel realizations. Also, because the iterative process has become effective, we 
hope that other methods of the same nature will be intended in the nearest future. 
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