This work reports the role of periodogram envelope as a non-parametric approach for spectral estimation and its interest in parametric spectral estimation using variational approaches.
INTRODUCTION
It is assumed that given a signal x(n), its envelope and its instantaneous frequency provides a better description of the involved physical phenomena .
This work deals with the role of the spectral envelope $(a) defined as the envelope of the power spectral density Sp(o) of a given random process {x). To be more specific it will be the square of the envelope Ep2(o) the function under study; and, the closeness it can provide to the accurate estimation of the actual power spectral density. The point of special interest around will be up to what degree the periodogram envelope Ep2, defined as the envelope of the magnitud of DFT [x(n)], could be used as a starting point to obtain the distribution of the signal power in the frequency domain. The reader will notice that due to the non-linear character of the spectral estimation problem any candidate added to the basic a priori information (i.e. the periodogram) will have a considerable potential to become usefull to our final goal which is the accurate estimation of the power spectral density.
The periodogram envelope is a fourth order function and, in this sense this work can be encompassed as how to use high order moments of the signal in spectral estimation. However, the concept of envelope results by itself self explanatory in many senses, and it seems to be better to concentrate efforts in this special fourth order function without a general backgroung or framework for other nonlinear functions.
THE SPECTRAL ENVELOPE
Given the signal periodogram P(o), we define the spectral envelope as the magnitude of the function Ap (o), named as analytical periodogram because its inverse Fourier transform is a causal function.
The inverse Fourier transform is as denoted in (2).
Note that the analytic periodogram is in correspondence with the analytic signal and its inverse Fourier transform obeys to the concept of causal autocorrelation function introduced some years ago by J. Cadzow. Working over, or estimating, the analytic spectrum As(o) represents somehow the same problem; the spectral estimate S(o) can be derived from the analytic estimate just taiking its real part.
The difference resides in the powerfull mathematical framework behind analytic functions which appears in the analytic periodogram and not in the original function.
Once again the procedure of J.P. Burg should be mentioned in one of the most unknown aspect it has. Maximum entropy or AR modelling of data time series was reported in order to smooth the data periodogram; in fact this was the main goal when, with a few parameters, the authors (Parzen, Burg, etc.) represented a data record power distribution. The high performance of MEM in short data records was an additional result, but as concerns resolution for long data records MEM is not in competition with the periodogram.
It is easy to show that the periodogram envelope is smoother than the periodogram. Using the magnitudelphase representation of the analytic spectrum (Ep/gp) and (1) we can arrive to (4).
P(w) = E~(OI).COS$~(~) (4)
This work is supported by a PLANICYT grant. Also it is interesting to check that q(o) is the minimum phase associated to the magnitude (i.e. the spectral envelope +(w)). This reveals that given Ep(w) we can obtain P(o) and viceversa. To prove this last sentence, note that the real part of Ap(s) is always positive and, as a consequence.
its inverse shares the same property. Because Ap(s) and Ap'l (s) have positive real parts we can conclude that both ceros and poles are inside the unit circle and, in conclussion, Ap(s) is a minimum phase function.
In summary, at the expense of further comments, the spectral envelope does not represents any loss of spectral information . The only differences to be expected between using the periodogram or its envelope as starting information in a spectral estimation procedure is the nonlinear character involved in such a procedures.
NON-PARAMETRIC SPECTRAL ENVELOPE ESTIMATION
The periodogram envelope can be derived from the analytic spectrum taking into account that its Fourier inverse is just the causal autocorrelation function, where S is the steering vector defined as Si = exp(jiw) and ro, r 1 , ..., rQ are the first Q estimated autocorrelacion samples. The spectral envelope is derived taking the magnitude of the analytic spectrum.
The main advantage, and this is the difference with the periodogram. is that the spectral envelope is always positive and does not depend on the data or lag window used lo estimate rQ in this respect.
In Figure 1 the reader can see that, in the problem of line spectra, the periodogram envelope provides an smoother behavior than the periodogram and, what is going to be of capital importance in next section, more statistical stability than the periodogram.
Other formulation of interest to derive the periodogram envelope arises from considering the expressions of the periodogram and its Hilbert transform as quadratic forms. 
PARAMETRIC SPECTRAL ENVELOPE ESTIMATION
From the methods reported currently, the only one which provides a variational framework was due to Lagunas et al. 111 proving that MEM as objective with correlation and cepstrum constraints results in an ARMA model for the process under analysis. The algorithm was solved by Musicus [Z] which converted the cepstrum constraints in first order informalion and after using the ideas of Mullis and Roberts 141 for mixed first and second order information the ARMA parameters were obtained.
ARMA models for the analytic spectrum are derived from the z-transform of the causal autocorrelation ra(q).
' 0 As@) = 2 + rq. z-q q= 1 Naming N(z) and B(z) the cero-pole function of the analytic spectrum the expresslon for the spectral envelope and the spectral density follows :
Note that envelope constraints are a nice candidate for variational spectral estimation because differs from the cepstrum in many important aqpects. The envelope obeys to a rational model with the same poles that the actual spectral estimate. Due to the previous comment there is no bandwidth extension as in cepstrum . In using a small set of constraints the statistical stability of the selected ones will provide this behavior to the associated spectral estimate yet preserving the involved high resolution of ARMA estimates from a variational approach. The envelope or the squared envelope is a fourth order function that, used together with the classic second order a.c.f.. represents a steep ahead in spectral estimation techniques.
Using correlation and envelope constraints in variational spectral estimation is done by finding an extremum for g(0) constrained with Q lags of a.c.f. and Q lags 01 function $(.) excluding the cero lag. Thus, using that the envelope is the magnitude of the analytic spectrum the problem could be stated as it is sohwn in (1 1). where & is the upper diagonal matrix of (5).
Then, the envelope constraints evolve to (15), where the asterisc in $(.) denotes that the cero value is unknown because it is the objective. N(l/z)/B(l/z) can be traslated to the sample domain using the autocorrelation constraints. It is worthwhile to note that 8' includes the value which is the objective @e(0). Naming the difference between @(O) (obtained from the periodogram envelope) and as A, it is easy to prove that :
Thus, solving (19) for the minimum eigenvalue will result in the desired solution.
see [4] for details in solving (17) or (19) . Figure 2 shows the comparison between ARMA spectral estimation using correlation and cepstrum constraints (a) and correlation and envelope constraints (b). The superiority of the herein reported approach becomes evident. The reasons for this performance surely are based, without further work, in the statistical stability of the periodogram envelope. As intuitive reasoning it can be said that the Hilbert transform contribution to the envelope in (21) support an enhancement of the signal zones at the expense of reducing the flat noise spectra. Also note that squaring a function tends to reduce and provide better separation between the noise and the signal subspace.
