Code-switching is prevalent among South African speakers, and presents a challenge to automatic speech recognition systems. It is predominantly a spoken phenomenon, and generally does not occur in textual form. Therefore a particularly serious challenge is the extreme lack of training material for language modelling. We investigate the use of word embeddings to synthesise isiZulu-to-English code-switch bigrams with which to augment such sparse language model training data. A variety of word embeddings are trained on a monolingual English web text corpus, and subsequently queried to synthesise code-switch bigrams. Our evaluation is performed on language models trained on a new, although small, English-isiZulu codeswitch corpus compiled from South African soap operas. This data is characterised by fast, spontaneously spoken speech containing frequent code-switching. We show that the augmentation of the training data with code-switched bigrams synthesised in this way leads to a reduction in perplexity.
Introduction
South Africa is a multilingual society and it is very common for speakers to use more than one language within the same sentence or conversation. This phenomenon is known as codeswitching (CS) and is a topic of current research interest in the field of automatic speech recognition (ASR). Almost all ASR systems are optimised for monolingual settings, and the presence of code-switching degrades performance. Currently language modelling across language boundaries is a key challenge in the ASR of code-switched speech. We consider language modelling for an English-isiZulu code-switched speech corpus compiled from broadcast South African soap operas.
Very few speech corpora that include code-switching have been described in the ASR literature. Small corpora have been compiled for English-Spanish [1, 2] , Cantonese-English [3, 4] , Hindi-English [5] and for Sepedi-English [6] . However, the language pair English-Mandarin has received by far the most attention [7] [8] [9] [10] [11] [12] [13] [14] . Approaches to code-switched language modelling include interpolating n-gram language models (LM) trained on monolingual data [13] , n-grams trained on code-switched data [5, 7] , class-based n-grams using additional features [4] , recurrent neural networks [10] , and combinations of approaches [11] . A particularly relevant recent study considered features for factored language models for Mandarin-English code-switched speech using the SEAME corpus [12] .
Word embeddings (WE) encompass a set of techniques to represent words and word contexts in a real-valued multidimensional vector space. WE models have been applied to information retrieval and to word similarity and analogy evaluation. Broadly speaking, two approaches currently exist to obtain such models. The first is based on co-occurrence counts collected as a word-context matrix, followed by dimension reduction through matrix factorisation [15] . The second approach employs neural networks to optimise a training goal, such as maximising a similarity score for vectors representing wordcontext pairs in a corpus [15] [16] [17] . In our application, we query WE models to obtain words that are similar to those occurring in known code-switched bigrams. We show that LM perplexity is improved when LM training data is augmented with synthesised code-switched bigrams generated from word embedding models trained on out-of-domain web text. The process is straightforward and has the advantage of integrating easily into conventional language model training and decoding architectures.
Corpus description
South African soap operas present interesting examples of codeswitching in their deliberate effort to accommodate a languagediverse viewer base. A transcribed corpus of such EnglishisiZulu code-switched speech was recently introduced [18] . In this work we employ a language-balanced subset of this original corpus, which is dominated by English. The development and test sets, which consist exclusively of code-switched utterances, have remained unchanged, however, permitting the direct comparison of results (see Table 1 ). The corpus comprises 1.55 hours monolingual English, 1.55 hours monolingual isiZulu and 2.35 hours English-isiZulu code-switched speech.
In our data, many English words are preceded by a Zulu prefix and these were annotated as code-switching. Although we focus on language modelling, we note that the speech is spontaneous and fast, with speech rates of 18.45 phones per second for isiZulu and 14.61 phones per second for English [18] .
In comparison with the SEAME corpus used in [12] , our corpus is very small (63 vs 5.45 hours). The severe sparsity of our data discourages the use of neural network based approaches, which are subject to specialisation and overfitting. Furthermore, we do not have the luxury of filtering training examples with occurrence thresholds, as was done in [12] . In our case such filtering catastrophically reduces the size of the available dataset, rendering it impractically small. Finally, Mandarin exhibits strongly analytic properties and grammatical inflection hardly ever occurs. In contrast, isiZulu exhibits properties of strongly synthetic languages, where agglutination and grammatical inflection is the norm. Therefore the composition of code-switching we observe in English-isiZulu differs from that observed in Mandarin-English and may require different methods.
Analysis
Our corpus contains 6816 bigrams that span a language switch. Table 2 shows the token counts for these CS bigrams for Zulu to English (ZEBG) and English to Zulu (EZBG). The distribution is fairly even between the training, development and test sets. Table 3 shows the occurrence distribution of ZEBGs. ZEBGs occurring exactly once and exactly twice account for 75% and 11.88%, respectively, of all ZEBGs in the training set. Fewer than 13% occur 3 times or more, and none occur more than 26 times. This highlights the severe sparsity of the data. Inspection of switch pairs in our corpus shows that many consist of a Zulu prefix followed by an English word. The prefix "zulufies" the English term. Consider the two example bigrams, "i-album" and "ukuthi I'm". We will refer to the Zulu prefix 'i-' as a trigger prefix, and the Zulu word 'ukuthi' as a trigger word. Trigger prefixes account for just over half of all ZEBGs (51.11%), and trigger words for just under half (46.70%). The remaining 2.19% are cases in which a Zulu suffix is sandwiched between two English words. An example is 'finalise -anga like', where '-anga', a past tense negative suffix, is linked to the verb 'finalise', but precedes 'like' to form a switch bigram, '-anga like', beginning with the suffix. Table 4 indicates the seven most common Zulu trigger prefixes and words in the training set. Their classification and/or meanings are listed below [19] : i-/ ama-Classes 5 / 6 (singular / plural) noun prefixes uClass 1a (singular) noun prefix ukuthi A conjunction similar to 'that' or 'so that', and also the infinitive of 'to say'. eClasses 4 / 9 (plural / singular) relative concord ngiPersonal subject concord 'I', or personal object concord 'me'. le Classes 4 / 9 (plural / singular) demonstrative pronoun ('this', 'that', 'that over there') Grammatical noun classes, which are typical of Bantu languages, are analogous to grammatical gender found in many Indo-European languages. Each class groups related nouns together. For example, classes 1, 1a, 2 and 2a contain persons, while classes 9 and 10 contain animals. However, many exceptions exist for each class. Foreign words, such as English singular and plural nouns, typically fall in classes 5 and 6 respectively. This explains the high incidence of switches with i-. Ukuthi, however, is often followed by personal pronouns. Although Zulu trigger words make up about 47% of all ZEBGs, the word types are more diverse than the prefixes. The diversity of word types is in part attributed to agglutination. The number of word types grows quite rapidly, even for small data sets, and is also evident in other agglutinative languages [20] . Table 5 indicates trigger prefix types and trigger word types occurring once and twice among training set ZEBGs. We see that 18% of all trigger words occur only once. In contrast, only 4.15% of trigger prefix types occur only once. The subsequent experiments focus on the seven trigger types in Table 4 . 
Experimental setup
Our aim is to predict probable Zulu-to-English bigrams and to use these to augment the sparse training data used for language modelling. We use the word similarities provided by word embeddings to synthesise Zulu-to-English bigrams. Figure 1 : Flow diagram depicting the steps followed in the experimental procedure.
Training word embedding models
The open source tools, hyperwords [15] , are used to train word embedding (WE) models on a monolingual South African English web text corpus consisting of 1 million sentences. The vocabulary of the web text is limited to the English vocabulary of the CS corpus. We use the matrix factorisation based corpus2svd training procedure. This involves the generation of a word-context co-occurrence matrix from the training data, followed by a pointwise mutual information (PMI) step and singular value decomposition (SVD) for dimension reduction. The training parameters optimised on the development set are:
• context window length, and • dimension of output word vectors.
We use the toolkit default values for other training parameters. The output of the WE training is a word vector model, which maps each word type to a real vector in a continuous multidimensional space. Words which tend to occur in similar contexts in the training corpus appear in the vector space to either assemble in loosely structured relational groups, or to be located in particular geometric relationships or areas with respect to each other. For example, words involving a specific topic or words with noun-like relationships may be located in specific areas and be closely located to each other.
In addition to word-word contexts, we explore adding
• nouns, • nouns and verbs (NV), • Brown clusters [21], and • Brown clusters with nouns and verbs (BNV)
as contexts to the co-occurrence matrix. Co-occurrence counts for these additional contexts were optimised on the development set. English noun and verb groups were taken from the LOB corpus [22] .
Querying word embedding models
We use the word embedding vectors to perform queries using cosine similarity. The words used as query arguments are taken from the code-switched (CS) bigram examples in the training set. Consider the two known CS bigrams i-album and amaadvertisers. We use album and advertisers as query arguments to determine "most similar" candidate words for each. Table 6 lists the 10 most similar words for each query word. All but one of these are valid as possible CS bigrams. The CS bigram, ama-ou, is unlikely since ou, an Afrikaans slang term for guy, is a singular noun, but is preceded by a plural prefix. The number of query results generated per query word is optimised on the development set. All query results per trigger type are pooled. It may happen that a word appears multiple times in this pool. For example, the word song may result from query words album, dance and celebration, in each instance with a different similarity score. Methods of score combination and selection are investigated in the following section.
Synthesis of code-switched bigrams
New Zulu-to-English bigrams (ZEBGs) are synthesised by appending the result words to the trigger type of the particular query word, e.g. i-song (see Table 6 ). The similarity scores are used to synthesise pseudocounts for the new ZEBGs. If more than one instance of a word is present in the pool for a trigger type, the similarity scores are combined into a single pseudocount per ZEBG. We compare four combination functions.
• sum: If more than one cosine similarity is present for a result word, take the sum of the similarities as the pseudocount.
• const: Use a constant value of 1 as pseudocount.
• max: If more than one cosine similarity is present for a result word, take the maximum as the pseudocount.
• avg: If more than one cosine similarity is present for a result word, take the average as the pseudocount.
Language model training
We use the SRILM toolkit [23] for language modelling and evaluation. Bigram models were used throughout, with a vocabulary that was closed with respect to the development and test sets. Witten-Bell was found to outperform other discounting methods for our very sparse data. The baseline model is trained on the English-isiZulu CS corpus training set transcriptions. Augmented models are trained on the same data augmented with synthesised ZEBGs. A global scaling factor is applied to the pseudocounts of the synthesised ZEBGs and optimised on the development set. Interpolated versions of the baseline model and the optimum augmented model are trained by interpolating each main model with a secondary monolingual English bigram model (weight 0.1) and a secondary monolingual isiZulu bigram model (weight 0.1). Both secondary models are trained on web text.
Language model evaluation
Word embedding models are trained for a variety of parameter values. From each of these models, several sets of synthesised CS bigrams are generated. Each set is used to augment the language model (LM) training data, and a LM is trained. The LM resulting in the lowest development set perplexity is chosen as the optimum augmented model and is evaluated on the test set. Besides reporting the usual language model perplexities (PP), we define a code-switch perplexity (CSPP). The CSPP is calculated only across Zulu-to-English code-switch boundaries, and therefore specifically indicates the confusability when switching languages.
Results and Discussion
We first consider the effect that the word embedding (WE) context window length, the number of WE dimensions and the pseudocount methods have on the perplexities (PPs). We average the PPs over a number of LMs to obtain reliable relative measures. Therefore the results in Tables 7 and 8 are for relative comparison for each parameter in question, and not for comparison against our baseline. Table 7a ) shows three window lengths with corresponding average PPs calculated across 180 LMs. We see that the context window length has a weak effect on PP. Table 7b) shows results for three choices of dimension. Again, average PPs were calculated over 180 LMs for each dimensionality. Forty dimensions result in the lowest PPs, although this optimum may possibly change for a larger training set. Table 8 compares the four proposed methods of determining pseudocounts. Each perplexity is an average over 135 LMs. The sum method results in the lowest perplexities.
We use the development set optimum values of 3 and 40 for the word embedding context window length and dimension, respectively, in an effort to reduce the hyperparameter search space in the experiments that follow. With these choices, we evaluate the context features used during WE model training. Table 9 displays the perplexities of the baseline and the various augmented and interpolated language models, with best performance on the development set for the various ZEBG synthesis methods. For every synthesis method considered, the augmented LMs are able to improve on the baseline. Note how CSPPs are especially high, considering the 11k vocabulary size. This confirms the high confusability at a language switch. Disregarding the interpolated LMs, the best relative improvement, with respect to the baseline, is afforded by the LM using partsof-speech classes and Brown clusters (BNV+const), and leads to a 7.29% decrease in CSPP for the test set. Interpolation accounts for a 6.9% relative decrease in test set PP when compared with the baseline. A further 5.86% relative improvement in CSPP is achieved when augmenting the interpolated baseline with synthetic ZEBGs, yielding the best result (BNV+const+i).
Most '+sum' LMs slightly outperform their '+const' counterparts on the development set, while the '+const' LMs consistently outperform '+sum' LMs on the test set. This indicates that '+const' models tend to generalise better than '+sum' models, which appear to specialise on the development set. Figure 2 shows how PP changes as the number of queries per query word is varied. We observe the general trend that the PP increases as the number of queries increase. The two 'const' methods give PPs lower than the baseline for query sizes less than 15.
Conclusions and future work
We have shown that word embeddings can be used to successfully synthesise Zulu-to-English code-switch bigrams. Despite the small size of our corpus, which was compiled from South African soap opera speech, we were able to find for each synthesis method an optimum model giving reduced perplexity by including these synthesised bigrams during language model training. By considering the perplexity specifically across the lan- guage switch, we could show that much greater confusability exists at the location of the language change, and that this confusability is reduced by the augmentation with synthesised bigrams. Analysis of our data revealed that code-switches may occur mid-word, when isiZulu prefixes are joined to English words. The analysis of the code-switch examples also indicated some semantic and syntactic regularity, and we show that this can be taken advantage of by including parts-of-speech or automatically-determined word classes in the embedding process. Besides the inclusion of parts-of-speech, the synthesis procedure is language independent and is being extended to other South African languages with code-switching such as English-isiXhosa and English-Setswana in ongoing work.
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