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LYHENTEET JA MÄÄRITELMÄT 
 
ACL (Access Control List) = ACL-listoja käytettään tietoliikenteen filtteröintiin. Niiden avulla voidaan 
estää tai sallia esimerkiksi käyttäjien pääsy tiettyihin palveluihin tai laitteisiin. (CertificationKits 
2017a.) 
ARP (Address Resolution Protocol) = protokolla, jonka avulla selvitetään laitteen IP-osoitetta vastaa-
va MAC-osoite (Froom ja Frahim 2015, 439). 
ASIC = Application-Specific Integrated Circuit 
Broadcast Domain = samassa verkossa olevat laitteet ovat samassa Broadcast Domain:ssa. Jos laite 
lähettää niin sanotun Broadcast-viestin, kaikki samassa verkossa olevat laitteet vastaavat viestiin. 
Jokainen VLAN on Broadcast Domain. (Froom ym. 2015, 3.) 
CAM = Content Addressable Memory 
Cat6 = parikaapeleiden laatuluokitus. Numero ilmaisee kaapelin laadun ja suorituskyvyn. 
DAI = Dynamic ARP Inspection 
Datakeskus = rakennus tai tila, joka on pääasiallisesti tietojenkäsittelylaitteiden ja niitä tukevien 
toimintojen vaatimien laitteiden ja järjestelmien sijoituspaikka (Onninen 2012, 157). 
EoR = End-of-Row 
Equal-Cost Multi-Path (ECMP) = reititystekniikka, joka hyödyntää kuormantasaamista välittämällä 
datapaketteja samaan kohteeseen useaa reittiä pitkin. Tämä parantaa käytössä olevaa kaistanleve-
yttä, koska useat linkit ovat käytössä samanaikaisesti. (Husseman 2015-03-23.) 
FabricPath = Cisco Systemsin kehittämä tekniikka, jolla tietoliikenneverkko voidaan toteuttaa ilman 
Spanning Tree -protokollaa ja täten nopeuttaa verkon toimintaa huomattavasti (Cisco 2010).  
FCoE = Fibre Channel over Ethernet 
FIB = Forwarding Information Base 
Fibre Channel = suurinopeuksinen tietoverkkoteknologia, jolla siirretään dataa tietojenkäsittelylait-
teiden välillä. Käytetään pääasiassa SAN-verkoissa tallennuslaitteiden ja palvelinten välisissä yhteyk-
sissä. (Mitchell 2016-09-16.) 
Hyökkääjä = hyökkääjällä tarkoitetaan tässä työssä rikollista henkilöä, joka liittää organisaation tie-
toverkkoon oman laitteensa ja yrittää sen avulla vaikuttaa tietoverkon toimintaan. 
IP-osoite = numerosarja, jolla yksilöidään IP-verkkoon kytketty laite. IP on Internetin protokolla ja 
esimerkiksi kaikki Internet-liikenne kulkee IP-paketteina. (Wikipedia 2017-05-08.)  
IPSG = IP Source Guard 
Kaistanleveys = puhekielessä kaistanleveydellä tarkoitetaan suurinta teoreettisesti mahdollista tie-
donsiirtonopeutta tai tiedonsiirtokapasiteettia. Kaistanleveys ilmaisee kuinka paljon dataa voidaan 
siirtää tiettyä aikayksikköä kohden, esimerkiksi englanniksi 1 Gbps ja suomeksi 1 Gb/s eli 1 gigabitti 
sekunnissa. 
Konfigurointi = laitteen toiminnan määrittäminen esimerkiksi komentoja kirjoittamalla. 
Kytkentäkapasiteetti (Switching Capacity, Backplane, Throughput, läpisyöttö) = ilmaisee, kuinka pal-
jon dataa kytkin pystyy käsittelemään yhdessä sekunnissa. Ilmoitetaan yleensä yksikössä Gb/s eli 
gigabittiä sekunnissa. (Doherty 2013-02-24.) 
Kytkinpino = kahdesta tai useammasta kytkimestä muodostetaan yksi, virtuaalinen kytkin. 
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L2-kytkin (L2 switch, Layer 2 switch) = OSI-mallin toisella kerroksella toimiva kytkin, suomennetaan 
usein nimellä kakkostason - tai kakkoskerroksen kytkin. L2-kytkin välittää datapaketteja kohdelait-
teiden MAC-osoitteiden perusteella. (Froom ym. 2015, 24 - 26.) 
L3-kytkin (L3 switch, Layer 3 switch, multilayer switch) = kytkin, jolla on toimintoja sekä OSI-mallin 
toiselta että kolmannelta kerrokselta. Käytetään usein nimitystä multilayer-kytkin. L2-kytkimen toi-
mintojen lisäksi L3-kytkin pystyy välittämään datapaketteja reitittimen tapaan IP-osoitteiden perus-
teella. (Froom ym. 2015, 26 - 27.) 
LACP (Link Aggregation Control Protocol) = protokolla, jonka avulla kahdesta tai useammasta linkis-
tä voidaan muodostaa yksi looginen linkki. Muodostettaessa esimerkiksi kahdesta linkistä yksi loogi-
nen linkki, linkin nopeus kaksinkertaistuu. (Froom ym. 2015, 97.) 
LAN (Local Area Network) = lähiverkko, paikallisverkko. 
Load Balancing = kuormantasaus. Datapaketteja reititetään useampaa kuin yhtä reittiä pitkin ja va-
littu reitti määräytyy esimerkiksi sen mukaan, kuinka paljon liikennettä kullakin reitillä on. (Froom 
ym. 2015, 32.) 
MAC (Media Access Control) -osoite = yksilöi jokaisen verkossa olevan laitteen verkkokortin. Se on 
12-merkkinen heksadesimaalinen luku, joka yleensä kirjoitetaan fyysisesti verkkokorttiin laitevalmis-
tajan toimesta. MAC-osoitteesta käytetään myös nimeä fyysinen osoite. (Froom ym. 2015, 4.) 
Moduuli = laitteeseen liitettävä komponentti tai lisäosa, jonka avulla laitteeseen saadaan lisättyä ha-
luttuja ominaisuuksia. 
OM1, OM3 = monimuotokuidut jaetaan eri kategorioihin. Numero ilmaisee kuidun luokan sekä sen 
ominaisuudet että suorituskyvyn (Onninen 2012, 97). 
OSI-malli (Open Systems Interconnection) = viitekehys, joka kuvaa laitteiden välistä tiedonsiirtoa ja 
tiedonsiirtoprotokollien toimintaa seitsenkerroksisena rakenteena. Mallin avulla eri laitevalistajat voi-
vat valmistaa saman toimintaperiaatteen mukaisia, yhteensopivia laitteita. (9tut.com 2011.) 
OSPF (Open Shortest Path First) = avoimiin standardeihin perustuva reititysprotokolla. OSPF on niin 
sanottu linkkitilaprotokolla, se kerää linkkitila-informaatiota ympäröiviltä reitittimiltä ja muodostaa 
niiden avulla topologiakartan koko verkosta. OSPF havaitsee topologiassa tapahtuvat muutokset ja 
reagoi niihin nopeasti. (CertificationKits 2017b.) 
Oversubscription = kytkinten kohdalla oversubscription tarkoittaa sitä, että kytkimeen tulee enem-
män dataa, kuin sitä pystytään välittämään eteenpäin. Oversubscription voi olla myös esimerkiksi 
portti- tai järjestelmäkohtaista. (Cisco 2015-03-12.) 
Palvelin = tietokone, joka tarjoaa palvelinohjelmistojensa välityksellä erilaisia palveluja muille ohjel-
mille, jotka voivat sijaita joko samalla koneella tai eri koneilla (Linux.fi 2015-08-22). 
Palvelinkytkin = kytkin, johon palvelimen tietoliikenneyhteydet on kytketty. 
PoE (Power over Ethernet) = kytkimen portit sisältävät virransyötön, täten siihen kytketyt laitteet ei-
vät tarvitse erillistä virtajohtoa (Froom ym. 2015, 360). 
PRTG (Paessler Router Traffic Grapher) = graafinen verkonvalvontaohjelma (Paessler 2017). 
Pääjakamo = jakamot ovat niin sanottuja solmukohtia, jotka liittävät yhteen kaapeloinnin osajärjes-
telmät. Pääjakamo on tila, josta menee tietoliikenneyhteyksiä alueen tai organisaation kiinteistöihin. 
(Onninen 2012, 53.) 
QFabric = Juniper Networksin kehittämä datakeskuksen virtualisointitekniikka, jossa kaikista data-
keskuksen tietoliikennelaitteista muodostetaan yksi, virtuaalinen kytkin (Juniper Networks 2017-02). 
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Quality of Service (QoS) = toiminnat, joilla tietoliikennettä priorisoidaan esimerkiksi tietotyypin mu-
kaan. QoS:n kuuluu myös esimerkiksi kaistanleveyden jakaminen ja linkin nopeuden määrittäminen. 
(Froom ym. 2015, 25.)  
Redundanttisuus = pyritään välttämään niin sanottua single point of failure -tilaa, jossa yhden lait-
teen tai yhteyden vioittuminen vaarantaa koko järjestelmän toiminnan. Redundanttisuus toteutetaan 
esimerkiksi kahdentamalla laitteita ja laitteiden välisiä kytkentöjä. 
Ristikytkentä = kahden kytkentäpaneelin välinen kytkentä, käytetään kaapelointijärjestelmässä kah-
den osajärjestelmän yhteenliittämiseen (Onninen 2012, 31). 
SAN = Storage Area Network 
SNMP (Simple Network Management Protocol) = verkkolaitteiden hallintaan ja valvontaan käytetty 
protokolla (Froom ym. 2015, 337). 
SSH (Secure Shell, Secure Socket Shell) = suomalaisen Tatu Ylösen kehittämä salattuun tietoliiken-
teeseen tarkoitettu protokolla, jota käytetään esimerkiksi verkkolaitteiden etähallintaan (Linux.fi 
2017-02-09). 
SPB = Shortest Path Bridging 
STP (Spanning Tree Protocol) = protokolla, joka ehkäisee nin sanottujen silmukoiden muodostumi-
sen tietoliikenneverkoissa eli vältetään tilanteet, joissa datapaketit jäävät pyörimään laitteiden välillä 
(Froom ym. 2015, 6 - 7). 
TFTP = Trivial File Transfer Protocol 
Telnet (Terminal Network) = verkkoprotokolla, jonka avulla muodostetaa etäyhteys toiseen laittee-
seen. Laitteiden välinen kommunikaatio on salaamatonta tekstiä, joten SSH-protokolla on korvannut 
Telnet-protokollan käytön lähes täysin. (Study CCNA 2016.) 
ToR = Top-of-Rack 
TRILL = Transparent Interconnection of Lots of Links 
Topologia = tietoliikenneyhteyksien toteutustapa, jaetaan fyysiseen - ja loogiseen topologiaan (On-
ninen 2012, 161). 
Uplink-yhteys = tietoliikennelaitteiden, esimerkiksi kytkinten välinen yhteys. Kytkimissä on yleensä 
erikseen niin sanottuja uplink-portteja, joita on tarkoitus käyttää yhdistettäessä kytkin toisiin kytki-
miin tai tietoliikennelaitteisiin.  
VCS Fabric = Brocaden kehittämä datakeskuksien tietoverkkoihin soveltuva virtualisointitekniikka 
(Brocade 2012). 
VLAN (Virtual Local Area Network) = virtuaalinen lähiverkko. Mahdollistaa lähiverkon segmentoinnin 
useisiin, pienempiin loogisiin alueisiin. (Froom ym. 2015, 6.) 
Välitysnopeus (Forwarding Rate) =ilmaisee, kuinka monta datapakettia kytkin pystyy välittämään 
yhdessä sekunnissa. Ilmoitetaan yleensä yksikössä Mpps eli miljoonaa pakettia sekunnissa. (Doherty 
2013-02-24). 
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1 JOHDANTO 
 
Keväällä 2017 Savonia-ammattikorkeakoulu on pyrkinyt optimoimaan tietoverkkonsa toimintaa uu-
simalla tietoliikennelaitteita ja parantamalla verkon luotettavuutta. Tämän opinnäytetyön aiheena on 
palvelinverkon uudistaminen eli työ liittyy oleellisena osana edellä mainittuun projektiin. 
 
Savonia-AMK:n tietoverkossa on lukuisia palvelimia kytketty joukkoon Cisco Systemsin kytkimiä, jot-
ka vaihtelevat niin iältään kuin suorituskyvyiltäänkin. Nämä kytkimet on tarkoitus korvata uusilla, 
suorituskykyisemmillä kytkimillä. 
 
Tässä opinnäytetyössä on tarkoitus paneutua niihin seikkoihin, jotka vaikuttavat palvelinkytkinten 
uusimiseen. Teoriaosuudessa käsitellään modernin tietoverkon rakennetta ja tietoverkon ominai-
suuksiin liittyviä vaatimuksia, palvelintilojen topologioita, kytkinten ominaisuuksia sekä niille asetet-
tuja vaatimuksia palvelinympäristössä. Käytännön työssä tutustutaan Savonia-AMK:n palvelintiloihin 
ja kartoitetaan tarvittavien tietoliikenneyhteyksien lukumäärä, suunnitellaan uusien kytkinten sijoit-
taminen sekä vertaillaan eri laitevalmistajien kytkimiä ja tiettyjen ominaisuuksien sekä käytössä ole-
van budjetin perusteella tehdään laitehankintapäätös. Uudet kytkimet konfiguroidaan ja niitä testa-
taan suljetussa verkossa. Lopuksi laitteet kytketään palvelimiin ja otetaan käyttöön koulun verkossa. 
 
Opinnäytetyön tavoitteena on uusia Savonia-AMK:n käytössä olevat palvelinkytkimet uusilla, suori-
tuskykyisemmillä kytkimillä sekä toteuttaa palvelinten ja kytkinten väliset tietoliikenneyhteydet niin, 
että ne täyttävät moderneille tietoliikenneverkoille asetettavat vaatimukset. Mikäli kytkimet korva-
taan toisen laitavalmistajan laitteilla, saa Savonia-AMK samalla tietoa niiden toiminnasta ja konfigu-
roinnista. 
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2 TIETOLIIKENNEVERKON HIERARKKINEN MALLI 
 
Laitevalmistajasta riippumatta modernin tietoliikenneverkon rakenteeksi suositellaan niin sanottua 
kolmikerroksista hierarkkista mallia, joka on esitetty kuvassa 1. Hierarkkisessa mallissa kullakin ker-
roksella (Access, Distribution ja Core) tietoliikennelaitteilla on omat tehtävänsä ja siten myös omat 
laitevaatimuksensa. Malli selkeyttää huomattavasti verkon suunnittelua, laitehankintojen tekoa ja 
laitteiden konfigurointia. 
 
Pienemmissä ympäristöissä, joissa verkkoon liitettäviä laitteita ei ole kuin esimerkiksi 10 kpl, voidaan 
tietoliikenneverkko toteuttaa niin sanotun Flat Network -mallin mukaisesti (kuva 1). Tässä yksiker-
roksisessa mallissa kaikki päätelaitteet on kytketty kytkimiin, jotka toimivat Open Systems Intercon-
nection (OSI)-mallin kakkoskerroksessa (Layer 2). Kaikki verkon laitteet ovat täten samassa broad-
cast domainissa, mikä tarkoittaa verkon kaistanleveyden jakamista kaikkien laitteiden kesken. Mitä 
enemmän laitteita on käytössä, sitä heikommaksi verkon toiminta muuttuu. Lisäksi pienetkin mah-
dolliset verkko-ongelmat voivat olla katastrofaalisia, koska kaikki laitteet ovat samassa verkossa. 
(Froom ja Frahim 2015, 10.)  
 
Hierarkkisessa mallissa tietoverkko jaetaan Virtual Local Area Network (VLAN) -teknologian avulla 
pienempiin, virtuaalisiin segmentteihin, mikä mahdollistaa tietoliikenneverkon sujuvan toiminnan tu-
hansiakin laitteita sisältävissä ympäristöissä. Kukin VLAN on eräänlainen oma eristetty kokonaisuu-
tensa tietoliikenneverkon sisällä. Esimerkiksi yhdessä VLAN:ssa tapahtuvat häiriöt vaikuttavat vain 
kyseisen VLAN:n sisällä, eivätkä häiriöt vaikuta muun verkon toimintaan. VLAN:ien ansiosta kaikki 
laitteet eivät ole yhdessä ja samassa verkossa, joten verkon kaistanleveyttä ei jaeta kaikkien laittei-
den kesken. Lisäksi, samassa VLAN:ssa olevien laitteiden välinen kommunikointi ei leviä oman 
VLAN:n ulkopuolelle, haitaten muun verkon toimintaa (Cisco Networking Academy 2014-05-09). 
 
 
KUVA 1. Tietoliikenneverkon yksikerroksinen - ja kolmikerroksinen hierarkkinen malli (Froom ym. 
2015, 10.) 
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2.1 Access Layer 
 
Access Layer suomennetaan joskus nimellä liityntäkerros ja nimi kuvastaakin hyvin tämän kerroksen 
toimintaperiaatetta. Liityntäkerroksessa päätelaitteet, kuten työasemat, verkkotulostimet ja langat-
tomat tukiasemat liitetään kytkimillä osaksi organisaation lähiverkkoa. (Froom ym. 2015, 11 - 12.)  
 
2.1.1 Access Layer -kytkimet 
 
Liityntäkerroksessa on perinteisesti käytetty OSI-mallin toisella kerroksella toimivia L2-kytkimiä. Ny-
kyään on kuitenkin varsin tavallista, että liityntäkerroksessa käytetään L3-kytkimiä tai kytkimiä, jois-
sa on joitakin L3-kytkimen ominaisuuksia, kuten esimerkiksi rajallisia reititysominaisuuksia. Tämä sii-
täkin huolimatta, että kytkimiin ei konfiguroida mitään Layer 3 -toimintoja. Näin toimitaan, jotta lii-
tyntäkerrokseen saadaan lisää suorituskykyä ja tarvittaessa myös lisää monipuolisuutta. 
 
L2-kytkimet välittävät tietoverkossa liikkuvia datapaketteja niiden osoitetiedoissa olevien kohdelait-
teiden MAC-osoitteiden perusteella (Froom ym. 2015, 24). Tämä operaatio suoritetaan kytkimien 
käyttämän CAM-taulun avulla. Kun kytkimen porttiin saapuu datapaketti, kytkin lukee datapaketin 
osoitetiedoista kohdelaitteen MAC-osoitteen ja katsoo CAM-taulustaan, mistä portista datapaketti on 
lähetettävä eteenpäin. L2-kytkimen toimintaperiaate on esitetty kuvassa 2. 
 
KUVA 2. L2-kytkimen toimintaperiaate (Froom ym. 2015, 25.) 
 
Kuvan 2 tapauksessa kytkimeen tulee datapaketti, jonka osoitetiedoista luetaan kohdelaitteen MAC-
osoite: 0000.0000.5555. Kytkin katsoo CAM-taulustaan, mikä portti on kytketty laitteeseen, jonka 
MAC-osoite on 0000.0000.5555. Datapaketti lähetetään siis ulos portista 5. Jos CAM-taulusta ei löy-
dy kohdelaitteen MAC-osoitetta, kytkin lähettää datapaketin niin sanottuna broadcast-viestinä ulos 
jokaisesta samaan VLAN:iin kuuluvasta portista, paitsi siitä, mistä paketti tuli kytkimeen (Froom ym. 
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2015, 24). Broadcast-viestiin vastaa jokainen samassa VLAN:ssa oleva laite, joten takaisin tulevista 
vastauksista kytkin näkee kunkin laitteen MAC-osoitteen ja tallentaa sen CAM-tauluunsa. Näin kytkin 
täyttää CAM-tauluaan ja oppii, minkä portin takaa löytyy mikäkin MAC-osoite. 
 
Nykyään liityntäkytkimien porttien nopeus on lähes poikkeuksetta 1 Gb/s. Yrityskäytössä, erityisesti 
kampusympäristössä, liityntäkytkimistä käytetään yleensä malleja, joissa porttien lukumäärä on joko 
24 tai 48. Kytkimen suorituskyvystä puhuttaessa laitevalmistajat ottavat yleensä esille kaksi ominai-
suutta: kytkentäkapasiteetin (switching capacity/throughput/backplane) ja välitysnopeuden (forwar-
ding rate). Suorituskykyisessä liityntäkeroksen kytkimessä kytkentäkapasiteetti on yleensä n. 200 
Gb/s ja välitysnopeus yli 100 Mpps (Techpillar 2016a). Kytkinten ostopäätökseen vaikuttaa toki 
muutkin tekijät, mutta edellä mainitut kaksi ominaisuutta laitevalmistajat mainitsevat ensimmäisenä. 
Laitteiden ostopäätökseen vaikuttavia tekijöitä käsitellään tarkemmin luvussa 6. 
 
Kuvassa 3 on esitetty tyypillinen liityntäkerroksen kytkin, Cisco Catalyst 2960X-48FPS-L, joka tarjoaa 
48 kupariportin lisäksi mm. PoE-ominaisuudet ja 4 valokuituporttia kytkinten välisiä uplink-yhteyksiä 
varten.  
 
 
KUVA 3. Tyypillinen liityntäkerroksen kytkin, Cisco Catalyst 2960X-48FPS-L (Cisco 2013-05-24.) 
 
2.1.2 Access Layerin toiminnalle asetetut vaatimukset 
 
Teknologian kehittyessä Access Layer -laitteilta vaaditaan aina vain enemmän ja enemmän moni-
puolisuutta. Työasemien lisäksi organisaation verkkoon on liitettävä tulostimia, langattomia teknolo-
gioita, valvontakameroita, mittalaitteita, jne. Keskeisimmät Access Layerille asetetut vaatimukset 
ovat korkea saatavuus (High Availability, HA), konvergenssi (Convergence) ja turvallisuus (Security). 
(Froom ym. 2015, 12 - 13.)  
 
Hyvin toteutetussa Access Layerissa korkea saatavuus toteutetaan siten, että jokainen kytkin on 
kytketty kahteen Distribution Layer -kytkimeen (Froom ym. 2015, 12). Tästä kytkentöjen kahden-
nuksesta käytetään termiä redundanttisuus ja se on esitetty kuvassa 4.  
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KUVA 4. Access Layer ja korkea saatavuus (Froom ym. 2015, 12.) 
 
Redundanttisuudella pyritään siihen, että laiteyhteydet ja laitteiden tarjoamat palvelut olisivat aina 
saatavilla. Yksittäisissä kaapeli- tai laitevioissa päätelaitteiden toimintaan ei tulisi näin ollen mitään 
katkoksia. 
 
Konvergenssi tarkoittaa tässä yhteydessä eräänlaista yhteensulautumista. Oleellinen tekijä konver-
genssin saavuttamisessa on PoE-tekniikka. PoE-tekniikan ansiosta valvontakameroiden ja langatto-
mien tukiasemien kaltaiset laitteet voidaan sijoittaa strategisiin paikkoihin, välittämättä virtapistok-
keiden sijainneista ja saatavuudesta. (Froom ym. 2015, 13.) 
 
Turvallisuudella tarkoitetaan liityntäkytkimiin konfiguroitavia tietoturvallisuustoimintoja. Näistä tyypil-
lisimpiä ovat toiminnot, joilla tarkistetaan laitteen tai käyttäjän oikeellisuus: 
- Port Security: määritetään päätelaitteen MAC-osoitteen perusteella, että vain kyseisellä laitteella 
on oikeus käyttää tiettyä kytkimen porttia. 
- Quality of Service (QoS): dataliikenne voidaan priorisoida tietotyypin mukaan, esimerkiksi ääni-
tiedostoille annetaan suurempi prioriteetti, jolloin kytkin välittää ne ensin. 
- DHCP snooping: voidaan määritellä, mitkä portit vastaavat DHCP-viesteihin, estäen mahdollisen 
hyökkääjän vale-DHCP -palvelinta antamasta päätelaitteille väärää informaatiota (Froom ym. 
2015, 432). 
- Dynamic ARP Inspection (DAI): DAI:n avulla määritetään, mitkä kytkimen portit vastaavat ARP-
kyselyihin ja mitkä eivät, estäen hyökkääjän mahdollista laitetta antamasta samassa VLAN:ssa 
oleville päätelaitteille väärää informaatiota (Froom ym. 2015, 439 - 440). 
- IP Source Guard (IPSG): IPSG muodostaa laitteiden IP- ja MAC-osoitteista niin sanottuja luotet-
tuja pareja. Jos kytkimeen tulee dataa laitteesta, jonka osoitetiedot eivät vastaa minkään luote-
tun parin osoitetietoja, datapaketit pudotetaan. (Froom ym. 2015, 436.) 
 
Edellä mainituista tietoturvakäytännöistä DHCP snooping, DAI ja IPSG toteutetaan kuvan 5 mukai-
sesti. Päätelaitteisiin kytketyt portit määritetään arvolla untrusted ja kytkinten väliseen liikennöintiin 
käytetyt portit arvolla trusted. Eli kytkinten väliseen liikennöintiin luotetaan eikä datapaketteja tarkis-
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teta mahdollisten hyökkäysten varalta, mutta päätelaitteisiin kytketyt portit suojataan useita erilaisia 
hyökkäyksiä vastaan. 
 
KUVA 5. Access Layer ja tietoturvakäytännöt (Froom ym. 2015, 441.) 
 
2.2 Distribution Layer 
 
Distribution Layer kokoaa yhteen Access Layer -kytkimistä tulevan informaation ja toimii yhdistävänä 
linkkinä Access Layerin ja Core Layerin välillä (kuva 1). Kerroksesta käytetäänkin usein myös nimeä 
Aggregation Layer (Aggregate = yhdistää, koota yhteen). Tavoitteena on kaapeloinnin vähentämi-
nen ja verkon hallinta, kooten yhteen Access Layer -kytkinten uplink-yhteydet ja muodostaen niistä 
paljon nopeampia linkkejä (Snyder 2013-10-07). Suomenkielisissä teksteissä Distribution Layerista 
käytetään joskus nimeä jakelukerros. 
 
Access - ja Core Layerilla on selkeät tehtävänsä. Access Layerilla päätelaitteet yhdistetään organi-
saation sisäverkkoon ja Core Layer on pyhitetty mahdollisimman nopeaan datapakettien välitykseen 
ja liikenteen reititykseen ilman mitään ylimääräistä toimintaa. Distribution Layer puolestaan palvelee 
monia eri tarkoituksia ja sen toiminta vaihtelee tarpeiden mukaan. (Froom ym. 2015, 12 - 13.) 
 
2.2.1 Distribution Layerin toiminnalle asetetut vaatimukset 
 
Distribution Layer toimii Access - ja Core Layerin välisenä palvelujen ja hallinnan rajapintana. Korkea 
saatavuus, nopea reitin korjaus, kuormantasaus (Load Balancing) ja QoS ovat toimintoja, joita kan-
nattaa harkita Distribution Layerilla suoritettavaksi. Yleensä korkea saatavuus toteutetaan redun-
danttisilla Layer 3 -linkeillä Core Layer -kytkimille ja Layer 2 -linkeillä Access Layer -kytkimille. Core 
Layer -kytkimille meneviin redundanttisiin linkkeihin voidaan konfiguroida kuormantasaus, jolloin 
molempien linkkien liikennettä voidaan jakaa ja priorisoida haluamillaan tavoilla. (Froom ym. 2015, 
13.) 
 
Koska VLAN:it ovat eräänlaisia erillisiä kokonaisuuksia, eivät eri VLAN:eissa olevat laitteet pysty 
kommunikoimaan keskenään. Eri VLAN:eissa olevien laitteiden väliseen kommunikointiin tarvitaan 
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L3-laite, joka reitittää VLAN:eja. Tämä VLAN:ien välinen reititys toteutetaan yleensä Distribution 
Layerissa. Distribution Layer toimii muillakin tavoin eräänlaisena reititystoiminnan rajapintana. Core 
Layer -suuntaan käytetään Layer 3 -linkkejä ja dynaamista reititystä, kuten esimerkiksi Open Shor-
test Path First (OSPF) -protokollaa, mutta Access Layerin suuntaan toimitaan Layer 2 -tasolla ja käy-
tössä ovat tekniikat kuten VLAN ja Spanning Tree Protocol (STP). (Froom ym. 2015, 14, 42.) 
 
Distribution Layerissa kontrolloidaan, miten ja millaista liikennettä organisaation tietoverkossa liik-
kuu. Tästä toiminnasta käytetään nimeä Policy-Baced Connectivity. Liikennettä voidaan kontrolloida 
datapaketin osoitetietojen ja tietotyypin perusteella. Esimerkiksi eri tietotyypeille (ääni, video, teksti) 
voidaan antaa erilaisia prioriteettiarvoja ja tietotyypin perusteella liikennettä voidaan ohjata eri reit-
tejä pitkin eteenpäin. Tyypillistä on myös liikenteen filtteröinti ACL-listojen avulla eli datapaketteja 
välitetään eteenpäin vain, jos niiden osoite- ja tyyppitiedot vastaavat kytkimeen asetettuja määrityk-
siä. (Froom ym. 2015, 14.)   
 
2.2.2 Distribution Layer -kytkimet 
 
Multilayer-kytkimet suorittavat datapakettien välitystä L2-kytkinten tapaan, mutta ne tekevät lisäksi 
välityspäätöksiä, jotka perustuvat Layer 3 - ja Layer 4 -informaatioon. Multilayer-kytkimet yhdistävät 
kytkimen ja reitittimen ominaisuuksia sekä sisältävät datapakettien sujuvaan välitykseen liittyvän vä-
limuistin (Froom ym. 2015, 26).  
 
Datapaketteja välittäessä multilayer-kytkin katsoo ylläpitämäänsä CAM-taulua aivan kuten L2-
kytkimetkin (luku 2.1.1), mutta samanaikaisesti se katsoo myös reititykseen liittyvää informaatiota 
niin sanotusta FIB-taulusta. Reititys-informaation lisäksi FIB-taulu sisältää myös MAC-osoitteiden 
uudelleenkirjoitus-informaation, jota tarvitaan, kun datapaketit kulkevat tietoliikennelaitteelta toisel-
le. (Froom ym. 2015, 26 - 27). Multilayer-kytkimen toiminta on esitetty kuvassa 6.   
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KUVA 6. Multilayer-kytkimen toiminta (Froom ym. 2015, 27.) 
 
Distribution Layer -kytkimiltä vaaditaan luotettavuutta, monipuolisuutta ja suorituskykyä. Niille on 
tyypillistä niin sanottu modulaarinen rakenne, eli kytkimiin voidaan halutessa ostaa redundanttisia 
virtalähteitä ja tuulettimia sekä erilaisia portteja sisältäviä moduuleja. Monia malleja on myös saata-
vana sekä kupari- että valokuituporttisina. Modulaarisuuden lisäksi Distribution Layer -kytkimiltä 
vaaditaan myös katkeamatonta palvelua, kuten esimerkiksi ohjelmistopäivityksiä ilman boottauksia 
ja niin sanottua hot swap -ominaisuutta eli voidaan vaihtaa virtalähteen ja tuulettimen kaltaisia 
komponentteja laitteen ollessa käytössä. (Snyder 2013-10-07; Froom ym. 2015, 23.) 
 
Distribution Layer -kytkimillä on myös tiukat vaatimukset suorituskyvyn suhteen. Korkean kytkentä-
kapasiteetin ja välitysnopeuden lisäksi vaaditaan mahdollisimman pientä viivettä kytkimen toimin-
nassa ja suurta MAC-taulun kokoa. Distribution Layer -kytkimiin kerätään jopa tuhansien käyttäjien 
liikennettä, joten tämä on ymmärrettävää. (Snyder 2013-10-07.) 
 
Distribution Layerin moninaisuutta kuvaa se, että tyypillistä Distribution Layer -kytkintä on varsin 
mahdotonta nimetä. Saatavilla on modulaarisia niin sanottuja kotelopohjaisia kytkimiä, joihin oste-
taan erikseen kotelo ja siihen liitettävät moduulit, virtalähteet ja tuulettimet. Näin kytkimestä saa-
daan räätälöityä juuri omiin tarpeisiin sopiva laite. Vaihtoehtona kotelopohjaisille kytkimille on kyt-
kinten pinoaminen. Eri laitevalmistajilla on toteutukselle omat nimensä ja teknologiansa, mutta idea 
on kuitenkin sama: yksittäisiä kytkimiä liitetään yhteen ja muodostetaan niistä yksi virtuaalinen kyt-
kin, niin sanottu kytkinpino. Kytkinpino toimii yksittäisen kytkimen tavoin, eli se tarvitsee vain yhden 
IP-osoitteen ja sitä hallinnoidaan yhden kytkimen, niin sanotun master-kytkimen kautta. Kytkin-
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pinojen käyttö yksittäisten kytkinten sijaan helpottaa verkon hallinnointia ja tekee verkon rakentees-
ta yksinkertaisemman. Jos esimerkiksi neljästä kytkimestä muodostetaan kytkinpino, tarvitaan vain 
yksi IP-osoite neljän sijaan eikä tarvitse miettiä neljän kytkimen välisiä yhteyksiä, redundanttisista 
yhteyksistä puhumattakaan. Työskentelykin nopeutuu, kun tarvitsee konfiguroida vain yhtä kytkintä. 
Kytkinpinoille on tyypillistä myös se, että niitä voidaan muodostaa useista eri laitemalleista. Näin 
kytkinpinoon saadaan sisällytettyä haluttuja ominaisuuksia. Kuvassa 7 on esitetty Ciscon kotelopoh-
jainen kytkin Catalyst 4507R-E ja Juniperin EX3300-kytkimistä muodostettu kytkinpino. (Branden-
burg 2011-04-04.) 
 
 
KUVA 7. Kotelopohjainen kytkin ja yksittäisistä kytkimistä muodostettu kytkinpino (Cisco 2007-11-
05; Juniper 2016.) 
 
2.3 Core Layer 
 
Vaikka Core Layer on verkon toiminnan kannalta kaikkein kriittisin kerros, se voi toiminnaltaan olla 
myös kaikkein yksinkertaisin. Distribution Layer hoitaa liikenteen filtteröinnin, QoS-käytännöt ja 
kaikki monimutkaiset toiminnot, joten Core Layer pyritään pitämään mahdollisimman yksinkertaisena 
ja keskitytään siihen, että datapaketteja välitetään mahdollisimman nopeasti. Core Layerista käyte-
tään myös nimeä Backbone ja suomenkielisissä teksteissä joskus nimiä ydinkerros tai runkokerros. 
(Froom ym. 2015, 12 - 15.)  
 
2.3.1 Core Layerin toiminnalle asetetut vaatimukset 
 
Koska Core Layer on yhteyksien toimivuuden kannalta kriittinen osa tietoverkkoa, on sen sisällettävä 
korkean tason redundanttisuutta ja sen on sopeuduttava muutoksiin erittäin nopeasti. Sen on lisäksi 
oltava skaalautuva mahdollisen laajentumisen varalta ja sen on toivuttava ongelmatilanteista mah-
dollisimman nopeasti. Distribution Layerin monipuolisen toiminnan ansiosta Core Layer tarjoaa vain 
rajallisen määrän palveluja ja se on suunniteltu niin, että sen käytettävyysaika olisi 100 %. (Froom 
ym. 2015, 12, 15.) 
 
100 %:n käytettävyysaikaan pyrittäessä redundanttisuus on keskeisessä asemassa. Redundanttisten 
yhteyksien lisäksi myös kaikkia komponentteja on oltava enemmän kuin yksi kappale. Minkä tahansa 
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laitteen tai komponentin hajotessa, varalla olevan komponentin on automaattisesti alettava toimi-
maan lähes välittömästi, ettei tietoliikenteeseen tulisi minkäänlaista katkosta. Suunnittelun näkökul-
masta myös laitteiston ja ohjelmiston vaihdot tai päivitykset olisi pystyttävä toteuttamaan niin, ettei 
verkon toimintaan tule mitään häiriöitä. Core Layerin rakenne pyritään toteuttamaan siten, ettei sii-
hen tule yhtään käyttäjä- tai palvelinyhteyttä. (Froom ym. 2015, 15.) 
 
2.3.2 Core Layer -kytkimet 
 
Core Layer -kytkimille on yhteistä täysin modulaarinen, kotelopohjainen rakenne. Valmiin kokonai-
suuden sijaan ostetaan erikseen kotelo ja siihen yksitellen vain sellaiset komponentit ja moduulit, 
joita tarvitaan (Froom ym. 2015, 23). Tämä mahdollistaa laitteiden kustomoinnin, joten esimerkiksi 
laitteen redundanttisuusasteen voi määrittää itse.  
 
Erittäin korkeiden vaatimusten takia (luku 2.3.1) Core Layer -kytkimet ovat todella kalliita. Pelkkä 
kotelo voi maksaa yli 10 000 € ja redundanttisilla moduuleilla ja virtalähteillä varustettu todella suo-
rituskykyinen kokonaisuus voi maksaa yli 100 000 € (Dustin 2017a; Dustin 2017b). Toki tällaisten 
kytkinten ominaisuudetkin ovat huippuluokkaa. Redundanttisten komponenttien ja toimintojen lisäksi 
kampusympäristöön tarkoitetun Core Layer -kytkimen kytkentäkapasiteetti voi olla jopa 25 Tbps ja 
välitysnopeus 10 Bpps (Techpillar 2016b). Kuvassa 8 on esitetty Ciscon kampusympäristöön tarkoi-
tettu Core Layer -kytkin Catalyst 6807-XL ja kolme erilaista siihen saatavilla olevaa kytkinmoduulia.  
  
 
KUVA 8. Ciscon kampusympäristöön tarkoitettu Core Layer -kytkin Catalyst 6807-XL ja erilaisia kyt-
kinmoduuleja (3g Network Solutions 2017; Router-Switch.com 2017a; Router-Switch.com 2017b; 
Tech Deals Factory 2017.) 
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2.4 Collapsed Core -malli 
 
Hierarkkinen kolmikerroksinen malli on tarkoitettu suuria kampus- tai yritysympäristöjä varten. Mikäli 
laitteita ei ole paljon, kolmikerroksista mallia paremmin sopii niin sanottu collapsed core -malli, jossa 
Distribution Layer ja Core Layer on sulautettu samaan kerrokseen (kuva 9). Tästä mallista käytetään 
myös nimeä kaksikerroksinen (two-tier) malli. (Cisco Networking Academy 2014-05-09.) 
 
 
KUVA 9. Collapsed Core -malli (Network Computing 2016-08-23.) 
 
Kaksikerroksisella mallilla saadaan kustannuksia pienemmäksi säilyttäen kuitenkin samalla suurin osa 
kolmikerroksisen mallin eduista. Kaksikerroksisessa mallissa Collapsed Core -kerroksen laitteet ovat 
kovan kuorman alaisina, sillä nopean datapakettien välityksen lisäksi niiden on suoriuduttava mm. 
liikenteen reitittämisestä, filtteröinnistä sekä erilaisten palveluiden toimittamisesta. Kaksikerroksista 
mallia käytetään erityisesti silloin, kun tiedetään, ettei verkon koko kasva merkittävästi tulevaisuu-
dessa. Tämä johtuu siitä, että kaksikerroksinen malli ei skaalaudu hyvin. Kun laitemäärä kasvaa, on 
yhteyksiä vaikea hallita ja toteuttaa redundanttisesti (Cisco Networking Academy 2014-05-09; Froom 
ym. 2015, 20 - 21.) Kuvassa 10 nähdään selkeästi, ettei kaksikerroksinen malli sovellu suuren kam-
pusympäristön tarpeisiin. Verkon kasvaessa redundanttisten yhteyksien muodostaminen hankaloituu 
kohtuuttomasti. 
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KUVA 10. Collapsed Core -mallin sopimattomuus suurten tietoverkkojen toteutukseen (Froom ym. 
2015, 20.) 
 
2.5 Hierarkkisen mallin edut ja haitat 
 
Kolmikerroksinen hierarkkinen malli on nimenomaan suunnittelutyökalu. Se mahdollistaa luotettavi-
en, skaalautuvien ja kustannustehokkaiden tietoverkkojen suunnittelun. Yhden suuren kokonaisuu-
den sijaan käsitellään pienempiä ja helpommin hallittavia kokonaisuuksia, eli kerroksia. Tietoverkko 
on helpompi suunnitella, kun se jaetaan kerroksiin laitteiden käyttötarkoituksen mukaan. Tämä hel-
pottaa huomattavasti myös laitehankintojen suunnittelua. Tavoitteena on välttää tilanteet, joissa os-
tetaan käyttötarkoitukseen liian kalliit ja monimutkaiset laitteet. Pahimmassa tapauksessa ostetaan 
laitteita, joita ei voida ottaa verkossa käyttöön lainkaan esimerkiksi sopimattomien uplink-porttien 
nopeuksien takia. (Cisco Networking Academy 2014-05-09; EdrawSoft 2017) 
 
Kerroksittaisen rakenteen avulla tietoverkon eri osa-alueiden suunnittelu ja ymmärtäminen on hel-
pompaa. Tämä vähentää mittavan koulutuksen tarvetta ja nopeuttaa suunnitelmien käyttöönottoa. 
Ongelmatilanteissa vikojen löytyminen helpottuu, kun verkon ylläpitäjät tietävät tarkasti, mitä toi-
mintoja mikin kerros sisältää. (EdrawSoft 2017)   
 
Hierarkkisen mallin takia saatetaan kuitenkin pienissä ja yksinkertaisissa ympäristöissä päätyä yliam-
puviin ratkaisuihin eli yritetään väkisin käyttää kerroksellista, redundanttista toteutusta, jolloin kus-
tannukset nousevat tarpeettoman suuriksi. 
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3 HIERARKKINEN MALLI DATAKESKUKSISSA 
 
3.1 Tietoliikenneverkon toteutus datakeskuksissa 
 
Myös suurissa datakeskuksissa tietoliikenneverkko toteutetaan kolmikerroksisen hierarkkisen mallin 
mukaan. Kerroksistakin käytetään samoja nimiä: Access -, Distribution/Aggregation - ja Core Layer. 
Datakeskukset vaativat kuitenkin tarkempaa suunnittelua, sillä vaatimukset ovat tiukempia: kaistan-
leveyden on oltava suurempi, saatavuuden ja luotettavuuden on oltava mahdollisimman korkeat ja 
viiveen on oltava mahdollisimman pieni. (Snyder 2013-10-07.) 
 
Savonia-AMK:n Opistotien kampuksen palvelintiloissa tietoliikenneverkko on toteutettu ilman Distri-
bution - ja Core-kerroksia. Palvelimet on kytketty Access Layer -kytkimiin, jotka puolestaan on kyt-
ketty kampusverkon Core Layer -kytkimiin (kuva 11). Kuvan 11 palvelintilojen Access Layer -
kytkimet eli palvelinkytkimet ovat niitä kytkimiä, joita tässä työssä on tarkoitus vaihtaa uudempiin ja 
suorituskykyisempiin malleihin. Kuvaan 11 ei ole merkitty reitittimiä, palomuureja tai muita aktiivi-
laitteita, eli se kuvastaa kampuksen kytkinverkon rakennetta.  
 
 
KUVA 11. Savonia-AMK:n Opistotien kampuksen tietoliikenneverkon rakenne 
 
Monissa datakeskuksissa, myös suurten kampusten palvelintiloissa, tietoliikenneverkko toteutetaan 
kaksikerroksisella, Collapsed Core -mallilla. Tällöin saavutetaan suurin mahdollinen suorituskyky da-
takeskuksen kytkinten välisen kommunikoinnin suhteen (Snyder 2013-10-07). Tyypillinen suuren 
kampuksen tietoliikenneverkon toteutus on esitetty kuvassa 12. 
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KUVA 12. Suuren kampuksen tietoliikenneverkon rakenne (Froom ym. 2015, 16.) 
 
Datakeskusympäristöihin on kehitetty myös erilaisia ratkaisuja todella korkeiden vaatimusten saavut-
tamiseksi. Yksi yleisimmistä ratkaisuista kaistanleveyden maksimaaliseen hyödyntämiseen on niin 
sanottu Leaf-Spine -arkkitehtuuri, jossa datakeskuksen verkko jaetaan kahteen kerrkokseen: Leaf- ja 
Spine-kerrokseen. Leaf-kerroksessa sijaitsevat Access-kytkimet, joihin palvelimet, palomuurit ja eri-
laiset aktiivilaitteet on kytketty. Spine-kerroksessa sijaitsevat reitityksestä vastaavat kytkimet ja se 
muodostaa verkon selkärangan, aivan kuten Core Layer hierarkkisessa mallissa. Leaf-Spine -mallissa 
kytkimet muodostavat kennon (fabric), jossa jokainen Leaf-kytkin on kytketty jokaiseen Spine-
kytkimeen ja päinvastoin (kuva 13). (Husseman 2015-03-25.) 
 
 
KUVA 13. Leaf-Spine -verkon rakenne (Husseman 2015-03-25.) 
 
Leaf-Spine -verkossa kaikki kytkinten portit välittävät liikennettä eli STP-protokollasta tuttua tiettyjen 
porttien sulkemista (blocking) ei ole käytössä. Tämä mahdollistaa kaistanleveyden maksimaalisen 
hyödyntämisen, pullonkaulojen ehkäisemisen ja viiveen minimoinnin. Mikäli kytkinten välinen liiken-
nöinti halutaan toteuttaa Layer 3 -liikenteenä, käytetään Equal-Cost Multi-Path (ECMP) -reititystä. 
Tämä mahdollistaa sen, että kaikki yhteydet ovat yhtä aikaa aktiivisia ja verkko toimii vakaasti ilman 
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silmukoiden muodostumista. Käytettäessä Layer 2 -liikennettä, täytyy STP-protokolla korvata jollain 
toisella tekniikalla, esimerkiksi Transparent Interconnection of Lots of Linksilla (TRILL) tai Shortest 
Path Bridgingilla (SPB). Molemmat edellä mainitut tekniikat oppivat kaikkien verkon laitteiden sijain-
nit ja laskevat optimaalisimmat reitit laitteisiin käyttäen Shortest Path First -algoritmia. Eri laiteval-
mistajilla on omat sovelluksensa edellä mainituille tekniikoille, esimerkiksi Ciscon FabricPath ja Bro-
caden VCS fabric perustuvat TRILL-standardiin ja Avayan Virtual Enterprise Network Architecture -
tekniikka perustuu SPB-tekniikkaan. STP-protokollasta luopuminen tekee ympäristöstä yleisesti otta-
en paljon vakaamman ja tehokkaamman. (Banks 2013-11-04; Husseman 2015-03-25; West 2013-
10-01.) 
 
Eri laitevalmistajilla on myös omia virtualisointitekniikoita, joilla päästään esimerkiksi verkon kerrok-
sellisesta rakenteesta eroon muodostamalla datakeskuksen kytkimistä virtuaalisia alueita. Esimerkik-
si Juniperin QFabric-tekniikka muodostaa datakeskuksen kaikista tietoliikennelaitteista yhden virtu-
aalisen kytkimen. Näin ollen verkon suorituskyky kasvaa, viive pienenee ja hallinnointi helpottuu, sil-
lä kaikkea hallinnoidaan yhdestä kytkimestä. Sekä Leaf-Spine - että virtuaalitekniikat ovat vastauksia 
jatkuvaan tarpeeseen siirtää enemmän ja enemmän dataa mahdollisimman nopeasti ja luotettavasti. 
(Juniper Networks 2017-02; Froechlich 2015-06-08) 
 
3.2 Datakeskusten kytkimet 
 
Oikean kytkimen valitseminen datakeskukseen voi olla vaikea tehtävä. Ensimmäiseksi pitää määrit-
tää, mitä verkko tarvitsee ja minne. Datakeskusten kytkimet jakautuvat kahteen peruskategoriaan: 
klassiseen kolmikerroksiseen malliin tarkoitetut kytkimet ja uudemmat, datakeskus-luokan kytkimet, 
joita käyttävät pääasiassa suuret yritykset ja pilvipalveluiden tuottajat. Nämä uudemmat datakes-
kus-luokan kytkimet soveltuvat käytettäviksi missä tahansa roolissa ja ne soveltuvat erilaisten arkki-
tehtuurien käyttämiseen, kuten esimerkiksi kaksikerroksiseen Leaf-Spine -arkkitehtuuriin tai Storage 
Area Network (SAN)-verkoille tyypilliseen Fibre Channel -tekniikkaan. (Froehlich 2015-06-08.) 
 
Roolien suhteen datakeskusten kolmikerroksiseen malliin tarkoitetut kytkimet eivät eroa yritys- ja 
kampusverkkojen kytkimistä lainkaan. Eli Core Layer -kytkinten tarkoitus on reitittää ja välittää da-
tapaketteja mahdollisimman nopeasti, Distribution Layer -kytkimet vastaavat dataliikenteen prio-
risoinnista, filtteröinnistä ja ohjaamisesta eli ne vastaavat verkon suurimmasta työkuormasta ja Ac-
cess Layer -kytkimet liittävät palvelimet ja muut aktiivilaitteet datakeskuksen verkkoon tarjoten tar-
vittaessa esimerkiksi PoE-ominaisuuksia. Datakeskuskäyttöön tarkoitetut kytkimet eroavat kuitenkin 
suorituskyvyiltään ja ominaisuuksiltaan huimasti kampus- ja yritysverkkojen kytkimistä. On myös 
huomioitavaa, että esimerkiksi Ciscon datakeskus-luokan kytkimissä (Nexus-sarja) on eri käyttöjär-
jestelmä kuin kampus- ja yrityskäyttöön tarkoitetuissa Catalyst-sarjan kytkimissä, joita tässä työssä 
on aiemmin otettu esille. Nexus-sarjan kytkinten Cisco NX-OS -käyttöjärjestelmä on yhteensopiva 
Catalyst-sarjan Cisco IOS -käyttöjärjestelmän kanssa, mutta käyttöjärjestelmien komentokielet ovat 
hieman toisistaan poikkeavia. (Froehlich 2015-06-08; Cisco 2011-03.) Kuvassa 14 on esitetty data-
keskusympäristöön tarkoitetut Cisco Nexus 7700 -sarjan Distribution- ja Core Layer -kytkimet. 
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KUVA 14. Cisco Nexus 7700 -sarjan kytkimet (Cisco 2017-05-05.) 
 
Datakeskus-luokan Access Layer -kytkimissä läpisyöttö on yleensä yli 1 Tb/s ja välitysnopeus voi olla 
yli miljardi datapakettia sekunnissa. Distribution Layer - ja Core Layer -kytkinten suhteen laitevalmis-
tajat tarjoavat eri tekniikoihin soveltuvia modulaarisia kotelopohjaisia kytkimiä, joiden moduulipaik-
kojen (slot) lukumäärät vaihtelevat suuresti. Kuvan 14 Cisco Nexus 7700-sarjan kytkimiä on saatavil-
la 2-, 6-, 10- ja 18-moduulipaikkaisina. Kytkimen suorituskyky kasvaa moduulipaikkojen myötä, jo-
ten saman sarjan kotelomalleja voi käyttää joko Distribution Layer - tai Core Layer -kytkimenä, suo-
rituskykytarpeesta riippuen. Kuvan 14 kuuden moduulipaikan Cisco Nexus 7706 -kytkimen läpisyöttö 
on 21 Tb/s ja välitysnopeus 7,2 miljardia pakettia sekunnissa. Saman sarjan 18-paikkaisella kytki-
mellä (Cisco Nexus 7718) läpisyöttö on 83 Tb/s ja välitysnopeus 28,8 miljardia pakettia sekunnissa. 
Kotelopohjaisten kytkinten yksittäisten moduulien hinnat voivat nousta lähes 50000 €:n saakka, jo-
ten suorituskykyiselle kytkimelle voi kertyä hintaa komponentteineen satoja tuhansia euroja. (Cisco 
2017-05-05; Dustin 2017b; Techpillar 2016c.) 
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4 DATAKESKUSTEN TOPOLOGIAT 
 
Datakeskuksissa tarvitaan suuri määrä tietoliikenneyhteyksiä palvelinten, kytkinten, tallennuslaittei-
den ja erinäisten aktiivilaitteiden välillä. Nämä yhteydet voidaan toteuttaa erilaisia verkkorakenteita 
eli topologioita käyttäen. Looginen topologia kuvaa datayhteyksien muodostumista ja fyysinen topo-
logia kuvaa kaapelointia ja sen rakennetta. Tärkeimmät fyysiset topologiat ovat keskitetty -, vyöhyk-
keittäin keskitetty - ja hajautettu topologia. Topologioiden nimet kuvastavat sitä, missä kytkimet si-
jaitsevat palvelintilaan nähden. (Onninen 2012, 161 - 162.) 
 
Tässä luvussa perehdytään fyysiseen topologiaan ja kytkimiin, sillä nämä asiat liittyvät oleellisesti 
tähän opinnäytetyöhön. Datakeskuksesta käytetään myös nimiä data center, palvelinkeskus, palve-
lintila ja konesali. 
 
4.1 Keskitetty topologia 
 
Keskitetyssä topologiassa palvelintilassa ei ole kytkimiä ollenkaan, vaan ne sijaitsevat omassa erilli-
sessä tilassaan, pääjakamossa (kuva 15). Palvelimet on yhdistetty samassa palvelinkaapissa sijaitse-
viin valokuitu- tai parikaapelipaneeleihin, joista on yhteys edelleen pääjakamossa sijaitseviin kytki-
miin. Pääjakamon ja palvelinkaappien paneelien välillä ei ole yhtään aktiivilaitetta. Pääjakamoon on 
keskitetty myös ristikytkentä. Keskitetty topologia soveltuu käytettäväksi vain pienissä ympäristöissä. 
(Onninen 2012, 162.) 
 
 
KUVA 15. Keskitetty topologia 
 
4.2 Vyöhykkeittäin keskitetty topologia 
 
Vyöhykkeittäin keskitetty topologia jaetaan kahteen eri malliin: End-of-Row (EoR)- ja Middle-of-Row-
topologiaan. Molemmissa malleissa kytkimien sijaintia on hajautettu siten, että pääjakamon lisäksi 
kytkimiä on sijoitettu myös omaan palvelinkaappiin, joko palvelinkaappirivin päähän (End-of-Row) 
tai keskelle (Middle-of-Row). Kytkinten lisäksi näissä kaapeissa on myös ristikytkennät. (Onninen 
2012, 163.) Kuvassa 16 on esitetty EoR-topologia. 
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KUVA 16. End-of-Row-topologia 
 
4.3 Hajautettu topologia 
 
Hajautetussa eli niin sanotussa Top-of-Rack (ToR)-topologiassa kytkimiä on sijoitettu pääjakamon li-
säksi jokaiseen palvelinkaappiin, yleensä kaapin yläosaan (Top-of-Rack). Näin ollen palvelimet ja ak-
tiivilaitteet saadaan kytkettyä samassa palvelinkaapissa sijaitseviin kytkimiin. Kytkinten kohdalla tu-
lee huolehtia siitä, että porttimäärä riittää kaikille palvelinkaapissa oleville laitteille. (Onninen 2012, 
164.)  
 
Christian Wickhamin (Wickham 2015-01-17) mukaan paras paikka kytkimille ei kuitenkaan ole palve-
linkaapin yläosassa vaan palvelinkaapin keskellä. Näin toteutettuna kaapeloinnista saadaan yhden-
mukaista, eli palvelinkaapin sisäinen kaapelointi voidaan toteuttaa 2 m:n mittaisilla kaapeleilla. Ei 
tarvitse siis ostaa erimittaisia kaapeleita kaapin ylä- ja alaosissa sijaitsevia palvelimia varten. Myös 
kytkinten tai niiden komponenttien vaihtaminen on helpompaa, kun ei tarvitse käyttää tikapuita tai 
vastaavia telineitä. ToR-topologia on esitetty kuvassa 17. 
  
 
KUVA 17. Top-of-Rack-topologia 
  
4.4 Top-of-Rack- ja End-of-Row-topologioiden hyvät ja huonot puolet 
 
4.4.1 Top-of-Rack-topologia 
 
Kaapelointiin liittyvät ongelmat ja kustannukset on minimoitu, sillä palvelimet on kytketty samassa 
palvelinkaapissa sijaitseviin kytkimiin. Kukin palvelinkaappi toimii kuin erillinen yksikkö, joten niiden 
käsittely on joustavaa. Kaappikohtaiset kytkimet mahdollistavat sen, että samassa VLAN:ssa olevat 
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palvelimet pystyvät kommunikoimaan keskenään mahdollisimman nopeasti. Koska kytkimien ja pal-
velimien väliset etäisyydet ovat lyhyet, voidaan halutessa käyttää erilaisia kaapelointiratkaisuja, ku-
ten esimerkiksi 10GBASE-CX1 kuparikaapelia, joka vaatii normaalia vähemmän virtaa, mutta toimii 
silti 10 Gb/s:n nopeudella. Edellä mainitun kaapelin suurin toimintaetäisyys on 7 m, mikä ei ole ToR-
topologiassa mikään ongelma. ToR-arkkitehtuuria on saatavana myös modulaarisina ratkaisuina eli 
voidaan ostaa sellaisia palvelinkaappeja, joihin on jo valmiiksi asennettu tarvittavat kytkimet ja kaa-
peloinnit. Tämä nopeuttaa huomattavasti laitteiston käyttöönottoa. (Cisco 2014-01-08; Hedlund 
2009-04-05.) 
 
Mikäli palvelinkaapin sisäinen kaapelointi (palvelin - kytkin) on toteutettu kuparikaapelilla ja kytkin-
ten väliset uplink-yhteydet valokuidulla, on toteutus joustava tulevaisuutta ajatellen. Kytkinten väli-
siä uplink-yhteyksien nopeuksia kasvatettaessa, tarvittavat muutokset voidaan tehdä minimaalisin 
kustannuksin eli uusimalla vain kytkinten valokuitumoduulit. Suuremmissa päivitystarpeissa voi käy-
dä kuitenkin päinvastoin eli joudutaan vaihtamaan kaikki palvelinkaapissa olevat laitteet (Jain 2013). 
ToR-topologia on muutenkin toteutukseltaan kallis, sillä jokaiseen palvelinkaappiin joudutaan osta-
maan erikseen kytkimiä. Mikäli palvelinkaappi ei ole läheskään täynnä, jää suuri osa kytkinten por-
teista käyttämättä. Vastaavasti, palvelinkaapin täyttyessä on hankala saada lisää portteja tietoliiken-
neyhteyksiä varten. Redundanttisuutta ajatellen, kukin palvelin olisi kytkettävä kahteen eri kytki-
meen. Jos palvelinkaapissa on jo kaksi kytkintä, ei siihen kannata ostaa kahta kytkintä lisää esimer-
kiksi muutamia tietoliikenneyhteyksiä varten. ToR-topologian käyttö täytyy siis suunnitella huolelli-
sesti etukäteen. (Hedlund 2009-04-05; Rajesh 2012-02-09.) 
 
4.4.2 End-of-Row-topologia 
 
EoR-topologia on erittäin skaalautuva ja joustava toteutustapa. Yksittäisten palvelinten sijainnilla ei 
ole väliä ja niitä voidaan tarvittaessa vaikka siirtää toiseen palvelinkaappiin käytön aikana. Laajen-
nukset eli uusien palvelinten käyttöönotto onnistuu myös joustavasti. EoR-topologian kanssa käyte-
tään yleensä kytkinpinoja tai kotelopohjaisia kytkimiä, joten käytettäviä portteja on paljon. Mikäli 
portteja tarvitaan lisää, kotelopohjaiseen kytkimeen voidaan lisätä uusi portteja sisältävä moduuli tai 
kytkinpinoon voidaan lisätä uusi kytkin. Porttimääriin liittyvät ongelmat ovat siis helposti ratkaistavis-
sa. EoR-topologia on toteutukseltaan ToR-topologiaa halvempi, sillä jokaiseen palvelinkaappiin ei 
tarvitse erikseen ostaa kytkimiä. Koska kytkimiä on vähemmän, myös viive pienenee, sillä datapake-
tit eivät kulje usean kytkimen läpi. (Hedlund 2009-04-05; Rajesh 2012-02-09.) 
 
EoR-topologian suurin rasite on kaapelointiin liittyvät ongelmat. Mitä enemmän palvelimia yhdessä 
palvelinkaappirivissä on, sitä suurempi määrä kaapeleita on johdettava kytkimiä sisältävään palvelin-
kaappiin. Varsinkin kuparikaapeleita käytettäessä tästä voi tulla todellinen riesa, sillä palvelintiloissa 
pyritään käyttämään korkeatasoisia kaapeleita, jotka ovat paksuja ja jäykkiä ja siten hankalia käyt-
tää. Suuremman tilantarpeen lisäksi suuri määrä kuparikaapeleita saattaa jopa haitata laitteiden il-
manvaihtoa. Teknologian päivittäminen, esimerkiksi siirryttäessä 1 Gb/s nopeuksista 10 Gb/s nopeu-
teen, on vaikeampaa ja kalliimpaa, sillä jokainen kaapeli joudutaan vaihtamaan erikseen. (Hedlund 
2009-04-05; Rajesh 2012-02-09.) 
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5 SAVONIA-AMK:N OPISTOTIEN KAMPUKSEN PALVELINTILOJEN KARTOITUS 
 
Työvaihe alkaa palvelintiloihin tutustumalla. Ensin pitää laskea, kuinka monta porttia palvelimet ja 
muut palvelintilojen laitteet tarvitsevat tietoliikenneyhteyksiä varten. Saadut tiedot vaikuttavat uusi-
en kytkinten ostopäätökseen; kuinka monta kytkintä tarvitaan ja kuinka monta porttia niissä pitää 
olla. Tarvittavan porttimäärän lisäksi palvelintiloissa tarkastellaan myös kaapeloinnin toteutusta ja 
päätetään, mihin uudet kytkimet aiotaan sijoittaa. 
 
Savonia-AMK:n Opistotien kampuksella on kaksi erillistä palvelintilaa. Molemmissa tiloissa kaapelointi 
on toteutettu EoR-topologian mukaisesti eli kaikki kytkimet on sijoitettu samaan palvelinkaappiin 
palvelinrivin päähän. Suuntaa antavat piirrokset palvelintiloista on esitetty kuvissa 18 ja 19. Kuvissa 
näkyvät palvelinten ja aktiivilaitteiden mallit ja lukumäärät ovat itse keksittyjä, eivätkä siten vastaa 
todellisuutta. Kaikki kuvien palvelimet ja aktiivilaitteet on kytketty joko kytkimiin tai paneeleihin, 
mutta selkeyden vuoksi kuviin ei ole piirretty kaikkia kaapeleita. Kuvien tärkein anti on näyttää kyt-
kinten sijainti palvelinten suhteen. Kuvissa on myös pyritty tuomaan esille kytkentöjen redundantti-
suus, eli palvelimet on kytketty useampaan kuin yhteen kytkimeen.   
 
 
KUVA 18. Suuntaa antava kuva palvelintilan 1 topologiasta 
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KUVA 19. Suuntaa antava kuva palvelintilan 2 topologiasta 
 
5.1 Palvelintila 1 
 
Palvelintilan 1 laitteet tarvitsevat tietoliikenneyhteyksiä varten yhteensä 40 porttia. Yhteydet ovat 1 
Gb/s Ethernet-yhteyksiä, kaapeleina Cat5e- ja Cat6-luokan kuparikaapeleita. Palvelinkytkiminä oli 2 
kpl vanhoja 24-porttisia Ciscon kytkimiä (2960G-24TC-L ja 2970G-24TS-E). Kytkimet ovat niin van-
hoja, ettei niitä enää tueta valmistajan toimesta. Tämän takia palvelinkaappiin oli asennettu mo-
lemmille kytkimille varakytkimet. Mahdollisissa ongelmatilanteissa kaapelit voitaisiin näin ollen siirtää 
vanhoista kytkimistä varakytkimiin, ilman kohtuuttoman pitkää palvelukatkoa.  
 
Vapaita portteja palvelintilassa 1 oli siis vain 8 kpl, mutta tässä tapauksessa se on riittävä määrä. 
Tiedossa oli, että tähän palvelintilaan aiotaan lisätä lähitulevaisuudessa vain kaksi palvelinta. Lisäksi, 
Savonia-AMK muuttaa toiseen kiinteistöön vuonna 2020, joten pidemmälle vieviä suunnitelmia ei ol-
lut tarvetta tehdä. 
 
Kartoituksen perusteella päätettiin, että palvelinkytkimet tultaisiin korvaamaan kahdella 24-
porttisella kytkimellä. Palvelintilan 1 topologia päätettiin muuttaa ToR-topologian mukaiseksi. Kytki-
met sijoitettaisiin ensimmäiseen palvelinkaappiin, palvelinten yläpuolelle. Kytkinten uplink-yhteydet 
kauimmaisen palvelinkaapin valokuitupaneeleihin toteutettaisiin monimuotokuidulla. Paneeleista on 
kuituyhteys mm. Core Layer -kytkimiin ja R1-reitittimeen. Kuvassa 20 on esitetty suunnitelma palve-
lintilan 1 uudeksi topologiaksi. 
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KUVA 20. Suunnitelma palvelintilan 1 uudeksi topologiaksi 
 
5.2 Palvelintila 2 
 
Palvelintilan 2 laitteet tarvitsevat tietoliikenneyhteyksiä varten 128 porttia. Kyseessä on 1 Gb/s Et-
hernet-yhteyksiä ja kaapeloinneissa on käytetty enimmäkseen Cat6-luokan kuparikaapeleita. Palve-
linkytkiminä oli sekalainen joukko Ciscon kytkimiä: 4 kpl vanhoja 24-porttisia kytkimiä (2 kpl 2970G-
24TS-E ja 2 kpl 2960G-24TC-L), yksi 48-porttinen varakytkin (2960X-48TS-L) ja yksi kahdesta 48-
porttisesta kytkimestä muodostettu kytkinpino (2960X-48TD-L ja 2960X-48TS-L). Portteja oli yh-
teensä 192 kpl eli reilusti yli tarvittavan määrän. 
 
Palvelinkytkimet päätettiin korvata neljällä kytkimellä siten, että ostettaisiin 2 kpl 48-porttisia kytki-
miä ja 2 kpl 24-porttisia kytkimiä. Portteja olisi siis käytössä yhteensä 144 kpl. Muutosten myötä 
kytkinten lukumäärää saataisiin näin vähennettyä neljällä ja porttien lukumäärää 48 kappaleella. 
Uudet kytkimet sijoitettaisiin entisten kytkinten paikoille eli EoR-topologia säilyisi tässä palvelintilas-
sa. Neljällä kytkimellä ei pystyisi mitenkään toteuttamaan ToR-topologiaa järjevästi usean palvelin-
kaapin tilassa. Lisäksi, olisi ollut yksinkertaisesti liian työlästä siirtää palvelimia paikasta toiseen, jotta 
kytkimille olisi saatu kaappeihin tilaa. Suunnitelma palvelintilan 2 uudeksi topologiaksi on esitetty 
kuvassa 21. 
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KUVA 21. Suunnitelma palvelintilan 2 uudeksi topologiaksi 
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6 UUSIEN PALVELINKYTKINTEN VALINTA 
 
Palvelintilojen kartoituksen yhteydessä selvitettiin, että 24-porttisia kytkimiä tarvittaisiin 4 kpl ja 48-
porttisia kytkimiä 2 kpl. Alustavien suunnitelmien mukaan käytössä olevat palvelinkytkimet oli tarkoi-
tus korvata Juniperin kytkimillä, mutta ennen ostopäätöksen tekoa oli eri laitevalmistajien kytkimiä 
verrattava keskenään tiettyjen ominaisuuksien ja suorituskyvyn osalta. Ostopäätökseen vaikuttavat 
budjetin lisäksi mm. kytkinten käytettävyys, kytkentäkapasiteetti, välitysnopeus sekä Ethernet - ja 
uplink-porttien nopeudet. 
 
Ciscolla oli 1980-luvun puolivälistä aina 2000-luvulle saakka lähes monopoliasema tietoliikennelait-
teiden saralla, mutta nykyään Juniperin osuus pienten ja keskisuurten yritysten tietoliikennelaitteista 
on jo lähes 30 % (Ciarlone 2013-05-19). Lisäksi monet alan työntekijät ovat antaneet positiivista pa-
lautetta Juniperin kytkimistä. Tämän takia Savonia-AMK on kiinnostunut Juniperin kytkimistä. Savo-
nia-AMK:n tietoliikenneverkossa on lähes yksinomaan Ciscon kytkimiä, mutta esimerkiksi Dellin ja 
Huawein kytkimistä on myös kokemusta. Korkean hinnan tai konfiguroinnin vaikeuden vuoksi edellä 
mainittujen laitevalmistajien kytkimiä ei ole kuitenkaan otettu käyttöön Savonia-AMK:ssa. 
 
6.1 Uplink-yhteyksien nopeudet ja oversubscription-suhde 
 
Ennen kytkinten hankintaa täytyy tutustua verkon rakenteeseen ja nimenomaan kytkinten välisten 
uplink-yhteyksien nopeuksiin. Yleinen käytäntö on, että linkkien nopeudet kasvavat Core Layer -
kytkimiin päin (kuva 22) ja nopeuden lisäksi pitää huomioida uplink-yhteyksien tekniikka ja toteutus, 
eli millaista kaapelia käytetään ja käytetäänkö linkkien yhdistämistä (LACP) vai ei. (Hogg 2009-12-
11.) 
 
Termi oversubscription tarkoittaa tietoverkkojen kohdalla sitä, että kytkimeen tulee enemmän dataa 
kuin sitä pystytään välittämään eteenpäin. Tällaisessa tilanteessa kytkimen porttien nopeudet laske-
vat ja verkon toiminta ei ole enää sujuvaa. Pahimmassa tapauksessa kytkin joutuu pudottamaan da-
tapaketteja, jolloin lähettävät laitteet joutuvat lähettämään samat datapaketit uudestaan. (Cisco 
2015-03-12.) 
 
Oversubscription-suhde ilmoittaa kytkimen porttien (downlink) yhteenlasketun kaistanleveyden suh-
teen uplink-yhteyden kaistanleveyteen. Oversubscription-laskujen avulla pyritään selvittämään kyt-
kinten välisille uplink-yhteyksille riittävä nopeus, jotta vältyttäisiin pullonkaulojen muodostumiselta. 
Laitevalmistaja Ciscon (2014-12-18) suosittelemat oversubscription-suhdeluvut kampus- ja yritys-
ympäristöihin on nähtävissä kuvassa 22. (Hogg 2009-12-11.) 
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KUVA 22. Ciscon suosittelemat oversubscription-suhdeluvut (Hogg 2009-12-11.) 
  
Oletetaan, että käytössä on Access Layer -kytkimenä 24-porttinen kytkin, jossa portit ovat nopeudel-
taan 1 Gb/s. Tällöin kytkimen porttien yhteenlaskettu kaistanleveys on 24 Gb/s. Jotta päästäisiin 
Ciscon suosittelemaan 20:1 -suhdelukuun, on 24 Gb/s jaettava 20:llä, jolloin kytkimen uplink-
yhteyden nopeudeksi saadaan 1,2 Gb/s. Käytännössä tämä tarkoittaisi nopeuden pyöristämistä ylös-
päin esimerkiksi niin, että kahdesta 1 Gb/s:n linkistä muodostettaisiin LACP-tekniikalla yksi 2 Gb/s:n 
linkki. 
 
Oversubscription-suosituksissa otetaan huomioon, että asiakasverkoissa ollaan tuskin koskaan tilan-
teessa, jossa kaikki kytkimen portit olisivat yhtä aikaa maksimaalisessa käytössä. Esimerkiksi suhde-
luku 20:1 kertoo olettamuksesta, että normaalikäytössä joudutaan harvoin tilanteeseen, jossa käy-
tettäisiin yli 20 % kytkimen maksimaalisesta tiedonsiirtokapasiteetista. Datakeskusympäristöissä py-
ritään sen sijaan tilanteeseen, jossa verkon suorituskyky ei heikkenisi maksimaalisessa kuormituk-
sessakaan. Näin ollen vaativissa datakeskusympäristöissä pyritään oversubscription-suhdelukuun 1:1 
tai mahdollisimman lähelle sitä. Tämän takia datakeskus-luokan kytkimissä uplink-yhteyksien no-
peudet ovat usein 40 Gb/s tai jopa 100 Gb/s. Kampus- ja yritysympäristöissä suurin käytetty uplink-
yhteyksien nopeus on yleensä 10 Gb/s. (Cisco 2015-03-02; Loveless 2014-06-05; Morris 2014-06-
05.) 
 
6.2 Kytkinten vertailu 
 
Koska Savonia-AMK:n Opistotien kampuksen palvelimien tietoliikenneyhteydet on toteutettu kupari-
kaapeleilla, on tässä laitevertailussa keskitytty vain sellaisiin kytkimiin, joissa on kuparikaapeleille 
tarkoitetut RJ-45 -portit, nopeudeltaan 1 Gb/s. Toinen vaatimus oli se, että kytkinten uplink-porttien 
oli oltava valokuituportteja ja nopeudeltaan 10 Gb/s. 10 Gb/s:n portit ovat alaspäin skaalautuvia eli 
niitä voi käyttää myös esimerkiksi 1 Gb/s:n nopeuksilla. Monipuolisuutensa vuoksi ne soveltuvat täy-
dellisesti tämän työn tarkoituksiin.  
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Taulukossa 1 on vertailtu tähän projektiin sopivia eri laitevalmistajien kytkimiä. Vertailussa olevat 
kytkimet ovat Ciscon laitevertailuissa mainittu saman käyttötarkoituksen kytkimiksi. Oranssilla värillä 
on korostettu tietoja, jotka liittyvät kytkinten suorituskykyyn ja uplink-yhteyksissä käytettäviin valo-
kuituportteihin. Kysymysmerkki kuvastaa sitä, ettei haluttua tietoa löytynyt. Valokuituporttien koh-
dalla olevat miinusmerkit tarkoittavat sitä, ettei laitteessa ole kyseisiä portteja. 
 
TAULUKKO 1. Eri laitevalmistajien 48- ja 24-porttisten kytkinmallien vertailua (Cisco 2017-04-20; 
Techpillar 2016d; Techpillar 2016e; Techpillar 2016f; Techpillar 2016g.) 
 
* = 64 bitin datapaketteja 
 
Datakeskus-luokan Access Layer -kytkimiä ei ole otettu vertailuun mukaan, koska ne ovat niin kallii-
ta, että käytössä olleella budjetilla niitä olisi saatu vain yksi tai korkeintaan kaksi kappaletta. Kaik-
kein halvimmat mallit puolestaan eivät ole suorituskyvyltään yhtään sen parempia kuin esimerkiksi 
taulukossa 1 esitetyt kytkimet. Halvimpien mallien korkea hinta selittyy sillä, että ne tukevat esimer-
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kiksi Leaf-Spine - tai FCoE-tekniikoita, jotka ovat datakeskusympäristöissä nykyään varsin yleisiä. 
Näitä tekniikoita ei ole Savonia-AMK:n tietoliikenneverkossa käytössä, joten datakeskus-luokan kyt-
kimille ei ole tarvetta. (Cisco 2016-06-13; Hintaopas 2017.) 
 
6.3 Ostopäätös 
 
Laitehankinnoissa päädyttiin Cisco Catalyst 3850 -sarjan kytkimiin. Korkean suorituskyvyn lisäksi va-
lintaan vaikutti oleellisesti mittava kokemus ja tietämys Ciscon kytkimistä. Savonia-AMK:n tietolii-
kenneverkon kytkimet koostuvat lähes yksinomaan Ciscon Catalyst-sarjan kytkimistä ja henkilökun-
nalla on usean vuosikymmenen kokemus Ciscon laitteista. Savonia-AMK:n tietoliikenneverkossa on 
käytössä muutamia Ciscon Catalyst 3850 -sarjan kytkimiä, joten niistä on jo aiempaa kokemusta. 
Edellä mainitut seikat huomioiden, päätös ostaa Ciscon kytkimiä oli luonnollisin vaihtoehto. 
 
Projektin alkaessa pohdittiin vaihtoehtoa, jossa käytössä olevat palvelinkytkimet korvattaisiin Junipe-
rin kytkimillä. Kuten taulukosta 1 nähdään, vertailussa olleet Ciscon ja Juniperin kytkimet ovat suori-
tuskyvyltään samaa luokkaa ja joissain ominaisuuksissa Juniperin kytkimet ovat jopa parempia kuin 
Ciscon kytkimet. Tämän lisäksi Juniperin kytkimet olisivat olleet keskimäärin yli 1000 € halvempia 
kuin Ciscon kytkimet. Ongelmaksi muodostui kuitenkin Juniperin käyttöjärjestelmä ja komentokieli. 
Savonia-AMK:n henkilökunnassa ei ole kellään aiempaa kokemusta Juniperin käyttämästä Junos OS-
käyttöjärjestelmästä. Vaikka kytkinten konfigurointi ja monitorointi onnistuu myös verkkoselaimen 
kautta varsin helposti, komentojen kirjoittaminen komentokehotteen kautta osoittautui yllättävän 
hankalaksi. Komentokieli ja komentojen rakenne poikkeaa Ciscon Catalyst-sarjan kytkimissä käyte-
tystä Cisco IOS -komentokielestä varsin merkittävästi. Lopulta tultiin siihen tulokseen, että palve-
linympäristö ei ole välttämättä paras paikka ottaa käyttöön uusia laitteita, joista ei ole aiempaa ko-
kemusta. Jos tulevaisuudessa aiotaan hankkia Juniperin kytkimiä, luonnollisinta olisi ottaa niitä käyt-
töön ensin kampusverkon Access Layer -kytkiminä ja sitä kautta perehtyä niiden konfigurointiin ja 
toimintaan huolella. 
 
Juuri ennen uusien kytkinten tilaamista Savonia-AMK:n tietohallinto ilmoitti, että palvelintilaan 2 aio-
taan asentaa uusi palvelin virtuaalipalveluja varten ja tätä palvelinta varten täytyi tilata 2 kpl sellaisia 
kytkimiä, joissa on 10 Gb/s:n valokuituportit. Palvelimen kytkentöjen redundanttisuuden takia kytki-
miä oli tilattava 2 kpl. Savonia-AMK:n tietoliikenneverkossa on käytössä tähän tarkoitukseen sopivia 
Cisco Catalyst 3850-12XS -kytkimiä, joten näitä tilattiin 2 kpl lisää. Näiden kahden kytkimen tilaami-
nen vei kuitenkin niin suuren osan tämän projektin budjetista, ettei alkuperäistä suunnitelmaa kaik-
kien vanhojen palvelinkytkinten korvaamisesta voinut enää toteuttaa. Jäljelle jääneellä budjetilla 
pystyttiin hankkimaan vain kolme kytkintä: 48-porttisia Cisco Catalyst 3850-48T-L kytkimiä 2 kpl ja 
yksi 24-porttinen Cisco Catalyst 3850-24T-L kytkin. Nämä kolme kytkintä sijoitettaisiin palvelintilaan 
2, joka on tärkeämpien palvelujensa takia tärkeysjärjestyksessä ensimmäisenä. Näin ollen palvelinti-
laan 1 ei siis sijoitettaisi uusia kytkimiä. Palvelintilan 1 vanhat kytkimet on tarkoitus korvata uudem-
milla kytkimillä myöhempänä ajankohtana. Kuvassa 23 on esitetty tähän projektiin hankitut Cisco 
Catalyst 3850 -sarjan kytkinmallit. 
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KUVA 23. Cisco Catalyst 3850 -sarjan kytkimiä (Cisco 2012a; Cisco 2012b; Cisco 2015.) 
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7 UUSIEN PALVELINKYTKINTEN KONFIGUROINTI JA KÄYTTÖÖNOTTO 
 
Dokumentointi on oleellinen osa tietoliikenneverkon ylläpitoa. Savonia-AMK:lla jokaisen kytkimen 
kytkennät ja kytkentöihin liittyvät tiedot on kirjattu ylös Excel-taulukoihin. Lisäksi käytössä on erään-
laisia kytkinkarttoja, joihin on merkitty kaikki tietoliikenneverkon kytkimet ja kytkinten väliset liitän-
nät. Ongelmatilanteiden ratkaisemisessa tällainen dokumentointi on merkittävässä roolissa. Lisäksi, 
kytkentöjen kirjaamisella voidaan kätevästi seurata laitteiden käyttöastetta ja ennakoida laitehankin-
tojen tarvetta. Tässä työssä kytkentöjen kirjaamista käytettiin hyväksi uusien palvelinkytkinten kon-
figuroinnissa. Kytkinten tarkkoja konfguraatioita ei ole tietoturvasyistä esitetty. 
 
7.1 Konfigurointi 
 
Koska tässä työssä korvattiin vanhoja kytkimiä uusilla, voitiin uusiin kytkimiin kopioida kätevästi tar-
vittavat laitetiedot kytkentöjen kirjaamiseen käytetyistä Excel-taulukoista. Taulukossa 2 on esitetty 
kytkentöjen kirjaamiseen käytettyjen Excel-taulukoiden malli. Jokaiselle kytkimelle tehdään oma tau-
lukko, johon kirjataan kytkimen nimen ja IP-osoitteen lisäksi portteihin liittyvää informaatiota, kuten 
esimerkiksi VLAN-tiedot ja tieto siitä, mihin laitteeseen portti on kytketty. Taulukon 2 tiedot ovat itse 
keksittyjä eivätkä ne vastaa todellisia, käytössä olevia arvoja.  
 
TAULUKKO 2. Kytkentöjen kirjaaminen Excel-taulukoihin 
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7.2 Kytkinpinon muodostaminen 
 
Uudet kytkimet (2 kpl Cisco Catalyst 3850-48T-L ja 1 kpl Cisco Catalyst 3850-24T-L)) päätettiin si-
joittaa palvelintilaan 2, jonka tietoliikenneyhteyksien kaapelointi on totetutettu EoR-topologian mu-
kaisesti. EoR-topologialle on tyypillistä, että palvelinkytkiminä käytetään joko modulaarisia, kotelo-
pohjaisia kytkimiä tai useammasta kytkimestä muodostettua kytkinpinoa. Niinpä uusista kytkimistä 
päätettiin muodostaa kytkinpino. Kuten taulukosta 1 nähdään, Ciscon kytkimistä muodostetun pinon 
tiedonsiirtokyky on todella korkea, joten verkon suorituskykyä ajatellen kytkinpinon muodostaminen 
on paras ratkaisu. 
 
Kytkinpinoa muodostaessa täytyy huomioida, että kaikissa kytkimissä täytyy olla samat lisenssi- ja 
käyttöjärjestelmän versiot. Ciscon Catalyst 3850 -sarjan kytkimistä muodostetussa kytkinpinossa 
kytkimillä on kolme erilaista roolia: aktiivinen kytkin (active), varalla oleva kytkin (standby) ja jäsen 
kytkin (member). Kytkinpinoa hallitaan aktiivisen kytkimen kautta. Ongelmatilanteiden varalta aktii-
visen kytkimeen tehdyt konfiguraatiomuutokset tallentuvat automaattisesti kaikkiin pinon kytkimiin. 
Mikäli aktiivinen kytkin vioittuu tai sammuu, tulee standby-kytkimestä automaattisesti uusi aktiivinen 
kytkin. Koska kaikkiin kytkimiin on talletettu aktiivisen kytkimen konfiguraatio, kytkinpinon toiminta 
jatkuu kytkinten roolien vaihtumisen jälkeen normaalisti. (Cisco 2017-06-06.) 
 
Catalyst 3850-48T-L -kytkimiä oli 2 kpl, toisesta niistä päätettiin tehdä aktiivinen kytkin ja toisesta 
standby-kytkin. Jäljelle jääneestä 24-porttisesta kytkimestä tuli siten member-kytkin. Aktiivisen kyt-
kimen määrittäminen onnistuu helpoiten niin, että tallennetaan yhteen kytkimeen oma konfiguraatio 
ja annetaan toisten kytkinten olla tehdasasetuksissa. Kun kytkimet yhdistetään kytkinpinon muodos-
tamiseen tarkoitetuilla kaapeleilla (StackPower- ja StackWise-480-kaapelit) ja kytkimet käynniste-
tään, oman konfiguraation sisältävästä kytkimestä tulee automaattisesti pinon aktiivinen kytkin. Näin 
ollen yhteen 48-porttiseen kytkimeen ladattiin ennen kaapelointia TFTP-palvelimelta alustava konfi-
guraatio ja se talletettiin kytkimeen käynnistyskonfiguraatioksi (startup configuration). Kytkinten 
käynnistämisen jälkeen edellä mainitusta kytkimestä tuli pinon aktiivinen kytkin. Tämän jälkeen toi-
sen 48-porttisen kytkimen prioriteettiarvoa (priority-value) nostettiin 24-porttisen kytkimen priori-
teettiarvoa suuremmaksi komennolla switch stack-member-number priority new priority-value. 
Näin kytkimille saatiin määritettyä halutut roolit. Kuvassa 24 on esitetty Catalyst 3850 -sarjan kytkin-
ten pinoaminen. (Cisco 2017-06-06.) 
 
 
Kuva 24. Cisco Catalyst 3850 -sarjan kytkinten pinoaminen (Cisco 2017-02-27.) 
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Kytkinpinon muodostamisen jälkeen vanhojen kytkinten kytkentätaulujen VLAN-tiedoista katsottiin, 
mihin VLAN:eihin kukin kytkinpinon kytkimen portti oli avattava. Portin asetuksiin lisättiin myös ku-
vaustieto (description) siitä, mihin laitteeseen portti oli kytketty. Kytkinpinon konfiguroinnissa huo-
mioitiin kytkentöjen redundanttisuus eli varmistettiin kytkentätaulukoiden avulla, ettei päädyttäisi ti-
lanteeseen, jossa jonkin palvelimen kaikki tietoliikenneyhteydet olisivat kytketty samaan kytkimeen. 
Konfiguroinnin jälkeen kytkinpinoa testattiin alustavasti työpisteellä, jotta voitiin todeta konfiguroin-
nin onnistuminen. 
 
Cisco Catalyst 3850-12XS -kytkinten portit määriteltiin alustavasti trunk-porteiksi, eli ne välittävät 
kaikkia Savonia-AMK:n tietoliikenneverkon VLAN:eja.  
 
7.3 Käyttöönotto 
 
Kytkinten vaihdon kaltaiset operaatiot tehdään yleensä työajan ulkopuolella, esimerkiksi klo 18 alka-
en. Samaa periaatetta noudatettiin myös tässä työssä ja kaikki kytkinten vaihdot suoritettiin klo 16 
jälkeen. Virtuaalipalveluja varten ostetut Cisco Catalyst 3850-12XS -kytkimet asennettiin ensin. 
Asennuksen toteutus on esitetty kuvassa 26. Kytkimet ja uudet palvelimet asennettiin samaan palve-
linkaappiin (palvelinkaappi3 kuvassa 26), ToR-topologian mukaisesti. Vaikka kytkimet eivät ole kaa-
pin yläosassa, toteutus luokitellaan ToR-topologiaksi, sillä palvelimet ja kytkimet ovat samassa pal-
velinkaapissa. Kuvasta ei käy ilmi, että kytkimet asennettiin palvelinkaappiin väärinpäin, eli kytkimen 
selkäpuoli käyttäjään päin. Tällainen asennus on ToR-asennuksissa tyypillistä. Kytkimet asennetaan 
väärinpäin, jotta palvelinten ja kytkinten portit ovat samalla puolella. Tämä helpottaa kaapelointia ja 
tekee kaapeloinnista siistimmän näköistä. Palvelinten ja kytkinten välisessä kaapeloinnissa käytettiin 
sekä OM1- että OM3-monimuotokuitua, kytkinten ja valokuitupaneelien välinen kaapelointi toteutet-
tiin OM3-monimuotokuidulla (kuva 25). 
 
 
KUVA 25. Cisco Catalyst 3850-12XS -kytkinten kytkentöihin käytetyt kaapelit (eBay 2017; Monoprice 
2017.) 
 
Liikennöitäessä 10 Gb/s:n nopeudella OM1-kaapelin maksimipituus on vain 33 m, joten kiinteistön 
sisäiseen kaapelointiin se ei enää nykyaikana ole paras vaihtoehto (The Fiber Optic Association 
2014). Palvelintilan sisäiseen kaapelointiin OM1-kaapeli soveltuu kuitenkin mainiosti, mikäli etäisyy-
det jäävät lyhyiksi. Tässä työssä kytkinten yhteydet valokuitupaneeleihin ja siitä edelleen toisiin lai-
tetilohin vaativat kuitenkin yli 33 m:n pituisen linkin, joten OM1-kaapeli ei tähän tarkoitukseen enää 
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sovi. OM3-kaapelin maksimipituus 10 Gb/s:n nopeudella on 300 m, joten se sopi mainiosti uplink-
yhteyksien toteuttamiseen (Onninen 2012, 134). OM1- ja OM3-kaapeleilla työskennellessä pitää 
huomioida, että kaapeleita ei voi liittää toisiinsa esimerkiksi ristikyntentäpaneelissa, sillä kaapeleiden 
ydinten halkaisijat ovat erisuuruiset: OM1-kaapelin ytimen halkaisija on 62,5/125 µm ja OM3-
kaapelin ytimen halkaisija on 50/125 µm (Onninen 2012, 97). Mikäli OM1- ja OM3-kaapeleita liite-
tään toisiinsa, dataliikenne toimii erittäin epäluotettavasti; osa datasta menee perille ja osa ei (The 
Fiber Optic Association 2002-08). 
 
Kaapeleiden yhdistämisen jälkeen tietoliikenneverkon tilaa seurattiin Savonia-AMK:n käyttämällä 
PRTG Network Monitor -verkonvalvontaohjelmalla. Mitään virheilmoituksia ei tullut, joten uusien kyt-
kinten konfigurointi ja asennus suoritettiin onnistuneesti. 
 
Seuraavana työvaiheena oli vanhojen palvelinkytkinten korvaaminen uusista kytkimistä muodostetul-
la kytkinpinolla. Kytkinpinoa ei asennettu samaan palvelinkaappiin vanhojen kytkinten kanssa, sillä 
kyseinen palvelinkaappi oli jo varsin täynnä ja runsaan kaapelimäärän takia työskentely olisi ollut 
turhan hankalaa. Kytkinpino asennettiin vanhojen kytkinten vieressä sijaitsevaan palvelinkaappiin 
(palvelinkaappi7 kuvassa 26). Kun kytkinpino oli saatu kiinnitettyä palvelinkaappiin, siirrettiin kaape-
lit vanhoista kytkimistä kytkinpinon kytkimiin, ennalta määrättyihin portteihin. Kaapeleiden siirrossa 
oli ensisijaisen tärkeää pitää dokumentaatiota kytkentätauluista mukana, jotta kaapelit kiinnitettiin 
varmasti oikeisiin portteihin. Kaapeleiden yhdistämisen jälkeen verkon tilaa seurattiin jälleen PRTG-
verkonvalvontaohjelmalla. Virheilmoituksia ei syntynyt, joten kytkinten konfigurointi ja asennus suo-
ritettiin onnistuneesti. Palvelintilan 2 uusittu topologia on esitetty kuvassa 26. 
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Kuva 26. Palvelintilan 2 uusittu topologia 
 
Palvelintilojen topologioita tarkasteltaessa huomataan, että käytössä on kaikkia topologioiden muo-
toja, eli EoR-, Middle-of-Row- ja ToR-topologiaa. Savonia-AMK muuttaa vuonna 2020 uusiin tiloihin 
ja silloin uudet palvelintilat on tarkoitus rakentaa mahdollisuuksien mukaan ToR-topologian mukai-
sesti, kuvan 20 mallin mukaan. 
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8 YHTEENVETO 
 
Opinnäytetyön tavoitteena oli uusia Savonia-ammattikorkeakoulun Opistotien kampuksen kahden 
palvelintilan vanhat palvelinkytkimet. Kytkinten uusimisen lisäksi tavoitteena oli tarkastella palvelinti-
lojen topologioita ja vertailla toteutuksia yleisimpiin käytössä oleviin datakeskuksien topologioihin. 
Uudempien ja suorituskykyisempien kytkinten avulla Savonia-AMK saisi optimoitua tietoliikenneverk-
konsa toimintaa ja topologioita tutkimalla saataisiin tietoa palvelintilojen rakentamisesta tulevaisuut-
ta ajatellen. 
 
Opinnäytetyö toteutettiin vuoden 2017 maaliskuun ja kesäkuun välisenä aikana. Työ aloitettiin tutus-
tumalla Juniperin kytkimiin ja niiden konfiguroimiseen. Konfiguroinnin opettelun yhteydessä pyrittiin 
selvittämään, kuinka Juniperin kytkimet soveltuisivat käyttöön Savonia-AMK:n tietoliikenneverkossa. 
Muutaman viikon opettelun jälkeen siirryttiin teoriaosuuden pariin. 
 
Teoriaosuudessa käsiteltiin tietoliikennverkkojen toteutusta kampus- ja datakeskusympäristöissä, 
kytkinten käyttöä tietoliikenneverkoissa sekä tutkittiin erilaisia datakeskusten topologioita. Opinnäy-
tetyön käytännön osuudessa kartoitettiin palvelintilojen topologiat sekä laskettiin tietoliikenneyhte-
yksien lukumäärät. Saatujen tietojen perusteella päätettiin millaisia kytkimiä hankittaisiin ja kuinka 
monta kappaletta. Tämän jälkeen vertailtiin tähän opinnäytetyöhön sopivia eri laitevalmistajien kyt-
kinmalleja ja vertailun tulosten sekä käytössä olleen budjetin perusteella tehtiin ostopäätös. Lopuksi 
kytkimet konfiguroitiin ja otettiin käyttöön Savonia-AMK:n tietoliikenneverkkoon. 
 
Yllättävien menojen takia alkuperäistä suunnitelmaa kaikkien vanhojen palvelinkytkinten uusimisesta 
ei pystytty toteuttamaan. Työtä voidaan kuitenkin pitää onnistuneena, sillä tärkeämpiä palveluja si-
sältävän palvelintilan kaikki vanhat kytkimet korvattiin uusista kytkimistä muodostetulla kytkinpinol-
la. Kokonaisuutena toteutus on huomattavasti aiempaa suorituskykyisempi. Lisäksi, palvelintilojen 
topologioiden tarkastelun perusteella päätettiin, että tulevaisuudessa palvelintoja olisi mahdollisuuk-
sien mukaan tarkoitus rakentaa ToR-topologian mukaisesti. 
 
Palvelintilojen topologioihin liittyvät asiat sekä kytkinten vertailusta saadut tiedot ovat asiakokonai-
suuksia, joista uskoisin olevan käytännön hyötyä tietoliikenneverkkojen suunnittelussa ja toteutuk-
sessa. 
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