A multivariate data analysis procedure that uses singular value decomposition and the Ho-Kashyap algorithm is proposed to obtain calibration constants for x-ray fluorescence spectrometry. These calibration constants can be used to obtain results from experimental data by means of a simple dot product calculation. The method was tested on experimental data from the literature. Comparison of results showed that the method performs at least as well or better than the Rasberry-Heinrich method or its modifications. The method can be used to express calibration results obtained with a theoretically based program in such a way that they can be used conveniently in routine applications.
In multicomponent determinations, the problem is to extract information about the separate components of a mixture from a set of measurements on the sample. For most instrumental methods, this is possible only after calibration against a number of samples of known composition. Depending on the complexity of the sample and the selectivity of the measurements, the complete procedure of calibration and evaluation can vary from the straightforward to the very complicated.
Especially in the field of ultraviolet-visible spectrophotometry and fluorescence measurements, many methods that deal with this problem have been published, e.g., least squares [ 1, 21 , generalized standard addition [3-51, multiple regression [ 61, Kalman filtering [ 7, 81, factor analysis followed by multiple regression [ 91, partial least-square models in latent variables [lo, 111, and matrix rank annihilation [ 121. The newer methods take care of the problems of highly correlated measurements which give rise to mathematical difficulties in the straightforward least-squares and multiple regression techniques.
Presumably because of the greater inherent selectivity of x-ray fluorescence (x.r.f.), the approach to data analysis in this field has been either of theoretical [ 13, 141 or empirical [ 151 nature, in which interactions between the components in the sample during spectrometry are taken into account by means of influence coefficients or correction constants.
In this work, the experimental data given by Budesinsky [ 161 in a paper on the comparison of the various mathematical methods and the data of Rasberry and Heinrich [ 151 were treated by a general procedure for multivariate data analysis developed earlier [ 171, in order to assess the ability of the procedure to correct automatically for interelement effects. The advantage over the method of Rasberry and Heinrich is that the results of a calibration are expressed as a set of calibration constants that can be used in a simple non-iterative procedure (the calculation of a dot product) which allows very fast computation of the results.
The method was also applied to calibration data obtained with a fundamental method by means of the computer program NRLXRF [ 13, 181 , to test its functioning as a fast and convenient method of data evaluation that can be done by hand on a small computer after the NRLXRF calculations have been completed on a mainframe computer.
THEORY
The general theory of multivariate quantitative data analysis with the use of singular value decomposition and the Ho-Kashyap algorithm (SVDHK method) was given earlier [17] but will be restated here in terms of x.r.f. parameters and equations.
Mathematically, the problem is to find from a set of n intensity measure- ---9
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If this data matrix is denoted by A, the calibration constants b, d and a by the vector w and the concentrations of the compound under study in the set of standard samples (the training set) by the vector c, the problem is to find the vector w from the matrix equation
Generally the set of Eqns. 4 is overdetermined and has no exact solution. Moreover, it is very likely that the data matrix will contain a number of dependent or nearly dependent columns. By singular value decomposition and use of the Ho-Kashyap algorithm [20] , Eqn. 4 can be solved under these conditions, as described in detail earlier [ 171.
Solving the set of Eqns. 4 in this way constitutes the training or calibration phase and produces the vector w. This vector can then be used in recognition (i.e., to check how well it reproduces the calibration results) or in prediction of analytical results for unknown samples with the following equation 
RESULTS AND DISCUSSION
The SVDHK procedure applied directly to experimental data The Fe/Ni/Cr system. The data at 45 kV on the Fe/Ni/Cr system from the paper by Rasberry and Heinrich [ 151 were used to test the performance of the method applied directly to experimental data. The training set consisted only of the data concerning the ternary mixtures and included the samples treated as unknowns in Table 3 of the paper, except for specimen number 3987. The data on two-component mixtures could not be used, because no intensities were given at the line position of the absent element. For this ternary system the calibration results are expressed as Table 1 shows the values of the vectors w for Fe, Ni and Cr calculated with seven non-zero singular values and the resulting root mean square (RMS) error in the recognition process. This RMS error is calculated from dX(conc,,i, -conc,h,,)2/10. To test the predictive power of the method, the leave-one-out technique was followed, i.e., 10 members of the data set were used as the training set and the concentrations of the eleventh member were calculated with Eqn. 6. The results are given in Table 2 . As can be seen, the SVDHK method performs as well as the Rasberry-Heinrich method in all but the very low concentration ranges.
The Cu/Fe/S system. A second ternary test system was found in the data of Budesinsky [ 161 on copper smelter mattes. Table 3 shows the SVDHK calibration results together with the RMS errors in the recognition process in comparison with the standard deviations obtained by Budesinsky who used the expanded square-intensity method. The results were calculated with six non-zero singular values. Prediction performance for a number of samples taken from various parts of the concentration range, obtained with the leaveone-out technique, is summarized in Table 4 . The RMS error is increased somewhat compared to the recognition, but is still very close to the errors obtained by the Rasberry-Heinrich method or its modifications, even though the latter are not given for the leave-one-out situation.
The Cu/Si02/Fe/S system. To test the method on a more complicated system, the data of Budesinsky [ 161 on copper smelter converter slags were used. The calibration results then comprise four 15-element w vectors. With the use of six non-zero singular values, the recognition results listed in Table 5 were obtained. It is clear that when this way of representing the calibration results is used, the data are followed more closely by the six latent variables of the SVDHK method than by the six theoretical interactive constants plus two empirical constants used in the best performing method from the comparisons made by Budesinsky. Table 6 shows the prediction performance of the SVDHK method in the leave-one-out procedure for a number of samples chosen in different regions of the data set. The data on reverbatory slags with six components [ 161 could not be evaluated with the SVDHK method because the w vector then has 28 elements which cannot be calculated from a data set with 20 members. The SVDHKprocedure applied to data from a theory-based computer program The Cu/Fe/S system. The NRLXRF computer program of Criss [ 181 can generate relative intensity data for samples of known composition and can calculate results horn measured intensity data. It is a large program running on amainframe computer and is therefore not well suited for routine application on large series of samples or for on-line use. The use of the SVDHK method to represent calibration data generated off-line by the NRLXRF program should make the results of the latter program applicable for routine analysis.
To test this suggestion, relative intensity data for copper, iron and sulphur were generated for samples containing the following elements in the concentration ranges 25-65% Cu, lO-40% Fe, 20-30% S and lo-50% 0. Altogether, 300 samples covering these ranges evenly were simulated. Pseudorandom, normally distributed noise with zero mean and a standard deviation of 10" was added to the intensity data before the SVDHK procedure was entered. The calibration results of the SVDHK procedure with seven non-zero singular values are given in Table 7 . It should be noted that these calibration vectors are valid only for the relative intensities generated by the NRLXRF program, which are relative to the pure elements, and for concentrations expressed as weight fractions not as percentages. To use the results on experimental data, the experimentally found intensities have to be converted to this type of relative intensity and the results will be found as weight fractions.
The experimental data of Budesinsky on the reverbatory mattes containing Cu, Fe and S, used above in the direct approach, were converted with the use of the NRLXRF prediction of relative intensities (RI) for the first sample: RI (Cu) = 0.224489, RI (Fe) = 0.413568, RI (S) = 0.107115. Table 8 shows the recalculated relative intensities and the results found with the calibration constants from the SVDHK procedure, compared with the concentrations given by Budesinsky. The RMS errors between the calculated results and the wet chemical results given by Budesinsky [ 161 are around 1% absolute and are probably mainly due to the deviation between the NRLXRFgenerated and experimentally measured data. For instance, sample number 10 is predicted by the NRLXRF program to have relative intensities of 0.336949 for copper, 0.322943 for iron and 0.107115 for sulphur, whereas the experimental data recalculated with the predictions for the first sample are 0.345435 for copper, 0.329308 for iron, and 0.110409 for sulphur. Another indication for this explanation can be found from a comparison between Tables 8 and 4 ; the RMS error of the results from the direct application of the SVDHK procedure is much lower. Nevertheless, it will be clear that the SVDHK way of summarizing data from NRLXRF simulations can be used successfully if the required accuracy is not below 1% absolute.
