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Dans cette thèse, différents problèmes de la combinatoire des mots et de géométrie 
discrète sont considérés. Nous étudions d'abord l'occurrence des palindromes dans les 
codages de rotations, une famille de mots incluant entre autres les mots sturmiens et 
les suites de Rote. En particulier, nous démontrons que ces mots sont pleins, c'est-à­
dire qu'ils réalisent la complexité palindromique maximale. Ensuite, nous étudions une 
nouvelle famille de mots, appelés mots pseudostandards généralisés, qui sont générés à 
l'aide d'un opérateur appelé clôture pseudopalindromique itérée. Nous présentons entre 
autres une généralisation d'une formule décrite par Justin qui permet de générer de 
façon linéaire et optimale un mot pseudostandard généralisé. 
L'objet central, le f -palindrome ou pseudopalindrome est un indicateur des symétries 
présentes dans les objets géométriques. Dans les derniers chapitres, nous nous concen­
trons davantage sur des problèmes de nature géométrique. Plus précisément, nous don­
nons la solution à deux conjectures de Provençal concernant les pavages par transla­
tion, en exploitant la présence dé palindromes et de périodicité locale dans les mots de 
contour. À la fin de plusieurs chapitres, différents problèmes ouverts et conjectures sont 
brièvement présentés. 
Mots-clés : Palindrome, pseudopalindrome, clôture pseudopalindromique itérée, co­
dages de rotations, symétries, chemins discrets, pavages. 
INTRODUCTION
 
La combinatoire des mots est une discipline récente, étudiée de façon autonome depuis 
quelques dizaines d'années. On la retrouve implicitement depuis plus longtemps dans 
les travaux de Bernoulli, Markov, Thue, Birkhoff et Morse, mais ce n'est que depuis la 
deuxième moitié du 20e siècle qu'une littérature lui est spécifiquement consacrée. La 
structure des mots finis et infinis se révèle essentielle voire centrale dans de nombreux 
domaines de la science, par exemple en théorie des nombres (Allouche et Shallit, 2000; 
Adamczewski, 2002), en bio-informatique (Marathe, Condon et Corn, 1999; Czeizler 
et al., 2009; Kari et Mahalingam, 2010) et en physique (Hof, Knill et Simon, 1995; 
Allouche, 1997), ainsi qu'en géométrie digitale, discipline dans laquelle s'inscrit cette 
thèse. 
Dans le mémoire de maîtrise du présent auteur, le sujet central d'étude était le f ­
palindrome ou pseudopalindrome (Blondin Massé, 2008). Dans le même ordre d'idée, 
le pseudopalindrome occupe une place d'importance dans les trois premiers chapitres 
de cette thèse, puisqu'il révèle les symétries des objets combinatoires qu'il représente. 
Parmi les sujets qui ont été abordés au cours des trois dernières années, ce sont les tra­
vaux qui s'articulent autour de ces objets combinatoires riches en applications qui sont 
présentés. Dans les chapitres 2 et 3, nous nous concentrons plus particulièrement sur la 
complexité palindromique des codages de rotations et sur l'étude des mots pseudostan­
dards généralisés, qui sont construits à partir de pseudopalindromes et d'opérateurs sur 
ces mots. 
La deuxième partie de ce document est consacrée à l'étude de problèmes géométriques 
en utilisant des outils de la combinatoire des mots. Cette approche récente a mis en 
évidence qu'il était possible d'obtenir des algorithmes efficaces et souvent optimaux 
pour extraire diverses informations structurelles sur des chemins discrets et des mots 
2 
de contour (Beauquier et Nivat, 1991; Brlek, Labelle et Lacasse, 2005; Brlek, Labelle et 
Lacasse, 2006b; Brlek et al., 2009; Brlek, Koskas et Provençal, 2011b). Par exemple, 
la présence de périodes locales et de palindromes dans les mots de contour de certaines 
tuiles révèle des propriétés symétriques essentielles à la résolution de problèmes. Grâce 
à ces observations, nous sommes en mesure de répondre affirmativement à deux conjec­
tures formulées par Brlek, Dulucq, Fédou et Provençal qu'on retrouve dans la thèse de 
ce dernier (Provençal, 2008). 
La plupart des nouveaux résultats de cette thèse ont déjà été publiés dans des articles de 
conférence et de revue, sont sous presse ou en révision. Les thèmes abordés se divisent 
en six chapitres comme suit. 
Dans le chapitre 1, on introduit les définitions et les notations habituelles de la com­
binatoire des mots, ainsi que certaines notions plus particulièrement liées à l'étude des 
palindromes et des pseudopalindromes. La plupart des concepts présentés proviennent 
du livre de Lothaire, une des principales références dans le domaine (Lothaire, 1983; Lo­
thaire, 1997). 
Au chapitre 2, on considère les codages de rotations, une généralisation naturelle des 
mots sturmiens. Ces suites symboliques sont obtenues en partitionnant l'intervalle [0,1) 
en deux sous-intervalles et en codant la trajectoire d'un point subissant des rotations 
successives d'angle Q'. Nous présentons des résultats plus et moins connus sur la structure 
de ces mots, en nous concentrant en particulier sur leurs mots de retour. Le théorème 
principal de ce chapitre affirme que les codages de rotations sont pleins, c'est-à-dire 
qu'ils contiennent le plus grand nombre possible de palindromes distincts dans chacun 
de leurs facteurs. Les résultats qui y sont présentés ont fait l'objet d'un article de 
conférence présenté à EuroComb en septembre 2009, à Bordeaux, en France (Blondin 
Massé et al., 2009), et d'une version étendue qui est sous presse à la revue Theoretical 
Computer Sciences (Blondin Massé et al., 2011). 
Nous enchaînons au chapitre 3 avec l'étude de mots introduits plus récemment dans 
la littérature, appelés mots pseudostandards généralisés (de Luca et De Luca, 2006). 
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Cette famille de mots contient entre autres les mots sturmiens standards, les suites de 
Rote standards, le mot de Thue-Morse et certains mots quasi-sturmiens. Nous décrivons 
un algorithme optimal permettant de générer des mots pseudostandards généralisés, en 
nous inspirant d'une formule introduite par Justin dans un de ses articles (Justin, 2005) 
que nous généralisons en conséquence. Ces nouveaux résultats ont également fait l'objet 
d'un article et d'une présentation aux Journées montoises d'informatique théorique à 
Amiens, en France, en septembre 2010 (Blondin Massé, Paquin et Vuillon, 2010). 
Le chapitre 4 est consacré à des généralités sur les chemins discrets, les mots de contour 
(qui sont des chemins discrets fermés etauto-évitants), les polyominos et les pavages. 
Une section en particulier porte sur la notion de polyomino premier et composé. 
Ensuite, au chapitre 5, nous étudions les tuiles n-hexagonales et n-carrées, c'est-à-dire 
des polyominos admettant plusieurs pavages hexagonaux ou carrés. Nous démontrons 
entre autres qu'il n'existe aucune tuile n-carrée, pour n 2 3, résolvant ainsi une conjec­
ture de Provençal dans sa thèse (Provençal, 2008). Nous concluons ce chapitre en propo­
sant divers problèmes ouverts soulevés par cette nouvelle approche. Les thèmes abordés 
dans cette partie ont fait l'objet d'un article de conférence et d'une communication à 
Lattice Paths 2011, à Sienne, en Italie (Blondin Massé et al., 2011) ainsi que d'une 
version étendue qui a été acceptée et devrait bientôt paraître dans la revue Discrete 
Applied Mathematics (Blondin Massé, Brlek et Labbé, 2012). 
Le dernier chapitre de cette thèse, le chapitre 6, traite du problème de génération de 
tuiles 2-carrées. De tous les chapitres de cette thèse, c'est sans doute celui qui illustre de 
la façon la plus éloquente l'intérêt d'utiliser une approche basée sur la combinatoire des 
mots pour résoudre des problèmes de géométrie discrète. En effet, la structure induite 
par les mots de contour de tuiles 2-carrée révèle la présence de périodes locales, ce 
qui nous permet de décrire des opérateurs inversibles sur l'espace des tuiles 2-carrées. 
Ces opérateurs préservent également plusieurs propriétés fondamentales sur les mots de 
contour, dont le nombre d'enroulements et la structure palindromique. Nous démontrons 
une deuxième conjecture de Provençal et Vuillon à l'effet que les 2-carrés premiers sont 
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fixés par une rotation d'angle 'if (Provençal, 2008). Les résultats sur l'énumération des 
tuiles 2-carrées ont été présentés dans un article à la conférence GASCom en 2010, à 
Montréal (Blondin Massé, Garon et Labbé, 2Ü11a) et font l'objet d'un article de journal 
qui a été soumis durant l'été 2011 (Blondin Massé, Garon et Labbé, 2011b). 
CHAPITRE l 
GÉNÉRALITÉS SUR LES MOTS 
Dans ce chapitre, nous introduisons les définitions et les notations usuelles de la com­
binatoire des mots. Nous adoptons principalement la notation de Lothaire, une des 
références principales dans le domaine (Lothaire, 1983). 
1.1 Mots 
Un alphabet A est un ensemble fini dont les éléments sont appelés lettres ou symboles. 
Un mot fini W sur un alphabet A est une suite finie (Wl,W2,'" ,wn ) d'éléments de A, où 
nE N (souvent, pour des raisons arithmétiques, on commence l'indexation par 0). Afin 
d'alléger la notation, on écrit W = Wl W2 ... Wn . L'entier n est appelé la longueur de w, 
notée Iwi. Il existe un unique mot w tel que Iwi = O. Ce mot est appelé mot vide et est 
noté é. 
On désigne par An l'ensemble des mots de longueur n sur A, où n E N. D'autre part, 
l'ensemble des mots de longueur quelconque sur A est noté A'" et est défini par 
Étant donné deux mots 11. = UIU2'" U m et v = VIV2'" Vn sur A, où m,n E N, on 
appelle concaténation de 11. et v le mot u· v = Ul U2 ... UmVl V2 ... Vn . Remarquons que 
la concaténation de deux mots est une opération associative sur A"', de sorte que (A *, .) 
est un monoïde, appelé monoïde libre, dont l'élément neutre est é. 
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Soit w = Wl W2 ... W n un mot de longueur n sur un alphabet A. On dit d'un mot u 
qu'il est facteur de W s'il existe des mots x et y tels que W = xuy. En particulier, dans 
le cas où x = c (respectivement y = c), on dit que u est un préfixe (respectivement 
suffixe) de w. L'ensemble des facteurs ou le langage de west noté Fact (w ), alors que 
l'ensemble des facteurs de longueur n de west noté Factn(w). D'autre part, l'ensemble 
des préfixes (respectivement suffixes) de west noté Pref(w) (respectivement Suff(w)). 
L'unique préfixe (respectivement suffixe) de w de longueur i, où 0 ~ i ~ n, est noté 
Prefi(w) (respectivement Suffi(w)). On dit que le nombre i est une occurrence de u s'il 
existe des mots x et y tels que w = xuy, où Ixl = i + 1. On désigne par Iwl u le nombre 
d'occurrences de u dans w. En outre, u est dit unioccurrent dans w si Iwl u = 1. 
n nLa n-ième puissance d'un mot non vide w, notée w , est donnée par w = ww··· w 
(n fois). On dit que west primitif s'il n'existe aucun mot u tel que w = un, pour un 
certain entier n. En particulier, le carré de west donné par w2. 
On dit de deux mots u et v qu'ils sont conjugués s'il existe des mots x et y satisfaisant 
u == xy et v = yx. Par exemple, u ::::;; aabab et v = abaab sont conjugués (il suffit de 
prendre x = aab et y = ab). On peut montrer que la relation «être conjugué de» 
est une relation d'équivalence. La classe de conjugaison d'un mot w, notée [wJ, est 
l'ensemble des conjugués de w. On se convainc facilement que sa cardinalité est donnée 
par 1 [wJ 1 = Iw 1 si west primitif. 
Supposons que v E Pref(w). Alors v-lw est le mot satisfaisant V(V-lw) = w, c'est-à­
dire que v-1w est le mot obtenu de w en supprimant le préfixe v. De la même façon, si 
v E Suff(w), alors wv- 1 est le mot satisfaisant (wv-l)v = W. 
Soit rp : A* -+ B* une fo ctio 1 où A et B sont deux alphabets. On dit que :p est 
un morphisme s'il préserve la concaténation, c'est-à-dire que rp(uv) = rp(u)rp(v), pour 
n'importe quels u,v E A*. D'autre part, On dit que rp est un antimorphisme si rp(uv) = 
rp(v)rp(u), pour n'importe quels u,v E A*. 
Supposons que A = {a,b}. Le complément d'un mot w E A*, dénoté par w, est le mot 
7 
obtenu par l'application du morphisme échangeant les lettres de w, c'est-à-dire que -: est 
le morphisme défini par a = b et b = a. Il est clair que l'opération de complémentation 
est une involution. 
La complexité (factorielle) d'un mot est la fonction indiquant, pour chaque naturel n, 
le nombre de mots de longueur n, c'est-à-dire la fonction 
1.2 Pseudopalindromes 
L'image miroir de w = WIW2'" wn , notée w, est définie par w = W n '" W2Wl. Un 
palindrome est un mot p satisfaisant p = p. L'ensemble des facteurs palindromiques 
d'un mot west noté Pal(w) et l'ensemble des facteurs palindromiques de longueur n de 
west noté Paln(w). De plus, afin d'alléger grandement l'écriture par la suite, on dénote 
par PLPS(w) le plus long palindrome suffixe de w. 
On dénote par":' l'antimorphisme sur les alphabets binaires correspondant à la compo­
sition des opérateurs - et -:, c'est-à-dire que pour tout mot binaire w sur A = {a,b}, on 
a 
w=w=w. 
Le fait que les opérateurs":' et -: commutent est clair. Un antipalindrome est un mot 
w satisfaisant w = w. On dénote par Antipal(w) l'ensemble des facteurs antipalindro­
miques de w. On peut montrer que si west un antipalindrome et p E Pal(w), alors 
p E Pal(w). De plus, le lecteur vérifiera que l'unique mot qui est à la fois un palindrome 
et un antipalindrome est le mot vide é. De la même façon que pour les palindromes, on 
désigne par PLAS(w) le plus long antipalindrome suffixe de w. 
Notons que - et ~ sont des antimorphismes, c'est-à-dire o,ue pour tous mots u et v, On 
a ûV = vu et uv = vu. 
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Fact3(W) {OOl,OlO,Oll, 100,101, 110} 





Pal(w) {€,O, 1,00, Il,01ü,101,0110} 
Antipal(w) {€,Ol,lO,OlOl,llOO,OOlÜll} 
Soient u,v deux mots. Il est facile de vérifier que « U est facteur de v» est une relation 
réflexive, antisymétrique et transitive et donc une relation d'ordre (par contre, ce n'est 
pas une relation d'ordre total). On introduit une restriction de cette relation sur les 
palindromes comme suit. 
Définition 1. Soient p et q deux palindromes. On écrit p ~ q s'il existe un mot x tel 
que q = xpx et on dit que p est un facteur palindromique central de q. 
Le lecteur vérifie facilement la proposition suivante. 
Proposition 1. La relation p ~ q, où p et q sont des palindromes, est un ordre partiel 
(mais ce n'est pas un ordre total). o 
Étant donné un mot w, il est possible de représenter sous forme d'arbre les palindromes 
apparaissant dans w à l'aide de la relation ~. Plus précisément, on a la définition 
suivante. 
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Définition 2. Soit w un mot. Alors l'arbre des palindromes de west l'arborescence 
dont les sommets sont donnés par les éléments de Pal(w), ainsi qu'un sommet distingué 
supplémentaire qu'on appelle racine. De plus, il existe un arc de la racine vers E et 
chacune des lettres de w. Finalement, on a un arc du sommet p vers le sommet q si 
q = expex, pour une certaine lettre ex. 
Remarquons que chaque ordre partiel induit une arborescence sur un ensemble de mots. 
Cependant, dans ce mémoire, nous nous intéressons plus particulièrement aux facteurs 
palindromiques et antipalindromiques. 
Par ailleurs, dans les représentations graphiques d'arbre des palindromes, nous ne dessi­
nons pas l'orientation des arcs puisqu'il est facile de la déduire en consultant l'étiquette 
des sommets source et but. 
Notons que la relation :::S peut être également étendue aux antipalindromes, c'est-à-dire 
que si pet q sont deux antipalindromes, alors on écrit p :::S q lorsqu'il existe un x tel que 
q = xpx. L'arbre des antipalindrornes d'un mot west défini de la même façon qu'à la 
Définition 2. 
Définition 3. Soit w un mot binaire. Alors l'arbre des antipalindromes de west l'ar­
borescence dont les sommets sont donnés par les éléments de Antipal(w) et tel que la 
racine est E. De plus, on a un arc du sommet p vers le sommet q si q = expCi, où ex et Ci 
sont les deux lettres de l'alphabet. 
Nous illustrons ces notions par un exemple. Il est pratique de représenter par des arbres 
les facteurs palindromiques et antipalindromiques d'un mot puisqu'ils donnent rapide­
ment une intuition de leur structure combinatoire. En particulier, ils mettent en évidence 
les symétries et les extensions possibles pour chaque palindrome. 
Exemple 2. En reprenant le mot w = 00101100 on obtient les arbres des palindromes 
et des antipalindromes de w aux figures 1.1 et 1.2. 
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Figure 1.2: Arbre des antipalindromes du mot w = 00101100. 
Dans un article de Brlek et al., les auteurs introduisent la notion de défaut palindm­
mique, qui mesure la quantité de palindromes distincts manquants dans un- même mof 
(Brlek et al., 2004) en se basant sur une observation d'un article de Droubay, Justin 
et Pirillo (Droubay, Justin et Pirillo, 2001). En effet, considérons un mot fini w. Alors 
w contient un nombre linéaire de palindromes distincts. Plus précisément, on a le fait 
suivant: 
Théorème 1. (Droubay, Justin et Pirillo, 2001) Soit w un mot fini. Alors IPal(w)1 :::; 
Iwl + 1. 
Démonstration. Une démonstration se trouve dans (Droubay, Justin et Pirillo, 2001) 
ainsi que dans le mémoire du présent auteur (Blondin Massé, 2008). Par contre, afin de 
rendre cette thèse auto-suffisante, nous l'incluons ici. 
Soit Pi le préfixe de longueur i de w, où 0 ::; i ::; n. Soit Pi le nombre de palindromes 
suffixes de Pi et unioccurrents dans Pi, où 0 :::; i :::; n. On montre que Pi ::; 1, pour 
o :::; i :::; n. En procédant par contradiction, supposons qu'il existe un indice j tel que 
Pj 2:: 2. En particulier, il existe deux palindromes distincts u et v qui sont suffixes de 
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Pj et qui sont unioccurrents dans Pj. De plus, comme u et v sont différents, sans perte 
de généralité, on peut supposer que lui> Ivl. Il existe donc un mot non vide x tel que 
u = xv. Or, u = U = xv = vx = vx, c'est-à-dire que v apparaît au moins deux fois dans 
u et donc dans Pj, contredisant la supposition que v est unioccurrent dans Pj' On en 
conclut que Pi ::; 1 pour a :s: i :s: n et donc IPal(w) 1 :s: Iw 1 + 1. 0 
Un mot w qui réalise la borne du théorème 1 est dit plein. En outre, on définit le défaut 
palindromique de w, noté D(w), par 
D(w) = Iwl +1- IPal(w)l· 
Il est clair que west plein si et seulement si D(w) = O. 
1.3 Mots infinis 
Un mot infini w sur un alphabet A est une suite dénombrable d'éléments de A. En 
général, les mots infinis seront dénotés en gras. La plupart des définitions de la section 
1.1
 s'étendent aux mots infinis. Un mot west dit périodique s'il existe un mot non 
n Wvide v tel que v E Pref(w), pour tout n E N. On écrit alors w = v • On dit que 
west récurrent si pour tout u E Fact(w), on a Iwlu = 00. Il existe une notion plus 
forte de récurrence: west dit uniformément récurrent si pour tout u E Fact(w), il 
existe un entier n tel que pour tout v E Factn(w), u E Fact(v). Autrement dit, un 
mot uniformément récurrent a la propriété que chaque paire d'occurrences consécutive 
apparaît avec une distance bornée. Soit u E Fact(w). Un mot v est appelé mot de retour 
complet de u dans w si 
(i) v E Fact(w), 
(ii) Ivl u = 2, 
(iii) u E Pref(v) et 
(iv) u E Suff(v). 
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On désigne par CRetw(u) l'ensemble des mots de retour complet de u dans w. Notons 
que cette notion est définie pour les mots finis et infinis, mais elle est surtout considérée 
dans les mots infinis. En particulier, le nombre de mots de retour complet d'un mot u 
dans west fini si west uniformément récurrent. 
Exemple 3. Soit u = aababbaabbabaa. Le mot 
Ww = U = (aababbaabbabaa)W = aababbaabbabaaaababbaabbabaa· .. 
est un exemple de mot périodique. On peut par ailleurs montrer que un est un pa­
lindrome, pour tout n ;::: O. Il est clair que west récurrent et même uniformément 
récurrent. Finalement, on constate que 
CRetw (aa) = {aaa, aababbaa, aabbabaa} . 
~ne extension natu~elle de la définiti~n de mot de retour complet s'avère utile dans les 
chapitres qui suivent. Soient u, v E Fact(w). On dit que w est un mot de retour complet 
de u vers v s'il existe un j tel que 
(i) u est un préfixe de w; 
(ii) v est un suffixe de w; 
(iii) si u i- v, alors Iwlv = 1. 
On désigne par CRetw(u) l'ensemble des mots de retour complet de u dans w. Notons 
que cette notion est définie pour les mots finis et infinis, mais elle est surtout considérée 
dans les mots infinis. En particulier, le nombre de mots de retour complet d'un mot u 
dans west fini si west uniformément récurrent. 
1.4 Morphismes 
Rappelons qu'un morphisme est une application <p : A* --7 B* telle que <p('Uv) = 
<p(u)<p(v), pour n'importe quels u,v E A*. Il est par conséquent suffisant de connaître 
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l'action de cp sur les lettres de A pour l'étendre au monoïde libre A*. On dit d'un mot 
w qu'il est point fixe du morphisme cp si w = cp(w). 
Soit cp : A* -7 A* un morphisme sur un alphabet A. On peut montrer qu'un mot w dont 
la première lettre est a est fixé par cp si et seulement si la première lettre de cp(a) est 
a (Allouche et Shallit, 2003, chapitre 7). Dans ce cas, on écrit cpW(a). La notation est 
justifiée par le fait que cpn(a) est un préfixe de w pour tout entier n 2: O. Notons que 
certains mots finis peuvent être point fixe d'un morphisme. 
Exemple 4. Soient A = {a,b} et J.L : A* -+ A * le morphisme donné par J.L(a) = ab et 
J.L(b) = ba. Alors J.L admet exactement deux points fixes: 
J.L( t) = t = abbabaabbaababbabaababbaabbabaab· .. 
J.Let) = t = baababbaabbabaababbabaabbaababba ... 
On démontre facilement que CRett(a) = {aa,aba,abba}. Le mathématicien Axel Thue 
a également démontré que t est sans chevauchement, c'est-à-dire ne contient pas de 
facteur de la forme auaua, où u est un mot et a une lettre. Une traduction de ses 
travaux se trouve dans (Berstel, 1995). À noter que t et t sont également des points 
fixes du morphisme 8 : A* -7 A* défini par 8(a) = abba et 8(b) = baab, c'est-à-dire que 
les images sont des palindromes. Le mot t est appelé mot de Thue-Morse. Il possède de 
nombreuses propriétés palindromiques intéressantes et une grande quantité de travaux 
sont consacrés à son étude (Brlek, 1989; Berstel, 1995; Allouche et Shallit, 2000; Blondin 
Massé et al., 2007; Blondin Massé et al., 2008), dont une importante partie est résumée 
dans le "survey" de Allouche et Shallit (Allouche et Shallit, 1999). 
1.5 Mots célèbres 
Nous terminons ce chapitre en présentant quelques familles de mots infinis célèbres, 
qu'on retrouve dans les chapitres subséquents. 
Les mots infinis les plus connus sont sans doute les mots sturmiens. Ils contiennent en 
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particulier le mot de Fibonacci 
f = abaababaabaababaababa··· 
défini comme le point fixe du morphisme 
lf! : {a, br ---* {a, b} : a f-7 ab, b f-7 a. 
Définition 4. Soit w un mot infini apériodique. On dit que west sturmien s'il existe 
des nombres 0:, p E lR tels que 0 :; 0: < 1, 0: est irrationnel et west égal à un des deux 
mots infinis suivants 
si lo:(n + 1) + pJ = lo:n + pJ, 
sa,p [n] {:
 sinon, 
si 10:(n + 1) + pl = Io:n + pl,
S~,p [n] {:
 sinon, 
c'est-à-dire que w correspond à la discrétisation d'une demi-droite d'intercept p et de 
pente irrationnelle 0:. 
Plusieurs caractérisations équivalentes de ces mots existent. Plus précisément, les énoncés 
suivants sont équivalents: 
1. west sturmien; 
2. vi!
 a une complexité n + 1 ; 
3. west équilibré, c'est-à-dire que pour tout facteur de même longueur 'U, v E 
Factn(w), on a \ula-Ivla :; 1 pour toute lettre a. 
On dit d'un mot sturmien qu'il est standard si p = lX. Nous étudions les mots standards 
dans le chapitre 3 ainsi que certaines généralisations de cette notion. De plus, il a été 
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Figure 1.3: Interprétation géométriqu€ illustrant le lien entre les mots sturmiens et les suites 
de Rote. Dans le dessin, le mot OllO()111001100· .. est une suite de Rote qui code la hauteur 
modulo 2 du chemin discret décrit par le mot sturmien abababaabababa· ... 
Une famille de mots très proche de celle des mots sturmiens est celle des mots quasi­
sturmiens, qui sont les mots de complexité n+k, pour un entier k ~ 2 (Alessandri, 1995). 
Une certaine littérature leur est également consacrée, notamment par la communauté 
étudiant les systèmes dynamiques (Damanik et Lenz, 2000; Lenz, 2003). 
En dernier lieu, il est intéressant de mentionner les suites de Rote, qui sont les mots de 
complexité 2n. Ils ont été principalement étudiés par Rote, qui a démontré que, si un 
mot w a une complexité 2n et a un langage fermé sous l'opération de complémentation, 
alors la suite des différences finies de west sturmienne (Rote, 1994). Cette propriété 
s'interprète au niveau géométrique comme suit: les suites de Rote codent la hauteur 
modulo 2 d'une demi-droite de pente irrationnelle, comme l'illustre la figure 1.3. 
À l'instar des mots sturmiens, on dit d'une suite de Rote dont le langage est fermé par 
complémentation qu'elle est standard si le mot sturmien qui lui est associé est lui-même 
standard. 
Les codages de rotations, qui sont introduits dans le chapitre suivant, sont en quelque 
sorte une généralisation des mots sturmiens et de certaines suites de Rote. Ils incluent 
également certains mots quasi-sturmiens. Nous montrons en particulier que tous les 
codages de rotations sont pleins en palindromes. 

CHAPITRE II 
CODAGES DE ROTATIONS 
Dans ce chapitre, nous nous intéressons aux codages de rotations, qui sont des suites 
symboliques binaires codant la traj€Ctoire d'un point de l'intervalle unité [0,1) lorsqu'on 
lui fait subir des rotations successives d'angle LX E ~/Z, Plus précisément, nous rappelons 
les notions de base et les faits connus sur ces suites, notamment issus de la théorie 
des systèmes dynamiques. Nous démontrons également que ces suites symboliques sont 
pleines, c'est-à-dire qu'elles réalisent la borne supérieure du nombre de palindromes 
distincts qu'un mot infini peut contenir dans chacun de ses facteurs, La majorité des 
notions et des résultats présentés ont fait l'objet d'un article de revue publié récemment 
(Blondin Massé et al., 2011). 
2.1 Topologie cl u cercle unité 
L'espace de base des codages de rotations est le cercle unité ~/Z muni de sa projection 
naturelle 
1r : R ---+ ~/Z : x 1--7 x + Z. 
L'ensemble des représentants utilisés est donné par l'intervalle fermé à gauche et ouvert 
à droite [0,1) ç ~. Dans l'espace ~/Z, on appelle intervalle tout ensemble A ç ~/Z 
pour lequel il existe un intervalle B ç IR vérifiant 1r(B) = A. Ainsi, [1/4,11/20] et 
[0.75,0.08] sont deux intervalles d€ ~/Z, c'est-à-dire qu'il n'est pas nécessaire que les 
bornes a et bd 'un intervalle [a, b] satisfassent a < b. En revanche, tout intervalle de ~/Z 
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Figure 2.1: Intervalles du cercle unité. (a) L'intervalle [0.25; 0.55], (b) l'intervalle [0.75; 0.08] et 
(c) ce n'est pas un intervalle. 
est complètement déterminé par le couple (ordonné) (a, b), avec a, b E lR/Z (voir figure 
2.1). 
Les notions d'intervalle fermé, ouvert, semi-ouvert, ouvert à. gauche, ouvert à. droite, 
fermé à gauche et fermé à droite dans lR s'étendent naturellement au cas d'intervalles 
de lR/Z. Le bord d'un intervalle non vide I, dénoté par 8(I), est l'ensemble de ses deux 
bornes, qu'elles soient incluses ou non dans l'intervalle. La clôture d'un intervalle l, 
qu'on note par I, est donnée par l = l u 8(1) et son intérieur est l'ensemble ouvert 
Int(I) = l - 8(I). 
La fonction de base que nous considérons sur lR/Z est la rotation d'angle a E lR définie 
par Ro.(x) = x + a E lR/Z, l'addition étant considérée modulo Z. Il est évident que Rex 
est une bijection. La fonction Ro. s'étend naturellement à tout sous-ensemble de points 
x ç lR/Z : Rc,,(X) = {Ra(x) 1 x E X} et en particulier aux intervalles. Il est pratique 
d'employer la notation exponentielle pour désigner la composition de la fonction Rex 
avec elle-même, de sorte que Rrz:(x) = x + ma E lR/Z, avec m E Z. 
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2.2 Échanges d'intervalles 
Un échange d'intervalles est une fonction affine par morceaux qui associe deux partitions 
de l'espace en intervalles par rapport à une permutation donnée. 
Soient J,K ç ]RIZ deux intervalles fermés à gauche ouverts à droite de longueurÀ. Soit 
q 2: 1 un entier et À = (À1,À2,' .. ,Àq ) un vecteur à valeurs dans ]R+ tel que =;=1 Ài = À 
et soit a une permutation de l'ensemble {1,2, ... ,q}. On partitionne les intervalles Jet 
K en q sous-intervalles comme suit. Pour 1 :S i :S q, posons 
Alors l'échange de q intervalles par rapport à la permutation a et au vecteur À est 
l'application F qui satisfait les deux conditions suivantes: 
(i) l'image du sous-intervalle Ji est Ki, c'est-à-dire F(Ji) = Ki et 
(ii) FIJi (la restriction de F à l'intervalle .h) est une translation pour i = 1,2, ... , q. 
Exemple 5. Soient les intervalles J = [0,25; 0,50) et K = [0,70; 0,95), le vecteur À = 
(0,10;0,10;0,05) et la permutation a = (321). Alors 
JI = [0,25; 0,35), h = [0,35; 0,45) et J3 = [0,45; 0.50). 
D'autre part, puisque a = (321), les longueurs des sous-intervalles KI, K2 et K3 seront 
inversées par rapport à JI, J2 et h, de sorte que 
K 3 = [0,70; 0,75), K2 = [0,75; 0,85) et KI = [0,85; 0.95). 
L'échange d'intervalles F résultant du vecteur À et de la permutation a est donc 
complètement décrit par les sous-intervalles Ji et Ki, pour i = 1,2,3. Par exemple, 
F(0,25) = 0,85, F(0,40) = 0,80 et F(0,49) = 0,74. La figure 2.2 représente l'échange 





Figure 2.2: Échange d'intervalles obtenu à partir de l'intervalle J = [0,25; 0,50) vers l'intervalle 
K = [0,70; 0,95) selon le vecteur >. = (0,10; 0,10; 0,05) et la permutation (J = (321). 
2.3 La fonction de premier retour de Poincaré 
Soit a E IR et J ç IRjZ un intervalle du cercle unité. On définit une fonction 
Ta : J ----7 N+ : X H min{t E N+ 1 x + ta E J}. 
Moins formellement, Ta(x) est égal au nombre de rotations d'angle a nécessaires pour 
que le point x E J revienne dans l'intervalle J. On l'appelle également temps de retour 
du point x E J, d'où l'utilisation de la variable t. Une autre fonction utile est celle qui 
code le lieu d'arrivée exact du point lors de son premier retour : 
Exempie ô. Soient a = 0,2345, J = [0,01; 0,16] et x = 0,08 3. Alors Ta(x) = 4 et 
Pa(x) = 0,2713. Une représentation graphique de la situation se trouve à la figure 2.3. 
Il n'est pas immédiat que la fonction Ta est bien définie pour tout x E J. En effet, 
rien ne nous garantit à première vue que tout point x auquel on applique des rotations 





Figure 2.3: Temps de premier retour et fonction de premier retour de Poincaré avec a = 0,2345 
et J = [0,01; 0,16]. Il suffit de quatre rotations pour revenir à l'intervalle J en partant du point 
x = 0,0833. Par conséquent, To(x) = 4 et donc Po (x) = x + 4a = 0,2713. 
qui suit résoud la question: 
Proposition 2. Soit a E JR un réel non nul et J ç JRjZ un intervalle du cercle unité. 
Alors les fonctions Ta et Pa sont bien définies. 
Démonstration. Il suffit de montrer que Ta(x) E N pour tout x E J. 
Supposons d'abord que a est rationnel, c'est-à-dire a = pjq pour certains entiers p et 
q. Alors x + qa = x + P = x E J, puisque l'addition est prise modulo Z, de sorte que 
Ta(x) :::; p et donc Ta(x) EN. 
Il reste à considérer le cas a irrationnel. La conclusion suit du fait que l'ensemble 
{x + ta 1 tE JR} est dense dans [0,1) et donc que Ta(x) est bien fini. o 
Dans la suite de cette thèse, il s'avère utile de généraliser la fonction de premier retour 
de Poincaré en distinguant les intervalles de départ et d'arrivée. 
Soient a E lR et J, K ç JRjZ deux intervalles non vides fermés à gauche et ouverts à 
droite. On définit l'application Ta ( J, K) par 
Ta(J,K): J -+ N+ U {+oo}:x H inf{t E N+ 1 x+ ta E K}. 
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En d'autres termes, T(Y.(J, K)(x) indique le nombre de rotations d'angle a qui doivent 
être appliquées au point x E J pour qu'il se trouve pour la première fois dans l'intervalle 
K. Il s'agit bien d'une généralisation de la fonction de premier retour de Poincaré usuelle, 
qu'on retrouve en posant J = K. La fonction T(Y.(J,K) est appelée temps de retour. De 
façon analogue, posons 
P(Y.(J, K) : J' ---7 K : X H X + Tcx(J, K)(x) . a, 
avec J' = {x E J 1 T(Y.(J, K)(x) < oo} l'ensemble des points de J ayant un temps de 
retour fini. Plus informellement, étant donné x E J, P(Y.(J, K)(x) est le point corres­
pondant au lieu d'arrivée de x la première fois qu'il atteint l'intervalle K. La fonction 
Pc< (J, K) est appelée fonction de premier retour de Poincaré généralisée, ou plus simple­
ment fonction de premier retour de Poincaré pour ne pas alourdir inutilement le texte. 
Il convient de noter que, bien que les fonctions Tc< (J, K) et Pc< (J, K) sont en général 
définies pour J et K des intervalles, elles sont également bien définies lorsqu'on les étend 
à- des ensembles J et K qui ne sont pas des intervalles.­
Exemple 7. Reprenons l'exemple 6, avec a = 0,2345, x = 0,0833 et J = [0,01;0,16]. 
Considérons l'intervalle d'arrivée K = [0,37; 0,52]. Cette fois, il faut appliquer six rota­
tions au point x pour qu'il atteigne l'intervalle K pour la première fois (voir figure 2.4). 
On obtient donc Tc< (J, K)(x) = 6 et P(Y.(J, K)(x) = 0,4903. 
À l'exemple 7, on remarque que l'orbite du point x passe d'abord par l'intervalle J 
avant d'arriver dans l'intervalle K. En revanche, si K = [0,25; 0,40], l'orbite serait arrivé 
directement dans l'intervalle K sans passer par 1. 
De la même façon que pour la fonction de premier retour de Poincaré usuelle, il faut 
s'assurer que la version généralisée est également bien définie. On constate que dans 
certains cas, il est possible que l'intervalle d'arrivée K ne soit jamais atteint par l'orbite 
{x + ta 1 t E 1"1+}. En fait, c'est seulement dans le cas où a est rationnel, car si a 
est irrationnel, alors par densité, l'intervalle K sera toujours atteint. C'est pourquoi le 





Figure 2.4: Temps de premier retour et fonction de premier retour de Poincaré avec 0 = 0,2345, 
J = [0,01; 0,16] et K = [0,37; 0,52]. Il suffit de six rotations pour arriver à j'intervalle K en 
partant du point x = 0,0833. Par conséquent, Tex (J, K)(x) = 6 et Pex(x) = x + 60 = 0,4903. 
Exemple 8. Soient ex = 0,3, J = [0,83; 0,87], K = [O,OS; 0,12] et x = 0,85. Comme 
ex = 3/10, son orbite contient exactement 10 points: 
x = {0,05; 0,15; 0,25; 0,35; 0,45; 0,55; 0,65; 0.75; 0,85; 0.95}. 
Or, X n K = 0, ce qui entraîne que To.(J, K)(x) = +00 et Po. (J, K)(x) n'est pas défini 
(voir figure 2.5). 
Il est bien connu de la communauté étudiant les systèmes dynamiques que la fonction de 
premier retour de Poincaré usuelle est un échange d'intervalles. En utilisant la notation 
de ce chapitre, nous avons plus précisément le lemme suivant (Katok, 1980) : 
Lemme 1. (Katok, 1980) Soit a E lR et J ç lR/Z un intervalle du cercle unité. Alors 
l'application Po. = Po. (J, J) est un échange de r :::; 4 intervalles. De plus, il existe une 
décomposition 
J = JI U h u ... U Js, r::; s ::; 4, 
en sous-intervalles .h deux à deux disjoints et des entiers positifs t1, tz, ... , ts tels que 






Figure 2.5: Temps de premier retour infini lorsque Q = 0,3, J = [0,83; 0,87], K = [0,08; 0,12] et 
x = 0,85. On remarque que l'orbite du point x contient exactement 10 points (numérotés dans 
l'ordre selon lequel ils sont atteints). En particulier, cet orbite et l'intervalle K sont disjoints de 
sorte que T(}.(J, K)(x) = +00 et P,AJ, K)(x) n'est pas défini. 
où Ra est continue sur chaque sous-intervalle R~(Ji), pour k = 0,1, ... , ti - 1. 0 
Nous n'incluons pas la démonstration ici pour deux raisons. Tout d'abord, celle-ci se 
trouve dans l'article de Katok (Katok, 1980). De plus, elle nécessite l'utilisation d'outils 
qui ne sont pas nécessaires à la compréhension de cette thèse et que nous ne souhaitons 
pas présenter. Finalement, la proposition qui suit généralise le lemme 1 pour le cas où 
les intervalles de départ J et d'arrivée K peuvent être différents, et par le fait même, 
en constitue une démonstration. 
Proposition 3. Soient ct E ~/Z et J, K ç ~/Z deux intervalles fermés à gauche ouverts 
à droite vérifiant IJI = IKI :::; Q. Alors Pa(J,K) est une bijection si et seulement si 
Pa (J, K) est un échange de q intervalles de permutation (q, q-l, ... ,2,1), où q E {l,2,3}. 
Démonstration. Afin d'alléger le texte, posons P = Pa (J, K) et T = Ta (J, K). 
({=) Par définition même d'échange d'intervalles. 
(=}) Considérons le nombre d'éléments dans l'image T(J) ç N+. Si IT(J)I = 1, alors P 
est un échange de 1 intervalle et la proposition est vérifiée. Autrement, supposons que 
IT(J) \ ;::: 2. 
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Figure 2.6: Schéma illustrant le cas où l'intersection de deux intervalles ne donne pas un in­
tervalle. Il s'agit d'un argument utilisé pour visualiser ce qui se passe lorsque K et R~ (J) se 
chevauchent de part et d'autre dans la proposition 3. 
Soient h et t2 les deux plus petites valeurs de T(J), avec tl < t2, Ji = T- 1(ti) et 
Ki = P( Ji) pour i = 1,2. Tou t d'abord, remarquons que l'ensemble KI est un intervalle. 
En effet, si KI n'est pas un intervalle, alors les intervalles Jet K doivent être de longueur 
au moins 1/2 (puisqu'ils sont de même longueur et que R~ (J) et K doivent se chevaucher 
de part et d'autre comme à la figure 2.6) et donc 1/2 < IKI ::; 0:. En particulier tl = 1 et 
donc 0: < IJI, ce qui est contradictoire. On en conclut que KI = K nR~ (J) est bien un 
intervalle et K2 = K n R~(J \ JI)' Or, P est une bijection par hypothèse, de sorte que 
KI et K 2 sont disjoints et touchent chacun une borne de l'intervalle K. Si IT(J)I = 2, 
alors J = JI U h et K = KI U K 2, de sorte que P est l'échange de deux intervalles 
décrit par JI et J2 de permutation (2,1). 
Supposons maintenant que IT(J) 1 ~ 3. Soient t3 = min(T(J) \ {tlh}), J3 = T- 1(t3) 
et K 3 = P(h) = K n R~(J \ (JI U h)). Autrement dit, t3 est le prochain plus petit 
temps de retour, h et K 3 sont respectivement les ensembles de départ et d'arrivée des 
points ayant le temps de retour t3. Comme K 3 est non vide et P est une bijection, alors 
Rt 3 (J \ (JI U h)) doit intersecter K dans l'intervalle K \ (KI U K 2). Or, la longueur de 
cet intervalle fermé à gauche et ouvert à droite est IK\ (KI UK2)1 = IJ\ (JI uh)l, ce qui 
signifie qu'il y a tout juste suffisamment d'espace. Ainsi, h = J \ (JI U h), IT(J)I = 3 
et donc P est un échange de 3 intervalles décrit par JI, J2, J3 de permutation (3,2,1), 
ce qui termine la démonstration. [] 
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i R~(x) = (x + ia) mod Z R~(x) E [0; 0,30234023)? Ci 
0 0,23435636 oui 1 
1 0,45679159 non 0 
2 0,67922683 non 0 
3 0,90166206 non 0 
4 0,12409730 oui 1 
5 0,34653254 non 0 
Tableau 2.1: Premières valeurs du codage de rotations C = COCIC2'" obtenu avec les paramètres 








Figure 2.7: Orbite des premières valeurs obtenues à partir du codage de rotations de paramètres 
x = 0,23435636, IX = 0,222435236 et f3 = 0,30234023. 
2.4 Codages de rotations 
Soient x, a, ,8 E ]R/Z. Le cercle unité ]R/Z est partitionné en deux intervalles fermés à 
gauche et ouverts à droite non vides II = [0,(3) et 10 = [(3,1). Ensuite, on définit un mot 
infini (ou une suite symbolique) C(x) = COC2C2 ... sur A = {0,1} en posant 
Ci = f1 si R~(x) E [0,(3), 
l0 si R~ (x) E [(3,1), 
Ce mot est appelé codage de rotations de x de paramètres (a, (3) . 
Exemple 9. Soient x = 0,23435636, a = 0,222435236 et (3 = 0,30234023. Alors 
C(x) = 1000100011000100011000100011000100011000· ... 
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Le tableau 2.1 indique les premières valeurs de C et la figure 2.7 représente l'orbite de 
ces premières valeurs sur le cercle unité. 
Il est immédiat que C(x) est périodique si et seulement si Q est rationnel. Lorsque 
Q est irrationnel et que (3 E {Q, 1 - Q}, alors le codage obtenu est un mot sturmien. 
Autrement, si ,6 ~ Z + QZ, on retrouve les mots de complexité 2n, ou mots de Rote 
(Rote, 1994). En dernier lieu, le cas (3 E Z + QZ nous donne les mots quasi-sturmiens, 
c'est-à-dire les mots de complexité n + k, où k est un entier (Rote, 1994). 
2.5 Partition du cercle unité 
Soient x, Q, (3 E ]R/Z. Étant donné un mot w E 2:;*, on définit I w comme l'ensemble des 
points du cercle unité à partir desquels le mot west lu sous des rotations d'angle Q : 
Il est facile de calculer les ensembles I w : 
n-l 
Iw = nR;;i (IwJ (2.1) 
i=O 
avec h = [0,(3) et la = [(3,1). Il suit de la formule (2.1) que I1u n'est pas nécessairement 
un intervalle puisque rien ne garantit que l'intersection de deux intervalles du cercle 
unité est également un intervalle (voir Figure 2.6). Nous étudions cette situation en 
détail un peu plus loin dans ce chapitre. 
Exemple 10. Reprenons l'exemple 9 où nous avons x = 0,23435636, Q = 0,222435236 
et (3 = 0,30234023 et donc 
C(x) = 1000100011000100011000100011000100011000· ... 
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a a a 
{3-c< 
1 11 0 1010 {3 - 20< 
-c< -c< 
{3 10 {3 {3 
1000100 
-2c< 
Figure 2.8: Représentation des intervalles I w , où Iwl E {1,2,3} pour le codage de rotations de 
paramètres x = 0,23435636, a = 0,222435236 et f3 = 0,30234023. On remarque que les intervalles 
correspondant à des facteurs de même longueur forment une partition du cercle unité. 
Calculons les ensembles I w pour tout facteur w de C de longueur au plus 3. On obtient: 
la = [{3,0) 
h [0, ,8) 
100 la n R~l(JO) = [{3,0) n [{3 - a, -a) = [{3, -a) 
III = h n R~l(h) = [0, {3) n [-a, {3 - a) = [0, {3 - a) 
101 la n R~l (h) = [,8,0) n [-a, {3 - a) = [-a,O) 
[10 h n R~l (Jo) = [0, {3) n [{3 - a, -a) = [{3 - a, {3) 
1000 la n R~l (Jo) n R~\Io) = [{3,0) n [{3 - a, -a) n [{3 - 2a, -2a) = [{3, -2a) 
1001 la n R~l (Jo) n R~2(h) = [{3, 0) n [{3 - a, -a) n [-2a, {3 - 2a) = [-2a, -0:) 
1010 la n R~l (h) n R~2(JO) = [{3,0) n [-a, {3 - a) n [{3 - 2a, -2a) = [{3 - 2a, 0) 
1011 = la n R~l (h) n R~2(h) = [{3,0) n [-a, {3 - a) n [-2a, {3 - 2a) = [-a, {3 - 2a) 
1100 h n R~l(JO) n R~2(JO) = [0,{3) n [,8 - a, -a) n [{3 - 2a, -2a) = [{3 - a,(3) 
1110 = h n R~l (h) n R~2(JO) = [0, {3) n [-a, {3 - a) n [{3 - 2a, -2a) = [0, {3 - a) 
Remarquons ici que pour n = 1,2,3, on a que 
{Iw w E Factn(C)}1 
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,B-a f3-a 
100 -2Q 1100 1000 
II 
101 1010 
f3 10 ,B fi 
{001 
100 
-Q -Qf3 - 2Q 
Figure 2.9: Partitions induites par le codage de paramètres x = 0,23435636, Ct = 0,422435236 et 
,8 = 0,30234023 pour les longueurs 1, 2 et 3. Les ensembles 100 et I ooo ne sont pas des intervalles. 
est une partition du cercle unité [0,1). De plus, chacun des I w pour w un facteur de 
longueur au pljls 3 est bien un intervalle. Une représentation graphique de la situation 
se trouve à la figure 2.8. 
Proposition 4. Soit n un entier positif non nul. L'ensemble 
est une partition du cercle unité. De plus, l'ensemble des bornes de la partition Pn est 
donné par 
p = {-iCI' 1 i = 0,1, ... ,n - 1} U {,6 - iCI' 1 i = 0,1, ... ,n - 1}. 
Démonstration. Par récurrence sur n et à l'aide de la formule (2.1). o 
Exemple Il. Considérons le codage de rotations obtenu avec les paramètres x = 
0,23435636, Q = 0,422435236 et ,6 = 0,30234023. Alors 
C(x) = 1010000101000010000101000010100001010010··· . 
En calculant les ensembles I w où w E Factn(C) et n = 1,2,3, on constate que 100 et 
1000 ne sont pas des intervalles (voir figure 2.9). 
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Nous décrivons un peu plus bas certaines conditions sous lesquelles l'ensemble 110 est 
un intervalle. 
La fonction de Poincaré présentée plus haut est particulièrement adaptée pour étudier 
les mots de retour des codages de rotations. Plus précisément, nous avons le lemme 
suivant: 
Lemme 2. Soient u,v E Fact(C) et T = Tcx(Iu,!v) la fonction de premier retour de 
Poincaré. Alors l'ensemble des mots de retour complet de u à v dans C est exactement 
décrit par 
Démonstration. Le mot west un mot de retour complet de 'Il vers v dans C si et 
seulement si 
(1) j est une occurrence de u, 
(2) k est la première occurrence de v dans w strictement plus grande que j et 
(3) w = C [j,k+lvl-l].
 
Ceci est équivalent à ce qu'il existe 'Y E 110 tel que 'Y Elu, Rh1Ol-lvl E Iv et R~ t/:- Iv pour
 
0< i < Iwl-Ivl, c'est-à-dire qu'il existe 'Y E 110 tel que 'Y E lu et Ta(Iu,Iv)("() = Iwl-Ivl 
et donc il existe rElu tel que w = C 1101 (''() = CTo.(Iu,!v)(r)+!vl("(). D 
Un autre fait connu dans la communauté des systèmes dynamiques est le suivant, qui 
se démontre en modifiant légèrement la démonstration du lemme 1 de Katok (Katok, 
1980). 
Lemme 3. Soit w E 2:;* tel que 110 est un intervalle. Alors 
(i) Pcx (I1O , 110 ) est un échange de q intervalles, où q E {1,2,3}. 
(ii) w a au plus 3 mots de retour complets. D 
Le cas où 110 n'est pas un intervalle est décrit par les deux lemmes qui suivent. Nous 
commençons d'abord par un lemme un peu plus technique. 
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Lemme 4. Soit E un ensemble fini d'indices, (Ai)iEE une famille d'intervalles fermés 
à gauche ouverts à droite de IR/Z. Soit g = min{IAil : i E E} et L = max.(IAil : i E E}. 
Si g + L ::S l, alors niEE Ai est un intervalle. 
Démonstration. La démonstration se fait par récurrence sur n = lEI. Pour n = l, 
Il n'y a rien à démontrer puisqu'on caJcule l'intersection d'un seul intervalle, qui est 
clairement un intervalle. 
Autrement, soit k E E un indice tel que IAkl = L = max.{IAil : i E E} et e= min{IAil : 
i E E}. Alors 
nAi = A k n ( n Ai). 
iEE iEE\{k} 
Par l'hypothèse de récurrence, niEE\{k} Ai est un intervalle et sa longueur est au plus 
P. Or, P+ L ::S l, de sorte que Ak et niEE\{k} Ai ne peuvent s'intersecter en leur deux 
extrémités. o 
Nous poursuivons avec un lemme garantissant, sous des conditions raisonnables, que 
l'ensemble I w est bien un intervalle. 
Lemme 5. Soit W E 2:;* et a, /3 E !R/Z. Alors les énoncés suivants sont vérifiés: 
(i) Si les lettres 0 et 1 apparaissent toutes deux dans w, alors I w est un intervalle et 
(ii) Si a < /3 et a < 1 - /3, alors I w est un intervalle. 
Démonstration. (i) Soit L = {IR;-i(IwJI : 0 ::S i ::S n - 1}. Si les lettres 0 et 1 
apparaissent dans w, alors L = {/3, 1- /3} de sorte que min(L) +max(L) = 1. Il s'en suit 
que l'intersection Iw = nO~i~n-l R;-i(IwJ vérifie les conditions du lemme 4 de sorte que 
I w est un intervalle. 
Au moins un des deux facteurs 01 et 10 doit apparaître dans w. Dans le premier cas, 
la longueur de Iw est bornée comme suit: IIwl ::S 11011 = IRa(Io) n R;-l(h)1 ::S a. Une 
inégalité semblable peut être obtenue à partir du facteur 10. 
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(ii) Nous démontrons la contraposée. Supposons qu'il existe un entier positif n et un 
mot W E Factn(C) tel que Iw est un intervalle mais Iwa n'est pas un intervalle, où a est 
une lettre. Il suit de la partie (i) de cette démonstration que w = an et lIai> Ihl, où 
b 1- a est l'autre lettre. Or, Iw = n~ol R-;;i(Ia). En particulier, Iw ç R-;;n+l(Ia) de sorte 
que 
De plus, Iwa = Iw n R-;;n(Ia) et ainsi R-;;n(h) ç Iw. Ceci entraîne que R-;;n+l(h) n 
R-;;n(Ib) = 0, Rc,(h) n h = 0 et ex ~ Ihl = min{,8, 1 - ,8}. D 
2.6 Symétries de la partition 
Soit n E N. L'ensemble 
Pn = {-iex 1 i = 0,1, ... , n - 1} U {,8 - iex 1 i = 0, 1, ... , n - 1} 
des points- correspondant aux frontières de la- partition est invariant sous la réflexion 
déterminée par l'axe passant par les points Yn et y~ vérifiant les équations 
2Yn = 2y~ =,8- (n-l)ex. 
Plus précisément, il s'agit de la réflexion 
Sn : IR/Z ---+ IR/Z : X H 2Yn - x. 
Lorsqu'on se ramène à un codage de rotations C, elle permet en particulier de démontrer 
que le langage Fact(C) est invariant sous l'opérateur image miroir. 
Exemple 12. Considérons les facteurs de longueur 3 d'un codage de rotations de pa­
ramètre ex = 0,135 et ,8 = 0,578. Une représentation graphique se trouve à la figure 2.10. 

















Figure 2.10: Représentation graphique de la réflexion 53 appliquée à l'ensemble P3 d'un codage 
de rotations de paramètres 0:' = 0,135, (3 = 0,578. Les points -20:', -0:' et °sont respectivement 
envoyés sur les points (3, (3 - 0:' et (3 - 20:'. En outre, les intervalles délimités par ces points 
vérifient bien l'identité 53(Int(Iw)) = Int(I;). 
/3 - 20:' + 0:' = /3 - 0:' 
/3 - 20:' + 20:' = /3 
De plus, l'identité 5 3 (Int(Iw)) = Int(I;;:;) est vérifiée dans cet exemple puisque 
53 (Int(1lll )) Int(1lll ) 
5 3 (Int(1oll )) Int(IllO) 
53 (Int(I100)) Int(IoOl) 
53 (Int(1ooo)) Int (1000 ) 
Le lemme qui suit décrit les propriétés qui nous intéressent par rapport à la réflexion 
5n : 
Lemme 6. Soit mEN. Alors les énoncés suivants sont vérifiés: 
(i) Si 5n(x) = R~(x), alors 5n(x + 0:') = R~-l(X). 
(ii) Si xE Int(Iw), alors 5n (x) E 1;;;, où n = Iwl. 
(iii) Si 5n(x) = R~(x), alors Cn+m(x) est un palindrome. 
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Déinonstration. (i) Nous avons 
2Yn - x - a = Sn(x) - a 
x + ma - a = x + (m - l)a. 
(ii) Soit W un facteur de C de longueur n. Rappelons que I w = nO:::;i:::;n-l R;;i(IwJ De 
plus, on remarque que 
-i _ {[-ia, /3 - ia) si Wi = 1, 
Ra (IwJ ­
[/3 - ia, -ia) si Wi = O. 
Aussi, 
(- (n - i - 1)a, /3 - (n - i - l)a) si Wi = 1, 
{ (/3 - (n - i - l)a, -(n - i - l)a) si Wi = O. 
Int(R,;(n-i-l) (IwJ) 
Il vient donc 
Sn (o<,r:L Int(R;'(I",,)) ) 
n Sn(Int(R,;i(IwJ)) 
O:::;i:::;n-l 





tel que voulu. 
(iii) Soit n E N et W le mot de longueur n tel que x E I w . La démonstration est faite 



















x+5a , hoo x + 70 
.' (3(3-a x+6a 
Figure 2.11: 'fi'ajectoire du point x = ({3 - 9Ci)/2 = 0,6815 pOLir la partition P3 avec les pa­
ramètres Ci = 0,135 et {3 = 0,578 sous des rotations d'angle Ci. La trajectoire est symétrique par 
rapport à la réflexion 53- De plus, Clü(x) = 0001111000 est un palindrome. 
m = 1, alors x + Ci E IV; par la partie (ii). Ainsi, Cn+1(x) = aw = wb, où a,b E {0,1}. 
On voit clairement alors que a = Wo = b et donc C n +1(x) est un palindrome. Plus 
généralement, pour m 2 2, Cm+n(x) = aCm+n-2(X + ex)b, où a = Wo = b puisque a 
est la première lettre de w et b est la dernière lettre de w. Il suit de la partie (i) que 
Sn(x + ex) = (x + ex) + (m - 2)ex, ce qui entraîne que Cm +n -2(X + ex) est un palindrome, 
en vertu de l'hypothèse de récurrence. o 
Exemple 13. En continuité avec l'exemple 12, considérons le point x = (/3 - 9ex)/2 = 
0,6815. Nous avons S3(X) = x + 7ex et l'orbite du point x sous des rotations d'angle 
ex jusqu'au premier retour dans l'intervalle [/3, -2ex) est symétrique par rapport à la 
réflexion S3 (voir figure 2.11. La réflexion S3 et plus généralement les réflexions Sn, où 
n E N, jouent un rôle clé dans la démonstration que tout mot de retour complet d'un 
palindrome est lui-même un palindrome. Nous démontrons plus rigoureusement ce fait 
dans la section suivante. 
2.7 Tout codage de rotations est plein 
Cette section est consacrée à la démonstration du fait que les codages de rotations 
sont pleins en palindromes, c'est-à-dire qu'ils réalisent la borne supérieure décrite par 
Droubay, Justin et Pirillo (Droubay, Justin et Pirillo, 2001). L'idée centrale du théorème 
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repose sur le fait suivant.
 
Proposition 5. (Bucci et al., 2009) Un mot west plein si et seulement si pour tout
 




Dans cette perspective, soit u E Pal(C), où C = C(x) est un codage de rotations de
 
paramètres (a, ,8). Notre objectif est de montrer que tout mot de retour complet de u
 




2.7.1 Cas 1 : lu est un intervalle 
Rappelons que, en vertu du lemme 3, la fonction Po:(Iu, lu) est un échange de q in­
tervalles, où q E {l, 2, 3}. Soient (Ji)l~i~q les q sous-intervalles de lu et ti ~ 1 les 
entiers vérifiant Po:(Iu, lu)(Ji) = R~(Ji), où i < j impliques ti < tj. Tout point du sous­
intervalle Ji requiert le même nombre de rotations ti d'angle a pour attein.dre à-nouveau 
l'intervalle lu. En revanche, dans le cas général, il est possible que deux points de Ji 
codent chacun un mot différent de longueur k Par exemple, en reprenant l'exemple 9, 
on constate que le facteur 100 admet exactement trois mots de retour complets dans 
C (x) = 1000100011000100011000100011000100011000100011000100011000100 . . . , 
en l'occurrence, 1000100, 10001100 et 10000100 (ce dernier apparaît plus loin dans C). 
Cette observation étant soulevée, il est possible de démontrer que, à la condition que lu 
soit un intervalle, alors pour tout temps de retour ti associé à un intervalle Ji, il existe 
un unique mot de retour complet de longueur ti : 
Lemme 7. Supposons que u est un palindrome et Tu est un intervalle. Soient x,y E Ji 
tels que 1 :S i:S q. Alors Ct;{x) = Cti(y)· 
Démonstration. Le raisonnement se fait par l'absurde. Supposons donc qu'il existe 
un entier k, 0 :S k < ti, tel que R~(x) Ela = [0,,8) et R~(y) Eh = [,8,0) (sans perte 
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de généralité, on intervertit x et y dans l'autre cas). Alors 
Soit n = lui. Il y a deux cas à considérer: 
(1)	 Supposons que k < n. Alors (3 - ka E Int(Ji ), ce qui est contradictoire puisque 
fi - ka est un point de Pn et ne peut donc pas être contenu dans l'intérieur d'un 
intervalle Ji ; 
(2)	 Supposons maintenant que k::: n. Alors fi-fa E R~-e(Int(Ji)) pour 0::; f < n. Or, 
le fait que u est un palindrome entraîne qu'au moins une des deux extrémités de lu 
est de la forme fi - fa (car elles sont échangées par la réflexion Sn)' Par conséquent 
le point x ou le point y ~etourne dans l'intervalle lu après au plus n ::; k < ti 
rotations, ce qui contredit la minimalité de ti. 0 
Le lemme 7 nous permet de conclure que les mots de retour complets d'un palin­
drome u sont complètement déterminés par l'échange d'intervalles induit par la fonction 
de premier retour de Poincaré. Il suffit donc pour la suite de choisir convenablement 
un représentant pour calculer le mot de retour complet de tous les points d'un sous­
intervalle Ji donné, pour i E {l, 2, ... , q}. Il s'avère que le point milieu mi de l'intervalle 
Ji est particulièrement adapté pour ses propriétés symétriques: en effet, les lemmes 2 
et 7 entraînent que si u E Factn ( C) est un palindrome tel que lu est un intervalle, alors 
CRetc(u,u) = {Ct;+n(mi) Il::; i::; q}. 
Nous sommes maintenant en mesure de traiter le cas où lu est un intervalle, avec u un 
palindrome.
 
Proposition 6. Si u est un palindrome et lu est un intervalle, alors tout mot de retour
 
complet de u est un palindrome.
 
Démonstration. Soit T = Ta (Iu,!u) , P = Pa (Iu,!u) , n = lui et w E CRetc(u). 
Puisque lu est un intervalle, le lemme 7 s'applique, de sorte qu'on peut choisir un des 
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Figure 2.12: Illustration de l'identité P(x) = (Sn 0 O"i)(X), où O"i est la réflexion par rapport au 
centre du sous-intervalle Ji et Sn est la réflexion par rapport à l'intervalle entier JI U J2 U h. 
Notons ici que les intervalles de départ et d'arrivée sont les mêmes. 
points mi (i = 1,2,3) comme représentant. Plus précisément, il existe donc un entier 
i E {1, 2, 3} tel que w = CT(mi)+n(mi), où mi e.st le point milieu de l'intervalle k Soit 
la réflexion déterminée par le point mi. On remarque que pour tout point x E lu, on a 
l'identité P(x) = (Sn OO"i)(X) (voir figure 2.12). Comme P est un échange d'intervalles 
de permutation (321), (21) ou (1), on en déduit les égalités suivantes: 
Or, la démonstration du lemme 7 nous garantit qu'aucun des points mi + fo: n'est dans 
Pn , de sorte que le lemme 6 (iii) s'applique et on en conclut que west un palindrome. [J 
2.7.2 Cas 2 : lu n'est pas un intervalle 
Dans le cas où lu n'est pas un intervalle, il suit du lemme 5 que u = an pour une certaine 
lettre a E {O, 1}. En conséquence, tout mot de retour complet w de u est de l'une des 
deux formes suivantes: 
(i) w = an+1 ; 
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(ii) W E anb~* n ~*ban, avec a i- b; 
n +1La première forme est facile à traiter, car, clairement, a est un palindrome. Nous 
considérons donc en détail la forme (ii). 
Proposition 7. Si u' = anb et v' = ban, alors Pcx(Iu''!v') est une bijection. 
Remarque 1. La proposition 7 peut sembler évidente, mais il n'est pas clair que l'orbite 
d'un point x E lu' atteigne l'intervalle Iv' avant de repasser par lu" Par ailleurs, il existe 
des cas où la fonction Pcx(Iu, Iv) n'est pas une bijection, lorsque u et v sont des facteurs 
quelconques d'un même codage de rotations. 
Démonstration. Il suffit de démontrer que P-cx(Iv' , lu') est l'inverse de la fonction 
Pcx(Iu''!v')' Le raisonnement se fait par contradiction. Supposons donc qu'il existe x E 
lu' et y E Iv' tels que y = Pcx(Iu''!v')(x) et T-cx(Iv''!u')(Y) < Tcx(Iu''!v')(x), c'est-à­
dire que l'orbite de y passe d'abord par lu' avant d'atteindre x lorsqu'on applique des 
rotations d'angle -et. En vertu du lemme 2, cette condition se traduit par le fait que 
C possède un mot de retour complet w de u' = anb vers v' = ban contenant u' au 
moins deux fois. Or, si u' = anb apparaît au moins deux fois, ce doit être également 
le cas de v' = ban: il suffit de regarder la deuxième occurrence de u' et de revenir en 
arrière jusqu'au dernier b rencontré. Ceci est une contradiction, car Iwl v' > 1 contredit 
la définition de mot de retour complet. D 
Le fait suivant est immédiat: 
Corollaire 1. Si u' = anb et v' = ban, alors Pcx(Iu" Iv') est un échange de q intervalles, 
où q E {1,2,3}. 
Le corollaire 1 entraîne que deux points x, y E lu, d'un même sous-intervalle Ji, où 
1 :S i :S q :S 3 requièrent le même nombre de rotations d'angle et pour atteindre 
l'intervalle Iv" Posons donc 
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Comme il a été mentionné dans la sous-section précédente, nous devons tout de même 
nous assurer que deux points d'un même sous-intervalle Ji codent également le même 
mot de retour complet. Cet aspect est considéré dans le lemme suivant: 
Lemme 8. Soient u l = anb et Vi = ban et x, y E Ji, où 1 ::; i ::; q. Alors Cdx) = Cdy). 
Démonstration. Posons ni = n + 1. La démonstration se fait encore une fois par 
l'absurde. Supposons qu'il existe un entier k, 0 ::; k < ti, tel que R~(x) E la = [0,,8) 
et R~(y) E h = [,8,0) (sans perte de généralité, on intervertit x et y dans l'autre cas). 
Alors 
D'une part, supposons que k < ni. Alors ,8 - ko: E Int(Ji) , ce qui est absurde puisque 
,8 - ko: E Pn , et aucun point de Pn , n'est contenu dans un intervalle. 
D'autre part, supposons que k ~ ni. Alors ,8 - go: E R~-e(Int(Ji)) pour 0 ::; g::; n. Or, 
au moins une des extrémités des intervalles lu' et Iv' est de la forme ,8 - go: (puisque 
_. ­
u l = anb et Vi = ban). Par conséquent le point x ou le point y retourne dans l'intervalle 
lu après au plus ni ::; k < ti rotations, ce qui contredit la minimalité de ti. o 
Nous choisissons encore une fois le point milieu mi comme représentant du sous-intervalle 
Ji, pour 1 ::; i ::; q. Les lemmes 2 et 8 nous garantissent que si u l = anb et Vi = ban, 
alors 
(2.2) 
Proposition 8. Soit T = Ta: (Ianb , han). Alors 
Démonstration. Soit us E CRet(u), où s est un mot non vide, et b la première lettre 
de s. Si b = a, alors us = ua = an+l. Si b t- a, alors us = ubtu = anbtan , pour un certain 
mot t. En particulier, b doit être la dernière lettre de bt. Ainsi, us est exactement un 
des mots de retour complet de anb vers ban décrit par l'équation (2.2). o 
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Il ne reste plus qu'à démontrer le résultat principal pour le cas où lu n'est pas un 
intervalle. 
Proposition 9. Si u est un palindrome et que lu n'est pas un intervalle, alors tout mot 
de retour complet de u est un palindrome. 
Démonstration. La démonstration est très semblable à celle de la proposition 6. Soit 
n = lui et w E CRetc(u). Puisque lu n'est pas un intervalle, nous savons que u = an, 
an 1où a E {ü, 1}. La proposition 8 implique que w = + , qui est bien un palindrome, où 
w = CT(mi)+n+l (md pour 1 ::; i ::; q et T =TCl(Ia"-b, ha"-)' Posons P = PCl(Ia"-b, lban) et 
soit 
la réflexion par rapport au point milieu mi. Alors 
de sorte que west un palindrome, par le lemme 6 (iii). o 
2.7.3 Théorème principal 
Les propositions 6 et 9 donnent le théorème suivant: 
Théorème 2. (Blondin Massé et al., 2011) Tout codage de rotations sur deux inter­
valles est plein. 
Démonstration. Découle des propositions 6 et 9 ainsi que du fait qu'un mot est plein si 
et seulement si chacun de ses mots de retour complet d'un palindrome est un palindrome. 
o 
De plus, la proposition suivante, qui peut être déduite du lemme 7 et de la proposition 
9, constitue un raffinement des résultats de Katok (Katok, 1980) : 
Corollaire 2. L'ensemble des mots w E Fact( C) ayant quatre mots de retour complets 
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est fini. De plus, dans ce cas, I w n'est pas un intervalle et west la puissance d'une 
lettre. o 
Exemple 14. Considérons le codage de rotations de paramètres x = 0,23435636, ex = 
0,422435236 et f3 = 0,30234023 : 
C(x) = 1010000101000010000101000010100001010010· ... 
On constate que les mots de retour complets de 000 sont tous des palindromes: 
sage: x = 0.23435636 1
 
sage: alpha = 0.422435236 2
 
sage: beta = 0.30234023 3
 












sage: w[: 1000] . complete_return_words (u) 10
 




2.7.4 Démonstration alternative 
Récemment et de façon indépendante, une formule liant complexités factorielle et palin­
dromique a été publiée (Bucci et al., 2009). Plus précisément, les auteurs démontrent 
qu'un mot infini w dont le langage est préservé sous l'opérateur image miroir est plein 
si et seulement si 
Paln(w) + Paln+l(w) = Factn+l(W) - Factn(w) + 2, pour tout n EN. (2.3) 
Puisque l'équation (2.3) est vérifiée dans le cas où le nombre de mots de retour complet 
est au plus 3, il semble probable qu'une démonstration plus directe du théorème 2 puisse 
en être déduite. En revanche, ce n'est pas aussi clair pour les cas où le nombre de mots 
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de retour complet est 2 ou 4. Dans ce chapitre, tous les cas ont été traités, incluant le 
cas périodique et les cas dégénérés. 
Avant de conclure, remarquons que le fait que le nombre de mots de retour complets 
est borné par 3 lorsque () < min{,8, 1 -,8} peut également être trouvé dans les travaux 
de Keane, Rauzy et Adamczewski dans le cas où Q est irrationnel (Keane, 1975; Rauzy, 
1979; Adamczewski, 2002). Aussi, il était déjà connu que ICRet(w)1 = k lorsqu'on 
considère un échange de k intervalles non dégénéré (Vuilloll, 2007) et que ICRet(w)1 = 2 
pour un codage de rotations avec () = ,8 (qui se trouve être le cas sturmien) (Vuillon, 
2001). Néanmoins, les démonstrations qui se trouvent dans ce chapitre sont vérifiées 
pour n'importe quelles valeurs de Q et ,8, qu'elles soient rationnelles ou irrationnelles. 
2.8 Suites de Rote complémentaires 
Une sous-famille de mots inclus dans les codages de rotations sont les suites (ou mots) 
de Rote complémentaires, qu'on définit comme les mots infinis ayant une complexité 
factorielle de 2n (Rote, 1994) et dont le langage est stable par complémentation (le 
morphisme échangeant les lettres). Il s'agit en réalité des codages de rotations de pa­
ramètre,8 = 1/2. Dans cette section, nous nous consacrons à la démonstration du fait 
que les suites de Rote complémentaires sont pleines, en nous basant sur l'interaction 
entre les palindromes et les antipalindromes s'y retrouvant. À noter qu'une section si­
milaire se trouve dans le mémoire de l'auteur de cette thèse, mais qu'elle y est incluse 
par souci de complétude (Blondin Massé, 2008). 
Rappelons qu'un antipalindrome q est un mot vérifiant q = if, où : est le morphisme 
involutif non triviale sur L; = {O, 1} qui échange les lettres 0 Hl, 1 HO. 
Une relation d'ordre partiel sur les palindromes est définie comme suit. Soient p et 
q deux palindromes. On écrit p --< q s'il existe un mot non vide x tel que q = xpx. 
Autrement dit, p est un palindrome centré dans le palindrome q. 
Une autre fonction utile est celle de différence. Plus précisément, soit w = WIW2' .. W n un 
44 
mot de longueur n ~ 2. Alors la différence de w, notée D.(w), est le mot v = V1V2'" Vn-l 
défini par 
Vi = (Wi+l - Wi) mod 2, pour i = 1,2, ... , Iwl- 2. 
Exemple 15. Soit w = 001101110. Alors 
D.(w)	 (0 - 0)(1 - 0)(1 - 1)(0 - 1)(1 - 0)(1 - 1)(1 - 1)(0 - 1) 
01011001 
On constate que 1D.(w)1 = Iwl- 1. 
Les suites	 de Rote complémentaires sont liées aux mots sturmiens par un théorème 
structurel (Rote, 1994) :
 
Théorème 3. (Rote, 1994) Un mot infini west une suite de Rote complémentaire si
 
et seulement si le mot infini D.(w) est un mot sturmien.
 
Par exemple, considérons la suite de Rote complémentaire 
x = 1100011000110011100111001110011000· .. 
et son mot sturmien associé 
y = D. (1100011000110011100111001110011000 ... ) 
= 010010100101010010100101001010100···. 
L'idée de base consiste à utiliser le lien entre les palindromes et les antipalindromes des 
suites de Rote et des mots sturmiens. Dans un premier temps, nous énonçons quelques 
propriétés de l'opérateur D. sans les démontrer. 
Lemme 9. (Blondin Massé, 2008; Blondin Massé et al., 2009) Soient u, v E 2:;* tels 




1 a b 
aa 1 1 
1 bab aba 
baab 1 1 
1 ababa aabaa 
abaaba 1 1 
1 aababaa baabaab 
1 1 
Figure 2.13: Arbre des palindromes facteurs du mot de Fibonacci. On voit qu'il contient exac­
tement trois branches infinies, c'est-à-dire que chaque palindrome peut être étendu de façon 
unique. 
(i)
 6(u) = 6(v) si et seulement si v = u ou v = u; 
(ii)
 u est un palindrome ou un antipalindrome si et seulement si 6(u) est un palin­
drome; 
(iii)
 u est un antipalindrome si et seulement si 6(u) est un palindrome impair de lettre 
centrale 1. 
Le nombre de mots de retour complets des mots sturmiens est connu depuis quelque 
temps déjà: 
Théorème 4. (Justin et Vuillon, 2000; Vuillon, 2001) Un mot binaire west sturmien 
si et seulement si tout facteur non vide u de w satisfait ICRetw(u)1 = 2. 
Un avant-dernier lemme donne une idée plus précise de la structure des palindromes 
présents dans les mots sturmiens. Informellement, il indique que les palindromes présents 
dans un mot sturmien donné forme un arbre contenant exactement trois branches infinies 
(voir figure 2.13). 
Lemme 10. (Blondin Massé, 2008; Blondin Massé et al., 2009) Soit s un mot sturmien 
et p, q E Pal(s), où Ipl :2: Iql. Supposons qu'il existe un mot non vide r tel que r -< p et 
r -< q. Alors q -< p. D 
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Finalement, nous énonçons et démontrons un dernier lemme utile pour le théorème 5. 
Lemme 11. (Blondin Massé, 2008; Blondin Massé et al., 2009) Soit r un mot de Rote 
complémentaire et u E Pal(r). Alors il existe un palindrome p et un antipalindrome q 
dont u est préfixe et tel que 
Démonstration. Nous savons du théorème 3 que b.(r) est sturmien et du lemme 9 que 
b.(u) est un palindrome. Par conséquent, b.(u) possède deux mots de retour complet, 
par le théorème 4. De plus, comme b.(r) est plein (tout mot sturmien étant plein), ces 
deux mots de retour sont également des palindromes. 
Soient p et q les deux mots dont u est préfixe et tels que 
CRetr(b.(u)) = {b.(p), b.(q)}. 
En vertu du lemme 9 (i), ces mots existent et sont uniques. Aussi, par le lemme 9 (ii), 
on a que p et q sont soient des palindromes ou des antipalindromes. 
Nous montrons dans un premier temps que p et q ne peuvent pas être deux antipa­
lindromes. Supposons le contraire, c'est-à-dire que b.(p) et b.(q) sont tous deux des 
palindromes de longueur impaire de lettre centrale 1. Par le lemme 10, on en déduit que 
b.(p) -< b.(q) ou b.(q) -< b.(p). Dans le premier cas, on obtient alors 1b.(q)I~(u) 2: 4 alors 
que dans le deuxième, on trouve 1b.(p)I~(u) 2: 4, contredisant le fait que b.(p) et b.(q) 
sont des mots de retour complets. 
Il reste à vérifier que p et q ne sont pas tous deux des palindromes. Puisque r est 
récurrent (étant un cas particulier de codage de rotations), il existe v E Fact(r) tel que 
(1) u est préfixe de v; 
(2) TI est un suffixe de v ; 
(3) Ivlu = Ivlu- = l, 
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c'est-à-dire que .6.(v) est un mot de retour complet de .6.(u) dans .6.(r). Or, v n'est 
pas un palindrome puisque u est préfixe et u est suffixe, de sorte que ce soit être un 
antipalindrome. D 
Il ne reste plus qu'à conclure cette section. 
Théorème 5. (Blondin Massé, 2008; Blondin Massé et al., 2009) Les mots de Rote 
complémentaires (c'est-à-dire tels que f3 = 1/2) sont pleins. 
Démonstration. Soit r un mot de Rote, u E Pal(r) et v un mot de retour complet de 
u dans r. Il suffit de montrer que v est un palindrome. 
Dans un premier temps, remarquons que Ivlu = 2, mais il est possible d'avoir Ivlu > O. 
Soit n = Ivlu. Par le lemme 11, il existe un palindrome p et un antipalindrome q tels 
que .6.(p) et .6.(q) sont les deux mots de retour complet de .6.(u) dans r, où u est préfixe 






ce qui démontre que v est un palindrome. Ainsi, r est plein.
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2.9 Autres problèmes 
Dans ce chapitre, nous nous sommes concentrés sur les codages de rotations obtenus 
par partition de l'intervalle [0, 1) en deux sous-intervalles Jo et h. Clairement, cette 
situation peut être généralisée en partitionnant ]'intervalle [0, 1) en k sous-intervalles 
Jo, h, ... , Jk - 1 pour obtenir une suite symbolique sur un alphabet à k lettres. 
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En revanche, il existe de nombreux exemples de codages de rotations sur des alpha­
bets de plus grande taille qui ne sont pas pleins. Un problème intéressant consisterait à 
déterminer quel jeu de paramètres a et IIil (pour i = 0,1,2, ... ,k - 1) donnent effecti­
vement des mots pleins. 
Dans un même ordre d'idée, des travaux récents ont porté sur la notion de mots pleins 
en j-palindromes (Pelantova et Starosta, 2011). Il serait pertinent d'étudier l'occurrence 
de facteurs j-palindromiques dans les codages de rotations. 
CHAPITRE III 
MOTS PSEUDOSTANDARDS GÉNÉRALISÉS 
De toutes les familles de mots infinis, les mots sturmiens constituent probablement la 
plus célèbre. Ces mots sur un alphabet binaire sont présents dans des domaines aussi 
variés que l'astronomie, les systèmes dynamiques, la théorie des nombres, la géométrie 
discrète et la cristallographie. Ils présentent plusieurs caractérisations remarquables. 
Une d'entre elles concernent les mots sturmiens standards, c'est-à-dire ceux qui cor­
respondent aux demi-droites discrètes commençant à l'origine (0,0) du plan ffi.2. Par 
ailleurs, tout mot sturmien standard peut être obtenu à l'aide d'un mot directeur infini 
binaire quelconque et en appliquant la clôture palindromique successivement sur chaque 
mot obtenu. 
L'objectif de ce chapitre est d'étudier une famille de mots introduits dans (de Luca et 
De Luca, 2006) appelés mots pseudostandards généralisés. Nous décrivons en particulier 
un algorithme permettant de les générer de façon efficace pour les alphabets binaires. 
Fait intéressant, la démonstration menant à cette algorit.hme repose sur la notion de 
pseudopériode : nous énonçons et démontrons une généralisation du célèbre théorème 
de Fine et Wilf qui s'avère très utile par la suite. 
3.1 Clôture palindromique itérée 
Soit W = Wl W2 ... Wn-l W n un mot sur un alphabet binaire. Rappelons que l'image miroir 
de w, notée w, est donnée par w= WnWn-l ... W2Wl et qu'un palindrome est un mot 
50 
vérifiant l'équation w= w. Dans ce chapitre, afin d'alléger la notation, nous dénotons 
également l'antimorphisme -:- par R. Les palindromes correspondent donc exactement 
aux points fixes de R. 
La clôture palindromique à droite (ou simplement clôture palindromique) de w, notée 
w( +) est donnée par 
w(+) = wR(p), 
où w = ps et s = PLPS(w) est le plus long palindrome suffixe de w. En d'autres termes, 
w(+) est le plus court palindrome ayant w comme préfixe. 
Soit w un mot fini et a la dernière lettre de w. Alors la clôture palindromique itérée 
'!jJ(w) de west définie comme suit 
E si Iwl = a, 
'!jJ(w) = 
{ ('!jJ(w/)a)(+) si w = w/a pour w/ un mot et a une lettre. 
Il est intéressant de remarquer que, par la définition même de clôture palindromique 
itérée, pour tout mot w et toute lettre a, '!jJ(w) est un préfixe de '!jJ(wa). Par conséquent, 
on étend naturellement la notion de clôture palindromique itérée à n'importe quel mot 
infini w = (w en] )n~l comme suit: 
'!jJ(w) = lim '!jJ(Prefn(w)) = lim '!jJ(w [1] w [2] ... w [n]).
n-too n-too 
On dit alors de w qu'il est le mot directeur (ou suite directrice) de '!jJ (w). En outre, on 
sait de (De Luca, 1997) que '!jJ décrit une bijection entre l'ensemble des mots infinis 
sur l'alphabet {a, b} qui ne sont pas ultimement périodiques et l'ensemble des mots 
sturmiens standards sur l'alphabet {a, b}. Remarquons aussi que si west ultimement 
périodique, alors le mot '!jJ(w) est périodique (et donc ne peut pas être sturmien) (Drou­
bay, Justin et Pirillo, 2001). 
Clairement, l'opérateur '!jJ est aussi bien défini pour les mots sur un alphabet à k lettres, 
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avec k 2: 3. 
Exemple 16. Le mot de Fibonacci 
f = 1/;( (01 )W) = QI 0QI 010010 QI 0100101· .. 
est un mot sturmien standard de mot directeur (Ol)w. Nous avons utilisé la notation 
usuelle dans l'exemple précédent en soulignant les lettres du mot directeur. Autrement 
dit, tout préfixe terminant juste avant une lettre soulignée est un palindrome. 
3.2 Clôture pseudopalindromique itérée 
Il semble naturel d'étendre les notions de clôture palindromique et de clôture palin­
dromique itérée aux pseudopalindromes (de Luca et De Luca, 2006). Rappelons 
qu'un antimorphisme sur un alphabet A est une application fJ : A* -7 A* vérifiant 
fJ(uv) = fJ(v)fJ(u) pour tout U,V E A*. On dit d'un antimorphisme qu'il est involutif si 
fJ2 = Id. Il est facile de vérifier que tout antimorphisme involutif fJ peut être décomposé 
en fJ = a 0 R = R 0 a, où a est une involution sur l'alphabet A. 
Sur un alphabet binaire, il n'existe que deux involutions, soit Id et : (l'échange de 
lettres). Il existe donc deux antimorphismes : R, l'opérateur image miroir, et E = R 0:. 
L'antimorphisme est habituellement appelé antimorphisme d'échange. Dans la suite, 
nous définissons l'opérateur: sur {R, E} par R = E et E = R. 
Un mot west appelé fJ-palindrome s'il est fixé par fJ, c'est-à-dire si fJ(w) = w. Clai­
rement, les R-palindromes sont exactement les palindromes usuels. Lorsque l'alphabet 
est {A, C, C, T} et que 8 est l'antimorphisme défini par A B T et C B C, on re­
trouve l'involution préférée des biologistes et bio-informaticiens. La notion de clôture 
palindromique est naturellement étendue comme suit. Soit w un mot fini et fJ un anti­
morphisme involutif sur un alphabet quelconque. Alors la clôt'ure fJ-palindromique de w, 
notée wE!!,j = w8(p), où w = ps avec s le plus long fJ-palindrome suffixe de w. Bref, la 
clôture fJ-palindromique du mot west le plus court fJ-palindrome possédant w comme 
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préfixe. 
Exemple 17. Sur l'alphabet {O, 1}, puisque le plus long E-palindrome suffixe de w = 
0010 est 10, on obtient WtBE = 0010 . E(OO) = 001011. 
Remarquons que 001011 est un E-palindrome, aussi appelé antipalindrome, puisque 
E(001011) = R(001011) = R(110100) = 001011. 
On étend l'opérateur W à un opérateur W-a comme suit. Soit w un mot fini et a une 
lettre. Alors 
si Iwl = 0,
 
si w = w'a pour un mot w' et une lettre a.
 
Lorsque west un mot infini, comme W1}(w) est préfixe de W1}(wa), l'opérateur W1} est 
aussi d.éfini pour les mots-Ïnfinis: __ 
W1}(W) = lim w-a(Prefn(w)) = lim W1}(w[l]w[2] .. ·w[n]).
n---?oo n---?oo 
La famille de mots ainsi obtenus à l'aide de l'opérateur tp-a est appelée famille des mots 
{)-standards ou simplement famille de mots pseudostandards quand l'antimorphisme 
{) n'est pas précisé. Cette famille de mots inclut entre autres les mots sturmiens et 
épisturmiens standards (de Luca et De Luca, 2006). 
Ex mple 18. Considérons l'alphabet JI. = {O, 1}. Alors 
((WE(O)O)EflE 1)ffiE 




3.3 Mots pseudostandards généralisés 
Une famille de mots encore plus générale peut être obtenue en appliquant, chaque fois 
qu'une nouvelle lettre du mot directeur est ajoutée, une clôture pseudopalindromique 
différente. 
Plus formellement, soit l l'ensemble des antimorphismes involutifs sur un alphabet A* 
et I W l'ensemble des suites infinies sur I. Soit 8 = 'l9 1'l9 2'l93 ··· E IW et EBi l'opérateur de 
clôture 'l9i -palindromique pour tout entier i 2: 1. On définit récursivement l'opérateur 
1/;e par 
si Iwl = 0,	 
si w = "tU' a pour un mot w' et une lettre a,
 
où a est une lettre et w un mot. L'opérateur 1/;e s'étend également aux mots infinis. 
Un mot 1/;e(w) est appelé mot pseudostandard généralisé et le couple (8, w) est appelé 
bi-suite directrice de 1/;e (w) . 
L'ensemble des mots pseudostandards généralisés contient plusieurs mots ou familles de 
mots célèbres: 
1.
 Les mots sturmiens standards sont ceux donnés par 8 = RW avec w sur un alpha­
bet binaire; 
2.
 Les mots épisturmiens standards sont exactement ceux pour lesquels 8 = RW ; 
3.
 Les mots 'l9-standards sont obtenus en prenant 8 = 'l9w ; 
4.
 Le mot de Thue-Morse est décrit par 1/;(ER)w(OlW) (de Luca et De Luca, 2006); 
Par abus de notation, nous considérons bien définie l'expression 1/;e (w), que 8 et w 
soient finis ou infinis ou encore de longueurs différentes. Dans ce dernier cas, 1/;e(w) est 
le mot obtenu en prenant les préfixes ma.,'(imums de même longueur de 8 et w. 
Nous terminons cette section avec l'exemple du mot de Thue-Morse. 
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Exemple 19. Calculons les premiers préfixes du mot 'lÎI(ER)w(OlW ) : 
'lÎIE(O) 01 
'lÎIER(Ol) = 0110 
'lÎIERE(011) 01101001 
'lÎIERER(Ol11) = 0110100110010110 
Nous conservons la notation de soulignement pour la clôture palindromique habituelle 
et nous indiquons que la clôture E-palindromique est identifiée à l'aide du symbole - . 
3.4 Formule de Justin 
D'un point de vue algorithmique, on est amené à se demander quelle est la façon la 
plus efficace de générer un I1?-ot pseudostandél,rd généralisé. L.'algorithme 1 décrit le 
pseudocode d'un algorithme permettant de générer le mot pseudostandard généralisé 
de bi-suite directrice (8, w). 
Algorithme 1 Génération d'un mot pseudostandard généralisé 
1: fonction GENERALIZEDPSEUDOSTANDARDWORD(8, w) 
2: Entrée: Une suite d'antimorphismes involutifs 8 et un mot fini w 
3: Sortie: Le mot pseudostandard généralisé de bi-suite directrice finie (8,w) 
4: n +--- min{lwl, 181} 
5: u +--- é 
6: pour i E {l, 2, ... , n} faire 
7: u +--- u . w [i] 
8: Soit m la longueur du plus long 8 [i] -palindrome suffixe de u 
9: Soit p le préfixe de u de longueur lui - m 
la: u +--- u . 8 [i] (p) 
Il: fin pour 
12: retourner u 
13: fin fonction 
L'essentiel du temps d'exécution de l'algorithme se déroule à la ligne 8 où on calcule la 
longueur d'un plus long pseudopalindrome suffixe. Si on calcule, à chaque tour de boucle, 
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ce suffixe en question, le temps d'exécution peut être quadratique, voire cubique. Or, 
il est possible d'obtenir la longueur m directement sans avoir à inspecter à nouveau le 
mot entier. 
L'idée consiste à étendre une formule récursive donnée par Justin pour la clôture palin­
dromique itérée (Justin, 2005). 
Lemme 12. (Justin, 2005) Soit w E A* et a E A. Si w contient la lettre a, alors nous 
pouvons écrire w = V1aV2 où V2 ne contient pas la lettre a. Alors 
si a n'apparaît pas dans w, 
si a apparaît dans w. 
Exemple 20. Illustrons le lemme 12 sur le mot directeur w = 01001. On obtient 
?jJ(0) 0(+) = 0 = é ·0· é = 1jJ(é) ·0· ?jJ(é) 
?jJ(01) (01)(+) = 010 = 0·1·0 = ?jJ(0) . 1 . ?jJ(0) 
?jJ(01O) (0100)(+) = 010010 =010 . é ·010 = ?jJ(01) . ?jJ(é)-l . ?jJ(01) 
?jJ (0100) = (0100100)(+) = 010010010 = 010010 . (010)-1 ·010010 
?jJ(010) . ?jJ(01)-1 . ?jJ(ü10) 
?jJ(01001) = (0100100101)(+) = 01001001010010010 
= 010010010· (0)-1 ·010010010 
?jJ(0100) . ?jJ(0)-1 . ?jJ(ü100) 
La formule récursive du lemme 12 révèle ainsi un algorithme efficace permettant de 
calculer la clôture palindromique itérée d'un mot w sans avoir à calculer à chaque étape 
le plus long palindrome suffixe (voir algorithme 2). 
Cet algorithme est linéaire et optimal. En outre, il n'utilise comme espace supplémentaire 
qu'un tableau associatif LASTLENGTH de taille proportionnelle à celle de l'alphabet A. 
À noter que le pseudocode présenté dans l'algorithme 2 a été inclus dans Sage en 2010 
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Algorithme 2 Calcul efficace de la clôture palindromique itérée d'un mot 
1: fonction CLüTUREPALINDRüMIQUEITEREE(W) 
2: Entrée: Un mot W sur un alphabet quelconque 
3: Sortie: La clôture palindromique itérée 'lj;(w) de W 
4: n f- Iwi 
5: u f- E 
6: pouriE {1,2, ... ,n} faire 
7: LASTLENGTH(W [i]) = lui 
8: si wei] n'apparaît pas dans Prefi-1(w) alors 
9: u f- U . w [i] . u 
la: sinon 
11: S f- lui - LASTLENGTH(W [i]) 
12: u f- u· Suffs(u) 
13: fin si 
14: fin pour 
15: retourner u 
16: fin fonction 
(voir l'annexe A.1, à partir page 154, où les versions non récursive et récursive sont 
incluses). 
Il n'est pas trivial d'étendre le lemme 12 au cas des mots pseudostandards généralisés, car 
différents antimorphismes involutifs peuvent être appliqués. Par contre, l'énumération 
exhaustive suggère que les longueurs des pseudopalindromes obtenus par clôture itérée 
suivent des règles bien précises et qu'il suffit d'inspecter le mot directeur localement 
afin de deviner le mot obtenu pour l'itération suivante. Nous présentons ces observa­
tions un peu plus bas. En revanche, il est nécessaire d'introduire d'abord le concept de 
pseudopériodicité. 
3.5 Pseudopériodicité 
L'étude de la clôture palindromique itérée est intimement reliée à la notion de périodicité 
(De Luca, 1997). Plus précisément, on constate que la superposition de palindromes 
induit des périodes locales dans les mots. Pour expliquer la structure des mots pseudo­
standards généralisés, il semble donc naturel de considérer la pseudopériodicité induite 
par la superposition de pseudopalindromes. 
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Un des théorèmes les plus rencontrés en combinatoire des mots finis est celui de Fine 
et \Vilf, qui décrit exactement sous quelles conditions l'existence de deux périodes dans 
un même mot en donne une troisième plus petite. Rappelons qu'un entier positif pest 
une période d'un mot w si w [i] = w [i + p] pour tout entier i tel que 1 ~ i ~ Iwl - p. 
Théorème 6. (Lothaire, 1983) Soit w un mot et p, q deux périodes de w. Si Iwl 2': 
p + q - pgcd(p, q), alors pgcd(p,q) est aussi une période de w. 
Il existe plusieurs généralisations au théorème 6. Nous présentons ici une extension pour 
les pseudopériodes d'un mot binaire. 
Définition 5. Soit w un mot fini et a une permutation involutive d'un alphabet quel­
conque. Un entier positive p est appelé a-période de w si, pour tout entier i tel que 
1 ~ i ~ Iwl- p, alors wei] = a(w[i + p]). 
Exemple 21. Le mot 011011 a la R-période 3 et la E-période 5, puisque 0111011 = 
011 . R(O)R(l)R(l) et 01101 . E(O). 
Comme l'illustre l'exemple 21, la restriction d'un antimorphisme involutif aux lettres 
de l'alphabet est une permutation involutive. Notons également que les R-périodes sont 
exactement les périodes usuelles pour les mots. Le lecteur vérifie également que si p 
est une a-période d'un mot w, où a est une permutation involutive, alors 2p est une 
R-période de w. 
Une définition de pseudopériodicité a déjà été introduite dans la littérature (Czeizler 
et al., 2009). En revanche, les deux notions ne sont pas équivalentes. Plus précisément, 
les auteurs disent d'un entier positif p qu'il est une a-période d'un mot w si w peut 
être écrit comme un produit d'éléments de l'ensemble {u,a(u)}, où u est un mot de 
longueur p. Par exemple, le nombre 2 est une a-période du mot w = 12323212 pour 
a : 1 H 3,2 H 2,3 H 1 puisque w = ua(lL)a(u)u, pour u = 12. Par opposition, la 
définition 5 impose une alternance du mot u avec son complément et ne pose pas de 
problème même si p ne divise pas Iwl. 
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Il a déjà été observé que la superposition de palindromes implique une périodicité locale 
(De Luca, 1997). Ces propriétés se généralisent naturellement à La superposition de 
pseudopalindromes. Le lemme suivant est pratique lorsqu'on manipule des pseudopalin­
dromes pseudopériodiques. 
Lemme 13. Soit w un 19-palindrome, p une E-période de w, où p < Iwl. Soit u le suffixe 
de w de longueur p et i = lIwl/pJ. Alors 
(i) w(uu)-j est un 19-palindrome pour tout entier j tel que 0 :::; j :::; (i - 1)/2; 
(ii) wu-1(uu)-j est un 19-palindrome 'pour tout entier j tel que 0 :::; j :::; (i - 2)/2. 
(iii) w(uu)j est un 19-palindrome pour tout entier j ;:: 0; 
(iv) w(uu)ju est un 19-palindrome pour tout entier j ;:: 0; 
Démonstration. Puisque p est une E-période de w, il existe un mot x, un mot non 
vide y et un entier positif k tel que Ixy\ = pet w E {(xyxy)k x, (xyxy)k-l xyx}. 
Nous considérons d'abord le cas w = (xyxy)k x. Alors u = yx et k = i/2. De plus, 
_puisque west }ln 19-palindrome., on obtient 
On en déduit que x = 19(x) = 19(x) et y = 19(y) = 19(y). Supposons maintenant que j est 
un entier satisfaisant 0 :::; j :::; (i - 1)/2. Alors w(uu)-j = (xyxy)k- j x, qui est bien un 
19-palindrome puisque x = 19(x), x = 19 (x) , y = 19(y) et y = 19(y). De la même façon, si 
j satisfait 0 :::; j :::; (i - 2)/2, alors wu-1(uu)-j = (xyxy)k-j-l xyx, qui est dans ce cas 
un 19-palindrome, puisque x = 19(x) , x = 19(x), y = 19(y) et y = 19(y). 
Il reste à vérifier le cas w = (xyxy)k-l xyx. Alors u = yx et k = (i + 1)/2. Le fait que 
w soit un 19-palindrome entraîne 
(xyxy)k-l xyx = 1U = 19(w) = (19(x)19(y)19(x)19(y))k- l19(x)19(y)19(x). 
Par conséquent, x = 19(x) = 19(x) et y = 19(y) = 19(y). Soit j un entier qui satisfait les 
inégalités 0 :::; j :::; (i - 1)/2. Alors w(uu)-j = (xyxy)k-j-l xyx, qui est un 19-palind:'ome 
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puisque x = 19 (x) , x = 19(x), y = 19(y) et y = 19(y). Finalement, supposons que j soit un 
entier tel que 0 ::; j ::; (i - 2)/2. On trouve alors wu- 1(uu)-j = (xyxy)k- j -1 x , qui est 
un 19-palindrome en vertu des égalités x = 19(x) , x = 19(x) , y = 19(y) et y = 19(y). 
Les idées pour (iii) et (iv) sont semblables, mais le 19-palindrome est étendu plutôt que 
coupé. o 
Exemple 22. Le mot w = 0100110110010 est un R-palindrome et possède la E-période 
5 puisque 
w = 01001 . 10110 . 010 = 01001 . 01001 ·010. 
Le lemme 13 indique qu'on obtient des R-palindromes et des E-palindromes alternés 
en supprimant des suffixes dont la longueur est un multiple de la période. En effet, les 
mots 
w(10010)-1 = 01001· 101 et w(01101· 10010)-1 = 010 
sont respectivement des E-palindromes et des R-palindromes. 
Avant de démontrer le théorème principal de cette section, nous présentons mainte­
nant trois autres lemmes qui établissent des relations entre pseudopalindromes et pseu­
dopériodicité. 
Lemme 14. Soit u un mot fini, p un 19 1-palindrome et q un 192-palindrome, où 19 1 et 192 
sont des antimorphismes involutifs, tels que pu = q. Alors lui est une (19 1 o19 2)-période 
de q. 
Démonstration. La situation est illustrée à la figure 3.1. Soit i un entier satisfaisant 
1::; i::; Ipl. Puisque p est un 19 1-palindrome préfixe de q, on obtient q[iJ = 19 1 (q[lpl + 
1 - iJ). Or q est un 19 2-palinclrome, ce qui entraîne 
q[iJ 19 1(q[lpl+1-iJ) 
(19 2 0191) (q [Iql + 1 - Ipl - 1 + iJ ) 
(19 1 0 19 2)(q[lql-lpl +iJ) 
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q = 19 2 (q) 
P = 19 1 (p) U 
1 • 1 1 • 1 1 
1 
1 q [i] 
Figure 3.1: Pseudopériode induite dans deux pseudopalindromes superposés. 
tel que voulu. 
Ce ne sont pas toutes les pseudopériodes imaginables qui peuvent coexister dans un 
même mot: 
Lemme 15. Soit w un mot fini, p une 19 1-période de w et q une 192-période de w. 
Supposons que Iwl > p> q, q divise p et posons p = mq pour un certain entier m 2: 2. 
Alors une des d-eux conditions suivantes est véi-Üî.ée : 
(i) 19 1 = R et m est pair; 
(ii) 19 1 = 192 et m est impair. 
Démonstration. Soit i un entier tel que 1 :::; i :::; Iwl - p. Alors 
de sorte que R = 19;no19 1 . Par conséquent, si m est pair, alors 19 1 = R et si m est impair, 
[J 
Le lemme suivant est une extension simple du lemme 8.1.3 de Lothaire pour les pseu­
dopériodes (Lothaire, 1983). 
Lemme 16. Soit w un mot fini et v un facteur de w. Supposons que p est une 19 1-période 
de w telle que Ivl > p et q est une 19 2-période de v telle que q divise p. Alors q est une 
19 2-période de w. 
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Démonstration. Nous considérons d'abord le cas q = p. Alors q = p est à la fois une 
'l91-période et une 'l92-période de v, avec Ivl > p. Ceci entraîne que 'l91 = 'l92 et le lemme 
est démontré. 
Il reste à vérifier le cas q < p. Alors il existe un entier m 2': 2 tel que p = qm. Soit k 
un entier satisfaisant 1 :::; k :::; Iwl, tel que v = w [kJ w [k + 1] ... w [k + Ivl - IJ. Soit 
K = {k,k + 1, ... ,k + JvJ- 1} l'ensemble des incides d'une occurrence de v dans w. De 
plus, soit i un entier vérifiant 1 :::; i :::; Iwl - q. Puisque Ivl > p, alors il existe un entier 
i' E K tel que i' == i mod p. Par conséquent, comme p est une 'l91-période de w, on a 
wei'J = 'l9~el(w[iJ), où f est l'entier défini par i' -i = pf. Puisque 'l91 est involutif, on 
en déduit que w [iJ = 'l9~el (w [i'J). 
Soit j = i +q. Un raisonnement semblable à celui du paragraphe précédent nous mène à 
la conclusion qu'il existe un entier j' E K vérifiant j' == j mod p. En particulier, on peut 
choisir j' de sorte que j' E {i' +q, i' +q - p}. En effet, on a i' +q == i' +q - P == i +q mod p 
et au moins une valeur parmi i' + q et i' + q - P doit être contenue dans K (puisque 
Ivl > p et i' E K). Ainsi, on peut écrire j' - j = pl' avec l' E {f - l,f} et donc 
W[j'] = 'l9~ell(w[jJ). 
Pour terminer la démonstration, il reste à considérer deux cas : l' = f ou l' = f - 1. 
Supposons d'abord que l' = f, ce qui entraîne que j' = i'+q. Puisque q est une 'l92-période 
de v, on trouve alors w [i'] = 'l92( w [j']). Il s'en suit que w [j] = ('l9~2el 0 'l92)(w [i]) = 
'l92(W [i]). Supposons maintenant que l' = f - 1 et donc j' = i' + q - p. Rappelons que 
p = qm. Alors j' = i' + (1 - m)q de sorte que wei'] = 'l9~1-ml (w [j']). Ceci entraîne 
que w[j] = ('l9~2e-11 ~'l9~1-ml)(w[i]) = ('l91 o'l9~1-ml)(w[i]). On sait du lemme 15 que 
soit 'l9 1 = Ret m est pair, soit 'l9 1 = 'l92 et m est impair. Dans les deux cas, on obtient 
que w [j] = 'l9 2(w [i]). En conclusion, on a démontré que w [i + q] = 'l92(W [iJ) pour 
n'importe quel entier i tel que 1 :::; i :::; Ivl - q, ce qui revient à dire que q est une 
'l92-période de w. o 
Nous sommes maintenant en mesure de démontrer une généralisation du théorème de 
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Fine et Wilf : 
Théorème 7. Soit w un mot fini. Soit p une ~l-période de w et q une ~2-période de 
w, avec (~1,'l92) #- (R,R). Si Iwl2:: p+ q, alors pgcd(p,q) est une E-période de w. 
Démonstration. Soit 9 = pgcd(p,q) et J = {1,2, ... ,Iwl}. En vertu de l'identité de 
Bezout, on sait que le plus grand commun diviseur de deux entiers s'écrit comme com­
binaison linéaire des deux entiers en question, c'est-à-dire qu'il existe deux entiers x et 
y tels que 
9 = xp - yq. (3.1) 
Comme il existe une infinité de valeurs possibles de x et y vérifiant l'équation (3.1) et 
que ces valeurs forment un espace vectoriel, on peut supposer sans perte de généralité 
que x,y 2:: 1. Soit i un entier satisfaisant 1 :::; i :::; Iwl - g. On doit montrer que w Ci] = 
E(w [i +g]). Posons k = x + y, 1 :::; a :::; i et soit J = {a,a + 1, ... ,a +p +q - 1} ç J un 
sous-ensemble de J qui contient à la fois i et i + 9 et tel que Card(J) = p + q, où a E J. 
Nous construisons deux suites dl ,d2, ... ,dk et .io,il, ... ,ik comme suit. Posons io = i-€t, 
pour j = 0,1, ... ,k - 1, on définit: 
si ij + P E J, 
dj + l = {p
 
-q si ij - q E J
 
Nous montrons dans l'ordre les propriétés suivantes: 
(i) ij E J pour j = 0,1, ... ,k, 
(ii) La suite (d j )jE{1,2,.,k} est bien définie, 
(iii) ik = i + 9 et 
(iv) 9 est une E-période de w. 
(i) Par définition de l'ensemble J, on a que io = i E J. En utilisant un argument 
par contradiction, supposons qu'il existe un entier jE {O,l, ... ,k -1} tel que i j E J, 
mais ij+l ~ J, c'est-à-dire que ij + p ~ J et ij - q ~ J. Puisque J est un ensemble 
connexe par rapport à la topologie discrète des nombres naturels, ceci entraînerait que 
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l(ij+p)-(ij-q)1 = p+q > Card(J), ce qui contredirait le fait que J contient exactement 
p + q éléments. 
(ii) Il suffit de montrer que les conditions i.i +P E Jet ij - q E J sont mutuellement ex­
clusives pour j = 0,1, ... ,k, c'est-à-dire qu'elles ne peuvent être vérifiées simultanément. 
En procédant encore une fois par contradiction, supposons qu'il existe un tel j. Alors 
I(ij + p) - (ij - q)1 = p + q < Card(J), ce qui est absurde. 
(iii) Jusqu'à maintenant, nous avons démontré que la suite io, il, ... , ik est contenue 
dans J et donc dans I. Pour montrer que 9 est une E-période de w, nous devons nous 
assurer que ik = i +9 ou, de façon équivalente, que le mot d = dl d2 ... dk a exactement 
x occurrences de p et y occurrences de -q. Nous utilisons encore une fois un argument 
par contradiction. Sans perte de généralité, supposons que p apparaît plus de x fois dans 
le préfixe dld2" . djdj+l de d. Alors ij+l = ij + dj+l = ij + p. De plus, l'équation (3.1) 
implique que ij = i + xp - yiq pour un certain entier non négatif yi < y. En revanche, 
on a i + 9 = i + xp - yq. Or, ij - q = i + xp - (yi + 1)q et, puisque yi < yi + 1 ::; y, on en 
déduit que i + 9 ::; ij - q ::; ij. Par conséquent, ij - q E J, ce qui contredit le fait que 
la sui te dl d2 ... dk est définie de façon unique. 
(iv) Pour conclure, posons {J = {Jf 0 {J~ E {R,E}. Puisque la suite io = i, il, ... , 
ik = i + 9 est unique, est contenue dans I, commence par i et termine par i + g, il suit 
du raisonnement ci-haut que w[iJ = {J(w[i+ gJ) pour tout i E I, c'est-à-dire que 9 est 
une {J-période de w. Supposons par contradiction que {J = R. Comme 9 divise à la fois p 
et q, ceci entraîne que pet q sont toutes deux des R-périodes de w. Mais par hypothèse, 
au moins pou q est une E-période de w, ce qui est absurde. Ainsi, 9 est une E-période 
de w, tel que voulu. 0 
Exemple 23. Vérifions s'il est possible de construire un mot w de longueur 9 sur 
l'alphabet {0,1} commençant par la lettre 0, admettant 4 comme R-période et 3 comme 
E-période. La figure 3.2 montre qu'on a nécessairement w = (01)40. En effet, on a que 
w [lJ = O. De plus, puisque w admet 4 comme R-période, on trouve w [lJ = w [5J 




Figure 3.2: Illustration du théorème 7 sur un mot de longueur 9 commençant par 0 et admettant 
la R-période 4 et la E-période 3. Après deux itérations, on arrive à remplir toutes les cases avec 
des lettres pour obtenir le mot w = (01)40. 
E(O) = 1 et w [7J = E(w [4J) = E(I) = O. Les nouvelles lettres connues et le fait que 
w admette 3 comme E-période nous permettent de calculer les quatre dernières lettres 
manquantes: w[2J = w[8J = E(w[5J) = E(O) = 1, w[6J = E(w[9J) = E(O) = 1 
et w [3J = E(UJ [6J) = E(I) === O. Effectivement, le mot w = (01)40 admet 4 comme 
R-période et 3 comme E-période. En outre, en vertu du théorème 7, w admet 1 comme 
E-période, ce qui est vérifié ici. 
Remarque 2. La borne Iwl ~ p + q du théorème 7 est optimale. En effet, considérons 
le mot w = 000111. Le lecteur constate facilement que les nombres 3 et 4 sont tous 
deux des E-périodes de w. En revanche, pgcd(3,4) = 1 n'est pas une E-période de w et 
Iwl = 6 < 7 = 3 + 4. 
Remarque 3. Notons que le théorème 7 suppose l'existence d'un mot w admettant 
simultanément une 19 1-période et une 19 2-période, mais rien ne garantit qu'un tel mot 
existe. Par exemple, on peut démontrer qu'il n'existe aucun mot de longueur 7 qui 
admet les E-périodes 3 et 4. Si c'était le cas, alors le théorème 7 s'appliquerait et donc 
w admetterait 1 comme E-période et donc devrait être de la forme w = (aoVa pour 
une certaine lettre a. Or, w admet la E-période 4, ce qui entraîne que a = w [lJ 
E(w [5J) = E(a) = a, ce qui est absurde. 
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3.6 Forme normalisée 
Lorsqu'on considère la clôture palindromique itérée usuelle, on a le fait suivant: 
Proposition 10. Soit u = 'l/J(w). Alors u' est un préfixe palindrome de u si et seulement 
s'il existe un préfixe w' de w tel que u' = 'l/J(w'). 
Démonstration. (-Ç::) Découle directement de la définition de clôture palindrbmique 
et de clôture palindromique itérée. 
(=» On procède par l'absurde, c'est-à-dire qu'on suppose qu'il existe deux préfixes 
consécutifs w' et w" de w tels qu'il existe un palindrome préfixe p entre les deux palin­
dromes préfixes u' = 'l/J(w') et u" = ?jJ(w") . Ceci contredit le fait que u" est le plus court 
palindrome ayant ua comme préfixe, où a est la lettre qu'on ajoute avant d'appliquer 
la clôture palindromique. 0 
La proposition 10 nous indique que les palindromes préfixes de u = '1/)(w) sont exacte­
ment ceux obtenus par clôture palindromique. En d'autres termes, aucun palindrome 
préfixe n'est omis par la clôture palindromique itérée. Or, cette propriété n'est pas 
vérifiée lorsqu'on permet d'utiliser les clôtures R-palindromique et E-palindromique en 
même temps. 




'l/JRER(OOl) = 0011100 
'l/JRERE(OOl1) = 00111001100011 
et on voit que le palindrome 00 n'apparaît pas dans les itérations successives. De la 
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On remarque dans ce cas que le E-palindrome 01 ne se trouve pas non plus dans les 
pseudopalindromes préfixes obtenus. 
Bien qu'il existe une infinité d'exemples de bi-suite directrice ne décrivant pas tous 
les pseudopalindromes préfixes, il est toujours possible de réécrire la bi-suite de sorte 
qu'ils y soient tous décrits. Plus précisément, nous montrons dans cette section qu'il est 
toujours possible de réécrire une bi-suite directrice sous une forme « normale ». 
Définition 6. Une bi-suite directrice (finie ou infinie) (8, w) est dite normalisée ou sous 
forme normale si pour tout pseudopalindrome préfixe u' de ?/i(w), il existe un préfixe 
w' de w tel que u' =- ?/i(w'). Tout pseudopalindrome qui ne vérifie pas cette condition 
est dit manqué par ?/i(w). 
Le lemme suivant découle directement de la définition de pseudopalindrome manqué: 
Lemme 17. Soit (8, w) une bi-suite directrice finie. Si (8, w) est sous forme normale 
et que (8T, wa) ne l'est pas, où a E A et T E {R, E}, alors tout 19-palindrome préfixe 
manqué p est tel que J?/ie(w) 1< Ipl < l?/ieT(wa) 1· 
Démonstration. Trivial. o 
Lemme 18. Les plus courts préfixes d'une bi-suite normalisée contenant les deux lettres 
distinctes de A sont de la forme (RH1, aia;) pour i ;:: 2 ou (RiE, aia;) pour i ;:: 1, où 
aE{O,l}. 
Démonstration. Par inspection simple. On observe en particulier qu'une bi-suite 




'F-palindrome -+ I--------U--t------~ q ~ 
'l'-palindrome -+
 V 
Figure 3.3: Illustration de la démonstration du lemme 19. 
Les mots pseudostandards généralisés admettent des périodes à différentes échelles. Le 
lemme qui suit décrit les pseudopériodes induites par des bi-suites qui ne sont pas sous 
forme normale. 
Lemme 19. Soit (8, w) une bi-suite finie normalisée. Supposons que (8T, wa) ne soit 
pas normalisée, où T E {R, E} et a E A. Soit u = 'l/;e(w), v = 'l/;er(wa) et t un 
pseudopalindrome préfixe manqué par (8T, wa). Finalement, soit p = lvi-luI, q = Ivl-Itl 
et 9 = pgcd(p, q). 
(i)
 Si Ivl :::: p + q, alors 9 est une E-période de v, p 2g, q 9 et u est un T-
palindrome; 
(ii) Sinon, T = E et q est une ii-période de t, où {) est le dernier antimorphisme de la 
suite 8. 
Démonstration. La situation est illustrée à la figure 3.3. Remarquons que t est un 
'T'-palindrome, sinon, v ne serait pas le plus court T-palindrome admettant ua comme 
préfixe. De plus, il suit du lemme 14 que p est une (ii 0 T )-période de v, puisque v est un 
T-palindrorne et 'U est un ii-palindrome. De façon semblable, q est une (T 0 'T')-période, 
c'est-à-dire une E-période de v. 
(i) Premièrement, supposons que Ivl :::: p + q. Alors le théorème 7 s'applique de sorte 
que 9 = pgcd(p, q) est une E-période de v. Par le lemme 13, on conclut que le préfixe y 
de v de longueur Ivl - 2g est un T-palindrome. Puisque aucun T-palindrome n'apparaît 
entre u et v (autrement v ne serait pas le plus court T-palindrome ayant ua comme 
préfixe), on a nécessairement Iyl ::; lui, c'est-à-dire que p = lvi-lui::; 2g. En combinant 
le fait que 0 < q < p ::; 2g, que lui < Itl < Ivl et que 9 divise à la fois q = Ivl - Itl et 
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p - q = Itl - lui, on en conclut que p = 2g et donc q = g. En particulier, u = y est un 
7-palindrome. 
(ii) Il reste à considérer le cas Ivl < p + q. Notons que, par définition de clôture pseu­
dopalindromique, on a Ivl :::; 21ul + 2, avec Ivl = 21ul + 2 si et seulement si v est un 
E-palindrome. Nous montrons d'abord que Ivl = 21ul + 2 en procédant par l'absurde. 
Supposons donc, au contraire, que Ivl :::; 21ul + 1. Alors 
Ivl < p+q 
Ivl - lui + Ivl - Itl 
< 21ul + 1 - Itl + Ivl - lui 
lui + 1 - Itl + Ivl 
< lui + 1 -Iul- 1 + Ivl 
< Ivl, 
ce qui- est absurde "(la dernière inégalité suit ce l'inégalité Itl 2:: lui + 1)-. Ainsi, Ivl 
21ul + 2. Ceci entraîne que 7 = E et t est un R-palindrome (puisque'F = R). En 
nous basant sur des inégalités semblables, on montre que Itl = lui + 1. Il ne reste qu'à 
appliquer le lemme 14 pour conclure que q est une 'l9n -période de t. o 
Lorsqulune suite n'est pas normalisée, on peut également déduire certaines informations 
sur les antimorphismes impliqués. 
Lemme 20. Soit (8, w) une bi-suite normalisée de longueur n, 'l9 n = 8 [n] et supposons 
que (87, wa) ne soit pas normalisée, où 7 E {R, E} et a E A. Alors 'l9 n = 7 ou (87, wa) = 
(Rn- 1E, an). 
Démonstration. Soit u = 7f;e (w), v = 7f;eT (wa) et t un pseudopalindrome préfixe 
manqué par (87, wa). La situation est illustrée à la figure 3.4. Aussi, soit P = lvi-lui, 
q = Ivl-Itl et 9 = pgcd(p, q). Si Ivl 2:: p + q, alors par le lemme 19, On a 'l9 n = 7, tel que 
voulu. Sinon, supposons par contradiction que 'l9 n #- 7. Encore une fois par le lemme 19, 
69 
1---- P -------1 
Of-palindrome -* I--------'U--t------------J~q ~ 
T-palindrome -*
 V 
Figure 3.4: Illustration de la démonstration du lemme 20. 
on en déduit que 7 = E, 1Jn = Ret 1 est une R-période de T. En conséquence, u = an 
et on est exactement dans le cas (87, wa) = (Rn-lE, an). o 
Certains motifs mènent nécessairement à une bi-suite non normalisée. Le lemme qui 
suit, dont la démonstration est plus technique, explique plus en détail la situation. 
Lemme 21. Soit 8 une suite d'antimorphismes involutifs, 1J E {R, E}, w E A* et 
a, b E A. Supposons que (81J13, wab) est normalisée. Finalement, soit u = ?jJ8'19(wa) , 
v = ?jJ8{}"J(wab) , p = Iv\- lui et s le suffixe de longueur p de v. Alors 
(i) p est la plus petite E-période de v; 
(ii)
 ?jJ8'19"J'19 (uabb) = vs; 
(iii)
 ?jJ8{}'I9'19(uabb) = vss; 
(iv)
 (81J1J1J, uabb) n'est pas normalisée, mais (81J131J13, uabbb) est normalisée et les deux 
bi-suites engendrent le même mot. 
Démonstration. (i) Il suit directement du lemme 14 que p est une E-période de v. 
Il reste à montrer que cette période est minimale. Supposons au contraire qu'il existe 
une E-période p' < p. Soit s' le suffixe de longueur p' de v. Alors le mot us' est un 
13-palindrome et b est bien la première lettre de s', contredisant le fait que v le plus 
court 1J-palindrome dont ub est préfixe. 
(ii) Comme v est un 13-palindrome admettant p comme E-période, il suit du lemme 13 
que vs est bien un 1J-palindrome. Supposons maintenant que vs n'est pas le plus court 
13-palindrome admettant vb comme préfixe. Soit x le plus long 13-palindrome suffixe de v. 
Alors Ixl > Ivl- p et, par le lemme 14, v possède la E-période Ivl-Ixl < p, contredisant 
(i) . 
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(iii) Ici aussi, par le lemme 13, on sait que vss est un 19-palindrome. Un argument 
similaire à celui présenté en (ii) nous permet de conclure qu'il s'agit bien du plus court 
palindrome admettant vb comme préfixe. 
(iv) Découle des parties (ii) et (iii). o 




Lemme 22. Une bi-suite s est normalisée si et seulement si elle ne contient aucun
 
préfixe d'une des formes suivantes:
 
(i) (RR, aa) ; 
(ii) (Ri-lE, ai) ; 
(iii) (RiEE, aiaa); 
(iv) (BREE, wabb) ou (BERR, wabb) , 
Où a, b_ E {O, 1}, i 2: 1 est un ._entier et (B, w) est une bi-suite di~ectrice fini~. 
Démonstration. (::::}) Nous démontrons la contraposée, c'est-à-dire que nous suppo­
sons que la bi-suite directrice admet une de ces quatre formes comme préfixe et nous 
démontrons qu'elle n'est alors pas normalisée. 
Clairement, (i) 'l/JRR(aa) = aaa manque le E-palindrome préfixe aa, (ii) 'l/JRi-lE(ai ) = 
aiai manque le palindrome préfixe ai et (iii) 'l/JRiEE(aiaa) = aiai+1ai+1ai manque le 
palindrome préfixe aiai+1ai. Le cas (iv) suit directement du lemme 21. 
({::::) Nous démontrons encore une fois la contraposée, c'est-à-dire que nous supposons 
que s n'est pas normalisée. Si Isi :S 2, alors par inspection, on constate que les seules 
bi-suites directrices non normalisées sont celles des cas (i) et (ii). Supposons maintenant 
que Isi 2: 3. Soit (B, w) le plus court préfixe non normalisé de s et n = Iwl. Soit 
et t un 'l9n -palindrome manqué par (B,w). En outre, soit p = lvi-lui, q = Ivl-Itl et 
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9 = pgcd(p, q). Par le lemme 20, il Y a deux possibilités: soit nous nous retrouvons dans 
le cas (ii), soit (8, w) admet comme suffixe un des éléments de l'ensemble 
{(RRR, abc), (EEE, abc), (ERR, abc), (REE, abc)}, 
où a, b, cE {a, 1}. D'autre part, le lemme 19 implique que Ivl ~ p+q, 9 est une E-période 
de v, p = 2g, q = 9 et u est un 'I9n -palindrome, c'est-à-dire que 'I9 n - 1 = 'I9n . Posons 
Dans un premier temps, remarquons que lul-Iyl :::; g. Autrement, il existerait un préfixe 
'I9n -palindromique entre y et u, à savoir le suffixe de v de longueur Ivl- 3g par le lemme 
13, contredisant le fait que ('19 1'19 2 ' .. 'I9n - 1 , W [1J W [2J ... w [n - 1]) est normalisée. Soit 
g' = lui - Iyl· Si g' = g, alors 'I9n - 2 = tJ n et c = b, c'est-à-dire que s termine avec 
(ERR, abb) ou (REE, abb). Par le lemme 21, ce qui correspond au cas (iv). Il reste à 
considérer le cas g' < g. No~s montrons dans les paragraphes qui suivent que cela nous 
mène au cas (iii) ou (iv). 
Premièrement, montrons que Iyl < g. Pour cela, supposons au contraire que Iyl ~ g. 
Ceci implique que lui ~ 9 + g'. Puisque 9 est une E-période de v (en particulier une 
E-période de u) et que, par le lemme 14, g' est une ('I9n - 2 0 'I9n )-période de u, on déduit 
du théorème 7 que g" = pgcd(g, g') est une E-période de u. De plus, cette E-période g" 
se propage dans tout le mot v (puisque g" divise g, 9 est une E-période de v et lui> g', 
par le lemme 16, ce qui présente une contradiction: ceci impliquerait qu'il existe un 
'I9n -palindrome entre les 'I9n -palindromes u et v qui correspondrait au préfixe de v de 
longueur Ivl - 2g" (par le lemme 13). Or, g" < 9 (puisque g' < g). Par conséquent, 
l'inégalité Iyl < 9 est démontrée. 
Maintenant, nous montrons que Ivl = 4g - 2. Rappelons de la définition de clôture 
pseudopalindromique que Ivl :::; 21ul + 2. De plus, Ivl = lui + 2g, Iyl :::; 9 - 1 et g' = 
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lui - Iyl ~ 9 - 1. D'une part, on a 
Ivl ~ 21ul + 2= 21vl- 4g + 2, 
ce qui implique Ivl ~ 4g - 2. D'autre part, 
Ivl = lui + 2g ~ Iyl + 9 - 1 + 2g ~ 9 - 1 + 9 - 1 + 2g = 4g - 2, 
de sorte que Ivl = 4g - 2. En particulier, en vertu des égalités et inégalités Ivl = 4g - 2, 
lvi-lui = 2g, lul-Iyl ~ g-l et Iyl ~ g-l, on a Iyl = g-l, lui = 2g-2 et Ivl = 2Iul+2. 
Ainsi, 'I9 n = E et gl = lui - Iyl = 9 - 1. 
Finalement, notons que, puisque Ivl ~ p + q = 3g, le préfixe z de v de longueur \vl- 3g 
est un 'I9n -palindrome, c'est-à-dire un R-palindrome, par le lemme 13. Or, le lemme 14 
implique que Iyl-izi = 9 - 9' = 1 est un ('I9 n -2 0 R)-période de y, c'est-à-dire une iJ n -2­
période de y. Si '19 2 = R et puisque y est de longueur g-l et contient la lettre b, on trouve 
1 1y = b9- , de sorte queu = b9- b9- 1 et v-= b9- 1b9b9 b9- 1 , ce-qui correspond exactement­
au cas (iii). Autrement, si '19 2 = E, alors en inspectant les pseudopalindromes préfixes 
z, y et u, on trouve que (REE, abb) , où a E A, est un facteur de s et on retourne dans 
le cas (iv), ce qui conclut la démonstration. o 
Nous concluons cette section sur la forme normale avec un théorème décrivant exacte­
ment la procédure à suivre pour transformer une bi-suite directrice non normalisée en 
une bi-suite normalisée. 
Théorème 8. Soit (8, w) une bi-suite directrice, avec 8 une suite finie ou infinie 
d'antimorphismes involutifs et w un mot de même longueur que 8. Alors il existe une 
bi-suite normalisée (8 /,W/) telle que 'l/Je(w) = 'l/Je,(w/). Plus précisément, il est possible 
de construire la bi-suite (81 , W/) en utilisant les règles de réécriture suivantes lors de la 
lecture de la bi-suite de gauche à droite; 
(i) remplacer le préfixe (RR, aa) par le préfixe (RER, aaa) ; 
(ii) remplacer le préfixe (Ri- 1E, ai) par le préfixe (RiE, aia) ; 
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(iii) remplacer le préfixe (Ri EE, aiaa) par le préfixe (Ri ERE, aiaaa) ; 
(iv) remplacer	 tout facteur (lhJ'I3,abb) par le facteur ('1319'1319,abbb), où '13 E {R,E} et 
a,bE{O,l}. 
Démonstration. Le lemme 22 nous indique la forme des préfixes et des facteurs in­
terdits dans les bi-suites directrices normalisées alors que le lemme 21 nous décrit la 
procédure à suivre pour corriger tout facteur de la forme ({M'I3, abb) afin de rendre la 
bi-suite sous forme normale. Il reste à expliquer comment normaliser les préfixes de la 
forme (i), (ii) ou (iii). Par le lemme 22, on sait que les préfixes (RER,aaa), (RiE,aia) 
et (Ri ERE, aiaaa) sont normalisés, puisqu'ils ne sont pas dans l'ensemble des préfixes 




tel que voulu.	 o 
Nous illustrons le théorème avec un exemple.
 
Exemple 25. Considérons la bi-suite non normalisée d = (RRR,Ol1). Puisqu'elle a
 
un préfixe de la forme (i) du théorème 8, on peut réécrire d en d' = (RERR, 0101), où
 
(RER, 010) est normalisée.
 
L'étape suivante consiste à remplacer tous les facteurs de la forme ('I3{)'I3, abb) par
 
('I319{)19, abvb). Il n'y a qu'un facteur de cette forme, à savoir (ERR, 101). On obtient
 
alors la nouvelle bi-suite directrice d" = (RERER,01010), qui est normalisée. En effet,
 
on vérifie que d" ne contient aucun préfixe ou facteur interdit. Finalement, vérifions que
 
d et d" génèrent le même mot :
 
WRRR(Ol1) = QI 0 l 0, 
WRERER(01010) = Qi Qi Q. 
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3.7 Formule de Justin généralisée 
En nous inspirant de la formule donnée dans le lemme 12 et en transformant une bi­
suite directrice sous sa forme normale, il est possible d'exprimer de façon récursive les 
préfixes successifs d'un mot pseudostandard généralisé. 
On peut maintenant énoncer et démontrer le théorème central de ce chapitre: 
Théorème 9. Soit (8, w) une bi-suite finie et normalisée de longueur n et, pour i = 
1,2, ... ,n, soit ?/Ji = ?/J19]192"'1dPrefi(w)), ?/Jo = € et (Xi la dernière lettre de ?/Ji' 
(i) Si IPrefn-l(w)lw[nJ = 0 ou IPrefn- I (8)10[nJ = 0, alors 
si 7'J n = R, 
?/Jn = 01. ~ 
'f/n-l'f/n-l si 7'Jn = E et Qn-l =f. w [n] , 
?/Jn-l w [n] w [n] ?/Jn-l si 7'Jn = E et Qn-l = w [n] . 
(ii) g'il existe un indice j tel que 8 [jJ = 7'Jn et (i9n - 1 0 7'Jn )(W[j + 1]) ;,; w [n] , alo~s 
soit i le plus grand entier satisfaisant cette condition. On a alors 
(iii) Autrement, 
si 7'Jn = R ou (Xn-l =f. w [n], 
si 7'Jn = E et Qn-l = w [n] . 
Démonstration. (i) Supposons d'abord que w = an-la où a E Â. Alors forcément 
8 E {Rn, Rn-l E}, autrement (8, w) ne serait pas sous forme normale par le lemme 22. 
Alors la formule donnée est vérifiée. Supposons maintenant que [7'J 17'J 2 ··· 7'J n - I [19 n = O. 
Alors on a nécessairement 7'J I = R et donc Vn = E. Or, aucun E-palindrome n'est 
préfixe ni suffixe de ?/Jn-l, on en déduit que le plus long E-palindrome suffixe de 
?/JPref
n
_ 1 (0)(Prefn - l (w))w[n] est soit € ou (Xn-Iw[n] si w[n] = Qn-l, d'où le résultat. 
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(ii) Par hypothèse, il existe un 'l9n-palindrome préfixe 'l/Ji de 'l/Jn-l suivi de la lettre 
('l9n- l 0 'l9n)(w [n]). De plus, puisque (8, w) est normalisée, 18'1 est maximal et, par 
construction, 'l/Ji est exactement le plus long 'l9n-palindrome préfixe de 'l/Jn-l suivi de la 
lettre ('l9n- 1o'l9n)(w[n]). Or, 'l/Jn-l est un 'l9n _ l -palindrome, de telle sorte que 'l9n- l ('l/Ji) 
est le plus long ('l9 n- l 0 'l9n)-palindrome suffixe de 'l/Jn-l précédé par 'l/Jn(w[n]). Alors 
8 = 'l9n(w [nJ)'l9n- l ('l/Ji)W en] est le plus long 'l9n-palindrome suffixe de 'l/Jn-l w [n]. Par 
conséquent, 
'l/Jn 'l/Jn-l w en] (8- 1)'l9n(w en] )19n('l/Jn-l) 
'l/Jn-lw en] ('l9n(w en] )'l9n- l ('l/Ji)W en] )-l'l9n(w en] ) 'l9n('l/Jn-l) 
'l/Jn-l w en] w en] -l'l9n _ l ('l/Ji) -l'l9n(w en] )-l'l9n(w en] )'l9n ('l/Jn- d 
= 'l/Jn- l 'l9n- l ('l/Ji)-l'l9n('l/Jn-l) 
= 'l/Jn-l('l9n- l 0 'l9n)('I/J;l'I/Jn-l), 
ce qui conclut cette partie. À noter que la croisième égalité est obtenue du fait que pour 
toute paire de mots u, v E A*, on a (uv)-l = v-lu- l , et que la dernière égalité découle 
du fait que 'l/Ji est un 'l9n-palindrome et 'l/Jn-l est un 'l9n_1-palindrome. 
(iii) Puisque l'hypothèse du cas (ii) n'est pas satisfaite, on peut supposer que 'l/Jn-l ne 
contient pas de 'l9n-palindrome suffixe précédé de la lettre 'l9n(w [n]) et que la lettre 'W en] 
apparaît au moins une fois dans Prefn-dw). Supposons tout d'abord que 'l9n = R. Alors 
w en] = an-l, autrement on a une contradiction avec l'hypothèse, puisque cela implique 
que 'l/Jn-l a nécessairement un palindrome suffixe précédé de la lettre 'l9n(w [n]) = w en] , 
à savoir un suffixe de la forme w en] w [n] i. Donc 'l9n = R implique w en] = an-l et 
conséquemment, 'l/Jn = 'l/Jn-lR('l/Jn-l). Supposons maintenant que 'l9n = E. Si w en] = 
an-l, on déduit que 'l/Jn = 'l/Jn-lw [n]w [n]'l/Jn-l' alors que si w[n] =1- an-l, on trouve 
'l/Jn = 'l/Jn-l'I/Jn-l. En combinant tous ces cas, on obtient le résultat voulu. o 
Il est intéressant de noter que la formule de Justin (lemme 12) est un cas particulier 
du théorème 9. En effet, si 8 = Rn, alors (8, w) est la bi-suite directrice d'un mot 
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sturmien standard et on retrouve le cas (i) si w = an-la, pour a E {O, 1} et alors ?/Jn = 
?/Jn-1W [n] ?/Jn-l' Autrement, le cas (ii) s'applique et on obtient ?/Jn = ?/Jn-l?/J;l?/Jn-l' 
D'autre part, il est possible de dériver une seconde formule pour le cas précis des mots E­
standards (ceux obtenus par clôture E-palindromique itérée seulement). Il s'agit donc 
du cas où e = En, qui correspond à un cas non normalisé, et en utilisant des idées 
semblables à celles présentées dans la démonstration du théorème 9, on obtient le fait 
suivant: 
Proposition 11. Soit (En+l, wa) une bi-suite directrice d'un mot E-standard, avec 
w E {O, l}n. Si w contient la lettre a, écrivons w = VlaV2 où V2 ne contient pas la lettre 
a. Alors 
si a n'apparaît pas dans w; 
sinon. 
Où ?/JE dénote la clôture E-palilldromique itérée. o 
Illustrons le théorème 9 sur le mot de Thue-Morse. 
Exemple 26. On sait que le mot de Thue-Morse est un mot pseudostandard généralisé 
donné par t = ?/J(ER)w(OlW). Avant d'appliquer le théorème 9, il faut transformer la bi­
suite directrice d = ((ER)W,OlW) sous forme normale. Il suffit de considérer la nouvelle 





tltl = 01, par le théorème 9(i), deuxième cas;
 
t2E(tült2) = 01E(01) = 0110, par le théorème 9(ii),;
 
t3E(t3) = 01101001, par le théorème 9(iii), premier cas,;
 
t4E(t4) = 0110100110010110, par le théorème 9(iii), premier cas,
 
77 
et ainsi de suite, ce qui correspond à la construction habituelle du mot de Thue-Morse. 
En guise de conclusion, on présente la traduction des formules données au théorème 9 en 
pseudocode. À noter que l'algorithme calcule le mot pseudostandard généralisé généré 
à partir de n'importe quelle bi-suite directrice, qu'elle soit sous forme normale ou non. 
Algorithme 3 Calcul d'un mot pseudostandard généralisé fini 
1: fonction MOTPSEUDOSTANDARDGENERALlSE(8, w) 
2:
 [> On normalise d'abord selon les cas préfixes 
3: si (RR,aa) est préfixe de (8, w) alors 
4: 8 ~ RER(RR)-18, w ~ aaa(aa)-l w 
5: sinon si (Ri - 1E, ai) est préfixe de (8, w) pour un entier i ~ 1 alors 
6: 8 ~ R8,w ~ aiaa-iw 
7: sinon si (RiEE,aiaa) est préfixe de (8,w) pour un entier i ~ 1 alors 
8: 8 ~ Ri ERE(Ri EE)-18,w t- aiaaa(a i aa)-l w 
9: fin si 
10: 
11:
 [> On traite les autres cas 
12: 1/;0 ~ é 
13: pour i E {1,2, ... ,n} faire 
14: si i S n - 2 et (8,w)[i: i + 2] E {(ERR,abb), (REE,abb)} alors 
15:
 [> On normalise "en ligne" 
16: 8 ~ <9 1 ... <9i+119i+1<9i+2<9i+3··· <9n 
17: w +- W[l .. i + 2J w [i + 2]w [i + 3. nJ 
18: fin si 
19: si Iw [l : i - 1] Iwlil = 0 ou IPrefi- 1(8)I1'ii = 0 alors 
20: si <9i = R alors 1/;i +- 1/;i-1W [iJ 1/;i-1 
21: sinon si <9i = E et <9 i - 1(wDJ) =1- w[iJ alors 1/;i ~ 1/;i-1-:;j;i-1 
22: sinon 1/;i +- 1/;i-1w [iJ w [iJ 1/;i-l 
23: fin si 
24:
 sinon si il existe j tel que Prefi(8, w) j + 1]<9;-1 0 
<9i (w [iJ )w [j + 3 : iJ) alors 
25: 1/;i +-1/;i-l(<9i- 1 o <9;)(1/;jJ7jJi_d 
26: sinon 
27: si <9 i = R ou <9 i- 1(wDJ) =f w[iJ alors 1/;i ~ 1/;;-l<9;(1/;;-d 
28: sinon 1/;; +- 1/;i-1w [iJ (<9i - 1 0 <9;)( W [i]1j;i- d 
29: fin si 
30: fin si 
31: fin pour 
32: retourner 1/;n 
33:
 fin fonction 
La complexité de l'algorithme est optimale, car il parcourt au plus deux fois les suites 
e et w. Celui-ci a été implémenté en Python et se trouve en annexe à la section A.2, 
page 161. Il sera éventuellement inclus dans Sage. 
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3.8 Problèmes ouverts 
Dans ce chapitre, nous avons étudié une extension naturelle du théorème de Fine et Wilf 
ainsi qu'un théorème décrivant une formule récursive pour calculer la clôture pseudo­
palindromique itérée d'une bi-suite directrice sur un alphabet binaire lorsque les deux 
antimorphismes Ret E sont permis, dans n'importe quel ordre. 
Il nous apparaît raisonnable de croire que les idées proposées sont généralisables à des 
alphabets de k lettres, où k 2 3. Par ailleurs, on connaît très peu d'information sur les 
mots pseudostandards généralisés. Il serait intéressant de proposer une caractérisation 
de cette grande famille de mots, qui contient les mots sturmiens standards, les suites de 
Rote standards, certains mots quasi-sturmiens et le mot de Thue-Morse. 
Par exemple, nous savons que les mots sturmiens sont de complexité n + l, alors que 
les suites de Rote ont une complexité de 2n. Celle du mot de Thue-Morse, quant à 
elle, oscille autour de 3n. Quelle est la complexité maximale pouvant être atteinte par 
les mots pseudostandards généralisés? Des évidences calculatoires nous suggèrent la 
conjecture suivante: 
Conjecture 1. Soit w un mot pseudostandard généralisé. Alors il existe un entier no 
tel que Fw(n) ~ kn pour tout entier n 2 no et pour toute constante k> 4. 
Autrement dit, il semble que le mieux qu'on puisse faire, c'est d'osciller autour de 4n. 
En dernier lieu, l'étude de la pseudopériodicité telle que définie dans ce chapitre est 
pertinente en soi et il semble très probable que le théorème de Fine et Wilf généralisé 
(théorème 7) puisse être étendu à des alphabets quelconques également. 
CHAPITRE IV 
POLYOMINOS ET PAVAGES 
4.1 Polyominos 
L'espace que nous étudions dans ce chapitre et les suivants est le plan discret aussi 
appelé grille discrète 712 = 7l x 7l. On appelle cellule unité (ou pixel) tout sous-ensemble 
c de 1R2 défini par 
c = {(x,y) E 1R2 a::; x::; a+ l,b::; y::; b+ 1}, où a,b E 712 1 
Dans la suite, on dénote par C l'ensemble des cellules unités de 1R2 . Un ensemble de deux 
cellules unités distinctes c, d E C est dit 4-connexe si c et d ont une arête commune, 
c'est-à-dire que end est un segment de droite de longueur 1. Plus généralement, un 
ensemble de cellules C ç C est dit 4-connexe si, pour toute paire de cellules unités 
distinctes c, dE C, il existe une suite finie el, e2, ... ,en de cellules unités dans C telles 
que 
(i) c = el et d = en; 
(ii) Pour tout indice i = 1,2, ... , n-l, l'ensemble {ei, ei+d est un ensemble 4-connexe. 
Autrement dit, il existe un chemin reliant toute paire de cellules unités n'utilisant que 
des déplacements verticaux ou horizontaux. Remarquons qu'un ensemble 4-connexe peut 
être fini ou infini. 
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(a) (b) (c) 
Figure 4.1: Ensemble de cellules unités (a) pas 4-connexe (b) avec trou. (c) Un polyomino. 
Soit C ç C un sous-ensemble de cellules unités. On dit que C est sans trou si son 
complément C = C - C est lui aussi 4-connexe. Un polyomino est un ensemble de 
cellules unités C ç C qui est à la fois 4-connexe et sans trou. 
4.2 Mots de contour 
Il existe plusieurs façons de"représenter lés polyominos. On peut simplement décrIre l'en­
semble des cellules qui les constituent, les représenter par leur projection selon différents 
angles, les représenter par leur bord, etc. Dans cette thèse, nous codons les polyomi­
nos par leur mot de contour : il s'agit en fait d'un mot sur un alphabet à quatre 
lettres décrivant les quatre déplacements élémentaires haut, bas, gauche et droite. Cette 
représentation présente plusieurs caractéristiques intéressantes: 
1.
 Elle est simple et unique, à conjugaison et orientation près; 
2.
 Dans de nombreux cas, l'aire d'un polyomino est quadratique par rapport à son 
périmètre, de sorte que le mot de contour, qui est de longueur égale au périmètre, 
occupe un espace raisonnable; 
3.
 Toute la théorie issue de la combinatoire des mots peut être appliquée; 
4.
 De nombreuses propriétés de symétrie et de convexité d'un polyornino donné se 
détectent facilement en étudiant simplement son mot de contour ; 
En revanche, elle se généralise difficilement aux dimensions 3 et plus. 
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--1----t 
(a) (b) (c) 
Figure 4.2: Exemples de chemins. (a) Un chemin fermé qui n'est pas auto-évitant, (b) un chemin 
auto-évitant qui n'est pas fermé et (c) un mot de contour, qui est fermé et auto-évitant. 
Dans les paragraphes qui suivent, nous introduisons plus formellement la terminologie 
nécessaire à l'étude des mots de contour. 
L'alphabet permettant de représenter les mots de contour est F = {a, 1,2, 3}, souvent 
appelé code de Freeman. Il code les déplacements élémentaires sur la grille discrète selon 
la correspondance suivante: 
a -+, 1 t, 2 +---, 3 J- . 
Un chemin p est un mot sur F, c'est-à-dire un élément de F*. On dit de p qu'il est 
fermé si Iplo = Ipl2 et Ipil = Ip13. Un sous-chemin q de p est simplement un facteur de 
p. De plus, p est dit auto-évitant s'il ne possède aucun sous-chemin fermé, à l'exception 
du chemin lui-même et du chemin vide. Un mot de contour est un chemin auto-évitant 
et fermé. La figure 4.2 illustre ces concepts. 
Certaines isométries sur la grille discrète se traduisent par des morphismes sur l'alphabet 
de Freeman F. Tout d'abord, les morphismes 
pi : F* -+ F* : x H x + i, (i = 0,1,2,3), 
où l'addition est considérée modulo 4, correspondent aux rotations d'angle 0, 1fj2, 1f et 
31fj2 respectivement (voir figure 4.3). Dans le même ordre d'idée, les morphismes 




w = 2212 












Pw = 0020 
w = 3323 
Figure 4.3: Effet des morphismes pi pour i = 0,1,2,3 sur le chemin w = 1101. En particulier, 
p-l = p3. 
correspondent aux réflexions par rapport à des axes d'angle 0, 1f/4, 1f/2 et 31f/4 (voir fi­
gure 4.4). Il existe une autre opération sur les mots présentant d'intéressantes propriétés 
géométriques, qui est donnée par 
qui se traduit par le parcours du chemin p en sens inverse (voir figure 4.5). On dit alors 
que w et wsont des chemins homologues. 
Remarque 4. Tout mot de contour west primitif, c'est-à-dire qu'il ne peut s'écrire 
comme puissance entière d'un autre mot. Cette propriété découle directement du fait 
que west à la fois fermé et auto-évitant. 
Proposition 12. Soit P un polyomino de périmètre n. Alors il existe exactement 2n 
mots de contour décrivant P. 
Démonstration. Soit w un mot de contour de P. Alors tout mot 'ilE [w] est également 
un mot de contour de P. De plus, 1 [w] 1 = n, car west primitif. Maintenant, considérons 
le mot w. Clairement, west un mot de contour de P. De plus, tout mot u E [w] est un 
mot de contour de P et 1 [w] 1 = n. Finalement, on a [w] n [W] = 0 (puisque les mots 
de ces deux classes ont des nombres d'enroulements distincts, voir section 4.4, page 85), 
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Figure 4.4: Effet des morphismes (Ji pour i = 0,1,2,3 sur le chemin w = 1101. Notons que 
-) 
(Ji = (Ji' 
w = 3233 
... --------~ 
Figure 4.5: Effet de l'antimorphisme':'sur le chemin w = 1101. Clairement, w= w. 
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~ V3 3~ !Ji 
0 !Ji 
Figure 4.6: Interprétation géométrique de l'opérateur.0, sur w = 01012223211. Le mot .0,(w) = 
1311001330 décrit les virages effectués pour parcourir le chemin w selon la correspondance 
suivante: 0 : aller en avant, 1 : tourner à gauche et 3 : tourner à droite. Comme le chem:n est 
auto-évitant, il n'y a pas de lettre 2 : reculer. 
ce qui termine la démonstration. o 
Comme le mot de contour d'un polyomino n'est pas unique, il est pratique de représenter 
un chemin fermé w par sa classe de conjugaison [w], qu'on appelle aussi mot circulaire. 
4.3 Virages 
Le-code de Freeman permet de décrire des chemins sur la grille discrète selon les quatre 
déplacements élémentaires haut, bas, gauche, droit. Il existe une autre représentation 
pratique des chemins discrets basée sur la notion de virages. 
À cette fin, nous introduisons l'opérateur .6. sur F, qui est en fait une extension à 
un alphabet de 4 lettres de celui présenté au chapitre 2. Plus précisément, soit W = 
Wl W2 ... W n E F* un chemin de longueur n 2: 2. Le mot des différences finies .6.(w) ;: F* 
de west défini par 
D'un point de vue géométrique, les lettres 0, 1, 2 et 3 correspondent respectivement au 
mouvement aller en avant, tourner à gauche, reculer et tourner à droite. La figure 4.6 
illustre l'effet de l'opérateur .6. sur le chemin W = 01012223211. 
Il est utile de définir une opération qui inverse en quelque sorte l'effet de l'opérateur 
.6.. Soit W = Wl W2 ... W n un mot de longueur n 2: 1 et ct E F une lettre. Le mot des 
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sommes partielles l:a(w) de w à partir de a est donné par 
L'opérateur b. vérifie la propriété suivante, facile à démontrer: 
Proposition 13. Soient u = UIU2"'Um,V = VIV2"'Vn E F* des mots de longueur 
m,n 2: 2 respectivement. Alors b.(uv) = b.(u)b.(UnVl)b.(V). 
Lorsqu'on considère des chemins qui ne sont pas auto-évitants, il est possiblè qu'ils 
contiennent certains facteurs de l'ensemble n = {02, 13, 20, 31}, c'est-à-dire l'ensemble 
des chemins de longueur 2 dont les pas sont de directions opposées. Néanmoins, il est 
toujours possible de réduire un mot w E F* en un unique mot w' pour qu'il ne contienne 
pas de tels facteurs : il suffit de supprimer récursivement toutes les occurrences de 
facteurs de R dans w. Remarquons par contre que le mot réduit n'est pas forcément 
auto-évitant. 
Exemple 27. Le mot w = 10021 se réduit au mot w = 101 après suppression du fac­
teur 02. Le mot u = 111333 se réduit au mot vide E après avoir supprimé récursivement 
trois fois le facteur 13 : 
111333 ~ 1133 ~ 13 ~ E. 
4.4 Nombre d'enroulements 
La notion de nombre d'enroulements est fondamentale en topologie algébrique et joue 
un rôle important en calcul vectoriel, en géométrie et en analyse complexe. En général, 
on considère le nombre d'enroulements d'une courbe fermée, mais il est également pos­
sible de généraliser la notion aux courbes non fermées. La figure 4.7 illustre le nombre 
d'enroulements autour d'un point x. Plus précisément, il s'agit du nombre de tours 
qu'une courbe décrit autour d'un point donné. En pratique, il est plutôt utilisé pour 
caractériser les courbes fermées selon leur indice (en analyse complexe par exemple). 
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(a) (b) 
Figure 4.7: Illustration de la notion de nombre d'enroulements. (a) Autour du point x, il est égal 
à -1 (par convention, le sens anti-horaire est positif). Par ailleurs, si on imagine un observateur 
qui se déplace le long de la courbe il aura fait exactement 1 tour sur lui-même dans le sens 
horaire. (b) Autour du point y, le nombre d'enroulements est de 3/4. L'angle de départ est de 
7r/2 et l'angle de fin est de 27r de sorte que trois quarts de tours ont été effectués dans le sens 
anti-horaire. 
Lorsqu'on traduit la notion de nombre d'enroulements sur la grille discrète, sa définition 
est très simyle. Il s'agit en fait de compter le _nombre de virag~s à gauche et à c!roite 
effectués, alors que les mouvements en avant ne modifient pas le nombre d'enroule­
ments. Plus formellement, soit w E F* un chemin et w' E F* son chemin réduit après 
suppression récursive des facteurs dans {02, 13, 20, 31} (voir section précédente). Alors 
le nombre d'enroulements de west défini par 
T(w) = 1,6.(w')ll -1,6.(w')13. 
4 
Si west un chemin fermé, alors un ajustement est nécessaire. Le mot des premières 
différences d'un mot circulaire [w] est défini par 
,6.([w]) = [,6.(w)· (Wl - wn )], 
c'est-à-dire qu'on doit prendre en compte le virage entre la dernière et la première 
lettre du mot w. Il est également possible de réduire un mot circulaire [w] en un mot 
circulaire [w'] en supprimant récursivement les pas de directions opposés de l'ensemble 
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{02,13,20,31}. Il est alors possible d'étendre naturellement la définition de nombre 
d'enroulements d'un mot circulaire par 
T([w]) = 1.6.([W'])JI-I.6.([w'])1a
4 . 
Il est bien connu que le nombre d'enroulements d'un chemin fermé w appartient à Z :
 
en analyse complexe, par exemple, on parle d'indice d'une courbe. Une démonstration
 
pour le cas des chemins sur la grille discrète se trouve dans (Brlek, Labelle et Lacasse,
 
2005; Brlek, Labelle et Lacasse, 2006a) où les auteurs utilisent le terme winding number.
 
Soit w un mot de contour décrivant le contour d'un polyomino en sens anti-horaire.
 
Toute occurrence d'un facteur de l'ensemble {01, 12, 23, 30} est appelé point saillant
 
et celle d'un facteur de l'ensemble {03, 32, 21, 10} est appelé point rentrant (Daurat et
 
Nivat, 2003). En adaptant la notation de Daurat et Nivat à celle de cette thèse, nous
 
avons le résultat suivant:
 
Théorème 10. (Daurat et Nivat, 2003) Soit [w] un mot de contour circulaire. Alors
 
le nombre d'enroulements de [w] €st T( [w]) = 1 (respectivement T( [w]) = -1) si le
 
parcours est orienté dans le sens anti-horaire (respectivement horaire).
 




Proposition 14. Soit w E F* un chemin.
 
(i) T(pi(w)) = T(w); 
(ii) T(a'i(w)) = -T(w); 
(iii) T(w) = -T(w). 
Démonstration. Soit w un chemin et w' son chemin réduit associé. 
(i) Le résultat suit du fait que .6.(pi(w)) = .6.(w). 
(ii) Il suffit d'observer que la réfie:xion ai inverse les virages à gauche avec les virages à 
droite et laisse inchangés les pas vers l'avant et les pas vers l'arrière. 
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(iii) L'antimorphisme":' inverse les lettres 0 et 2 ainsi que les lettres 1 et 3. Par conséquent 







Lorsque les polyominos ont été introduits dans la littérature, c'est surtout pour leur as­
pect ludique qu'on s'y intéressait. Le mot «polyomino» a été proposé pour la première 
fois par Colomb en 1953 dans une présentation et ils ont été popularisés par M. Cardner 
dans la colonne « Mathematical Cames» de la revue « Scientific American» dont il 
était responsable. 
Le plus souvent, les problèmes impliquant les polyominos sont des problèmes de pavages, 
c'est-à-dire consistant à couvrir certaines surfaces (carré, rectangle, demi-plan, forme 
quelconque, etc.) de telle sorte que chaque case est couverte par un et un seul polyomino. 
La difficulté du pavage dépend fortement des contraintes qu'on impose sur les polyomi­
nos dont on dispose : 
1.
 De façon générale, on considère le problème de paver une région donnée à l'aide 
d'un ensemble de polyominos auxquels on peut faire subir des rotations et des 
réflexions. Un exemple classique consiste à paver un rectangle 6 x 10 avec tous 
les pentaminos à isométrie près, dont 18s 2339 solutions ont été énumérées depuis 
longtemps (Haselgrove et Haselgrove, 1960). 
2.
 Les tuiles de Wang (Wang, 1961), qui ne sont pas des polyominos ont été abon­
damment étudiées dans la littérature et elles sont souvent utilisées pour démontrer 
que le problème de déterminer si on peut paver le plan à partir d'un ensemble de 
polyominos quelconque est indécidable (Colomb, 1970). 
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Figure 4.8: Des pavages hexagonaux réguliers dans l'environnement (à gauche) un mur de briques 
et (au centre) les alvéoles d'une ruche. On trouve également des pavages carrés dans (à droite) 
les carreaux d'une salle de bain. 
3.
 Le problème de paver le plan avec une copie d'un seul polyomino a aussi été 
beaucoup étudié. On connaît exactement toutes les tuiles d'aire au plus 14 qui 
pavent le plan (Rhoads, 2003). 
Dans cette thèse, nous nous intéressons à une classe très spécifique de polyominos : ceux 
qui pavent le plan par translation seulement, c'est-à-dire qu'il est interdit d'appliquer 
des rotations ou des réflexions à l'unique tuile utilisée dans le pavage. Lorsqu'on impose 
autant de contraintes sur le polyomino, on obtient une caractérisation très pratique: 
Théorème 11. (Beauquier et Nivat, 1991) Soit P un polyomino admettant un pavage 
régulier du plan ]R2. Alors il existe un mot de contour w de P tel que 
~	 ~ ~ 
w = X . Y . Z . X . Y . Z,	 (4.1 ) 
où
 X, Y, Z E F*, avec au plus un mot parmi X, Yet Z qui est vide. o 
La factorisation (X, Y, Z, X, Y, Z) est souvent appelée une EN-factorisation de Pet, 
par abus de notation, on écrit simplement XYZXY Z. Informellement, le théorème 
11 affirme que, pour paver le plan à l'aide d'une seule tuile, on a nécessairement un 
pavage carré (comme ceux qu'on observe souvent sur les planchers) ou un pavage hexa­
gonal (comme ceux qu'on trouve dans les ruches d'abeille ou qu'on observe sur murs de 
briques), tels qu'illustrés à la figure 4.8. 
La démonstration du théorème de Beauquier-Nivat est complexe et un article com­
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plet lui est consacré (Beauquier et Nivat, 1991). Un polyomino P admettant une BN­
factorisation avec X, Y et Z non vide est appelé tuile hexagonale, alors que si un des 
mots X, Y et Z est vide, on l'appelle plutôt tuile carrée (dans la littérature, on trouve 
aussi pseudo-hexagone et pseudo-carré). 
Proposition 15. Soit w = XYXY u'n mot de contour d'une tuile carrée. Alors 
où Cl: = 1 si w a une orientation positive et Cl: = 3 si w a une orientation négative. 
Démonstration. Découle directement des propriétés de l'opérateur D,. et de la définition 
de mot de contour. 
En conséquence, les premières et dernières lettres de la BN-factorisation d'une tuile 
carrée sont contraintes. l?énotons par !"(w) la_ première lett!e d'un_ mot w et par L(w) 
la dernière lettre. 
Proposition 16. Soit w = XY XY un mot de contour d'orientation positive d'une 
tuile carrée. Alors F(X) = L(X) et F(Y) = L(Y). 
Démonstration. On sait de la proposition 15 que 
F(X) - L(Y) = F(Y) - L(X) = F(X) - L(Y) E {1, 3}. 
Puisque L(Y) = F(Y) et F(X) = L(X), On en déduit 
F(X) - F(Y) (,;! F(Y) - L(X) (l) L(X) - L(Y) E {1, 3}. 
En prenant la somme des égalités (1) et (2), on obtient 
F(X) - L(X) + F(Y) - F(Y) = F(Y) - L(Y) + L(X) - L(X) E {1 + 1,3 + 3} 
0 
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Or, Ct - a = 2 peu importe Cl:: E F et 1 + 1 = 3 + 3 = 2, de sorte que 
F(X)- L(X) + 2 = F(Y) - L(Y) + 2 = 2 
On en conclut que 
p(X) = L(X) et F(Y) = L(Y), 
tel que voulu. o 
4.6 Arithmétique des polyominos 
La définition de tuile carrée mène naturellement à la définition de polyomino premier 
et polyomino composé. Plus précisément, soit C une tuile carrée admettant un mot de 
contour ABÂÊ, où A, B E F*. À partir de C, nous pouvons construire un morphisme 
P,A,B défini par 
P,A,B : r -t F* : 0 H A, 1 H B, 2 H Â,3 H Ê. 
Soit P un polyomino quelconque de mot de contour w. Alors P,A,B(W) est également un 
polyomino. Lorsque le contexte est clair, nous omettons l'indice et écrivons seulement 
p,. Plus généralement, nous avons la définition suivante: 
Définition 7. Un morphisme p, : F* -t F* est dit homologue si p,(O) -p,(2) et 
p,(l) = -p,(3). 
Un polyomino P est dit composé s'il existe un morphisme p" un mot de contour w de 
P et un mot de contour u E F* tels que 
(i) p, est un morphisme homologue; 
(ii) p,(0123) est une tuile carrée; 
(iii) p,(u) = w; 
(iv) Le polyomino Q dont le mot de contour est u vérifie Q =1= P et Q =1= C, où C est le 
carré uni té. 
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(a) (b) (c) 
Figure 4.9: Exemple de polyominos composé et premier. (a) Un polyomino premier admettant 
u = 0011123233 comme mot de contour. (b) Une tuile carrée première admettant ABÂÊ 
comme mot de contour, où A = 010 et B = 11. (c) Un polyomino composé admettant j.L(u) = 
AABBBÂÊÂÊÊ comme mot de contour, où j.L(0) = A et j.L(I) = B : il est payable à l'aide de 
la tuile carrée dessinée en (b). 
Autrement, P est dit premier. Moins formellement, un polyomino est dit premier s'il 
-
est impossible de le paver de façon carrée à l'aide d'un plus petit polyomino autre que 
le carré unité. 
Exemple 28. Considérons le polyomino décrit par le mot de contour u = 0011123233 
et une tuile carrée décrite par le mot de contour 010 ·11 . 232 . 33 (voir figure 4.9 (a) 
et (b)). Il est possible de construire un nouveau polyomino en appliquant le morphisme 
homologue J.L satisfaisant J.L(O) = 010 et J.L(1) = 11, dont un mot de contour est 
010010111111232332323333. 
Il est également possible de vérifier que le polyomino décrit par u est premier. 
Soient P et Q deux polyominos. On dit que P divise Q, noté P Q, s'il existe un mot 1 
de contour u de P, un mot de contour w de Q et un morphisme homologue J.L vérifiant 
J.L(u) = w. Bien que le sujet ne soit pas abordé dans cette thèse, il serait intéressant 
d'étudier l'arithmétique des polyominos par rapport à cette relation de divisibilité. En 
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particulier, il semble que le problème de décider si un polyomino est premier ou composé 
dans un temps raisonnable est ouvert (Provençal, 2008). 

CHAPITRE V 
TUILES N-CARRÉES ET N-HEXAGONALES 
Au chapitre 4, nous avons introduit les définitions de tuiles carrées et de tuiles hexa­
gonales. Ce chapitre est consacré à l'étude des tuiles admettant des pavages multiples. 
En particulier, dans la section 5.4, nous démontrons qu'il n'existe aucun polyomino 
admettant plus de deux pavages carrés distincts. Le lecteur constatera que ce chapitre 
contient de nombreux éléments en commun avec le mémoire de maîtrise de Ariane Ca­
ron, malgré le fait qu'ils sont présentés différemment, principalement au niveau de la 
notation (Caron, 2010). Les résultats présentés plus loin ont fait l'objet d'un article 
commun (Blondin Massé et al., 2011). 
5.1 Pavages multiples 
La caractérisation de Beauquier et Nivat nous garantit que si un polyomino admet un 
pavage régulier, alors il s'agit d'une tuile carrée ou d'une tuile hexagonale. Combien de 
pavages carrés distincts un polyomino admet-il? Combien de pavages hexagonaux? Y a­
t-il un maximum possible? Nous abordons ces différentes questions dans les paragraphes 
qui suivent. 
Définition 8. Soit P un polyomino, w un mot de contour de P et n ~ 1 un entier. 
Alors P est appelé tuile n-carrée s'il existe n mots Ul, U2, . .. , Un E [w] tels que 
(i)
 Ui = XiYi XiYi , pour certains mots Xi, Yi E F*, c'est-à-dire que Ui décrit une 
BN-factorisation carrée; 
(ii) T(Ui) = T(uj) pour i,j E {1,2, ... ,n}, c'est-à-dire que les différentes factorisa­
-- -
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tions correspondent à des mots de contour ayant la même orientation; 
(iii)
 Pour tous i,j E {1,2, ... ,n} tels que i i- j, on a 
c'est-à-dire que Ui et Uj correspondent à des BN-factorisations distinctes, même à 
conjugaison près. 
Une définition analogue concerne les tuiles hexagonales: 
Définition 9. Soit P un polyomino, w un mot de contour de P et n :::: I un entier. 
Alors P est appelé tuile n-hexagonale s'il existe n mots u}, U2, ... , Un E [w] tels que 
-~-(i)
 Ui = XiYiZiXiYiZi, pour certains mots Xi, Yi E F*, c'est-à-dire que Ui décrit une 
BN-factorisation hexagonale; 
(ii)
 T(Ui) = T(uj) pour i,j E {I,2, ... ,n}, c'est-à-dire que les différentes factorisa­




 Pour tous i, j E {l, 2, ... ,n} tels ql+e i i- j, on a 
ZjXjIjZjXjIj 
IjZjXjIjZjXj , ZjXjIjZjX;~} 
c'est-à-dire que Ui et Uj correspondent à des BN-factorisations distinctes, même à 
conjugaison près. 
Exemple 29. Considérons le mot de contour circulaire 
[w] = [01001001012112322322323303]. 




Figure 5.1: Une tuile 2-hexagonale et 1-carrée ainsi que ses trois pavages distincts. 
et une BN-factorisation carrée 
U3 010010010 . 1211 . 232232232 . 3303. 
La figure 5.1 illustre le polyomino ayant 'W comme mot de contour, ses deux pavages 
hexagonaux et son pavage carré. 
Étant donné un entier n 2': 1, il est facile de construire un exemple de tuile n-hexagonale. 
Par exemple, considérons le polyomino rectangulaire (n + 1) x 1 décrit par le mot de 
contour on+112n+ 13. Alors la famille de mots {Udl:S;i:S;n définie par 
Ui = Oi . 1 . 2n+ 1- i . 2i . 3 . On+l-i 
correspond à n pavages hexagonaux distincts. 





Figure 5.2: Représentation schématique d'un mot de contour admettant trois BN-factorisations 
carrées. 
énumération exhaustive suggère que c'est impossible si n 2: 3. La suite de ce chapitre 
est dédiée à la démonstration de ce fait. 
5.2 Équatidns sur les mots 
Une approche intéressante pour démontrer qu'il n'existe aucune tuile n-carrée pour 
n 2: 3 consiste à étudier les équations circulaires induites par des BN-factorisations 
multiples. Ces contraintes induisent une périodicité locale qui interdit la superposition 
de trois BN-factorisations carrées. 
Dans la suite, nous supposons qu'il existe un polyomino P admettant trois pavages 
carrés distincts et nous montrons que cela mène à une contradiction. Soient w un mot 
Sans perte de généralité, on peut supposer que w décrit le contour de P dans le sens 
anti-horaire. Par ailleurs, il s'avère utile de représenter schématiquement ces équations 
circulaires comme à la figure 5.2. 
Le premier fait que nous pouvons démontrer à propos de factorisations carrées multiples, 
c'est qu'elles doivent être alternées. Plus formellement, nous avons le lemme suivant 
(Provençal, 2008) : 
Lemme 23. (Provençal, 2008; Brlek, Provençal et Fédou, 2009) Soit P une tuile et w 
un de ses mots de contour. Supposons que P soit une tuile 2-carrée, c'est-à-dire qu'il 
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Figure 5.3: Représentation schématique des virages d'un mot de contour admettant trois BN­
factorisations carrées. 
existe des mots Xl, Y1, X 2 , Y2 correspondant à deux factorisations distinctes tels que 
o 
Autrement dit, le lemme 23 nous indique que les schémas des figures 5.2 et 5.3 sont bien 
adaptés à la réalité - en supposant bien entendu qu'il existe des tuiles 3-carrées - et 
qu'il n'y a aucune occurrence des facteurs Xi ou Yi qui est incluse dans une autre. 
Remarquons également qu'il est pratique de traduire ces équations sur l'alphabet des 
virages (voir figure 5.3). 
Dans la section suivante, nous étudions plus en détail l'espace des positions d'une telle 
configuration. 
5.3 Espace des positions 
Considérons la superposition de trois BN-factorisations carrées sur l'alphabet des virages 
représentées à la figure 5.3. Soit 
l'ensemble des six coins du mot de contour induits par les trois BN-factorisations. 
Puisque le mot de contour est parcouru en sens anti-horaire, on sait de la proposi­
tion 15 que ces six coins doivent être des virages à gauche 1. De plus, en vertu du 
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lemme 23, ils sont tous distincts, c'est-à-dire III = 6. 
Dans l'optique d'étudier certaines propriétés symétriques du mot de contour circulaire 
de cette hypothétique tuile 3-carrée, étant donné une factorisation XY XY, il convient 
de diviser le mot de contour des différences premières en deux morceaux de longueur 
égale comme suit: 
X XOXIX2' .. Xn-l = l.6.Xl ·1· .6.Yl ,
 
Y YOYIY2' .. Yn-l = l.6.Z . 1 . .6.YI ,
 
où n = Ixi = Iy\ est le demi-périmètre de la tuile. Remarquons que 1 apparaît autant 
dans x que dans y pour chaque position i E l, tel qu'illustré à la figure 5.3. Nous 
introduisons trois réflexions sur Zn : 
SI i 1---7 (IXl \- i) mod n,
 
052 i 1---7 (IX21 + 2d l - i) mod n,
 
053 i 1---7 (IX3 1 + 2(d l + d2) - i) mod n.
 
Comme toute réflexion est involutive, elles vérifient sI = S§ = 055 = 1. En particulier, 
comme le produit de trois réflexions est aussi une réflexion, nous avons (SjSkSe)2 = 1 
pour tous j, k, I! E {1, 2, 3}, ce qui est équivalent à l'identité 
(5.1) 
Pour j =1= k, les réflexions Sj et Sk sont dites perpendiculaires si (SjSk)2 = 1 ou, de façon 
équivalente; SjSk = SkSj' On démontre facilement le fait 51 ivant : 
Proposition 17. Soit Sj une réflexion perpendiculaire aux deux réflexions Sk, Se, pour 
j =1= k =1= I! =1= j. Alors Sk = se· 
Démonstration. Comme Sj est perpendiculaire à Sk et Se, on a (SjSk? = 1 = (SjSe?, 
de sorte que (SjSk)(SjSe) = 1 (puisque (SjSk)-1 = SjSk et (Sj81)-1 = sjSe). Alors 
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Sk = SjSRSj = SRS; = SR, tel que voulu. o 
Il suit du lemme 23 que SI, S2 et S3 sont distinctes deux à deux. Dans la suite, il 
est important de remarquer que nous ne souhaitons pas appliquer les réflexions SI, 
S2 et S3 à n'importe quelle position. En conséquence, on dit que SI est valide en i si 
i ~ {ü, IX I !}, que 52 est valide en i si i ~ {dl, IX21+ dd et que 53 est valide en i si 
i ~ {dl + d2, IX 31 + dl + dÛ' 
Dans la suite de ce chapitre, on pose a = ao(a) pour toute lettre a E F, c'est-à-dire 
que 0 = 0,1 = 3,2 = 2,3 = 1. Aussi observons que, pour w E {X1,X2,X3,Y1,Y2,Y3} 
et pour toute position i dans w, 1 SiS Iwl - 1, on a 
(~w)[iJ = (~iû)[lwl - iJ. (5.2) 
L'équation (5.2) se traduit alors simplement en fonction des mots x et y ainsi que des 
réflexions SI, S2 et 53 : 
Lemme 24. Soit i E Zn et j E {1,2,3} tel que Sj est valide sur i. Alors une des deux 
conditions suivantes est satisfaite: 
(i) Yi = Xsj(i) et Xi = Ysj(i) ; 
(ii) Xi = Xsj(i) et Yi = Ysj(i) ; 
Démonstration. Il Y a trois cas à considérer selon la valeur de j. Supposons d'abord 
que j = 1 et supposons que Ü < i < IX1 1. Alors on trouve 
Xi (~X1)i = (~Z)IX1H = Ysj(i), 
Yi (~X;:)i = (~XdIXll-i = Xsj(i)­
D'autre part, si IX11< i < n, alors sj(i) = IX11- i + net 
Xi (~Ydi-lYll'= (~Y;)n-i = Ysj(i),
 
Yi (~Y1)i-IYll = (~Y1)n-i = Xsj(i)'
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Maintenant, supposons que j = 2 et 0 < i < dl. On a donc 
Xi ( LlY2)I Yzl+i-dl = (LlY2)dl-i = X2dl+IXI-i = Xsj(i), 
Yi (LlY2)lYzl+i-dl = (LlY2 )dl-i = X2dl+IXI-i = Ysj(i)· 
Les autres cas se démontrent de façon similaire. o 
Une conséquence immédiate du lemme 24 est la suivante: 
Corollaire 3. Soit i E Zn et j E {I, 2, 3} tel que Sj est valide sur i. Si Xi = Yi alors 
o 
Autrement dit, si on démarre avec un virage à gauche 1 dans un mot, alors celui-ci se 
propage à l'aide des réflexions SI, S2 et S3 dans le mot de contour circulaire en alternant 
entre virage à droite 3 et virage à gauche 1. 
Soit k t= j. Il est clair qué si Sj n'est pas valide sur un indice i, alors nécessairemenf Sk 
est valide sur i, étant donné que l contient six éléments distincts. Plus généralement, 
on dit d'une suite (Sjm, ... ,sjz,sh) qu'elle est valide sur i si chaque Sjk est valide sur 
Sjk_l SjzSjl (i), pour k = 1,2, ... , m. Par abus de notation, on dit que l'expression 
Sjm SjZSjl est valide sur l'indice i. 
Lemme 25. Soit i E let S = SjmSjm_l ... SjzSjl une expression valide sur i, où Sjk est 
une réflexion dans {Sl,S2,S3}. Alors xS(i) = YS(i) et 
Xi si m est pair, 
XS(i) = _ 
{ 
Xi si m est impair. 
Démonstration. Par récurrence sur m et en vertu du lemme 24. o 
Le lemme 25 stipule que si on observe la propagation d'une lettre a à partir d'une 
position donnée et que le chemin suivi est de longueur paire, alors la lettre finale est 
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Figure 5.4: Représentation schématique des trois BN-factorisations d'une tuile 3-carrée de demi­
périmètre n = 30 et de paramètres dl = 3, d2 = 5, IXII = 17, IX2 1 = 17 et IX3 1 = 15. 
également a, alors que si le chemin est de longueur impaire, la lettre finale est son 
complément a. 
On est maintenant prêt à démontrer le résultat principal de ce chapitre, à savoir qu'il 
n'existe aucune tuile 3-carrée. 
5.4 Tout polyomino admet au plus deux pavages carrés 
Intuitivement, l'idée de la démonstration est la suivante. Nous supposons qu'il existe 
une tuile 3-carrée et qu'elle admet donc trois BN-factorisations alternées. Il est alors 
possible d'utiliser la propagation des six coins 1 dans le mot à l'aide des réflexions 81, 
82 et 83· La contradiction vient alors du fait que nous trouvons toujours un chemin de 
longueur 5 valide qui lie deux coins 1, ce qui est impossible étant donné que les chemins 
de longueur impaire doivent donner des lettres alternées. 
Exemple 30. Illustrons la démonstration du théorème 12 sur une tuile de longueur 30. 
Plus précisément, supposons qu'il existe une tuile 3-carrée de demi-périmètre n = 30 
et donc les trois BN-factorisations sont définies selon les paramètres dl = 3, d2 = 5, 
IX1! = 17, !X2 != 17 et IX3 1 = 15 (voir figure 5.4). Nous montrons qu'une telle tuile ne 
peut exister. 
En effet, dans ce cas, on a que les réflexions 81, 82 et 83 sont définies sur Z30 par 
81 : t H 17 -i, 
82 : t H 23 -i, 








21 22 23 
Figure 5.5: Représentation circulaire des réflexions 51, 52 et 53 sur l'espace des positions Z;' 
selon les paramètres n = 30, dl = 3, d2 = 5, IXII = 17, IX2 ! = 17 et \X31 = 15. Le produit 
5253515353 est valide sur la position aet donc 1 = Xo = XS2S3SIS2S3(O) = X17 = 1= 3, ce qui est 
absurde. 
Appliquons successivement 53, 52, 51 et à nouveau 53, 52. Alors par le lemme 25, on 
obtient 
ce qui est une contradiction (voir figure 5.5). 
Théorème 12. Il n'existe aucune tuile n-carrée telle que n 2: 3. 
Démonstration. Il suffit de généraliser les idées utilisées dans l'exemple 30. 
La démonstration se fait par l'absurde. Supposons donc qu'il existe une tuile n-carrée 
P, où n 2: 3. En particulier P doit être une tuile 3-carrée et la notation introduite plus 
tôt dans le chapitre s'appliquent (voir figures 5.2 et 5.3). 
Dans un premier temps, on montre que 
(5.3) 
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On raisonne en étudiant l'identité 8] = 82838]8283. Les différents cas sont illustrés à la 
figure 5.6. 
Il Y a au moins une situation parmi les six situation suivantes qui s'applique: 
(a) 82838]8283 est valide sur 0; 
(b) 83 n'est pas valide sur 0 ; 
(c) 82 n'est pas valide sur 83(0) ; 
(d) 82 n'est pas valide sur 838]8283(0); 
(e) 83 n'est pas valide sur 8]8283(0) ; 
(f) 8] n'est pas valide sur 8283(0).
 
On vérifie maintenant que chaque cas mène à une contradiction.
 
(a) Supposons que 82838]8283 est valide sur O. Alors 
ce qui est absurde (voir figure 5.6(a)). 
(b) Il est impossible que 83 ne soit pas valide sur 0 puisque 83 est valide sur toute 
position i sauf i = d] + d2 =1- 0 et i = IX31 f= 0 (voir figure 5.6(b)). 
(c) Supposons maintenant que 82 n'est pas valide sur 83(0). Alors 83(0) E l et donc 
ce qui constitue à nouveau une contradiction (voir figure 5.6(c)). 
(d) Supposons que 82 n'est pas valide sur 338]8283(0). Comme 
ceci signifie que 82 n'est pas valide sur IX]I non plus, contredisant le fait que 82 est 





(b) 83 non valide sur 0 
XQ - - - 81- - -1 XlVI = 1 1 
\ 
\ 













(e) 83 non valide sur 818283(0) (f) 81 non valide sur 8283 (0) 
Figure 5.6: Illustration des différents cas de la démonstration du théorème 12. Deux positions 
il, i2 E '!Ln sont liées par une arête pleine si la réflexion est valide sur il et i2 et par une arête 
pointillée si la réflexion n'est pas valide sur il ou i 2 . 
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(fI) 8283(0) = 0
 (f2) 8283(0) = lUI 
Figure 5.7: Illustration des deux sous-cas de la démonstration du théorème 12 dans le cas où 
81 n'est pas valide en 8283(0). Les sommets correspondent aux six coins 1 induits par les trois 
BN-factorisations carrées. Une arête pleine relie deux sommets il et i2 si la réflexion est valide 
sur il et i2, alors qu'une arête pointillée relie deux sommets 71 et i2 si la réflexion n'est pas 
valide sur il et i 2 . 
(e) on doit maintenant étudier le cas où 83 n'est pas valide sur 818283(0). Alors 83 n'est 
pas valide non plus sur 83818283(0). Or, 
puisque 82 est valide sur IX11, résultant encore une fois en une contradiction (voir figure 
5.6(e)). 
(f) Il ne reste plus qu'à considérer le cas où 81 n'est pas valide sur 8283(0) (voir figure 
5.6(f)). Dans ce cas, on en déduit que 
puisque 81 est valide en toute position autre que 0 et IX1 1. Il y a deux sous-cas possibles: 
(1)
 8283(0) = O. Alors 8283 = 1 et donc 82 = 83, contredisant le fait que les trois 
réflexions 81, 82 et 83 sont distinctes. 
Le raisonnement que nous avons présenté basé sur l'identité 81 = 8283818283 s'applique 
également à l'identité 81 = 8382818382 et nous permet de montrer que 8382(0) = IX1 1. En 
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outre, les identités 82 = 8183828] 83 et 82 = 8381828381 entraînent les égalités suivantes: 
On en conclut donc que 8382 = 8283 et 8]83 = 8381, c'est-à-dire que 83 est perpendiculaire 
à 81 et à 82. Ceci entraîne que 81 = 82, une contradiction. 
Ainsi, aucune tuile 3-carrée ne peut exister et la démonstration est complète. 0 
5.5 Autres problèmes 
Les idées de la section précédente semblent s'étendre naturellement pour démontrer 
certaines propriétés des tuiles hexagonales. Par exemple, il nous apparaît raisonnable 
de croire qu'il n'existe aucune tuile 2-carrée qui est aussi 1-hexagonale : 
Conjecture 2. Soit P une tuile 2-carrée. Alors P n'est pas n-hexagonale pour tout 
n>1. 
Dans le chapitre qui suit, nous proposons une énumération exhaustive des tuiles 2­
carrées. Il serait aussi pertinent d'énumérer de façon efficace les tuiles n-hexagonales, 
pour n 2:: 2. Finalement, l'étude des tuiles admettant plusieurs pavages de même type se 
généralise naturellement en dimensions supérieures ainsi que sur la grille hexagonale. Il 
serait intéressant de vérifier si une borne constante comme celle trouvée dans ce chapitre 
existe dans d'autres situations. 
CHAPITRE VI 
TUILES 2-CARRÉES 
Au chapitre précédent, nous avons introduit la notion de tuile n-hexagonale et de tuile 
n-carrée, où n ~ 1 est un entier. Nous avons en particulier montré qu'il existe des tuiles 
n-hexagonales pour tout n ~ 1, mais qu'il n'existe aucune tuile n-carrée pour n ~ 3. 
Dans ce chapitre, nous concentrons notre attention sur l'énumération des tuiles 2-carrées, 
que nous appelons aussi tuiles 2-carrées. Il est important de préciser ici que ce chapitre 
contient plusieurs passages communs avec le mémoire de Ariane Garon, notamment en 
ce qui concerne les démonstrations (Garon, 2010). En revanche, de nombreux aspects, 
dont l'exploration informatique du problème, ainsi que la démonstration de la conjecture 
3, sont nouveaux. 
Rappelons qu'un polyomino est une tuile 2-carrée s'il admet un mot de contour w = 
~ ~~ 
ABAB == XYXY où A, B, X, Y sont des mots non vides et les deux factorisations sont 
non trivialement distinctes. Dans sa thèse (Provençal, 2008), X. Provençal produit un 
tableau contenant les premiers 2-carrés premiers de périmètre 32 ou moins obtenus par 
programmation (voir tableau 6.1). 
D'autre part, l'auteur y conjecture que toutes les tuiles 2-carrées premières possèdent 
des propriétés symétriques particulières: 
Conjecture 3. (Provençal, 2008) Soit P une tuile 2-carrée première et w = ABÂÊ un 
de ses mots de contour admettant une BN-factorisation carrée. Alors A et B sont des 









Tableau 6.1: Tableau des tuiles 2-carrées premières de périmètre au plus 32 obtenues par explo­
ration informatique dans la thèse de X. Provençal. 
Nous démontrons cette conjecture un peu plus loin dans ce chapitre. Un intérêt des 
tuiles 2-carrées invariantes sous rotation d'angle 1r est qu'elles admettent des mots de 
contour d'une forme bien précise: 
Lemme 26. Soit W un mot de contour d'une tuile carrée et A, B deux mots tels que 
W == ABAB. Alors A et B sont des palindromes si et seulement si W = wp2(w) pour 
un certain mot w. 
Démonstration. (~) Si A et B sont des palindromes, alors 
W == ABÂÊ = ABAB = ABAB = Up2(u), 
où u = AB. Clairement, puisque W == up2(U), on en déduit que W = Wp2(w) pour un 
certain mot w. 
eÇ::) Si wp2(w) = W == ABÂÊ, on en déduit que ABAB = ABAB, de sorte que A et 
B sont des palindromes. o 
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En nous inspirant du tableau 6.1 et de la conjecture 3, nous nous intéressons à ca­
ractériser la forme générale des 2-carrés ainsi qu'à leur génération. Dans un premier 
temps, les premières tuiles du tableau 6.1 nous ont naturellement amenés à définir deux 
familles de 2-carré : les tuiles de Christoffel et les tuiles de Fibonacci. 
6.1 Thiles de Christoffel 
La première famille de tuile 2-carrée que nous présentons dans cette thèse et qui présente 
un intérêt d'un point de vue de la combinatoire des mots est la famille des tuiles de 
Christoffel. L'idée de définir une telle famille provient de la quatrième tuile de périmètre 
28 et de la quatrième tuile de périmètre 32 dans le tableau 6.1. 
Rappelons que les mots de Christoffel sont des versions finies des mots sturmiens, c'est­
à-dire qu'ils sont obtenus par discrétisation d'un segment de droite dans le plan dont 
les extrémités ont des coordonnées entières. Soit (p,q) E N2 tels que pgcd(p, q) = 1 et 
soit S le segment de droite liant les points (0,0) et (p,q). Le mot west appelé mot de 
Christoffel inférieur si le chemin induit par w sur la grille discrète se trouve sous le 
segment S et que leur combinaison délimite un polygone ne contenant aucun point à 
coordonnées entières. Un mot de Christoffel supérieur est défini de façon analogue. Un 
mot de Christoffel est simplement un mot de Christoffel inférieur ou supérieur. La figure 
6.1(a) illustre un mot de Christoffel inférieur. 
Soient w et w' les mots de Christoffel inférieur et supérieur associés au couple (p,q). Il est 
bien connu qu'ils vérifient l'égalité w' = w. De plus, nous avons w = Dml et w' = ImD, 
où m est un palindrome. Le mot m est appelé mot de coupe. Ces mots ont beaucoup 
été étudiés dans la littérature (voir par exemple (Glen, Lauve et Saliola, 2008), où ils 
sont appelés mots centraux). 
Le théorème qui suit donne une caractérisation très pratique des mots de Christoffel: 
Théorème 13. (Pirillo, 1999) Un mot m sur l'alphabet {D, 1} ç F est un mot central 






(a) w = 00100101 (c) 
(b) 
Figure 6.1: (a) Le mot de Christoffel inférieur w = 00100101. (b) La tuile de Christoffel 
À(w)p2(>,(w)) qui est 2-carrée, dont les pavages sont représentés en (c) et en (d). 
Une autre proposition s'avère utile pour la suite de cette section: 
Proposition 18. (Borel et Reutenauer, 2006) Soient w et w' les mots de Christoffel 
inférieur et supérieur associés à un coupie (p, q). Alors w et w' sont conj ugués par 
palindromes, c'est-à-dire que w = uv et w' = vu pour certains palindromes u et v. 
Considérons le morphisme À : F* ---+ F* défini par 
o f--t 0301, 1 f--t 01, 2 f--t 2123 et 3 f--t 23, 
qui peut être interprété comme un morphisme qui crénèle les quatre pas de base. Deux 
propriétés du morphisme À sont utilisées pour la démonstration du théorème principal 
de cette section : 
Lemme 27. Soit v,v
' 
E {0,1}*. Alors 
(i) À(v) == À(Vi) si et seulement si v == Vi ; 
(ii) 1À(v) est un palindrome si et seulement si v est un palindrome. 
Démonstration. (i) (<=:) Évident. (=?) Supposons que À(v) == À(V'). Alors il existe un 
mot u tel que À(v)u = uÀ(Vi). En particulier, u est préfixe de À(v) et donc il existe un 
préfixe propre (mais possiblement vide) p d'un mot dans {01,03ü1} et un mot w tel 
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que U = À(w)p. En conséquence, À(vw)p = À(w)pÀ(v'), ce qui montre que p est suffixe 
de À(v') et donc suffixe d'un mot dans l'ensemble {01,0301}. Comme p est à la fois 
préfixe et suffixe propre de mots dans {01, 0301}, la seule possibilité est p = E et donc 
À(vw) = À(wv'). Or, À est injectif et donc vw = wv' tel que voulu. 
(ii) On vérifie directement que 1À(0) et 1À(1) sont des palindromes. Soit v = VI V2 ... V n . 
Alors 
1À(v) À(vn)À(vn-d ... À(v2)lÀ(vd 
--~ À(vn)À(Vn-I)" ·lÀ(v2)À(vd 
= À(vn )lÀ(vn -d··· À(v2)À(vd 
= D(v). 
Par conséquent, si v est un palindrome, alors 1À(v) aussi. Réciproquement, si lÀ (v) est 
un palindrome, comme À est injectif, v = v est donc un palindrome. [J 
Nous sommes maintenant en mesur€ de démontrer le théorème principal de cette section. 
Théorème 14. Soit w = Ov1 E {D,1}" ç F*. 
(i)
 Si v est un palindrome, alors À(wp2(w)) est une tuile carrée; 
(ii)
 Le mot À(wp2(w)) décrit une tuile 2-carrée si et seulement si west un mot de 
Christoffel. 
Démonstration. (i) Dans un premier temps, remarquons qu'une factorisation carrée 




303· 01À(v)0 . 121 .2p2(lÀ(v))2 
303· OU(v)O· 3ô3.~. 
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Il reste à montrer que À(wp2(w)) est simple. Pour simplifier l'argument, nous donnons 
une idée de la démonstration dans le cas où v est un mot central. Clairement, À(w) et 
À(p2(w)) sont simples puisqu'ils contiennent trois lettres et aucun facteur de la forme 
aa. De plus, si Pet Q dénotent respectivement le point de départ et le point d'arrivée de 
À(w), alors le chemin À(w) est sous la droite PQ alors que À(p2(W)) se trouve au-dessus 
de la droi te PQ. 
(ii) (=» Supposons que la tuile obtenue est 2-carré. Soit W = À(wp2(w)) un mot de 
contour de cette tuile tel que w = Ovl E OPal(F*)l (voir lemme 26). Puisque W se 
factorise comme 
W = 303· OlÀ(v)O· 3ô3.~,	 (6.1 ) 
et puisque les factorisations doivent alterner (voir le lemme 23, page 98), la seconde 
factorisation doit commencer avec la deuxième ou la troisième lettre de W. Soient 
W ' et W" tels que W =1 W ' et W =2 W" et soient Vi et V" les premières moitiés 
respectives de W ' et W". Alors, par le lemme 26, V' ou V" est un produit de deux 
palindromes. Dans un premier temps, supposons qu'il existe deux palindromes x et y 
tels que Vi = xy. Alors Vi = À(Ovl) = 0301À(v)01 = xy. En appliquant l'opérateur 
miroir à chaque membre, on trouve À(Ovl) = yx, ce qui entraîne que À(Ovl) = À(Ovl) 






ce qui signifie que À(Ovl) =À(lvO). Par conséquent, en vertu du lemme 27, on conclut 
que Ovl =IvO. Ainsi, par le théorème 13, v est un mot central et donc w = Ovl est un 
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mot de Christoffel inférieur. Il reste à considérer le cas où la seconde factorisation est 
obtenue du mot V". Nous aurions alors V" = 301À(v)012 = xy. Or, de tels palindromes 
x et y ne peuvent exister puisque 2 n'apparaît qu'à la fin de V". 
(-{=:) Supposons que w = Ov1 est un mot de Christoffel inférieur. Il est bien connu que 
v est un palindrome. De plus, il suit de (i) que À(wp2(w)) est le mot de contour d'une 
tuile carrée. Par le lemme 23 sur les factorisations alternées, nous avons w = Om01m/1 
pour certains palindromes m et m'. Donc 
À(OmOlmil )p2 (À( Om01mil)) 
0301À(m)030· lOlÀ(m/)Ol . 2123p2(À(m))212 . 323p2(À(m/))23, 
ce qui montre que la tuile P admet une deuxième factorisation carrée. o 
Une tuile 2-carrée isométrique à une tuile de la forme À(wp2(w)) où w un mot de 
Christoffel sur {O, 1} est appelée tuile de Christoffel. Remarquons que la conjecture 3 
est vérifiée par les tuiles de Christoffel. Nous concluons cette section en exhibant deux 
statistiques intéressantes sur cette famille de tuiles. 
Proposition 19. Soit T une tuile de Christoffel obtenue à partir du mot de Christoffel 
de paramètres (p, q), avec p et q premiers entre eux. Alors le périmètre et l'aire de T 
sont donnés respectivement par P(T) = 8p + 4q et A(T) = 4p + 3q - 2. 























Tableau 6.2: Premières tuiles de Christoffel. 
D'autre part, il suit de l'équation (6.1) de la démonstration du théorème 14 que l'aire de 
T est exactement celle du parallélograme déterminé par les vecteurs A= ~ = (1, -2) 
et 
- )
B = OL~(v)O = (2,1) + (2lvlo + Ivll, Ivll) = (2p + q - 1, q). 
Par conséquent, A(T) = lA x BI = 4p + 3q - 2. 
Les premières tuiles de Christoffel se trouvent dans le tableau 6.2 
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Figure 6.2: Préfixes de longueur 233 (à gauche) et 987 (à droite) du chemin de Fibonacci p. 
6.2 Tuiles de Fibonacci 
Parmi l'ensemble des mots sturmiens, le mot de Fibonacci 
f = abaababaabaababaababa··· 
est sans doute le plus connu. Rappelons qu'il est défini comme la limite de la suite 
f-1 = b, fa = a et, pour n 2 1, fn = fn-dn-2' De façon équivalente, on peut montrer 
que f est le point fixe du morphisme <p : {a, b} --t {a, b} défini par <p(a) = ab et <p(b) = a. 
Il est possible de dériver du mot de Fibonacci f un chemin sur l'alphabet F possédant 
des propriétés géométriques remarquables. La construction est obtenue comme suit. 
Tout d'abord, écrivons le mot de Fibonacci sur l'alphabet {2,0} cF plutôt que {a,b}. 
Alors 
f = 202202022022020220202 ... 
Ensuite, appliquons l'opérateur L:: 1 suivi de l'opérateur L::o. Rappelons que l'opérateur L::/X 
est l'opérateur des sommes partielles qui correspond à inverser l'opérateur des différences 
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finies (voir page 85). Nous obtenons alors le mot 
p = EoEd = 01030323030101210103010121 ... 
qui est un chemin infini sur la grille discrète (voir la figure 6.2). 
Ce chemin a été découvert indépendamment dans (Monnerot Dumaine, 2009), où la 
construction est équivalente mais légèrement différente. 
Il est pratique de décrire le chemin p au moyen des virages à droite et à gauche (encodé 
respectivement par 3 et 1) plutôt que les quatre pas élémentaires 0, 1, 2 et 3. La suite 
des virages du chemin p est donnée par Eif ou, de façon équivalente, par 6.p. Nous 
posons alors q = 6.p. 
Dans la suite, dans le but de simplifier la notation, nous utilisons la notation -=- sur 
l'alphabet F en remplacement de la réflexion CIO : IT = 0, l = 3, "2 = 2 et "3 = 1 et les 
mots w f- ;F* vérifiant w= w sont appelés CIo-palindromes. 
Considérons la suite (qn)nEN E F* définie par qo = E, qi = 3 et 
qn-iqn-2 si n == 2 mod 3, 
qn = 
{ qn-iqn-2 si n == 0,1 mod 3. 











Il suit clairement de la définition que Iqnl est le n-ième nombre de Fibonacci. 
Proposition 20. (Blondin Massé et Paquin, 2009) Le mot infini q est la limite de la 
suite (qn)nEf\!. 
Démonstration. Puisque ~(q) = f, il suffit de montrer que ~(qn)Ctn = fn-l pour 
tout entier n ~ 3, avec Ctn = 0"2(2). La démonstration se fait par induction sur n. Tout 
d'abord, nous avons 
~(q3)0"~(2) ~(31)0 = 20 = 12, 
~(q4)o"i(2) ~(311)2 = 202 = h, 
~(q5)0"~(2) ~(31131)0 = 20220 = /4. 
Maintenant, supposons que le résultat est vrai pour tout entier m tel que 3 :::; m < net 
montrons qu'il est également vrai pour n. Nous présentons seulement le cas n == 2 mod 3 
puisque les arguments sont semblables pour les cas n == i mod 3, i E {O,l}. Soit n = 
3k" + 2 où k est un entier. Alors 
~ (q3k+1q3k) Ct3k+ 2 
~(q3k+l )~( 0"~(3)3)~( Q3k) Ct3k+2 
~(q3k+l)0"~ (O)~( q3k)Ct3k+2 
~(q3k+l )Ct3k+l ~(q3k)Ct3k 
hk+d3k 
= hk+2, 
ce qui démontre le résultat. o 
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Étant donné une lettre a E F, le chemin ~Qqn présente certaines propriétés de symétrie. 
Lemme 28. Soit n E N et a = aü(3). Alors q3ntl = pa, q3n+2 = ra et q3n+3 = sa 
pour un certain ao-palindrome p et certains palindromes T et s. 
Démonstration. La démonstration se fait par induction sur n. Pour n = 0, nous avons 
ql é . 3, 
q2 é' 3, 
q3 3·1. 
Maintenant, supposons que q3n+l = pa, q3n+2 = ra et q3n+3 sa, où p est un ao­
palindrome, r, s sont des palindromes et a = aü(3). Alors 
q3n+4 q3n+3q3n+2 = q3n+2q3n+lq3n+2 = rapar . a~+l (3), 
q3n+5 = q3n+4q3n+3 = q3n+3q3n+2q3n+3 = saras . a~+l (3), 
nq3n+6 q3n+5q3n+4 = q3n+4q3n+3q3n+4 = raparasarapar . a +2 (3). 
On constate que rapar est un ao-palindrome et saras, raparasarapar sont des pa­
lindromes, tel que voulu. o 
La démonstration du fait que le chemin infini q est auto-évitant est légèrement tech­
nique. En outre, il est possible de construire des polyominos à partir de certains préfixes 
de q: 
Lemme 29. Soit n E N et a E F. 
(i) Le chemin ~Qqn est simple. 
(ii) Le chemin ~Q(q3n+l)4 est le mot de contour d'un polyomino. 
Démonstration. (i) La démonstration se fait par récurrence sur n. Clairement, les 
chemins L:Qql = L:Q3, L:Qq2 = L:Q3 et ~Qq3 = L:Q31 sont simples. Supposons maintenant 
que c'est le cas de tous les chemins ~Qqm tels que 1 :S m < n et montrons que le résultat 
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Figure 6.3: Décomposition du chemin L:1qg selon les chemins L: 1q7, L:oQ6 et L:1Q7' 
Figure 6.4: Thiles de Fibonacci d'ordre n = 0,1,2,3,4. 
s'applique aussi au chemin L,aqn. L'idée est de diviser le chemin L,aqn en trois morceaux 
tel qu'illustré à la figure 6.3. En vertu de l'hypothèse d'induction, nous savons que les 
chemins L,/Nn-3 et L,'ân-2 sont également simples. Il ne reste alors qu'à constater que 
les trois chemins plus petits sont chacun contenus dans des boîtes disjointes. 
(ii) Il est suffisant de montrer que L,a(q3n+d 3 est simple. Dans un premier temps, 
remarquons que 
Or, q3n+l est un préfixe de q3nq3n+2, de sorte que q~n+l est un facteur de q3n+5. Il suit 
de (i) que L,a(q3n+d 3 est également simple. o 
La tuile de Fibonacci d'ordre n est le polyomino admettant L,a(Q3n+d4 comme mot de 
contour, où n E N. Les cinq premières tuiles de Fibonacci sont illustrées à la figure 6.4. 
Les résultats précédents nous permettent de conclure ce qui suit: 
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Théorème 15. Les tuiles de Fibonacci d'ordre n > 0 sont des tuiles 2-carrées. 
Démonstration. Nous savons du lemme 28 que q3n+l = px pour un certain ao­
palindrome p et une lettre x E {l, 3}. Si x = 3, alors nous considérons l'image miroir du 
chemin, c'est-à-dire ao((q3n+l)4), qui est conjugué à (px) 4 , de sorte que nous pouvons 
supposer, sans perte de généralité, que x = 1. Alors, d'une part, nous obtenons 
où p est la rotation de 1f/2 et puisque 7(p) = O. D'autre part, le conjugué qSn+l = 
q3n-lq3n de q3n+l correspond à un autre mot de contour de la même tuile. En utilisant 
encore une fois le lemme 28, nous pouvons écrire q3n = rI et q3n-l = q3 pour certains 
palindromes q et r. Par conséquent, pl = q3n+l = q3nq3n-l = rlql de sorte que p = rlq. 
Mais p est un ao-palindrome, ce qui signifie que qSn+ 1 = q3n-l q3n = qlr1 = pI = pl. 
Ainsi, comme 'j5 est un ao-palindrome également, nous trouvons 
Clairement, les deux factorisations carrées exhibées sont non trivialement distinctes, de 
sorte que le résultat est démontré. D 
Tout comme pour les tuiles de Christoffel, les tuiles de Fibonacci vérifient la conjecture 
3. 
Corollaire 4. Soit ABÂÊ une BN-factorisation carrée d'une tuile de Fibonacci. Alors 
A et B sont des palindromes. 
Démonstration. La conclusion suit du théorème 15. En effet, puisque p est un ao­
palindrome, alors L,aP est un palindrome. Le même argument s'applique pour la seconde 
factorisation. D 
Une autre propriété remarquable des tuiles de Fibonacci est que la suite des aires est 
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donnée par 
A(n) = 1,5,29,169,985,5741,33461, ... 
qui correspond précisément à la sous-suite des nombres de Pell d'indices impairs 
P(n) = 0,1,2,5,12,29,70,169,408,985,2378,5741, 13860,33461, ... 
qui satisfait la récurrence Pn = 2Pn - 1 + Pn - 2 . Les tuiles de Fibonacci constituent donc 
un nouvel exemple d'objet combinatoire mettant en relation à la fois le nombre d'or et 
le nombre d'argent (voir suite A000329 dans (Sloane, 2007)). 
6.3 Exploration informatique 
On est tenté de conjecturer que toute tuile 2-carrée est soit une tuile de Christoffel, 
soit une tuile de Fibonacci, mais la situation n'est pas aussi simple. Nous avons donc 
repris les idées de X. Provençal pour énumérer les tuiles 2-carrées de façon exhaustive 
en considérant tous les mots de contour admettant deux BN-factorisations distinctes 
mais en considérant l'alphabet des virages plutôt que l'alphabet de Freeman. 
Le tableau 6.3 illustre les premières tuiles 2-carrées obtenues en exécutant le code se 
trouvant dans l'annexe, à la section A.3. On voit par exemple que la sixième tuile de 
périmètre 36 n'est ni de Christoffel ni de Fibonacci. C'est aussi le cas de la dernière de 
périmètre 40 et de la dernière de périmètre 48. 
Nous observons que ces tuiles présentent plusieurs similarités et il semble que les idées 
concernant les tuiles de Christoffel et de Fibonacci sont représentatives des 2-carrés en 
général. Plus précisément, remarquons par exemple que la sixième tuile de périmètre 
36 du tableau 6.3 ressemble à une tuile de Christoffel « plus épaisse », alors que les 
dernières tuiles de périmètre 40 et 44 apparaissant dans le même tableau sont des 
versions obliques de la tuile de la croix de périmètre 12. Il semble aussi possible de 
construire une tuile 2-carrée à partir d'un autre en répétant certains motifs, comme 
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Figure 6.5: Représentation schématique des BN-factorisations d'une tuile 2-carrée. 
la dernière tuile de périmètre 48. 
De façon informelle, il semble possible de construire des une tuile 2-carrée à partir d'une 
autre en répétant certains motifs de son mot de contour ou en augmentant son niveau de 
fractalité de la même façon qu'on observe dans la famille des tuiles de Fibonacci. De plus, 
il semble possible d'inverser ces opérations de répétition et de « fractalisation ;$. Nous 
montrons dans les sections suivantes que ces idées traduisent assez bien le phénomène 
et que ces opérateurs inversibles permettent de générer toutes les tuiles 2-carrées. Plus 
particulièrement, il suffit de factorjser adéquatement les mots de contour de ces tuiles 
et d'étudier la structure combinatoire de ces factorisations. 
6.4 Équations sur les mots 
Soit P une tuile 2-carrée et W un mot de contour de P. Alors il existe des mots Xl, YI, 
X2 et Y2 tels que 
où d est entier tel que °< d < IXII. Nous savons du lemme 23 que les BN-factorisations 
doivent alterner, c'est-à-dire que 0 < d < IXII < d + IX2 1. Nous avons la représentation 
graphique de la figure 6.5, où les Wi sont définis plus formellement dans les lignes qui 
suivent. 
Définition 10. Une DB-factorisation est un 8-tuplet (Wi)O:::;i:::;7, où Wi E F+ tel que 
(i) IWil = IWi+41 pour i = 0,1,2,3 et 
(ii) iViWi+l = Wi+4Wi+5, pour i = 0,1,2,3 et où l'addition des indices est considérée 
modulo 8. 
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Autrement dit, une DS-factorisation décrit exactement les deux BN-factorisations d'une 
tuile 2-carrée, en supposant qu'il n'y a aucun croisement dans le chemin. En effet, les 
quatre facteurs des BN-factorisations sont donnés par 
En revanche, elle ne garantit en aucun cas que le chemin résultant soit auto-évitant. 
Toute DS-factorisation est uniquement déterminée par les quatre mots Wo, Wl, W2 et 
W3. La longueur d'une DS-factorisation 8 = (Wi)O<i<7 est naturellement définie par 
181 = IWOWI ... W7\.
 
Exemple 31. Considérons le polyomino décrit par le mot de contour
 
W = 303 ·0103010·121 ·2321232 == 323 . 0301030 . 101 . 2123212. 
Nous pouvops encoder W par la D~-factorisation 
(3,03,01030,10,1,21,23212,32). 
Nous donnons maintenant une série de lemmes qui décrivent des propriétés satisfaites 
par les DS-factorisations. Dans cette section, 8 = (Wi)O~i~7 est une DS-factorisations 
et les indices i sont considérés modulo 8. 
Avant de présenter le premier résultat, nous rappelons une proposition bien pratique 
lorsqu'on traite la périodicité. 
Proposition 21. (Lothaire, 1983) Soient x, y etz des mots non vides vérifiant l'équation 
xy = yz. Alors il existe des mots u et v et un entier i ~ 0 tels que x = uv, y = (uv)iu 
et z = vu. 
La structure de tuile 2-carrée induit une périodicité locale. 
Lemme 30. Soit i E Z8 et di = IWi+ll + IWi+31. Alors 
--- ------------ ------------ ----
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(ii) di est une période de Wi; 
Démonstration. (i) Par définition de DS-factorisation, nous avons 
Wi-3 Wi-lWi = Wi-3 Wi+4 Wi+3 = Wi+S W i+4W i+3 = WiW i+1 W i+3· 
Les deux extrémités de ces égalités vérifient une équation de la forme xy = yz, avec 
x = Wi=3wi-l, y = Wi et z = Wi+l~' Par la proposition 21, les égalités en découlent. 
(ii) Comme di = IWHll + IWi+31 = IUil + IVil et puisque Wi = (UiVi)niui, on en déduit 
que di est bien une période de Wi. 
(iii) Provient du fait que IWil = IWi+41 pour tout i E Z8. o 
Les notations Ui, Vi et ni sont utilisées dans le reste de ce chapi tre, car elles permettent 
de définir des opérateurs sur les DS-factorisations et sont capitales dans la plupart 
des démonstrations. Aussi, une conséquence directe du lemme 30 est que les périodes 
peuvent être étendues: 
Corollaire 5. Pour tout i E Z8, le nombre di est une période de Wi-lWiWi+l' 
Démonstration. Nous avons 
donc di = IUiVi 1 en est bien une période. 
- ----
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Le nombre ni correspond au nombre de répétitions des motifs selon la période di dans 
les facteurs Wi' Il y a une certaine restriction quant aux valeurs que peuvent prendre les 
Lemme 31. Supposons que ni f:- 0 pour un certain i E Za. Alors ni+l = ni+3 = ni+5 = 
Démonstration. On procède par l'absurde, c'est-à-dire qu'on suppose qu'il existe i E 
alors 
ce qui est absurde. De la même façon, on montre que ni-l = 0 et en appliquant l'identité 
ni = ni+4, on obtient le résultat. D 
En utilisant la notation du lemme 30, nous énonçons différentes propriétés de commu­
tativité utiles pour la suite: 
Lemme 32. Pour tout i E Za, les égalités suivantes sont vérifiées: 
UiVi . Wi Wi . ViUi, (6.5) 
----Wi . Ui+l Vi+l Ui+5 Vi+5 . Wi, (6.6) 
---­Vi-lUi-l . Wi Wi . Vi+3 Ui+3· (6.7) 
Démonstration. L'équation (6.5) est une conséquence immédiate de l'équation (6.3). 
On démontre les équations (6.6) et (6.7) également à l'aide du lemme 30 : 
WiWi-2Wi = Ui+5 Vi+5W i, 
D'autres égalités sur les facteurs Ui, Vi et Wi, où i E Za8, sont très utiles pou:' les 
démontrer que certaines opérations sur les 2-carrés sont bien définies, 
--- --- ---- --- ---- ---
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Lemme 33. Pour tout i E ::Ls , les égalités suivantes sont vérifiées: 
Ui+5-----W i+4 (6.8)WiUi+l 
----- (6.9)UiWi+l Wi+5 Ui+4 
---- - (6.10)Wi Vi+3 Vi+7W i+4
 
ViW i+3 Wi+7- Vi+4 (6.11)
 
Démonstration. Ces égalités découlent encore une fois du lemme 30. Nous obtenons 
les équations (6.8) et (6.10) en comparant les préfixes et les suffixes des deux extrémités 
de 
Wi+l Vi+4 . Ui+4 W i+3 = Wi+lWi+3Wi+lWi+3 = ViUiViUi = Vi W i-3 . Wi-lUi, 
et en corrigeant les indices en conséquence. D'autre part, les équations (6.9) et (6.11) 
proviennent de la série d'égalités 
Un dernier lemme technique nous permet de traiter un C<J.S dégénéré un peu plus loin 
dans ce chapitre. 
Lemme 34. Supposons que di = IWi+ll + IWi+31 divises IWil, c'est-à-dire que Ui = E. 
Soit 9 = pgcd(lwi+21, di+2). Alors 
(i) Wi+l = ~ et Wi+3 = Wi=0 ; 
(ii) Il existe deux mots p, q E F+ et deux entiers k, f > 0 tels que 
Wi+ l Wi+2W i+3 pk, 







où Ipi = Iql = 9 et e= IWH21/g; 
Démonstration. (i) Par le lemme 30, on obtient 
IWi+31, on en déduit que Witl = Wi=3 = Wi+5 et 
(ii) Il suit de (i) que 
Wi+l wH3WH6 Wi+ 1WH7WH6 
wH6W 'i+5 W i+3 
Wi+6WHl wH3' 
Il s'agit d'une équation de la forme xy = yx et donc il existe un p E F* tel que 
WHl Wit2WH3 = Wit6----WH5WH3 = Pk 
avec Ipl = pgcd(lxl, Iyl) = g. En particulier, wH6 = fi· L'argument pour démontrer la 
formule avec q est exactement le même, en décalant tous les indices de quatre. 
(iii) Par la partie (ii), nous savons que wH2 = ri et que 9 est une période de WHlWH2. 
En outre, p est un préfixe de wHlWH2, Comme 9 est aussi une période de wHlq, nous 
avons que WHl est suffixe de wHlqet donc que wHlq= pWHl' La preuve est similaire 
pour la seconde égalité. o 
Il semble difficile de donner un critère simple qui vérifie si une DS-factorisation décrit 
bien une tuile 2-carrée. En effet, soit W = wOwl ... W7 le chemin obtenu à partir de la DS­
factorisation S = (Wi)O:;i:;7. Il est facile de vérifier que west un chemin fermé, puisque 
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WiWi+i = Wi+4W i+5 pour tout i E Zs. En revanche, il n'existe aucun critère simple 
permettant de déterminer rapidement si west auto-évitant: il faut plutôt recourir à un 
algorithme astucieux basé sur les arbres suffixes qui détecte en temps linéaire (et donc 
optimal) si west auto-évitant (Brlek, Koskas et Provençal, 2011a). 
Ceci dit, il est possible d'éliminer certains chemins fermés comme candidat à être auto­
évitant. Tout d'abord, remarquons que la proposition 16 (voir page 90) se traduit di­
rectement comme suit pour les DS-factorisations : 
Lemme 35. T([wJ) = ±1 si et seulement si F(Wi) = L(Wi+l) pour tout iE Zs. 
Par conséquent, le critère qui suit nous permet de déterminer avec certitude qu'un 
chemin fermé donné ne décrit par le contour d'une tuile. Cette condition peut sembler 
artificielle, mais elle apparaît naturellement plus bas dans l'énumération des 2-carrés : 
Lemme 36. Supposons qu'il existe un indice i E Zs tel que IWi 1+ IWi+21 = IWi+ll + 
IWi+31. Alors T(S) ri- {-l, 1}, de sorte que S ne décri t pas le contour d'une tuile 2-carrée. 
Démonstration. Soit d = IWil + IWi+21 = IWi-ll + IWi+ll. Nous démontrons d'abord 
qu'il existe un indice j E Zs tel que IWj-lWj 1 ~ d et IWjWj+ll ~ d. Supposons au 
contraire que ce n'est pas le cas. Alors il existe au moins un indice k E Zs tel que 
IWkl + IWk+ll < d et IWk+21 + IWk+31 < d, de sorte que 
ce qui est absurde. 
Maintenant, nous savons du lemme 34 que les mots x = Wj-2Wj-1Wj, y = Wj-1WjWj+l 
et Z = WjWj+l Wj+2 ont tous la période d. De plus, x possède un suffixe de lon­
gueur au moins d qui est préfixe de y, et y possède un suffixe de longueur au moins 
d qui est un préfixe de z, de sorte que la période d se propage dans tout le mot 
Wj-2Wj-1WjWj+1Wj+2. Dans un premier temps, puisque IWj-2Wj-1WjWj+ll = 2d, nous 
avons F(Wj-2) = F(Wj+2)' D'autre part, Wj+2Wj+3 = ~~ implique que F(Wj+2) = 
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L(Wj_l)' Pour conclure, nous procédons encore une fois par contradiction. Supposons 
que T(S) E {-l, 1}. Alors le lemme 35 s'applique. En particulier, L(Wj-l) = F(Wj-2)' 
En combinant ces trois égalités, nous obtenons 
ce qui est impossible. Ainsi, T(S) 1:- {-l, 1}, tel que voulu. o 
6.5 Réduction de 2-carrés 
Soit S j'ensemble des DS-factorisations. Pour décrire la structure des 2-carrés, nous 
considérons certaines fonctions inversibles particulières agissant sur S. Soit S = (Wi)iEZs 
une DS-factorisation telle que 9 = pgcd(lw21, d2), p = Prefg ( WlW2W3) et q = Prefg (WSW6W7). 





Les opérateurs de base SHRINK, L-SHRINK, R-SHRINK et SWAP sont généralisés dans le 
but d'agir sur n'importe quel Wi (i E 1.:8 ) à l'aide d'un opérateur de décalage (ou shift). 
Nous notons donc par SHIFT l'opérateur défini par 
Il est évident que SHIFT(S) est une DS-factorisation. En conséquence, on définit pour 
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chaque i E :l8 et 8 E {SWAP, SHRINK, L-SHRINK, R-SHRINK} les opérateurs 8 i (S) par 
On applique donc le décalage inverse afin de conserver la position initiale des Wi. Clai­
rement, 8 0(S) = 8(S). 
La proposition suivante montre que ces opérateurs sont bien définis sur S sous certaines 
conditions simples à vérifier, c'est-à-dire que le résultat est bien une DS-factorisation. 
Proposition 22. Les énoncés suivants sont vérifiés: 
(i) Si IWil > di, alors SHRINKi(S) est une DS-factorisation; 
(ii) Si IWil = ~ et IWHII > g, alors L-SHRINKi(S) est une DS-factorisation; 
(iii) Si IWil = di et IWi+71 > g, alors R-SHRINKi(S) est une DS-factorisation; 
(iv) Si Ui+l, uH3, uH5 et uH7 sont non vides, alors SWAPi(S) est une DS-factorisation. 
Démonstration. Il suffit de montrer que les équations de la définition 10 sont vérifiées. 
Sans perte de généralité, il est suffisant de démontrer le cas i = 0 seulement. 
(i) Remarquons que no = n4 ~ 1 puisque Iwol > do. Soit w~ = (uovo)no-l uo et w~ = 
(U4V4)n4-1u4. Nous souhaitons montrer que 
est une DS-factorisation. Nous savons de l'équation (6.6) que W7UOVO = U4V"4w7. Alors 
nous pouvons écrire 
------- 1 1 -------- ----1-­
U4 V4W 7W O = W7UOVOWo = W7 W O = W4 W 3 = U4 V4W4w 3 
et donc W7W~ = W3W~. L'argument est semblable pour montrer que W~Wl = W~W5 (à 
l'aide de l'équation (6.10) VOUOWI = wIV"4U4. Ainsi, SHRINK(S) est une DS-factorisation. 







no = 1. Soit Wo = pwb, Wl = pw~, W4 = qw~ et Ws = qws. Nous voulons montrer que 
est une DS-factorisation. Il faut donc montrer que w7wb = W3W~, wbw~ w~ws et 
W~W2 = WSW6. Puisque no = 1 et par le lemme 30, nous avons Wo = Vo = WIW3· 
Nous déduisons de cette égalité que wb = w~ 1173. Par le même argument, nous pouvons 
écrire w~ = wsW7. Rappelons aussi du lemme 34 que Wl = îû5 et W3 = W7. En parti ­
culier, puisque pw~ = Wl = WS = -wsq a la période g, ceci entraîne que w~ = ws' Un 
raisonnement similaire nous permet d'écrire w3 = w~. Alors 
et 
Finalement, puisque WIW2 = W6W5 a la période g, nous avons pW~W2 = W6~q = lfW6îû5 
ce qui démontre que W~W2 = WsW6 et L-SHRINK(S) est donc une DS-factorisation. 
(iii) L'argument est semblable à celui donné en (ii). 
(iv) Soit (w~) = SWAP(S). Premièrement, nous montrons que wow~ = w~ws' Nous savons 
de l'équation (6.6) que W"4Vlul = vsûSW"4 et de l'équation (6.11) que W"4vl = VSwo. Ainsi 
On démontre de façon similaire que w2w3 = w6w~ et w3w~ = w~wb. On en conclut que 
SWAP(S) est bien une DS-factorisation. o 
Lorsque les conditions (ii), (iii) et (iv) du lemme précédent sont vérifiées, alors il existe 
une périodicité locale dans le voisinage de Wi. Intuitivement, l'action des opérateurs 
SHRINK, L-SHRINK et R-SHRINK correspondent à la suppression d'une occurrence d'un 
motif répété comme l'illustrent les figures 6.6 et 6.7. 
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Wr W2 ~ 
EXTEND1(S)ffi f-SW_AP_(S'_) W [ )O
SWAP(S) W~ ... SHRINK] (S") 
Figure 6.6: Effet des opérateurs EXTEND et SWAP sur la tuile de Fibonacci d'ordre n = 2. La DS­
factorisation S" = EXTEND] (S) est obtenue de S par extension des facteurs Wl et Ws. D'autre 
part, la DS-factorisation S' = SWAP(S) est obtenue par les échanges wb = W4, w~ = W6, w~ = WO 
et wÉ; = W2. 
W7 W" wi 
R-SHRINK 11!~ L-SHRINK 
) Ic~n/~l w' ( .. ::~ ) 0Î0····0( W 7 ... . f---- 7 ... 
R-EXTEND L-EXTEND 
Figure 6.7: Effet des opérateurs R-SHRINK et L-SHRINK. L'opérateur R-SHRINK modifie les fac­
teurs W7 et Wo alors que L-SHRINK affecte les facteurs Wo et Wl. 
Quant à l'opérateur SWAP, il est défini à J'aide des relations entre les mots Wi et les 
périodes UjVj. Tous ces opérateurs sont inversibles sous des conditions simples : les 
opérateurs inverses EXTEND, R-EXTEND et L-EXTEND sont définis à la section suivante. 
La taille des DS-factorisations est réduite par ces opérateurs comme l'atteste la propo­
sition suivante: 
Proposition 23. Les énoncés suivants sont vérifiés: 
(ii) Si IWil = di et IWi+l1 > g, alors IL-SHRINKi(S)1 < ISI; 
(iii) Si IWil = di et IWi+71 > g, alors IR-SHRINKi(S)1 < ISI; 
(iv) Si Ui+l, Ui+3, Ui+5 et Ui+7 sont non vides, alors 
Démonstration. Ces propriétés découlent directement de la définition des opérateurs. 
o 
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Une autre propriété remarquable de ces opérateurs est qu'ils préservent le nombre d'en­
roulements des DS-factorisations manipulées: 
Lemme 37. Le nombre d'enroulements 7 est invariant sous les opérateurs SHIFT, 
SHRINK, L-SHRINK, R-SHRINK et SWAP. 
Démonstration. Il suffit de vérifier que les premières et dernières lettres des Wi sont 
préservées par les opérateurs. 0 
Il est intéressant de noter ici que le plus petit 2-carré est le pentamino en forme de croix 
+. À conjugaison et image miroir près, sa DS-factorisation est 
b(+) == (0,10,1,21,2,32,3,03). 
Nous disons d'une DS-factorisation S qu'elle se réduit à une autre DS-factorisation S' 
s'il existe une suite d'opérateurs (8 i )iEI telle que 
(i) 8 i E {SHRINK, SWAP, L-SHRINK, R=SHRINK} pour i E 1; 
(ii) S' = (8n 0 8 n - l 0 ... 082 0 8 1)(S) ; 
(iii) ISkl < ISk-ll pour k = 1,2, ... , n, où Sk = (8 k 0 8 k- l 0 ... 082 0 8d(S). 
Autrement dit, à chaque étape, la taille de la solution doit diminuer. Nous sommes 
maintenant en mesure d'énoncer et de démontrer le théorème principal de cette section: 
Théorème 16. Toute DS-factorisation se réduit à le polyomino en croix + (premier ou 
composé). 
Démonstration. Soit S un DS-factorisation telle que 7(S) = ±1. Il suffit de montrer 
que soit S est un pentamino premier ou composé, soit S peut être réduit à l'aide d'un 
des opérateurs SHRINK, SWAP, L-SHRINK ou R-SHRINK. 
S'il existe un i E {Ü, 1,2, 3} tel que IWil > di, alors S peut être réduite en SHRINKi(S). 
Aussi, s'il existe un indice i tel que IUi+ll + IUi+31 > IVi+ll + IVi+3I, alors S peut être 
réduite à SWAPi(S). Autrement, si ni SHRINK ni SWAP ne peut être appliqué à S, alors 
. on en conclut que les ni sont nécessairement égaux à Ü ou à 1. 
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Le cas (nO,nl,nZ,n3) = (0,0,0,0) est impossible. En effet, supposons que nous soyons 
dans cette situation, c'est-à-dire que Wi = 'Ui pour tout i E Za. Comme 5 ne se réduit 
à aucun SWAPi(5) peu importe la valeur de i, nous en concluons que IUi+11 + IUi+31 S; 
IVi+11 + IVi+31 pour tout i. En utilisant l'égalité IVil = IWi-11 + IWi+II-luil, ceci entraîne 
que IUil + IUi+zl S; IUi+11 + IUi+31 pour tout i E Za· On en déduit que Iuol + Iuzl = 
IUII + IU31· Or, par le lemme 36, on en tire que 7(5) i- ±1, une contradiction avec le 
fait que le nombre d'enroulements est préservé par les opérateurs. 
Supposons maintenant que ni = 1 pour un certain indice i. Alors Ui = E et, par le lemme 
31, nous avons ni+1 = ni+3 = O. Soit 9 = gcd(lwi+zl, IWi+11 + IWi+31). Nous savons du 
corollaire 5 que Wi+1 Wi+ZWi+3 a la période 9· Si ni+Z = 0, alors nous avons en particulier 
que IWi+zl < IWi+11 + IWi+31. Ceci entraîne que 9 < IWi+ll ou 9 < IWi+31. Nous avons 
donc que 5 se réduit à L-SHRINKi(5) dans le premier cas et à R-SHRINKi(5) dans le 
second. 
Considérons maintenant le cas (no, nI, nz, n3) (1, 0,1, 0). À ce moment-là, la DS-
factorisation a la forme 
qui correspond exactement à celle d'un pentamino premier ou composé obtenu du mor­
phisme homologue 
Le cas (no, nI, nz, n3) = (0,1, 0,1) mène à la même conclusion. 
Remarquons que la réduction peut être appliquée jusqu'à l'obtention d'un pentamino 
premier ou composé. Le principe de descente infinie de Fermat s'appliquant, on a la 
garantie que le processus doit s'arrêter après un nombre fini d'itérations. 
Le théorème décrit un algorithme permettant de calculer la suite d'opérateurs à appli­
quer à un 2-carré donné pour le réduire à un pentamino composé. L'algorithme 4 donne 
0 
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le pseudocode correspondant. 
Algorithme 4 Réduction d'une tuile 2-carrée 
1: fonction REDUCE(S) 
2: Entrée: Une DS-factorisation S = (WQ,W1,W2,W3,W4,WS,W6,W7) 
3: Sortie: Une liste ordonnée d'opérateurs 
4: L ~ 0 
5: tant que il n'existe aucun i tel que IWil = di et IWi+21 = dH2 faire 
6: si il existe i tel que IWi 1> IWi-11 + IWH 11 alors 
7: S ~ SHRINKi(S), L ~ L + (SHRINKi) 
8: sinon si il existe i tel que IUi+11 + IUi+3\ > IVH11 + IVH31 alors 
9: S ~ SWAPi(S) , L ~ L + (SWAPi) 
10: sinon l> Il existe i tel que ni = 1 et nH1 = nH2 = ni+3 = 0 
11: 9 ~ gcd(l wi-11 + IWH11, IWH21) 
12: si 9 < IWH11 alors 
13: S ~ L-SHRINKi(S), L ~ L + (L-SHRINKi) 
14: sinon l> 9 < IWH31 
15: S ~ R-SHRINKi(S), L ~ L + (R-SHRINKi) 
16: fin si 
17: fin si 
18: fin tant que 
19: retourner L l> S décrit le contour d'un pentamino premier ou com;>osé 
20: fin fonction 
L'objectif de la section suivante est d'inverser les opérateurs de réduction dans le but 
de générer toutes les DS-factorisations, et par conséquent, toutes les tuiles 2-carrées. 
6.6 Génération des 2-carrés 
Les idées de la section précédente mènent naturellement à nous demander s'il est possible 
de produire un algorithme efficace de génération des 2-carrés en inversant les opérateurs 
de réduction. Dans cette section, nous présentons ces opérateurs inverses, nous décri\Tons 
certaines propriétés de commutativité qu'ils possèdent et nous fournissons un algorithme 
permettant de générer tous les 2-carrés ayant un périmètre donné. 
Soit S = (Wi)iE2s une DS-factorisation. Soit g = pgcd(lw2I,d2), P = Prefg(w1w2W3) et 





Nous montrons plus bas que, sous certaines conditions simples, EXTEND, L-EXTEND et 
R-EXTEND sont les inverses de SHRINK, L-SHRINK et R-SHRINK respectivement. Aussi, il 
est à noter que SWAP est une involution et donc son propre inverse. 
Tout d'abord, nous devons nous assurer que ces opérateurs sont bien définis sur S et 
sous quelles hypothèses : 
Proposition 24. Soit S = (Wi)iEZs une DS-factorisation et p, q E F* défini plus haut. 
Alors 
(i) EXTEND(S) est une DS-factorisation; 
(ii) si Iwol = do, alors L-EXTEND(S) est Ulle DS-factorisation; 
(iii) si Iwol = do, alors R-EXTEND(S) est une DS-factorisation. 
Démonstration. Il suffit de montrer que les équations de la définition 10 sont vérifiées. 
est une DS-factorisation. Tout d'abord, nous montrons que W3W~ 
W7UOVO = û4î!4W7 (par l'équation 6.6), nous pouvons écrire 
- 1 -1- -- -- -- 1W3w4 = W 4W3 = U4V4W4 . W3 = U4V4W7WO = W7 . UOVowo = W7WO, 
ce qui démontre l'égalité. On démontre de façon semblable que W~W5 = WOWI à l'aide 
des égalités VOUOWI = wlî!4û4, par l'équation (6.10), et WOWI = W5W4. On en conclut que 
EXTEND(S) est une DS-factorisation. À noter que la démonstration est très semblable 
à celle utilisée pour montrer que SHRINK(S) est une DS-factorisation lorsque no i- 0, où 
un motif répété est supprimé plutôt que ajouté. 
--
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(ii) Rappelons dans un premier temps que la condition Iwol = do implique que Wo = Vo, 
Uo = é et no = 1. Soit wb = PWo, w~ = PWl, w~ = qW4 et Ws = qws· Nous voulons 
montrer que 
est une DS-factorisation. Il suffit donc de montrer que w7wb = W3W~, wbw~ = w~w5 
et W~W2 = ~' Remarquons que PWl = Wlq. En effet, puisque W2 = (/ et WIW2 a 
la période Ipi = Iql avec Pref 1pl (wIW2) = P et Suff!pl(WIW2) = P, nous avons PWjW2 = 
wlw2q = Wj(/+l = Wlqw2. Remarquons aussi que, en vertu du lemme 30, Wl = W5 et 
W3 = W7 puisque Uo = é. Finalement, en combinant ces deux égalités avec le fait que 
Wo = Vo, Wo = WIW3 et W4 = WlW3, nous concluons que 
--- .........- --.---. --1
 
W7PW O = W7PW IW3 = W7W lqW 3 = W3WlqW3 = W3W 4, 
-- .---........ --- --- --





~ ~~~ 1 
PWl W2 = Wl W2q = W6 W Sq = WSW6, 
de sorte que L-EXTEND(S) est une DS-factorisation. Encore une fois, les arguments sont 
semblables à ceux utilisés pour montrer que L-SHRINK(S) est une DS-factorisation. 
(iii) La démonstration est semblable à celle fournie en (ii), les motifs répétés étant 
ajoutés dans W7 et W3 plutôt que Wl et Ws· D 
Nous avons tous les éléments pour décrire les opérateurs inverses: 
Proposition 25. Soit S = (Wi)iEZs une DS-factorisation. 
(i) (SHIFT7 0 SHIFT)(S) = SHIFT8(S) = S. 
(ii)
 (SHRINK 0 EXTEND)(S) = S et si Iwol > do, alors (EXTEND 0 SHRINK)(S) = S. 
(iii) Si
 Iwol = do, alors (L-SHRINK 0 L-EXTEND)(S) = S. En outre, si IWll > g, alors 
(L-EXTEND 0 L-SHRINK)(S) = S. 
(iv) Si Iwol = do, alors (R-SHRINK 0 R-EXTEND)(S) = S. En outre, si IW71 > g, alors 
(R-EXTEND 0 R-SHRINK)(S) = S. 
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(v) Si Ui+1, Ui+3, ui+5, Ui+7 sont tous non "Vides, alors (SWAPOSWAP)(S) = SWAp 2(S) = 
S. 
Démonstration. (i) Évident. 
(ii) Il est immédiat que les opérateurs SHRINK et EXTEND ont des effets inverses sur les 
facteurs ua, va, U4 et V4· 
("') S .t ' , , , Al1ll 01 Wo = pwo, w1 = PW1, w4 = qW4 et w5 = qW5' ors 
Tout d'abord, nous avons que L-SHRINK(S') est défini puisque la condition IWol = do est 
vérifiée. En effet, IWol = Iwol + Ipl = do + Ipl = IW71 + IpW11 = do· Nous obtenons alors 
L-SHRINK(S') (( ')-1 , ( ')-l , (')-1 , (')-1 , )P Wo, P W1' W2, W3, q W4' q W5' W6, W7 
S 
puisque p' = Pref1pl (w~ W2) = P et q' q. Alors L-SHRINK(S') 
(L-SHRINK 0 L-EXTEND)(S) = S. 
(iv) La démonstration est semblable à celle présentée en (iii). 
(v) Découle directement de la définition de l'opérateur SWAP. o 
Bien que les opérateurs EXTEND, SWAP, L-EXTEND et R-EXTE D fournissent un al­
gori thme de génération de tous les 2-carrés (premiers ou cornposés), il est possible 
d'améliorer grandement sa performance en observant certaines propriétés de commuta­
tivité (voir figure 6.8). 
Proposition 26. Soit e E {EXTEND, SWAP, L-EXTEND, R-EXTEND} et i E Zg. Alors 
(ii) SWAPi = SWAPi+2 ; 
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8· EXTEND,.C)-SWAe. ~n 
T r 
EXTENDo EXTENDo 
1 ~ - EXTEND2 ~ 00- SWAP! -4~ 
Figure 6.S: Deux façons distinctes de générer la même tuile 2-carrée. Le diagramme corr.mute 
en vertu de la proposition 26(iii) et (iv). 
(iii) EXTENDi+2o EXTENDi = EXTENDi 0 EXTENDi+2 ; 
(iv) EXTENDi+l 0 SWAPi = SWAPi 0 EXTENDi+l ; 
(v) L-EXTENDi 0 R-EXTENDi = R-EXTENDi 0 EXTENDi ; 
Démonstration. Se vérifie à l'aide de la définition des opérateurs. o 
En nous basant sur les résultats de cette section, il est possible d'écrire un algorithme 
générant tous les 2-carrés de périmètre au plus n (voir algorithme 5). 
Algorithme 5 Génération des tuiles 2-carrées 
1: fonction GENERATE(n) 
2: Entrée : Le périmètre maximal n des 2-carrés 
3: Sortie: L'ensemble de toutes les tuiles 2-carrées de périmètre au plus n 
4: T ~ (/) 
5: Q ~ {P : P est une croix composée de périmètre au plus n} 
6: tant que Q # (/) faire 
7: t ~ Pop(Q) 
8: si [t] est un polyomino alors T ~ T U { [t] } 
9: C ~ {EXTENDi(t) : i = 0,1,2,3} 
10: C ~ Cu {SWAPi(t) : i = 0,1} 
11: C ~ Cu {L-EXTENDi(t) : i = 0,1,2,3 et IWil = dd 
12 C ~ Cu {R-EXTENDi(t) : i = 0,1,2,3 et IWil = dd 
13 [> C contient toutes les tuiles pouvant être générées à partir de t 
14: Q ~ Q U {c E C : Itl < ici ::; n} 
15: fin tant que 
16: retourner T [> T contient toutes les tuiles de périmètre au plus n 
17: fin fonction 
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En revanche, l'algorithme 5 peut être considérablement amélioré à l'aide des observations 
suivantes: 
1.
 La proposion 26 indique qu'il est possible d'éviter de générer plusieurs fois une 
même tuile en imposant une priorité aux opérateurs. Par exemple, nous pourrions 
permettre l'application de l'opérateur EXTEND2 seulement si le dernier opérateur 
appliqué est soit EXTENDo ou SWAP1, c'est-à-dire que ces deux derniers opérateurs 
auraient priorité sur EXTEND2 ; 
2.
 Nous croyons également que les opérateurs L-EXTEND et R-EXTEND sont superflus. 
Plus précisément, il semble que dès qu'un de ces opérateurs est appliqué, alors 
aucun des chemins générés n'est auto-évitant (voir figure 6.9) ; 
3.
 Les opérateurs de génération préservent la composition des chemins (ou des tuiles), 
c'est-à-dire que si on applique, par exemple, l'opérateur EXTEND à une tuile com­
posée, alors le résultat sera aussi une tuile composée. Ce point est abordé dans la 
section qui suit. 
La figure 6.9 illustre une trace partielle des DS-factorisations explorées par l'algorithme 
5 à partir du pentamino premier +. Il nous est difficile pour le moment d'évaluer la 
complexité de l'algorithme 5. En effet, nous ne savons pas exactement combien de DS­
factorisations donnent effectivement des 2-carrés, puisqu'il est difficile de déterminer 
si les chemins sont auto-évitants ou non. Par contre, notre algorithme est clairement 
plus efficace que la stratégie naïve qui consiste à énumérer tous les chemins fermés de 
longueur n sur F puis de vérifier s'ils décrivent effectivement un polyomino. Une analyse 
plus fine des lignes 5 et 8 de l'algorithme 5 s'impose. Finalement, remarquons qu'il n'est 
pas difficile d'énumérer les 2-carrés en ordre croissant de périmètres: il suffit de munir 
l'ensemble Q d'une structure de file à priorité. 
6.7 Tuiles 2 carrées premières et composées 
Rappelons qu'un morphisme <.p sur F est dit homologue s.i 
.....- ­




" SWAPo /' 
SWAPI 1 ";XTENDO ~ 
n ......... L-EXTENDI ~ V
" 0/ EXTENDI
 
R-EXTENDI --- -- EXTEND2.<1U'"l,
 
r- / 1" ---.; l..frl...r 
L-EXTEND3 EXTEND3 
91t,./ R-EXTEND3 \, A ~ 
~ 1 v ~ EXTENDo ----+ Q 
~ 1" EXTENDI 
;ffSWA~O~O 
~ 
Figure 6.9: Sous-arbre de l'espace des DS-factorisations générées par l'algorithme 5 à partir du 
pentamino premier. 
et qu'un polyomino est dit premier s'il n'existe aucune façon de le paver de façon carrée 
avec un autre polyomino plus petit autre que le carré unité. Pour le reste de la section, 
nous supposons que <p est un morphisme homologue, que S = (Wi)iEZs est une DS­
factorisation et nous posons 
Nous montrons dans un premier temps que la composition de morphisme préserve les 
2-carrés : 
Lemme 38. Soit S = (Wi)iEZs une DS-factorisation. Alors <p(S) est une DS-factorisation 
aussi. 
Démonstration. Nous vérifions seulement la première condition de la définition de 
- -
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DS-factorisation, les autres vérifications étant semblables. Nous trouvons 
cp(wü)cp(wd = cp(wowd = cp('wQwï) = CP(W4W5) = cp(W4W5) = CP(W4)cp(W5)' D 
Soit w~ = cp(Wi) et d~ = IW~+ll + IU<+31 pour i E Zs. Il suit du lemme 30 qu'il existe des 
mots u~, v~ et un nombre n~ tels que 
où 0 :S lu~1 < d~, pour chaque i E :lg. 
Le lemme suivant est particulièrement utile et montre que les facteurs Ui et Vi sont eux 
aussi préservés par cp. 
Démonstration. Nous présentons la démonstration pour i = O. Premièrement, remar­
quons que 
Il ne reste qu'à montrer que IUol = Icp(uo)1· Nous avons aussi 
Ainsi, si L = IWol, alors 
d~ . n~ + l'U~I = L = d~· no + Icp(uo)1 
avec 0 :S IUa! < do et 0 :S Icp(uo)1 < Icp(uovo) 1= IUovôl = dô· Or, il est connu que le 
quotient no et le reste IUal de la division euclidienne de L par do sont uniques, ce qui 
---
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entraîne que na = no et IUal = l'P(uo) 1· Nous concluons que 'P(uo) = ua et 'P(vo) = Va' 0 
Soient S = (Wi)iEZs et S' = 'P(S) deux DS-factorisations, 9 = pgcd(lw21, d2), 9' = 
pgcd(lw;l, d;), p = Prefg(wlw2W3), p' = Prefgl(w~W;W3) et q = Prefg(w5w6W7) , q' = 
Prefg (w~w6W~) (voir la définition des opérateurs L-EXTEND et R-EXTEND). Comme dans l 
le cas des mots Ui et Vi, la structure induite par 'P est préservée sur p, p', q et q' : 
Lemme 40. Soient p, p', q, q' les mots tels que définis pour les opérateurs L-EXTEND 
et R-EXTEND pour S et <p(S). Alors, pour n'importe quel i E Z8, <p(p) = p' et <p(q) = q'. 
Démonstration. Il suit directement du lemme 34(ii) que 
(p')k wbw~w; = <p(WOW1W2) = <p(pk) = ('P(p))k 
(q')k W~W~W6 = <P(W4W5W6) = 'P(qk) = (<p(q))k 
et le résultat en découle. 0 
Théorème 17. Pour tout i E Z8, 'P commute avec EXTENDi, SWAPi, L-EXTEND et 
R-EXTEND. 
Démonstration. Il suffit d'utiliser le fait que les facteurs Ui, Vi, P et q sont préservés 
par <p. À titre d'exemple, nous montrons que SWAPO et <p commutent. Nous trouvons 
(<p(W4), (<p(Vd<P(Ul))n1'P(vd,"') 
tel que voulu. La démonstration des autres égalités est similaire. o 
Le fait suivant découle directement de ce qui précède: 
Corollaire 6. Soit i E Z8. Alors 
147 
(i) EXTENDi, L-EXTEND, R-EXTEND et SWAPi préservent les tuiles composées. 
(ii) SHRINKi, L-SHRINK, R-SHRINK et SWAPi préservent les tuiles premières. 
En outre, nous savons maintenant générer toutes les tuiles premières et exactement 
chacune d'entre elles à partir du pentamino +.
 




6.8 Propriétés centrosymétriques des 2-carrés 
Dans la suite, nous nous intéressons à la démonstration de la conjecture 3 qui affirme que
 
tout 2-carré premier admet des factorisations palindromiques ou, de façon équivalente,
 




La palindromicité des DS-factorisations se traduit simplement sur les facteurs Wi, Ui et
 
Vi grâce aux différentes équations sur les mots utilisés à travers ce chapitre.
 
Lemme 41. Les conditions suivantes sont équivalentes:
 
(i) WiWi+l est un palindrome pour tout i E 1:8 ; 
(ii) Wi = Wi+4 pour tout i E 1:8 ; 
(iii) Ui = Ui+4 et Vi = Vi+4 pour tout i E 1:8 . 
Démonstration. On montre d'abord que (i) et (ii) sont équivalents. Puisque WiWi+l = 
Wi+5~, nous avons que WiWi+l est un palindrome si et seulement si Wi+îwi == 
WiWi+l = Wi+5Wi+4. Or, IWil = IWi+4l, ce qui entraîne le résultat. 
Vérifions maintenant que (ii) et (iii) sont équivalents. Puisque IUil IUi+41 et IVil 




Par ailleurs, les opérateurs sur les 2-carrés présentés plus haut préservent tous les pa­
lindromes dans le sens suivant. 
Lemme 42. Soit Sune DS-factorisation telle que WiWi+l est un palindrome pour tout 
i E Zs, 
8 E {SHIFT, EXTEND, SHRINK, SWAP, L-SHRINK, R-SHRINK, L-EXTEND, R-EXTEND} 
et S' = 8(S) une autre DS-factorisation. Alors W~W~+l est un palindrome pour tout 
i E Zs. 
Démonstration. (SHIFT) L'opérateur SHIFT préserve exactement les facteurs WiWi+l, 
le résultat est immédiat dans ce cas. 
(EXTEND) Considérons maintenant l'opérateur EXTEND. Nous devons démontrer que 
w~wî. = Wo . W1V1Ul et wî.w~ = W1U1Vl sont des palindromes. Par les équations (6.5), 
(6.8) et (6.11), nous pouvons écrire WOW1V1Ul = ûS05WOW1. En outre, par le lemme 
41(iii), ûS05 = U1Vl, ceci démontre que WOW1V1Ul est un palindrome. On démontre de 
façon semblable que Wl Vl Ul W2 = Wl w205ûS = Ul Vl Wl W2 est un palindrome. 
(SHRINK) Les idées sont les mêmes que pour l'opérateur EXTEND, mais on doit supprimer 
un motif répété plutôt qu'en ajouter un. 
(SWAP) Il suit du lemme 41 et des équations (6.6) et (6.11) que 
L'argument est le même pour démontrer que les autres facteurs W~W~+l sont aussi des 
palindromes. 
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(R-SHRINK) Considérons les opérateurs R-SHRINKo et R-SHRINK2' Alors UI = E et WI = VI 
et donc WI = W2WO. En particulier, WOWI et WIW2 sont des palindromes si et seulement 
si Wo et W2 sont des palindromes puisque WOWI = WOW2WO et WI W2 = W2WOW2. Il suffit 
donc de montrer que wb et w~ sont aussi des palindromes. Or, W2W3W4 = qk+e où 
--- eW3 = WOW2 = q 
où f 2 2. Écrivons WC = (qIq2Yl:ql et W2 = (q2ql)-8 q2 , où ex + (3 = f. Comme f 2 2, 
nous avons ex i 0 ou (3 i O. Ceci implique que ql et q2 sont des palindromes puisque 
Wo et W2 le sont. Nous concluons finalement que wb = wO(i]2i]l)-1 = (i]2i]l)a:-li]2 et 
w~ = p- I W2 = (q2ql)f3-lq2 sont des palindromes. 
La démonstration pour les opérateurs L-SHRINK, R-EXTEND, L-EXTEND se fait de façon 
semblable. o 
Nous sommes maintenant en mesure de répondre à la conjecture 3 : 
Théorème 18. Toute tuile 2-carrée première est centrosymétrique. 
Démonstration. Si D est une tuile 2-carrée première, alors elle se réduit à la croix 
+ qui est constituée de palindromes. Or, les opérateurs inverses préservent tous les 
palindromes WiWi+I, d'où le résultat. o 
6.9 Problèmes ouverts 
L'énumération des tuiles 2-carrées révèle une structure combinatoire riche et complexe 
qu'on est en mesure de décrire à l'aide d'équations sur les mots. Bien que nous ayons 
étudié en détailla génération de celles-ci à l'aide d'opérateurs possédant des propriétés 
remarquables, certains éléments restent à approfondir. 
Par exemple, nous avons observé informatiquement que tous les chemins fermés générés 
en utilisant au moins une fois les opérateurs R-SHRINK et L-SHRINK contiennent un point 
de croisement. Ceci nous mène naturellement à conjecturer que seuls les opérateurs 
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SHRINK et SWAP suffisent à réduire un tuile 2-carrée, de sorte que seuls les opérateurs 
EXTEND et SWAP sont nécessaires dans un but de génération exhaustive. 
Conjecture 4. Soit Sune DS-factorisation codant un 2-carré. Alors 
(i) S est un pentamino premier ou composé ou 
(ii) SHRINKi(S) est un 2-carré plus petit que S pour un certain i E :lg ou 
(iii) SWAPi(S) est un 2-carré plus petit que S pour un certain i E :lg. 
Il serait aussi intéressant de vérifier si tout 2-carré peut être généré de façon unique à 
partir du pentamino + en tenant compte des propriétés commutatives des opérateurs 
énoncées à la proposition 26. 
En dernier lieu, il semble naturel d'étendre les opérateurs de réduction et de génération 
aux tuiles n-hexagonales, qui présentent également des périodicité locale, bien qu'il 
existe des tuiles n-hexagonales pour tout entier n ;::: 1. 
CONCLUSION
 
Dans cette thèse, nous avons étudié différents problèmes se trouvant à l'intersection de 
la combinatoire des mots et de la géométrie discrète. Nous avons mis en lumière l'intérêt 
et les avantages d'une telle approche, en présentant la solution à problèmes portant sur 
les pavages. Nous avons également contribué à l'étude de la complexité palindromique 
dans les mots infinis et facilité la compréhension de la structure des codages de rotations 
et des mots pseudostandards généralisés. 
Il est intéressant de mentionner le fait que notre article sur les codages de rotations 
(Blondin Massé et al., 2011) ainsi que l'un des arbitres l'ayant examiné ont mis en 
évidence une erreur mineure de l'article de Katok (Katok, 1980). Il faut en effet rem­
placer toutes les occurrences de m + 1 par m + 2 dans le lemme 2. 
Il reste de nombreux problèmes à résoudre dans les domaines étudiés et nous sommes 
convaincus que les outils présentés dans cette thèse favoriseront la résolution de cer­
tains d'entre eux. Par exemple, nous connaissons bien peu de choses sur la famille des 
mots pseudostandards généralisés qui est pourtant naturelle et contient plusieurs mots 
célèbres tels que le mot de Thue-Morse et les suites sturmiennes. Il existe également 
plusieurs problèmes secondaires à considérer sur la clôture palindromique itéré. Par 
exemple, étant donné un pseudopalindrome p, quel est le mot u le plus court dont pest 
la clôture pseudopalindromique ? 
Il reste de nombreuses avenues à explorer concernant les pavages bidimensionnels par 
translation. Une idée serait de vérifier quels résultats et propriétés peuvent être étendus 
au cas où le contour des tuile est délimité par des courbes lisses par morceaux. Aussi, il 
est fort probable que les idées permettant de caractériser les tuiles n-carrées mènent à 
une caractérisation des tuiles n-hexagonales ou des tuiles sur d'autres réseaux, tels que 
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la grille hexagonale. 
Aussi, bien que nous ayons considéré des problèmes en dimension deux, il semble raison­
nable de croire que certaines idées peuvent être plongées dans un espace de dimension 
trois. C'est d'ailleurs un de mes objectifs dans les années à venir. Plus précisément, 
il s'agit d'étudier les pavages réguliers engendrés par les polycubes, une génération na­
turelle des polyominos en dimension trois. Bien que nous ne puissions pas décrire ces 
objets par un mot de contour, différentes représentations en trois dimensions basées sur 
la combinatoire des mots ont été proposées dans la littérature (Vuillon, 1998; Arnoux, 
Berthé et Siegel, 2004; Fernique, 2006; Berthé et Labbé, 2011). Cette nouvelle vague 
de publications prometteuse nous mènera sans doute vers une meilleure compréhension 
des problèmes de pavages tridimensionnels, qui présentent des applications intéressantes, 
entre autres dans le domaine de la cristallographie. 
APPENDICE A 
CODE SOURCE 
Dans cet annexe, on trouve le code source de quatre fichiers utilisés dans le cadre de 
mon doctorat, principalement à des fins d'exploration informatique. Les trois premiers 
fichiers ont été conçus par moi alors que le dernier a été créé conjointement avec Ariane 
Garon et Sébastien Labbé. Ils sont tous sous license GPL. 
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A.l Fichier palindromicc1osure. sage 
# •• ** •••• ** ••••••••••••••• *** •••• ***** •••••••••••••••• ** ••••••• ** •• ** ••••••••• 




# Distributed under the terms of the GNU General Public License
 








# ••••••••••••••••••••••••• ** •••••••••••• * ••••••••• *.* ••• **** •••••••••••••••••• 
def _iterated_right_palindromic_closure_iterator(self. f=None): 
r Il Il Il 
Returns an iterator over the itérated ('f'-)palindromic closure of self. 
INPUT: 
"f" - involution (default: None) on the alphabet of self. It must 
be callable .on letter as weIl as .. words (a.g. WordMorphism). 
OUTPUT: 
iterator -- the iterated ('f'-)palindromic cloBure of self 
EXAMPLES: 
sage: w = lIord('abc')
 
sage: it = w._iterated_right_palindromic_closure_iterator()
 




sage: w = Word('aaa')
 







sage: w = Hord(' abbab ,)
 
sage: it = w._iterated_right_palindromic_closure_iterator()
 




An infinite word:: 
sage: t = words.ThueMorseWord('ab')
 







The empty word:: 
sage: w = Ward ()
 
sage: it = w._iterated_right_palindromic_closure_iterator()
 
sage: it .next ()
 




[1] A. de Luca, A. De Luca, Pseudopalindrome closure operators 
in free monoids. Theoret. Comput. Sci. 362 (2006) 282--300. 
par = self.parent() 
w = self [:0] 







d = length_after - length_before
 








"f" - involution (default: None) 00 the alphabet of self. 
It must be callable on letters as weIl as words 
(e.g. WordMorphism). 
OUTPUT: 
iterator -- the iterated ('f'-)palindromic closure of self 
ALGORITHM: 
For the case of palindromes only. it has been shawn in [2] that	 
the iterated right palindromic closure of a given ward 'w'.	 
denoted by 'IRPC(II)'. may be obtained as follo\,Ts.	 
Let 'w' be any word and 'x' be a letter. Then	 
#.
 If 'x' does nOl: occur in 'w'.	 
'IRPC ( •.lX) = IRPC (.,,) \cdot x \cdot IRPC(w)'	 
#.
 Otherwise. write '\,T = "_1:<,,_2' su ch that 'x' does not 
occur in ',,_2'. Then 'IRPC(wx) = lRPC(w) \cdot IRPC(1oI_1)'{-l} 
\cdot RPC(IoI)' 
This formula is directly generalized ta the case of 
• f' -palindromes. See [1J for more details. 
EXH1PLES: : 
sage: \1 = Word('abc')	 




sage: 101 = Word(' aa')	 
sage: it = w._itera ed_rigbt_palindromic_closure_recursive_iterator()	 
sage: Word Ci t)	 
word: aaa	 
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sage: w = Word ( , abbab ,)
 






An infinite word:: 
sage: t = words.ThueMorseWord('ab')
 







The empty word:: 
sage: w = Word()
 
sage: it = w._iterated_right_palindrom1c_closure_reeursive_iteratorC)
 
sage: it. next Cl
 
Traceback (most recent calI last):
 
St opIt erat ion 
REFERENCES: 
[1] A. de Luca, A. De Luca, Pseudopalindrome closure operators 
in free monoids. Theoret. Comput. Sc i. 362 (2006) 282 - -300. 
[2] J. Justin. Epistur ian morphisms and a Galois thaore on 
















if pos == -1:
 
to_append parent([letter]).palindromic_closure(f=f) + ipew 
else: 
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for a in to_append:
 
yield a 
def iterated_right_palindromie_elosure(self, f=None, algorithm='recursive'): 
lllliir 
Returns the iterated ('f'-)palindromie elosure of self. 
INPUT: 
, 'f" - involutlOD. (default: None) on the alphabet of self. lt mus't 
be eallable on l tters as well as words (e.g. WordMorphism). 
"algoritllm" - string (default: '" reeursive" ') specifying which 
algorithm to be used when computing the iterated paliodromic closure. 
It must be one of the two following values: 
- '"definition''' - computed using the definitioo 
- ", recursive'" - computation based on an efficient formula 
that recursively computes the iterated right palindromic closure 
without having to recompute the longest 'f'-palindromic suffix 
at each iteration [2]. 
OUTPUT: 
word -- tbe iterated ('f'-)palindromic closure of self 
EX AMPLES : : 


















A right 'f'-palindromic closure:: 
sage: f WordMorphism('a->b,b->a')
 






An infinite word:: 






There are two implementations computing the iterated right 
'f'-palindromic closure, the latter being much more efficient: 
sage: w Word('abaab')
 
sage: u ; w.iterated_right_palindromic_closure(algorithrn;'deeinition')
 










sage: w ; word8.RandomWord(8)
 
sa a: u ; w.iterated_right_palindromic_closure(algorithm;'deiinition')
 
sage: v ; w. iterated_right_palindromic_closure(algorithm;'recursive')
 





The empty word:: 






If the word i8 tinite, 50 i8 the result:: 
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sage: w = Word([0,1]*7) 




[1] A. de Luca, A. De Luca, Pseudopalinèrome closure operators 
in free monoids, Tbeoret. Comput. Sci. 362 (2006) 282--300. 
[2] J. Justin, EpisturIlÙan morpbisms and a Galois tbeorem on 
continued fractions, RAIRD Theoret. Infcrmatics Appl. 39 (2005) 
207-215. 
from sage.combinat.words.word import FiniteWord_class, InfiniteWord_class 
if isinstance (self, Fini teWord_class): 
Iength = " 10 te" 
elif isinstance (self, InfiniteWord_class): 
lengtb = None 
else: 
length "unxoown" 
if algorithm efin'tlo 
it = self._iterated_right_palindromic_closure_iterator(f=f) 
elif algorithm == 'recu slve': 
it = self._iterated_right_palindromic_closure_recursive_iterator(f=f) 
else: 
raise ValueError, "algorithm (-%5) must be elther 'defioltioo' or\ 
. r.ecursi Vta •.1 
returo self._parent(it, length=length) 
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A.2 Fichier iterated_palindromie-closure. sage 
3 Copyright (C) 2011 Alexandre Blondin Masse <ablondin0uqac.ca>, 
" 
" Distributed under the terms of the GNU General Public License 
" version 2 (GPLv2) 
" 
" The full text of the GPLv2 1s available at: 
" 
" http://www.gnu.org/licenses/ 
def _iterated_right_pal1ndromic_closure_iterator(self, f=None): 
rllil Il 
Returns an iterator over the 1terated (' f' -) palindromic closure of self. 
INPUT: 
"f" - involution (default: None) on the alphabet of self. It must 
be callable on letters as weIl as words (e.g. WordMorphism). 
OUTPUT: 
iterator -- the iterated ('f'-)palindromic cloBure of self 
EX AMPLES : : 
sage: w = Word('abc')
 






sage: Il = Word('aaa')
 







sage: y = Word('abbab')
 






An infinite word:: 
sage: t : '.lords. ThueMorse'lIord ( , ab ,)
 







The empty word:: 
sage: w ~ 'lIord()
 








[il A. de Luca, A. De Luca. Pseudopalindrome closure operators 
n free monoids, Theoret. Comput. Sci. 362 (2006) 282--300. 
par = self .parent() 
w = self [:0] 







d = length_after - length_before
 








"f" - involution (default: None) on the alphabet of self.
 




~terator -- the iterated (' f' -) palindromic closure of seli 
ALGORITHM: 
For the case of palindromes only. it has been shown in [2] that 
the iterated right palindromic closure of a given word 'w'. 
denoted by 'IRPC (w)', may be obtained as follol;s 
Let 'w' be any word and 'x' be a letter. Then 
n.	 If 'x' does not occur in 'w'.
 
'IRPC(vx) = IRPC(w) \cdot x \cdot IRPC(w)'
 
n.	 Dtherwise, write 'w = w_lxw_2' such that 'x' does not 
occur in 'w_2'.· Then 'IRPC(wx) = IRPC(w) \cdOt IRPC(w_l)"{-l} 
\cdot IRPC C.. ) , 
This formula is directly generalized to the case of
 
'f' -palindromes. See [1] .for more details.
 
EXAMPLES : : 
sage: w = Word C' abc' )
 






sage: w = Word('aaa')
 







sage: W ; Word('abbab ')
 
sage: it ; w._iterated_rigbt_palindromic_closure_recursive_iteratore)
 




An infinite word:: 
sage: t - lIords. ThueMorseWord ( , ab ,)
 







The empty word:: 
sage: w ; Word ()
 
sage: it ; w._iterated_ri~ht_palindromic_closure_recursive_iteratore)
 
sage: it. next ()
 




[1] A. de Luca, A. De Luca, Pseudopalindrome closure operators 
in free monoids, Theoret. Comput. Sci. 362 (2006) 282--300. 
[2] J. Justin, Episturmian morphisms and a Galois tbeorem on 
















if pas == -1:
 
to_append parent([letter)).palindromic_closure(f=f) + ipcw 
else: 
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for a in to_append:
 
yield a 
def iterated_right_palindromic_closure(self, f=None, algorithm='recurslve'l: 
llllilr 
Retarns the iterated ('f'-lpalindromic closure of self. 
INPUT: 
, 'f " - involution (def aul t: None) on the alphabet of self. 1 t must 
be callable on letters as weIl as words (e.g. WordMorphism). 
"algorithm" - string (default: '" recursive"') specifying which 
algorithm to be used when computing the iterated palindromic closure 
lt must be one of the two following values: 
'definition' " - computed using the def inition 
'recursive'" - computation based on an efficient formula 
that recursively computes the iterated right palindromic closure 
without having to recompute the longest 'f'-palindromic suffix 
at each iteration (2). 
OUTPUT: 
ward -- the iterated ('f'-)palindromic closure of self 
EXANPLES: : 



















A right 'f' -palindromic closure:: 
sage: f WordMorpbism('a->b,b->a')
 






An inf ini ta lIord:: 






There are two implementations computing the iterated right 
'f'-palindromic closure, the latter being much more efficient: 
age: w = Word('abaab') 
sage: u = w.iterated_right_palindromic_closure(algoritbm='definition') 
sage: v = w.iterated_right_palindromic_closureCalgorithro='recursive') 
sage: u 
word: abaabaababaabaaba 
sage: li == V 
True
 
sage: w = words.RandomWorà(8)
 
sage: u = w.iterated_right_palindromic_closureCalgorithm='definition')
 
sage: v = w.iterated_right_palindromic_closureCalgorithm~'recursive')
 





The empty word:: 






If the word is finite, so is the result:: 
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sage: w Hord ( [0,1] *7)
 







[1] A. de Luca, A. De Luca, Pseudopalindrome elosure opera tors 
in free monoids, Theoret. Comput. Sei. 362 (2006) 282--300. 
[2] J. Justin, Epistunniall morphisms and a Galois theorem on 
continued fractions, RAIRO Theoret. Informatics Appl. 39 (2005) 
207-215. 
from sage.combinat.words.word import FiniteWord_class. InfiniteWord_class 
if isinstance(self. FiniteWord_class): 
length = ·tlnl~e· 
elif isinstance(self. InfiniteWord_class): 
length = None 
else: 
length "unkno on Il 
if algorithm == 'defl-nition': 
it = self._iterated_right_palindromic_closure_iterator(f=f) 
el if algorithm == 'recu.sive': 
it = self._iterated_right_palindromic_closure_recursive_iterator(f=f) 
else: 
raise ValueError, "algorithm (=~.s) mUSt be 'n~her 'det inltioll' or\ 
'recursive-II 
return self ._parent(it, length=length) 
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A.3 Fichier equations.sage 
# •• * ••••••••• *** •••••••.•••••••••••• ** •••••••••••••••••••••••••••••••••••••••• 
# Copyright CC) 20 1 Alexandre Bloodin Masse <ablondioeuqac.ca>, 
# 
# Distributed under the term5 of the GNU Geoeral Public License 
# version 2 (GPLv2) 
# 




# Constant # 
#----------# 
Freeman WordPaths ( • abA~
 
BAR lambda n: -0
 
F BAR WordMorphism('~->A,b->B.A->a,B->b·. codomain=Freeman)
 
-F HAT 
- lambda w: F_BAR(~.reversal())
 
F RHO WordMorphism(·ë.->b,b->A,A-> .B->a', codomain=Freeman)
 




This morphism 15 used to tran5form geoeral wQrds iota 
words on the Freemao alphabet 
if n == 1: 
return 'a 1 
el if n == -1: 
return 'A 
elif n == 2: 
return t­
elii n == -2: 
return 1 B J 
#---------------------# 
# Partition fuoctioos # 
#---------------------# 
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def get_generic_partition(generic_expressions, delays): 
Returns the equivâlence classes induced by overlap1ng
 
the given generic expressions.
 
EXAKPLES: : 
sage: get_generic_partition([(l,2,3,4,5J ,[5,4,3,2,1]] [0]) 
[set ([1,5]), set ([2 ,4J), set ([3])] 





wbile i < len(generic_expressions):
 




parti tion = []
 
for i in range(l, u):
 
if i in range(len(generic_expressions[O]»:
 





for in range(l, len(generic_expressions»:
 
if i in range (delays [j - 1], \
 
len(generic_expressions[j]) + delays[j - 1):
 
c 1 = set ([generic_expressions [j] [i - delays [j - 1])]) 
i = 0 
partition merge_group_in_partition(c, partition) 
partition merge_group_in_partition(set(map(lambda n:-n, cl), partition) 
return partition 
def merge_group_in_partition(group, partition): 
Merges the given group ta the partition
 
If this group creates bigger classes, tbey are merged as weIl.
 
EXAMPLES: 




sage: merge_group_in_partitioo([set([1,2]) , [set([1,2),set([3,4])])
 
[set «(1,2]), sete [3 ,4))]
 
sage: merge_group_in_partition([set([5]) , [set([1,2) ,set([3,4])])
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[set ([1, 2J), set ([3.4]), set ([5J)] 
if len(group) ;; 0:	 
return copy(partition)	 
else:	 
merged_partition ; [J	 
merged_class = group.copy()	 
for c in partition:	 
if len(c & group) ;; 0: 
merged_partition.append(c) 
el se: 





Returns a dictionary giving, for each number its representant	 
according to the given partition.	 
For sake of simplicity, the integer close to 0 is chosen.	 
EXAMPLES: 
age: get_representants([set([1,2J),set([3,4.5J)J) 
{1 : 1, 2 : 1. 3 : 3. 4 : 3, 5 : 3} 
representants = {} 
for
 p in partition:	 
r ; min(p, key lambda n:abs(n))	 
for q in p:	 




ecurn~ rue Ir no letter lS equlvalent to it- complement 
EXAMPLES:	 
sage: is_realizable([set [l,2J),set( 3,4))])	 
True	 






while realizable and i < len(partition): 
realizable = len(set(map(lambda x:abs(x), partition[i]») ==\ 
len(partition[i]) 
i += 1 
return realizable 
#----------------------------# 
# Solving equations on words # 
#----------------------------# 
def get_generic_words(lengths): 
Returns the general solution of the given equat10n on words. 
EXAMPLES: 
sage: get_generic_'-'ords ({ 'u' 4}) 
{' u ' [1 ,2,3, 4]} 
sage: get_generic_words({'u' : 2, 'v' 6}) 





for w in lengths:
 
generic_words[w] range(i, i + lengths[w]) 
i += lengths [w] 
return generic_words 
def translate_generic_expression(generic_words, expression): 
Translates an expression involvlng words into its generic ward 
Three special symbols may be used in an expression, -, - and " 
playing respectively the role of the complement operator, the 
reversai operator and the hat operator. They have ta b~ placed 
in front of the ward on wbich it applies. 
EXAMPLES: 





i = 0	 
generic_expression []	 
while i < len(expression):	 
if expression li] == '-': 
reversal = copy(generic_words[expression[i+l]]) 
reversal.reverse() 
generic_expression += reversal 
i += 2 
elif expression[i] '-': 
generic_expression += map(laobda n:-n,\ 
generic_words [expression [i+l]]) 
i += 2 
elif expression[i] ,-,. 
reversal = copy(generic_words[expression[i+l]]) 
reversal.reverse() 
generic_expression += map(la~bda n:-n, reversal) 
i += 2 
else: 
generic_expression += generic_wor~s[exp!essi~n[i]] 
i += 1 
return generic_expression 
def reduce_solution(solution): 
Transforms the solution by reducing the numbers appearing 
For instance, if numbers 1, 3, 4 and 6 appears they are replaced 
respectively by l, 2, 3 and 4. 
EXAMPLES: 
s ag e: r e duc e _sol ut ion ( { , u ' [1 , 2 , 2 , 1] 'v' [l,5,l]}) 
{'u' (1,2,2,1], 'v' [1,3.l]} 
numbers sorted(list(set(map(lambda l:abs(x),\ 
reduce(lambda s, t: s + t, solution.values()))))) 
reduced = {} 
for w in solution: 
reduced [w]
 mapClambda n:(-1) •• int(n < 0) .\ 
(numbers.index(abs(n;) + 1), solution[w]) 
return reduced 
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def	 overlap(lengths, equations, delays): 
Returns the general solution of the given equation on words 
EX AMPLES : : 
sage: overlap({'u' 4}, [) u' ) 1 - U '] , [0]) 
{ 'u' [1,2,2,1]} 
sage: overlap({'u' : 4, ' v' : 4}, ['u " ) - li 1 1 J v' ] J [0, 2]) 
{'u' [1,2,2,0, ' v' [2,l,3,4]} 
generic_uords = get_generic_uords(lengt~s)
 
generic_expressions = map(lambda e:translate_generic_expression\
 
(generic_words, e), equations) 
partition = get_generic_partition(generic_expressions, delays) 
if not is_realizable(partition): 
return None 
else: 
representants = get_representants(partition) 
solution = generic_words.copy() 
for gw in solution: 
solution[gw] = map(lambda w:representants[w], generic_words[gw]) 
return reduce_solution(solution) 
#---------------------------# 
# Enumerating all solutions # 
#---------------------------# 
def overlap_dps_distinct_lengths(length1, length2, length3, delay): 
return overlap({ A' lengthl, • B' : length2, ' X' length3 ,\ 
'Y' length1 + length2 - length3},\ 
['AB-A-BAB A-B', '-A-B', 'Kt X-Y', ' X-Y'],\ 
[0,	 delay, delay]) 
def	 get_all_distinct_lengths_dps_particular_solutions(l, m, n): 
solutions = [] 
for length1 in range(O, 1): 
for length2 in range(O. m): 
for length3 in set(range(O, length1 + length2 + 1)): 
for delay in range (1, length1): 
solution = overlap_dps_distinct_lengths\ 
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(length1, length2, length3, delay) 
if solution 1 = None: 
boundary_general solution['A'] + solution['B']\ 
+ map(lambda n:-n, solution['A'])\ 
+ map(lambda n:-n, solution['B']) 
if len(set(map(lambda n:abs(n), boundary_general»)\ 
== 2 and seems_prime(boundary_general): 
solutions. append(Freeman(map(lambda n: PHI(n), \ 
boundary_general») 
return solutions 
def get_all_distinct_lengths_dps(l, m, n): 
return filter(lambda p:p[l:].is_simpleO,\ 
get_all_distinct_lengths_dps_particular_solutions(l, m, n» 
def double_square_i terator (max_length=None ,\ 
max_iteration=None, \ 
merge_isometric=True): 













while p <= max_length / 2:
 
for	 a in range(l, p - 1):
 
b p - a
 
for d in range(l, min(a - l, P / 2»:
 
for x in range(a + 1 - d, P - 1): 
y = p - x 
solution = overlap_dps_distinct_lengths(a, b, x, d) 
if solution: 
boundary_general = solution['A'] + solution['l:l'] + \ 
map(BAR, solution['A']) + map(BAR, solution['P ]) 
if len(set(map(lambda n:abs(n), boundary_general»)\ 
== 2 a~d seems_prime(boundary_general): 
word = min(Freeman(map(lambda n:PHI(n),\ 
boundary_general».conjugates(» 
if word.is_simple() and word not in double_squares: 
yi eld word 
inv_word = min(F_HAT(word).conjugates(» 
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if merge_isometric: 
iso tiles map(lambda p:\ 
min (p. conjugates () ,\ 
isometric_paths(word» 
iso_tiles += map(lambda p:\ 
min (p. conjugates (» , \ 
isometric_paths(inv_word» 
else: 
iso tiles [word, inv _word] 
i += 
if i )= max_iteration: 
rai se Stoplteration 
double_squares 1= set(iso_tiles) 
P += 2 
#------------------# 
# Useful functions # 
#------------------# 
de!	 seems_prime(boundary_general): 
i = 0 
pr ime = True 
while prime and i < len(boundary_general): 
prime = (i % 2 == 0 and boundary_general [il in [-1, 1])\ 
or (i % 2 == 1 and boundary _general [i] in [-2, 2]) 
i += 1 
return prime 
def	 plot_tiles(tiles): 
G = [p.plot(pathoptions=dict(rgbcolor= rad' ,thickness=1), \ 




rows len(tiles) / cols + 1
 
g = graphics_array(G, rows. cols)
 
g.show(figsize=[15. 15 • rows/cols])
 
def	 latex_table(tiles. figure_width=2, num_cols=8): 
perimeter_to_tiles = {} 
for tile in tiles: 
if len(tile) not in perimeter_to_tiles:
 






s = '\\begin{supertabular}{lcI11}\n'	 
s +=' \h1ine\n'	 
s +=" P \'erim 'etre i Tuiles \\\\\n	 
s +=' \hllne\n'	 
perimeters = sorted(perimeter_to_tiles.keys())	 
for p in perimeters:	 
S += ' , + str(p) + ' & \\begin{~ikzplCture}\n'
 
S += J \\matrix [ampersand replace ent=\&.\n'	 
S +::::: 1 every cel1/.styl~={ancbor.base}.\n'
 
S += co1umn sep=5mm.row sep=7mmJ\n'	J 
lS += {\n 1 
i =	 0 
for
 t in perimeter_to_tiles[p]: 
figure_height = figure_width 
b t.beigbtO 
w = t.widthO 
step = 1.0 * figure_w:dth / max(h. w) 
x = min(map(lambda p: p[O], t.pointsO) * step 
y min(map(lambda p: pEl], t.pointsO) * step 
s += \\I1) draw[draw=b1ack. t11l=b1ackI20,\ 
x=%scm, y=%SCiD. ltShlft=%sc~, \ 
yshitt=%scr..J '\ 
% (step, step, -x + (figure_width - w * step) /2.0, -y +\ 
(figure_height - h * step) / 2.0) 
s += t.tikz_trajectory() + 
if i % num_cols == nu~ cols - 1: 
s += \\\\\n' 
elif i < len(perimeter_to_tiles[p]) - 1: 
s += '\\&\0' 
else: 
s += '\\ \\n' 
i += 
S += ' } ; \n
 
s += nd{t kZpH ure}\n'	 
s += \ \ \ 0	 
S += ' \1I11ne\n'	 
s += '\\ena{supertabular}'	 
from sage.misc.latex import LatexExpr	 
return LatexExpr(s)	 
def
 isometric_paths (path): 
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return [path, F_RHO(path), F_RHO(F_RHO(path)), F_RHO(F_RHO(F_RHO(path))),\ 
F_SIGMA(path), F_RHO(F_SIGMA(path)), F_RHO(F_RHO(F_SIGMA(path))) ,\ 
F_RHO(F_RHO(F_RHO(F_SIGMA(path))))] 
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A.4 Fichier configuration. sage 
# -*- coding: utf -8 -*­
n•• ·*·**·** •••••• ** •• ···*·.··***····· •••••••.······· .•*********.*************_ 
# Copyright (C) 2011 Alexandre Blondin Masse <ablondin~uqac.ca>,
 
# Ariane Garon <ariane.garon~gmail.com>.
 




# Distributed under the terms of the GNU General Public License
 










r 11 Il Il 
Class Configuration used to study the enumeration
 










r 1\ Il ,. 
Configuration object. 
INPUT: 
- "A" - a ward path hav ing 4 -1 et t eT alphabet parent
 
- "B" - a word path b.aving a 4 -letter alphabet parent
 
- "dl" - integer
 
- "d2' ( - integer
 
or 
- "A" - a word path having a 4-letter alphabet parent
 
- "B" - a ward path hav1ng a 4-letter alphabet parent
 
- "dl" - integer
 
- "d2" - integer
 




- "ds" - a double square 
or 
( (10 { f
- - the length of wO 
- - the length of w1{ f 11 ( f 
f f 12 ( ( 
- - the length of w2 
- - the langth of '13f c 13 ( ( 
or 
- "t" - a tuple of 4 elements (wO,w1,w2,"3) or 8 elements 
("0,"1,,,2,"3,w4,"5,w6,,,7) 
- "bar" - the bar operator 
EXAMPLES: 
From a configuration (A, B, dl, d2):: 




Configuration("O, "1, ,,2, ,,3):
 
,,0 Path: a 1t4 Path: A 
,,1 Path: ba ,,5 Path: BA 
"2 Path: b "6 Pata: B 
,,3 Path: Ab ,,7 Path: aB 
(lwOI. 1,,11, 











From a double square:: 
sage: fibo = words,fibonacci_tile 
sage: Conf iguration (fibo (1») 
Configuration(wO, wl, w2, w3): 
lolO Path: 3 
w1 Path: 03 
w2 Path: 
° 
,,3 Path: 10 
(1 lolO 1. 1 wll , Iw21, 11t3 1) Cl, 2, 


















Configuratioo(yO, Y1, \02, 1,13) : 
\00 Pat!! : 30323 
,,1 Pat!!: 21232303 
,,2 Path: 23212 
103 Patb: 10 21232 
(11/0 l , 1\011 l , 1Y2\ , 11/31 ) (5, 



















From four integers: . 
sage: e = Configuration(4,2,4,2) 
sage: e 
Conflguration("O, \/1, 1/2, 1013) : 
\/0 Path: DCab 
1,11 Patb: DC 
1/2 Patb: BADe 
w3 Patb: BA 
(1 wO l , 1wll , 110121, 1.,31 ) (4, 2, 
(nO. nl. n2, n3) (l, 0, 
sage: e = Configuration(2.1,2,1) 
sage: e 
Configuratioo(wO, 1/1, .,2, y3) : 
wO Path: Ab 
wl Path: A 
\12 Path: BA 
,,3 Path: B 
(1 YO l, 1Y11 , 1\/21, 1\131) (2, 1 , 




































See : Configuratior.: for documentation. 
EXAMPLES: : 
sage: Configuration(2.2,2,2) 
Configuration(wO, w1, w2, ,,3): 
wO = Path: ab ,,4 Path: ab 
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\011 Path: BA \015 Path: BA 
\012 Path: ab \016 Path: ab 
\013 Path: BA ,,7 Path: BA 
( l '.0 l , 1\0111, 110121, 110131) (2, 2, 2, 2) 
(nO, n1, n2, 03) (0, 0, °, 0) 
if leo(args) ~~ 4 aod all(isinstaoce(a, (iot, Ioteger)) for ain args): 
msg ~ 'la dalais doivent: etre 5l:rlC1>ement pOo tl 
assert args [0] + args [2] > ° aod args [1] + args [3] > 0, msg 
«\010,"1,"2,"3,"4,\015,,,6,1017), self.bar) ~ overlap_moi_ca(*args) 
self._w = (1010,\011,\012,1013,1014,1015,1016,1017) 
alphabet ~ self.A.pareot().alphabet() 
if oot hasattr(alphabet, 'carHnaliq ')\ 
or alphabet. cardinali ty () 1 ~ 4: 
pass 
elif leo(args) ~~ 4: 
~A, B, dl, d2 args
 
101O A [: dl]
 
1011 A [d 1 : ]
 
1012 B [: d2]
 




self. bar ~ Nooe
 
elif leo(args) 5: 





self._\01 = (1010,1011,1012,\013) 
elif leo(args) ~~ 2 : 
(self. _\01, self. bar) ~ args 
as sert leo(self._w) in (4, 8) 
elif leo(args) ~~ 1: 
ds ~ args [0] 
f ~ find_good_ds_factorisatioo(ds, delay='m n mlZ ') 
startA,endA,startX,endX = f 
demiper = ds.length()//2 

















self. bar = None
 
else: 
rai se TypeError, "Con figura ti on t akes one argument (a doubl e square) \ 
or four arguments tA, B, dl, (2) Dot %s."%len(args) 
if self. bar is None:
 
if self.A.parentO != self.B.parent():
 
raise ValueError, "A and B aust have the same parent" 
alphabet = self.A.parent().alphabet() 
if not hasattr (alphabet, 'cardinali ty ) \ 
or alphabet.cardinalityO != 4: 
raise ValueError, The paren 01 A mus' have a 4-1etter\ 
alphabet.." 
e,n,y,s = alphabet 







return lambda x:self.bar(x).reversal() 
@lazy_attribute 
def A(self): 
return self._y[O] * self._y[U 
@lazy_attribute 
def B(self): 









def	 __ getitem __ (self, 0: 
r Il Il Il 
Return the factor w_i 
This corresponds to the new definition of configuration (solution). 
EXAMPLES: : 
sage: fibo = words.fibonacci_tile
 
sage: c = Configuration(fibo(l))
 
sage: [c Ci] for i in range (8)]
 
[Path: 3, Path: 03, Path: 0, Path: 10, Path: 1, Path: 21, Path: 2,
 
Path: 32] 
sage: c = Configuration(fibo(2))
 
sage: [cri] for i in range(B)]
 
[Path: 30323, Path: 21232303, Path: 23212, Patb: 10121232,
 
Path: 12101, Path: 03010121, Path: 01030, Path: 32303010] 








elif i == 5:
 
return self. hat (self. A) [self. dl:]
 










raise ValueError, 'i (=:'.5) m!lst be ber:l;een 0 and 7 J %i
 
def	 __ eq __ (self, other): 
r llll l' 
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Returns True if A, B, dl and d2 are the sarne. 
EXAMPLES: : 
sage: fibo = words.fibonacci_tile 
saga: c = Configuration(fibo(2)) 
sage: c == c 
True 
sage: c == c.conjugateC) 
False 
sage: c == c.old_extendC2,4).old_shrinkC2.4) 
True 
return	 isinstance (other. Configuration) and\ 
self.A other.A and\ 
self.B other.B and\ 
self.dl other.dl and\ 
self.d2 other.d2 
def	 __ cmp __ (self. other): 
self_bw = self.boundary_word() 
other_bw = other.boundary_word() 
if lenCself_bw) '= lenCother_bw): 




return self_bw. __ cmp __ (other_bw)
 
def	 __ len __ (self): 
return lenCself.boundary_word()) 
rll 1\ Il 
basb 
E:<.AJ1PLES : : 













rll Il Il 
Checks that the solution verify the definit·on. 
for	 i in range(4):
 
msg = "~i~i+l = hatewl+4 wi+51 16 broken for 1=%s"%i
 
assert self [iJ * self [i+1J ==\
 
self.hat(self[i+4J * self [(i+5)Ï,8]) , msg 
def	 verify_conjecture(self): 
llllllr 
Verification de conjectures. 
Si une conjecture nest pas verifie, une AssertioDError est lancee. 










assert a. bat(ulvl)-(Ï,°) nest pas facteur d' contour pour l='l. \
 
et pour ï. "Ï,(factor,i,self) 
#Verification que chapeau de viui est facteur de w pour tout i 





as sert a, "hat(viull-(Ï,) est p " fac .. eur du co tour po r =%u\
 
et pour X "X(factor,i,self) 
def	 alphabet (self) : 
rU Il '1 




lt l1 r " 
EX AMPLE 
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sage: fibo = words.fibonacci_tile 
sage: c = Configuration(fibo(2» 
sage: c 
Configuration(wO, 1011, 1012, 1013): 
1010 Path: 30323 \/4 Path: 12101 
1011 Pa th : 21232303 .. S Path: 03010121 
1012 Path: 23212 "16 Path: 01030 
1013 Path: 10121232 w7 Path: 32303010 
( 1lolO 1. 1\/1 l, 11012 l, 1..3 1) (S, 8, S, 8) 





r Il 1111 
boundary self.boundary_word()
 
boundary boundary + boundary[:l]
 






returo QQ«(ev[l] - ev[3]), 4»
 
def __ repr __ (self): 
rU Cl Il 
EX AMPLES : : 
sage: fibo = words. fibonacci_tile
 




Coofiguration(wO. 1011, \/2, 1013):
 
lolO Path: 30323 \/4 Path: 12101 
1011 Path: 21232303 loiS Path: 03010121 
2 Path: 23212 w6 Path: 01030 
'.3 P th: 10121232 1017 Path: 32303010 
( l '.0 l, 1loi 1. 1"12 l, 1~3 1) (S, 8, S, 8) 
(00, n1, n2, 03) (0, 0, 0, 0) 
s = []
 
s.append("Coof~g rat oo(~(). 1011, 1012, 1013)"')
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S += [n ~'%S = %s"%Ci,repr(self[iJ») for i in range(4)) 
t = [") + [" w%s = %s"%Ci,repr(self[iJ») for i in range(4,8)) 
s.append("<ivOI. 11, 11121. 1'''31) = 7,s"'l.(tuple(mapClen,\ 
(self[i) for i in range(4)))),)) 
s.append("(nO. nI, n2, n3) • %S"%(tuple(self.n(i)\ 
for i in range(4)) .)) 
rllllii 
Returns a 8-tuple representing tbe configuration in Latex 
EXMIPLES: : 
sage: fibo = words.fibonacci_tile
 






from sage.misc.latex import LatexExpr
 
Il = [self [i]. string_repO for i in range (8)]
 
Il = map(lambda s: '\ ' + '\\'.join(s), Il)
 
return LatexExpr(' (%s)"'l." , ".join(II))
 
@cached_method 
def u(self, il: 
rll 1111 
EXAt1PLES: : 
sage: fibo = words.fibonacci_tile
 














p = self .hat(self [Ci-3)%8]) • self [Ci-1)%8J
 




def v(self, i): 
r Il Il Il 
EXAMPLES: : 





def n(self, i): 
llllllr 
EXAMPLES: : 




Configuratior.(wO, w1. 1'2, 1'3):
 
1'0 Path: 30323 104 Path: 12101 
1'1 Path: 21232303 1'5 Path: 03010121 
1'2 Pa"th: 23212 ...6 Path: 01030 
113 Pa"th: 10121232 107 Path: 32303010 
( t wO l , 1 l'li , l '-12 1• -[ >13 1) (S, 8, S, 8) 
(nO. nl, n2, n3) (0 , , O. 0)°
sage: [e.n(i; for i in range(8)]
 
[0, 0, 0, 0, O. 0, 0, OJ
 
11'111 
p ; self.hat(sel1[Ci-3)%8]) * self[Ci-t)%8)
 
return len(self[iJ) Il len(p)
 
~caehed_method 
def d(self, i): 
r Il 1\ Il 
EXAMPLES: : 




Configuration(IIO, 111, 1'2, 113):
 
1'0 Path: 30323 1'4 Path: 12101 
III Path: 21232303 1'5 Fa"th: 03010121 
1'2 Path: 23212 1'6 Path: 01030 
113 Path: 10121232 w7 Path: 32303010 
( 1wO l, 1w 1. 1112 l, 11031) (S, 8, 5, 8) 
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(nO, nl, n2, n3) = (0, 0, 0, 0)
 








Returns tbe parameters (i,j) of the configuration,
 
Note that thickness depends directly on the configuration,
 





sage: c = Configuration(words.fibonacei_tile(2»
 








sage: e = CODfiguration(words.fibonaeei_tile(2» .old_extend(2,3) 






















i = int«len(self.A) - self.dl) / (self.dl + self.d2»
 




def permute (self): 
r Il Il Il 
EXAMP LES: : 
190 
sage: fibo ~ ~ords.fibonacci_tile 
sage: c ~ Configuration(fibo(2)) 
sage: c 
Configuration(~O, w1, 112, ~3) : 
lolO Path: 30323 ~4 Path: 12101 
w1 Path: 21232303 \/5 Path: 03010121 
112 Path: 23212 146 ?atb: 01030 
143 ~ Path: 10121232 \/7 ?ath: 32303010 
(1110 l, 11111 , 1~21 • 1"31) (5, 8 , 5, 8) 
(nO. nl, n2, n3) (0, 0, 0, 0) 
sage: c. permute () 
Configuration(~O, -..1. ~2 , ;!3) : 
1"0 Path: 23212 ~4 Path: 01030 
~l Path: 10121232 ~5 Path: 32303010 
142 Path: 12101 1"6 Path: 30323 
;13 Patb: 03010121 ..7 Path: 21232303 
(1 ~O l, 1wll , 1~21 , 1\/31) (5. 8, 5, 8) 
(nO, nl, n2, n3) (0, 0, 0, 0) 
sage: c. permute (). permute () . permuteO . permute () ~= c 
True 
return Configuration(self .B, self .hatCself .A) ,\ 
self.d2. self.dl, self.bar) 
def conjugate(self): 
rll fi Il 
EX AMPLES : : 
sage: fibo ~ words.fibonacci_tile 
sage: c ~ Configuration(fibo(2)) 
sage: c 
Configuration(~O, 111, N2. 1"3): 
lolO Path: 30323 w4 Path: 12101 
111 Pa1:h: 2123230 115 Patl: C3010121 
?atb: 23212 '016 Path: 01030 
\/3 Path: 10121232 Path: 32303010 
(1,,01,lwll,11I21,lw31) (5, 8, 5, 8)
 




Conf guration(140, Hl, ~'2, 113):
 
wO Path: 21232303 10/4 Path: 03010121 
111 Path: 23212 w5 Path: 01030 
191 
w2 Path: 10121232 \/6 Path: 32303010 
w3 Path: 12101 w7 Path: 30323 
(1,,0 l, 1\/1 l , 1w21 , 1 .. 31) (S, 5, 8, 5) 
(nO, nl, n2, n3) (O. 0, 0, 0) 
sage: c.conjugate().conjugate(). conjugate().conjugate(). 
conjugate().conjugate().conjugate().conjugate() == c 
True 
sage: c.conjugate().conjugate().conjugate(). conjugate() == c 
False 
(wO,w1,w2,w3,w4,w5,w6,w7) = tuple(self.w(i) for i in range(S)) 
return Configuration«w1,w2,w3,w4,w5,w6,w7,wO), self.bar) 
def
 conjugates(self): 
conjugates = [self] 
for i in range(7): 






rho = WordMorphism({a:b, boA, A:B, B:a}, codomain=freeman) 





sigma = WordMorphism({a:a, boB, A:A, B:b}, codomain=freeman) 
return Configuration(tuple(sigma(self.w(i)) for i in range(S)), self.bar) 
def isometric_representant(self): 
if self. turning_number () ! = 1: 
candidates = [self. reverse ()] 
else: 
candidates = [self] 
for i in range (3) : 
candidates.append(candidates[-l] .rotate()) 





for i in range(3): 
candidates. append(candidates [-1]. rotate Cl) 
return min(map(lambda c: min(c.conjugatesCl), candidates)) 
def reverse(self): 
rll Il Il 
EXAHPLES: . 
sage: fibo ~ words.fibonacci_tile 
sage: c ~ Configuratioo(fibo(2)) 
sage: c 
Configuration(wO, l'Il, 102, w3): 
100 Path: 30323 w4 Path: 12101 
w1 Path: 21232303 115 Path: 03010121 
w2 Path: 23212 w6 Path: 01030 
w3 Path: 10121232 '17 Path: 32303010 
( 1..0 l, 1\/1 l, 1'121, 1\/3 1) (5, 8, S, 8) 
CnO, n1, n2, n3) (0, 0, 0, 0) 
sage: c.reverse() 
Configuration(wO,'w1, 11'2, w3): 
wO Path: 23212101 Path: 01030323 
\/1 Path: 21232 Path: 03010 
w2 Path: 30323212 w6 Path: 12101030 
'13 Path: 32303 107 Path: 10121 
(11001,11011, Iw21, 11131) C8, 5, 8, S) 
(nO, n1, n2, n3) CO, 0, 0, 0) 
sage: c. reverse Cl, reverse Cl ~~ c 
True 
(lolO, w1 ,w2 ,w3 ,w4 ,wS ,wS , w7) ~ map (s e l f . w, range (8)) 
return Configuration«self.hat(w7),self.hat(wS),self.hat(wS),\ 
self. hat (w4), self. hat (w3), self. hat (102), \ 
self.hat(w1),selt.ha'c(wO)), self.bar) 
def extend (self, il: 
ri' Il ri 
EXAHPLES: : 
(wO,w1,w2,w3,w4,wS,wS,w7) [self[jJ for j in rangeCi % 8,8) +\ 
range(O, i % 8)J 
w ~ (wO*w1*self.hat(w3),w1,w2,w3,w4*wS*self.hat(w7),wS,wS,w7) 
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II' = tupleCw[j] for j in rangeC-i % 8, 8) + rangeCO, -i % 8)) 
return Conf iguration (II', self. bar) 
def old_extend(self, k, 1): 
lll1ltr 
EXAMPLES: : 
sage: fibo = words.fibonacci_t'le
 




Configuration(wO, 11'1, 11'2, >13):
 
11'0 Path: 30323 11'4 Path: 12101 
w1 Path: 21232303 \/5 Path: 03010121 
w2 Path: 23212 '.6 Path: 01030 
11'3 Path: 10121232 w7 Path: 32303010 
(1 wO l , 111'11 , 1w21 , 1",31) (5, 8, 5, 8)
 
(nO. n1, n2, n3) CO, 0)
°, °, 
sage: c.old_extendC2,2) 
ConfigurationC>lO, 11'1, ,,2, ,,3) : 
wO Path: 3032321232303010303232123230301030323 
11'1 Path: 21232303 
>12 Path: 2321210121232303232121012123230323212 
11'3 Path: 10121232 
w4 Path: 1210103010121232121010301012123212101 
'.5 Path: 03010121 
11'6 Path: 0103032303010121010303230301012101030 
w7 Path: 32303010 
C1110 l, 1111 l, 1·.2 l, 1w3 1) (37,8,37,8)
 
CnO, n1, n2, n3) C2, 0, 2, 0)
 






for in rangeCk): c = c.extend(O)
 




def shrinkCself, il: 
r HlI ., 
EXAMPLES, 
sage: fibo words fibonaccl tl1e 
194 






Contiguration(wO, w1, w2, w3):
 
wO Path: 3032321232303010303232123230301030323 
w1 Path: 21232303 
w2 Path: 2321210121232303232121012123230323212101 ... 
..3 Path: 10121232 
..4 Path: 1210103010121232121010301012123212101 
\/5 Path: 03010121 
w6 Path: 01030323)3010121010303230301012101030323 ... 
w7 Path: 32303010 
(1\/01. Iwll, Iw21, 11131) 07,8,85,8)
 
(nO, n1, n2, n3) (2, 0, 5, 0)
 
sage: c == ct. old_shri:lk (2,5) == ct. old_shrink (1,3) . old_shrink (1,2)
 
True 
d = len(self [(i-1)%8]) + len(self [(i+1)%8J) 
if len(self[iJ) > d: 
(wO,w1,w2,w3,w4,w5,w6,wl) [self[jJ for j in range(i % 8,8)\ 
+ range(O, r"% 8)J 
w (wO[d:J ,w1,w2,w3".4[d:J ,w5,w6,wl) 
w = tuple(w[jJ for j in range(-i % 8, 8) + range(O. -i % 8» 
return Configuration(-., self. bar) 
else: 
raise ValueError, '.sh~ink. cannot be applied on inder. 'l.s\ 
oi the followlng conflguratlon\n%s'%(i,self) 
def old_shrink(self, k, 1): 
rll 11 Il 
EXAMPLES: : 
s ag El: f i b 0 = Il 0 r ds . fi bon ace i _ t j le 
sage: c = Configurati~n(fibo(2)
 




Configuration(wO, w1, w2, u3),
 
wO Patb: 3032321232303010303232123230301030323 
u1 Path' 21232303 
w2 Path: 2321210121232303232121012123230323212101. 
w3 ;= ?ath: 10121232 
114 Patb: 1210103010121232121010301012123212101 
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115 Path: 03010121 
\/6 Path: 0103032303010121010303230301012101030323. 
w7 Path: 32303010 
( 1\/0 l, 1\/1 1. 1112 l, 1w3 1) (37, 8, 85. 8)
 
(nO, nI, n2, n3) (2, 0, 5, 0)
 






for in range (k): c = c. shrink (0)
 









(110 • \/1 ,\/2, \/3,114,115, \/6 ,\/7) [self[j] for j in rangeCi % 8. 8)\ 
+ range(O, i % 8)] 
indexes = range(i % 8 + l , 8, 2) + range«l + i) % 2, i % 8, 2) 
(nl,n3,n5,n7) [self.n(j) for in indexes] 
(ul ,u3 ,u5 ,u7) [self.u(j) for j in indexes] 
(v l , v3 , v5 , v7) [self.v(j) for in indexes] 
w = (self.hat(1I4),(vl*ul)**nl*vl,self.hat(1I6),\ 
(v3*u3)**n3*v3, self. hat (wO), (v5*u5)**n5*v5, \ 
self .hat(1I2), (v7*u7)**n7*v7)
 
Il = tuple(II[j] for j in range(-i % 8,8) + range(O, -i % 8»
 
return Configuration(w. self. bar)
 
def old_exchange(self): 
r Il Il Il 
EX AMPLES : : 
sage: fibo = lIords.fibonacci_tile
 




Configuration(1I0, wl, w2, w3):
 
1070 Path: 30323 1074 Pa th : 12101 
\/1 Path: 21232303 w5 Path: 03010121 
\/2 Path: 23212 w6 Path: 01030 
w3 Path: 10121232 w7 Path: 32303010 
(1 wO l, 11011. 1\/2 l, 110731) (5, 8, 5, 8) 
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(nO, nl, n2, n3) (0, 0, 0, 0)
 
sage: c. old_axchange (1
 
Configuration(~O, ~1 , ~2, ,,3) :
 
\/0 Patb: 32303 1.'4 Path: 10121 
1.'1 Path: 23 ~5 Path: 01 
\/2 Path: 21232 1016 Path: 03010 
~3 Path: 12 ~7 Path: 30 
( 1~O l , 110111 , 1w21 • 1v3 1) (5, 2, 6. 2)
 




Configuration(wO. wl, w2, ~'3) :
 
~O Path: 30323 w4 Path: 12101 
\/1 Path: 21232303 1.'5 Patb: 03010121 
,,2 Path: 23212 w6 Pa~b: 01030 
1013 Path: 10121232 w7 Path: 32303010 
(1 wO 1• 1 wl 1 • 1w21 , 1v3 1) (5, 8, 5, 8)
 
(nO, nl, n2, n3) (0, 0, 0, 0)
 
























r = (B2+Al)[: (len(A)-d1)Ï"i]
 






i = int«len(A) - dl - le:l(r))) / d
 
int«len(B) - d2 - le:l(m))) / d 
Ap A2 + (s + r) ** i + 
Bp B2 + (n + m) ** j + '" 
return Configuration(Ap, 3p, dl, d2, self.bar) 
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r""1l 
Reduces the configuration in the case' '(lAI - d_1) \bmod (d_1 + d_2) 
0" and "(IBI - d_2) \blIlOd (d_1 + d_2) \neq 0" by using tbe smaller 
periodicity in the overlaps. 
EXAMPLES: : 
sage: FREEMAN ; ~ordPaths('abAB')
 
sage: c ~ Configuration(f'REEMAN('abAba'), FREEMAN('bAbAb'), 1, 3); c
 
Configuration(\/O, \/1, w2, \/3):
 
wO Path: a w4 Path: A 
\/1 Path: bAba w5 Path: BaBA 
w2 Path: bAb \/6 Path: BaB 
w3 Path: Ab w7 Path: aB 
(1 wO l , 1 \i11 , 1 >12 l , 1 w3 1) (1, 4, 3, 2)
 




Conflguration(\/O, \il, w2, \/3) :
 
101O Path: a w4 Path: A 
\/1 Path: ba \/5 Path: BA 
w2 Path: b w6 Path: B 
.. 3 Path: Ab w7 Patb: aB 
( 1\/0 1, 1 wll , 1\/21, 1 .. 31) (1, 2, 1 , 2)
 










if 1en(r) ;= a and 1en(m) ,; 0: 







Ap = w + z + w
 
Bp = z + m
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return Configuration(Ap, Bp, dl, len(z), self.bar)	 
else:	 
return Configuration(A, B. dl, d2, self.bar)	 
def
 mini_shrink(self, il: 
r" Il Il 
Reduces the configuration in the case "1 u_ll 0' ,	 
and "1 u_31 \neq 0" by using the smaller	 
periodicity in the overlaps.	 
EX AMPLES : : 
sage: c = Co figuration(FREEMAN('abAba'), FREEMAN('bAbAb'), 1,3).	 
conj ugate ()	 
sage: c	 
Configuration(wO, wl. w2, w3):
 
Path: bAba w4 = Path: BaBA 
Path: bAb w5 = Path: BaB 
Path: Ab \16 Path: aB 
w3 Patb: A w7 Patb: a 
( 1.... 0 l, 1\111 , 11121, 11131) (4, 3, 2, 1) 
(nO, nl, n2, n3) (1, 0, 0, 0) 
sage: c. u(O) 
Path: 
sage: c.minl_sbrink(2) 
Traceback (most recent calI last) : 
NotlmplementedError: On ne peut enlever g(=2) a .,,_2, car 1 w_21 <=g 
assert self.u(O).is_emptyO, "uO doit etre vide"	 
w = wO,wl,w2,w3 = map(self.w, range(4))	 
g gcd(len(w2), len(wl) + len(w3))	 
if g < len(w[1)):	 
w[1] = w[i][g:] 
else:	 
msg "On n pe t
 
raise NotlmplementedError, msg	 
return Conf iguration (w, self. bar) 
def




#assert len(self.w(i» == self.d(i), 'on doit avoir "_%5
 
Il = [self.II«j+i)%S) for in range(S)]
 
d [self.d«j+i)%S) for in range(S)]
 
g gcd (len (loi [2]) ,d [2])
 
wp = [11[0] [g:], 101[1] [g:], 11[2], w[3], 101[4] [g:], w[5] [g:], w[6], 11[7]]
 
return Configuration(tuple(lIp[(j-i)%S] for j in range(S», self .bar)
 
def r_shrink(self, il: 
r Il Il Il 
TDDD 
#assert len(self.w(i» == self.d(i), 'on doit avoir "_'l.S
 
loi = [self .w«j+i)%S) for in range(S)]
 
d [self.d«j+i)%S) for in range(S)]
 
g gcd (len (loi [2]) ,d [2])
 
wp = [w[O][:-g], w[l], 101[2], w[3][:-g], w[4][:-g], 101[5], w[6], w[7][:-g]]
 
print tuple(wp[(j-i)%S] for j in range(S»
 
return Configuration(tuple(wp[(j-i)%S] for j in range(S», self.bar)
 
def l_extend(self, i): 
r Il Il Il 
EXAMPLES: : 
sage: c = Configuration(words.fibonacci_tile(l»
 
sage: c. l_extend (0)
 
Traceback (most recent call last):
 
AssertionError: on doit avoir 01 0 d 0 
sage: c.l_extend(l) 
Configuratlon(wO, \/1, 1012, 1013): 
1010 Path: 3 014 Path: 
,,1 Path: 0103 Path: 2321 
10'2 Path: 010 \/6 Path: 232 
'..13 Path: 10 ',17 Pa th : 32 
(110101, 110111, 110121, 11131) (1,4, 3, 2)
 
(nO, n1, n2, n3) (0, 1, 0, 0)
 
assert len(self.w(i» == self.d(i), 'on dOl!: eVOlr Il_Xe ~. d_~.g·%(i,i)
 
loi = [self.w«j+i)%S) for j in range(S)]
 
d [self.d«j+i)%S) for j in range(S)]
 
g gcd (len (loi [2]) ,d [2])
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p (w[1] + w[2] + w[3])[:g]
 
q (w[5] + w[6] + w[7])[:g]
 
wp = [p + w[O], p + w[l], w[2], w[3], q + w[4], q + w[5], w[6], w[7]]
 
return Configuration(tuple(wp[(j-i)Ï,8] for j in range(8)), self.bar)
 
def r_extend(self, i): 
r" llll 
EX AMPLES : : 




Traceback (most recent calI 1 ast):
 
AssertionError: wiwi+l hat(wi+4.wi+5) is broken for i=O
 
sage: c. r _extend (1)
 
Configuration(wO, wl, w2, '03) :
 
'00 Path: 323 \/4 Path: 101 
\/1 Path: 0323 w5 Path: 2101 
1/2 Path: 0 w6 Path: 2 
1/3 Path: 10 w7 Patb: 32 
( 1wO l, 1\/1 l, 1012 l, 1013 1) (3. 4, 1. 2) 
(nO, nl. n2, 03) = (0, 1, 0, 0) 
#assert len(seIf.w(i)) == self.d(i), 'on doit avoir w_ï.s
 
w = [self.w«j+i)%B) for in range(B)]
 
d [self .d«j+i)%8) for j in range(B)]
 
g gcd (len (w [2]) ,d [2])
 
p (w[1] + 01[2] + w[3])[:g]
 
q (w[5] + 01[6] + w[7])[:g]
 
wp = [w [0] + q, w[1], w[2], w[3] + p, v [4] + p, 01 [5], w [6], w [7] + q]
 
return Configuration(tuple(wp[(j-i)Ï,B] ior in range (B)), self. bar)
 
def reduction(self, iteration=l, verbose=True): 
llllllr 
Re ces tbe current configuration if it is possible 
EX AMPLE .. 
sage: c = Configuration(words.fibonicci_tile(3))
 















not reducible, this is a morpbic pentamino
 
['\\EXCHANGE_O', '\\SHRI!IK_O', '\\SHRINK_2', '\\EXCFlANGE_O' ,\ 
'\\SURINK_O', '\\SHRINK_2 ,] 
# We start witb the recursive calI 
if iteration >= 2:
 
conf,op = self.reduction(l, verbose=verbose)
 
conf2,op2 = conf.reduction(iteration - 1, verbose)
 
return (conf2, op + op2)
 
# Now we check if SHRINK may be applied
 
for i in range(8):
 








# Then ve verify if ~e have a morphic pentamino 
if (len(self.u(O» ° and len(self.u(2» 0) or\ 
(len(self.u(l» ° and len(self.u(3» 0): 
if verbose: 
print 'not reducible, b~s ls a morphlC pentaml00' 
return (self, [J) 
~ Othervise, ~e try ~ith EXCHANGE 
for i in range (2) : 
if len(self.v«i + 1) % 8» + len(self.v«i + 3) 'l. 8» <\ 
len(self.u«i + 1) % 8» + len(self.u«i + 3) % 8»: 
if verbose: 
print 'exchangeO,s) applied'%i 
return (self. elCchange(i), ['\\E;XCIIANG",_I'l.s}'%i]) 
raise ValueError, 'cas!' not trealed y!!t ! l' \01.5 '%self 
def old_reduction(self, iteration=l, verbose=True): 
r'l" Il 
Reduces the current configuration to a smaller 'one, if possible 
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if iteration >= 2: 
return self.old_reduction(l, verbose=verbose).old_reduction\ 
(iteration - 1, verbose) 
c = self.find_thickest_equivalent_configuration() 
(A,B,dl,d2) = (c.A,c.B,c.dl,c.d2) 
d = dl + d2 
dp = len(A) + len(B) - d 
r = (len(A) - dt) %. d 
m = (len(B) - d2) % d 
(i,j) = c.thickness() 
if r == 0: i = max(O, i - 1 ) 
if m 0: max(O, - t) 
if i >= or >= 1 : 
rep c.shrink(i,j) 
if verbose: 
print •shr lIk applied .i'th parametera', i, )and', j 
rep (rep, "$\\SHRINK('l,s, iis)$'%(i,j» 
elif r o and m == 0: 
rep = None 
if verbose: 
print 'no1: reduc'tibl<l , T aod ID bo~b emp~y' 
rep = (rep, None) 
elif d (len(A) + len(B» / 2: 
rep = c 
if verbose: 
print 'no;; reductible ·:ase d = d\"
 
rep = (rep, None)
 
elif r + m > d: 
rel' = c.exchange() 
if verbose: 
print 1 exchanga applled'
 
rel' = (rel', "\\EXCHANGE')
 
elif d2 % dl' + dl % dl' > dl': 
rel' c.conjugate().exchange() 
if verbose: 
print 'e ~1 ange appli d :;0 cOlljuga.e' 
rel' = (rel', "$\\EXr.HA GE\\Clrc CON.TUGAT ,) 
elif r 0: 
rel' = c.old_mini_shrink() 
if verbose: 
print 'mlDl sh.r~nk applHd'
 
rep = (rel', "$\\MSHRINKS ')
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print 'mini shrink applied to conjugace' 
rep = (rep, "$\\MSHRINK\\c1rc\\CDNJUGATE\\clrc\ CO JUGATE$") 
else: 
raise Exception, "missing case in reduction." 
return rep 
dei find_thickest_equivalent_configuration(self): 
U 1Ir " 




Hore precisely, using the operators reverse () and conj ugace () ,
 
it chooses the configuration having thickness (i ,j) such that
 
i + j is maximized
 
EX AMPLES : : 









candidates [self, self. conjugate (), self. reverse () ,\ 
self.reverse() .conjugate()] 
distinct_thicknesses = set(map(lambda c:c.thickness(), candidates)) 
if len(distinct_thicknesses) > 2: 
print 'this 5eemB to b a cOUDter-exlll1lple te the cens~an thickne- \ 
hypothesis. ' 
print distinct_thicknesses 
return max(candidates, key=lambda c:sum(c.tbickness())) 
def factorization_points(self): 
r'lll Il 
Returns the eight factorization points of this configuration 




def plot(self, pathoptions=diet(rgbeolor='black' ,thiekness=3), 
fill=True, filloptions=diet(rgbeolor='b1ael<' ,a1pha=O.2), 




rll Il Il 
Returns a Ld Graphies illustrating the double square ti1e associated to 
this configuration ineluding the faetorizations points. The options are 
the sarne as for instances of WordPaths 
INPUT: 
- "pathoptions" - (diet,
 




- "fill" - (boolean, default: True), if fill 1s True and if
 
the path is elosed. the inside is eolored
 
- "fi11options" - (diet,
 




- "startpoint" - (boolean, default: Truel, dra'J the st art point? 
- "startop"tions" - (diet,
 




- "endarrow" - (boolean, default: True), draw an arroll end at the end? 
- " r J:owopt iOllS ' , (dic t ,
 
defaul t: di et (rgbcolor=' red' ,arrollsize =20, width=3)) options
 
for t e end point arroll
 
- "grid1ines" (boolean, default: False), show gridlines? 
- "gridoptions" - (diet, default: 0), options for the gridlines 
- "axes" - (boolean, default: False), options for the axes 
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EXAI1PLES: 
The cross of area 5 together with its double square factorization 
points: : 
sage: c = Configuration(words.fibonacci_tile(l»
 






points [map(RR, x) for x in pointsJ
 
G = path.plot(pathoptions, fill, filloptions, startpoint, startoptions,\
 




for p in self.factorization_points():
 
if i % 2 == 0: G += point(points[p],\ 
pointsize=startoptions [' paine ~z,,' J, \ 
rgbcolor=IO(,.~d") 
else: G += point (points [pJ ,\ 






def tikz_trajectory(self, step=1): 
rll !III 
Returns a tikz string describing the double square induced by
 
this configuration together with its factorizacion points
 
The factorization points r spectively get the tikz attribute 'first' 
and 'second' so that ",hen including it in a tikzpicture environment, 
it is possible to modify the way those points appear. 
EXAHPLES: : 




\filldra", [-triangle 45, very thick. dral/=black, fill=black! 10J
 
(0.000, 0.000) -- (0.000, -1.00) -- (1.00, -1.00) -- (1.00, -2.00)
 
-- (2.00. -2.00) -- (2.00, -1.00) (3.00. -1.00) -- (3.00, 0.000)
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(2.00, 0.000) -- (2.00,1.00) -- (1.00,1.00) -- (1.00, 0.000) 
(0.000,0.000); 
\foreach \i in {(O.OOOO, 0.0000), Cl,OOO. -2.000), (3.000, -1.000), 
(2.000, 1.000)} 
\node at \i[first] {}; 
\foreach \i in {(O.COOO, -1.000), (2.000, -2.000), (3.000, 0.0000), 
Cl.000.1.000)} 
\node at \i [second] ü; 
from sage.all import n
 
from sage.misc.latex import LatexExpr
 
f = lambda x: n(x,digits=3)
 





1 [str(tuple(map(f, pt))) for pt in points] 
s = '\ \ t illdraw [-trl.angl e 45, very thi ck. draw=block, ;' ill =bl ack 110] '\ 
+' -- '.join(l) +
 
[al, bl, a2, b2, a3, b3, a4, b4] = self.factorization_pointsO
 
#s += '\n\\foreach \\x 1 \\y in {'
 
#for p in [al, a2. a3]:
 
# x,Y = pOints[p]
 








#s += '\n \\node[first] at (\\x, \\y) ü;\n'
 
#s += '\n\\foreach \\x 1 \\y in {'
 
# f or p in [bl, b2, b3]:
 
# x,y = points[p]
 












def tikz_reduction (self, size=6, nbcolonnes=3): 
r""ll 
INPUT: 
- "nbcolonnes" - le nombre de colonnes de l'affichage 
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EX AMPLES : : 
sage: fibo = words.fibonacci_tile	 
sage: c = Configuration(fibo(1»	 
sage: c.tikz_reduetion()	 
\node (qO) at (0, 0.000000000000000) {\begin{tikzpieture}	 
\filldraw [-triangle 45, very thiek. draw=black. fill=black! 10]	 
(0.000, 0.000) -- (0.000, -2.00) -- (2.00. -2.00) -- (2.00. -4.00)	 
(4.00, -4.00) (4.00. -2.00) -- (6.00, -2.00) -- (6.00, 0.000) 
(4.00, 0.000) (4.00, 2.00) -- (2.00. 2.00) -- (2.00. 0.000) 
(0.000, 0.000); 
\foreach \i in {(O.OOOO, 0.0000). (2.000, -4.000), (6.000. -2.000), 
(4.000, 2.000n 
\node at \i [first] {}; 
\foreach \i in {(O.OOOO. -2.000), (4.000, -4.000), (6.000, 0.0000), 
(2.000.2.000n 
\node at \i[seeond] {};\end{tikzpicture}}; 
e = self	 
s =
 
i = 0	 
fns []	 
while True:	 
(w, h) = (e.widthO, e.height(»	 
t = e.tikz_trajeetory(step=size/max(w,h»	 
x,y = serpent(i, nbeolonnes)	 
s += '\\nod~ (q%s) '%i	 
s += 'at %s '% ( (x*1.5*size, y*1.5*size), )	 
s += '{\\begin{tikzp:Lcture}%s\\ nd{tlk",plcture}J.\n'ï.t	 
e,fune = c.reduetion(iteration=l, verbose=False)	 
i += 1	 
if fune == []: break	 
fns.append(func[O])	 
for
 j,fune in zip(range(1, il, fns): 
rotate90 =" if j%3==0 else ". rotate-90" 
edge '3clge Dode [EDJd ay. rectangle, r :L11=whitei\s] "%rotate90 
edge += ,,{ X6 }"%fune 
s += "\\patb '->] (q%s) % (q'/a), \ "X(j-l, edge, j) 





Returns the width of this polyomino, i.e. the difference
 








Returns the width of this polyomino, i.e. the difference
 




return max(map(lambda p:p[l], points» - min(map(lambda p:p[l]. points»
 
rU1! 11 
Retourne un dictionnaire de la forme
 
{'u': liste d'entiers, 'v': liste d'entiers}
 













d ['u' ] [i for i in range(8) if not self.u(i).is_simpleO
 





Retourne un dictionnaire de la forme
 
{'u': liste d'entiers, 'v': liste d'entiers}
 
ou les liste d'entiers donne les indices i tels que ui ou vi sont
 








{ 'u ': [], 'v': []}
 






{'u': [J, 'v': [0,2,4, 6]}
 
d = {} 












Returns a Latex expression of a table containing
 
the parameters A, B, X, Y, dl, d2, d, d'l, d'2,
 
d', r, m, i and j of this configuration
 
from sage.misc.latex import LatexExpr
 
remove coma = lambda s:s.translate(None, ')
 
if_empty = lambda s:' \\l7arepsilon' if len(s) == ° el se s
 
u = [if_empty(remove_coma(self.u(i).string_rep(») for i in range(4)]
 
v = [if_empty(remove_coma(self.v(i).string_rep(») for i in range(4)]
 






secroisent =' '.join(['u_%s'%i for i in x['u')] + [\7_%s'%i\
 
for i in x[ \7']])
 
fermes '.join([·u_'l,S'%i for i in y['u'JJ + ['\7_%5'%i\
 
for i in y['\7 ]])
 
s = \begln{tabular}{!c }\n \hllne\n\\ \\n'
 
s += bégiD{tiL~plC~Ur }\o'
 
s +=' [Iirst/.s yle={circle.drall=black.fill=gray. inn r sep=Opt.
 
minimum size=3pt}, \0' 
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S += second/. st;yle={rectangle ,dra... =black, f~ll=white, ~nner sep=Opt. \ 
minimum 61ze=3pt}]\n' 
s += self.tikz_trajectory(step=5.0/max(self .... idth(), self.height(») 
s += '\n\\end{t1kzpicture} \\\\(1exJ \n\\hline\\\\\n' 
#for i in range(4): 
# s += '$w_{%s} = %s$\\\\\n'%(i, remolle_coma(selt[iJ.8tring_repO» 
s += '$(,,_0,w_1,w_2,w_3) = (%S,%8,%S.%S)$ \\\\\n'%\ 
tuple(len(self[i]) for i in range(4» 
s += '$u_O = hs$\quad $~_J = ï,s$\\\\$u_2 = ï,s$\quad u 3 %s$\\\\\n'%\ 
tuple(u[i) for i in range(4» 
s += '$v_O = Ïos$\quad $v_1 = %s$\\\\$v_2 %s$\quad $11_3 %5$\\\\\n'%\ 
tuple(v[i] for i in range(4» 
s += '$(D_O,D_l,D_2,D_3) (%S,%8.%S,%8)$ \\\\\0'%\ 
tuple(self.n(i) for i in range(4» 
s += 'Turning number = %8\\\\\n'%self.turning_number() 
s += 'Self-avoiding = %s\\\\\o'%self.boundary_word().is_simple() 
s += 'Se croisent $=%s$\\\\\n'%secroisent 
s += 'Sont fermes $=%8$\\\\\n'%fermes 
s += '\\hl~ne\n\\eDd{tabular}\o' 
return LatexExpr(s) 
#################################### 
# Fonctions sur les configurations # 
#################################### 
r!lllil 
Returns Irue if w is a factor of one of the ui or vi of self. 
return any(w.is_factor(self.u(j» or w.is_factor(self.v(j»\
 
for j in range(8»
 
rll fi Il 
Retourne un dictionnaire quO donne les indices i tels que ui, vi et 
leurs chapeaux sont conserves par l'operateur exchange. 
OUTPUT: 
Un dictionaire de la forme 
{'u': liste d'entiers, 'v': liste d'entiers, 'hatu': liste 
d'entiers, 'hatv': liste d'entiers} 
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EX AMPLES : : 
sage: c = Configuration( FREEMAN (' abAba'), FREEMAN (' bAbAb') ,1,3) .
 




{'hatu': [0, 1,2,3,4,5,6,7], 'batv': [0,2,4,6),
 








d [, li ') [i for i in range(B) if e.is_factor_of_ui_or_vi(self.u(i»)
 
d [' v'] [i for i in range(B) if e.is_factor_of_ui_or_vi(self.v(i»]
 
d [J hatu J] [i for i in range(B)\
 
if e.is_factor_of_ui_or_vi(hat(self.u(i»)] 
d['hatv'] [i for i in range(8)\ 
if e. is_factor_of_ui_or_vi(hat(self .v(i»)] 
ret urn d 
r "" li 
Checks which 'u_i' and 'v_i' of the given configuraiton 
are preserved "hen applying the exchange operator 
INPUT: 
- "self" - a configuration. 
- "hat allo,-,ed" - a boolean (default: "True"). If True, then cheks 
also if '\hat{u_i}' and '\bat{v_i}' occur. 
EXAMPLES: : 
sage: c = Configuration(FREEMH1('abAba'), FREEMAN('bAbAb'),1,3). 
old_extend (1,1) . conjugate () . old_extend (1,2) 
sage: c.cbecks_uv_conservation_for_8xchange_operator() 
[' u_O ' , lu_l' , 'u_2 " 'u 3 ' - , l u_4' , 1 u_S' , 
1 v _1' ) 'v _2' , 1 v_3' , 'v _4) , 1 v _5' , J v_6) ) ''1_7', '\\bat{u_O}',\ 
'\\hat{u_l}' , '\\bat{u_2}' , '\\bat{u_3}' , '\ \bat{u_4}', \ 
'\\hat{u_5}' , '\\bat{u_6}' , '\\bat{u_7}' , '\\h.at{v_O}',\ 
'\ \hat{v_2}' , '\\hat{v3}' , '\ \hat{v_6}'] 
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uv = [J 
uv.extend('u_ï.s'%j for in d['u']) 
uv.extend('v_ï.s'%j for in d['v'J) 
if hat_allowed: 
uv. extend( '\\ha1.{u_ï.s}'ï.j for in d['bat;u']) 
uv.extend('\\hat{v_%s}'%j for in d['hatv']) 
return uv 
############################### 
# String manipulation helpers # 
############################### 
def tableau_de_col(co11, co12, espace=3): 
rit Illt 
EXAMPLES: : 
sage: coll [, ab ' , ' asdf asdf " ' adf 'J 
sage:. co12 ['11', '1313', '131313', '1313'] 





from itertools import izip_longest
 
largeur = max(map(len, coll))
 
it = izip_longest(coll,co12, fillvallle=")
 
espace = , , *espace
 





# Finding a square factorization # 
################################## 
def find_square_factorisation(ds, factorisation=None, alternate=True): 
llllllr 




- ds - Yord, a tile 
- factorisation - tuple (optional), a knoyn factorisation 
- alternate - bool (optional. default True), if True the search for the 
second factorisation is restricted to those yho alternates with the 
first factorisation 
OUTPUT: 
tuple of four positions of a square factorisation 
EXAMPLES: : 






















sage: f = find_square_factorisation(fibo(3));f
 
(0, 55, 110, 165)
 
sage: find_square_factorisation (fibo (3) ,f)
 
(34, 89, 144, 199)
 
sage: find_square_factorisation (fibo (3) ,f, false) #optional long
 




(0, 7, 28, 35)
 
sage: find_squar _factorisation (christo_tile (4,5) ,_)
 




Traceback (most recent calI last):	 
ValueError: pas de factorisation carree 
sage: find_square_factorisation(Words('abcd')('aaaaaa') ,(1,2,3,4» 
Traceback (most recent calI last): 
ValueError: pas de seconde factorisation carree 
e,n,w,s = ds.parent() .alphabet() 
bar WordMorphism({e:w,w:e,n:s,s:n},codomain=ds.parent(» 
hat lambda x:bar(x).reversal() 
l = ds.length() 
demiper 1/2 
aucarre ds * ds 
if factorisation and alternate: 
a,b,c,d = factorisation 
it = «(debutA,finA) for debutA in range(a+1,b)\ 
for finA in range(b+1,a+demiper» 
else: 
~t «(debutA,finA) for debutA in range(demiper)\ 
for finA in range(debutA+1,debutA+demiper+1) 
for
 debutA,finA in it: 
new = (debutA,finA,(debutA+demiper)%I,(finA+demiper)%l) 






if A == hat(A2) and B == hat(B2):	 
return new 
if factorisation is None: 
raise ValueError, 'pas e factorlsation carree' 
else: 
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raise ValueError, 'pas de seconde factorisation carree' 
def find_good_ds_factorisation(ds, delay=l min1mize'): 
rlill 11 
Returns the factorizations such that d(A,X) + d(B,Y) is
 
minimized (or maximized) where d(x,y) is the distance between
 
the start of the block x and the st art of the block y.
 
INPUT: 
- "ds" - double square
 
- (' delay ( - ) minimi ze) or J maximize '
 
OUTPUT: 
tuple of four integers (start of A, end of A, start of X, end of X) 
EX AMPLES : : 
sage: fibo = words.fibonacci_tile 
sage: find_good_ds_factorisation(fibo(l» 




(34, 89, 55, 110) 
sage: f ind_good_ds_factorisation (fibo (1) ,delay= 'rnaximize') 
(0, 3, 2, 5) 
sage: find_good_ds_factori ation (fibo (2) ,delay='maximize') 
(0, 13, 8, 21) 
sage: find_good_ds_factorisation(fibo(3) ,delay='maximl.<:e ,) #optional long 
(0, 55, 34, 89) 
f find_square_factorisation(ds)
 













dl debutX - debutA 
d2 finX - finA 
#print dl,d2,demiper 
if (delay 'minimize' and dl + d2 > demiper/2) or\ 
(delay 'maximize' and dl + d2 < demiper/2): 
#change the factorisation: B becomea X, X becomes A 
debutX,finX,debutA,finA : finA,debutA+deniper,debutX,finX 
dl debutX - debutA 




# Enumeration of double squares # 
#-------------------------------# 
Freeman words.fibonacci_tile(l).parent() 
F BAR WordMorphism({0:2, 1:3, 2:0, 3:l}, codomain:Freeman) 
F HAT l am bd a .).1: F_BAR ( w-'- r e ver saI () ) 
F RHO WordMorphism({O:l, 1:2, 2:3, 3:0}, codomain:Freeman) 
F_SIGMA WordMorphism({0:2, 1:1. 2:0. 3:3}, codomain:Freeman) 
def isometric_paths(path): 
return [path, F_RHO(path), F_RHO(F_RHO(path». F_RHO(F_RHO(F_RHO(path»), \ 
F_SIGMA(path), F_RHO(F_SIGMA(path». F_RHO(F_RHO(F_SIGMA(path») ,\ 
F_RHO(F_RHO(F_RHO(F_SIGMA(path»»] 
def all_double_squares_iterator(max_iteration:None. \ 
max_length=None,\ 
verbose:False) : 
if max_iteration is None: 
max_iteration : Infinity 




visited : set([]) 
i = 0 
while queue and i < rnax_iteration: 
tile : heapq.heappop(queue). isornetric_representant() 










visited 1= set([tile]) 
# Extend operator 
for in range(4): 
t = tile.extend(j)
 
if len(t.boundary_word(» (= max_length:
 
heapq.heappush(queue, t) 
# Extend operator 
for in range(2): 
t = tile.exchange(j) 
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