We have performed measurements of the magnetic susceptibility of NaV 2 O 5 between 2 and 400 K. The high temperature part is typical of spin 1/2 chains with a nearest-neighbour antiferromagnetic exchange integral of 530 K. We develop a model for the susceptibility of a system with finite chains to account for the low temperature part of the data, which cannot be fitted by a standard Curie-Weiss term. These results suggest that the next nearest-neighbour exchange integral J 2 in CaV 4 O 9 should be of the order of 500 K because, like J in NaV 2 O 5 , it corresponds to corner sharing VO 5 pyramids.
The report by Taniguchi et al [1] of a spin gap behaviour in the quasi-two dimensional system CaV 4 O 9 has triggered an intensive theoretical activity aimed at understanding the origin of this gap [2] [3] [4] [5] [6] [7] [8] . The emerging picture is that there is no spin gap in the model with only exchange integrals J 1 between nearest neighbours [5, 6, 8] , and that there is a spin gap if a coupling constant to second neighbours J 2 is included as long as 0.2 ≤ J 2 /J 1 ≤ 0.7 [7, 4, 9] .
To check this theory, one needs information on the value of the exchange integrals. This information turns out to be difficult to extract from the suceptibility. The best calculation of the temperature dependence of the susceptibility of that model is a high temperature expansion due to Gelfand et al [8] . Assuming J 2 /J 1 = 1/2, they could reproduce the maximum of the susceptibility around 100 K with J 1 ≃ 200 K. The fit of the high temperature part is not satisfactory however, and the question of the value of the integrals is still pretty much open.
CaV 4 O 9 is actually a member of a large family of Vanadium oxydes studied by Galy and coworkers in the mid seventies [10] , and a natural idea is to look at other members of the family to try to get information on the exchange integrals. The other 2D compounds that can be synthetized with Ca, CaV 2 O 5 and CaV 3 O 7 , lead to a similarly difficult problem because they involve both J 1 and J 2 . This difficulty can be overcome by studying an other Vanadium oxyde, NaV 2 O 5 . This compound, first synthetized by Carpy et al [11] , is isostructural to CaV 2 O 5 . However, it contains Na + instead of Ca 2+ , and half the Vanadium have to be in the oxydation state V +5 . These ions do not carry a spin. The remaining V +4 carry a spin 1/2. They form a set of well separated chains of corner sharing VO 5 pyramids (see Fig.   1 ), and the magnetic properties should be well described by the one-dimensional spin 1/2
Heisenberg model:
Note that the exchange integral J between corner sharing VO 5 pyramids is equivalent to the next-nearest neighbour exchange integral J 2 of CaV 4 O 9 .
In this Letter, we present measurements of the magnetic susceptibility of NaV 2 O 5 from 2 to 400 K. The compound has been synthetized using standard techniques. (Patrice, a toi de jouer!) The measurements were performed using a SQUID. The raw data are presented in Fig. 2 . They agree with the early measurements between 80 and 600 K by Carpy et al [11] .
Above 100 K, the suceptibility is consistent with that of a spin 1/2 chain [12, 13] . In that temperature range, the best available estimate of the susceptibility due to Eggert et al is actually indistinguishable from the Bonner-Fisher result, so it does not matter which theory we use to fit the data. There is a maximum at 350 K which implies an exchange integral
As usual, there is an increase of the susceptibility at low temperature due to some kind of defects. The standard procedure is to describe these defects by a Curie-Weiss term
, so that the spin part of the susceptibility reads:
χ V V is the temperature independent Van Vleck paramagnetic susceptibility, ρ is the concentration of impurities, and χ ∞ (T ) is the susceptibility of the infinite chain. At low temperature, the difference between the Bonner-Fisher estimate and the recent results of Eggert et al [13] is not negligible [14] , and we have used the results of Eggert et al for χ ∞ (T ). It turns out that the low temperature part of the susceptibility cannot be fitted satisfactorily along these lines. The best fit one can get using Eq. (2) is depicted as a dashed line in Fig. (2) .
It considerably overestimates the actual susceptibility around the minimum at 70 K.
The main problem is that the amount of impurities one needs to interpret the low temperature susceptibility gives a much too large contribution at higher temperatures. To put it differently, the susceptibility behaves as if the impurities were slowly disappearing when the temperature increases. While this clearly cannot be reconciled with extrinsic impurities, such a behaviour actually makes sense if the impurity contribution comes from finite chains with an odd number of sites. The idea is the following: Roughly speaking, a finite-length chain with N spins behaves like an infinite one at temperatures larger than the finite-size gap, and like a finite one below that temperature. Now, the finite size gap is of order J/N.
So if we have a distribution of finite chains with different lengths, they will progressively dissappear from the impurity term to contribute to χ ∞ (T ) as the temperature is increased.
To be more quantitative, we need to know the distribution of length of the finite chains.
If we make the reasonable assumption that the finite chains are due to a random distribution of point defects, then elementary statistical mechanics shows that the distribution of length is of the form χ N (T ) will be given by Nχ 
where ∆(N) is the finite charge gap, the factor 2 coming from our averaging of the susceptibility.
So, the total susceptibility per site is given by
This equation is actually valid for any distribution of chain length P (N). Concentrating on the distribution of Eq. (3), the sums are readily performed. They read
cluding a VanVleck contribution, our final result for the susceptibility reads
with L(T )/a = (1/8χ(T ))J/k B T . This can be seen as an extension of Eq. (2). The concentration ρ = 1/N 0 is still an adjustable parameter, but the coefficients in front of essentially depend on the local geometry, which is the same in NaV 
