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Abstract In the setting of real vector spaces, we establish a general set-valued
Ekeland variational principle (briefly, denoted by EVP), where the objective func-
tion is a set-valued map taking values in a real vector space quasi-ordered by a
convex cone K and the perturbation consists of a K-convex subset H of the or-
dering cone K multiplied by the distance function. Here, the assumption on lower
boundedness of the objective function is taken to be the weakest kind. From the
general set-valued EVP, we deduce a number of particular versions of set-valued
EVP, which extend and improve the related results in the literature. In particu-
lar, we give several EVPs for approximately efficient solutions in set-valued opti-
mization, where a usual assumption for K-boundedness (by scalarization) of the
objective function’s range is removed. Moreover, still under the weakest lower
boundedness condition, we present a set-valued EVP, where the objective function
is a set-valued map taking values in a quasi-ordered topological vector space and
the perturbation consists of a σ-convex subset of the ordering cone multiplied by
the distance function.
Keywords nonconvex separation functional, vector closure, Ekeland variational
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1 Introduction
Since the variational principle of Ekeland [12, 13] for approximate solutions
of nonconvex minimization problems appeared in 1972, there have been various
1This work was supported by the National Natural Science Foundation of China (Grant Nos.
11471236, 11561049).
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generalizations and applications of the famous principle, for example, see [8, 14,
18]. Motivated by its wide applications, many authors have been interested in
extending the Ekeland variational principle (briefly, denoted by EVP) to the case
with vector-valued maps or set-valued maps, for example, see [3, 6, 8, 10, 11, 15,
18, 26, 45, 50] and the references therein. In the beginning, the most frequently
exploited versions of vector EVP is as follows: the objective function f : X → Y is
a vector-valued map taking values in a (topological) vector space Y quasi-ordered
by a convex cone K and the perturbation is given by a nonzero vector k0 of the or-
dering cone K multiplied by the distance function d(·, ·), i.e., its form is as d(·, ·) k0
(disregarding a constant coefficient), for example, see [3, 8, 18, 19, 28, 33, 40, 50,
54]. Later, Bednarczuk and Zagrodny [7] proved a vector EVP, where the perturba-
tion is given by a convex subset H of the ordering cone multiplied by the distance
function, i.e., its form is as d(·, ·)H . This generalizes the case where directions of
the perturbations are singletons k0. More generally, Gutie´rrez, Jime´nez and Novo
[22] introduced a set-valued metric, which takes values in the set family consisting
of all subsets of the ordering cone and satisfies the so-called triangle inequality. By
using it they gave an original approach to extending the scalar-valued EVP to a
vector-valued version, where the perturbation contains a set-valued metric. They
also deduced several particular versions of EVP involving approximate solutions for
vector optimization problems and presented their interesting applications to opti-
mization. In the above EVPs given by Bednarczuk and Zagrodny [7] and given by
Gutie´rrez, Jime´nez and Novo [22], the objective functions are still a vector-valued
(single-valued) map; and the perturbations contain a convex subset of the ordering
cone and a set-valued metric taking values in the ordering cone, respectively.
On the other hand, Ha [24] introduced a strict minimizer of a set-valued map
by virtue of Kuroiwa’s set optimization criterion (see [32]). Using the method
of cone extensions, Ha established a new version (see [24, Theorem 3.1]) of EVP
for set-valued maps, which is expressed by the existence of a strict minimizer for
a perturbed set-valued optimization problem. Inspired by Ha’s work, Qiu [41]
obtained an improvement of the Ha’s result by using Gerstewitz’s functionals. In
the above Ha’s and Qiu’s versions, the perturbations are both given by d(·, ·) k0;
and the objective functions are both a set-valued map taking values in a locally
convex Hausdorff topological vector space (briefly, denoted by a locally convex
space) quasi-ordered by a convex cone.
Furthermore, Liu and Ng [35], Tammer and Za˘linescu [51], Khanh and Quy
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[29], and Flores-Baz´an, Gutie´rrez and Novo [16] considered more general versions
of EVP, where not only the objective function is a set-valued map, but also the
perturbation contains a set-valued metric, or a convex subset of the ordering cone,
or even a family of set-valued maps satisfying certain property. In particular, Liu
and Ng [35] established several set-valued EVPs, where the objective function is a
set-valued map taking values in a quasi-ordered Banach space and the perturbation
is as the form γ d(·, ·)H or γ′d(·, ·)H, γ′ ∈ (0, γ), where γ > 0 is a constant and
H is a closed convex subset of the ordering cone K. Using the obtained EVPs,
they presented some sufficient conditions ensuring the existence of error bounds
for inequality systems. Tammer and Za˘linescu [51] presented new minimal point
theorems in product spaces and deduced the corresponding set-valued EVPs. As
special cases, they derived many of the existing EVPs and their extensions, for
example, extensions of EVPs of Isac-Tammer (See [18]) and Ha’s versions (See
[24]). By using a lemma on a lower closed transitive reflexive relation on metric
spaces, Khanh and Quy [29] got several stronger and more general versions of
EVP, which extend and improve a lot of known results. By extending Bre´zis-
Browder principle to partially ordered spaces, Flores-Baz´an, Gutie´rrez and Novo
[16] established a general strong minimal point existence theorem on quasi-ordered
spaces and deduced several very general set-valued EVPs, where the objective
function is a set-valued map and the perturbation even involves a family of set-
valued maps satisfying the so-called “trangle inequality” property. These general
set-valued EVPs include many previous EVPs and imply some new interesting
results.
As we have seen, in the original version of EVP, the two requirements on the ob-
jective function are needed. One is the lower semi-continuity of the objective func-
tion; and the other is the lower boundedness of (the image of) the objective func-
tion. Concerning the lower semi-continuity assumption, ones have found that it can
be replaced by a weaker one, i.e., so-called “sequentially lower monotony”. Some-
times, it is called “submonotone” (See [22, 42]) or “monotonically semi-continuous”
(see [7]) or “condition (H-4)” (See [19]). The notions of “lower semi-continuity” and
“sequentially lower monotony” have already been extended to the case of vector-
valued maps or set-valued maps; for details, see Section 2. Concerning the lower
boundedness assumption, we have a few words to say. When the objective function
f is a scalar-valued function, then the lower boundedness of f is clear and definite,
i.e., there exists a real number α such that f(x) ≥ α for all x ∈ X , or equivalently,
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inf{f(x) : x ∈ X} > −∞. However, when the objective function f is a vector-
valued map, or a set-valued map taking values in a (topological) vector space Y
quasi-ordered by a convex cone K, there are various kinds of lower boundedness.
We shall discuss the details in Section 3. We shall see that there exists a kind of
lower boundedness on set-valued maps, which is the weakest.
Very recently, in the setting of a real vector space not necessarily endowed
with a topology, Gutie´rrez, Novo, Ro´denas-Pedregosa and Tanaka [23] studied
the so-called nonconvex separation functional, which is generated by a nonempty
set E ⊂ Y and a nonzero point q ∈ Y , and is denoted by ϕqE . They derived
the essential properties of this functional and used them for characterizing via
scalarization several kinds of solutions of vector equilibrium problems whose image
space is not endowed with any topology. Inspired by their work, we further consider
the so-called generalized nonconvex separation functional, which is generated by
using a set Q in place of a point q in the above functional, and it is denoted by ϕQE .
Being quite different with ϕqE , ϕ
Q
E could no longer satisfy the sub-additivity even
though E is a convex cone and Q is a convex set. Fortunately, we find out that
the sub-additivity ϕQE(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2) still holds if ϕ
Q
E(y1) < 0 and
ϕQE(y2) < 0. By using the property of generalized nonconvex separation functional
and a pre-order principle in [44], we establish a general set-valued EVP, where the
objective function is a set-valued map taking values in a real vector space quasi-
ordered by a convex cone K and the perturbation consists of a cone-convex subset
H of the ordering cone K multiplied by the distance function d(·, ·). It deserves
attention that here the assumption on lower boundedness of the objective function
f is taken to be the weakest kind.
From the general set-valued EVP, we deduce a number of particular versions
of set-valued EVP, which extend and improve many previous results, including all
the above-mentioned set-valued EVPs. In particular, we obtain several EVPs for ǫ-
efficient solutions in set-valued optimization, which extend the related results in [22,
42] from vector-valued maps to set-valued maps. Besides, the usual assumption for
K-boundedness (by scalarization) of the objective function’s range in [22, 42] has
been removed. Moreover, still under the weakest lower boundedness assumption of
the objective function, we present a set-valued EVP, where the objective function
is a set-valued map taking values in a quasi-ordered topological vector space and
the perturbation consists of a σ-convex subset of the ordering cone multiplied by
the distance function. Our results extend and improve the related results in [7, 22,
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24, 29, 34, 35, 41, 42, 44, 51].
This paper is structured as follows. In Section 2, we give some preliminar-
ies, which include some basic concepts on lower semi-continuity and sequentially
lower monotony of set-valued maps. Section 3 presents various kinds of lower
boundedness for set-valued maps and investigates their relationships. In Section
4, stimulated by [23], we consider generalized nonconvex separation functionals in
real vector spaces and study their properties. In Section 5, by using the generalized
nonconvex separation functionals and a pre-order principle in [44], we establish a
general set-valued EVP with the weakest lower boundedness assumption for the
objective function. From this, we deduce a number of particular versions of set-
valued EVP. In Section 6, we introduce the (C, ǫ)-efficiency concept in set-valued
optimization and deduce several EVPs for (C, ǫ)-efficient solutions in set-valued
optimization, which extend and improve the related results in [22, 42]. Finally,
in Section 7, still under the weakest lower boundedness assumption on the objec-
tive function, we present a set-valued EVP, where the perturbation consists of a
σ-convex subset of the ordering cone multipied by the distance function.
2 Preliminaries
Let X be a nonempty set. As in [16], a binary relation  on X is called a pre-
order if it satisfies the transitive property; a quasi-order if it satisfies the reflexive
and transitive properties; a partial order if it satisfies the antisymmetric, reflexive
and transitive properties. Now, let Y be a real vector space. If A,B ⊂ Y are
nonempty and α ∈ R, then sets A+B and αA are defined as follows:
A+B := {z ∈ Y : ∃x ∈ A, ∃y ∈ B such that z = x+ y},
αA := {z ∈ Y : ∃x ∈ A such that z = α x}.
A nonempty set K ⊂ Y is called a cone if αK ⊂ K for all α ≥ 0. A cone K is
called a convex cone if K + K ⊂ K. A convex cone K can specify a quasi-order
≤K on Y as follows:
y1, y2 ∈ Y, y1 ≤K y2 ⇐⇒ y1 − y2 ∈ −K.
In this case, K is also called the ordering cone or positive cone. In the following,
we always assume that K is nontrivial, i.e., K 6= {0} and K 6= Y .
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Next, we give several definitions concerning cone continuity of set-valued maps
(or vector-valued maps) and discuss the relationship between them. In this section,
we always assume that X is a topological space, Y is a topological vector space (we
always assume that it is Hausdorff), and K is a closed convex cone in Y , unless
other specified.
Definition 2.1 (See [24, 29, 44]). A set-valued map f : X → 2Y is said to
be K-lower semi-continuous (briefly, denoted by K-lsc) on X iff for any b ∈ Y , the
set {x ∈ X : f(x) ∩ (b−K) 6= ∅} is closed. f has K-closed values iff f(x) +K is
closed for all x ∈ X .
Next, we discuss a property on maps which is strictly weaker than the lower
semi-continuity. First we consider the case of scalar-valued functions. Let (X, d)
be a metric space and R be the real number space with the usual order and with
the usual topology.
A function f : X → R is said to be sequentially lower monotone (briefly,
denoted by slm) iff for any sequence {xn} ⊂ X with xn → x¯ and f(xn+1) ≤ f(xn),
we have f(x¯) ≤ f(xn), ∀n. Here, we adopt the term “sequentially lower monotone”
from [25]. Chen, Cho and Yang [9] also considered such functions and called them
lower semi-continuous from above (briefly, denoted by lsca) functions. By [9],
we know that slm is strictly weaker than the lower semi-continuity even for real-
valued functions. When R is replaced by a quasi-ordered topological vector space
(Y,≤K), where K is the ordering cone, then we have the following definition on
K-sequentially lower monotone vector-valued maps (see [7, 19, 22, 25, 42]).
A vector-valued map f : X → (Y,≤K) is said to be K-sequentially lower
monotone (briefly, denoted by K-slm, or slm) iff for any sequence {xn} ⊂ X with
xn → x¯ and f(xn+1) ≤K f(xn), we have f(x¯) ≤K f(xn), ∀n.
In [7], a K-slm map is called a monotonically semi-continuous with respect to
K map, in [19] it is called a map with property (H4), and in [22, 42] it is called
a submonotone vector-valued map. The notion of K-slm maps has also been ex-
tended to set-valued maps as follows (see [29, 41]).
Definition 2.2. A set-valued map f : X → 2Y is said to be K-sequentially
lower monotone (briefly, denoted by K-slm, or slm) if for any sequence {xn} ⊂ X
with xn → x¯ and f(xn) ⊂ f(xn+1) +K, we have f(xn) ⊂ f(x¯) +K, ∀n.
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In [29], a K-slm set-valued map is called a weak K-lower semi-continuous from
above (w.K-lsca) set-valued map. It is easy to see (see [41]) that a K-lsc set-valued
map is K-slm. But the converse is not true.
3 Various kinds of lower boundedness for set-valued maps
For a scalar-valued function f : X → R, we have only one notion of lower
boundedness: f is said to be lower bounded if there exists α ∈ R such that
f(x) ≥ α, ∀x ∈ X , or equivalently, inf{f(x) : x ∈ X} > −∞. However, for a
vector-valued (or set-valued) map, there are various kinds of lower boundedness. In
the following, we assume that (X, d) is a metric space and (Y,≤K) is a topological
vector space quasi-ordered by a convex cone K. The following notions of K-lower
boundedness and quasi K-lower boundedness are well known and are widely used
in vector optimization and in extending EVP to the case of vector-valued or set-
valued maps.
Definition 3.1. A set M ⊂ Y is said to be K-lower bounded iff there exists
b ∈ Y such that M ⊂ b+K. Moreover, M is said to be quasi K-lower bounded iff
there exists a bounded set B such thatM ⊂ B+K. A set-valued map f : X → 2Y
is said to be K-lower bounded on X iff f(X) is K-lower bounded. Moreover, f is
said to be quasi K-lower bounded iff f(X) is quasi K-lower bounded.
Since a singleton is a bounded set, every K-lower bounded set is quasi K-
lower bounded and hence every K-lower bounded set-valued map is quasi K-lower
bounded. But the converse is not true.
Example 3.2. Let Y = R2 be endowed with the topology generated by the
usual Euclidean distance d. Let K = {(η1, 0) ∈ Y : η1 ≥ 0} and B = {(0, η2) ∈
Y : −1 ≤ η2 ≤ 1}. Then, K is a closed convex cone in Y and B is a bounded set
in Y . Obviously, the set B +K = {(η1, η2) ∈ Y : η1 ≥ 0, −1 ≤ η2 ≤ 1} is a quasi
K-lower bounded set, but it is not K-lower bounded, since for any b = (b1, b2) ∈ Y ,
B+K is not contained in b+K. Now, let X be R endowed with the usual distance
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and let f : X → 2Y be defined as follows:
f(x) = {(x2, η2) : −1 ≤ η2 ≤ 1}, x ∈ X.
Obviously, f(X) = B+K is quasi K-lower bounded, but it is notK-lower bounded.
Sometimes, aK-lower bounded map is said to be a bounded from below map, for
example, see [19, 29]; a quasi K-lower bounded map is said to be a quasi-bounded
from below map, for example, see [4, 5, 29, 51]. Several authors further considered
lower boundedness by scalarizations with continuous linear functionals. This needs
to assume that there exist enough continuous linear functionals, for example, see
[22, 42]. Let’s recall some basic facts on topological vector spaces.
Let Y be a topological vector space and let Y ∗ be its topological dual, i.e., the
vector space consisting of all continuous linear functionals on Y . It may happen
that Y ∗ = {0}, i.e., there is no nontrivial continuous linear functional, even though
Y is Hausdorff (See [31, pp. 157-158]). However, if Y is a locally convex Hausdorff
topological vector space (briefly, denoted by a locally convex space), then Y ∗ is
large enough so that it can separates points in Y , i.e., for any two different points
y1 6= y2 in Y , there exists y
∗ ∈ Y ∗ such that y∗(y1) 6= y
∗(y2) (For details, see [30,
31, 52]). For any y∗ ∈ Y ∗, we define a continuous semi-norm py∗ on Y as follows:
py∗(y) = |y
∗(y)| ∀y ∈ Y. The semi-norm family {py∗ : y
∗ ∈ Y ∗} generates a locally
convex Hausdorff topology on Y (See, e. g., [30, 31, 52]), which is called the weak
topology on Y and denoted by σ(Y, Y ∗). For any nonempty subset F of Y ∗, the
semi-norm family {py∗ : y
∗ ∈ F} can also generate a locally convex topology (which
need not be Hausdorff) on Y , which is denoted by σ(Y, F ).
The positive polar cone of K is denoted by K+, i.e., K+ = {y∗ ∈ Y ∗ : y∗(y) ≥
0, ∀y ∈ K}. An element in K+ is called a positive continuous linear functional on
Y . If Y is a topological vector space and int(K) 6= ∅, then K+\{0} 6= ∅. If Y is a
locally convex space and 0 6∈ cl(K), then we also have K+\{0} 6= ∅.
Definition 3.3 (See [46]). If there exists k∗ ∈ K+\{0} such that ∪{k∗(f(x)) :
x ∈ X} is bounded from below, then f : X → 2Y is said to be k∗-lower bounded.
Proposition 3.4 (See [46]). Let f : X → 2Y be quasi K-lower bounded.
Then, for any k∗ ∈ K+\{0}, f is k∗-lower bounded.
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Let Y be a locally convex space, K ⊂ Y be a convex cone and H ⊂ Y be a
K-convex set, i.e., H + K is convex. By the Hahn-Banach separation theorem,
we can show that 0 6∈ cl(H + K) iff K+ ∩ H+s 6= ∅, where H+s denotes the set
{y∗ ∈ Y ∗ : ∃ δ > 0 such that y∗(h) ≥ δ ∀h ∈ H}.
Definition 3.5. let Y be a locally convex space, K ⊂ Y be a convex cone,
H ⊂ K\−K be a K-convex set and 0 6∈ cl(H +K). If there exists k∗ ∈ K+ ∩H+s
such that ∪{k∗(f(x)) : x ∈ X} is bounded from below, then f : X → 2Y is said
to be k∗(H)-lower bounded.
Particularly, in Definition 3.5, the set H may be a singleton {k0}, where k0 ∈
K\ − K such that k0 6∈ cl(K). The following example shows that there being
k∗ ∈ K+ ∩ H+s such that f is k∗-lower bounded doesn’t imply that f is quasi
K-lower bounded.
Example 3.6. Let X be R endowed with the usual metric, Y be R2 endowed
with the topology generated by the Euclidean distance, K ⊂ Y be the convex cone
{(y1, y2) ∈ R
2 : y1 ≥ 0 and y2 ≥ 0}, and H be the set {(y1, y2) ∈ R
2 : y1 ≥ 0, y2 ≥
0 and y1 + y2 = 1}. Obviously, H ⊂ K\ −K and 0 6∈ cl(H +K). Let k
∗ ∈ Y ∗ be
defined as follows: k∗(y1, y2) = y1 + y2, (y1, y2) ∈ Y = R
2. Clearly,
k∗(y) = y1 + y2 ≥ 0 ∀y = (y1, y2) ∈ K;
and
k∗(y) = y1 + y2 = 1 ∀y = (y1, y2) ∈ H.
Thus, k∗ ∈ K+ ∩H+s. Let f : X → 2Y be defined as follows: f(x) = {(|x|, x)} ⊂
Y = R2, x ∈ X = R. It is easy to see that k∗(f(x)) = |x|+x ≥ 0, ∀x ∈ X . Thus,
f(X) is k∗-lower bounded. But, there isn’t a bounded set B such that f(X) ⊂
B +K, since p2 ◦ f(X) = (−∞,+∞), where p2 is the projection: (y1, y2) 7→ y2.
From Proposition 3.4 and Example 3.6, we know that k∗- or k∗(H)-lower bound-
edness is strictly weaker than the quasi K-lower boundedness. The following kind
of lower boundedness seems to be the weakest; also refer to [41, 46].
Definition 3.7. Let H ⊂ K\ −K. A set-valued map f : X → 2Y is said to
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be H-lower bounded if there exists y0 ∈ Y and ǫ > 0 such that
f(X) ∩ (y0 − ǫH −K) = ∅.
Proposition 3.8 (Refer to [41, 46]). Let 0 6∈ cl(H + K). If f : X → 2Y is
quasi K-lower bounded, then for any y ∈ Y , there exists ǫ > 0 such that
f(X) ∩ (y − ǫH −K) = ∅.
Certainly, f is H-lower bounded.
Proof. Assume the contrary. There exists y0 ∈ Y such that
f(X) ∩ (y0 − nH −K) 6= ∅, ∀n. (3.1)
Since f is quasi K-lower bounded, there exists a bounded set B in Y such that
f(X) ⊂ K +B. Combining this with (3.1), we have
(K +B) ∩ (y0 − nH −K) 6= ∅, ∀n.
For each n, there exists kn ∈ K, bn ∈ B such that
kn + bn ∈ y0 − nH −K.
From this,
bn
n
−
y0
n
∈ −H −K −
kn
n
⊂ −H −K.
Letting n→∞, we have 0 ∈ −cl(H +K). This contradicts 0 6∈ cl(H +K).
Proposition 3.9. Let K+ ∩ H+s 6= ∅ and f : X → 2Y be k∗(H)-lower
bounded. Then, for any y ∈ Y , there exists ǫ > 0 such that
f(X) ∩ (y − ǫH −K) = ∅.
Proof. Let k∗ ∈ K+ ∩H+s such that k∗ ◦ f(X) is lower bounded. Assume the
contrary. There exists y0 ∈ Y such that
f(X) ∩ (y0 − nH −K) 6= ∅, ∀n.
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Thus, for each n, there exists yn ∈ f(X) such that
yn ∈ y0 − nH −K. (3.2)
Since k∗ ∈ H+s ∩ K+, there exists δ > 0 such that k∗(h) ≥ δ ∀h ∈ H and
k∗(y) ≥ 0 ∀y ∈ K. Combining this with (3.2), we have
k∗(yn) ≤ k
∗(y0)− n δ, ∀n.
Here, every yn ∈ f(X). This is contradicts that k
∗ ◦ f(X) is lower bounded.
The following example shows that even though for any y ∈ Y , there exists ǫ > 0
such that
f(X) ∩ (y − ǫH −K) = ∅,
it still may happen that for every k∗ ∈ K+\{0}, f is not k∗-lower bounded.
Example 3.10. Let X = R and let Y = R2 be endowed with the topology
generated by the Euclidean distance. Let the convex cone K be {(y1, y2) ∈ Y :
y1 ≥ 0, y2 ≥ 0} and let H be {(1− λ)(1, 1) + λ(2, 1) ∈ Y : 0 ≤ λ ≤ 1}. It is easy
to verify that
H +K = {(1 + λ+ y1, 1 + y2) ∈ Y : y1 ≥ 0, y2 ≥ 0, 0 ≤ λ ≤ 1}.
Clearly, H ⊂ K\−K and 0 6∈ cl(H +K). Define a set-valued map f : X → 2Y as
follows:
f(x) = {(x, 0), (0, x)} ⊂ Y, x ∈ X.
Obviously,
f(X) = {(x, 0) ∈ Y : x ∈ R} ∪ {(0, x) ∈ Y : x ∈ R}.
For any given y0 = (y01, y02) ∈ Y , take ǫ > |y01| + |y02|. Then,
y0 − ǫH −K = (y01, y02) + {(−ǫ(1 + λ)− y1, −ǫ− y2) : y1 ≥ 0, y2 ≥ 0, 0 ≤ λ ≤ 1}
= {(y01 − ǫ(1 + λ)− y1, y02 − ǫ− y2) : y1 ≥ 0, y2 ≥ 0, 0 ≤ λ ≤ 1}.
Assume that y01 − ǫ(1 + λ)− y1 = 0. Then
y01 = ǫ(1 + λ) + y1 ≥ ǫ(1 + λ) ≥ ǫ,
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contradicting ǫ > |y01| ≥ y01. Similarly, assume that y02 − ǫ − y2 = 0. Then
y02 = ǫ+ y2 ≥ ǫ, contradicting ǫ > |y02| ≥ y02. Thus,
f(X) = {(x, 0) : x ∈ R} ∪ {(0, x) : x ∈ R}
does not intersect y0 − ǫH −K. That is,
f(X) ∩ (y0 − ǫH −K) = ∅.
Hence f is H-lower bounded. For any y∗ ∈ Y ∗\{0}, there exists a unique (α, β) ∈
R2 such that y∗(y1, y2) = α y1+β y2, ∀(y1, y2) ∈ Y = R
2, where |α|+|β| > 0. Ob-
viously, y∗◦f(x) = {αx}∪{β x}. Hence, y∗◦f(X) = {αx : x ∈ R}∪{β x : x ∈ R}
is not lower bounded in real number space R. That is, f(X) is not y∗-lower
bounded. Certainly, for any k∗ ∈ K+\{0}, f is not k∗-lower bounded.
Summing up the main points of the section, we have the following scheme:
K-lower boundedness ⇒6⇐ quasi K-lower boundedness
⇒
6⇐ k
∗(H)-lower boundedness
k∗(H)-lower boundeness ⇒6⇐ H-lower boundedness.
4 Generalized nonconvex separation functional
Very recently, Gutie´rrez, Novo, Ro´denas-Pedregosa and Tanaka [23] studied
the so-called noncnvex separation functional in a real vector space not necessarily
endowed with a topology. They derived the essential properties of this functional
and successfully applied them for characterizing via scalarization several kinds of
solutions of vector equilibrium problems whose image space is not endowed with
any particular topology. As in [23], let Y be a real vector space, q ∈ Y \{0} and
∅ 6= E ⊂ Y . The so-called nonconvex separation functional ϕqE : Y → R ∪ {±∞}
is defined as follows:
ϕqE(y) :=
{
+∞ if y 6∈ Rq − E,
inf{t ∈ R : y ∈ tq − E} otherwise.
This functional was introduced in [17] and it is called by different names: Ger-
stewitz’s function, nonlinear scalarization function, smallest strictly monotonic
function [36], shortage function [37], and so on. For its main properties, please
see, for example, [8, 18, 23, 36, 47, 48, 50] and the references therein. We ob-
serve that in [23] the definition of nonconvex separation functional is stated in
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the most general form, where E is an arbitrary nonempty set and q is an arbi-
trary direction, not assuming any hypothesis on E and q. Inspired by Gutie´rrez,
Novo, Ro´denas-Pedregosa and Tanaka’s work [23] we shall extend the nonconvex
separation functional from a point q into a set Q and further investigate the funda-
mental properties of such a generalized nonconvex separation functional. Applying
the generalized nonconvex separation functional and its properties, we shall derive
EVPs with set perturbations under the weakest lower boundedness condition for
objective functions.
First, we recall several related notions. Let Y be a real vector space. For a
nonempty set A ⊂ Y , the vector closure of A is defined as follows (See [1, 2, 47]):
vcl(A) = {y ∈ Y : ∃v ∈ Y, ∃λn ≥ 0, λn → 0 such that y + λnv ∈ A, ∀n ∈ N}.
For any given v0 ∈ Y , we define the v0-closure of A as follows (see [43, 47]):
vclv0(A) = {y ∈ Y : ∃λn ≥ 0, λn → 0 such that y + λnv0 ∈ A, ∀n ∈ N}.
Obviously,
A ⊂ vclv0(A) ⊂ ∪v∈Y vclv(A) = vcl(A).
All the above inclusions are proper (For details, see [47]). Moreover, if Y is
a topological vector space and cl(A) denotes the topological closure of A, then
vcl(A) ⊂ cl(A) and the inclusion is also proper. A subset A of Y is said to be
v0-closed iff A = vclv0(A); to be vectorially closed iff A = vcl(A); to be (topo-
logically) closed iff A = cl(A). Moreover, let Θ ⊂ Y be a convex set. Put
Θ0 := ∪0≤λ≤1λΘ. Then Θ0 is a convex set and 0 ∈ Θ0. For 0 < ǫ < ǫ
′, we
have ǫΘ0 ⊂ ǫ
′Θ0. For any real sequence {ǫn} with every ǫn > 0 and ǫn → 0, we
have ∩ǫ>0(A−ǫΘ0) = ∩
∞
n=1(A−ǫnΘ0). The set ∩ǫ>0(A−ǫΘ0), denoted by clΘ(A),
is called the Θ-closure of A. A is said Θ-closed iff clΘ(A) = A. Particularly, if Y is
a locally convex space, then every locally closed set (concerning locally closed sets,
see [39]) is Θ-closed for every bounded convex set Θ. But, a Θ-closed set, where Θ
is a certain bounded convex set, may be non-locally closed. In fact, a subset A of
a locally convex space Y is locally closed iff for every bounded convex set Θ, A is
Θ-closed (For details, see [43]).
Inspired by [23] we introduce the so-called generalized nonconvex separation
functional ϕQE : Y → R ∪ {±∞} by using a set Q in place of a point q.
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Definition 4.1. Let Y be a real vector space, Q ⊂ Y \{0} and ∅ 6= E ⊂ Y.
The generalized nonconvex separation functional ϕQE is defined as follows:
ϕQE(y) :=
{
+∞ if y 6∈ RQ−E,
inf{t ∈ R : y ∈ tQ− E} otherwise.
If −∞ < ϕQE(y) < +∞, then either y ∈ ϕ
Q
E(y)Q−E or y 6∈ ϕ
Q
E(y)Q−E and there
exists a positive sequence (ǫn) with ǫn → 0 such that y ∈ (ϕ
Q
E(y) + ǫn)Q−E.
Proposition 4.2. Let E satisfy λE ⊂ E for all λ > 0 and 0 6∈ Q+ E. Then,
{y ∈ Y : ϕQE(y) = −∞} 6= ∅ ⇐⇒ 0 ∈ vcl(Q + E).
Proof. Let y ∈ Y such that ϕQE(y) = −∞. Then, there exists a sequence {βn}
with every βn > 0 and βn → +∞ such that y ∈ −βnQ− E. Thus,
1
βn
y ∈ −Q− E and
1
βn
(−y) ∈ Q+ E.
From this, 0 ∈ vcl−y(Q + E) ⊂ vcl(Q+ E).
Conversely, let 0 ∈ vcl(Q + E). Then, there exists v ∈ Y and a sequence {λn}
with every λn ≥ 0 and λn → 0 such that λnv ∈ Q + E. Since 0 6∈ Q + E, we have
every λn > 0. Thus,
v ∈
1
λn
Q+ E and − v ∈ −
1
λn
Q−E.
Put y = −v. Then ϕQE(y) = −∞.
Proposition 4.3. Let E satisfy λE ⊂ E for all λ ≥ 0 and 0 6∈ Q+ E.
(a) ϕQE(0) = 0.
(b) ϕQE(α y) = αϕ
Q
E(y) for all y ∈ Y and all α ≥ 0.
Proof. (a) Obviously, 0 ∈ 0 · Q − E, so ϕQE(0) ≤ 0. Assume that ϕ
Q
E(0) < 0.
Then, there exists ǫ ≥ 0 such that ϕQE(0) + ǫ < 0 and
0 ∈ (ϕQE(0) + ǫ)Q− E = −(ϕ
Q
E(0) + ǫ)(−Q− E).
From this, 0 ∈ −Q− E, which contradicts the assumption tat 0 6∈ Q+ E.
(b) We shall prove the result according to the following different cases.
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Case (I) α = 0. By (a), ϕQE(α y) = ϕ
Q
E(0) = 0. Also, 0 · ϕ
Q
E(y) = 0, where we
define 0 · (+∞) = 0 · (−∞) = 0 if necessary. Hence ϕQE(α y) = αϕ
Q
E(y) holds when
α = 0.
Case (II) α > 0 and −∞ < ϕQE(y) < +∞. There exists a sequence {ǫn} with
every ǫn ≥ 0 and ǫn → 0 such that
y ∈ (ϕQE(y) + ǫn)Q− E.
Thus,
α y ∈ α(ϕQE(y) + ǫn)Q− E
= (αϕQE(y) + α ǫn)Q− E.
From this, ϕQE(α y) ≤ αϕ
Q
E(y) + α ǫn, ∀n. Letting n→∞, we have
ϕQE(α y) ≤ αϕ
Q
E(y). (4.1)
On the other hand,
ϕQE(y) = ϕ
Q
E(
1
α
α y) ≤
1
α
ϕQE(α y).
Thus,
ϕQE(α y) ≥ αϕ
Q
E(y). (4.2)
By (4.1) and (4.2), we have
ϕQE(α y) = αϕ
Q
E(y).
Case (III) α > 0 and ϕQE(y) = +∞. For all t ∈ R, y 6∈ tQ− E. This leads to
α y 6∈ tQ−E, ∀t ∈ R. From this,
ϕQE(α y) = +∞ = α (+∞) = αϕ
Q
E(y).
Case (IV) α > 0 and ϕQE(y) = −∞. There exists a sequence {βn} with all
βn > 0 and βn → +∞ such that y ∈ −βnQ−E. Thus,
α y ∈ −α βnQ− E.
Now, α βn → +∞, we have ϕ
Q
E(α y) = −∞. Thus,
ϕQE(α y) = −∞ = α (−∞) = αϕ
Q
E(y).
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Proposition 4.4. Let E satisfy λE ⊂ E for all λ > 0.
(a) Let Q + E be a convex set. Then,
ϕQE(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2) whenever ϕ
Q
E(y1) < 0 and ϕ
Q
E(y2) < 0.
(b) Let Q− E be a convex set. Then,
ϕQE(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2) whenever ϕ
Q
E(y1) > 0 and ϕ
Q
E(y2) > 0.
Proof. (a) Let −∞ < ϕQE(y1) < 0 and −∞ < ϕ
Q
E(y2) < 0. Then, there exists
a sequence {ǫn} with all ǫn ≥ 0 and ǫn → 0 such that
ϕQE(y1) + ǫn < 0 and y1 ∈ (ϕ
Q
E(y1) + ǫn)Q−E. (4.3)
And there exists a sequence {δn} with all δn ≥ 0 and δn → 0 such that
ϕQE(y2) + δn < 0 and y2 ∈ (ϕ
Q
E(y2) + δn)Q− E. (4.4)
By (4.3) and (4.4) and using that Q + E is convex, we have
y1 + y2 ∈ (ϕ
Q
E(y1) + ǫn)Q− E + (ϕ
Q
E(y2) + δn)Q−E
= −(ϕQE(y1) + ǫn)(−Q−E)− (ϕ
Q
E(y2) + δn)(−Q−E)
= −(ϕQE(y1) + ǫn + ϕ
Q
E(y2) + δn) (−Q− E)
⊂ (ϕQE(y1) + ϕ
Q
E(y2) + ǫn + δn)Q− E.
Hence,
ϕQE(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2) + ǫn + δn
and
ϕQE(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2).
Let one of the ϕQE(y1), ϕ
Q
E(y2) be−∞. For example, let ϕ
Q
E(y1) = −∞ and ϕ
Q
E(y2) <
0. By ϕQE(y1) = −∞, there exists a sequence {βn} with all βn > 0 and βn → ∞
such that
y1 ∈ −βnQ−E and y1 ∈ βn(−Q−E). (4.5)
By ϕQE(y2) < 0, there exists λ > 0 such that
y2 ∈ −λQ− E = λ(−Q−E). (4.6)
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By (4.5) and (4.6) and using that Q + E is convex, we have
y1 + y2 ∈ (βn + λ) (−Q− E) ⊂ −(βn + λ)Q− E.
Since βn + λ→ +∞ (n→∞), we have ϕ
Q
E(y1 + y2) = −∞. Thus, we still have
ϕQE(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2).
(b) The proof is similar to that of (a). Here we won’t write the details.
But, if ϕQE(y1) and ϕ
Q
E(y2) have different signs, for example, ϕ
Q
E(y1) > 0 and
ϕQE(y2) < 0, then we don’t have ϕ
Q
E(y1 + y2) ≤ ϕ
Q
E(y1) + ϕ
Q
E(y2) even though E is
a convex cone K and Q is a convex set H .
Example 4.5. Let Y be R2 with the usual linear structure and with the
ordering cone K := {(η1, η2) ∈ R
2 : η1 ≥ 0, η2 ≥ 0}. Let H be the set {(1−
λ
2
, 1−
λ
2
) ∈ R2 : 0 ≤ λ ≤ 1}. Obviously, H ⊂ K is a convex set and 0 6∈ vcl(H + K).
Put y1 = (1, 1) and put y2 = (−1,−1). It is easy to verify that
ϕHK(y1) = inf{t ∈ R : y1 = (1, 1) ∈ tH −K} = 1
and
ϕHK(y2) = inf{t ∈ R : y2 = (−1,−1) ∈ tH −K} = −2.
We remark that
ϕHK(y1 + y2) = ϕ
H
K(0, 0) = 0 > 1− 2 = ϕ
H
K(y1) + ϕ
H
K(y2).
Now, let E be a convex cone K specifying a quasi-order ≤K and let Q be a K-
convex set H such that H ⊂ K\−K. Obviously, ϕHK is nondecreasing with respect
to ≤K . Synthesizing the above results we have the following particular proposition,
which is a convenient tool for deriving set-valued EVPs with set-valued perturba-
tions (See Section 5).
Proposition 4.6. Let K ⊂ Y be a convex cone and H ⊂ K\ − K be a
K-convex set. Then, the generalized nonconvex separation functional ϕHK has the
following properties:
(a) 0 6∈ vcl(H +K) ⇐⇒ ϕHK(y) 6= −∞, ∀y ∈ Y.
(b) y1 ≤K y2 =⇒ ϕ
H
K(y1) ≤ ϕ
H
K(y2), ∀y1, y2 ∈ Y.
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(c) ϕHK(α y) = αϕ
H
K(y), ∀y ∈ Y, ∀α ≥ 0.
(d) ϕHK(y1 + y2) ≤ ϕ
H
K(y1) + ϕ
H
K(y2), whenever ϕ
H
K(y1) < 0 and ϕ
H
K(y2) < 0.
Next, we further give two results on generalized nonconvex separation functional
with some vectorial closedness conditions.
Proposition 4.7. Let E satisfy λE ⊂ E for all λ > 0 and ϕQE(y) ∈ R.
(a) Let Q−E be vectorially closed and ϕQE(y) > 0. Then y ∈ ϕ
Q
E(y)Q−E.
(b) Let Q+ E be vectorially closed and ϕQE(y) < 0. Then y ∈ ϕ
Q
E(y)Q−E.
(c) Let Q be convex and ϕQE(y) = 0. Then y ∈ −clQ(E).
Proof. (a) If y ∈ ϕQE(y)Q − E, then the result already holds. Now, assume
that there exists a sequence {ǫn} with all ǫn > 0 and ǫn → 0 such that
y ∈ (ϕQE(y) + ǫn)Q− E.
Thus,
y
ϕQE(y) + ǫn
∈ Q− E.
Letting n→∞, we have
y
ϕQE(y)
∈ vcl(Q− E) = Q− E.
Thus, y ∈ ϕQE(y)Q− E.
(b) If y ∈ ϕQE(y)Q−E, then the result already holds. Now, assume that there
exists a sequence {ǫn} with all ǫn > 0 and ǫn → 0 such that
ϕQE(y) + ǫn < 0 and y ∈ (ϕ
Q
E(y) + ǫn)Q− E.
Thus,
y
ϕQE(y) + ǫn
∈ Q+ E.
Letting n→∞, we have
y
ϕQE(y)
∈ vcl(Q + E) = Q+ E.
Thus, y ∈ ϕQE(y)Q− E.
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(c) If y ∈ ϕQE(y)Q−E = 0−E = −E, certainly, y ∈ −clQ(E). Now, assume
that there exists a sequence {ǫn} with all ǫn > 0 and ǫn → 0 such that
y ∈ ǫnQ−E = −(E − ǫnQ), ∀n.
Thus,
y ∈
∞⋂
n=1
−(E − ǫnQ) ⊂
∞⋂
n=1
−(E − ǫnQ0) = −clQ(E).
Proposition 4.8. Let Y be a topological vector space, E be a closed convex
cone and Q be a compact convex set. Then y ∈ ϕQE(y)Q− E.
Proof. Since E is closed and Q is compact, both Q−E and Q+E are closed,
certainly are vectorially closed. Now, applying Proposition 4.7 (a) and (b), we have
y ∈ ϕQE(y)Q− E when ϕ
Q
E(y) > 0 or ϕ
Q
E(y) < 0.
Next, we consider the case of ϕQE(y) = 0. Since E is closed, it is also locally closed
and hence clQ(E) = E. Applying Proposition 4.7 (c), we have
y ∈ −clQ(E) = −E = ϕ
Q
E(y)− E.
Particularly, if Y is a locally convex space and E is a closed convex cone, the
same result, i.e., y ∈ ϕQE(y)−E, still holds, even we only assume that Q is weakly
compact.
At the end of this section, we shall present a separation result on generalized
nonconvex separation functional in the setting of real vector spaces, which is simi-
lar to [18, Theorem 2.3.6]. For this, we need the notions of algebraic interior, i.e.,
cor(E), and relatively algebraic interior, i.e., icr(E), of set E, please refer to [8, 18,
27, 36, 53]. Here, we state the related notions in a slightly different way. Let Y
be a real vector space and E ⊂ Y be nonempty. A point y ∈ E is said to be a
quasi-core point of E, denoted by y ∈ qcor(E), iff for any v ∈ Y and for any δ > 0,
there exists 0 < ǫ < δ such that y + ǫ v ∈ E. Moreover, let B ⊂ Y be nonempty.
A point y ∈ E is said to be a quasi-core point of E with respect to B, denoted by
y ∈ qcorB(E), iff for any b ∈ B and any δ > 0, there exists 0 < ǫ < δ such that
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y + ǫ b ∈ E.
Proposition 4.9. Let E ⊂ Y satisfy λE ⊂ E for all λ > 0 and let Q ⊂ Y be
nonempty. Suppose that the following conditions are satisfied:
(i) E + (0,∞) ·Q ⊂ qcor−Q(E).
(ii) Q ∩ qcor(E) 6= ∅.
(iii) 0 6∈ vcl(Q+ E).
Then, for every y ∈ Y , ϕQE(y) ∈ R and for any λ ∈ R,
{y ∈ Y : ϕ(y) < λ} = λQ− qcor−Q(E).
Particularly, if λ = 0, then {y ∈ Y : ϕ(y) < 0} = −qcor−Q(E). If a set A ⊂ Y
satisfies A ∩ −qcor−Q(E) = ∅, then
ϕQE(−y) < 0, ∀y ∈ qcor−Q(E) and ϕ
Q
E(a) ≥ 0, ∀a ∈ A.
Proof. By condition (ii), there exists q ∈ Q ∩ qcor(E). For any y ∈ Y , there
exists ǫ > 0 such that q − ǫ y ∈ E. From this,
y ∈
1
ǫ
q −E ⊂
1
ǫ
Q− E.
Thus,
ϕQE(y) ≤
1
ǫ
< +∞.
By condition (iii) and Proposition 4.2, we know that ϕQE(y) 6= −∞. Thus, we have
ϕQE(y) ∈ R, ∀y ∈ Y. Next, we show that
{y ∈ Y : ϕQE(y) < λ} = λQ− qcor−Q(E).
Assume that ϕQE(y) < λ. Then, there exists ǫ > 0 such that ϕ
Q
E(y) ≤ λ− ǫ < λ and
y ∈ (λ− ǫ)Q− E
⊂ λQ− ǫQ− E
⊂ λQ− qcor−Q(E),
where we have used condition (i) in the last step.
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Conversely, assume that y ∈ λQ− qcor−Q(E). Then, there exists q ∈ Q such
that y ∈ λ q − qcor−Q(E). From this, λ q − y ∈ qcor−Q(E). Hence, there exists
ǫ > 0 such that λ q − y − ǫ q ∈ E. Thus,
y ∈ (λ− ǫ)q −E ⊂ (λ− ǫ)Q−E.
So, ϕQE(y) ≤ λ− ǫ < λ.
5 EVPs with set-valued objective functions and set-valued
perturbations
In this section, we assume that (X, d) is a metric space, Y is a real vector space
quasi-ordered by a convex cone K, H ⊂ K is a K-convex set and f : X → 2Y is a
set-valued map. We define a binary relation  on X as follows: for any x, x′ ∈ X ,
x′  x ⇐⇒ f(x) ⊂ f(x′) + d(x, x′)H +K.
Obviously, x  x for all x ∈ X . Thus,  satisfies the reflexive property. Now,
assume that x′  x and x′′  x′. Then,
f(x) ⊂ f(x′) + d(x, x′)H +K and f(x′) ⊂ f(x′′) + d(x′, x′′)H +K.
From the above two inclusions, we have
f(x) ⊂ f(x′′) + d(x′, x′′)H + d(x, x′)H +K
⊂ f(x′′) + d(x′, x′′)(H +K) + d(x, x′)(H +K) +K
= f(x′′) + (d(x, x′) + d(x′, x′′)) (H +K) +K
⊂ f(x′′) + d(x, x′′)H +K.
That is, x′′  x. Thus,  satisfies the transitive property. Hence  is a quasi-order.
For any x ∈ X , put
S(x) := {x′ ∈ X : x′  x}.
As  is a quasi-order, we have x ∈ S(x) for all x ∈ X ; and S(x′) ⊂ S(x) for all
x′ ∈ S(x).
Definition 5.1 (See [42]). Let S(·) : X → 2X\{∅} be a set-valued map satis-
fying S(x′) ⊂ S(x) for all x′ ∈ S(x). S(·) is said to be dynamically closed at x ∈ X
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if (xn) ⊂ S(x) such that xn+1 ∈ S(xn) for all n and xn → x¯ then x¯ ∈ S(x). In
this case, we also say that S(x) is dynamically closed. Moreover, (X, d) is said to
be S(x)-dynamically complete if for any Cauchy sequence (xn) ⊂ S(x) such that
xn+1 ∈ S(xn) for all n, there exists x¯ ∈ X such that xn → x¯.
We remark that a property similar to the above dynamical closedness, i.e.,
so-called the limit monotonicity property, was also introduced by Bao and Mor-
dukhovich (See [4, 5]). Moreover, some useful notions, for example, -completeness
and -lower closedness on quasi-order , were introduced by Khanh and Quy (see
[29]). A quasi-order  is said to be lower closed if for any sequence (xn) ⊂ X such
that xn+1  xn for all n and converging to x¯, one has x¯  xn for all n. S(x) is said
to be -complete if every Cauchy sequence (xn) ⊂ S(x) such that xn+1 ∈ S(xn)
for all n, is convergent to a point of S(x). Obviously,  being lower closed implies
that S(x) is dynamically closed for all x ∈ X . And S(x) being -complete implies
that (X, d) is S(x)-dynamically complete. By using lower closed quasi-order, un-
der very weak conditions Khanh and Quy [29] obtained the following very general
set-valued EVP, where the perturbation consists of a convex subset of the ordering
cone multiplied by the distance function.
Theorem 5.A (See [29, Theorem 3.2]). Let (X, d) be a metric space, Y be a
locally convex space, K be a convex cone in Y and H ⊂ K be a convex set such
that 0 6∈ cl(H +K), x0 ∈ X and f : X → 2
Y be a set-valued map. Suppose that
the following conditions hold
(i) S(x0) is -complete;
(ii) f(S(x0)) is quasi K-lower bounded (i.e., quasibounded from below);
(iii)  is lower closed.
Then, there exists x¯ ∈ X such that
(a) f(x0) ⊂ f(x¯) + d(x0, x¯)H +K;
(b) f(x¯) 6⊂ f(x) + d(x¯, x)H +K, ∀x ∈ X\{x¯}.
In order to deduce our set-valued EVPs, we need the following lemma, which is
indeed a corollary of the pre-order principle in [44].
Lemma 5.2 (See [44, Theorem 3.1]). Let X be a nonempty set, Y be a
real vector space, K ⊂ Y be a convex cone specifying a quasi-order ≤K on Y ,
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f : X → 2Y be a set-valued map and Fλ : X ×X → 2
K\{∅}, λ ∈ Λ, be a family
of set-valued bimaps satisfying the triangle inequality property (see [16]), i.e., for
each xi ∈ X, i = 1, 2, 3, and λ ∈ Λ there exists µ, ν ∈ Λ such that
Fµ(x1, x2) + Fν(x2, x3) ⊂ Fλ(x1, x3) +K.
Let x0 ∈ X such that
S(x0) := {x ∈ X : f(x0) ⊂ f(x) + Fλ(x, x0) +K, ∀λ ∈ Λ} 6= ∅.
Suppose that there exists a K-monotone extended real function ξ : R ∪ {±∞}
satisfying the following assumptions:
(D) −∞ < inf ξ ◦ f(S(x0)) < +∞;
(E) for any x ∈ S(x0) with −∞ < ξ ◦ f(x) < +∞ and for any x
′ ∈ S(x)\{x},
one has inf ξ ◦ f(x) > inf ξ ◦ f(x′);
(F) for any sequence (xn) ⊂ S(x0) with xn ∈ S(xn−1), ∀n, such that inf ξ ◦
f(xn)− inf ξ ◦ f(S(xn−1)) → 0, there exists u ∈ X such that u ∈ S(xn), ∀n.
Then, there exists x¯ ∈ X such that
(a) f(x0) ⊂ f(x¯) + Fλ(x¯, x0) +K, ∀λ ∈ Λ;
(b) ∀x ∈ X\{x¯}, ∃λ ∈ Λ such that f(x¯) 6⊂ f(x) + Fλ(x, x¯) +K.
By checking the proofs of [44, Theorem 2.1] and [44, Theorem 3.1], we see that
“for any x ∈ S(x0) · · ·” in assumption (E) of Lemma 5.2 can be replaced by “for
any x ∈ S(x0)\{x0} · · ·”. Using Lemma 5.2 and generalized nonconvex separation
functionals we shall give a general version of EVP with set-valued objective func-
tion and set-valued perturbation, which improves Theorem 5.A by weakening some
conditions (See Remark 5.4).
Theorem 5.3. Let (X, d) be a metric space, Y be a real vector space, K ⊂ Y
be a convex cone, H ⊂ K be a K-convex set with 0 6∈ vcl(H +K), f : X → 2Y be
a set-valued map and x0 ∈ X . For any x ∈ X , put
S(x) := {x′ ∈ X : f(x) ⊂ f(x′) + d(x, x′)H +K}.
Suppose that the following conditions are satisfied:
(i) (X, d) is S(x0)-dynamically complete;
(ii) there exists ǫ > 0 such that f(x0) 6⊂ f(S(x0)) + ǫH +K;
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(iii) for any x ∈ S(x0), S(x) is dynamically closed.
Then, there exists x¯ ∈ X such that
(a) f(x0) ⊂ f(x¯) + d(x0, x¯)H +K;
(b) f(x¯) 6⊂ f(x) + d(x¯, x)H +K, ∀x ∈ X\{x¯}.
Proof. Define F : X ×X → 2K\{∅} as follows
F (x, x′) := d(x, x′)H, ∀x, x′ ∈ X.
Since H is a K-convex set, for any x1, x2, x3 ∈ X , we have
d(x1, x2)H + d(x2, x3)H
⊂ d(x1, x2) (H +K) + d(x2, x3) (H +K)
= (d(x1, x2) + d(x2, x3)) (H +K)
= (d(x1, x2) + d(x2, x3))H +K
⊂ d(x1, x3)H +K.
Thus, a singleton {F} satisfies the triangle inequality property. We shall apply
Lemma 5.2 to prove the result.
By condition (ii), there exists y0 ∈ f(x0) such that
y0 6∈ f(S(x0)) + ǫH +K. (5.1)
Define ξ : Y → R ∪ {±∞} as follows:
ξ(y) := ϕHK(y − y0), y ∈ Y.
By Proposition 4.6(b), we know that ξ is a K-monotone extended real function.
We shall show that assumptions (D), (E), (F) in Lemma 5.2 are all satisfied.
Step 1 Show that (D) is satisfied. By (5.1)
(f(S(x0))− y0) ∩ (−ǫH −K) = ∅,
hence
ξ(y) = ϕHK(y − y0) ≥ −ǫ, ∀y ∈ f(S(x0)).
Also, x0 ∈ S(x0), y0 ∈ f(x0) ⊂ f(S(x0)) and ξ(y0) = ϕ
H
K(y0− y0) = ϕ
H
K(0) = 0. So
inf ξ ◦ f(S(x0)) ≤ inf ξ ◦ f(x0) ≤ ξ(y0) = 0. Therefore,
−∞ < −ǫ ≤ inf ξ ◦ f(S(x0)) ≤ 0 < +∞.
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Thus, (D) is satisfied.
Step 2 Show that (E) is satisfied. Take any x ∈ S(x0)\{x0} with −∞ <
inf ξ ◦ f(x) < +∞. Since f(x0) ⊂ f(x) + d(x0, x)H + K, we have y0 ∈ f(x) +
d(x0, x)H +K. For all the elements in f(x), we divide them into the following two
sets: the set {y ∈ f(x) : y0 ∈ y + d(x0, x)H + K} denoted by f(x)1; the set
{y ∈ f(x) : y0 6∈ y + d(x0, x)H +K} denoted by f(x)2. Obviously,
f(x) = f(x)1 ∪ f(x)2, f(x)1 ∩ f(x)2 = ∅, and f(x)1 6= ∅.
For y ∈ f(x)1, we have
y0 ∈ y + d(x0, x)H +K and y − y0 ∈ −d(x0, x)H −K.
Thus,
ξ(y) := ϕHK(y − y0) ≤ −d(x0, x) < 0, ∀y ∈ f(x)1. (5.2)
For y ∈ f(x)2, we have
y0 6∈ y + d(x0, x)H +K and y − y0 6∈ −d(x0, x)H −K.
Thus,
ξ(y) := ϕHK(y − y0) ≥ −d(x0, x), ∀y ∈ f(x)2. (5.3)
Combining (5.2) and (5.3) and remarking f(x)1 6= ∅, we have
inf ξ ◦ f(x) = inf ξ ◦ f(x)1 ≤ −d(x0, x) < 0. (5.4)
Take any x′ ∈ S(x)\{x}. Then x 6= x′ and
f(x) ⊂ f(x′) + d(x, x′)H +K.
For any y ∈ f(x)1, there exists y
′ ∈ f(x′) such that
y ∈ y′ + d(x, x′)H +K and y′ − y ∈ −d(x, x′)H −K.
Thus,
ϕHK(y
′ − y) ≤ −d(x, x′) < 0. (5.5)
By (5.2) and (5.5), and using Proposition 4.6(d), we have
ϕHK(y
′ − y0) ≤ ϕ
H
K(y
′ − y) + ϕHK(y − y0). (5.6)
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From (5.5) and (5.6), we have
d(x, x′) ≤ −ϕHK(y
′ − y)
≤ ϕHK(y − y0)− ϕ
H
K(y
′ − y0)
≤ ϕHK(y − y0)− inf
y′∈f(x′)
ϕHK(y
′ − y0)
= ϕHK(y − y0)− inf ξ ◦ f(x
′).
The above inequality holds for all y ∈ f(x)1. Thus,
d(x, x′) ≤ inf
y∈f(x)1
ϕHK(y − y0)− inf ξ ◦ f(x
′)
= inf ξ ◦ f(x)1 − inf ξ ◦ f(x
′)
= inf ξ ◦ f(x)− inf ξ ◦ f(x′),
where the last equality is due to (5.4). From this, we have
inf ξ ◦ f(x) ≥ inf ξ ◦ f(x′) + d(x, x′) > inf ξ ◦ f(x′).
That is, (E) is satisfied.
Step 3 Show that (F) is satisfied. Let a sequence (xn) ⊂ S(x0) with xn ∈
S(xn−1), ∀n, satisfy
inf ξ ◦ f(xn)− inf ξ ◦ f(S(xn−1)) → 0 (n→∞).
We may take a positive sequence (ǫn) convergent to 0 such that for every n,
inf ξ ◦ f(xn)− inf ξ ◦ f(S(xn−1)) < ǫn. (5.7)
We shall show that there exists u ∈ X such that u ∈ S(xn), ∀n.
If there exists a sequence n1 < n2 < n3 < · · · such that xn1 = xn2 = · · · = xni =
· · ·, then we may take u to be the common element xni . Obviously, u ∈ S(xn), ∀n.
Hence, without loss of generality, we may assume that xn 6= xm if n 6= m. For each
n ∈ N, xn ∈ S(x0), so
y0 ∈ f(x0) ⊂ f(xn) + d(x0, xn)H +K.
Hence, there exists y′n ∈ f(xn) such that
y0 ∈ y
′
n + d(x0, xn)H +K, i.e., y
′
n − y0 ∈ −d(x0, xn)H −K.
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Thus,
ϕHK(y
′
n − y0) ≤ −d(x0, xn) < −
1
2
d(x0, xn) < 0.
So
inf {ϕHK(y
′′
n − y0) : y
′′
n ∈ f(xn)} ≤ ϕ
H
K(y
′
n − y0) < −
1
2
d(x0, xn) < 0.
That is,
inf ξ ◦ f(xn) < −
1
2
d(x0, xn) < 0.
Combining this with (5.7), for each n, we may take yn ∈ f(xn) such that
ξ(yn) < min{inf ξ ◦ f(S(xn−1)) + ǫn, −
1
2
d(x0, xn)}. (5.8)
For m > n, xm ∈ S(xn). So
yn ∈ f(xn) ⊂ f(xm) + d(xn, xm)H +K.
Thus, there exists ymn ∈ f(xm) such that
yn ∈ ymn + d(xn, xm)H +K, i.e., ymn − yn ∈ −d(xn, xm)H −K.
Hence,
ϕHK(ymn − yn) ≤ −d(xn, xm) (5.9)
and
d(xn, xm) ≤ −ϕ
H
K(ymn − yn). (5.10)
By (5.8) and (5.9), we know that
ϕHK(yn − y0) = ξ(yn) < −
1
2
d(x0, xn) < 0 and ϕ
H
K(ymn − yn) < 0.
Thus, we can apply Proposition 4.6(d) and have
ϕHK(ymn − y0) ≤ ϕ
H
K(ymn − yn) + ϕ
H
K(yn − y0).
From this,
−ϕHK(ymn − yn) ≤ ϕ
H
K(yn − y0)− ϕ
H
K(ymn − y0). (5.11)
Combining (5.10), (5.11) and (5.8), we have
d(xn, xm) ≤ −ϕ
H
K(ymn − yn)
≤ ϕHK(yn − y0)− ϕ
H
K(ymn − y0)
= ξ(yn)− ξ(ymn)
< inf ξ ◦ f(S(xn−1)) + ǫn − inf ξ ◦ f(S(xn−1))
= ǫn,
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where we have used ymn ∈ f(xm) ⊂ f(S(xn−1)). Since ǫn → 0, we know that
(xn) ⊂ S(x0) is a Cauchy sequence. Remark that xn ∈ S(xn−1). By condition (i),
there exists u ∈ X such that xn → u (n → ∞). On the other hand, (xn+p)p∈N ⊂
S(xn), xn+p ∈ S(xn+p−1) and xn+p → u (p→∞). By condition (iii), we conclude
that u ∈ S(xn). Thus, (F) is satisfied.
Now, we can apply Lemma 5.2 and obtain the result.
Remark 5.4. Comparing Theorem 5.A with Theorem 5.3, we see that Y being
a locally convex space is replaced by Y being a real vector space; 0 6∈ cl(H +K) is
replaced by 0 6∈ vcl(H +K); and H ⊂ K being a convex set is replaced by H ⊂ K
being a K-convex set. Besides, condition (ii) in Theorem 5.A “f(S(x0)) is quasi
K-lower bounded” is replaced by condition (ii) in Theorem 5.3 “There exists ǫ > 0
such that f(x0) 6⊂ f(S(x0)) + ǫH + K”. Obviously, the latter is strictly weaker
than the former (For details, see Section 3).
If condition (iii) in Theorem 5.3 is replaced by a stronger condition: for any
x ∈ S(x0), S(x) is closed, then we can obtain the following corollary, which im-
proves [29, Corollary 3.4] and [51, Theorem 4.2].
Corollary 5.5. Let (X, d) be a metric space, Y be a real vector space, K ⊂ Y
be a convex cone, H ⊂ K be a K-convex set with 0 6∈ vcl(H +K), f : X → 2Y be
a set-valued map, x0 ∈ X , ǫ > 0 and λ > 0. For any x ∈ X , put
S(x) := {x′ ∈ X : f(x) ⊂ f(x′) +
ǫ
λ
d(x, x′)H +K}.
Suppose that the following conditions are satisfied:
(i) (X, d) is S(x0)-dynamically complete;
(ii) f(x0) 6⊂ f(S(x0)) + ǫH +K;
(iii) for any x ∈ S(x0), S(x) is closed (or, S(x) is dynamically closed).
Then, there exists x¯ ∈ X such that
(a) f(x0) ⊂ f(x¯) + (ǫ/λ)d(x0, x¯)H +K;
(b) f(x¯) 6⊂ f(x) + (ǫ/λ)d(x¯, x)H +K, ∀x ∈ X\{x¯};
(c) d(x0, x¯) ≤ λ.
Proof. Obviously, S(x) being closed implies that S(x) is dynamically closed.
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Put
d˜(x, x′) =
ǫ
λ
d(x, x′), ∀x, x′ ∈ X.
Replacing d by d˜ in Theorem 5.3, we conclude that there exists x¯ ∈ X such that
(a) and (b) hold. If d(x0, x¯) > λ, then by (a),
f(x0) ⊂ f(x¯) +
ǫ
λ
d(x0, x¯)H +K
⊂ f(x¯) +
ǫ
λ
λH +K
= f(x¯) + ǫH +K,
where x¯ ∈ S(x0). This contradicts condition (ii). Thus, (c) holds.
A set-valued map f : X → 2Y is said to have KH-closed values iff for any
x ∈ X and any α > 0, f(x) + αH +K is closed (see [29, 44]). As we have seen at
the beginning of Section 4, vectorial closedness and v0-closedness are weaker than
topological closedness. Let v0 ∈ Y . Then f is said to have KH -v0-closed values iff
for any x ∈ X and any α > 0, f(x) + αH + K is v0-closed. Remark that every
closed set in Y is v0-closed for all v0 ∈ Y , but the converse is not true. So, f having
KH-closed values implies that f has KH -v0-values for all v0 ∈ Y , but the converse
is not true.
The following corollary extends and improves [29, Corollary 3.5] and [44, The-
orem 4.2′].
Corollary 5.6. Let (X, d), Y, K, H, f, x0, ǫ > 0, λ > 0, and S(x) be the same
as in Corollary 5.5. Suppose that the following conditions are satisfied:
(i) (X, d) is S(x0)-dynamically complete;
(ii) f(x0) 6⊂ f(S(x0)) + ǫH +K;
(iii) f is K-slm and has KH-v0-closed values, where v0 ∈ K +H .
Then, there exists x¯ ∈ X such that (a), (b) and (c) in Corollary 5.5 hold.
Proof. By Theorem 5.3 we only need to prove that for any x ∈ S(x0), S(x) is
dynamically closed. Let (xn) ⊂ S(x) satisfy that xn+1 ∈ S(xn), ∀n, and xn → x¯.
Let n ∈ N be given. For every k ∈ N, xn+k ∈ S(xn), that is,
f(xn) ⊂ f(xn+k) +
ǫ
λ
d(xn, xn+k)H +K. (5.12)
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Since f(xn) ⊂ f(xn+1) +K, ∀n, and xn → x¯, by the condition that f is K-slm,
we have f(xn) ⊂ f(x¯) +K. Combining this with (5.12) we have
f(xn) ⊂ f(x¯) +
ǫ
λ
d(xn, xn+k)H +K. (5.13)
Next, we consider the following two different cases.
Case 1. There exists k ∈ N such that d(xn, xn+k) ≥ d(xn, x¯). Combining this
with (5.13) we have
f(xn) ⊂ f(x¯) +
ǫ
λ
d(xn, x¯)H +K, i.e., x¯ ∈ S(xn).
Case 2. For all k ∈ N, d(xn, xn+k) < d(xn, x¯). Thus, from (5.13) we have
f(xn) +
ǫ
λ
(d(xn, x¯)− d(xn, xn+k))v0
⊂ f(x¯) +
ǫ
λ
d(xn, xn+k)H +K +
ǫ
λ
(d(xn, x¯)− d(xn, xn+k))v0
⊂ f(x¯) +
ǫ
λ
d(xn, xn+k)(H +K) +
ǫ
λ
(d(xn, x¯)− d(xn, xn+k))(H +K) +K
= f(x¯) +
ǫ
λ
d(xn, x¯)(H +K) +K
= f(x¯) +
ǫ
λ
d(xn, x¯)H +K. (5.14)
Since d(xn, x¯) − d(xn, xn+k) → 0 (k → ∞) and f(x¯) + (ǫ/λ)d(xn, x¯)H + K is
v0-closed, from (5.14) we have
f(xn) ⊂ f(x¯) +
ǫ
λ
d(xn, x¯)H +K, i.e., x¯ ∈ S(xn).
Synthesizing Case 1 and Case 2, we conclude that x¯ ∈ S(xn) ⊂ S(x). Thus, we
have shown that S(x) is dynamically closed.
From Corollary 5.6, we can also deduce the following corollary, which extends
and improves [24, Theorem 3.1] and [41, Theorem 3.1].
Corollary 5.7. Let (X, d), Y, K, H, f, x0, ǫ > 0 and λ > 0 be the same as in
Corollary 5.5. Suppose that the following conditions are satisfied:
(i) (X, d) is (f,K)-lower complete;
(ii) f(x0) 6⊂ f(X) + ǫH +K;
(iii) f is K-slm and has KH-v0-closed values, where v0 is a certain point in
H +K.
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Then, there exists x¯ ∈ X such that (a), (b) and (c) in Corollary 5.5 hold.
Proof. It is easy to see that (X, d) being (f,K)-lower complete implies that
(X, d) is S(x0)-dynamically complete. Now, applying Corollary 5.6 we immediately
obtain the result.
In particular, if H is exactly a singleton {k0} ⊂ K\ − vcl(K), then f having
KH-closed values becomes an easier form, i.e., f has K-closed values; and f hav-
ing KH-v0-closed values becomes that f has K-v0-closed values, i.e., f(x) + K is
v0-closed for all x ∈ X . Thus, by using Corollary 5.6, we can obtain the following
corollary, which improves [24, Theorem 3.1], [41, Theorem 3.1], [34, Theorem 3.1]
and [44, Corollary 3.6].
Corollary 5.8. Let (X, d) be a metric space, Y be a real vector space, K ⊂ Y
be a convex cone and k0 ∈ K\ − vcl(K). Let f : X → 2
Y be K-slm and have
K-v0-closed values, where v0 ∈ k0 +K. Suppose that ǫ > 0 and x0 ∈ X such that
f(x0) 6⊂ f(X) + ǫk0 +K,
and suppose that (X, d) is S(x0)-dynamically complete (or, (X, d) is (f,K)-lower
complete), where S(x0) = {x ∈ X : f(x0) ⊂ f(x) + (ǫ/λ)d(x0, x)k0 + K} and
λ > 0 is a constant. Then, there exists x¯ ∈ X such that
(a) f(x0) ⊂ f(x¯) + (ǫ/λ) d(x0, x¯) k0 +K;
(b) x¯ is a strict minimizer of the map x 7→ f(x) + (ǫ/λ) d(x¯, x) k0, i.e.,
f(x¯) 6⊂ f(x) + (ǫ/λ) d(x¯, x) k0 +K, ∀x ∈ X\{x¯};
(c) d(x0, x¯) ≤ λ.
6 EVPs for ǫ-efficient solutions in set-valued optimization
In this section, we always assume that (X, d) is a metric space, Y is a real
vector space and K ⊂ Y is a pointed convex cone specifying a partial order ≤K on
Y . Let us consider the following vector optimization problem:
Min{f(x) : x ∈ S}, (6.1)
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where f : X → Y is a vector-valued map and S is a nonempty closed subset of X .
A point x0 ∈ S is called an efficient solution of (6.1) if
(f(S)− f(x0)) ∩ (−K\{0}) = ∅,
where f(S) denotes the set ∪x∈S{f(x)}.
Gutie´rrez, Jime´nez and Novo [20, 21] introduced the (C, ǫ)-efficiency concept,
which extends and unifies several ǫ-efficiency notions.
Definition 6.1 ([21, 22]). A nonempty set C ⊂ Y is coradiant if ∪β≥1βC = C.
Definition 6.2 ([21, 22]). Let K be an ordering cone, C ⊂ K\{0} be a coradi-
ant set and let ǫ > 0. A point x0 ∈ S is a (C, ǫ)-efficient solution of problem (6.1)
if (f(S)− f(x0)) ∩ (−ǫC) = ∅. In this case, we also denote x0 ∈ AE(C, ǫ).
In particular, if C := H +K, where H ⊂ K\{0}, then we can easily verify that
C is a coradiant set and C ⊂ K\{0}. Thus, we obtain the concept of approximate
efficiency due to Ne´meth.
Definition 6.3 ([22, 38]). Let H ⊂ K\{0} and let ǫ > 0. A point x0 ∈ S is
said to be an ǫ-efficient solution of (6.1) in the sense of Ne´meth (with respect to H)
if (f(S)− f(x0)) ∩ (−ǫH −K) = ∅. In this case, we also denote x0 ∈ AE(CH , ǫ),
where CH = H +K.
Next, let us consider the following set-valued optimization problem:
Min{f(x) : x ∈ S}, (6.2)
where f : X → 2Y is a set-valued map and S is a nonempty closed subset of X . A
point x0 ∈ S is called an efficient solution of (6.2) if there exists y0 ∈ f(x0) such
that
(f(S)− y0) ∩ (−K\{0}) = ∅,
where f(S) denotes the set ∪x∈Sf(x).
Moreover, we have the (C, ǫ)-efficiency concept in set-valued optimization.
32
Definition 6.4. Let C ⊂ K\{0} be a coradiant set and let ǫ > 0. A point
x0 ∈ S is called a (C, ǫ)-efficient solution of problem (6.2) if there exists y0 ∈ f(x0)
such that
(f(S)− y0) ∩ (−ǫ C) = ∅.
In this case, we also denote x0 ∈ AE(C, ǫ).
Similarly, we also have the concept of approximate efficiency due to Ne´meth in
set-valued optimization, which extends the corresponding concept in vector opti-
mization in [21, 22].
Definition 6.5. Let H ⊂ K\{0} and ǫ > 0. A point x0 ∈ S is said to be
an ǫ-efficient solution of (6.2) in the sense of Ne´meth (with respect to H) if there
exists y0 ∈ f(x0) such that
(f(S)− y0) ∩ (−ǫH −K) = ∅.
In this case, we also denote x0 ∈ AE(CH , ǫ), where CH = H +K.
From Corollary 5.5 we can obtain a set-valued EVP for approximately efficient
solutions in set-valued optimization as follows.
Theorem 6.6. Let (X, d) be a metric space, Y be a real vector space, K ⊂ Y
be a pointed convex cone specifying a partial order ≤K on Y , H ⊂ K be a K-
convex set with 0 6∈ vcl(H + K). Let f : X → 2Y be a set-valued map, S be a
nonempty closed subset of X , x0 ∈ S and γ > 0 be a constant. For any x ∈ S, put
S(x) := {x′ ∈ S : f(x) ⊂ f(x′) + γ d(x, x′)H +K}.
Suppose that the following conditions are satisfied:
(i) (X, d) is S(x0)-dynamically complete or (X, d) is (f,K)-lower complete;
(ii) x0 ∈ AE(CH , ǫ), i.e., f(x0) 6⊂ f(S) + ǫH +K;
(iii) for any x ∈ S(x0), S(x) is dynamically closed.
Then, there exists x¯ ∈ S such that
(a) f(x0) ⊂ f(x¯) + γd(x0, x¯)H +K;
(b) x¯ is a strict minimizer of the set-valued map x 7→ f(x) + γd(x¯, x)H , i.e.,
f(x¯) 6⊂ f(x) + γ d(x¯, x)H +K, ∀x ∈ S\{x¯};
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(c) d(x0, x¯)H ∩ (ǫ/γ)(cone(CH)\CH) 6= ∅.
Proof. By condition (i) and S being closed in X , we know that (S, d) is S(x0)-
dynamically complete. Now, substituting (S, d) for (X, d) in Corollary 5.5, we
conclude that there exists x¯ ∈ S such that (a) and (b) hold. Next, we show that
(c) holds. By (ii), there exists y0 ∈ f(x0) such that y0 6∈ f(S) + ǫH +K. Since (a)
holds, we have
y0 ∈ f(x0) ⊂ f(x¯) + γ d(x0, x¯)H +K.
Thus, there exists y¯ ∈ f(x¯), h0 ∈ H and k0 ∈ K such that
y0 = y¯ + γ d(x0, x¯) h0 + k0.
If d(x0, x¯) h0 ∈ (ǫ/γ)CH = (ǫ/γ)(H + K), then γ d(x0, x¯) h0 ∈ ǫH + K, which
leads to
y0 ∈ f(x¯) + ǫH +K +K ⊂ f(S) + ǫH +K,
contradicting the assumption that y0 6∈ f(S) + ǫH + K. Thus, d(x0, x¯) h0 6∈
(ǫ/γ)CH . On the other hand, clearly d(x0, x¯) h0 ∈ d(x0, x¯)H and d(x0, x¯) h0 ∈
cone(CH). Thus, d(x0, x¯) h0 ∈ d(x0, x¯)H ∩ (ǫ/γ) (cone(CH)\CH) and (c) holds.
Obviously, Theorem 6.6 extends [42, Theorem 6.3] and [22, Theorem 5.11] to
the case that f is a set-valued map. Besides, the condition that (f(S)− f(x0)) ∩
(−ǫ cone(CH)\CH) isK-bounded (See [42, 22]) has been completely removed. Here,
a set M ⊂ Y is said to be K-bounded (by scalarization) iff for every l ∈ K+,
inf{l(y) : y ∈M} > −∞.
Similarly, we give another expression of Corollary 5.7 as follows.
Theorem 6.7. Let (X, d) be a metric space, Y be a real vector space, K ⊂ Y
be a pointed convex cone specifying a partial order ≤K on Y , H ⊂ K be a K-
convex set with 0 6∈ vcl(H + K). Let f : X → 2Y be a set-valued map, S be a
nonempty closed subset of X , x0 ∈ S and γ > 0 be a constant. Suppose that the
following conditions are satisfied:
(i) (X, d) is (f,K)-lower complete (or complete);
(ii) x0 ∈ AE(CH , ǫ);
(iii) f is K-slm and has KH-v0-closed values, where v0 ∈ H +K.
Then, there exists x¯ ∈ S such that
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(a) f(x0) ⊂ f(x¯) + γd(x0, x¯)H +K;
(b) f(x¯) 6⊂ f(x) + γ d(x¯, x)H +K, ∀x ∈ S\{x¯};
(c) d(x0, x¯) ≤ ǫ/γ.
Proof. From condition (i), i.e., (X, d) is (f,K)-lower complete, we can easily
deduce that (S, d) is (f,K)-lower complete. Now, substituting (S, d) for (X, d) in
Corollary 5.7, we immediately obtain the result.
Corollary 6.8. In Theorem 6.7, the result remains true if condition (iii) is
replaced by the following condition:
(iii′) f is K-slm, f(x) ⊂ Y is weakly compact for all x ∈ X , H is weakly
compact and K is closed, where Y is a locally convex space.
Proof. By Theorem 6.7, we only need to show that f has KH−v0-closed values
for some v0 ∈ H +K. Since H is weakly compact, λH is weakly compact. Since
K is a closed convex cone, K is weakly closed. Thus, λH + K is weakly closed.
Finally, f(x) is weakly compact, so f(x) + λH + K is weakly closed. Certainly,
f(x) + λH +K is v0-closed.
Corollary 6.9. In Theorem 6.7, the result remains true if condition (iii) is
replaced by the following condition:
(iii′′) f is K-slm, f(x) ⊂ Y is σ(Y,K+)-sequentially compact for all x ∈ X , H
is σ(Y,K+)-countably compact and K is closed, where Y is a locally convex space.
Proof. By Theorem 6.7, we only need to show that f hasKH−v0-closed for some
v0 ∈ H +K. Take any v0 ∈ H +K. Let x ∈ X and let z ∈ vclv0(f(x) + λH +K).
Then, there exists a sequence (λn) with all λn ≥ 0 and λn → 0 such that
z + λnv0 ∈ f(x) + λH +K.
Thus, for every n, there exists yn ∈ f(x), hn ∈ H and kn ∈ K such that
z + λnv0 = yn + λ hn + kn. (6.3)
Since f(x) is σ(Y,K+)-sequentially compact, there exists a subsequence (yni)i of
(yn)n and y0 ∈ f(x) such that
yni → y0 (i→∞) in (Y, σ(Y,K
+)). (6.4)
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Since the sequence (hni)i ⊂ H and H is σ(Y,K
+)-countably compact, there exists
h0 ∈ H such that h0 is a σ(Y,K
+)-cluster point of (hni)i. For any l ∈ K
+, l(h0) is a
cluster point of the real number sequence (l(hni))i. Thus, there exists a subsequence
(l(hnij ))j of the sequence (l(hni))i such that
(l(hnij ))j → l(h0) (j →∞). (6.5)
By (6.4), we have
l(yni) → l(y0) (i→∞) and l(ynij ) → l(y0) (j →∞). (6.6)
From (6.3), we have
l(z) + λnij l(v0) = l(ynij ) + λ l(hnij ) + l(knij ) ≥ l(ynij ) + λ l(hnij ). (6.7)
Letting j →∞ and combining (6.5), (6.6) and (6.7), we have
l(z) ≥ l(y0) + λ l(h0) and l(z − y0 − λ h0) ≥ 0.
From this,
z − y0 − λ h0 ∈ K
++ = K.
That is,
z ∈ y0 + λ h0 +K ⊂ f(x) + λH +K.
Thus, f(x) + λH +K is v0-closed.
7 Set-valued EVP where perturbation contains σ-convex set
Vector-valued EVPs, where the objective functions are a vector-valued map
f : X → Y and the perturbations are of type d(·, ·)H , where H is a σ-convex set,
have been considered by Bednarczuk and Zagrodny [7], Tammer and Za˘linescu [51]
and Qiu [42]; for details, see [7, Theorem 4.1], [51, Theorem 6.2] and [42, Theorem
6.8]. Moreover, Qiu [44, Theorem 4.2] gave such an EVP, where the objective
function is a set-valued map f : X → 2Y and the perturbation is as the above
form, i.e., d(·, ·)H . There, the lower boundedness condition is as follows: there
exists k∗ ∈ K+ ∩ H+s such that k∗ is lower bounded on f(S(x0)). Obviously,
it is not the weakest (See Section 3). In this section, under the weakest lower
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boundedness condition we shall give a set-valued EVP, where the objective function
is a set-valued map and the perturbation contains a σ-convex set.
First, we recall some facts on σ-convex sets. Let Y be a t.v.s. and B ⊂ Y be
nonempty. A convex series of points of B is a series of the form
∑∞
n=1 λnbn, where
every bn ∈ B, every λn ≥ 0 and
∑∞
n=1 λn = 1. B is said to be a σ-convex set
iff every convex series of its points converges to a point of B (see [39, 43]). It is
easy to show that a set is σ-convex iff it is cs-complete and bounded (concerning
cs-complete sets, see [51, 53]). Suppose that B is a σ-convex set. Then, for a
sequence (bn) in B and a real sequence (λn) with λn ≥ 0 and 0 <
∑∞
n=1 λn < +∞,∑∞
n=1 λnbn/
∑∞
n=1 λn is a convex series in B and it converges to some point b¯ ∈ B.
Thus,
∑∞
n=1 λnbn converges to (
∑∞
n=1 λn)b¯ ∈ (
∑∞
n=1 λn)B. A set B in Y is said to
be sequentially complete if every Cauchy sequence (bn) in B, converges to a point
of B. In [7], a sequentially complete set is called a semi-complete set. It is easy to
show that every sequentially complete, bounded convex set is a σ-convex set (see
[51, Remark 6.1]). If Y is a locally complete locally convex space (see [39, 49]),
then every locally closed, bounded convex set in Y is a σ-convex set. However,
a σ-convex set needn’t be sequentially complete or even needn’t be sequentially
closed (or needn’t be locally closed). In fact, an open ball in a Banach space is
σ-convex, but it isn’t closed. For details, see [39, 43].
The following theorem extends and improves Bednarczuk and Zagrodny [7, The-
orem 4.1], Tammer and Za˘linescu [51, Theorem 6.2], Liu and Ng [35, Theorem
3.5(ii)], Gutie´rrez, Jime´nez and Novo [22, Theorem 5.12], Qiu [42, Theorem 6.8]
and Qiu [44, Theorem 4.2].
Theorem 7.1. Let (X, d) be a metric space, x0 ∈ X , Y be a t.v.s. quasi-
ordered by a convex cone K, H ⊂ K be a σ-convex set such that 0 6∈ vcl(K +H)
and let f : X → 2Y be a set-valued map. For any x ∈ X , put
S(x) := {x′ ∈ X : f(x) ⊂ f(x′) + d(x, x′)H +K}.
Suppose that the following conditions are satisfied:
(i) (X, d) is S(x0)-dynamically complete;
(ii) there exists ǫ > 0 such that f(x0) 6⊂ f(S(x0)) + ǫH +K;
(iii) f is K-slm and has K-closed values, i.e., for any x ∈ X , f(x)+K is closed.
Then, there exists x¯ ∈ X such that
(a) f(x0) ⊂ f(x¯) + d(x0, x¯)H +K;
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(b) ∀x ∈ X\{x¯}, f(x¯) 6⊂ f(x) + d(x¯, x)H +K.
Proof. By Theorem 5.3, we only need to prove that for any x ∈ S(x0), S(x)
is dynamically closed. Let (xn) ⊂ S(x) ⊂ S(x0), xn+1 ∈ S(xn), ∀n, and xn → u.
Take any n0 ∈ N and put z1 := xn0 . We assume that z1 6= x0. We may take a
subsequence (zn) from (xk) such that zn+1 ∈ S(zn) and zn+1 6= zn, ∀n. Obviously,
we have d(zn+1, u) → 0 (n → ∞). By condition (ii), there exists y0 ∈ f(x0) such
that
y0 6∈ f(S(x0)) + ǫH +K.
Since z1 = xn0 ∈ S(x0), we have
y0 ∈ f(x0) ⊂ f(z1) + d(x0, z1)H +K.
Thus, there exists y1 ∈ f(z1) such that
y0 ∈ y1 + d(x0, z1)H +K. (7.1)
Since z2 ∈ S(z1), we have
y1 ∈ f(z1) ⊂ f(z2) + d(z1, z2)H +K.
Thus, there exists y2 ∈ f(z2) such that
y1 ∈ y2 + d(z1, z2)H +K. (7.2)
In general, Let yn ∈ f(zn) be given. Since zn+1 ∈ S(zn), we have
yn ∈ f(zn) ⊂ f(zn+1) + d(zn, zn+1)H +K.
Thus, there exists yn+1 ∈ f(zn+1) such that
yn ∈ yn+1 + d(zn, zn+1)H +K. (7.3)
By (7.1), (7.2) and (7.3), we have
y0 + y1 + · · ·+ yn ∈ y1 + y2 + · · ·+ yn+1 +
(
d(x0, z1) +
n∑
i=1
d(zi, zi+1)
)
H +K.
Thus,
y0 ∈ yn+1 +
(
d(x0, z1) +
n∑
i=1
d(zi, zi+1)
)
H +K.
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From this,
yn+1 − y0 ∈ −
(
d(x0, z1) +
n∑
i=1
d(zi, zi+1)
)
H −K
and
ξH(yn+1 − y0) ≤ −d(x0, z1)−
n∑
i=1
d(zi, zi+1). (7.4)
Since yn+1 ∈ f(zn+1) ⊂ f(S(x0)) and y0 6∈ f(S(x0)) + ǫH +K, we have
y0 6∈ yn+1 + ǫH +K and yn+1 − y0 6∈ −ǫH −K.
Thus,
ξH(yn+1 − y0) ≥ −ǫ. (7.5)
Combining (7.4) and (7.5), we have
−ǫ ≤ −d(x0, z1)−
n∑
i=1
d(zi, zi+1).
Thus,
d(x0, z1) +
n∑
i=1
d(zi, zi+1) ≤ ǫ
and
∞∑
i=1
d(zi, zi+1) < +∞. (7.6)
Now, for any y′1 ∈ f(z1), we have
y′1 ∈ f(z1) ⊂ f(z2) + d(z1, z2)H +K.
So there exists y′2 ∈ f(z2), h1 ∈ H such that
y′1 ∈ y
′
2 + d(z1, z2) h1 +K. (7.7)
For y′2 ∈ f(z2) ⊂ f(z3) + d(z2, z3)H + K, there exists y
′
3 ∈ f(z3), h2 ∈ H such
that
y′2 ∈ y
′
3 + d(z2, z3) h2 +K. (7.8)
In general, if y′n ∈ f(zn) is given, then there exists y
′
n+1 ∈ f(zn+1), hn ∈ H such
that
y′n ∈ y
′
n+1 + d(zn, zn+1) hn +K. (7.9)
By (7.7), (7.8) and (7.9), we have
y′1 + y
′
2 + · · · y
′
n ∈ y
′
2 + y
′
3 + · · ·+ y
′
n+1 +
n∑
i=1
d(zi, zi+1) hi +K
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From this,
y′1 ∈ y
′
n+1 +
n∑
i=1
d(zi, zi+1)hi +K = y
′
n+1 +
(
n∑
i=1
d(zi, zi+1)
)
h′n +K, (7.10)
where h′n =
∑n
i=1 d(zi, zi+1)hi/
∑n
j=1 d(zj, zj+1) ∈ H. Since
∑n
i=1 d(zi, zi+1) ≥
d(z1, u)− d(zn+1, u), by (7.10) and using the condition f being K-slm, we have
y′1 ∈ y
′
n+1 +
(
n∑
i=1
d(zi, zi+1)
)
h′n +K
⊂ y′n+1 + (d(z1, u)− d(zn+1, u))h
′
n +K
⊂ f(zn+1) + (d(z1, u)− d(zn+1, u))h
′
n +K
⊂ f(u) + (d(z1, u)− d(zn+1, u))h
′
n +K
= f(u) + d(z1, u)h
′
n − d(zn+1, u)h
′
n +K. (7.11)
Since H is σ-convex, by (7.6) we have
h′n → h¯ :=
∞∑
i=1
d(zi, zi+1) hi/
∞∑
j=1
d(zj, zj+1) ∈ H.
Since (h′n) is bounded and d(zn+1, u) → 0, we have d(zn+1, u)h
′
n → 0 (n → ∞).
Now, by (7.11) and remarking that f(u) +K is closed, we have
y′1 ∈ f(u) + d(z1, u) h¯+K ⊂ f(u) + d(z1, u)H +K.
This holds for all y′1 ∈ f(z1). Thus,
f(z1) ⊂ f(u) + d(z1, u)H +K.
That is, u ∈ S(z1) = S(xn0) ⊂ S(x).
Assume that Y is a locally convex space. Then, from the above proof, we see
that (d(zn+1, u) h
′
n)n is locally convergent to 0 and (h
′
n)n is locally convergent to h¯.
Thus, from (7.11) we know that the assumption that f has K-closed values (See
condition (iii)) can be replaced by a slightly weaker one: f has K-locally closed
values, i.e., for any x ∈ X , f(x) +K is locally closed.
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