Although the application of data fusion in information retrieval has yielded good results in the majority of the cases, it has been noticed that its achievement is dependent on the quality of the input result lists. In order to tackle this problem, in this paper we explore the combination of only the n-top result lists as an alternative to the fusion of all available data. In particular, we describe a heuristic measure based on redundancy and ranking information to evaluate the quality of each result list, and, consequently, to select the presumably n-best lists per query. Preliminary results in four IR test collections, containing a total of 266 queries, and employing three different DF methods are encouraging. They indicate that the proposed approach could significantly outperform the results achieved by fusion all available lists, showing improvements in mean average precision of 10.7%, 3.7% and 18.8% when it was used along with Maximum RSV, CombMNZ and Fuzzy Borda methods.
Introduction
The great amount of available digital content has motivated the development of several information retrieval (IR) approaches, which help users to locate useful documents for their specific information needs. All these approaches differ one from another in several issues such as the preprocessing process, the data representation, the weighting scheme and the similarity measure [3] . Evaluation exercises (see for instance [1, 23] ) have evidenced that there is not a leading IR approach from all this variety, and, furthermore, that the performance of IR is highly affected by the nature and complexity of collections and queries. In particular, they have shown that different methods may achieve the best performance scores for different queries as well as they may retrieve distinct relevant documents for the same query.
The above situation explains why data fusion (DF), which goal is to enhance the retrieval results by taking advantage of the strengths of several methods, has become one of the most used strategies in IR. Particularly, the last two decades have witnessed a lot of work concerning the design and development of different DF methods specially suited for IR tasks [4, 8, 12, 13, 16, 21] .
Although the application of DF in IR has yielded good results in the majority of the cases, it has been noticed that its achievement is dependent on the quality of the input result lists [5, 8, 17, 22, 24] . This dependence is mainly because the widespread use of DF consists in combining all available results lists obtained for a specific query without considering any information about them. Evidently, under this scenario, the presence of some poor-quality lists (containing very few relevant documents) may cause a significant drop in the fusion performance.
In order to tackle the above problem, in this paper we consider the combination of only the n-best result lists as an alternative to the fusion of all available data. In particular, we describe a heuristic measure to evaluate the quality of each result list, and, consequently, to select the presumably n-top lists per query. The proposed measure attempts to estimate the quality of result lists based on the assumption that a document occurring in several lists has more probability for being relevant, and, therefore, that the lists containing the major number of likely relevant documents at the very first positions are the ones more suitable for being combined.
Preliminary results in four data sets, considering a total of 266 queries, and employing three different DF methods are encouraging. They indicate that in scenarios including lists of diverse qualities, the proposed approach could significantly outperform the results achieved by fusion all result lists, showing improvements in mean average precision that range from 6% to 62.2%.
The rest of the paper is organized as follows. Section 2 describes the related work in DF applied to IR. It mainly discusses some efforts regarding the improvement of DF results. Section 3 introduces the method proposed for estimating the quality of the result lists and for their subsequent selection. Section 4 describes the experimental setup, whereas, Section 5 shows the results regarding the fusion of only the n-top result lists per query, obtained using four different data sets. Finally, Section 6 presents our conclusions and exposes further research directions.
Related Work
Broadly speaking, data fusion (DF) is the process of combining information gathered by multiple agents (sources, schemes, sensors or systems) into a single representation or result [10] . In IR it has been used to combine results from several retrieval approaches into a "better" single result list. In particular, in this area DF methods differ one from another in the way they compute the final score of documents. Some methods directly use the retrieval status values of the documents across the lists [4, 11, 21] , other consider their rank [8, 13] , and others their probability of occurring in a predefined segment of the lists [12, 14] . In addition, some recent methods are based on the Social Choice Theory [16, 18] , and use pair wise contests of documents to determine their final score.
The application of DF in IR has shown relevant results in the majority of the cases; nevertheless, it has been noticed that it is sensitive to several factors. On the one hand, its performance is affected by the quality of the input lists, and, on the other hand, the selection of the appropriate DF method depends on characteristics such as the redundancy and complementarity of the lists.
Regarding these problems, Gopalan and Batri [9] proposed a supervised method for selecting the m-best retrieval approaches and the best DF method for a given target document collection, and Diamond and Liddy [5] introduced the idea of learning a different linear weighted fusion function for each query instead of using the same static function to all queries.
More recently, some works have focused on investigating the feasibility of predicting the performance of the fusion of a given set of result lists [17, 22, 24] . To some extent, they have demonstrated that an appropriate selection of the input lists may result in a significant improvement of the DF process. However, given that these works consider the relevance judgments as central information for their predictions, they can only be considered as insightful studies about this phenomenon, but cannot be applied as automatic selection procedures.
Supported on the results of these studies, in this paper we consider the combination of only the n-top result lists as an alternative to the fusion of all available data, and, going a step forward, we propose an unsupervised method for selecting the presumably n-best lists per query. The major differences of our method in comparison to previous approaches are that it considers the selection the n-best lists for each individual query, and it does not depend on user relevance judgments nor on a priori information about the used IR methods.
Selecting the N-Top Result Lists
As we previously mentioned, the performance of DF is commonly affected by the quality of the input lists. Motivated by this situation, in this paper we explore the idea of combining only the n-top result lists as an alternative to the fusion of all available data. Under this proposal, the major problem is the selection of the n-top result lists for each query, which can be defined as the problem of determining the set of lists having the greatest relevance values in accordance to a specified measure.
More formally, given a set of m result lists = 1 , 2 , … , , where L i indicates a list of documents (i.e., = 1 , 1 , … , ), and a relevance measure Q, the problem of selecting the n-top result lists consists in identifying the set of n lists ⊂ with the greatest relevance values, such that:
Due to our intention about developing a fusion strategy that does not depend on the user relevance judgments nor consider information of the IR methods, we decided to design a measure that evaluates the relevance of the lists according to their intersimilarities, by using information about the redundancy and ranking of documents across them. In particular, we relied on the idea that the relevance of a list must be incremented by the presence of common documents at the very first positions. = ,
It is important to comment that our first attempt to measure the value of q was , = 1 ( , ) . Nevertheless, using this direct formula was not possible to achieve satisfactory results, since it severely castigated the contribution of most documents to the global relevance value. In order to reduce the enormous differences in the values of consecutive documents in the lists, especially at the very first positions, we modified this formula by including a smoothing factor as showed in Formula 3. With this modification the values of the first five documents are 1, 0.9, 0.85, 0.8 and 0.77 respectively 1 , instead of 1, 0.5, 0.33, 0.25 and 0.2. Section 5 presents the DF results achieved in four different data sets when the proposed measure was used to select the n-top result list for each query.
Experimental Setup
In order to evaluate the proposed DF approach, we used four different data sets from the CLEF 2 . In particular, we considered a total of 189,477 documents, 266 queries, and three different DF methods. The following sections give further details about these data sets and the used evaluation measure. 
Data Sets and Result Lists
We used four data sets corresponding to the following CLEF tracks: 2005 Ad-hoc English retrieval [6] , 2008 Geographic IR [15] , 2008 Image Retrieval [2] , and 2008 Robust IR [1] . Table 1 describes some data about these collections. It is important to clarify that in the experiments we only considered the set of supported queries, that is, the queries that have at least one relevant document in the reference collection. Given that our goal was to evaluate the DF process, we consider five retrieval result lists per query for each data set. In all cases, five different retrieval systems were used to retrieve the result lists. In particular, for the GeoCLEF data set, we used some IR systems developed in [20] , which differ one from another in the use of different relevance feedback and ranking refinement techniques. For the ImageCLEF data set, the result lists were retrieved using different combinations of visual and textual features [7] . Finally, for the ad-hoc English track and RobustCLEF data sets, we used five distinct retrieval strategies implemented in the Lemur IR toolkit 3 ; these strategies considered different retrieval models as well as different weighting schemes, such as the vector space model and the probabilistic model with Boolean and Frequency-based weightings.
Data Fusion Methods
In order to obtain general conclusions about the proposed method, we considered three different DF methods: Maximum RSV (from linear combination methods), CombMNZ (from positional methods), and Fuzzy Borda Count (from social choice theory methods). We did not consider probabilistic-based fusion methods because they imply a previous training and our approach is aimed to be fully unsupervised.
Following we present a brief description of the used DF methods. For more details on linear combination fusion methods refer to [4, 11, 21] , on CombMNZ go to [8, 13] , and on Fuzzy Borda consult [18] .
Maximum RSV
This method sorts all documents in the lists by their normalized retrieval status value (RSV), computed independently from each IR system. In the case of repeated documents, the one with the highest value is considered for the final list.
Formally, let = 1 , 2 , … , be the set of m result lists, = 1 , 1 , … , a list of retrieved documents, and = the set of all different documents in the lists. Then, the final score for each document ∈ is computed as defined in (4), where
CombMNZ
Using the same notation from the previous section, this DF method sorts documents from D in decreasing order according to the following score.
where , indicates the existence of document d k in the list L i , and , its rank in the list.
Fuzzy Borda Count
This DF method considers the set of lists R as a set of experts that establish their preference for different alternatives (i.e., documents) by means of pairwise contests. It mainly sorts documents from D in decreasing order according to the following score: 
Evaluation Measure
The evaluation of results was carried out using a measure that has demonstrated its pertinence to compare IR systems, namely, the Mean Average Precision (MAP). It is defined as the norm of the average precisions (AveP) obtained for each query. The AveP for a given query is calculated as follows:
where P(r) is the precision at the first r documents, rel(r) is a binary function which indicates if document at position r is relevant or not for the query; n is the number of relevant documents for the query that exist at the entire document collection; and m is the number of relevant documents retrieved. In all the experiments, we computed the MAP taking into account the first 1000 retrieved documents.
In addition, in all experiments we evaluated the statistical significance of results by means of the paired student's t-test considering a confidence level α = 0.05, which is extendedly used in IR tasks [19] .
Experimental Results

Baseline Results
As we previously mentioned, the traditional DF approach consists in combining all available results lists obtained for a specific query without considering any information about them. Based on this fact, Table 2 presents the MAP results corresponding to the combination of the entire set of five result lists per query, using three different DF methods and four different data sets. In general, these results indicate that methods taking advantage of the document's redundancies, such as CombMNZ and Fuzzy Borda, are more robust than the ones based on information complementarities, such as MaxRSV.
In addition, the last row of Table 2 shows the average performance rate (i.e., the average MAP results) from the five individual IR methods considered for fusion. The comparison of these results against those from DF reveals that in many cases, but not all, DF results are higher. This is an important result since it indicates that in a real IR scenario, where there is no a priori information about the available IR methods, it is a better alternative to apply a DF method, particularly the CombMNZ method, than randomly select one IR method. 
Results of the Proposed Approach
The proposal of this paper is the combination of only the n-top result lists per query. Therefore, our experiments were designed to confirm the hypothesis that the combination of only the presumably n-best list per query (determined by a proposed heuristic quality measure) allows achieving better results than the combination of all available data. In order to carry out these experiments we proceed as follows:
1. Calculate the quality value (Q) for each one of the given result lists as described by Formula 2. 2. Select the set of n list having the greatest quality values. In particular, given that our interest was to combine the selected set of lists, we considered the following cases: 2 ≤ < . 3. Perform the DF process using the three methods, namely, Maximum RSV, CombMNZ and Fuzzy Borda.
The results from these experiments are shown in Tables 3 to 5 . These tables also include in the last row the baseline results obtained by the combination of all lists (traditional DF approach). In them, the numbers in bold indicate that our method could outperform the baseline results, and the asterisks (*) next to the MAP scores indicate that the achieved improvement was statistically significant. Table 4 . Data fusion results using the n-top lists and the CombMNZ method In general, we consider that these results are encouraging, because they show that in all cases, except one configuration, the proposed method could outperform the baseline results. This behavior was particularly clear for the ImageCLEF data set, where we obtained very good results using all DF methods and considering any number of lists. We believe this was because this dataset contains more relevant documents per query (60 as showed in Table 1 ) than the other three collections.
On the other hand, we cannot formulate a definitive conclusion about the adequate value of n, since its selection depends on the used DF method and on the characteristics of the target document collection. However, from the results, it is possible to observe that n = 3 and n = 2 tended to generate the best results, indicating somehow that it is better to select the best lists than eliminate the worst(s).
Conclusions and Future Work
This paper proposed a new DF approach based on the combination of only the n-top result lists per query as an alternative to the fusion of all available data. The selection of the top result lists relies on an unsupervised quality measure that uses information about the redundancy and ranking of the documents across the lists. This approach differs from previous proposals in that it does not depend on any a priori knowledge about the IR methods nor on the user relevance judgments.
The evaluation results in four IR test collections, considering a total of 266 queries, and employing three different DF methods are encouraging. They indicate that the proposed approach could significantly outperform the results achieved by fusion all result lists, considering the MAP scores. They also show that the approach may be successfully used in conjunction with several DF methods given that it could achieve average improvements of 10.7%, 3.7% and 18.8% when was used along with Maximum RSV, CombMNZ and Fuzzy Borda respectively. In addition, we could observe relevant results with several data sets of different characteristics, obtaining average improvements over the baseline of 3.9%, 7.9%, 11.8% and 20.7% for the Adhoc, GeoCLEF, ImageCLEF and RobustCLEF collections.
Finally, supported by the presented experimental results, we plan to focus our future work in two main issues. On the one hand, the selection of the most appropriate DF method for a given set of lists and, on the other hand, the dynamic choice of the value of n (number of lists to be combined) based on the redundancy and complementarity characteristics of the given result lists.
