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Abstract
A graph G is said to be semi-hyper-connected if the removal of every minimum cut of G creates exactly two connected
components. In this paper, we characterize semi-hyper-connected vertex transitive graphs, in particular Cayley graphs.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction and notation
Let G = (V, E) be a connected undirected graph. A cut of G is a vertex set C ⊆ V (G), such that the removal
of C results in either a disconnected graph or a trivial graph. The minimum size of a cut of G, denoted by κ(G),
is called the connectivity of G. It is well known that κ(G) is one of the vulnerability measures of a network [2]. In
recent years, many variations on connectivity have been proposed. A graph G is said to be super-connected [2], if for
any minimum cut C of G, G − C has isolated vertices. A graph G is called hyper-connected [3,5], if the removal of
each minimum cut of G creates exactly two connected components, one of which is an isolated vertex. The concept
of hyper-connectedness was generalized to semi-hyper-connectedness in [10].
Call a graph G semi-hyper-connected, if the removal of each minimum cut of G results in exactly two connected
components. Clearly, a graph is hyper-connected if and only if it is both super-connected and semi-hyper-connected.
The deletion of a set of vertices can be viewed as the failure of some processors in the network. If the failure is
such that some part of the network cannot communicate with another part, then less damage is done to the network
when there is a small number of connected components which remain. Hence semi-hyper-connectedness can be used
as a measure of network reliability.
In [7], Meng characterized vertex and edge transitive hyper-connected graphs. In [10], Zhang and Meng
characterized edge transitive semi-hyper-connected graphs. In this paper, we first characterize vertex transitive semi-
hyper-connected graphs. Then semi-hyper-connected Cayley graphs, in particular, semi-hyper-connected minimal
Cayley graphs are characterized.
In the following, we will introduce some notations and terminologies used in this paper.
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For a vertex set N ⊆ V (G), the neighbor set of N in G, denoted by ∂G(N ), is the set of vertices in V (G) \ N
which are adjacent to at least one vertex of N . Write RG(N ) = V (G) \ (N ∪ ∂G(N )). When there is no danger of
confusion, ∂(N ) andR(N ) are used instead of ∂G(N ) andRG(N ). The subgraph induced by N is denoted by G[N ].
If G is not semi-hyper-connected, then except for the complete graph Kn , there exists a minimum cut C of G,
such that G − C has at least three connected components. Call such a minimum cut a semi-hyper-cut. A vertex set
N ⊆ V (G)with ∂(N ) being a semi-hyper-cut is called a semi-hyper-fragment. Clearly, if N is a semi-hyper-fragment,
so is R(N ). A semi-hyper-fragment with least cardinality is called a semi-hyper-atom. The subgraph induced by a
semi-hyper-atom is connected. It should be noted that a semi-hyper-cut is a ‘minimum’ cut; the vertex set of each
connected component of G − C is a semi-hyper-fragment; and for any two connected components G1,G2 of G − C ,
∂(G1) = ∂(G2) = C . The original idea of ‘atoms’ and ‘fragments’ was proposed by Mader [6] and Watkins [9]. There
are many variations of these concepts (including the ones in this paper), which play an important role in studying
various kinds of connectedness.
Denote the automorphism group of G by Aut(G). A graph G is called vertex transitive, if for any two vertices
u, v ∈ V (G), there exists some automorphism φ ∈ Aut(G) such that φ(u) = v. A vertex transitive graph is always
regular.
Let H be a group, 1 be the identity of H , S ⊆ H \ {1}, and S−1 = S. Cayley graph Cay(H, S) is the graph with
vertex set H , and u, v ∈ H are adjacent in Cay(H, S) if and only if u−1v ∈ S. Cayley graphs are vertex transitive. It
is well known that a Cayley graph G = Cay(H, S) is connected if and only if S is a generating set of H (denoted by
H = 〈S〉).
In [10], the authors proved the following lemma which is crucial to our proofs.
The Key Lemma. Let G 6= Kn be a connected non-semi-hyper-connected graph, M be a semi-hyper-atom of G, and
N be a semi-hyper-fragment of G. Then, either M ∩ N = ∅, or M ⊆ N.
The concept of imprimitive blocks is important in dealing with transitive graphs. An imprimitive block of a graph
G is a proper nonempty subset A of V (G), such that for any φ ∈ Aut(G), either φ(A) = A or φ(A) ∩ A = ∅. The
following proposition indicates why imprimitivity is so useful:
Theorem A ([8]). Let G be a connected graph and Y be the subgraph induced by an imprimitive block A of G. Then
(i) If G is vertex transitive, then so is Y .
(ii) If G = Cay(H, S) and A contains the identity of H, then A is a subgroup of H.
We follow [1,4] for notations and definitions not given here.
2. Vertex transitive graphs
In this section, G is assumed to be a connected vertex transitive graph.
Lemma 2.1. Let G 6= Kn be a connected vertex transitive graph which is not semi-hyper-connected. Then,
(i) V (G) is the union of distinct semi-hyper-atoms;
(ii) every subgraph induced by a semi-hyper-atom is vertex transitive;
(iii) the subgraphs induced by semi-hyper-atoms are isomorphic;
(iv) every semi-hyper-fragment is a union of distinct semi-hyper-atoms;
(v) every semi-hyper-cut is a union of distinct semi-hyper-atoms.
Proof. Observe that by The Key Lemma, distinct semi-hyper-atoms are disjoint, and thus every semi-hyper-atom is
an imprimitive block of G.
By the vertex transitivity of G, every vertex lies in some semi-hyper-atom. Then, (i), (ii) and (iii) follow from the
above observation and Theorem A(i).
(iv) is a direct result of The Key Lemma.
(v) Let C be a semi-hyper-cut. Denote the components of G−C by G1, . . . ,G t . Then each V (Gi ) is a semi-hyper-
fragment. The result follows from (i) and (iv). 
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Lemma 2.2. Let G 6= Kn be a connected vertex transitive graph which is not semi-hyper-connected, and M be a
semi-hyper-atom of G. Denote the components of G− ∂(M) by G1, . . . ,G t , where G t is the largest one. Then, t ≥ 3
and every V (Gi ) (i = 1, . . . , t − 1) is a semi-hyper-atom.
Proof. Since M is a semi-hyper-atom of G 6= Kn , there are at least three components in G − ∂(M). So, t ≥ 3. Note
that ∂(M) is a semi-hyper-cut of G. Hence every V (Gi ) is a semi-hyper-fragment.
Assume, without loss of generality, that G1 = G[M] and V (G2) is not a semi-hyper-atom. Choose a vertex
v ∈ V (G2) such that ∂(v) ∩ ∂(M) 6= ∅. By the vertex transitivity of G, there exists a semi-hyper-atom N of G, such
that v ∈ N . Since V (G2) is a semi-hyper-fragment and N ∩ V (G2) 6= ∅, we have N ⊆ V (G2) by The Key Lemma.
By the assumption that V (G2) is not a semi-hyper-atom, N is a proper subset of V (G2). By the connectedness of G2,
∂(N ) ∩ (V (G2) \ N ) 6= ∅. Then it follows from |∂(M)| = |∂(N )| that ∂(M) \ ∂(N ) 6= ∅. Let w ∈ ∂(M) \ ∂(N ).
Since ∂(M) is a minimum cut, w is adjacent to all the components of G−∂(M). Now, it can be seen that the subgraph
induced by
⋃t
i=1
i 6=2
V (Gi )
⋃{w} is connected in G − ∂(N ), which implies that G − ∂(N ) has a larger component than
G t . This is a contradiction since G − ∂(M) ∼= G − ∂(N ). 
Suppose every semi-hyper-cut of G is the union of γ (G) distinct semi-hyper-atoms (note that γ (G) is independent
of the choice of semi-hyper-cut). By (v) of Lemma 2.1, γ (G) is a factor of κ(G). Denote by ω(G) the cardinality of
a semi-hyper-atom. We have the following estimation on γ (G).
Lemma 2.3. Let G 6= Kn be a connected vertex transitive k-regular graph which is not semi-hyper-connected. Then,
γ (G) ≥ 3, and k+1
ω(G) − 1 ≤ γ (G) ≤ kω(G) .
Proof. By (ii) and (iii) of Lemma 2.1, we may suppose that each semi-hyper-atom is `-regular.
Let M be a semi-hyper-atom of G. By Lemma 2.2, there exists another semi-hyper-atom N with ∂(M) = ∂(N ).
Write G1 = G[M] and G2 = G[N ]. Then, there are 2(k − `)ω(G) edges between V (G1) ∪ V (G2) and ∂(M). Since
the number of edges between ∂(M) and ∂(M) cannot exceed γ (G)(k− `)ω(G), and G − ∂(M) has some component
other than G1 and G2, we have γ (G)(k − `)ω(G) > 2(k − `)ω(G), and thus γ (G) ≥ 3.
By γ (G)ω(G) = κ(G) ≤ k, we have γ (G) ≤ k
ω(G) . Since every vertex in M has k − ` neighbors in ∂(M), we
have k − ` ≤ κ(G) = γ (G)ω(G). Then it follows from ` ≤ ω(G)− 1 that γ (G) ≥ k+1
ω(G) − 1. 
By the above lemma, we have
Lemma 2.4. Let G 6= Kn be a connected vertex transitive graph which is not semi-hyper-connected. Then, ω(G) ≤
κ(G)/3.
In the following, we will characterize non-semi-hyper-connected vertex transitive graphs by two steps of reductions
and by two kinds of quotient graphs.
Definition 2.5. A connected vertex transitive graph G is called block-reducible if there exist two isomorphic vertex
transitive subgraphs G1 and G2 (G1 ∩ G2 = ∅) with order not more than κ(G)/3, such that ∂(V (G1)) = ∂(V (G2))
is a minimum cut of G. Otherwise, G is said to be block-irreducible.
Theorem 2.6. Let G 6= Kn be a connected vertex transitive graph. Then G is not semi-hyper-connected if and only if
G is block-reducible, and |V (G1)| + |V (G2)| + κ(G) < |V (G)|, where G1 and G2 are the subgraphs guaranteed by
Definition 2.5.
Proof. The sufficiency is obvious since ∂(V (G1)) is a semi-hyper-cut.
To show the necessity, let M be a semi-hyper-atom of G. Denote by G1 = G[M]. By Lemma 2.2, there exists some
component G2 6= G1 in G−∂(M) such that V (G2) is also a semi-hyper-atom. Then ∂(V (G1)) = ∂(V (G2)) = ∂(M)
is a minimum cut of G. By Lemma 2.1, G1 and G2 are isomorphic and vertex transitive. By Lemma 2.4, |M | ≤ κ(G)3 .
Furthermore, since M is a semi-hyper-atom, G − ∂(M) has some component other than G1 and G2. It follows that
|V (G)| > |V (G1) ∪ V (G2) ∪ ∂(V (G1))| = |V (G1)| + |V (G2)| + κ(G). 
Definition 2.7. For a non-semi-hyper-connected vertex transitive graph G 6= Kn , denote by M(G) the set of semi-
hyper-atoms of G. Let G
(1)
be a graph whose vertex set isM(G) and two vertices M1,M2 ∈M(G) are adjacent in
G
(1)
if and only if some vertex in M1 is adjacent to some vertex in M2. G
(1)
is called the quotient graph of class I of G.
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Fig. 1. The structure of a non-semi-hyper-connected graph.
Remark 2.8. By the imprimitivity of semi-hyper-atoms, G
(1)
is a vertex transitive graph with regularity γ (G).
Furthermore, G
(1)
is maximally connected, that is, κ(G
(1)
) equals its regularity.
Definition 2.9. A graph G is called reducible if there exist two vertices u1, u2 ∈ V (G) such that ∂(u1) = ∂(u2).
Otherwise, G is said to be irreducible.
Remark 2.10. A reducible k-regular graph with κ(G) = k ≥ 3 and |V (G)| > 2+ κ(G) is also block-reducible (with
G1 and G2 in Definition 2.5 being singletons).
Definition 2.11. For a reducible graph G, define an equivalence relation R on V (G): for u, v ∈ V (G), u Rv if and
only if ∂(u) = ∂(v). According to this equivalence relation, V (G) is partitioned into nonempty sets A1, . . . , Ap. Let
G
(2)
be a graph with vertices A1, . . . , Ap, two vertices Ai and A j are adjacent in G
(2)
if and only if some vertex in
Ai is adjacent to some vertex in A j in G. G
(2)
is called the quotient graph of class II of G.
For any vertex u ∈ Ai , Ai is exactly the set of vertices having the same neighbor set with u in G. So, each Ai is an
imprimitive block of G, and G[Ai ] is an independent set.
Remark 2.12 (The Structure of Non-Semi-Hyper-Connected Vertex Transitive Graphs). Suppose G 6= Kn is a vertex
transitive graph which is not semi-hyper-connected. Then by Lemma 2.1, V (G) is the union of distinct semi-hyper-
atoms, and these semi-hyper-atoms induce isomorphic vertex transitive graphs. Contracting each such graph into a
vertex, we have a graph G
(1)
which is vertex transitive and maximally connected. By Lemma 2.2, there are at least two
semi-hyper-atoms having the same neighbor set, which corresponds to two vertices in G
(1)
having the same neighbor
set. So G
(1)
is reducible. Since G
(1)
is vertex transitive, the cardinality of any equivalence class is a constant. A step
further, G
(1)
(2)
is an irreducible vertex transitive graph which is maximally connected. This structure is illustrated by
Fig. 1.
Next, we will find out all vertex transitive graphs with regularity k ≤ 7 which are not semi-hyper-connected.
Denote by Kk,k the complete bipartite graph with each bipartition having k vertices, Cn the cycle of length n, and
En the empty graph of order n. For two graphs G1 and G2, use G1(G2) to denote the lexicographic product of G1
and G2, that is, V (G1(G2)) = {(u, v) | u ∈ V (G1), v ∈ V (G2)}, and (u1, v1) is adjacent with (u2, v2) in G1(G2) if
and only if either u1 is adjacent with u2 in G1, or u1 = u2 and v1 is adjacent with v2 in G2.
Theorem 2.13. Let G be a connected vertex transitive graph with regularity k ≤ 5. If G is not semi-hyper-connected,
then G is isomorphic to K2, Kk,k or Cn(E2).
Proof. When k = 1, G ∼= K2. When k = 2, G ∼= Cn . So, the only vertex transitive non-semi-hyper-connected graph
with regularity k ≤ 2 is K2. In the following, assume that k ≥ 3.
By γ (G)ω(G) ≤ k ≤ 5 and γ (G) ≥ 3, we have ω(G) = 1. So, every vertex is a semi-hyper-atom. Let u be a
vertex in V (G). By Lemma 2.2, there exists a vertex v ∈ V (G) with ∂(u) = ∂(v). Let q be the cardinality of an
equivalence class under the equivalence relation R in Definition 2.11. Then q ≥ 2.
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Fig. 2. Two non-semi-hyper-connected graphs with regularity 6. Every vertex in the lower layer is adjacent to every vertex in the upper layer except
for the one indicated by the dashed line.
Fig. 3. A vertex transitive non-semi-hyper-connected graph G. For i = 0, 1, 2, 3, the subgraph of G induced by the edges between Ui and Ui+1 is
a completed bipartite graph minus two edges which are indicated by the dashed lines (‘+’ is understood as modulo 4).
Write ∂(u) = {u1, . . . , uk}. For each vertex ui in ∂(u), the equivalence class containing ui is completely contained
in ∂(u), because any vertex having the same neighbor set with ui is adjacent to u. So, ∂(u) is a union of distinct
equivalence classes, and thus q is a factor of k.
Hence, when k = 3 or 5, we have q = k, and G ∼= Kk,k . When k = 4, we have q = 2 or 4. In the case that q = 4,
G ∼= K4,4. In the case q = 2, the quotient graph G(2) is 2-regular, and thus is a cycle. It follows that G ∼= Cn(E2). 
Theorem 2.14. Let G be a connected vertex transitive graph with regularity k = 6. If G is not semi-hyper-connected,
then G is isomorphic to K6,6, Cn(E3) or G1(E2) where G1 is a vertex transitive 3-regular graph with κ(G1) = 3, or
the graphs in Fig. 2.
Proof. Similar to the proof of Theorem 2.13, we have ω(G) = 1 or 2.
In the case ω(G) = 1, we have κ(G) = 6 and q ≥ 2 is a factor of k. So, q = 2, 3 or 6. If q = 6, then G ∼= K6,6.
If q = 3, then G(2) is a cycle, and G ∼= Cn(E3). If q = 2, then G(2) is a vertex transitive 3-regular graph G1 with
κ(G1) = 3 and G ∼= G1(E2).
Next, suppose ω(G) = 2. Combining Lemma 2.3 with the fact 2γ (G) = γ (G)ω(G) ≤ k = 6, we have γ (G) = 3.
So, G
(1)
is 3-regular. By Remarks 2.8 and 2.10, G
(1)
is block-reducible, and thus is not semi-hyper-connected by
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Theorem 2.6. By Theorem 2.13, G
(1) ∼= K3,3. Then, G ∼= K3,3(K2)− M , where M is a matching of K3,3(K2). Since
G is vertex transitive, it can be seen that the graphs in Fig. 2 are the only possible ones in this case. 
A similar deduction shows that
Theorem 2.15. Let G be a connected vertex transitive graph with regularity k = 7. If G is not semi-hyper-connected,
then G is isomorphic to K7,7 or K3,3(K2).
For k ≥ 8, the structure of a vertex transitive non-semi-hyper-connected graph is not as neat as that when k ≤ 7.
We have guessed that a vertex transitive non-semi-hyper-connected graph is a lexicographic product G1(G2), where
G1 and G2 are two vertex transitive graphs, and G1 = G3(Em) for some integer m ≥ 2 and some vertex transitive
graph G3 which is maximally connected. But this is not true, as can be seen from Fig. 3.
3. Cayley graphs
Let H be a group, and S be a subset of H , such that 1 6∈ S and S−1 = S. We study the semi-hyper-connectedness
of Cay(H, S) in this section.
For two elements a, b ∈ H , denote by ab the product of a and b. For two subsets K1, K2 ⊆ H , denote by
K1 · K2 = {k1k2 | k1 ∈ K1, k2 ∈ K2} the product of K1 and K2. For a ∈ H , the left translation `a : H 7→ H is a
function `a(u) = au. Let H` be the set of all left translations of H . Then, H` acts transitively on G = Cay(H, S). In
fact, for any two elements u, v ∈ H , `vu−1 is an automorphism of G mapping u to v.
Theorem 3.1. Let G = Cay(H, S) be a connected Cayley graph, G 6= Kn . Then, G is not semi-hyper-connected if
and only if there exists a subgroup K of H, and an element a ∈ H \ K , such that K · (S \ K ) = aK · (S \ K ), and
|H | > 2|K | + |K · (S \ K )|.
Proof. Since every Cayley graph is vertex transitive, it follows from Section 2 that G is the union of distinct semi-
hyper-atoms, and every semi-hyper-atom of G is an imprimitive block.
Let K be the semi-hyper-atom of G containing the identity element. By Theorem A (ii), K is a subgroup of H .
Since the left translations act transitively on G, every semi-hyper-atom of G is a left coset of K .
Note that G[K ] = Cay(K , S ∩ K ). So for any left coset aK , we have ∂(aK ) = aK · (S \ K ).
Taking the semi-hyper-atom M = K in the proof of Theorem 2.6, there exists another semi-hyper-atom aK such
that ∂(K ) = ∂(aK ). Then, the result follows from Theorem 2.6.
The sufficiency is obvious by taking G1 = G[K ], G2 = G[aK ] in Theorem 2.6. 
Theorem 3.2. If H is a group of prime order, and G = Cay(H, S) is not a complete graph, then G is semi-hyper-
connected.
Proof. Suppose G is not semi-hyper-connected. Since the order of H is prime, it has no non-trivial proper subgroup.
So, the subgroup K in Theorem 3.1 must be the identity group. It follows that there exists an element a 6= 1 satisfying
S = aS. Let b be an element in S. Then 〈a〉b ⊆ S. In fact, if ai b ∈ S, then a(ai b) ∈ aS = S, that is a(i+1)b ∈ S.
Since 〈a〉 = H , we have S = H . In particular, 1 ∈ S, a contradiction. 
4. Minimal Cayley graphs
Let H be a group, S0 ⊂ H . The set S0 is said to be a minimal generating set of H , if H = 〈S0〉, and for any element
s ∈ S0, s 6∈ 〈S0 − s〉. Let G = Cay(H, S), where S = S0 ∪ S−10 . Then G is said to be a minimal Cayley graph, if S0
is a minimal generating set of H . Call S a symmetric minimal generating set of H . Clearly, if S1 ⊆ S0 and K = 〈S1〉,
then S1 is also a minimal generating set of K .
The following lemma was proved in [11] (see the proof of Theorem 5 in [11]).
Lemma 4.1. Let H be a group and S be a symmetric minimal generating set of H. Suppose S =
{s1, . . . , sq , s−11 , . . . , s−1q , t1, . . . , tp}, where s j ( j = 1, . . . , q) are elements of order at least 3, and t j ( j = 1, . . . , p)
are elements of order 2. Then |H | ≥ 2p when q = 0 and |H | ≥ 3 · 2p+q+1 when q ≥ 1.
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Theorem 4.2. All minimal Cayley graphs are semi-hyper-connected except when S = {t1, s1, . . . , sq , s−11 , . . . , s−1q },
where q ≥ 3, t1 is of order 2, si is of order 4, t1s2i = s2i t1 for any i = 1, . . . , q, and s21 = s22 = · · · = s2q .
Proof. Suppose G = Cay(H, S) is a minimal Cayley graph which is not semi-hyper-connected. Write S =
{s1, . . . , sq , s−11 , . . . , s−1q , t1, . . . , tp}, where s j ( j = 1, . . . , q) are elements of order at least 3, and ti (i = 1, . . . , p)
are elements of order 2.
Let K be the semi-hyper-atom of G containing the identity element of H . Then K is a subgroup of H .
Suppose, without loss of generality, that K = 〈S1〉, where S1 = {s1, . . . , sq1 , s−11 , . . . , s−1q1 , t1, . . . , tp1}. Then
G[K ] = Cay(K , S1). Replacing H and S in Lemma 4.1 by K and S1 respectively, we have
|K | ≥
{
2p1 , when q1 = 0,
3 · 2p1+q1−1, when q1 ≥ 1.
Clearly ∂(K ) = K sq1+1 ∪ · · · ∪ K sq ∪ K s−1q1+1 ∪ · · · ∪ K s−1q ∪ K tp1+1 ∪ · · · ∪ K tp. By the minimality of S, it can be
seen that the right cosets K sq1+1, . . . , K sq , K tp1+1, . . . , K tp are all disjoint. So,
|∂(K )| ≥ [(q − q1)+ (p − p1)] · |K |.
For |∂(K )| = κ(G) ≤ |S| = p + 2q, we have
[(q − q1)+ (p − p1)] · |K | ≤ p + 2q.
So, if q1 = 0, then
2p1(q + p − p1) ≤ p + 2q,
or equivalently
2p1(q − 2)+ 2p1(p − 1) ≤ 2p1 p1; (1)
if q1 ≥ 1, then
3 · 2p1+q1−1[(q − q1)+ (p − p1)] ≤ p + 2q,
or equivalently
(3 · 2p1+q1−1 − 2)q + (3 · 2p1+q1−1 − 1)p ≤ 3 · 2p1+q1−1(q1 + p1). (2)
Furthermore, by Lemma 2.4, we have
|K | ≤ κ(G)/3 ≤ |S|/3 = (p + 2q)/3. (3)
Claim 1. q1 = 0.
Suppose q1 ≥ 1. Then |K | ≥ 3.
If q = q1 and p = p1, then K = H , a contradiction. So, either q ≥ q1 + 1 or p ≥ q1 + 1.
If both q ≥ q1 + 1 and p ≥ p1 + 1, then it follows from (2) that (note that since q1 ≥ 1, the coefficients of p and
q in (2) are both positive)
6 · 2p1+q1−1 ≤ p1 + 2q1 + 3,
which is possible only when q1 = 0, a contradiction.
If q = q1, then p ≥ p1 + 1, and
3 · 2p1+q1−1 − 1 ≤ 2q1 + p1.
This is possible only when p1 = 0, q1 = 1, and p = p1 + 1 = 1. By inequality (3), we have |K | ≤ 1, contradicting
that |K | ≥ 3.
If p = p1, then q ≥ q1 + 1 ≥ 2, and
3 · 2p1+q1−1 − 2 ≤ 2q1 + p1.
This is possible only when (p1, q1) = (0, 1) or (0, 2). In either case, we have p = 0 and q ≤ 3. By inequality (3),
|K | ≤ 2, a contradiction. Claim 1 is proved.
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Claim 2. p1 = 1, p ≤ 2 and K = {1, t1}.
Since q1 = 0, we have p ≥ p1 ≥ 1.
If p1 ≥ 2, and p ≥ p1 + 1, then by inequality (1), we have
2q + 2p1 ≤ p1 + 1,
which is impossible. If p1 ≥ 2 and p = p1, then q ≥ q1 + 1 = 1 and
(2p1 − 2)q ≤ p1.
This is possible only when q = 1 and p = p1 = 2. But then
4 = 2p1 ≤ |K | ≤ 2q + p
3
≤ 4
3
,
a contradiction. So, p1=1, and thus K = {1, t1}. By inequality (1), we have p ≤ 2. Claim 2 is proved.
Case 1. p = 1.
By Theorem 3.1, there exists an element a ∈ H \ K such that K · (S \ K ) = aK · (S \ K ), that is,
{s1, . . . , sq , s−11 , . . . , s−1q , t1s1, . . . , t1sq , t1s−11 , . . . , t1s−1q } = {as1, . . . , asq , as−11 , . . . , as−1q , at1s1, . . . , at1sq , at1
s−11 , . . . , at1s−1q }. By inequality (3), we have q ≥ 3. It should be noted that by the minimality of S, elements in
the left set are distinct, and thus the correspondence between elements in the left set and those in the right set is
one-to-one.
Suppose as1 = t1si and as2 = s j . Then t1 = s j s−12 s1s−1i ∈ 〈s1, s2, si , s j 〉, contradicting the minimality of S.
Similarly, the cases that as1 = t1s−1i and as2 = s j , or as1 = t1s−1i and as2 = s−1j , or as1 = t1si and as2 = s−1j , or
as1 = si and as2 = t1s j , or as1 = si and as2 = t1s−1j , or as1 = s−1i and as2 = t1s j , or as1 = s−1i and as2 = t1s−1j
are all impossible.
Since s1, . . . , sq all have the same status, we see from the above deduction that
either {as1, . . . , asq} ⊂ {s1, . . . , sq , s−11 , . . . , s−1q }
or {as1, . . . , asq} ⊂ {t1s1, . . . , t1sq , t1s−11 , . . . , t1s−1q }. (4)
Since q ≥ 3, we may assume that one of the following four cases occurs (by the Pigeon Hole Principle):
(i) as1 = si and as2 = s j ;
(ii) as1 = s−1i and as2 = s−1j ;
(iii) as1 = t1si and as2 = t1s j ;
(iv) as1 = t1s−1i and as2 = t1s−1j .
If (i) occurs, then si s
−1
1 s2 = s j . By the minimality of S, we see that j = 1 and i = 2. It follows that a = s2s−11 . In
view of (4), we may assume that as3 = s` or s−1` . So, s2s−11 s3 = s` or s−1` . In the first case, ` = 1 and s3 ∈ 〈s1, s2〉.
In the second case, ` ∈ {1, 2, 3}. If ` = 1 or 2, then s3 ∈ 〈s1, s2〉. If ` = 3, then s2 ∈ 〈s1, s3〉. In any case, we arrive at
a contradiction.
If (ii) occurs, then similar to the above, we have {i, j} = {1, 2}.
If i = 2 and j = 1, then a = s−12 s−11 . Suppose as3 = s` or s−1` . Then s−12 s−11 s3 = s` or s−1` , which is impossible
since S is a symmetric minimal generating set of H .
If i = 1 and j = 2, then a = s−21 = s−22 . Let k be an index in {3, . . . , q}. Suppose ask = s`. Then by
s` = s−21 sk = s−22 sk , we see that ` = k. But then s21 = 1, contradicting that s1 is of order at least 3. So ask = s−1` .
By a similar argument as the above, we have ` = k, and thus a = s−2k . This holds for any k = 1, 2, . . . , q. By the
minimality of S, and the assumption that sk has order at least 3, we see that as
−1
k cannot be t1s` or t1s
−1
` or s
−1
` . For
the same reason, as−1k 6= s` for ` 6= k. So, as−1k = sk . Hence s4k = 1 for any k = 1, 2, . . . , q. Suppose at1sk = t1s`.
Then ` = k and thus a = 1, contradicting that a 6∈ K . So, at1sk = t1s−1` . Similarly, ` = k, and thus s−2k t1 = t1s−2k .
This is exactly the exception case in the theorem.
If (iii) occurs, then si s
−1
1 s2 = s j . By the minimality of S, we have j ∈ {1, 2}. If j = 2, then s1 = si and thus
a = t1 ∈ K , a contradiction. So j = 1. Similarly, i = 2. So, a = t1s2s−11 . In view of property (4), we may suppose
as3 = t1s` or t1s−1` . It follows that s2s−11 s3 = s` or s−1` , which is impossible by the minimality of S.
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If (iv) occurs, then s−1i s
−1
1 s2 = s−1j , and thus {i, j} = {1, 2}. If i = 2 and j = 1, then a = t1s−12 s−11 . Suppose
as3 = t2s` or t1s−1` . Then s−12 s−11 s3 = s` or s−1` , and a contradiction to the minimality of S can be derived. If i = 1
and j = 2, then by a similar argument as in (ii), we also arrive at the exception case in the theorem.
Case 2. p = 2.
In this case, inequality (1) becomes equality, and thus all inequalities in the deduction of (1) become equalities.
In particular, ∂(K ) is the disjoint union of K s1, . . . , K sq , K t2. So, |∂(K )| = 2(q + 1). On the other hand, by the
minimality of S, we see that s1, . . . , sq , s
−1
1 , . . . , s
−1
q , t1s1, . . . , t1sq , t1s
−1
1 , . . . , t1s
−1
q are distinct elements in ∂(K ).
So we have |∂(K )| ≥ 4q > 2(q + 1), a contradiction. 
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