Abstract-Magnetic stimulation delivered via 0.5-mm diameter coils was recently shown to activate retinal neurons; the small coil size raises the possibility that micromagnetic stimulation ( ) could underlie a new generation of implanted neural prosthetics. Such an approach has several inherent advantages over conventional electric stimulation, including the potential for selective activation of neuronal targets as well as less susceptibility to inflammatory responses. The viability of for some applications, e.g., deep brain stimulation (DBS), may require suppression (rather than creation) of neuronal activity, however, and therefore we explore here whether ( ) could, in fact, suppress activity. While single pulses elicited weak and inconsistent spiking in neurons of the mouse subthalamic nucleus (in vitro), repetitive stimulation effectively suppressed activity in 70 of targeted neurons. This is the same percentage suppressed by conventional electric stimulation; with both modalities, suppression occurred only after an initial increase in spiking. The latency to the onset of suppression was inversely correlated to the energy of the stimulus waveform: larger amplitudes and lower frequencies had the fastest onset of suppression. These findings continue to support the viability of as a next-generation implantable neural prosthetic. 
I. INTRODUCTION
T HE use of electric stimulation to alleviate disorders of the neural system is well established. For example, deep brain stimulation (DBS) effectively reduces the symptoms associated with diseases such as Parkinson's Disease, essential tremor and dystonia [1] - [3] . Cochlear prosthetics have also proven effective in restoring the sensation of hearing to patients that are profoundly deaf [4] , [5] . Success with these types of devices has prompted the evaluation of a wide range of new approaches including visual prosthetics [6] - [10] (retinal and cortical), several types of limb prosthetics [11] , [12] as well as many new DBS treatments for neural disorders including Tourette's Syndrome [13] , obsessive-compulsive disorder [14] , [15] , chronic pain [16] , depression [17] and epilepsy [18] . Despite these successes there are several fundamental limitations associated with the use of conventional electric stimulation. For example, although it is often desirable to confine the effects of stimulation to a small region, i.e., within a specific nucleus, it is often difficult to prevent the spread of activation, e.g., the activation that arises when passing axons from nontargeted regions become activated. The activation of such regions can lead to a wide array of problematic side effects [2] , [19] - [22] . A second limitation arises from the inflammatory reactions generated in response to implantation. These reactions can lead to scarring around the electrode that can alter the performance of the device over time, i.e., increasing the thresholds for activation [23] - [29] .
Magnetic stimulation is another well-established approach for modulating neuronal activity. For example, transcranial magnetic stimulation (TMS) utilizes large coils positioned adjacent to the scalp to modulate activity of cortical neurons [30] . TMS has demonstrated moderate success for the clinical treatment of some forms of depression [31] and is currently under evaluation for other neurological and psychiatric disorders (e.g., migraine headaches, strokes, and tinnitus) [32] - [35] . It has not been successful however for targeting deeper targets, e.g., neurons of the basal ganglia, probably because of the rapid fall-off of magnetic field strength with distance. Unfortunately, the large size of TMS coils prohibits implantation and until recently, the possibility of implanting smaller coils into the parenchyma was not considered viable because the fields induced by small coils were thought to be not strong enough to modulate neuronal activity. However, several recent studies have found that small coils [36] , [37] , including ones as small as 0.5 mm in diameter [36] , could in fact activate neurons. Because such coils are small enough to be implanted, these findings raise the possibility that micromagnetic stimulation ( ) could form the basis of one or more next-generation neural prosthetic devices.
Magnetic stimulation has some intriguing potential advantages over conventional electric stimulation. One such advantage is that the electric fields induced by coils are spatially asymmetric and may therefore allow focal targeting of specific regions around the coil. For example, Bonmassar et al. [36] showed that the induced electric fields along the length of the coil were approximately 10 stronger than the fields along the two (circular) end plates. As such, it is likely that neurons along the length of the coil would be preferentially activated versus neurons closer to the coil edges. Consistent with the modeling results, Bonmassar et al. showed that selective populations of retinal neurons could be activated by some orientations of the coil but not by others. One particularly attractive finding was that the passing axons that run along the inner retinal surface could be avoided when the orientation of the coil was such that the induced electric fields were oriented perpendicularly to the surface, e.g., the gradient of field along the axon was low [38] , [39] . Another potential advantage of over conventional electric stimulation arises from the fact that coils can be coated with a bio-inert polymer, e.g., parylene [40] , polyimide [41] , [42] , and liquid crystal polymers [42] - [44] , without any appreciable loss of efficacy; the lack of direct contact between the metal electrode and neural tissue may reduce the inflammatory response associated with implantation. Further, because magnetic fields pass readily through a wide range of biological tissue, e.g., blood, bone, etc., the formation of any sort of glial scar surrounding the implant would likely have little or no influence on the activation of targeted tissue, i.e., thresholds would not increase over time. While scarring and threshold increases are not as problematic for large electrodes, i.e., those used in DBS, thresholds can increase significantly for smaller microelectrodes [29] .
Before can be fully considered as an alternative to conventional implanted electric stimulation devices, however, it is necessary to better understand its capabilities and limitations, especially as related to its ability to modulate neuronal activity. The retina contains many structural and functional differences from other regions of the CNS and as such, significant differences in sensitivity to may exist. In addition, while the excitatory effects in the retina arose from single pulses, previous studies have found that both excitatory and inhibitory effects can be elicited by varying the rate at which magnetic stimulation is delivered [33] . Along similar lines, previous in vitro experiments showed that neurons of the subthalamic nucleus (STN) were suppressed by high-rate stimulation (after an initial transient burst of activity) [45] - [47] . While this previous inhibitory effect may be restricted to only certain parts of the neuron [48] , it is nevertheless important to understand whether can suppress or otherwise alter neural activity (in addition to the excitatory effects shown previously) before an informed decision can be made about its suitability for applications such as DBS.
One additional consideration of great practical importance for concerns the power required for use. Previous (unpublished) work from our lab found that power levels required for activation of retinal neurons was 12.4 mJ per (single) pulse of . Of this energy, 0.78 mJ was associated with the initial short-duration bi-phasic pulse and 11.64 mJ was associated with the subsequent damped sinusoid [cf. Fig. 2(b) ]. Unfortunately, it is not known which of the two components underlie neuronal activation (both could also contribute). However, even if activation was mediated by only the short bi-phasic component, the power required to generated such pulses at 150 Hz ( 120 mJ) will greatly exceed even the upper limit of the power range used by existing devices (e.g., the Medtronic DBS Model 37601 Activa PC neurostimulator: 1.54 mJ @ 3.5 V, 210 s, and 150 Hz) [49] . Higher power levels will necessitate more frequent changes of the implanted power supply with a corresponding increase in the number of surgical procedures and al- ) of subthalamic nucleus (STN) neurons. (a) Schematic representation of experimental setup: A patch electrode was used to record neural activity from STN neurons in response to stimulation from a microcoil; the stimulus waveform was generated by a function generator and then amplified prior to delivery of the coil. Coil was positioned 300 m above the surface of the coronal slice and centered over the STN (dark shaded area). Central axis of the coil was held parallel to the top surface of the slice and also parallel to the long axis of the STN (dashed lines). Recording system was electrically isolated from the battery-powered magnetic stimulation system in order to avoid any direct or indirect currents between the systems. (b) Conceptual diagram illustrating the approximate orientation of the coil along with the lines of magnetic field emanating from the coil. Induced currents (solid thick arrow) were aligned with the principal axis of efferent and afferent projections of STN neurons so as to optimize targeting. most certainly an increase in the number of surgical complications [1] . Thus, the ability to bring the power levels associated with more in line with those from existing neural prosthetics, or perhaps even reduce the power to levels below that of existing devices would be highly desirable.
Here, we studied the response of STN neurons in vitro to . Responses to single pulses were generally weak and/or required high thresholds for activation and therefore, we examined whether delivery of trains of pulses might be more effective. However, because the amplifier distorted the shape of the pulse waveform we switched to sinusoidal waveforms and studied the effect of trains of sinusoids, e.g., ten cycles of a 500 Hz waveform. Surprisingly, we found that the effects of such trains were in fact strongly suppressive if they were delivered over a long period of time. Finally, we studied how changes to the parameters of the sinusoidal train influenced the suppressive effect. Our results support the notion that may one day be a suitable alternative to conventional electric stimulation based devices.
II. METHODS

A. Preparation and Testing of Coils
We purchased commercial multilayer inductors (ELJ-RFR10JFB, Panasonic Electronic Devices Corporation of America, Knoxville, TN) and soldered (15-mils 44-resin core SN63PB37) (Kester, Itasca, IL) the two leads to copper wire (34-AWG, polyurethane inner coat and nylon over coat) (Belden, Richmond, IN). Assembled coils were coated with 10-m-thick parylene-C coating (EIC Laboratories, Norwood, MA, USA) to eliminate the possibility that responses were mediated by a leakage of current from the coil assembly into the slice preparation. After coating, the coil was placed on the tip of a custom-made plastic tube 300 mm long; and the distal ends were attached to the signal and ground leads of a BNC connector. The custom-made tube was fabricated from a disposable plastic pipette (BD Falcon Serological Pipet; 5 ml in 1/10 ml; BD Biosciences, San Jose, CA) by cutting the end to be 300 mm in length so that the coil assembly could be secured to the micromanipulator for positioning near the mouse brain slice.
Because the outer boundaries of the coil as well as the parylene-C coating were discernible under the microscope with the IR illumination system used during in vitro experiments, it was possible to position the coated coil above the STN area inplane. However, the coil was opaque to the IR illumination and so it was necessary to perform preliminary measurements [36] to reveal the distance in z-direction between the coil outer boundary and the brain slice. The bottom edge of the coated coil was determined relative to a focal point at or near the top surface of the assembly so that the height of the coil above the brain slice could be reasonably estimated. In this manner, the distance from the brain preparation to the closest edge of the coil (inside coating) could be reliably controlled and was set to 300 m in all experiments.
The coil assemblies were tested before and after each experiment to ensure that there was no leakage of current. If present, such currents could have contributed to the observed neural activity. The coils were submerged in physiological solution (0.9% NaCl) and the impedance between one of the coil terminals and an electrode immersed in the physiological solution was measured before and after each electrophysiological experiment. Impedances above 200
were considered indicative of adequate insulation.
In a few experiments, it was necessary to create a gap in the coil so as to electrically isolate the two ends. This was accomplished by passing high levels of current through the coil (3 A) for ms. A break in the coil was detected by measuring the impedance across the coil: impedances increased from 7-8 in the intact coil to after the break. The impedance between both ends of the coil and the bath was also confirmed to be so as to ensure that the insulation surrounding the coil had not burned (i.e., there was no direct path for electrical current into the bath).
B. Drive
The output of a function generator (AFG3021B, Tektronix Inc., Beaverton, OR) was connected to a 1000 W audio amplifier (PB717X, Pyramid Inc., Brooklyn, NY) with a bandwidth of 70 kHz. Pulsatile coil input had amplitudes ranging from 0-10 V in steps of 0.5 V and durations ranged from 20 s -1 s. The rate of increase of the leading edge was 18 ns/V; the decrease of the trailing edge was at an equal rate. The output of the amplifier for the pulsatile input consisted of a sharp peak at both the leading and trailing edges of the pulse followed by a damped cosine waveform (monitored with a TDS2014C oscilloscope, Tektronix Inc., Beaverton, OR). The peak had maximum amplitudes ranging from 0-28.7 V (gain of 2.87 V/V) with leading/trailing edge slopes of 80 ns/V. The duration of each peak was s and the two peaks were separated by 500 s (the duration of the pulse). The amplitude of the damped sinusoid was smaller than the amplitude of the peak and ranged from 0-10 V; its duration was approximately 12 ms. Sinusoid coil input had a fixed amplitude of 1.5 V and frequencies ranged from 250-1000 Hz. The output of the amplifier for the sinusoid input was linearly amplified to 4.3 V (2.87 V/V).
C. Animal Preparation and Brain Slice Preparation
Electrophysiological recordings were performed using brain slices prepared from 17-30 days old mice (C57BL/6J; Jackson Laboratory, Bar Harbor, ME). The care and use of animals followed all federal and institutional guidelines, and the Institutional Animal Care and Use Committees of the Boston VA Healthcare System and the Subcommittee of Research Animal Care of the Massachusetts General Hospital. The mice were deeply anesthetized with isoflurane and decapitated. The brains were removed immediately after death and a section of the brain containing the STN was isolated on ice in a 0-5 C oxygenated solution containing (in mM) 1.25 NaH2PO4, 2.5 KCl, 25 NaHCO3, 1 MgCl2, 25 glucose, and 225 sucrose, equilibrated with 95% O2-5% CO2 (pH 7.4). This cold solution, with a low sodium ion and without calcium ion content, improved tissue viability. In the same medium, 300-400 m thick coronal slices were prepared using a vibrating blade microtome (Vibratome 3000 Plus, Ted Pella, Inc., Redding, CA) and were incubated at room temperature in an artificial cerebrospinal fluid (aCSF) solution containing (in mM) 125 NaCl, 1.25 NaH2PO4, 2.5 KCl, 25 NaHCO3, 1 MgCl2, 2 CaCl2, and 25 glucose, equilibrated with 95% O2-5% CO2 (pH 7.4). After a two hour recovery period, STN slices were transferred and mounted, caudal side down, to a plastic recording chamber (RC-27L, Warner Instruments, LLC, Hamden, CT) with plastic slice anchor (SHD-27LP/2, Warner Instruments). The chamber with slices was maintained at C, and continuously superfused (3 ml/min) with oxygenated aCSF solution.
D. Electrophysiology
Patch pipettes were used to make small holes on the surface of brain slice, and STN neurons were targeted under visual control. Spiking was recorded with a patch electrode (4) (5) (6) (7) (8) ) that was filled with superfusate and positioned onto the surface of a targeted ganglion cell (cell-attached mode). Two silver-chloride-coated wires served as the ground and were positioned at opposite edges of the recording chamber, each approximately 15 mm from the targeted cell. Recording of spontaneous spiking for 60 seconds was used to determine whether an appropriate patch seal had been established and also to confirm that the cell was functioning normally; only those cells that generated spontaneous spiking were tested with . The coil assembly was fixed in the micromanipulator such that the main axis of the coil was oriented parallel to the brain slice surface (Fig. 1) . The coil assembly was lowered into the bath until the coil was 300 m above the brain slice surface.
E. Data Analysis
Raw waveforms were recorded at a sample rate of 100 kHz and processed with custom software written in MATLAB. Each elicited waveform contained an electrical artifact arising from the pulsatile or sinusoid ; the pulsatile artifact lasted 20 ms and was nearly identical for trials with identical stimulus conditions; the sinusoid artifact did not show the prolonged artifact and was readily removed by using the notch filter for the specific frequencies in MATLAB. Many elicited responses also contained a series of action potentials (spikes); these were confirmed as spikes by comparing them to those spikes elicited spontaneously (Section III). The timing of individual spikes was determined with a "matched filter" -the average spontaneous spike was cross-correlated with the response waveform; peaks in the cross correlation were used to assign timing of individual action potentials [50] - [52] .
III. RESULTS
We ran a series of electrophysiological experiments using coronal slices from the mouse brain to explore whether neurons of the subthalamic nucleus (STN) could be modulated by micromagnetic stimulation ( ) from a small coil (Section II). The microcoil was positioned 300 m above the surface of the slice and centered approximately over the STN [ Fig. 1(a) ]; the coil was oriented such that its long axis was parallel to the surface of the slice [ Fig. 1(b) ] and also approximately parallel to the "long axis" of the STN [dotted lines in Fig. 1(a) ]. A patch clamp electrode was positioned on the soma of a targeted STN neuron in the cell-attached configuration in order to detect action potentials (APs). Recordings were typically started approximately 60 s prior to the onset of stimulation in order to confirm viability of the recording system as well as to determine the pattern of spontaneous APs; only those cells that generated spontaneous APs were subjected to further study. The results below are derived from recordings in 43 cells (17 different slices).
A monophasic rectangular pulse with duration of 500 s [ Fig. 2(a) ] was input to the amplifier-the output waveform from the amplifier is shown in Fig. 2(b) and consists of a short duration ( s) bi-phasic waveform [ Fig. 2 (b)]; inset: negative and positive peaks occurred at the leading and trailing edges of the pulse (respectively) and were separated by a 500-s interval) and followed by a damped sinusoidal waveform that had a period of ms (Section II); this was the waveform delivered to the coil. The measured response to this stimulus similarly consisted of a short duration bi-phasic waveform followed by a more prolonged damped sinusoid [ Fig. 2(c) ]. The damped sinusoid portion of the artifact was typically relatively smooth [ Fig. 2(c) , dashed line] but sometimes contained an additional multiphasic waveform (horizontal arrow) that occurred with a latency of 1 ms [ Fig. 2(c), solid line] . Subtraction of the two waveforms (inset) revealed a waveform that had nearly identical amplitude and kinetics to action potentials that arose spontaneously suggesting it too was an AP. The submillisecond latency of this elicited action potential suggests that it arose from direct activation of the STN neuron, i.e., not secondary to activation of one or more presynaptic neurons. We were only able to elicit action potentials in this manner for three of seven cells in which pulsatile stimulation was delivered. Further, the pulse amplitude required to elicit action potentials in these three cells was high (23 V). Previous estimates of the strength of the induced electric field arising from this coil were 80 V m, greater than the field strength thought to be necessary to modulate neuronal activity [53] making it somewhat curious that cells did not respond more consistently. We also did not observe burst firing (two or more spikes) for all cells tested with pulsatile stimulation ( ). Because the thresholds required for activation of STN neurons with single pulses were close to the upper limit of our stimulation system, we questioned whether activation could be achieved more consistently via repetitive stimulation at lower amplitudes. We were not sure of the time scale over which temporal integration might occur and therefore were concerned about the prolonged nature of the electric artifact, especially the damped sinusoidal portion. To address this concern we changed the stimulus waveform from pulsatile to sinusoidal; since sinusoids passed through our amplifier without distortion this would allow the interval between successive stimuli to be more precisely regulated. Although sinusoids have a smaller di/dt than do pulses (and therefore a correspondingly smaller B and E) [36] , we reasoned that the presentation of repetitive subthreshold effects, even if they were somewhat reduced, might nevertheless summate and lead to spiking. Consistent with this notion, high-rate stimulation has previously been shown to effectively modulate neuronal activity [50] .
As a first step, we ran a series of experiments to explore whether 500-Hz sinusoidal stimulation would activate STN neurons (Fig. 3) . Ten cycles of the 500-Hz sinusoid were presented consecutively at one-second intervals (repetition rate of 1 Hz) [ Fig. 3(a) ]. Several typical one-second response periods are shown in Fig. 3(b) . The artifact in response to the stimulus is indicated by the arrow at the start of the first trial. Several spikes were typically observed in the one-second window following each stimulus. However, the timing of such spikes was not consistent from trial to trial suggesting that observed spikes might simply reflect normal baseline spiking. To further explore this, we created raster plots that included 50 one-second intervals prior to the onset of stimulation [ Fig. 3(c) ], below horizontal line) as well as 50 one-second intervals each following a stimulus [ Fig. 3(c) ], above horizontal line). The level of spiking within the rasters appeared similar from before and after the onset of stimulation as were the corresponding peri-stimulus time histograms (PSTHs) [ Fig. 3(d) ]. As a final comparison, we calculated the total number of spikes elicited over time for both pre and post stimulus time windows [ Fig. 3(e) ]. In some cases, there were slightly more total spikes for post-stimulus than for pre-stimulus (left panel). However, there was some variability across the population and some cells generated less spikes post-stimulus (middle panel). We averaged the responses across all cells and found that on average there was a slight increase to the number of spikes post-stimulation (versus pre-stimulation) [ Fig. 3(e), right panel] . In no cases ( ) did we observe elicited spikes that were phase locked to the stimulus. The fact that the spike totals following the onset of were not linear over time [i.e., there were slight inflection points in the curves of Fig. 3(e) ], raised the possibility that even longer trains of stimulation ( 50 s) might reveal additional changes.
Interestingly, prolonged stimulation using ten periods of 500-Hz sinusoids delivered at 1 Hz had a suppressive effect on It is interesting to note that the patterns observed here (transient increase in spike rate followed by silencing) are highly similar to the patterns observed in response to electric stimulation of STN neurons in vitro [45] - [47] . Further, the percentage of cells suppressed here by (75%) is nearly identical to the percentage reported in the electric stimulation studies (68% in Margarinos-Ascone et al. [46] ). Although neither our work nor the Margarinos-Ascone et al. study identify the mechanism by which spiking suppression occurs, the fact that response patterns were similar and also occurred in a similar percentage of cells raises the possibility that whatever the mechanism, it was similar for both types of stimulation. There was some variability in the responses from STN neurons that were not silenced by ( , Fig. 5 ). Some exhibited a maintained increase in firing rate ( ) [ Fig. 5(a) ] while others ( ) exhibited only a transient increase [ Fig. 5(b) , top and bottom panels from two different cells]. In still other cells ( ) [ Fig. 5(c) ], spiking persisted but appeared burst-like. The distinguishing feature of all these cells was that spiking persisted throughout the course of stimulation, at least for the 7 minutes of stimulation during which it was observed. A breakdown of the different responses is shown in Fig. 5(d) . Fig. 4(a) , one example of a cell that was suppressed by . Numbers in the legend correspond to the time periods (arrows) in Fig. 4(a) during which the spikes were generated. (b) Overlay of action potentials from the cell in Fig. 5(a) , one example of a cell not suppressed by . Numbers in legend correspond to the arrows in Fig. 5(a) .
The reasons for the different response patterns were not revealed by the experiments performed in this study but interestingly, the kinetics of action potentials changed for some response classes but not for others (Fig. 6) . The most notable change occurred during the course of stimulation for those cells that were silenced by [ Fig. 6(a) ]. The duration of the depolarizing phase of a typical action potential prior to the onset of stimulation was 0.5 ms [ Fig. 6(a) , solid thin black]. Just prior to the suppression of spiking, when the firing rate was near maximum, the duration of the depolarization phase increased to 2 ms [ Fig. 6(a) , solid thick gray]. After the cessation of and the reinitiation of spiking, the kinetics of spontaneously arising action potentials returned almost identically to control [ Fig. 6(a), thin dashed] . For those cells that were not suppressed by [ Fig. 5(a), (b) ], there was no broadening of the depolarizing phase and the overall kinetics remained highly similar [ Fig. 6(b) ]. For the few cells that responded to prolonged with burst-like spiking [ Fig. 5(c) ], we observed a broadening of the depolarizing phase of the action potential, similar to that shown for cells that were silenced [ Fig. 6(a) ]. However, these few cells did not exhibit a further decline in the action potential kinetics and the altered spike waveform persisted for the duration of (not shown). To explore how the parameters of stimulation influenced the silencing of STN neurons, we measured the duration from the onset of stimulation to the point at which spiking was completely suppressed (referred to as "time-to-silence") for several different parameter sets. For example, to determine how the rate at which was delivered influenced silencing, one cycle of 500-Hz sinusoidal coil was delivered at repetition rates of 1, 10 and 50 Hz [ Fig. 7(a) ]. The average time-to-silence of STN neurons decreased as the repetition rate increased [ Fig. 7(b) ] suggesting that higher rates of stimulation had a stronger suppressive effect. A similar effect was observed when changing the waveform frequency: one cycle of a 1000, 500 or 250 Hz sinusoid was delivered at a constant repetition rate of 50 Hz [ Fig. 7(c) ]. The average time to silencing decreased as the period of the input waveform increased [ Fig. 7(d) ] again suggesting that higher levels of are more effective in suppressing spiking. In a final set of experiments, we compared the effects when the total level of energy delivered was held constant over a fixed period of time but the temporal distribution within that time period was varied [ Fig. 7(e) ]. Specifically, the total number of stimulation periods was held constant during one-second periods (ten total cycles per second) but the rate at which the ten cycles were delivered was varied: in one case, all ten cycles were delivered at the start of the one-second period [ Fig. 7(e), top row] . In another case, two cycles were delivered every 200 ms (middle row) while in the final case, a single cycle was delivered every 100 ms (bottom row). Interestingly, the time-to-silence was shortest when the ten cycles were spread out over the course of the one second interval [ Fig. 7(f) ].
We estimated the power associated with the different forms of delivery tested here. For pulsatile stimulation, the average voltage at threshold was 23.0 V and the average current at threshold was 2.88 A (the dc impedance of the coil, 8 , was assumed constant at the low frequencies used here). Because this level occurred only at the peak of the bi-phasic waveform [e.g., Fig. 2(b) ], integration was needed to find the areas under each portion of the curve (bi-phasic and damped sinusoid). In this manner, the power estimates were 1.32 mJ for the bi-phasic component and 38.48 mJ for the damped sinusoid. These values are for a single pulse; stimulation at higher rates would yield proportionately higher values. For sinusoidal stimulation at 500 Hz, the voltage used here was 4.3 V which corresponded to a current of 0.538 A and a power level per period of 2.31 mJ. A single period at 1000 Hz had a power level of 1.16 mJ. Estimates of the strength of the electric field arising from 500 Hz sinusoids were 0.2-0.3 V/m; well below the field strength associated with pulsatile stimulation but comparable to field strengths shown previously to be effective for modulation of hippocampal neurons [54] . Since field levels were small we thought it prudent to consider the possibility that nonmagnetic factors might be contributing to the observed responses. Power to the coil was supplied via a battery and therefore there was no electrical coupling between the coil and the bath ground. As such, capacitive current was not forced through the tissue as in previous work [55] , suggesting that activation was not mediated by a capacitive effect. To further confirm this, we induced a break in the coil by passing strong electrical current (Section II); the break resulted in a change in impedance across the coil from to effectively isolating the two end plates and thereby allowing each to maintain a separate voltage, i.e., act as a capacitor. When stimulation was delivered through the broken coil there was no indication of neuronal modulation ( ) allowing us to conclude that the observed neuronal responses were not mediated by a capacitive effect. The possibility of direct electrical activation was also eliminated by ongoing verification of the integrity of the coil insulation (Section II).
To rule out possibilities such as thermal shock or inadvertent inductances, i.e., those arising from the circuitry supplying the coil, it was necessary to change preparations to coronal slices of the mouse prefrontal cortex (PFC). We targeted layer 5/6 pyramidal neurons as such neurons have their long-axis within the plane of the slice enabling a direct comparison of two different coil orientations (Fig. 8) (the axons of STN neurons project downwards into the slice). One orientation was such that the coil axis was perpendicular to the long axis of the targeted pyramidal cell ["parallel orientation", Fig. 8(a) ] while in the other case the long axis of the coil was parallel to and directly above the long axis of the cell ["perpendicular orientation", Fig. 8(c) ]. In both cases, the long-axis of the coil remained parallel to the slice surface with its bottom edge fixed at a distance of 100 above the slice surface. Regardless of orientation, the center of the coil remained fixed over the apical dendrite at a location m from the soma.
Under control conditions, pyramidal cells are mostly unresponsive to electric stimulation and were similarly unresponsive to single pulses of magnetic stimulation regardless of the orientation of the coil (not shown). Repetitive stimulation, consisting of 10-Hz stimulation for a period of 2-3 minutes was similarly ineffective when the coil was in the perpendicular orientation [ Fig. 8(d) ] but elicited spiking when the coil was rotated to the parallel orientation [ Fig. 8(b) ]. Once the cell began firing, it was generally more responsive to stimulation, e.g., responses to repetitive stimulation (parallel orientation) occurred within one second (not shown). Despite the increased level of responsiveness, only the parallel orientation of the coil remained effective, responses were never elicited when the coil was in the perpendicular orientation.
Because one orientation of the coil was effective and the other orientation of the same coil was not, we could eliminate the remaining nonmagnetic mechanisms of activation. For example, if activation were in fact arising from some sort of thermal shock induced by heating of the coil, the closer alignment of the coil to the cell in the perpendicular configuration should have been more effective. Instead, the perpendicular orientation was completely ineffective while the parallel orientation elicited a strong effect. The experiments of Fig. 8 also eliminate the possibility that activation arose from inductances associated with the supply circuitry as responses were different even though the circuitry was identical for the two coil orientations. We monitored the integrity of the coil insulation in these experiments as well thereby eliminating the possibility of direct electrical activation. Thus, our control experiments eliminate the possibility that activation arose from: 1) direct electrical effects via a leakage current; 2) a capacitive effect; 3) thermal shock; or 4) stray inductances and we therefore conclude that activation does in fact arise from the electric fields induced by flow of current through the small coils.
IV. DISCUSSION
The effectiveness of single pulses of for the activation of STN neurons was quite limited. This is in contrast to previous work in which reliably elicited spiking in retinal ganglion cells. For example, single short pulses of in the retinal study each elicited a burst of action potentials (latency of spiking onset was 50 ms) when the central axis of the coil was aligned parallel to the retinal surface. Much previous work with electric stimulation of the retina [6] , [51] , [52] , [56] , [57] indicates that burst firing arises secondary to the activation of bipolar cells, a retinal interneuron that delivers excitatory synaptic input to ganglion cells. Consistent with this, the electric fields arising from parallel orientation of the coil were oriented perpendicularly into the retina, the orientation thought to be optimal for bipolar cell activation. This raises the possibility that here, the inability to elicit burst responses in STN neurons, may simply reflect a lack of viable presynaptic excitatory neurons, likely resulting from preparation of the coronal slice. Suboptimum orientation of the induced electric field with respect to targeted neuronal processes may also have contributed to the lack of burst firing. Whereas retinal bipolar cells are uniformly oriented, there is considerable variability in the arrangement of pre-and post-synaptic processes within the STN and therefore considerably more variability in their alignment with induced fields.
In the retinal study, responses to consisted of only a single short latency spike ( 1 ms) when the central coil axis was rotated to be perpendicular to the retinal surface. Studies utilizing electric stimulation of the retina have consistently shown that single short latency spikes arise only from direct activation of ganglion cells [50] , [52] , [58] , [59] . Thus, the short-latency single spike arising from of the retina was likely to have arisen from direct activation as well and is consistent with induced electric fields that were oriented along the ganglion cell axon (arising from perpendicular orientation of the coil). Here however, we found single, short-latency spikes elicited by in only three of seven cells that were tested. Further, the average threshold for the three cells that could be activated was 23 V, approximately 30% higher than that required for direct activation in the retinal study (17.7 V) . While the phase-locked short-latency spikes observed here indicate that direct activation of STN neurons is possible, the elevated thresholds and limited success rate suggest that further optimization is required. The factors underlying the responsiveness difference (retinal versus STN) were not revealed by this study but anatomical differences between the two types of neurons may contribute. For instance, the axons of ganglion cells emerge from the soma to run along the top-most surface of the in vitro retinal preparation [58] . With this orientation the dense band of sodium channels within the initial segment of the proximal axon, the site known to have the highest sensitivity to electric stimulation [58] , was positioned directly below the center of the coil. In contrast, the axons of STN neurons emerge down and away from the coil in the coronal slices [60] - [64] utilized here. Thus the limited success for activation of STN neurons could result from the larger distance between coil and axon. It is also possible that one or more intrinsic differences between the two types of neurons also contribute to the threshold difference, e.g., differences in the properties of the sodium channel band are known to influence threshold and could be different in retinal versus STN neurons [58] , [62] .
In contrast to the limited and inconsistent responses elicited by single pulses of , responses to repetitive (r-) were reliable and robust. All cells to which rwas applied exhibited an increase in the level of spiking although there was variability in both the level and duration of the increase. In a small percentage of cells ( ), the increase in spiking consisted of intermittent bursts that persisted for the duration of the stimulus [ Fig. 5(c) ]. In all other cells ( ), the spiking elicited by manifested as an increase in the regular (nonbursting) rate of spiking. The level of increase ranged considerably, e.g., for some cells the spiking increase went only slightly above baseline [ Fig. 5(b) ] while for other cells the increase was more substantial [ Fig. 4(a) ]. In most cells for which an increase in regular (nonburst) spiking was observed ( ), ongoing rresulted in a complete cessation of spiking ( ). Although our study does not reveal why some STN neurons were suppressed and some were not, it is interesting that the percentage of STN neurons suppressed by rin our study (75%) is highly similar to the percentage of cells in which spiking was suppressed by high-frequency electric stimulation (HFS) in previous studies [46] . The suppression arising from persistent stimulation in both types of studies occurred only after a period of increased spiking, raising the possibility that suppression is mediated by some sort of fatigue. This is not certain however since similar to the spiking rates elicited by electric stimulation, the rates induced by remained well below the rates that are thought to arise physiologically [65] and other mechanisms have been suggested [66] , [67] . The biggest difference between the responses to and the responses to electric stimulation was in the latency to the onset of response suppression; in response to electric stimulation (HFS) latencies were quite short (10 -25 seconds [46] ) while here we found considerable variability (69 -262 seconds) across cells. The reasons for this variability are not clear but they may again reflect subtle differences in the orientation of the coil relative to the targeted cell and/or other intrinsic differences across cells. Changes to the parameters of the stimulus waveform altered the latency to the onset of suppression in a predictable manner: stimuli that utilized higher levels of power were associated with shorter latencies [ Fig. 7(b) and (d) ]. When two different stimuli with equal power were compared, the one that was delivered more regularly had a shorter latency when compared to waveforms that delivered the identical energy but within a shorter time period [ Fig. 7(e)-(f) ].
Is suitable as a next-generation DBS device? The mechanism(s) underlying DBS are still unresolved [67] and therefore it is difficult to point to a specific result from in vitro stimulation and form a definitive conclusion. Nevertheless, the fact that response patterns with in vitro were similar to the patterns from electric stimulation seen in previous studies is encouraging. Further, the ability of to both suppress (Fig. 4) ] and induce (Fig. 4(a) , Ref Bonmassar et al. [36] ) neural activity suggests that a wide range of modulatory effects may ultimately be able to be created, including the one(s) that ultimately are shown to mediate clinical responsiveness. Further, the potential to avoid activation of passing axons with [36] may help reduce unwanted side effects. Thus, further study of the fundamental interactions between magnetic stimulation and neuronal activation is warranted as it will help create a foundation from which can be evaluated in in vivo and ultimately in clinical trials. It will be especially important to learn how and why responses shift from excitatory to inhibitory.
The power levels required to supply microcoils will also be an important factor as is considered as a potential alternative to existing neural prosthetic devices. In the present study, the duration of the waveform input to the coil was 20 s for the large-amplitude leading bi-phasic element and 12 ms for the subsequent decaying sinusoid [ Fig. 2(b) ]. Because Faraday's Laws indicate that the strength of the induced magnetic field is proportional to the amplitude of the current waveform, the larger magnitude of the leading waveform would suggest it underlies the response to pulsatile stimulation, both here as well as in the earlier retinal study. The duration of the leading waveform (20 s) is however considerably shorter than the time over which neurons are thought to optimally respond to artificial stimulation [68] and the portion of time for which the neuron would be significantly depolarized is even shorter. Thus, the damped sinusoid component may also contribute to activation and our results do not reveal whether one of the two components was more effective for activation than the other; the corresponding power level for each of these two components was 1.32 and 38.48 mJ (respectively), suggesting it would be more economical from a power consumption point of view if the shorter component was in fact responsible for activation. However, even at 1.32 mJ/pulse, the power necessary at stimulation rates comparable to existing HFS DBS would require power levels of close to 200 mJ for repetitive pulsatile ; this level is considerably higher than the range of levels (0.03 -1.9 mJ) used by existing neural prosthetics, e.g., HFS DBS for the treatment of PD [49] . Importantly, we found strong suppression of neuronal activity with reven at very low stimulus rates. Presumably, the suppression of STN activity arising from low rate will yield the same clinical benefit as the suppression of STN activity that occurs with HFS DBS and therefore the power levels associated with repetitive may lie within a more reasonable range. For example, the power level associated with a single 500-Hz sinusoid delivered at 1 Hz was 2.31 mJ. While the power level for this type of rstill slightly exceeds the upper limit for existing DBS, all experiments to date have utilized the identical, commercially available coil (Section II). Next generation experiments will utilize new coil sizes and/or shapes that are optimized to reduce power levels even further and will bring power levels much closer or possibly even below the levels used by existing devices.
In addition to power consideration, a myriad of other safety and efficacy issues will need to be evaluated before more serious consideration can be given to as a clinical device. For example, the long-term biocompatibility of an implanted coil system will need to be tested. A potential advantage of is that the metal coils can be coated with one or more bio-inert polymers [40] - [44] without any significant loss in efficacy; this may help to reduce the risk of inflammatory reactions. Further, the diameter of the coil used in this study (0.5 mm) is less than one-half the diameter of existing DBS leads. A smaller diameter implant may help to further reduce the inflammatory or immune reactions associated with implantation. Before concluding that the 0.5-mm diameter is optimum however, it will be necessary to determine the spatial extent of stimulation as a function of coil diameter in order to ensure that the entire targeted region is activated appropriately. Finally, because the mechanisms underlying efficacy are still under investigation for many neural prosthetic applications, e.g., HFS DBS for PD [67] , it will be necessary during in vivo and clinical trials to ascertain whether does in fact elicit comparable clinical benefits. Although this can only be determined experimentally, our results here imply that if the ability to suppress STN neurons is key, the effectiveness of may be comparable to existing devices.
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