Abstract. Radio echo surveys to determine the thickness of ice sheets often record reflections 12 from inside the ice. To increase our understanding of these internal reflections we have used 13 synthetic seismogram techniques from early seismic modeling to construct two models. Both 14 models were one-dimensional; the first considered only primary reflections, while the second 15 included both primary and multiple reflections. The inputs to both models were a radio pulse and 16 data from the Greenland Ice core Project (GRIP) core of length 3028 m. The ice core data was 17 a profile of the high frequency conductivity, calculated from dielectric profile (DEP) 18 2 measurements, and a smooth profile of the real permittivity. The models produced synthetic 1 radargrams which are the energy reflected from conductivity variations as a function of the two-2 way travel time. Both models gave similar results, indicating that multiples do not alter the travel 3 time of the reflections, i.e. no O'Doherty-Anstey effect at our time resolution. One of the results 4 was then processed to simulate passing through the receiver circuit of a radio echo system and 5 then compared with a recorded trace. The processed result contained many of the larger 6 reflections recorded below about 500 m, including nearly all the features from depths greater than 7 1500 m, in particular several interstadial events in the Wisconsin age ice. Since high frequency 8 conductivity variations are dominated by chemical changes which are caused by deposition on 9 the surface of the ice sheet, it is possible to conclude that the reflections deep inside the 10 Greenland ice sheet can be treated as isochrones. 11
The variation of ) / r0 with depth inside the ice sheet will determine the speed of the 8 electromagnetic wave and the time interval between a pulse entering the ice sheet and the return 9 of its reflection to the surface, the two-way travel time (t twtt ). The DEP measurement of 10 permittivity has a poor accuracy, so errors in There are other possible equations such as an empirically derived quadratic given in Kovacs et 15 al. [1995] . It has been shown, however, that there is little to distinguish between the many 16 possible equations relating density and 7 / r8 [Stiles and Ulaby, 1981; Sihvola et al., 1985; Sihvola 17 and Lindell, 1992] . 1 Unfortunately, no weighing of the core sections was done at the GRIP drill-site. 2 Therefore, for the modeling in this paper the density record used is a combination of the 3 measurements from two sites. First, from Site A, 170 km south of GRIP [Alley and Koci, 1988 modeling is shown in Figure 1a . 12
The conductivity profile inside the ice sheet 13
The conductivity inside the ice sheet at GRIP is calculated from the DEP measurements 14 on the ice core [Moore et al., 1994] . In the DEP instrument used at GRIP, both electrodes were 15 inside an earthed box with the top electrode split into 120 two centimeter wide strips. The 16 conductance and capacitance were measured at twenty frequencies between 120 Hz and 300 kHz; 17 The conductivity of ice increases with temperature, so that the conductivity of the ice core 21 measured by the DEP at the surface will be different from the conductivity of the sample when 22 it was deep inside the ice sheet. Therefore, the temperature inside the DEP box was measured 23 during the logging of each piece of core. By combining these temperature measurements with 1 the temperature profile of the ice sheet, calculated from lowering thermistors down the borehole 2 [Johnsen et al., 1995] , it was possible to calculate the in-situ G record inside the ice sheet using 3 the published temperature dependencies of the conductivity [Miners, 1998] . 4 The profile of in-situ H used in the modeling is shown in Figure 1b . The decrease in 5 conductivity at a depth of about 1600 m corresponds to the transition from the Holocene to the 6 Pleistocene and is discussed further in section 5.2. It can also be seen how I increases as the 7 base of the ice sheet is approached due to warming near the bedrock. 8
The Radio Echo Data 9
Three radio echo systems have been used near Summit. These are discussed below but 10 only one will be compared with the model output. The Technical University of Denmark (TUD) 11 system was a 60 MHz airborne burst transmission system, which when attached to a digital 12 recording system was capable of recording reflections from the bedrock and internal layers [Skou 13 and Sondergaard, 1976; Wright et al., 1989; Jacobel and Hodge, 1995] . The Forschungsstelle 14 für Physikalische Glaziologie (FPG) at the University of Münster provided two ground-based 15 systems: a single pulse 35 MHz system designed to image to a depth of 1000 m; the other a 35 16
MHz burst transmitter used to image the bedrock [Hempel and Thyssen, 1992] . 17
The records from the two burst transmitter systems are relevant to this paper as they 18 record the deep internal reflections. The details of the collection parameters for the two burst 19 pulse systems can be seen in Table 1 . In Figure 2 we compare the TUD results (collected 1500 20 m away from the GRIP drill site) with the FPG results (collected 20 m away from the GRIP drill 21 site). In the single traces from the TUD data ( Figure 2a ) and the FPG data ( Figure 2d ) there are 22 differences in the number of internal reflections visible. There are two reasons for this: firstly, 23 removed the information on the echo strength coming out of the ice sheet. We decided, 1 therefore, not to compare the absolute value of the reflections in the model results and the radio 2 echo record. 3
The first model used in this paper considers only primary reflections: pulses that travel 4 down to an interface, are reflected, and travel back to the surface. This model takes no account 5 of pulses that undergo multiple reflections inside the ice sheet, nor is there any account of any 6 losses that occur inside the ice sheet. 7
The second model includes primary reflections, multiples and losses. The two major loss 8 mechanisms in a one-dimensional model are absorption loss within each layer and transmission 9 loss while crossing the interfaces between layers on the way down and up. The details of the two 10 models are given in an appendix at the end of this paper. 11
Both the models require the profiles of values were interpolated from the nearest depth ice core values [Miners, 1998] . 15
The incident pulse used in the models is a replica of the pulse transmitted by the TUD 16 system, a 60 MHz carrier with a duration of 250 ns. An envelope is applied to the carrier which 17 tapers off smoothly for the first and last quarter. This pulse is shown in Figure 3 . 18
It is worth briefly considering the possible changes in the results that models of higher 19 dimensions would have produced. As discussed earlier in this section, higher dimension models 20 would have included spherical spreading. They would also have given a more accurate 21 representation of the impulse response at each interface between ice layers with different 22
properties. The impulse response from a higher dimension model would have a similar initial 23 reflection time but a longer duration tail to the reflection as the off-central axis reflectionsoccurred at oblique angles. However, as the core data are one-dimensional, higher dimension 1 models would require assumptions about the higher dimensional distribution of the ice sheet 2
properties. 3
Another possible criticism is that neither of the two models used in this paper considers 4 the properties of the ice as tensors. This is due to the absence of tensor data for conductivity and 5 real permittivity. A model using anisotropic properties of the ice would also require a more 6 elaborate specification of the transmitted pulse. This omission is thought not to be important due 7
to the small size of the anisotropy as discussed in section 2.2. 8
Results 9

Comparison of raw results from the two models. 10
Figures 4a and 4b show the raw results from the two models. As described in the 11 appendix these are an indication of the energy coming out of the ice sheet, before entering the 12 receiver electronics of the radio echo system. For this reason, the main frequency content of the 13 results is the 60 MHz frequency that was in the pulse transmitted by the TUD system. The results 14 are only an indication of the energy that would exit the ice sheet as the models are one-15 dimensional and so do not include the effect of spherical spreading. 16
The main noticeable difference in the results from models one and model two is that the 17 inclusion of losses in model two reduces the amplitudes of the reflections from late travel times, 18
showing the importance of conduction losses. 19
In Figure 5 an enlarged portion of the late travel time model results data are displayed, 20 with the amplitudes normalized for the section under consideration. This figure shows that both 21 models predict deep reflections with similar t twtt . So multiple reflections and losses do not 22 influence the travel time at the time resolutions used here, i.e. we have no evidence of an 23 O'Doherty-Anstey effect. As the t twtt of the internal reflections from both models are similar 1 then the only consideration is whether we wish to compare the radar data with a result that has 2 losses (model two) or a result which does not have losses (model one). We will proceed by using 3 the result from model one as it requires fewer steps to be comparable with the radar data, as there 4 is no need for a t twtt dependent amplification. 5
Comparison of the model results with the radar and the conductivity data 6
The model results shown in Figures 4 and 5 are an indication of the energy coming out 7 of the ice sheet. The recorded TUD radio echo trace looks different. This is because the energy 8 that came out of the ice sheet passed through the receiver electronics before being written to tape. 9
The receiver electronics, and in particular the logarithmic amplifier, removed the 60 MHz 10 variation giving a smoothed envelope to the radio echo trace. 11
In order to compare the model trace with the recorded radio echo trace, the model trace 12 needs to go through a series of processing steps which try to imitate the receiver electronics. For 13 the trace from model one these steps were: (1) apply a 4MHz bandpass filter, (2) convert to base 14 band (multiply by a 60 MHz carrier and then low pass filter) and (3) take the gradient. This 15 produces what will be called the processed model trace. It has approximately the same frequency 16 content as the radar data. What is not known is the time lag and phase rotation that the receiver 17 electronics would have given to the received energy. The processed model trace has been given 18 a time shift of 0.01 µs and a phase rotation of -112 degrees as this allows an easier comparison 19 of the interstadial reflections, which will be discussed later. 20
The comparison of the model to the radar is shown in Figure 6 : 6a is the conductivity 21 record, which has been plotted against t twtt , 6b is the raw model trace, 6c is the processed model 22 trace and 6d is a TUD radar trace. The general form of the processed model trace (6c) and the 23 TUD trace (6d) are similar. In the top part of the ice sheet (earlier than 20 µs), both contain many 1 large amplitude reflections. Then, later on, both traces have fewer reflections. 2
In the earlier part of the raw model trace a few large reflections stand out, such as those 3 at 8µs , 15µs and 17µs. These large reflections can be related to peaks in the conductivity record 4 and then across through the processed model trace to peaks in the TUD radar trace. This top part 5 of the ice sheet at GRIP has been the subject of a previous comparison of radar and conductivity. of the received signal before digitization was less extreme, it is likely that the Younger Dryas and 7 many of the other interstadial events would be much better resolved by radar. 8
Between 30 µs and 35 µs, seen in Figure 6 , there are no major reflections in the TUD 9 data. It has been suggested, along with other possible mechanisms, that the absence of strong 10 reflections is due to the presence of folding near the base of the ice sheet [Jacobel and Hodge, 11 1995] . However, the model does predict reflections over this interval, due to assuming that 12 boundaries seen in the ice core are continuous and flat enough to form reflections. If there is 13 folding in the layers of ice in the base of the ice sheet then there will not be a sufficiently 14 continuous boundary to form a reflection. Alternatively, it may be that the amplitude of the 15 reflections from internal layers at this depth were too small for the TUD radar system to record. 16
Discussion and Conclusions 17
Several properties of the ice sheet could be causing the internal reflections seen in the 18 radio echo data. However, by using the models presented in this paper we have reproduced, at 19 least to a first approximation, many of the features seen in the radio echo data. In the models, 20 the real permittivity (from density) was a smooth profile and would not have generated any 21 reflections. Thus the only property that does vary in the models, the conductivity, is 22 predominantly responsible for causing the reflections. 23
Consider the origin of the conductivity profile used in the models; the conductivity is 1 calculated from DEP measurements of capacitance and conductivity at frequencies between 20 2 Hz and 300 kHz. These values are then used to determine The conclusion from the modeling in this paper is that conductivity is the dominant 17 control on radar reflections, at frequencies close to 60 MHz, for at least the lower two thirds of 18 the ice sheet at the GRIP site. Given that chemistry plays the dominant role in determining 19 conductivity below the pore close-off depth [Wolff, 2000] , it is therefore clear that either sharp 20 peaks (volcanic fallout) or transitions between bands (interstadials) of increased chemical 21 variability are the main causes of the internal reflections in Greenland. Such chemical layers will 22 generally be spatially ubiquitous, leading to a second conclusion that the main radar reflectors 23 are indeed isochrones that can be used to predict age-depth relationships, and as an aid to studies the frequency of p=2 is 2.9 MHz. This frequency is sufficiently far above the main dispersion 1 in ice (a few kHz), to justify the use of the high frequency values for relative real permittivity and 2 conductivity [Miners, 1998] . 3
The reflected electric field at the surface starts as a discrete time series, of length G+N, 4 with a time step t and a value of zero at each point. Each time step is the two-way travel time 5 in a layer. The calculation considers each interface in the Goupillaud medium in turn. 6
Between layers g and g+1 the complex Fresnel (subscript F) amplitude (subscript A) 7 reflection coefficient at each frequency index p ( ) is calculated using the equation
where is the complex wavenumber in Goupillaud layer g at frequency index p. This This condition is ensured, in this model, by adding sufficient zeros to the end of the 19 incident pulse so that the duration is long enough to record all the wanted reflections. As in 20 model one the incident pulse is expressed as a discrete time series of length N which is two raised 21 to an integer power. As the chosen sample interval was 50 ps this required N=2 20 . This meant 22 that p = 2 was at a frequency of 19 kHz, and it was not until p = 54 that the MHz frequencies 23
were reached. For these low frequencies calculating the reflection coefficient using f / rg and h 1 would introduce an appreciable error. However, the long duration of the incident pulse meant 2 that its analytic function was sharply peaked in the frequency domain near 60MHz. The 3 modeling was therefore done with a reduced section of the frequency domain, as in model one, 4 so that the low p values could be neglected and set to zero. 5
In this model the amplitude and phase change to each of the monochromatic waves in the 6 reduced section of the frequency domain is considered as they travel into the ice and are reflected 7
back. This gives the reflection coefficient of each frequency component at the top of the stack 8 of layers. There are two algorithms that can be used for this model: propagation matrices or an 9 impedance stack. Propagation matrices have been used by Lazaro-Mancilla and Gomez- Trevino 10 [1996] and speeded up by Choate [1982] . Impedance stack algorithms are described by Wait 11 [1958 Wait 11 [ , 1996 , though he uses a positive separation constant ( ) to solve the partial differential 12˜2 source-free wave equation. Impedance stack algorithms have been used previously in radio 13 glaciology to consider monochromatic waves by Ackley and Keliher [1979] , and Moore [1988b] . 14 In this paper the impedance stack algorithm is used so that the complex amplitude reflection 15 coefficient between layers 1 and 2 at each frequency index p ( ) is given by the equation 16r A 1 2 p where is the bulk impedance of the first layer at frequency index p and is the input 17 
