Abstract. We obtain quantified versions of Ingham's classical Tauberian theorem and some of its variants by means of a natural modification of Ingham's own simple proof. As corollaries of the main general results, we obtain quantified decay estimates for C0-semigroups. The results reproduce those known in the literature but are both more general and, in one case, sharper. They also lead to a better understanding of the previously obscure "fudge factor" appearing in proofs based on estimating contour integrals.
Introduction
Ingham's theorem [8] is a cornerstone of modern Tauberian theory. It leads to an elementary proof of the prime number theorem and also forms the starting point for many important results at the intersection of complex analysis and operator theory, such as the ABLV stability theorem for operator semigroups and results of Katznelson-Tzafriri type, with applications in partial differential equations and dynamical systems; see [7] for an overview. The version of Ingham's theorem most suitable for the purposes of this article is stated as Theorem 1.1 below. Here, given a Banach space X, the Laplace transform f of a bounded measurable function f : R + → X is defined by f (λ) = The notation used for classical function spaces is standard.
Theorem 1.1. Let X be a Banach space and let f ∈ BUC(R + ; X). Suppose there exists a function F ∈ L 1 loc (R; X) such that for all ψ ∈ C c (R). Then f ∈ C 0 (R + ; X).
The point of departure for all that follows here is a variant of Ingham's original proof of Theorem 1.1, which is presented below in full. An alternative argument was given by Korevaar in [9] , and indeed Korevaar's proof is now more well-known than Ingham's due to its use of contour integrals involving an ingenious but somewhat obscure "fudge factor". Whereas Korevaar's proof is based on properties of the Laplace transform, the calculation in (1.2) below shows that the function F can be viewed as the distributional Fourier transform of f ; see also [6] .
Proof of Theorem 1.1. Given a function φ ∈ L 1 (R) such that the Fourier transform ψ := Fφ of φ lies in C c (R), it follows from the dominated convergence theorem and Parseval's identity that for all t ≥ 0. Hence f * φ(t) → 0 as t → ∞ by the Riemann-Lebesgue lemma. Now let φ ∈ L 1 (R) be as above and such that R φ(s) ds = 1. For R > 0, let φ R (t) = Rφ(Rt), t ∈ R. By uniform continuity of f , given any ε > 0, there exists δ > 0 such that f (t) − f * φ R (t) = R (f (t) − f (t − s))φ R (s) ds ≤ ε φ 1 + 2 f ∞ |s|≥Rδ |φ(s)| ds for all t ≥ 1 and R > 0. Here the function f has been extended by zero to R. Thus f (t) − f * φ R (t) → 0 as R → ∞ uniformly for t ≥ 1, and the result follows.
Ingham's theorem can be generalised in a number of directions, for example by assuming that F ∈ L 1 loc (R\Σ; X) and that (1.1) is satisfied only for all ψ ∈ C c (R\Σ), where Σ ⊆ R is some closed set. In what follows, a function F ∈ L 1 loc (R\Σ; X) satisfying (1.1) for all ψ ∈ C c (R\Σ) will be said to be a boundary function of the Laplace transform f of f . Such generalisations have been applied extensively in the study of the asymptotic behaviour of C 0 -semigroups and other solution families of linear evolution equations; see [1, Chapter 4] for an overview, especially when the singular set Σ is countable.
However, even the simple version in Theorem 1.1 with Σ = ∅ has interesting applications to operator semigroups. For instance, if f (t) = T (t)x, where T is a bounded C 0 -semigroup with generator A on a Banach space X and x ∈ X, then Theorem 1.1 implies that f (t) → 0 as t → ∞ provided σ(A) ∩ iR = ∅. Moreover, noting that
for all x ∈ X, it follows from Theorem 1.1 that, under the same spectral assumption, T (t)A −1 → 0 as t → ∞. The latter fact is of central importance in the study of energy decay for damped wave equations. Given the recent interest in obtaining rates for this energy decay, it is natural to ask whether there exist quantified versions of Ingham's theorem. In particular, the task becomes to estimate the rate of decay of f (t) as t → ∞ given information about how the boundary function F of f behaves near the singular points in Σ and near infinity. The three cases of interest here are, in terminology similar to that of [2] , when the boundary function F has a 'singularity at infinity', when F has a 'singularity at zero' and when F has 'singularities at zero and infinity'. In the first case we assume that Σ = ∅ and that the boundary function F (s) has controlled growth as |s| → ∞. This case is treated in Section 2.1. Some related results in the case where f extends analytically beyond the imaginary axis were obtained in [3] by carefully estimating the contour integrals appearing in Korevaar's proof. In the case of a singularity at zero, we assume that Σ = {0}, that the boundary function F (s) has controlled growth as |s| → 0 and, by requiring the function f to be 'asymptotically regular', that the behaviour of F (s) for large values of |s| need not be taken into consideration when estimating integrals of the form appearing on the right-hand side of (1.2). This case is treated in Section 2.2. Some related results in the context of C 0 -semigroups have recently been obtained recently in [2] by an argument that ultimately goes back to Ingham's proof of Theorem 1.1; see also [12] . Finally, in the case of singularities at zero and infinity we again assume that Σ = {0} but this time without the assumption of asymptotic regularity. Consequently it will be necessary to assume that the boundary function F (s) has controlled growth both as |s| → 0 and as |s| → ∞. This case is treated in Section 2.3. Some related results in this case were obtained in [10] in the setting where f has an analytic extension, again by an argument based on contour integrals.
The purpose of this article is to address all of the above cases in a unified way and to give quantified versions of Ingham's theorem by extending the technique used in [2] . In each case we use the general result to deduce estimates on the rate of decay of C 0 -semigroups. In particular, this approach recovers the results in [3] and [10] , and leads to an improvement of the result in [2] when Σ = {0} and f is asymptotically regular. All of the main results are formulated in the more general setting in which the Laplace transform f of f is not assumed to possess a holomorphic extension but merely a boundary function. The new method also leads to a better understanding of the previously obscure "fudge factor".
Throughout, all Banach spaces are assumed to be complex and the notation will be standard. In particular, R + = [0, ∞), R − = (−∞, 0] and, given a Banach space X, C b (R + ; X) := C(R + ; X) ∩ L ∞ (R + ; X), BUC(R + ; X) denotes the space of bounded and uniformly continuous functions f : R + → X, both endowed with the supremum norm, and Lip(R + ; X) the space of Lipschitz continuous functions f :
Given a closed operator A on X, the spectrum of A is denoted by σ(A), its resolvent set by ρ(A) and, for λ ∈ ρ(A), we write R(λ, A) for the resolvent operator (λ − A) −1 .
Main results
As in Section 1, let X be a Banach space, let f ∈ L ∞ (R + ; X) and suppose that the Laplace transform f of f admits a boundary function F ∈ L 1 loc (R\Σ; X), where Σ is a closed subset of R. The following sections treat in turn the cases Σ = ∅ with F having a singularity at infinity, Σ = {0} with F having a singularity at zero, and Σ = {0} with F having singularities at zero and infinity.
2.1. Singularity at infinity. The main result in this section is Theorem 2.1 below, which is a quantified version of Theorem 1.1. The result also extends [3] by giving an estimate on the rate of decay even if the boundary function F has only finitely many derivatives. Given a function M :
and let M log : R + → (0, ∞) be given by
Note that M k , for each k ≥ 1, and M log are strictly increasing, and hence both possess inverse functions M
log defined on the ranges of M k and M log , respectively. Theorem 2.1. Let X be a Banach space and let f ∈ C b (R + ; X)∩Lip(R + ; X). Suppose that f admits a boundary function F ∈ L 1 loc (R; X). Then f ∈ C 0 (R + ; X). Moreover, given a continuous non-decreasing function M :
for some constant C > 0. Then, for any c > 0,
for some constant C > 0. Then, for any c ∈ (0, 1/2),
log is the inverse of the function M log defined in (2.2).
Remark 2.2. If F ∈ C ∞ (R; X) and the estimate (2.5) holds, then F has a holomorphic extension to the region {λ ∈ C : | Im λ| < M (| Re λ|) −1 }. Furthermore, if F is the boundary function of f for some f ∈ L ∞ (R + ; X), then f extends to the region {λ ∈ C : Re λ > −M (| Im λ|) −1 }, by an application of the 'edge-of-the-wedge theorem'; see for instance [11, §2 Theorem B] .
The proof of Theorem 2.1 requires the following elementary lemma.
Proof. Let α > 0. Given t > 0, let n 0 be the least odd integer n ∈ N such that nπ 2α ≥ t and set t 0 = n 0 π 2α . Furthermore, for j ≥ 0, let t j = jπ α . Since ϕ is decreasing and ϕ(s) → 0 as s → ∞ by the integrability assumption on ϕ,
Proof of Theorem 2.1. The first statement follows from Theorem 1.1, so it remains only to establish the quantified statements in parts (a) and (b). Let φ be an element of the Schwartz class S(R) whose Fourier transform ψ := Fφ satisfies ψ(s) = 1 for |s| ≤ 1/2, 0 ≤ ψ(s) ≤ 1 for 1/2 ≤ |s| ≤ 1 and ψ(s) = 0 for |s| ≥ 1. For r > 0, let φ r (t) = rφ(rt) (t ∈ R) so that ψ r := Fφ r satisfies ψ r (s) = ψ(s/r), s ∈ R.
Let R > 0. Since R φ(t) dt = ψ(0) = 1,
where f has been extended by zero to R. For t ∈ R ± , respectively, let
noting that Φ ± are both primitives of φ and that Φ ± ∈ L 1 (R ± ) since φ ∈ S(R). Now
Lip R by properties of the Riemann-Stieltjes integral; see for instance [1, Section 1.9]. Similarly, using the fact that |φ(t)| t −2 and hence |Φ + (t)| t −1 for all t > 0,
Here and in what follows, the statement p q for real numbers p and q indicates that p ≤ Cq for some constant C > 0 which is independent of all the parameters that are free to vary in the given situation, in this case of R and t. Finally,
Since supp ψ R = [−R, R] for each R > 0, a calculation as in (1.2) using the fact that F is a boundary function for f shows that
Let k ≥ 1 and suppose that F ∈ C k (R; X). Integrating by parts k times and estimating crudely by means of (2.3), it follows that
t k for all t > 0 and all R ≥ 1. Combining this estimate with (2.7) gives
and (2.4) follows on setting R = M −1 k (ct) for t ≥ 1 sufficiently large. Now suppose that F ∈ C ∞ (R; X). In order to obtain (2.6) it is necessary to make an explicit choice of the function φ. Thus let φ ∈ L 1 (R) be given by φ(0) = 3/2 and (2.9) φ(t) = 4 cos(t/2) − cos(t) t 2 , t = 0.
Then the Fourier transform ψ of φ satisfies ψ(s) = 1 for |s| ≤ 1/2, ψ(s) = 0 for |s| ≥ 1 and ψ(s) = 1 − |s| for 1/2 ≤ |s| ≤ 1. For r > 0, let φ r and ψ r be defined as before. The estimate (2.7) still holds and follows by the same argument, except that the fact that Φ ± ∈ L 1 (R ± ) is now a consequence of Lemma 2.3. Moreover, (2.8) still holds, and integrating by parts k times gives
for all R, t > 0 and k ≥ 1. For R ≥ 1, it follows that
the contribution from the second integral being dominated by that from the first. Let k 0 = ⌊2ct/M (R)⌋ and set k = k 0 in (2.10). Since k! (k/2ce) k for all k ≥ 0 by Stirling's formula, the first term on the right-hand side can be estimated as
By estimating the ratio of consecutive terms in the sum, it follows from the definition of k 0 that the second term on the right-hand side in (2.10) satisfies
Thus combining (2.7) and (2.10) with k = k 0 gives
log (ct) for sufficiently large t ≥ 1 gives (2.6), thus completing the proof.
Remark 2.4. (a) The estimates in the above proof suggest that, instead of (2.3) and (2.5), it might be more natural to require control over certain integral norms of F . For instance, replacing (2.5) with Essentially the same argument works, in particular, for the choice
and in this case ψ R (s) = 1 − s 2 R 2 for |s| ≤ R and ψ R (s) = 0 otherwise, so ψ R is precisely the "fudge factor" appearing in [3] .
The following example illustrates how the quality of the estimates in Theorem 2.1 tends to improve with the smoothness of the boundary function F if the function M grows only moderately fast, but that the rate of decay can become independent of the smoothness of F if M grows very rapidly. 
, t → ∞, and if F ∈ C ∞ (R; X) and (2.5), (2.6) becomes
Thus the rate of decay improves with the smoothness of F . On the other hand, if M (R) = exp(R α ) for some α > 0, then (2.4) for any k ≥ 1 and (2.6) all become
so the quality of the estimate is independent of the smoothness of F . Corollary 2.6 below provides a uniform rate of decay for smooth orbits of bounded C 0 -semigroups whose generator has no spectral points on the imaginary axis. The result was first obtained in [3] by means of a contour integral argument involving the "fudge factor" appearing in Korevaar 
Proof. For each x ∈ X, the function f x ∈ BUC(R + ; X) given by f x (t) = T (t)A −1 x (t ≥ 0) satisfies the assumptions of Theorem 2.1 for F x (s) = R(is, A)A −1 x, s ∈ R. Moreover,
for all k ≥ 0 and s ∈ R, so (2.5) holds. Thus, for each c ∈ (0, 1/2) and any x ∈ X with x = 1,
log (ct) −1 ) as t → ∞, and the implicit constant is independent of x. Hence the result follows.
Remark 2.7. It is shown in [5] that Corollary 2.6 is optimal in the case where M (R) = C(1 + R) α for some constants C ≥ 1, α > 0. It follows, in particular, that part (b) of Theorem 2.1 is optimal.
2.2. Singularity at zero. In this section we obtain a quantified version of Theorem 1.1 in the case where Σ = {0}. In this case it is necessary to impose an additional ergodicity assumption, namely that f has bounded primitive; see also Remark 2.10 below. The rate of decay of f (t) as t → ∞ will be determined by the rate of growth of the boundary function F (s) as |s| → 0. As the proof of Theorem 2.1 shows, it is in general necessary also to take into consideration the growth of F (s) as |s| → ∞. This will be done in Section 2.3 below, but here we make an additional assumption on the function f which ensures that the behaviour of F (s) for large values of |s| can be neglected. Thus a function f ∈ C b (R + ; X) will be said to be asymptotically regular if
and Fφ ≡ 1 near 0. The following simple lemma shows that if f is asymptotically regular then (2.11) is in fact satisfied for all suitable φ ∈ L 1 (R) provided that F ∈ W 1,1 loc (R\{0}; X). Lemma 2.8. Let X be a Banach space and suppose that f ∈ C b (R + ; X) is asymptotically regular. If f admits a boundary function F ∈ W 1,1 loc (R\{0}; X), then (2.11) holds for all φ ∈ L 1 (R) such that Fφ ∈ W c (R; X). Integrating by parts once and using the fact that F coincides with the distributional Fourier transform of f on R\{0}, it follows that
as required. Theorem 2.9. Let X be a Banach space and let f ∈ C b (R + ; X) be an asymptotically regular function such that (2.14) sup
Suppose that f admits a boundary function F ∈ L 1 loc (R\{0}; X). Then f ∈ C 0 (R + ; X). Moreover, given a continuous non-increasing function m : (0, 1] → [1, ∞), the following hold. (a) Suppose that F ∈ C k (R\{0}; X) and that
k is the inverse of the function m k defined in (2.12). (b) Suppose that F ∈ C ∞ (R\{0}; X) and that
for some constant C > 0. Then, for any c ∈ (0, 1),
log is the inverse of the function m log defined in (2.13). Proof. Let φ ∈ L 1 (R) be such that Fφ ∈ W 1,1 c (R) and Fφ ≡ 1 in a neighbourhood of 0, and for r > 0 let φ r (t) = rφ(rt), t ∈ R. Moreover, let g(t) = t 0 f (s) ds (t ≥ 0) denote the primitive of f . By assumption (2.14), integrating by parts gives
Choose φ ∈ L 1 (R) as above in such a way that the Fourier transform ψ := Fφ is a smooth function satisfying ψ(s) = 0 for |s| ≥ 1, ψ(s) = 1 for |s| ≤ 1/2, and 0 ≤ ψ(s) ≤ for 1/2 ≤ |s| ≤ 1. For r ∈ (0, 1/4], let ψ r := Fφ r , where φ r ∈ L 1 (R) is as defined above. Then ψ r (s) = ψ(s/r) for s ∈ R and, since F is a boundary function for f , a calculation as in (1.2) shows that
and hence f * (φ−φ 2r ) ∈ C 0 (R + ; X) by the Riemann-Lebesgue lemma. Since (2.19) holds for arbitrarily small r ∈ (0, 1/4], it follows from the fact that f is asymptotically regular that in fact f ∈ C 0 (R + ; X). Suppose that F ∈ C k (R\{0}; X) for some k ≥ 1. Integrating by parts k times in (2.20) and estimating crudely by means of (2.15) gives
By asymptotic regularity of f , the estimate (2.16) follows from (2.19) and (2.21) on setting r = m −1 k (ct) for sufficiently large t > 0. Now suppose that F ∈ C ∞ (R\{0}; X). In order to obtain (2.18), let φ ∈ L 1 (R) be defined as in (2.9) . With the same notation as above, (2.20) again holds. Integrating by parts k times and estimating gives
for all t > 0. Setting k = ⌊ct/m(r)⌋, it follows as in the proof of Theorem 2.1 that ≤ r, and the result follows from (2.19) and asymptotic regularity of f .
Remark 2.10. (a) Theorems 2.1 and 2.9 can be regarded as dual to one another in a certain sense. In particular, the condition f ∈ Lip(R + ; X) in the former, which is close to requiring a bounded derivative, is replaced in the latter by condition (2.14), requiring f to have a bounded primitive. Note that the latter assumption implies that f is uniformly mean ergodic with mean 0 in the sense that [10] , it is possible to extend Theorem 2.9 to the case where F ∈ L 1 loc (R\Σ; X) for an arbitrary finite set Σ ⊂ R of singularities. The case Σ = ∅ is included here but is of no real interest.
The following example is analogous to Example 2.5.
Example 2.11. Let f : R + → X and F : R\{0} → X be as in the statement of Theorem 2.9, and consider the function m : (0, 1] → [1, ∞) given by m(r) = r −α for some α ≥ 1. If F ∈ C k (R\{0}; X) for some k ≥ 1 and (2.15) holds, then (2.16) becomes
, t → ∞, and if F ∈ C ∞ (R\{0}; X) and (2.17) holds, (2.18) becomes
Thus the rate of decay improves with the smoothness of F . On the other hand, if m(r) = exp(r −α ) for some α > 0, then (2.16) for any k ≥ 1 and (2.18) all become
so the quality of the estimate in this case, where m(r) → ∞ very rapidly as r → 0+, is independent of the smoothness of F .
The following result is a direct consequence of Theorem 2.9 and is an improvement of [2, Theorem 6.15]. Recall from [4] the definition of the non-analytic growth bound ζ(T ) for a C 0 -semigroup T on a Banach space X,
ωt for some M ≥ 1, all t > 0 and some analytic S : Σ θ → B(X) with 0 < θ ≤ π .
Here Σ θ := {z ∈ C : | arg z| < θ}, for 0 < θ ≤ π, denotes a sector in the complex plane. It follows from properties of the Laplace transform of analytic functions that if ζ(T ) < 0, then σ(A) ∩ iR is compact and (2.23) sup |s|≥R R(is, A) < ∞ for any sufficiently large R > 0. For bounded C 0 -semigroups on Hilbert spaces, this condition is even equivalent to ζ(T ) < 0; see [4] . Following the terminology of [12] , we call a bounded C 0 -semigroup T satisfying ζ(T ) < 0 asymptotically analytic.
Corollary 2.12. Let T be a asymptotically analytic C 0 -semigroup with generator A on a Banach space X and suppose that σ(
then, for any ω > 0 and c ∈ (0, 1),
log (ct) , t → ∞. Proof. Let x ∈ X, ω > 0, and let f x (t) = T (t)AR(ω, A)x, t ≥ 0. Then the primitive g x of f x is given, for t ≥ 0, by
and hence (1.2) is satisfied for the function F = F x given by
for all s = 0 and all integers k ≥ 0. Since R(λ, A) ≥ dist(λ, σ(A)) −1 for all λ ∈ ρ(A), (2.17) is satisfied. Let φ ∈ L 1 (R) be such that Fφ ∈ C ∞ c (R) and Fφ ≡ 1 in a neighbourhood of 0. By an argument as in the proof of [12, Theorem 3.4] using [4, Theorem 3.6] , h x := f x − f x * φ is measurable and
were f x has been extended by zero to R. Using the semigroup property,
for all x ∈ X and t ≥ 0 and, by (2.24) and boundedness of T ,
Moreover, since Fφ ∈ C ∞ c (R), the function r → rφ(r) is integrable, and therefore
Thus (2.11) is satisfied. Since the implicit constants can be taken to be independent of x ∈ X with x = 1, (2.18) holds for the function f (t) = T (t)AR(ω, A), t ≥ 0. To finish the proof, note that m log (r) m(r) ≥ 1/r for all sufficiently small r ∈ (0, 1], and hence, given c > 0, t −1 m −1 log (ct) for all sufficiently large t > 0.
2.3.
Singularities at zero and infinity. In this brief final section we formulate a result analogous to Theorems 2.1 and 2.9 in which Σ = {0} but f is not assumed to be asymptotically regular. Consequently, the boundary function F (s) is assumed to have controlled growth both as |s| → 0 and as |s| → ∞. The proofs are similar to those given in Sections 2.1 and 2.2, and hence are omitted. Theorem 2.13. Let X be a Banach space and let f ∈ C b (R + ; X)∩Lip(R + ; X) be such that , t → ∞.
