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THE SINE-PROCESS HAS EXCESS ONE
ALEXANDER I. BUFETOV
ABSTRACT. The main result of this paper is that almost every realiza-
tion of the sine-process with one particle removed is a uniqueness set for
the Paley-Wiener space; with two particles removed, a zero set for the
Paley-Wiener space.
CONTENTS
1. Introduction 2
1.1. Formulation of the main result 2
1.2. Outline of the argument 4
1.3. Further directions 9
2. Conditional measures of determinantal point processes 10
2.1. Spaces of configurations. 10
2.2. Point processes. 11
2.3. Campbell and Palm Measures. 11
2.4. Determinantal Point Processes 12
2.5. Continuity of multiplicative functionals 12
2.6. Palm Measures of Determinantal Point Processes. 14
2.7. The Ghosh-Peres Rigidity 14
2.8. Conditional measures for the sine-process 14
2.9. The proof of the second claim of Theorem 1.1 16
2.10. Derivation of Theorem 1.1 from Lemma 1.3 17
2.11. Derivation of Lemma 1.3 from Lemma 1.5 18
3. Continual Toeplitz Kernels and the scaling limit of the
Borodin-Okounkov-Geronimo-Case formula. 20
3.1. Sobolev semi-norms, continual Toeplitz and Hankel operators 20
3.2. Proof of Lemma 3.2 22
3.3. Proof of Lemma 3.3 24
3.4. The Hilbert-Schmidt norm of restricted Hankel operators 26
3.5. An estimate for the gradient of the Hankel determinant and
the conclusion of the proof of Lemma 1.10 26
3.6. Conclusion of the proof of Lemma 1.10 27
3.7. An estimate on the speed of convergence in the Soshnikov
Central Limit Theorem for additive statistics 29
1
2 ALEXANDER I. BUFETOV
4. Multiplicative Functionals depending on a pair of particles and
the change of variable formula. 30
4.1. An outline of the section 30
4.2. Tails of the number of particles in an interval 31
4.3. Discrete norms 32
4.4. Positive multiplicative functionals over pairs of particles 34
4.5. Regularized additive functionals over pairs of particles 35
4.6. Regularized multiplicative functionals over pairs of particles 37
4.7. Multiplicative functionals over pairs of particles corresponding
to complex-valued functions 38
4.8. Quasi-symmetries of determinantal point processes. 40
4.9. A Change of variable formula 42
4.10. Exponential moments of additive functionals. 45
4.11. Characteristic functions of additive statistics. 48
5. Conclusion of the proof of Theorem 1.1 49
5.1. Conclusion of the proof of Lemma 1.9 49
5.2. Large deviations for subnormal random variables. 50
5.3. The occurrence of rare events for hierarchically independent
random variables 54
References 55
1. INTRODUCTION
1.1. Formulation of the main result. Let S (x, y) =
sin π(x− y)
π(x− y) be the
sine-kernel, the kernel of the orthogonal projection in L2(R) onto the Paley-
Wiener space PW of square-integrable functions whose Fourier transform
is supported in [−π, π]. The sine-kernelS induces a determinantal measure
PS on the space Conf(R) of configurations on R; the precise definitions
are recalled in the next section. Ghosh [21] proved that PS -almost any
configurationX ∈ Conf(R) is a uniqueness set for the Paley-Wiener space
PW: if f ∈ PW vanishes at every point x ∈ X , then f = 0 identically.
The main result of this paper is that PS -almost every configuration with
one particle removed is still a uniqueness set for the Paley-Wiener space
PW; while PS -almost every configuration with two particles removed is a
zero set for a non-zero Paley-Wiener function.
Theorem 1.1. For PS -almost every X ∈ Conf(R) we have
(1) for any p ∈ X , if f ∈ PW satisfies f(x) = 0 for all x ∈ X \ p, then
f = 0 identically;
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(2) for any p, q ∈ X , p 6= q, the function Gp,qX given by the formula
Gp,qX (t) = limn→∞
∏
x∈X\{p,q},|x|<n4
(
1− t
x
)
is well-defined and belongs to the Paley-Wiener space PW.
The uniqueness property for general determinantal point processes in-
duced by orthogonal projections was conjectured to hold by Lyons and
Peres and established in [15]. An analogue of the second statement of Theo-
rem 1.1 holds for determinantal point processes induced by one-dimensional
integrable kernels satisfying a growth condition at infinity, see Subsection
2.9 below.
Conjecture 1.2. For PS -almost every configuration X and any particle
p ∈ X , the set X \ p is hereditary complete.
It is tempting to try to prove the hereditary completeness using the method
of Baranov, Belov and Borichev [2].
To a configuration X on R such that the series
∑
x−2 converges and the
limit
lim
n→∞
∑
x∈X,|x|<n4
x−1
exists, and, in particular, cf. [9], to PS -almost every configuration, one can
assign the entire function
GX(t) = lim
n→∞
∏
x∈X,|x|<n4
(
1− t
x
)
.
The first statement of Theorem 1.1 is a corollary of
Lemma 1.3. For PS -almost every configurationX we have
GX(t)√
1 + t2
/∈ L2(R).
The second statement of Theorem 1.1 is equivalent, for PS -almost every
configurationX , to the relation
GX(t)
1 + t2
∈ L2(R).
The proof of the second statement of Theorem 1.1 is given in Subsection
2.9 below. Derivation of the first statement of Theorem 1.1 from Lemma
1.3 is given in Subsection 2.10 below.
If L is a Hilbert space and (vn), n ∈ N, a family of vectors in L, then we
write spanL(vn)n∈N for the closure of the set of all finite linear combinations
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of vn and say that the family (vn) is complete if L = span
L(vn)n∈N and
minimal if vi /∈ spanL(vn)n∈N\{i} for all i ∈ N.
Theorem 1.1, equivalently, states that, for PS -almost every configuration
X and any particle p ∈ X the sequence of reproducing kernels
sin π(· − x)
π(· − x) , x ∈ X \ p
is a complete minimal system in PW, or, equivalently again, that, for PS -
almost every configurationX and any particle p ∈ X the sequence of com-
plex exponentials
exp(ixt), x ∈ X \ p, t ∈ [−π, π]
is a complete minimal system in L2([−π, π]).
For a configuration X ∈ Conf(R) and a bounded subset B of R, let
the symbol #B(X) stand for the number of the particles of X in B. Let
I ⊂ R be a compact interval. Given a configuration X ∈ Conf(R) , let
codim(PW;X ;R \ I) be the codimension of the closed span of the family
of reproducing kernels S (·, x), x ∈ X ∩ (R\I) in the space PW. Theorem
1.1 implies
Corollary 1.4. For any fixed compact interval I ⊂ R, for PS - almost all
X ∈ Conf(R) we have
#I(X) = 1 + codim(PW;X ;R \ I).
1.2. Outline of the argument. Take d ∈ N, A > 1, and introduce the
function
(1) f d,A(t) =
∫ 1
0
log((t+ d+ u)2 + A2)du− log(t2 + A2).
Given a function f onR, the corresponding additive functional Sf is defined
on the space of configurations Conf(R) by the formula
Sf(X) =
∑
x∈X
f(x).
The additive functional is first only defined when the sum in the right-hand
side converges absolutely. The definition is then extended onto a larger
family of functions: for example, cf. [9], if f is a bounded continuous
function such that the limit lim
|x|→∞
xf(x) exists and is finite, then the sum
in the right-hand side converges, PS -almost surely along the subsequence
{x : |x| < n4}. Lemma 1.3 is derived from
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Lemma 1.5. For any naturalm ≥ 3 there exist constants a0, A0, depending
only on m, satisfying 1 < a0 < A0, such that for all A ∈ (a0, A0) the
following holds. For any θ ∈ (0, 2√2) and any δ > 0 we have
(2)
lim sup
T→∞
PS
({
X ∈ Conf(R) :
2T∑
t=T
I{S
ft,A
(X)>θ log T} > T
1−θ2/8−δ
})
> 0.
The derivation of Lemma 1.3 from Lemma 1.5 is given in Subsection
2.11. One of the difficulties in proving Lemma 1.3 is that the events
(3) {Sf t,A(X) > θ log T}
are very strongly correlated. Following the scheme used by Kistler [29],
Arguin, Belius and Bourgade [1], we therefore decompose the events (3)
into smaller events with the property of hierarchical independence by in-
troducing a decomposition on the logarithmic scale in the frequency space.
Our convention for the Fourier transform is
(4) fˆ(λ) =
1
2π
∫
R
f(t) exp(−iλt)dt,
so that
(5) f(t) =
∫
R
fˆ(λ) exp(iλt)dλ.
Introduce the Hardy spaces
H
+
2 = {ϕ ∈ L2 : ϕ̂|(−∞,0) = 0},H−2 = {ϕ ∈ L2 : ϕ̂|(0,+∞) = 0},
and let P+, P− be the corresponding projection operators.
Take a natural T ; we will later let T go to infinity. For a natural d ∈
[T, 2T ] write
φd,A(t) = log((d+ t)2 + A2)− log(t2 + A2).
Set
φd,A+ = P+φ
d,A, φd,A− = P−φ
d,A.
Given a set Y , here and below the symbol IY will stand for the indicator
function of the set Y . For the Fourier transforms we have
(6) φ̂d,A+ (λ) =
exp(iλd)− 1
λ
exp(−Aλ)I(0,+∞),
and
(7) φ̂d,A(λ) =
exp(iλd)− 1
|λ| exp(−A|λ|).
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For the Fourier transform of the function f d,A(t) given by (1), we have
(8) f̂ d,A+ (λ) =
(iλ)−1(exp(iλ)− 1)(exp(iλd)− 1
λ
exp(−Aλ)I(0,+∞).
(9) f̂ d,A(λ) =
(iλ)−1(exp(iλ)− 1) exp(iλd)− 1
|λ| exp(−A|λ|).
Introduce the function F T+ ∈ H+2 by setting
F̂ T+ =
1
λ
χ[T−1,1].
Set F T− = F
T
+ , F
T
+ = F
T
+ +F
T
− . Takem ∈ N,m ≥ 3. Take l = 1, . . . , m−1
and set
f d,A,l+ = (I[T−l/m,T (1−l)/m](f
d,A
+ − F T+ )̂) ;ˇ
f d,A,m+ = f
d,A
+ −
m−1∑
l=1
f d,A,l+ .
Set f d,A,l− = f
d,A,l
+ , f
d,A,l = f d,A,l+ + f
d,A,l
− . We now consider the events Vd,
d = T, T + 1, . . . , 2T , given by the formula
Vd =
{
X ∈ Conf(R) : SFT (X) ≥
θ log T
2
, Sfd,A,l(X) ≥
θ log T
2(m− 1) , l ∈ [1, m− 1]
}
.
We also introduce the setW by the formula
W =
{
X : Sfd,A,m(X) ≤
3 log T
m− 1 , d = T, . . . , 2T
}
.
For the probability of the setW , we have
Lemma 1.6. For any naturalm ≥ 3 there exist constants a0, A0, depending
only on m, satisfying 1 < a0 < A0, and a constant δ > 0 such that for all
A ∈ (a0, A0) and all sufficiently large T we have
PS (W ) > 1− T−δ.
Lemma 1.5 directly follows from
Lemma 1.7. For any naturalm ≥ 3 there exist constants a0, A0, depending
only on m, satisfying 1 < a0 < A0, such that for all A ∈ (a0, A0) the
following holds. For any θ ∈ (0, 2√2) and any ε > 0 we have
lim sup
T→∞
PS
({
X ∈ Conf(R) :
2T∑
d=T
IVd∩W (X) > γT
1−θ2/8−ε
})
> 0.
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For t ∈ R, let N (t, σ2) stand for the probability that a Gaussian random
variable with expectation zero and variance σ2 is greater than t:
(10) N (t; σ2) =
1√
2πσ
∞∫
s
exp(−s2/2σ2)dt.
In order to prove Lemma 1.7, and, consequently, Lemma 1.5, we estab-
lish the following estimates.
Lemma 1.8. For any naturalm ≥ 3 there exist constants a0, A0, depending
only onm, satisfying 1 < a0 < A0, and for any θ0 > 0 there exist constants
c > 0, C > 0, T0 > 0 such that for all A ∈ (a0, A0), for all θ ∈ (0, θ0) and
all T > T0 the following holds.
(1) For any d ∈ [T, 2T ] we have
c <
PS (Vd)
N (θ log T/2, 2 logT )
(
N
(
θ log T
2(m−1)
, 2 logT
m−1
))m−1 < C.
(2) For any l = 1, . . . , m− 1 and any d1, d2 ∈ [T, 2T ] satisfying
T l/m ≤ |d1 − d2|
we have
c <
PS (Vd1 ∩ Vd2)
N (θ log T/2, 2 log T )
(
N
(
θ log T
2(m−1)
, 2 log T
m−1
))m+l−1 < C.
We shall prove these estimates in a slightly stronger form, see Corollary
5.4 below. Once Lemmata 1.6, 1.8 are established, Lemma 1.5 directly
follows from a variant of the Paley-Zygmund inequality, see Lemma 5.6
below.
The proofs of Lemmata 1.6, 1.8 rely on the following estimates on the
joint exponential moments of the random variables Sfd,A,l . We start with
an exponential upper estimate for high frequencies. For a complex vector
~a = (a1, . . . , an), we write |~a| = |a1|+ · · ·+ |an|. Take l ∈ {1, . . . , m−1}.
Let d1, d2 be such that
(11) T l/m ≤ |d1 − d2|.
Let λ ∈ C, ~λ(1) ∈ Cm−1, ~λ(2) ∈ Cl. Write
f d1,d2,A,T (λ,~λ(1), ~λ(2)) = λF T,A +
m−1∑
r=1
λ(1)r f
d1,A,r +
l∑
s=1
λ(2)s f
d2,A,s.
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Lemma 1.9. For any naturalm ≥ 3 there exist constants a0, A0, depending
only on m, satisfying 1 < a0 < A0, such that for all A ∈ (a0, A0) the
following holds. For any D > 0, there exists R > 0, T0 > 0 such that
for all T > T0, all A ∈ (a0, A0) and all λ ∈ C, ~λ(1) ∈ Cm−1, ~λ(2) ∈ Cl
satisfying
|λ|+ |~λ(1)|+ |~λ(2)| > R
we have
EPS | exp(Sfd1,d2,A,T (λ,~λ(1),~λ(2)))| ≤ T−D.
For low frequencies, we establish subnormal estimates in the following
precise sense. Let the symbol cA,Td1,d2 stand for the ratio of the joint exponen-
tial moment of our random variables and of independent Gaussians with
corresponding variances:
(12) cA,Td1,d2(λ,
~λ(1), ~λ(2)) =
= exp
(
−λ2 log T − log T
m
(
m−1∑
r=1
(λ(1)r )
2 −
l∑
s=1
(λ(2)s )
2
))
×
× EPS exp
(
Sfd1,d2,A,T (λ,~λ(1),~λ(2))
)
.
Lemma 1.10. For any naturalm ≥ 3 there exist constants a0, A0, depend-
ing only on m, satisfying 1 < a0 < A0, such that for all A ∈ (a0, A0) the
following holds.
(1) For any R > 0 there exists B > 0 such that for all T > 1, all
A ∈ (1, A0) and all λ ∈ C, ~λ(1) ∈ Cm−1, ~λ(2) ∈ Cl satisfying
|λ|+ |~λ(1)|+ |~λ(2)| ≤ R
we have
‖grad cA,Td1,d2(λ,~λ(1), ~λ(2))‖ ≤ B.
(2) There exists a positive constant c0 = c0(m) depending only on m
such that for any R > 0, all sufficiently large T , all A ∈ (a0, A0)
and all θ ∈ C, ~θ(1) ∈ Cm−1, ~θ(2) ∈ Cl satisfying
|θ|+ |~θ(1)|+ |~θ(2)| ≤ R
we have
cA,Td1,d2(θ,
~θ(1), ~θ(2)) ≥ c0.
By the Parseval identity, the estimates given in Lemmata 1.9, 1.10 imply
the desired estimates on probabilities of large deviations, cf. Lemma 5.3
below. It remains to establish Lemmata 1.9, 1.10. This will be achieved in
the ensuing sections.
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1.3. Further directions. Applying the general scheme of Kistler [29], Ar-
guin – Belius – Bourgade [1], from Lemmata 1.5, 1.7 one derives, for
some, and, consequently, for any, A > 0, the logarithmic asymptotic for
the growth of the maximum of GX+iA(t + iA): indeed, PS -almost surely
we have
(13) lim sup
T→∞
max
t:|t|<T
log |GX+iA(t+ iA)|
log T
=
√
2.
It would be interesting to derive the same asymptotic also for A = 0:
Conjecture 1.11. The asymptotic formula (13) holds also for A = 0.
Similarly, one obtains an asymptotic formula for the growth of the Lp-
norm of the function GX+iA(t + iA): for p ∈ (0,
√
2), we have the PS -
almost sure equality
(14) lim sup
T→∞
log
T∫
0
|GX+iA(t+ iA)|p
log T
= 1 +
p2
2
,
whereas, for p >
√
2, we have the PS -almost sure equality
(15) lim sup
T→∞
log
T∫
0
|GX+iA(t + iA)|p
log T
=
√
2p.
Again, it would be interesting to show that the same asymptotic formulas
hold for A = 0. Finally, it seems natural to conjecture that, for small p, the
function GX+iA(t+ iA) converges to a random measure:
Conjecture 1.12. (1) Let p ∈ (0,√2). The random probability mea-
sure defined on the unit interval [0, 1] by the formula
|GX+iA(T + T t + iA)|pdt
1∫
0
|GX+iA(T + T t+ iA)|pdt
converges, as T → ∞, in law in the space of Radon measures on
the unit interval endowed with the usual weak topology.
(2) For A = 0, the limit is a nontrivial Gaussian Multiplicative Chaos
measure.
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2. CONDITIONAL MEASURES OF DETERMINANTAL POINT PROCESSES
2.1. Spaces of configurations. Let E be a locally compact complete met-
ric space. A configuration on E is a collection of points in E, called par-
ticles, considered without regard to order and subject to the additional re-
quirement that every bounded set contain only finitely many particles of a
configuration. Let Conf(E) be the space of configurations on E. For a
bounded Borel set B ⊂ E, let
#B : Conf(E)→ N ∪ {0}
be the function that to a configuration assigns the number of its particles
belonging to B. The random variables #B over all bounded Borel sets
B ⊂ E determine the Borel sigma-algebra on Conf(E).
Let ϕ be a measurable function on E, and introduce the corresponding
additive functional Sϕ on Conf(E) by the formula
(16) Sϕ(X) =
∑
x∈X
ϕ(x).
If the sum in the right-hand side fails to converge absolutely, then the addi-
tive functional is not defined. In what follows, we will consider regularized
additive functionals for determinantal point processes.
Let g be a non-negative measurable function on E, and introduce the
multiplicative functional Ψg : Conf(E)→ R by the formula
(17) Ψg(X) =
∏
x∈X
g(x).
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If the infinite product
∏
x∈X
g(x) absolutely converges to 0 or to∞, then we
set, respectively, Ψg(X) = 0 or Ψg(X) = ∞. If the product in the right-
hand side fails to converge absolutely, then the multiplicative functional is
not defined. In what follows, we will consider regularized multiplicative
functionals for determinantal point processes.
2.2. Point processes. A Borel probability measure P on Conf(E) is called
a point process with phase space E. Recall that the point process P is said
to admit correlation measures of order l if for any continuous compactly
supported function ϕ on El the functional∑
x1,...,xl∈X
ϕ(x1, . . . , xl)
is P-integrable; the sum is taken over all ordered l-tuples of distinct particles
inX . The l-th correlation measure ρl of the point process P is then defined
by the formula
EP
( ∑
x1,...,xl∈X
ϕ(x1, . . . , xl)
)
=
∫
El
ϕ(q1, . . . , ql)dρl(q1, . . . , ql).
In particular, taking l = 1 and a bounded compactly supported Borel func-
tion ϕ : E → R, we have EPSϕ =
∫
E
ϕdρ1.
For a Borel C ⊂ E, the measure P(·|X ;C) on Conf(E \C) is defined as
the conditional measure of Pwith respect to the condition that the restriction
of our random configuration onto C coincide withX ∩C. Consider the sur-
jective restriction mappingX → X ∩ C from Conf(E) to Conf(C). Fibres
of this mapping are identified with Conf(E\C), and conditional measures,
in the sense of Rohlin [38], are the measures P(·|X ;C), cf. [10], [9].
2.3. Campbell and Palm Measures. Following Kallenberg [28], Daley–
Vere-Jones [18], we recall the definition of Campbell measures of point
processes; the notation follows [10]. Let P be a point process on E ad-
mitting the first correlation measure ρP1 . The Campbell measure CP of P
is a sigma-finite measure on E × Conf(E) such that for any Borel subsets
B ⊂ E, Z ⊂ Conf(E) we have
CP(B ×Z ) =
∫
Z
#B(X)dP(X).
The Palm measure Pˆq is the canonical conditional measure, in the sense of
Rohlin [38], of the Campbell measure CP with respect to the measurable
partition of the space E × Conf(E) into subsets {q} × Conf(E), q ∈ E,
cf. [10]. By definition, the Palm measure Pˆq is supported on the subset of
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configurations containing a particle at position q. Removing these particles,
one defines the reduced Palm measure Pq as the push-forward of the Palm
measure Pˆq under the erasing map X → X \ {q}. Iterating the definition,
one arrives at iterated Campbell, Palm and reduced Palm measures; the re-
duced Palm measure with respect to positions q1, . . . , ql will be denoted
Pq1,...,ql; see Kallenberg [28], whose formalism is also adopted in [10], for a
more detailed exposition. As all conditional measures, reduced Palm mea-
sures Pq are a priori only defined for ρ1-almost every q. In our context of
determinantal point processes, the Shirai-Takahashi Theorem recalled be-
low will allow us to fix a convenient family Pp, p ∈ E, of reduced Palm
measures and say that a realization is chosen for the family of reduced Palm
measures.
2.4. Determinantal Point Processes. Let µ be a sigma-finite Borel mea-
sure on E. We consider two cases: the continuous case when µ has no
atoms and assigns positive weight to every open set, as well as the discrete
case whenE is countable and µ is the counting measure. We always assume
that µ assigns positive weight to nonempty open sets. Recall that a Borel
probability measure P on Conf(E) is called determinantal if there exists a
locally trace class operatorK acting in L2(E, µ) such that for any bounded
measurable function g, for which g− 1 is supported in a bounded set B, we
have
(18) EPΨg = det
(
1 + (g − 1)KχB
)
.
Here and elsewhere in similar formulas, 1 stands for the identity operator.
The Fredholm determinant in (18) is well-defined sinceK is locally of trace
class. The equation (18) determines the measure P uniquely. We use the
notation PK for the determinantal measure induced by the operator K. By
a theorem due to Macchı` and Soshnikov [33], [44] and Shirai-Takahashi
[39], any Hermitian positive contraction that belongs to the local trace class
defines a determinantal point process. Recall the well-known fact (see, e.g.,
(65) in [10]) that if Π is the kernel of a a locally trace-class orthogonal
projection acting in L2(E, µ) and ϕ a compactly supported bounded Borel
function on E, then the variance of the additive functional Sϕ is given by
(19) VarPΠSϕ =
1
2
∫
E
∫
E
|ϕ(t)− ϕ(s)|2 |Π(s, t)|2dµ(s)dµ(t).
2.5. Continuity of multiplicative functionals. We slightly extend the def-
inition of the Fredholm determinant. First recall that the Hilbert-Carleman
regularization det2 of the Fredholm determinant is introduced on finite rank
THE SINE-PROCESS HAS EXCESS ONE 13
operators by the formula
det2(1 + A) = exp(−trA) det(1 + A)
and then extended by continuity onto all Hilbert-Schmidt operators. Con-
sider now a kernel K on E × E, inducing a locally trace-class Hilbert-
Schmidt operator. Convergence in principal value is understood as conver-
gence along a sequence of a fixed, previously chosen, exhausting sequence
Bn of bounded subsets of E:
v.p.∫
E
f(t)dµ(t) = lim
n→∞
∫
Bn
f(t)dµ(t).
If the integral in principal value
v.p.∫
E
K(x, x)dµ(x)
is well-defined, then we set
(20) det(1 +K) = exp
∫
E
K(x, x)dµ(x)
 det2(1 +K).
Note here that the operatorK need not be trace-class.
Given a locally trace class Hermitian kernel Π on E × E, let LΠ2 (E, µ)
be the subspace of bounded functions f such that the function f(t)Π(t, t) is
also bounded and the integral
v.p.∫
E
f(t)Π(t, t)dµ(t)
is well-defined. From the definitions we directly have
Lemma 2.1. Let Π be the kernel of an orthogonal projection. For any
p > 0, the correspondence f → Ψ1+f induces a continuous mapping from
LΠ2 (E, µ) to Lp(Conf(E),PΠ).
For the sine-process, the subspace LS2 (R) is simply the space L
0
2(R) of
bounded square-integrable functions such that the principal value integral
v.p.∫
R
f(t)dt = lim
R→∞
R∫
−R
f(t)dt
is well-defined. LettingH1(R) be the usual Sobolev space of square-integrable
functions with square-integrable derivative, cf. (40) below, write alsoH01 (R) =
H1(R) ∩ L02(R).
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Corollary 2.2. For any p > 0, the correspondence f → Ψ1+f induces
a continuous mapping from L02(R) to Lp(Conf(R),PS ) and the correspon-
dence f → Ψ1+if induces a continuousmapping fromH01 (R) toLp(Conf(R),PS ).
2.6. PalmMeasures of Determinantal Point Processes. For q ∈ E satis-
fying Π(q, q) > 0, introduce a kernel Πq by the formula
(21) Πq(x, y) = Π(x, y)− Π(x, q)Π(q, y)
Π(q, q)
,
and, iterating, define the kernels Πq1,...,ql. Shirai and Takahashi [40] have
proved that for any l ∈ N and for ρl-almost every l-tuple q1, . . . , ql of dis-
tinct points in E, the iterated reduced Palm measure Pq1,...,qlΠ is given by the
formula
(22) P
q1,...,ql
Π = PΠq1,...,ql .
If Π is an orthogonal projection onto a closed subspace L ⊂ L2(E, µ), then
the kernel Πq1,...,ql induces an orthogonal projection onto the subspace
L(q1, . . . , ql) = {ϕ ∈ L : ϕ(q1) = . . . = ϕ(ql) = 0}.
2.7. The Ghosh-Peres Rigidity. Given a Borel subset C ⊂ E, we let FC
be the σ-algebra generated by all random variables of the form#B, B ⊂ C.
Write FPC for the P-completion of FC . Following Ghosh and Peres [21],
[22], [23], we say that a point process P on E is rigid if for any compact
subset B ⊂ E the function#B is FPE\B-measurable.
Rigidity implies that for any precompact set B ⊂ E and P-almost anyX
the conditional measure P(·|X ;E \B) is supported on the subset of config-
urations containing precisely l particles, where l = #B(X). If Π is a self-
adjoint kernel inducing a rigid determinantal process, then the self-adjoint
kernelΠ[·|X;E\B], cf. [15], governing the conditional measure P(·|X ;E\B),
induces an orthogonal projection.
Ghosh [23], Ghosh and Peres [22] established rigidity for the sine-process
and for the Ginibre ensemble; the approach of Ghosh and Peres has been
followed in [11], where rigidity is proven for the determinantal point pro-
cesses with the Airy, the Bessel and the Gamma kernels; in the stationary
case, the criterion of Kolmogorov [30] implies rigidity, cf. [12].
2.8. Conditional measures for the sine-process. Theorem 1.4 in [10],
Theorem 1.4 and Corollary 1.5 in [9] give an explicit description, for deter-
minantal point processes with integrable kernels, of conditional measures
in a bounded domain with respect to fixing the configuration in the exterior.
We recall this description for the sine-process.
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Proposition 2.3. Let I be a compact interval on R. For PS -almost any
configuration X ∈ Conf(R), the conditional measure PS (·|X ;R \ I) has
the form
(23) Z(I,X)−1
∏
1≤i<j≤#I(X)
(ti − tj)2
#I(X)∏
i=1
∏
x∈X\I
(
1− ti
x
)2
,
(24) Z(I,X)−1
∏
1≤i<j≤#I(X)
(ti − tj)2
#I(X)∏
i=1
ρSI,X(ti),
where Z(I,X) is the normalization constant and the function ρSI,X satisfies,
for any p, q ∈ I , the relation
(25)
ρSI,X(p)
ρSI,X(q)
= lim
n→∞
∏
x∈X\I:|x|≤n4
(
x− p
x− q
)2
.
In the particular case when the interval I contains zero, the proposition
can be formulated in a simpler way. For t ∈ R, write
(26)
v.p.∏
x∈X\I
(
1− t
x
)2
= lim
n→∞
∏
x∈X\I:|x|≤n4
(
1− ti
x
)2
Proposition 2.4. Let I be a compact interval onR containing zero. For PS -
almost any configurationX ∈ Conf(R), the conditionalmeasure PS (·|X ;R\
I) has the form
(27) Z(I,X)−1
∏
1≤i<j≤#I(X)
(ti − tj)2
#I(X)∏
i=1
v.p.∏
x∈X\I
(
1− ti
x
)2
,
where Z(I,X) is the normalization constant.
In particular, it follows from Theorem 1.4 in [10], Theorem 1.4 and
Corollary 1.5 in [9] that the measure P0
S
, the reduced Palm measure at
zero for the sine-process, is quasi-invariant under the group of translations
gs : X → X + s, s ∈ R, and the Radon-Nikodym derivative is given by the
formula
dP0
S
◦ gs
dP0
S
(X) = |GX(−s)|2.
Theorem 1.1, together with a criterion of Kaimanovich [27], implies
Corollary 2.5. The Palm measure P0
S
of the sine-process is conservative
under the action of the group gs.
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Remark. It would be interesting to obtain a proof of Theorem 1.1 by di-
rectly establishing Corollary 2.5.
2.9. The proof of the second claim of Theorem 1.1. Assume that our
kernel Π has integrable form : there exists an open set U ⊂ R satisfying
µ(R \ U) = 0 and linearly independent smooth functions A, B defined on
U such that
(28) Π(x, y) =
A(x)B(y)− A(y)B(x)
x− y , x 6= y.
We assume that the functions A,B never simultaneously take value 0 on
U . The smoothness assumption is only needed in the continuous case. The
term integrable comes from the connection with the theory of integrable
systems discovered by Its, Izergin, Korepin and Slavnov in [24].
Proposition 2.6. If the kernel Π satisfies
(29)
∫
R
Π(x, x)
1 + x2
dx < +∞,
then, for PΠ-almost every X ∈ Conf(R) and any distinct p, q ∈ X there
exists a function ϕp,q,X ∈ L such that ϕp,q,X(y) = 0 for all y ∈ X \ {p, q}.
We start by reformulating the classification of conditional measures for
our processes in the following form. Let Ik be an increasing exhausting
sequence of compact intervals containing 0.
Proposition 2.7. The conditional measure PΠ(·|X,R\ Ik) is an orthoognal
polynomial ensemble of degree Nk = #Ik(X) and has the form
Z(Ik, X)
−1
∏
1≤i<j≤Nk
(ti − tj)2
Nk∏
i=1
wX,Ik(ti)dti.
For k > l, the weights wX,Ik(t) satisfy
(30)
wX,Ik(t)
wX,Il(t)
=
∏
x∈X∩(Ik\Il)
(
1− t
x
)2
.
Take q ∈ U . For a configuration X , let p0 = p0(X) be the particle
closest to q (and if there are two, the smaller one). By definition of the
Radon-Nikodym derivative, for any t ∈ U we have
(31)
∫
Conf(R)
dPt
dPq
(X)dPq(X) = 1.
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From (29), (31), for any R > 0 we have
(32)
∫
{X:|p0(X)|<R}
∫
{t:|t−q|>R+1}
dPt
dPq
(X)× Π(t, t)dµ(t)
(t− p0(X))2dP
q(X) < +∞.
It follows that for Pq-almost everyX we have
(33)
∫
R
dPt
dPq
(X)× Π(t, t)dµ(t)
(t− q)2 < +∞.
By definition, the function
ϕ
(k)
p,q,X(t) = χIk(t)
∏
x∈X∩Ik\{p,q}
(
1− t
x
)2√
wIK ,X(t)
belongs to Ran Π[X;R\Ik]. Furthermore, by (32), the L2-norm of the func-
tions ϕ
(k)
p,q,X is uniformly bounded in k, while, by (30), for k > l we have
the consistence property
(34) ϕ
(k)
p,q,X|Il = ϕ(l)p,q,X
Relation (32), the consistency (34) and the Kolmogorov Compactness
Criterion imply that the family of functions ϕnp,q,X , n ∈ N, is precompact in
L2(R). Letting ϕ
∞
p,q,X be a limit point, as desired, we obtain ϕ
∞
p,q,X ∈ L and
ϕ∞p,q,X(x) = 0 for x ∈ X \ {p, q}. 
Remark. Using Theorem 1.1 in [13], the argument above can also be
applied to determinantal point processes on C induced by Hilbert spaces
of holomorphic functions satisfying the assumption (1) in [13]. In partic-
ular, for the determinantal point process induced by the kernel K(z, w) =
exp(zw−|z|2/2−|w|2/2) of orthogonal projection on the Fock space, this
argument shows, cf. Perelomov [36], that almost every configuration has
excess at most 3.
2.10. Derivation of Theorem 1.1 from Lemma 1.3. As before, for a con-
figurationX ∈ Conf(R) and p ∈ X , write
GpX(t) =
v.p.∏
x∈X
(
1− t
x
)
= lim
n∈N,n→∞
∏
x∈X,|x|<n4
(
1− t
x
)
.
Let X ∈ Conf(R), let p ∈ X . Our aim is to prove that if there exists a
function ϕ ∈ PW such that ϕ(x) = 0 for all x ∈ X \ p, then we must have
v.p.∏
x∈X\p
(
1− t
x
)
∈ PW.
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Once this statement is proved, Lemma 1.3 implies Theorem 1.1.
Let Ik be an exhausting growing sequence of intervals symmetric with
respect to the origin and containing p, q. We now choose a specific condi-
tional kernel S [X,R\Ik]: namely, we let S [X,R\Ik] be the operator of orthog-
onal projection onto the subspace PW[X,R\Ik] given by the formula
PW
[X,R\Ik] =
Pl(x)
v.p.∏
x∈X\In
(
1− t
x
) ,
where Pl is a polynomial of degree at most#Ik(X).
Let ϕ ∈ PW satisfy
ϕ(x) = 0, x ∈ X \ p.
For any k ∈ N we then have
χIkϕ ∈ PW[X,R\Ik].
It follows that there exist a, b ∈ C such that the function ϕ has the form
ϕ(t) = (at + b)
v.p.∏
x∈X\p
(
1− t
x
)
.
If a = 0, then the Lemma is proved. We can thus assume a = 1. If b /∈ R,
then, recalling that the Paley-Wiener space is closed under conjugation, we
see that
v.p.∏
x∈X\p
(
1− t
x
)
=
ϕ− ϕ
ℑb ∈ PW.
If b ∈ R, then
v.p.∏
x∈X\p
(
1− t
x
)
=
ϕ
t+ b
∈ PW.
The lemma is proved completely. 
2.11. Derivation of Lemma 1.3 from Lemma 1.5. For A ∈ R, write
X + iA = {x+ iA : x ∈ X}.
If t0 is such that Sf t0,A(X) > 2 log t0, then, exponentiating and recalling
that the average of the exponent is greater than the exponent of the average,
gives ∫ 1
0
|GX+iA(t0 − u)|2du ≥ t20,
and if the set of such numbers t0 is infinite, then the function
GX+iA(t + iA)√
1 + t2
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cannot be square-integrable. Consequently, Lemma 1.5 directly implies
that, for A sufficiently large, the set
(35) {X ∈ Conf(R) : GX+iA(t+ iA)√
1 + t2
/∈ L2(R)}
has positive probability under the sine-process. For any A ∈ R and any
X ∈ Conf(R) such that the function GX is a well-defined entire function,
the function GX+iA is also well-defined, and writing, for any t ∈ R, x ∈ R,
the bound
(t− x)2 + A2
x2
≥ (t− x)
2 + A2
x2 + A2
,
we obtain the inequality
|GX(t+ iA)|2 ≥ |GX+iA(t)|2.
We thus obtain that, for sufficiently large A, the set
(36) {X ∈ Conf(R) : GX(t+ iA)√
1 + t2
/∈ L2(R)}
has positive probability under the sine-process. We next check that the set
(37) {X ∈ Conf(R) : GX(t)√
1 + t2
/∈ L2(R)}
has positive probability under the sine-process.
Given particles p1, . . . , pl ∈ X , write
Gp˘1,...,p˘lX (t) =
v.p.∏
x∈X\{p1,...,pl}
(
1− t
x
)
.
It is clear that
GX(t)√
1 + t2
/∈ L2(R)
if and only if, for any particle p ∈ X , we have
Gp˘X /∈ L2(R).
Assume, to the contrary, that Gp˘X ∈ L2(R). Then also Gp˘X ∈ PW. It
follows that, for any A ∈ R we have Gp˘X(· + iA) ∈ PW, whence, in turn,
we obtain
(38)
GX(t+ iA)√
1 + t2
∈ L2(R),
a contradiction.
It remains to show that the set (37) has probability 1.
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The group of diffeomorphisms with compact support acts on Conf(R),
and the sine-process is quasi-invariant under this action [10]. The Ghosh-
Peres rigidity property for the sine-process directly implies that the action
of our group is also ergodic: a measurable set invariant under all diffeomor-
phisms with compact support has measure either 0 or 1.
Note that the orbits of the group of diffeomorphisms with compact sup-
port are analogues, in our situation, of the leaves the symmetric equivalence
relation on the space of configurations Conf(R): indeed, a configurations
X can be taken to a configuration Y by a diffeomorphismwith compact sup-
port if and only if the configurations X and Y coincide beyond a bounded
interval and have the same number of particles within this interval.
It is clear that the set
(39) {X ∈ Conf(R) : fX+iA(t)√
1 + t2
/∈ L2(R)}
is indeed invariant under all diffeomorphisms with compact support. From
(2) it follows that the set (39) has posiitve probability, whence, in turn, it
follows that the set (39) has probability 1. Assuming Lemma 1.5, Lemma
1.3 and, consequently, Theorem 1.1 are proved completely. 
It remains to prove Lemma 1.5.
3. CONTINUAL TOEPLITZ KERNELS AND THE SCALING LIMIT OF THE
BORODIN-OKOUNKOV-GERONIMO-CASE FORMULA.
3.1. Sobolev semi-norms, continual Toeplitz and Hankel operators. For
p > 0, as usual, the symbolHp stands for the Sobolev p-space. The symbol
‖ϕ‖Hp stands for the corresponding Sobolev semi-norm:
(40) ‖ϕ‖Hp =
∫
R
|λ|2p|ϕ̂(λ)|2dλ,
and the symbol 〈, 〉Hp for the Hermitian-linear form corresponding to the
semi-norm (40). The square of the Hp-norm of a function ϕ ∈ Hp has
the form ‖ϕ‖2Hp + ‖ϕ‖2L2 . While, of course, Hp1 ⊂ Hp2 if p1 < p2, the
finiteness of the semi-norm ‖ϕ‖Hp2 does not in general imply the finiteness
of the semi-norm ‖ϕ‖Hp1 .
Introduce the Dirichlet spaces
D
+
2 = H
+
2 ∩H1/2,D−2 = H−2 ∩H1/2.
For a function h, let the function h˜ be defined by
̂˜
h(t) = ĥ(−t).
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Let f ∈ L2(R) ∩ L∞(R) and introduce the continual Toeplitz operator
T(f) acting in L2(R) by the formula
T(f)ψ(s) =
∫ +∞
0
f̂(s− t)ψ(t) dt.
Define also T(1) = 1 so that we have
T(1 + f) = 1 + T(f).
For h ∈ L2(R) ∩ L∞(R) we define the continual Hankel operator H(h) by
the formula
H(h)ψ(s) =
∫ ∞
0
ĥ(s+ t)ψ(t)dt.
Define also H(1) = 0.
Given functions b1, b2 ∈ L2(R) ∩ L∞(R), by definition we have
(41) T((1 + b1)(1 + b2)) = T(1 + b1)T(1 + b2)− H(b1)H(˜b2).
It follows that for b ∈ D+2 , as well as for b ∈ D2− we have
(42) expT(b) = T(exp b).
We now take two functions ϕ+ ∈ D+2 ∩ L∞, ϕ− ∈ D2− ∩ L∞. Set
(43) ϕ = ϕ+ + ϕ−, g = exp(ϕ), h = exp(ϕ− − ϕ+).
Theorem 3.1. The operators H(h), H(h˜−1) belong to the Hilbert-Schmidt
class, the determinant det(1 + (g − 1)S ) is well-defined in the sense of
(20), and we have
(44) det(1 + (g − 1)S ) = exp(ϕ̂(0) + 〈ϕ+, ϕ˜−〉H1/2)×
× det(1− χ[2π,+∞))H(h)H(h˜−1)χ[2π,+∞)).
We can equivalently rewrite (44) in the form
(45)
det(1 + (g − 1)S ) = exp( 1
2π
∫
R
ϕ(t)dt+
∞∫
0
λϕ̂+(λ)ϕ̂−(−λ)dλ)×
× det(1− χ[2π,+∞))H(h)H(h˜−1)χ[2π,+∞)).
Lemma 3.2. In the notation (43) we have
(46) det
(
1− H(h)H(h˜−1)
)
= exp(−〈ϕ+, ϕ˜−〉H1/2).
For any a > 0 we have
(47)
det(χ[0,a]T(g)χ[0,a]) = exp(aϕ̂(0)+〈ϕ+, ϕ˜−〉H1/2) det(1−χ[a,+∞))H(h)H(h˜−1)χ[a,+∞)).
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Remark. If g is real, then H(h)∗ = H(h˜−1) and, since |h| = 1, also
‖H(h)‖ ≤ 1, whence
det(1− χ[a,+∞))H(h)H(h˜−1)χ[a,+∞)) ≤ 1.
3.2. Proof of Lemma 3.2. The argument goes back to Widom [46], [47],
Basor and Widom [3]. The exposition follows Boettcher [4], [5] and Simon
[43]. Using (41), write
T(h)T(h−1) = 1− H(h)H(h˜−1).
Again using (41), write
T(h) = T(exp(ϕ−))T(exp(−ϕ+));T(h−1) = T(exp(−ϕ−))T(exp(ϕ+)).
We thus have
(48) T(h)T(h−1) =
= T(exp(ϕ−))T(exp(−ϕ+))T((exp(−ϕ−)))T((exp(ϕ+)) =
= exp(T(ϕ−)) exp(−T(ϕ+)) exp(−T(ϕ−)) exp(T(ϕ+)).
The Helton-Howe identity
det(expA expB exp(−A) exp(−B)) = exp tr[A,B],
valid for any pair A,B of Hilbert-Schmidt operators, now gives
detT(h)T(h−1) = exp(−tr[T(ϕ−),T(ϕ+)]).
Now, of course,
[T(ϕ−),T(ϕ+)] = T(ϕ−)T(ϕ+)− T(ϕ+)T(ϕ−),
and, since T(ϕ−)T(ϕ+) = T(ϕ−ϕ+), using (41) yet again, we obtain
[T(ϕ−),T(ϕ+)] = H(ϕ
+)H(ϕ˜−).
By definition, we have
tr H(ϕ+)H(ϕ˜−) =
∞∫
0
λϕ̂+(λ)ϕ̂−(−λ)dλ.
We finally obtain
det(T(h)T(h−1)) = exp(−
∞∫
0
λϕ̂+(λ)ϕ̂−(−λ)dλ),
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and (46) is proved. To derive the continuous analogue of the Borodin-
Okounkov-Geronimo-Case identity from the Widom formula, we use the
Jacobi-Dodgson identity, which in our situation takes the form
(49) det(χ[0,a](T(h)T(h
−1)−1χ[0,a]) =
= det(T(h)T(h−1)−1) det(1− χ(a,+∞)H(h)H(h˜−1)χ(a,+∞)).
It remains to check, for any a > 0, the relation
det(χ[0,a](T(h)T(h
−1))−1χ[0,a]) = exp(−aϕ̂(0)) det(χ[0,a]T(g)χ[0,a]).
Write
(50)
T(h)T(h−1))−1 = exp(−T(ϕ+)) exp(T(ϕ−)) exp(T(ϕ+)) exp(−T(ϕ−)) =
= exp(−T(ϕ+))T(g) exp(−T(ϕ−)).
We have
χ[0,a]T(exp(−ϕ+))χ[a,+∞) = χ[a,+∞)T(exp(−ϕ−))χ[0,a] = 0,
and
detχ[0,a]T(exp(ϕ−))χ[0,a] = exp(aϕ̂−(0)),
detχ[0,a]T(exp(ϕ+))χ[0,a] = exp(aϕ̂+(0)).
We thus obtain
(51) det(χ[0,a](T(h)T(h
−1))−1χ[0,a]) =
= det(χ[0,a]T(exp(−ϕ+))χ[0,a]T(f)χ[0,a]T((exp(−ϕ+)χ[0,a]))) =
= exp(−aϕ̂+(0)− aϕ̂−(0)) det(χ[0,a]T(g)χ[0,a]).
The proof is complete.
The second Lemma gives a connection between Toeplitz determinants
and the generalized Fredholm determinants, in the sense of (20), related to
the sine-kernel.
Lemma 3.3. Let g be a bounded continuous function on R, such that the
function g − 1 vanishes at inifnity, is square-integrable, and the integral∫
R
(g(t)− 1)dt
exists in principal value. Then we have
(52) det(χ[0,2π]T(g)χ[0,2π]) = det(1 + (g − 1)S ).
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3.3. Proof of Lemma 3.3. Let
Kn(θ, θ
′) =
sin(n+1
2
(θ − θ′))
sin( θ−θ
′
2
)
be the standard Dirichlet kernel. We will need the following approximation
to the sine-kernel.
(53) K˘n(t, t
′) = χ[−πn,πn](t)χ[−πn,πn](t
′)
1
n
sin(π (n+1)(t−t
′)
n
)
sin(π t−t
′
n
)
.
As n→∞, we have
(54) K˘n(t, t
′)→ S (t, t′)
uniformly on compact sets. Note the relation between the approximating
kernel K˘n and the Dirichlet kernel Kn:
(55) K˘n(t, t
′) = χ[−πn,πn](t)χ[−πn,πn](t
′)
1
n
Kn(2πt/n, 2πt
′/n).
Now let f be such that f − 1 is a Schwartz function on R. Set
fn(t) = χ[−πn,πn]
∑
k∈Z
fˆ(k/n) exp(2πitk/n).
Then we have
(fn − 1)K˘n → (f − 1)S
uniformly on compact sets and in the Hilbert-Schmidt class. Furthermore,
sinceKn(t, t) = S (t, t) = 1, we have∫
R
(fn(t)− 1)Kn(t, t)dt→
∫
R
(f(t)− 1)S (t, t)dt.
It follows that
det(1 + ((f − 1)S ) = lim
n→∞
det(1 + (fn − 1)K˘n).
Next, set
f˚n(t) = χ[−π,π]
∑
k∈Z
fˆ(k/n) exp(2πitk).
Making a change of variable θ = 2πt/n and recalling (55), we have the
identity
det(1 + (f˚n − 1)Kn) = det(1 + (fn − 1)K˘n).
It follows that
det(1 + ((f − 1)S ) = lim
n→∞
det(1 + (fn − 1)Kn).
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Next, we note that the function f˚n can be considered as a function on the
circle, and we have
det(Tn(f˚n)) = det(1 + (f˚n − 1)Kn),
since, indeed, for any function g ∈ L2(T), we have
det(Tn(g)) =
∫
Tn
n∏
j=1
g(θj)
∏
j<k
|exp(iθj)− exp(iθk)|2
n∏
j=1
dθj
2π
= det(1+(g−1)Kn).
Finally, we verify that
(56) det(χ[0,2π]T(f)χ[0,2π]) = lim
n→∞
det(Tn(f˚n)).
For n ∈ N, let L(n)2 ⊂ L2 be the subspace of functions constant on inter-
vals [2π k
n
, 2π k+1
n
]. We can naturally identify L
(n)
2 with l2(Z), and let T˘n be
the operator with matrix T (f˚n) acting in L
(n)
2 extended as an operator on
the whole L2 by acting as the zero operator on the orthogonal complement
to L
(n)
2 in L2. Note that the operator χ[0,2π]T˘nχ[0,2π] acts with the matrix
Tn(f˚n). If f − 1 is a Schwartz function, then we have
χ[0,2π]T˘nχ[0,2π] − 1→ χ[0,2π]T(f)χ[0,2π] − 1
in the Hilbert-Schmidt class, and also that
tr(χ[0,2π]T˘nχ[0,2π] − 1)→ tr(χ[0,2π]T(f)χ[0,2π] − 1),
whence (56).
We next approximate a general function g by Schwartz functions gn in
such a way that gn → g in L2(R),max |gn − g| → 0 and∫
R
gn − g → 0;
the integral above is understood in principal value.
We then have
det(1 + (g − 1)S ) = lim
n→∞
det(1 + (gn − 1)S );
det(χ[0,2π]T(g)χ[0,2π]) = lim
n→∞
det(χ[0,2π]T(gn)χ[0,2π]).
Lemma 3.3 is proved.
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3.4. The Hilbert-Schmidt norm of restricted Hankel operators. Our
next aim is to give estimates for the determinant
(57) det(1− χ[2π,+∞))H(h)H(h˜−1)χ[2π,+∞)).
Lemma 3.4. Let h = exp(f). For any d > 0 we then have
(58) | det
(
1− χ[d,+∞))H(h)H(h˜−1)χ[d,+∞)
)
− 1| ≤
≤ ‖f‖
2
H1
exp(2‖f‖L∞)
d
exp
(‖f‖2H1 exp(2‖f‖L∞)
d
)
.
Proof. Letting the symbol ‖A‖I1 stand for the trace-class norm of the op-
erator A, we start with the clear inequality
| det(1− A)− 1| ≤ ‖A‖I1 exp(‖A‖I1).
Using the notation ‖ · ‖HS for the Hilbert-Schmidt norm, write
‖χ[d,+∞))H(h)H(h˜−1)χ[d,+∞)‖I1 ≤ ‖χ[d,+∞))H(h)‖HS‖χ[d,+∞))H(h˜−1)‖HS.
We naturally have
‖χ(d,+∞)H(h)‖2HS =
∞∫
d
|u|ĥ(u)|2du ≤ ‖h‖
2
H1
d
.
We arrive at the estimate
‖χ[d,+∞))H(h)H(h˜−1)χ[d,+∞)‖I1 ≤
‖h‖H1‖h˜−1‖H1
d
.
Next, for a bounded function f ∈ H1 by definition we have
(59) ‖ exp(f)‖H1 ≤ ‖f‖H1 exp(‖f‖L∞),
whence
‖χ[d,+∞))H(h)H(h˜−1)χ[d,+∞)‖I1 ≤
‖f‖2H1 exp(2‖f‖L∞)
d
,
and (58) is established. 
3.5. An estimate for the gradient of the Hankel determinant and the
conclusion of the proof of Lemma 1.10. Our next step is an estimate
for the gradient of the determinant of the form (57) considered as a func-
tion of the parameter. Let f1, . . . , fn ∈ H1(R) ∩ L∞(R), let h(~z) =
h(z1, . . . , zn) = exp(z1f1 + · · ·+ znfn), and set
(60) c(z1, . . . , zn) = det(1− χ[d,+∞))H(h(~z))H(h˜−1(~z))χ[d,+∞))
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Lemma 3.5. For anyM > 0, n > 0 there exists a constant C = C(n,M),
C(n,M) > 0, such that for any z1, . . . , zn satisfying |z1|, . . . , |zn| ≤M we
have
(61)
|‖grad c(z1, . . . , zn)‖ − 1| ≤ Cn max
l=1,...,n
‖fl‖H1 exp(Cn max
l=1,...,n
‖fl‖L∞)×
× exp(Cn max
l=1,...,n
‖fl‖H1 exp(Cn max
l=1,...,n
‖fl‖L∞)).
Proof. The lemma is a direct corollary of (58) and the Cauchy integral for-
mula for the derivative. 
3.6. Conclusion of the proof of Lemma 1.10. We derive Lemma 1.10
from Theorem 3.1. As before, we consider m fixed, while A is assumed to
take values in a bounded interval (a0, A0), where a0, A0 depend only on m
and satisfy 1 < a0 < A0. First, note that, by definition, we have
‖F T,A‖2H1/2 = 2 log T.
Next, a direct computation using the formula (9) gives
Proposition 3.6. For any m ∈ N there exists a positive constant C such
that for any T ∈ N, any d = T, T + 1, . . . , 2T , any l = 1, . . . , m − 1 we
have ∣∣∣‖f d,A,l‖2H1/2 − 2 log T/m∣∣∣ ≤ C; 〈f d,A,l+ , F T+ 〉H1/2 ≤ C.
Proposition 3.7. For any m ∈ N there exists a positive constant C such
that for any T ∈ N, any l = 1, . . . , m − 1, any natural d1, d2 ∈ [T, 2T ]
satisfying d1 − d2 > T l/m, we have
(62) 〈f d1,A,l+ , f d2,A,l+ 〉H1/2 ≤ C.
We now apply Theorem 3.1 to the additive statistic Sfd1,d2,A,T (λ,~λ(1),~λ(2)).
We have ∫
R
f d1,d2,A,T (λ,~λ(1), ~λ(2))(t)dt = 0.
By Propositions 3.6, 3.7, there exists a constant C depending only on m
such that
(63)∣∣∣∣∣‖f d1,d2,A,T (λ,~λ(1), ~λ(2))‖2H1/2 − λ2 log T + log Tm (
m−1∑
r=1
(λ(1)r )
2 +
l∑
s=1
(λ(2)s )
2
∣∣∣∣∣ < C.
Our next aim is to check that the Hilbert transforms Hf d,A,r are uni-
formly bounded. It suffices to establish the uniform boundedness of the
Hilbert transforms Hφd,A,r.
28 ALEXANDER I. BUFETOV
Proposition 3.8. For any m ∈ N there exists a positive constant C such
that for any T ∈ N, any l = 1, . . . , m− 1, any natural d ∈ [T, 2T ] we have
(64) ‖Hf d,A,l‖L∞ < C; ‖Hφd,A,l‖L∞ < C.
Proof. We start by establishing a uniform bound for the Hilbert transform
Hφd,A. That for Hφd,A,l, Hf d,A,l follows. From (7) we obtain
(65) Ĥφd,A(λ) =
exp(iλd)− 1)
λ
exp(−A|λ|).
For d ∈ [T, 2T ], we can represent the function Ĥφd,A(λ) as a sum of three
terms:
Ĥφd,A(λ) = ψd,A1 + ψ
d,A
2 + ψ
d,A
3 ,
where
ψd,A1 (λ) = −λ−1I(−∞,−T−1]∪[T−1,∞);
ψd,A2 (λ) =
exp(iλd)
λ
exp(−Aλ)I(−∞,−T−1]∪[T−1,∞);
ψd,A3 (λ) = Ĥφ
d,A(λ)I(−T−1,T−1).
The uniform boundedness, in T and in A, of the L∞-norm of the inverse
Fourier transforms of ψ1 and ψ2 is checked directly; it is here that we see
the difference between φd,A and Hφd,A: if we write |λ−1| instead of λ−1,
then the corresponding L∞-norms grow in T . Next, note that ψ3 has the
form ψ3(λ) = ψ33(Tλ)I(−T−1,T−1)(λ), where ψ33 is a fixed smooth func-
tion; the boundedness of the L∞-norm of the inverse Fourier transforms of
ψ3 follows.
The desired uniform bound for the Hilbert transform Hφd,A is obtained.
That for Hφd,A,l, Hf d,A,l follows. 
As usual, decompose
f d1,d2,A,T (λ,~λ(1), ~λ(2)) = f d1,d2,A,T (λ,~λ(1), ~λ(2))++f
d1,d2,A,T (λ,~λ(1), ~λ(2))−,
f d1,d2,A,T (λ,~λ(1), ~λ(2))+ ∈ H+2 , f d1,d2,A,T (λ,~λ(1), ~λ(2))− ∈ H−2 , and set
hd1,d2,A,T (λ,~λ(1), ~λ(2)) = exp(f d1,d2,A,T (λ,~λ(1), ~λ(2))−−f d1,d2,A,T (λ,~λ(1), ~λ(2))+).
Set
B(l, m) = {(θ, ~θ(1), ~θ(2)) : θ ∈ R, θ(1) ∈ Rm−1, λ(2) ∈ Rl : |θ|+|~θ(1)|+|~θ(2)| < R}.
Directly from the definitions we have
Proposition 3.9. For any ε > 0, any m ∈ N, there exists a constant a0
depending only on m and ε such that the following holds for any A > a0.
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For any R > 0, all sufficiently large T ∈ N, any l = 1, . . . , m − 1, any
natural d1, d2 ∈ [T, 2T ] we have
max
(θ,~θ(1),~θ(2))∈B(l,m,R)
‖χ[2π,+∞)H(hd1,d2,A,T (λ, ~θ(1), ~θ(2)))‖HS < ε.
Proof. A direct computation gives, uniformly in l and in R, the relation
lim
A→∞
max
(θ,~θ(1),~θ(2))∈B(l,m,R)
‖f d1,d2,A,T (θ, ~θ(1), ~θ(2))‖H1 = 0.
The proposition follows now from the uniform Hilbert transform estimate
(64) together with the estimate (59). 
Theorem 3.1, the estimate of Lemma 3.5, Propositions 3.6, 3.7, 3.9, to-
gether imply Lemma 1.10. 
3.7. An estimate on the speed of convergence in the Soshnikov Central
Limit Theorem for additive statistics. Let Taf(u) = f(u/a). We have
‖χ(d,+∞)H(Taf)‖HS = ‖χ(ad,+∞)H(f)‖HS.
It follows that ‖χ(d,+∞)H(Taf)‖HS → 0 as a→∞, whence, for any λ ∈ C
we obtain
EPS exp(λSTaf)→ exp(λ2‖f‖2H1/2/2).
We arrive at a different proof of the theorem of Soshnikov [44] that the
random variables
STaf
‖f‖H1/2
converge in law to the standard Gaussian as a → ∞. For the Circular
Unitary Ensemble and the Gaussian Unitary Ensemble convergence in law,
without normalization, of additive statistics to the Gaussian distribution, is
due to Johansson [25], [26]. We now estimate the speed of convergence.
Lemma 3.10. Let f+ ∈ H1∩H2 ∩L∞ be a bounded smooth function on R
and let f = f+ + f+. There exists a positive constant c depending only on
‖f‖H1 , ‖f+‖L∞ , such that the Kolmogorov-Smirnov distance between the
distribution of the random variable
STaf
‖f‖H1/2
and the standard Gaussian is at most
c
log λ
.
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Proof. The bound (58) implies that for any real-valued function v ∈ L∞ ∩
H1 there exists a constant c > 0 depending only on ‖v‖L∞ , ‖v‖H1 such that
we have
(66) | det(1− χ[2π,+∞))H(Ta exp(λv))H( ˜Ta exp(−λv))χ[2π,+∞))− 1| ≤
≤ cλ exp(cλ)
a
exp
(
cλ
exp(cλ)
a
)
.
Now normalize f in such a way that ‖f‖H1/2 = 1, let v = Hf be the Hilbert
transform of f , and set
ψa(λ) = EPS exp(iλSTaf ).
It follows from (66) that there exist constants C1, C2 such that we have
C1 log λ∫
−C1 log λ
|ψa(λ)− exp(−λ2/2)|
λ
≤ C2
log λ
.
Lemma 3.10 directly follows now from the Feller smoothing estimate on
the Kolmogorov-Smirnov distance. 
4. MULTIPLICATIVE FUNCTIONALS DEPENDING ON A PAIR OF
PARTICLES AND THE CHANGE OF VARIABLE FORMULA.
4.1. An outline of the section. The proof of Lemma 1.9, the main expo-
nential estimate on the decay of the characteristic function at high frequen-
cies of an additive functional of the sine-process, proceeds by a change of
variables, following a method first used by Johansson [25], [26]. The Jaco-
bian of our change of variables involves a multiplicative functional depend-
ing on a pair of particles. Our first aim in this section is therefore to obtain
estimates on expectations, under the sine-process, of multiplicative func-
tional depending on a pair of particles. We start with a super-exponential
upper estimate for the probability of a large number of particles in a fixed
interval. This estimate, which holds in considerable generality, also implies
desired estimates on the expectation of our multiplicative functionals cor-
responding to observables exceeding one. We next need to consider more
general observables as well as regularized multiplicative functionals. The
scheme is similar to that used in [10] for multiplicative functionals depend-
ing on one particle: we first obtain estimates on the variance of additive
functionals depending on a pair of particles, then introduce regularized ad-
ditive functionals by continuity, and, finally, pass on to multiplicative func-
tionals.
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4.2. Tails of the number of particles in an interval. Let Π be an Hermit-
ian kernel, smooth in the totality of variables and inducing an orthogonal
projection. As before, let PΠ be the corresponding determinantal point pro-
cess. Write
Π(k)(x, y) =
∂k
∂yk
Π(k)(x, y).
Assume that there exists a positive constant C0 = C0(Π) such that
(67) sup
x,y∈R,|x−y|≤1
|Π(k)(x, y)| ≤ Ck0k!
The sine-kernel clearly satisfies (67).
Proposition 4.1. If (67) holds, then, for any interval I there exists a con-
stant α > 0 depending only on the length of I and such that
(68) PΠ(#I ≥ k) ≤ exp(−αk2).
The point process PΠ has negative correlations, and it suffices to prove
(68) for a sufficiently short interval I: the general case follows by partition-
ing. It therefore suffices to establish the following
Lemma 4.2. If the kernel Π satisfies (67), then, for any interval I of length
less than (1 + 2C0)
−1 we have
(69) P(#I ≥ k) ≤ ((1 + 2C0)|I|)k(k+1)/2.
Proof. The inequality (69) is a direct corollary of the estimate
(70) det (Π(xi, xj))i,j=1,...,k ≤ k!((1 + 2C0)|I|)k(k−1)/2.
We now establish (70). Fix x1, . . . , xk. Introduce the divided differences
Π[x; x1, x2, . . . ; xl]
inductively by writing
Π[x; x1, x2] =
Π(x, x1)−Π(x, x2)
x1 − x2
and
Π[x; x1, x2, . . . , xl+1] =
Π[x; x1, x2, . . . , xl]−Π[x; x2, . . . , xl+1]
x1 − xl+1 .
By definition of the determinant, we have
det(Π(xi, xj))i,j=1,...,k = ∆(x1, . . . , xk) det(Qil),
where
∆(x1, . . . , xk) =
∏
1≤i<j≤k
(xi − xj)
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is the Vandermonde determinant of x1, . . . , xk and we set Qi1 = Π(xi, x1),
while for l ≥ 2 we set
Qil(~x) = Π[xi; x1, x2, . . . , xl].
For any x ∈ I there exists y ∈ I such that
Π[x, x1, . . . , xl] =
1
l!
Π(l)(x, y).
The estimate (70) follows, and Lemma 4.2 is proved. 
The estimate (68) implies that the random variable#2I admits exponential
moments of sufficiently small order. To make this statement more precise,
we establish
Lemma 4.3. Let α > 0. If Z is a random variable taking non-negative
integer values and satisfying, for any k, the inequality
P(Z = k) ≤ exp(−αk2),
then, for any γ < α, we have
(71) E exp(γZ2) ≤ exp
(
γ
(1− exp(γ − α))(1− exp(−α))
)
.
Proof. We have
(72) E exp(γZ2) = P(Z = 0) +
∞∑
k=1
P(Z = k) exp(γk2) ≤
≤ 1 +
∞∑
k=1
(exp((γ − α)k)− exp(−αk)) ≤
≤ exp
(
γ
(1− exp(γ − α))(1− exp(−α))
)
.

4.3. Discrete norms. For k ∈ Z, let I(k) = [k, k+1]. Let q = q(x, y) be a
function of 2 real variables. Let B(1, 1) be the space of bounded functions
of 2 variables endowed with the norm
‖q‖B(1,1) =
∑
k,l∈Z
sup
x∈I(k),y∈I(l)
|q(x, y)|.
Let B(1,∞) be the space of bounded functions of 2 variables endowed
with the norm
‖q‖B(1,∞) = sup
k∈Z
∑
k,l∈Z
∑
x∈I(k),y∈I(l)
|q(x, y)|.
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For a continuous function f on R write
‖f‖2B(1) =
∑
k∈Z
max
x∈Ik
|f(x)|2;
‖f‖2
BH (1/2) = ‖
(
f(x)− f(y)
x− y
)2
‖B(1,1).
‖f‖2BH (1) = ‖
(
f(x)− f(y)
x− y
)2
‖B(1,∞).
We let BH (1/2) and BH (1) be spaces of functions, considered mod-
ulo additive constants, obtained as the completions of the spaces of com-
pactly supported smooth functions with respect to the norms ‖ · ‖BH (1/2),
‖ · ‖BH (1), respectively.
Lemma 4.4. (1) For any f ∈ C1(R) ∩H1/2 ∩BH (1/2) we have
‖f‖2
BH (1/2) ≤ 3‖f‖2H1/2 + 11‖f ′‖2B(1).
(2) For any f ∈ C1(R) ∩BH (1) satisfying f ′ ∈ L∞ we have
‖f‖2BH (1) ≤ 11(‖f ′‖2L∞ + ‖f‖2L∞).
Proof. First, we clearly have∑
k∈Z
max
x,y:x,y∈Ik
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 ≤ ‖f ′‖2B(1);
∑
k∈Z
max
x,y:x∈Ik,y∈Ik+1
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 ≤ 2‖f ′‖2B(1),
and, indeed, more generally, for any natural r one can write∑
k∈Z
max
x,y:x∈Ik,y∈Ik+r
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 ≤ r‖f ′‖2B(1).
Write bk(f) = max
x:x∈Ik
|f(x)|2. For any k, l ∈ Z and any points x, x′, y, y′
satisfying x, x′ ∈ Ik, y, y′ ∈ Il, we have
|f(x)− f(y)|2 ≥ |f(x
′)− f(y′)|2
3
− (bk(f ′) + bl(f ′)).
whence∑
k∈Z,l∈Z:|k−l|≥2
max
x,y:x∈Ik,y∈Ik+r
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 ≤ 3‖f‖2H1/2 + 8‖f ′‖2B(1),
and the proof of the first claim is complete. The second claim is proved in
the same way. 
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4.4. Positive multiplicative functionals over pairs of particles. Now let
P be a point process onRwith negative correlations and admitting a positive
constant αP such that for any interval I whose endpoints are consecutive
integers and any natural k we have
(73) P(#I = k) ≤ exp(−αPk2).
For a determinantal process PK induced by the kernel K, for brevity we
shall write αK = αPK ; in particular, we write αS for the sine-process.
Lemma 4.3 directly implies
Corollary 4.5. For any subinterval I ⊂ R there exists a constant c > 0
depending only on the length of I such that for all γ ∈ (0, c) we have
EPΠ exp(γ#
2
I) ≤ exp
(
γ
(1− exp(γ − αP))(1− exp(−αP))
)
Let q : E2 → C be a symmetric Borel function: q(x, y) = q(y, x)
satisfying q(x, x) = 0. Introduce the additive functional
Sq(X) =
∑
{x,y}⊂X
q(x, y).
Lemma 4.6. For any q ∈ B(1, 1) and any γ < αP/‖q‖B(1,∞) we have
(74)
E exp(γSq) ≤ exp
(
γ‖q‖B(1,1)
(1− exp(γ‖q‖B(1,∞) − αP))(1− exp(−αP))
)
.
Proof. For brevity, set#k = #[k,k+1]. For k, l ∈ Z, set
qmax(k, l) = sup
x∈[k,k+1],y∈[l,l+1]
|q(x, y)|
qmax(k) =
∑
l∈Z
qmax(k, l).
Write
Sq ≤
∑
k,l∈Z
qmax(k, l)#k#l ≤
∑
k∈Z
qmax(k)#
2
k.
Our point process P has negative correlations, whence
EP exp(γSq) ≤
∏
k∈Z
exp(γqmax(k)#
2
k).
Now, for each k, apply (71) to the random variable Z = #2k, and the lemma
follows. 
Corollary 4.7. For any q ∈ B(1, 1) and any γ ∈ (0, α/‖q‖B(1,∞), there
exists p > 1 depending only on γ such that we have
exp(γSq) ∈ Lp(Conf(E),P).
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We next turn to establishing the continuity properties of the multiplica-
tive functional exp(γSq) as a function of q ∈ B(1, 1). We start with the
following clear
Proposition 4.8. For any p > 0 there exists a neighbourhood U of 0 in
B(1, 1) such that the correspondence q → exp(Sq) yields a continuous
map from U to Lp(Conf(E),P).
Proof. First note that for any ε > 0, in a sufficiently small neighbourhood
of 0 we have
(75) |EP exp(Sq)− 1| < ε.
Indeed, the desired upper bound on EP exp(Sq) directly follows from (74),
while the lower bound follows from the upper and the Cauchy-Bunyakovsky-
Schwarz inequality by writing
1 ≤ EP exp(Sq)EP exp(S−q).
For any n ∈ N and ε > 0, expanding the product and using (75), in a
sufficiently small neighbourhood of 0 we have EP| exp(Sq)− 1|2n < ε. 
Corollary 4.9. For any q ∈ B(1, 1) and any p ∈ (0, α/‖q‖B(1,∞), there
exists a neighbourhood U of q in B(1, 1) such that the correspondence
q → exp(Sq) yields a continuous map from U to Lp(Conf(E),P).
Proof. Given q′ ∈ B(1), write exp(Sq′) = exp(Sq) exp(Sq′−q), apply Lemma
4.8 to q′ − q and use the Ho¨lder inequality. 
4.5. Regularized additive functionals over pairs of particles. As before,
E is a locally compact complete metric space and µ a sigma-finite Borel
measure on E. Fix an exhausting sequence of bounded sets in E, assume
that for any x ∈ E the integral∫
E
q(x, y)dµ(y)
exists in principal value:∫ v.p.
E
q(x, y)K(y, y)dµ(y) = lim
n→∞
∫
Bn
q(x, y)K(y, y)dµ(y)
and write
Q(x) =
∫ v.p.
R
q(x, y)K(y, y)dµ(y).
Proposition 4.10. Let c0 > 0. Let K be a reproducing kernel of an orthog-
onal projection acting in L2(E, µ) and satisfying
sup
x,y∈E
|K(x, y)| < c0.
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There exists a constant C depending only on c0 such that we have
VarPKSq ≤ C(‖Q‖2L2(E,µ) + ‖q‖2L2(E2,µ2)).
Proof. The reproducing property gives, for µ-almost every x ∈ E, the iden-
tity
(76) K(x, x) =
∫
E
|K(x, y)|2dµ(y).
In this proof the symbols Ckl will stand for positive constants depending
only on c0. Let σ be a permutation of 3 elements. We prove
(77)∫
E3
q(x1, x2)q(x1, x3)
3∏
j=1
K(xj , xσj)dx1dx2dx3 ≤ C3(‖Q‖2L2(E,µ)+‖q‖2L2(E2,µ2)).
For the identity permutation, (77) is clear by definition of Q. Let σ 6= id.
If σ(2) = 2, then σ(3) = 1. We integrate the function q(x1, x2) in x2 and
apply the Cauchy-Bunyakovsky-Schwarz inequality, first in x3, and then
in x1, to the functions Q(x1) and the function q(x1, x3)K(x3, x1). The
case σ(3) = 3 is similar. If σ(2) = 3 and σ(3) = 2, then the desired
bound (77) follows from the reproducing property (76) of the kernel K
and the Cauchy-Bunyakovsky-Schwarz inequality in x1, x2, x3 applied to
the functions q(x1, x2)K(x2, x3) and q(x1, x3)K(x2, x3). If the permuta-
tion σ is a cycle, then the desired bound (77) follows from the reproduc-
ing property (76) of the kernel K and the Cauchy-Bunyakovsky-Schwarz
inequality in x1, x2, x3 applied to the functions q(x1, x2)K(x3, xσ3) and
q(x1, x3)K(x2, xσ2)K(x1, xσ1).
Let σ be a permutation of 4 elements satisfying σ({1, 2}) 6= {1, 2}. We
prove the bound
(78)∫
E3
q(x1, x2)q(x3, x4)
4∏
j=1
K(xj , xσj)dx1dx2dx3dx4 ≤ C4(‖Q‖2L2(E,µ)+‖q‖2L2(E2,µ2)).
Without losing generality, assume σ(1) = 3. If σ(3) = 1, σ(2) = 2
and σ(4) = 4, then we integrate in the variables x2 and x4, after which the
desired bound (78) follows from the reproducing property (76) of the kernel
K and the Cauchy-Bunyakovsky-Schwarz inequality in x1, x3 applied to the
functions Q(x1)K(x1, x3) and Q(x3)K(x3, x1).
If σ(3) = 1, σ(2) = 4 and σ(4) = 2, then the desired bound (78) fol-
lows from the reproducing property (76) of the kernel K and the Cauchy-
Bunyakovsky-Schwarz inequality in x1, x2, x3, x4 applied to the functions
q(x1, x2)K(x1, x3)K(x2, x4) and q(x3, x4)K(x3, x1)K(x4, x2).
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If σ(3) = 2 and σ(4) = 4, then we integrate in the variable x4, after
which the desired bound (78) follows from the reproducing property (76) of
the kernelK and the Cauchy-Bunyakovsky-Schwarz inequality in x1, x2, x3
applied to the functions Q(x3)K(x1, x3)K(x2, x1) and q(x1, x2)K(x3, x2).
The case σ(3) = 4 and σ(2) = 2 is identical by a permutation of the sym-
bols.
Finally, we consider the case in which our permutation σ is a four-cycle.
If σ(3) = 2, then the desired bound (78) follows from the reproducing prop-
erty (76) of the kernelK and the Cauchy-Bunyakovsky-Schwarz inequality
in x1, x2, x3, x4 applied to the functions q(x1, x2)K(x1, x3)K(x2, x4) and
q(x3, x4)K(x3, x2)K(x4, x1). If σ(3) = 4, then the desired bound (78) fol-
lows from the reproducing property (76) of the kernel K and the Cauchy-
Bunyakovsky-Schwarz inequality in x1, x2, x3, x4 applied to the functions
q(x1, x2)K(x1, x3)K(x3, x4) and q(x3, x4)K(x4, x2)K(x2, x1). 
Let Q be the subspace of functions q ∈ L2(E2, µ2) on E2 such that the
integral
iq(x) =
∫ v.p.
R
q(x, y)dy
is defined for µ-almost all x ∈ E and satisfies iq ∈ L2(E, µ). The space Q
is turned into a Hilbert space by setting
‖q‖2Q = ‖q‖2L2(E2,µ2) + ‖iq‖2L2(E,µ).
The correspondence
q → Sq = Sq − ESq
is first defined for compactly supported bounded functions q and then ex-
tended by continuity to the whole of Q. By Proposition 4.10, we obtain a
continuous linear mapping defined onQ and taking values inL2(Conf(E),PK).
The regularized additive functional Sq may be defined even when the usual
additive functional Sq is not. If, additionally, the integral
(79) ρK2 (q) =
v.p.∫
E×E
q(x, y)(K(x, x)K(y, y)− |K(x, y)|2)dµ(x)dµ(y)
converges, then we can set Sq = Sq + ρ
K
2 (q). Note that if q1, q2 satisfy q1−
q2 ∈ L2(E2, µ2) and the integral ρK2 (q1) converges, then so does ρK2 (q2).
4.6. Regularized multiplicative functionals over pairs of particles. We
now turn from additive to multiplicative functionals. First, let g be a sym-
metric Borel function on E × E such that g(x, x) = 1 and the function
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g − 1 has compact support. Introduce a multiplicative functional Ψ(2)g on
Conf(R) by the formula
(80) Ψ(2)g (X) =
∏
{x,y}⊂X
g(x, y).
The product in the right-hand side converges since it has finitely many
terms. We now extend the definition of the multiplicative functional Ψ
(2)
g
to a larger class of functions g. First, observe that if g satisfies g ≥ 1, then
the multiplicative functional is well-defined and bounded above by 1, as the
product in the right-hand side of (80) converges, possibly to zero.
Now let Q0 be the closed subset of those functions q ∈ Q that satisfy
|q| ≤ 1 and the integral (79) is well-defined. For q ∈ Q0 set
(81) Ψ
(2)
1+q(X) = exp(ρ
K
2 (q) + Sq(X)) ·Ψ(2)(1+q) exp(−q).
Note that the multiplicative functional Ψ
(2)
(1+q) exp(−q) is well-defined since
(1 + q) exp(−q) ≤ 1.
4.7. Multiplicative functionals over pairs of particles corresponding
to complex-valued functions. In the change of variable formula below,
we shall also need to consider multiplicative functionals corresponding to
complex-valued functions.
Lemma 4.11. Let q ∈ Q satisfy |q| < 1. Then the function
(82) q1 =
(−i) log(1 + iq)√
1 + q2
also belongs to Q.
Proof. By definition, we have
|q1 − q| < |q|3.
Recalling that |q| < 1 and that q ∈ L2(E2, µ2), we obtain that q1 ∈ Q. 
It follows that the normalized additive functional Sq1 is well-defined.
Furthermore, if the integral ρK2 (q), given by (79), is well-defined, then
ρK2 (q1) is well-defined as well.
Let q ∈ Q0 satisfy q2 ∈ B(1, 1). Define q1 by the formula (82). Take
γ ∈ (0,√αK/‖q2‖B(1,∞)) and set
(83) Ψ
(2)
1+iγq = Ψ
(2)√
1+γ2q2
exp(Sq1 + ρ
K
2 (q1)).
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Corollary 4.12. For any q ∈ Q satisfying q2 ∈ B(1, 1) and such that
ρK2 (q) is well-defined and any γ ∈ (0,
√
αK/‖q2‖B(1,∞)) there exists p > 1
depending only on γ and such that
Ψ
(2)
1+iγq ∈ Lp(Conf(E),P).
We also directly obtain the continuity of our multiplicative functional.
Introduce a norm on the space
QB0 = {q ∈ QQ0 : q2 ∈ B(1, 1) and ρK2 (q) is well − defined}
by setting
‖q‖2
QB0
= ‖q‖2
Q
+ ‖q2‖B(1,1).
Corollary 4.13. For any q0 ∈ Q satisfying q2 ∈ B(1, 1) and such that
ρK2 (q) is well-defined and any γ ∈ (0,
√
αK/‖q2‖B(1,∞)) there exists a
neighbourhood U of q in QB0 as well as a number p > 1 depending only
on γ and such that the correspondence
q → Ψ(2)1+iγq
induces a continuous correspondence from QB0 to Lp(Conf(E),P).
We now turn to the particular case when K is the sine-kernel, while q
takes the form
q(x, y) = ω[2](x, y) =
ω(x)− ω(y)
x− y ,
where ω is a bounded smooth function belonging to BH (1/2). First, one
directly checks the relations∫
R
∫
R
ω[2](x, y)dxdy = 0;
∫
R
∫
R
ω[2](x, y)S 2(x, y)dxdy = 0;
whence
ρS2 (ω[2]) = 0.
Recalling Lemma 4.4, we arrive at
Corollary 4.14. For any ω ∈ H(1/2)∩B(1) and any γ0 ∈ (0,
√
αS /‖ω[2]2‖B(1))
there exists a neighbourhood U of ω inH(1/2)∩B(1) as well as a number
p > 1 depending only on γ0 such that the correspondence
(ω, γ)→ Ψ(2)1+iγω[2]
induces a continuous map from U × (−γ0, γ0) to Lp(Conf(E),P).
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4.8. Quasi-symmetries of determinantal point processes. Let ω be a
bounded smooth real-valued function on R. The map Fω : x → x + ω(x)
is a diffeomorphism of R if and only if there exists c ∈ (0, 1) such that
sup
R
|ω′(x)| < 1.
Let G be the subgroup of diffeomorphisms Fω of R additionally satisfy-
ing the requirements
lim
|x|→∞
ω(x) = 0, ‖ω‖H1/2 <∞, ‖ω‖H1 <∞.
We norm the group G by setting
‖Fω‖G = ‖ω‖L∞ + ‖ω′‖L∞ + ‖(F−1ω )′‖L∞ + ‖ω‖H1/2 + ‖ω‖H1.
For F ∈ G , F = Fω introduce a real-valued function Ξ(Fω) by setting
(84) Ξ(Fω;X) =
v.p.∏
{x,y}⊂X
(
1 +
ω(x)− ω(y)
x− y
)2 v.p.∏
x∈X
(1 + ω′(x)).
We write Xi(Fω;X) instead of Xi(Fω)(X). In the right-hand side of (84),
the first multiple is a regularized multiplicative functional over pairs of par-
ticles corresponding to the function(
1 +
ω(x)− ω(y)
x− y
)2
,
well-defined since ‖ω‖H1/2 < ∞, whereas the second multiple is the reg-
ularized multiplicative functional over particles corresponding to the func-
tion F ′ω, well-defined since ‖ω‖H1 <∞.
Theorem 4.15. The sine-process is quasi-invariant under the action of the
group G , and for any F ∈ G , we have the PS -almost sure identity
dPS ◦ F
dPS
= Ξ(F ).
Proof. If ω has compact support, then the statement of Theorem 4.15 is
proved in Theorem 1.4 in [10]. We now approximate a general diffeomor-
phism F ∈ G by those of the form Fω, where ω has compact support. We
prepare
Lemma 4.16. Let G be a metrizable topological group, and let G0 be a
dense subgroup. Let T = {Tg} be an action, continuous in the totality of
the variables, of the group G on a complete separable metric space Y . Let
Rg(y), g ∈ G, y ∈ Y , be a Borel cocycle over the action T. Let P be a
Borel probability measure on Y such that
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(1) the equality
(85)
dP ◦ Tg
dP
= Rg
holds P-almost surely for any g ∈ G0
(2) for any g ∈ G there exists a sequence gn ∈ G0 such that gn → g in
G and Rgn → Rg almost surely with respect to the measure P.
Then (85) holds for all g ∈ G.
Proof. Take g ∈ G and let gn ∈ G0 be the approximating sequence given
by our second assumption. Since the action T is continuous, we have
P ◦ Tgn → P ◦ Tg
with respect to the weak topology. Note that, by Fatou’s lemma, we have∫
Y
RgdP ≤ 1. Now take an arbitrary ε > 0. There exists a compact subset
K ⊂ Y and a number M > 0 such that Rg < M on K,
∫
Y \K
RgdP < ε,
Rgn → Rg uniformly on K, P(K) > 1 − ε. For n large enough we have
|Rgn −Rg| < ε onK. Since
∫
Y
RgndP = 1, we have
∫
Y \K
RgndP < 3ε. Now
let f : Y → (0, 1) be a bounded continuous function . For sufficiently large
n we have ∫
K
f |Rgn −Rg|dP < 4ε;
whence finally
|
∫
Y
fRgndP−
∫
Y
RgdP| < 8ε;
consequently, we have RgnP→ RgP weakly as n→∞, whence (85) holds
for g as well. 
We now derive Theorem 4.15 from Lemma 4.16. Observe first that the
group if Fn ∈ G , F ∈ G , and Fn → F in G , then, by definition, the uniform
convergence Fn → F takes place on compact sets, whence it follows that
the group G acts continuously on Conf(R). Next, for an element F ∈ G ,
F = Fω, we construct a sequence ωn of functions of compact support such
that
(1) Fωn ∈ G , Fωn → Fω in G
(2) Ξ(Fωn)→ Ξ(Fω) almost surely with respect to PS
by setting ωn(t) = ω(t) for |t| ≤ n, ωn(t) = 0 for |t| ≥ n + 1 and
interpolating smoothly in [−n− 1,−n] ∪ [n, n+ 1]. Since lim
|x|→∞
ω(x) = 0,
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we see that
(86) ‖ωn − ω‖H1 → 0,
(87) ‖ωn − ω‖H1/2 → 0
as n → ∞, whence Fωn → Fω in G . We must next check the PS -almost
sure convergence Ξ(Fωn)→ Ξ(Fω), perhaps after passing to a subsequence.
But indeed, the relation (86) implies, perhaps after passing to a subse-
quence, the almost sure convergence
v.p.∏
x∈X
(1 + ω′n(x))→
v.p.∏
x∈X
(1 + ω′(x)),
while the relation (87) implies, perhaps after passing to a subsequence, the
almost sure convergence
v.p.∏
{x,y}⊂X
(
1 +
ωn(x)− ωn(y)
x− y
)2
→
v.p.∏
{x,y}⊂X
(
1 +
ω(x)− ω(y)
x− y
)2
.
Theorem 4.15 follows now from Lemma 4.16. 
Remark. A similar quasi-invariance theorem also holds for more general
determinantal point processes with integrable kernels. It will be exposed in
the sequel to this paper.
4.9. A Change of variable formula.
Lemma 4.17. Let g be a function holomorphic in a horizontal stripH such
that g − 1 ∈ H1(R), the integral∫
R
(g(x)− 1)dx
exists in principal value, and, additionally, we have∫
R
sup
{y:x+iy∈H}
|g′(x+ iy)|2dx < +∞
Let ω ∈ B(1) ∩H1(R) be a bounded smooth function satisfying
sup
x∈R
|ω′(x)| < +∞.
There exists ε0 > 0 depending only on the width of the strip H and on the
norms
(88) ‖ω‖L∞, ‖ω′‖L∞ , ‖ω‖H1, ‖ω‖B(1)
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such that for all ε satisfying |ε| < ε0 we have
(89)∫
Conf(R)
ΨgdPS (X) =
∫
Conf(R)
Ψg(X)Ψ
(2)
1+iεω(x)−ω(y)
x−y
(X)Ψ1+iεω′(X)dPS (X).
Proof. Let I be a bounded interval in R, assume that 0 ∈ I . As above, we
write
v.p.∏
x∈X\I
(
1− t
x
)2
= lim
n→∞
∏
x∈X\I:|x|≤n4
(
1− t
x
)2
and recall that the conditional measure PS (·|X0;C) takes the form
(90) Z(I,X)−1
∏
1≤l<j≤#I(X0)
(ti − tj)2
#I(X)∏
l=1
v.p∏
x∈X\I
(
1− ti
x
)2
.
Let ω be a function satisfying the assumptions of the lemma and supported
in I . Set Fω(x) = x + iω(x). The map Fω is a diffeomorphism onto its
image. Assume that Fω(R) ⊂ H . We take X0 ∈ Conf(R) and apply the
Cauchy formula to the integral∫
Conf(R)
ΨgdPS (X|X0;C).
For brevity, set N = #I(X0). The Cauchy formula gives
(91)
∫
IN
N∏
l=1
g(tl) ·
∏
1≤l<j≤N
(tl − tj)2 ·
N∏
l=1
v.p.∏
x∈X∩(R\I)
(
1− tl
x
)2
=
=
∫
I
...
∫
I
N∏
i=1
g(F (ti)) ·
∏
1≤i<j≤N
(F (ti)− F (tj))2·
·
N∏
i=1
v.p.∏
x∈X∩(R\I)
(
1− F (ti)
x
)2
F ′(ti)dti.
Recall our notation
ω[2](x, y) =
ω(x)− ω(y)
x− y
and write
Ψ[2;ω] = Ψ
(2)
ω[2].
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We now rewrite (91) in the form
(92)∫
I
...
∫
I
N∏
l=1
g(F (ti))·Ψ[2;ω]·ΨF ′·
∏
1≤l<j≤N
(ti−tj)2·
v.p.∏
x∈X∩(R\I)
(
1− tl
x
)2
dtl =
=
∫
Conf(R)
Ψg(X)Ψ[2;ω](X)ΨF ′(X)dPS (X|X0;C),
thus arriving at the identity
(93)
∫
Conf(R)
ΨgdPS (X|X0;C) =
=
∫
Conf(R)
Ψg(X)Ψ[2;F ](X)ΨF ′(X)dPS (X|X0;C).
In order to use the Fubini Theorem and to conclude the equality (89),
we would need to check that the function Ψg(X)Ψ[2;ω](X)Ψ1+ω′(X) be-
longs to L1(Conf(R),PS ); this is where we need to pass from ω to εω for
sufficiently small ε.
We start by observing that Ψg and ΨF ′εω belong to Lp(Conf(R),PS ) for
any p > 0. Furthermore, there exists p0 > 1, ε0 > 0 depending only on the
norms (88) such that
Ψ[2;Fε](X) ∈ Lp0(Conf(R),PS ).
Lemma 4.17 for compactly supported functions is established. We now
pass to general functions ω.
Taking ω0 ∈ B(1/2) ∩ H1(R) satisfying the assumptions of Lemma
4.17 we approximate our function ω by compactly supported functions ωn,
n = 1, 2, . . . , in such a way that ωn → ω0 both in B(1) and in H1(R) as
n→∞. From convergence inB(1), in particular, we have ‖ωn−ω0‖L∞ →
0 as n→∞. Choose ε0 small enough in such a way that x+ iεω0(x) ∈ H
for all x ∈ R, and also x + iεωn(x) ∈ H for all x ∈ R and all sufficiently
large n. From the relation∫
R
max
y:x+iy∈H
|g(x+ iy)|2dx < +∞
it follows that ∫
R
|g(x+ iεω0(x))− g(x+ iεωn(x))|dx→ 0
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as n → ∞. In view of Corollaries 2.2, 4.14 and the Ho¨lder inequality, we
conclude that
Ψg◦(id+iωn)(X)Ψ[2;ωn](X)Ψ1+iω′n(X)→ Ψg◦(id+iω)(X)Ψ[2;ω](X)Ψ1+iω′(X)
in L1(Conf(R),PS ) as n→∞. The lemma is proved completely. 
4.10. Exponential moments of additive functionals. In this section the
change of variables is used in order to replace rapidly oscillating additive
functionals by exponentially decaying ones and to give estimates for the
corresponding exponential moments. As before, for a function v ∈ L2(R),
we let Hv stand for its Hilbert transform: Ĥv(λ) = sgn(λ)v̂(λ).
Lemma 4.18. Let u, v be bounded holomorphic functions in a horizontal
stripH such that u, v ∈ H1(R),Hv ∈ B(1), the integrals∫
R
u(x)dx,
∫
R
v(x)dx
exist in principal value. Assume, additionally, that we have∫
R
max
{y:x+iy∈H}
|u′(x+ iy)|2 + |v′(x+ iy)|2dx < +∞;
and that there exists a constant C00 such that
(94) ‖u(k)‖L∞ < C00k!; ‖u(k)‖L1 < C00k!;
‖v(k)‖L∞ < C00k!; ‖v(k)‖L1 < C00k!.
Then there exist p0 > 1, γ > 0, δ > 0, D > 0 depending only on
(95) C00, ‖Hv‖B(1), ‖Hv′‖L∞ , ‖v‖H1
such that we have
(96)
∣∣∣∣∣∣∣
∫
Conf(R)
exp(Sau+iλvdPS (X)
∣∣∣∣∣∣∣ ≤
≤ exp
(
−γ|λ|‖v‖2H1/2 + aû(0) +D(a2‖u‖2H1/2 + ‖v‖2H1/2 + ‖Hv‖2B(1) + a2 + λ2 + 1)
)
.
Proof. We introduce the change of variable by the formula Fε(x) = x +
iεHv(x) and use the change of variable formula (89). For definiteness, we
assume λ > 0 and ε > 0; in the case of negative λ, one should also take ε
to be negative.
Lemma 4.19. If ε is such that
(97) |ε|‖Hv‖L∞ <
1
2
; |ε|‖Hv′‖L∞ <
1
2
,
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then we have
(98)
∫
Conf(R)
| exp(Sau◦Fε+iλv◦Fε |dPS (X) ≤
≤ exp(C1 + a
∫
R
u(x)dx+ a2‖u‖2H1/2 − |ελ|‖v‖2H1/2)
Proof. We use Lemma 3.2 and the remark following it. Write
(99)
∫
Conf(R)
| exp(Sau◦Fε+iλv◦Fε |dPS (X) =
=
∫
Conf(R)
exp(Sℜ(au◦Fε+iλv◦Fε)|dPS (X) ≤
≤ exp(
∫
R
ℜ(au ◦ Fε(x)dx+ iλv ◦ Fε(x)dx)+‖ℜ(au ◦ Fε + iλv ◦ Fε)‖2H1/2).
Write the Taylor expansion for u:
u(x+ iHvε(x)) = u(x) + iεu′(x)Hv(x) +
∞∑
n=2
(iε)n
n!
u(n)(x) · (Hv(x))n.
A similar expression holds for v. Write
(100) ℜ ((au+ iλv)(x+ iεHv(x))) = au(x)− ελv′(x)Hv(x)+
+a
∞∑
k=1
(−1)kε2k
(2k)!
u(2k)(x)(Hv(x))2k−λ
∞∑
k=1
(−1)kε2k+1
(2k + 1)!
v(2k+1)(x)(Hv(x))(2k+1).
We have ∫
R
ελv′(x)Hv(x) = |ε||λ‖v‖2H1/2,
and this is the main term in (96).
We next estimate the contribution of the remaining terms repeatedly us-
ing
Lemma 4.20. If f ∈ H2 and ψ ∈ L∞ satisfies ψ′ ∈ L∞, then
(101) ‖f ·ψ‖H1/2 ≤
∥∥ψ‖L∞ · ∥∥f‖L2 + ∥∥ψ‖L∞ ·∥∥f‖H2 + ∥∥ψ′‖L∞ · ∥∥f‖H1.
Proof. Write
‖f · ψ‖H1/2 ≤
∥∥f · ψ‖L2 + ∥∥f · ψ‖H1,
and that we have ‖f · ψ‖L2 ≤
∥∥ψ‖L∞ · ∥∥f‖L2 and
‖f · ψ‖H1 ≤
∥∥ψ‖L∞ · ∥∥f ′‖L2 + ∥∥ψ′‖L∞ · ∥∥f‖L2 .
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
For brevity, we say that a term is bounded by a constant if it admits an
upper bound depending only on the constants (95). We start by noting that
(102) ‖v′ ·Hv‖2H1/2 ≤ ‖v′ ·Hv‖2L2 + ‖v′ ·Hv‖2H1 ≤
≤ ‖Hv‖2L∞‖v‖2H1 + 2‖v′‖2L∞‖v‖2H1 + 2‖Hv‖2L∞‖v′‖2H1,
whence the norm ‖v′ ·Hv‖2H1/2 is bounded above by a constant.
We proceed to estimating the remaining terms. If ε satisfies (97), the it
follows directly from (94), (97) that there exists a constant C10 > 0 depend-
ing only on C00 such that
(103)
∫
R
∞∑
k=1
ε2k
(2k)!
· |u(2k)(x)| · |Hv(x)|2kdx < C10;∫
R
∞∑
k=1
ε2k+1
(2k + 1)!
· |v(2k+1)(x)| · |Hv(x)|2k+1dx < C10.
Again using (101), note that we have
‖u(k) · (Hv)k‖H1/2 ≤
≤ 2 (∥∥Hv‖kL∞ · (‖u(k)‖L2 + ∥∥u(k+1)‖L2) + k · ∥∥Hv‖k−1L∞ · ∥∥Hv′‖L∞ · ∥∥u(k)‖L2) ;
‖v(k) · (Hv)k‖H1/2 ≤
≤ 2 (∥∥Hv‖kL∞ · (‖v(k)‖L2 + ∥∥v(k+1)‖L2) + k · ∥∥Hv‖k−1L∞ · ∥∥Hv′‖L∞ · ∥∥v(k)‖L2) ,
whence the Sobolev 1/2-seminorms
‖
∞∑
k=1
ε2k
(2k)!
· |u(2k)(x)| · |Hv(x)|2k‖H1/2 ,
‖
∞∑
k=1
ε2k+1
(2k + 1)!
· |v(2k+1)(x)| · |Hv(x)|2k+1‖H1/2
are bounded above by a constant provided ε satisfies (97). The estimate (98)
is proved. Lemma 4.19 is proved completely. 
We conclude the proof of (96). By Lemma 4.6 and Corollary 4.13 there
exist constants ε0, p0 > 1 and C21 such that for any p ∈ (1, p0), ε ∈ (1, ε0)
we have
EPSΨ[2, εHv]
p ≤ C21 exp(ε2‖Hv‖2B(1/2)) ≤ C22 exp(ε2(‖v‖2H(1)+11‖Hv′‖2B(1;Z)).
Furthermore, for any p > 0, ε > 0 we have
EPSΨ
p
1+iεHv′ ≤ exp(ε2p‖v‖2H1).
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The Ho¨lder inequality and (98) imply (96). 
4.11. Characteristic functions of additive statistics. In this subsection,
the exponential decay estimate is formulated for the characteristic function
of the joint distribution of additive statistics of the sine-process. The proof
relies on a change of variable that reduces rapidly oscillating integrals to
exponentially decaying ones.
Let H be a fixed horizontal strip symmetric with respect to the real axis.
Take a natural number N , a collection of functions
~f = (f1, . . . , fN), f1, . . . , fN ∈ H1/2,
analytic in H , two real vectors ~a = (a1, . . . ; aN), ~λ = (λ1, . . . ;λN) and
form the function
f(~a,~λ) =
N∑
l=1
(al + iλl)fl.
Assume that ∫
R
fj(x)dx = 0, j = 1, . . . , N.
Denote
M1(~f) = max
j,k=1,...,N,j 6=k
|〈fj, fk〉H1/2 |;
M2(~f) = max
j=1,...,N
‖Hfj‖L∞ .
M3(~f) = max
j=1,...,N
‖fj‖BH (1).
M4(~f) = max
j=1,...,N
‖fj‖H1 .
M5(~f) = max
j=1,...,N
(‖f (k)j ‖L∞ + ‖f (k)j ‖L1)/k!
Write
σl = ‖fl‖H1/2 , l = 1, . . . , N.
Proposition 4.21. There exist constants γ0 > 0, D > 0 continuously and
monotonically depending only onM1(~f),M2(~f),M3(~f),M4(~f),M5(~f) such
that for any γ ∈ (0, γ0) and any real vectors ~a,~λ we have
(104)
∣∣∣EPS expSf(~a,~λ)∣∣∣ ≤ exp( N∑
l=1
(D+a2l )σ
2
l−
γ
m∑
l=1
λ2l σ
2
l√
m∑
l=1
λ2l
+γ2D(a2+λ2+1)
)
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5. CONCLUSION OF THE PROOF OF THEOREM 1.1
5.1. Conclusion of the proof of Lemma 1.9. We set N = m + l con-
clude the proof of Lemma 1.9 applying Corollary 4.21 to the N functions
F T,A, f d1,A,r, f d2,A,s, r = 1, . . . , m− 1, s = 1, . . . , l.
We have already obtained estimates on the corresponding H1/2-norms
and inner products in Propositions 3.6, 3.7.
We proceed by establishing the uniform boundedness of the discrete norms
‖(f d,A,l)′‖B(1).
Proposition 5.1. For any m ∈ N there exists a positive constant C such
that for any T ∈ N, any l = 1, . . . , m− 1, any natural d ∈ [T, 2T ] we have
(105) ‖(f d,A,l)′‖B(1) ≤ C.
Proof. By definition, the Fourier transforms (̂f d,A,l)′ are bounded and square-
integrable, and also have bounded square-integrable derivatives. It follows
that the quantities
(1 + |t|)f d,A,l(t)
are uniformly bounded in d, l, t, whence also the desired uniform bound on
the discrete norms
‖(f d,A,l)′‖B(1).

The uniform boundedness of the Hilbert transforms of our functions has
been checked in Proposition 3.8. We proceed to a uniform bound on the
derivatives.
Proposition 5.2. For any m ∈ N there exists a positive constant C such
that for any T ∈ N, any l = 1, . . . , m − 1, any natural d1, d2 ∈ [T, 2T ]
satisfying d1 − d2 > T l/m, we have
(106) ‖HF T+‖H1 ≤ C;
(107) ‖(Hf d1,A,l+ )′‖L∞ ≤ C, ‖(HF T+ )′‖H1 ≤ C;
(108) ‖(f d1,A,l+ )′‖L∞ ≤ C, ‖(F T+ )′‖H1 ≤ C.
Proof. We check that the derivatives (f d,A,r)′, (Hf d,A,r)′ are uniformly bounded.
To do so, note that the functions ̂(f d,A,r)′, ̂(Hf d,A,r)′ belong both to L1
and L∞, have their L1 and L∞ norms uniformly bounded both in T and in
A ∈ (a0, A0), are differentiable and the derivatives also belong both to L1
and L∞, have their L1 and L∞ norms uniformly bounded both in T and in
A ∈ (a0, A0). We therefore obtain an estimate
(1 + |t|)|(f d,A)′(t)|, (1 + |t|)|Hf d,A)′(t)| = OA,T (1)
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and
(1 + |t|)|(f d,A,r)′(t)|, (1 + |t|)|Hf d,A,r)′(t)| = OA,T,m(1),
as desired. The estimate for the B(1) follows immediately: we have
‖(f d,A)′(t)‖B(1), ‖(Hf d,A)′(t)‖B(1) = OA,T (1)
and
‖(f d,A,r)′(t)‖B(1), ‖(Hf d,A,r)′(t)‖B(1) = OA,T,m(1).

5.2. Large deviations for subnormal random variables. Take random
variables Z1, . . . , Zm admitting exponential moments of all orders, and as-
sume that the joint exponential moment of Z1, . . . , Zm exhibits a certain
similarity to that of independent Gaussian variables of variances σ21, . . . , σ
2
m.
For θ1 > 0, . . . , θm > 0, we aim to obtain bounds for the event
(109) {Z1 > θ1σ21, . . . , Zm > θmσ2m}.
Let
(110) ψ~Z(λ1, ..., λm) = E exp(
m∑
l=1
λlZl)
be the joint exponential moment of Z1, . . . , Zm. As before, we let N (t; σ
2)
be given by (10).
Lemma 5.3. For any naturalm, any constants θ1 > 0, . . . , θm > 0,A0, B0, B1 >
0, B2 > 1 + max
l=1,...,m
a2l , there exist constants D > 0, B > 0, σ > 0 such
that the following holds for all σ1 > σ, . . . , σm > σ. Let Z1, ..., Zm be
random variables admitting exponential moments of all orders, whose joint
exponential moment (110) satisfies:
(1)
ψ~Z(θ1 + iu1, ..., θm + ium) = c~θ(u1, ..., um) exp(
1
2
m∑
l=1
σ2l (θl + iul)
2),
where c~θ is a smooth function such that c~θ(θ1, . . . , θm) ∈ (0, 1) and
(111) ‖grad c~θ(θ1 + iu1, . . . , θm + ium)‖ < A0
for all u1, . . . , um satisfying max
l=1,...,m
‖um‖ < B0.
(2) for all u1, . . . , um satisfying max
l=1,...,m
‖um‖ ≥ B0, we have
|ψ~Z(θ1 + iu1, ..., θm + ium)| ≤ exp(B1 − B2
m∑
l=1
σ2l ).
THE SINE-PROCESS HAS EXCESS ONE 51
Then
(112)
|
1∫
0
. . .
1∫
0
du1 . . . dumP({Z1 > θ1σ21 + u1, . . . , Zm > θmσ2m + um})−
− c~θ(θ1, ..., θm)
1∫
0
. . .
1∫
0
du1 . . . dum
m∏
l=1
N (θlσ
2
l + ul; σ
2
l )| ≤
≤ D(σ−11 + · · ·+ σ−1m )
exp(−1
2
m∑
l=1
θ2l σ
2
l )
σ1 . . . σm
+D exp(−B
n∑
l=1
σ2l ).
Proof. Let
ψN (λ1, . . . , λm) = exp(
1
2
(
m∑
l=1
λ2l σ
2
l ))
be the joint exponential moment of m independent Gaussian random vari-
ables with expectation 0 and variances σ2l , l = 1, . . . , m. For any c > 0, the
Parceval identity gives
(113)
1∫
0
. . .
1∫
0
(P({Z1 > θ1σ21+u1, . . . , Zm > θmσ2m+um})−c
m∏
l=1
N (θlσ
2
l+ul; σ
2
l ))du1 . . . dum =
=
exp(−
m∑
l=1
θ2l σ
2
l )
(2π)m
∫
R
. . .
∫
R
(ψ~Z(θ1+iu1, . . . , θm+ium)−cψN (θ1+iu1, . . . , θm+ium))×
× exp(−iulθlσ
2
l )(exp(−θl − iul)− 1)
(θl + iul)2
du1 . . . dum.
We set c = c~θ(θ1, . . . , θm) and estimate the integrand in the right-hand side
of (113) in absolute value. We start by integrating over the set
max
l=1,...,m
‖um‖ < B0.
We bound the multiple∣∣∣∣exp(−iulθlσ2l )(exp(−θl − iul)− 1)(θl + iul)2
∣∣∣∣
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above by a constant depending only on θ1, . . . , θm. Using we bound (111),
we next estimate
(114) |ψ~Z(θ1 + iu1, . . . , θm + ium)− cψN (θ1 + iu1, . . . , θm + ium)| ≤
≤ exp(1
2
m∑
l=1
θ2l σ
2
l )A0(
m∑
l=1
|ul|) exp(−1
2
m∑
l=1
σ2l u
2
l ).
Noting that∫
R
. . .
∫
R
(
m∑
l=1
|ul|) exp(−1
2
m∑
l=1
σ2l u
2
l )du1 . . . dum ≤
D(σ−11 + · · ·+ σ−1m )
σ1 . . . σm
,
we arrive at the desired estimate
(115) ∫
{(u1,...,um): max
l=1,...,m
‖um‖<B0}
|ψ~Z(θ1+iu1, . . . , θm+ium)−cψN (θ1+iu1, . . . , θm+ium))×
× exp(−iulθlσ
2
l )(exp(−θl − iul)− 1)
(θl + iul)2
du1 . . . dum| ≤
≤ D(σ−11 + · · ·+ σ−1m )
exp(1
2
m∑
l=1
θ2l σ
2
l )
σ1 . . . σm
.
In view of our second assumption, there exist constants C0, D0 such that we
have
(116) ∫
{(u1,...,um): max
l=1,...,m
‖um‖≥B0}
|ψ~Z(θ1 + iu1, . . . , θm + ium)|+c |ψN (θ1 + iu1, . . . , θm + ium)|)×
× exp(−iulθlσ
2
l )(exp(−θl − iul)− 1)
(θl + iul)2
du1 . . . dum
∣∣ ≤
≤ C0 exp(B1−B2(
m∑
l=1
σ2l ))
∫
Rm
1
(θl + iul)2
du1 . . . dum ≤ D0 exp(B1−B2(
m∑
l=1
σ2l )),
and the proof is complete. 
For any θ, θr, r = 1, . . . , m− 1 and any d ∈ [T, 2T ] set
(117)
V (d, θ, θr) = {X : SFT,A > θ log T, Sfd1,A,r ≥ θr log T, r = 1, . . . , m−1}.
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For any l ∈ {1, . . . , m − 1}, any θ, θ(1)r , θ(2)s > 0, r = 1, . . . , m − 1,
s = 1, . . . , l, and any d1, d2 ∈ [T, 2T ] satisfying
T l/m ≤ |d1 − d2|,
set
(118) V (d1, d2, θ
(1)
r , θ
(2)
s ) = {X : SFT,A > θ log T,
Sfd1,A,r ≥ θ(1)r log T, r = 1, . . . , m−1, Sfd2,A,s > θ(2)s log T, s = 1, . . . , l}.
We have obtained
Corollary 5.4. For any natural m ≥ 3 there exist constants a0, A0, de-
pending only on m, satisfying 1 < a0 < A0, such that for all A ∈ (a0, A0)
the following holds. For any natural m and any θ0 > 0 there exist con-
stants c > 0, C > 0, T0 > 0 such that for any θ, θ
(1)
r , θ
(2)
s ∈ (0, θ0),
r, s = 1, . . . , m− 1, and all T > T0 the following holds.
(1) For any d ∈ [T, 2T ] we have
(119) c ≤ PS (V (d, θ, θr)
N (θ log T, 2 log T )
m−1∏
r=1
N (θr log T,
2 log T
m
)
≤ C.
(2) For any l ∈ {1, . . . , m− 1} and any d1, d2 ∈ [T, 2T ] satisfying
T l/m ≤ |d1 − d2|,
we have
(120)
c ≤ PS (V (d1, d2, θ
(1)
r , θ
(2)
s ))
N (θ log T, 2 log T )
m−1∏
r=1
N (θ
(1)
r log T,
2 log T
m
)
l∏
s=1
N (θ
(2)
s log T,
2 log T
m
)
≤ C.
We have also obtained an upper bound for the probability of large devia-
tions for Sfd,A,m .
Corollary 5.5. For any naturalm ≥ 3 there exist constants a0, A0, depend-
ing only on m, satisfying 1 < a0 < A0, such that for all A ∈ (a0, A0) the
following holds. For any d ∈ [T, 2T ] we have
(121) PS ({X : Sfd,A,m ≥ θ log T/m}) ≤ C exp(−
θ2 log T
8m
).
Lemma 1.8 directly follows from Corollary 5.4, Lemma 1.6 from Corol-
lary 5.5.
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5.3. The occurrence of rare events for hierarchically independent ran-
dom variables. We derive Lemma 1.7 from Lemmata 1.6, 1.8. Following
the approach of Kistler [29], Arguin - Belius - Bourgade [1], we prepare
Lemma 5.6. For any positive constants C1, C2, C3 there exist positive con-
stants γ > 0, δ > 0, N0 such that the following holds for all n > N0.
Assume that we are given a positive function ρ on N satisfying ρ(n) > n−1,
and, for any natural n, a positive function ϕn on N such that
(122)
n∑
k=1
ϕn(k) < C1nρ(n).
If (Ω,F,P) is a probability space, and V1, . . . , Vn events satisfying
(1) C−12 ρ(n) ≤ P(Vl) < C2ρ(n);
(2) P(Vk ∩ Vj) < C3ρ(n)ϕ(|k − j|),
then we have
P
({
n∑
l=1
IVl > γnρ(n)
})
> δ.
Proof. Indeed, by our first assumption we have
C−10 <
E(
n∑
l=1
IVl)
nρ(n)
< C0.
Next, we have
(123) E(
n∑
l=1
IVl)
2 =
n∑
k,l=1
P(Vk ∩ Vl) ≤
≤
n∑
k=1
P(Vk) +
∑
k,l:|k−l|≥1
P(Vk ∩ Vl) ≤
≤ C1nρ(n) + nρ(n)
n∑
l=1
ϕ(k) ≤ (1 + C1 + C2)(nρ(n))2.
In the last inequality we used the assumption ρ(n) > n−1. The Lemma
follows now from the Paley-Zygmund inequality. 
Lemmata 1.6, 1.8, 5.6 directly imply Lemma 1.7. Lemma 1.7 is proved.
Lemma 1.3 is proved. Theorem 1.1 is proved completely. 
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