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Practical Algorithms for Image Compression and Surface Estimation describes 
three algorithms for image compression and one algorithm for surface estimation that 
incorporates kriging and parametric cubic splines. Two of the image compression 
algorithms are innovative extensions of the Run Length Encoding image compression 
algorithm and the third is an image compression technique based on kriging. In general 
the modified Run Length Encoding algorithms yield a better compression ratio by a 
factor of two while retaining fast decompression of the image. The algorithm based on 
kriging achieves a compression ratio up to 250:1 and is unique in that the compressed 
image can be viewed directly and resembles a scaled version of the original image.
Neither kriging nor parametric cubic splines are new; the theory has existed for 
many years. The union of the two techniques, however, is unique. The fundamentals of 
kriging are outlined, three dimensional parametric cubic splines are derived, and finally 
the union of the two ideas is discussed.
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CHAPTER 1
INTRODUCTION
Artwork has finally reached the computer age. Artists use the computer as a 
canvas, directors use the computer as film, and scientific researchers use the computer to 
create realistic pictures of their theories. Unlike a canvas that hangs on a wall or film that 
sits on a reel, computer images are unique with several distinct advantages. They are 
easy to create and destroy, to edit and reedit, and to mass produce and distribute. Another 
distinct advantage is the incredible number of images that can be stored by a computer. 
Integral to the storage of computer images are image compression techniques. Image 
compression relies on the observation that an image has a high degree of redundancy. 
Compression techniques attempt to represent the redundancy in the most efficient way 
possible in an effort to conserve space while not requiring too much computation time 
when the image needs to be viewed. As the price of computers decreases and more 
people can afford them, everyone becomes an artist, a director, and a scientist, each with 
the need to store an ever increasing amount of information. As this happens, 
compression techniques become more important.
In the scientific community, images are not usually drawn by hand. Experiments 
generate data that are then given to the computer to be saved, graphed, and otherwise 
manipulated. Computers are becoming more powerful and scientists are demanding more 
of the technology. Today as never before, scientists are seeing the interactions between 
molecules and physical phenomenon as drawn by the computer. Such images take 
tremendous amounts of computational time. Some images take so much computer time
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that it is more cost effective to generate the image and then store it. If the image is 
significant and must be examined many times, generating it each time is an inefficient use 
of valuable research time. Storing images becomes one of the only solutions in these 
cases, and storing images in a compressed form makes the initial generation of the image 
that much more cost effective.
Image compression techniques are divided into two categories, lossless and lossy. 
Lossless image compression methods preserve the image pixel for pixel after it has 
undergone the compression/decompression transformation. Lossy schemes do not 
preserve the original image after being compressed and decompressed, however tend to 
save more space over their lossless counterparts.
The amount of space saved by a compression technique is usually measured by 
the compression ratio. The compression ratio is defined to be equal to the length of the 
original data string divided by the length of the compressed data string. By this 
definition, if a compression algorithm creates an image of the same size as the original 
image, then the compression ratio will equal one and no space is saved. A larger 
compression ratio implies a smaller compressed image, and thus the compression 
algorithm is better. There is a tradeoff, however, between the compression ratio and 
computation time. Typically, less information stored in the compressed image implies 
that more computation time is required to restore the original image. Good compression 
techniques strive for a superior compression ratio while keeping the computation time to 
a minimum.
Before an image can be compressed, it must exist. Images can be drawn on a 
computer by an artist, synthesized by a computer, or digitized from a photograph. 
Computer synthesized or generated images are more prevalent in the field of scientific 
visualization. Researchers perform experiments and enter their data on a computer.
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Given the right program and data, a computer becomes a tool for generating images as 
simple as a two dimensional graph or as complex as a LANDSAT photograph.
In addition to the work done in image compression, a hybrid surface estimation 
technique is described. Surface estimation techniques create a three dimensional graph or 
surface from three dimensional data. In order to make a smooth, continuous surface, 
many unknown points must be estimated based on the known points. The estimated 
points are chosen so that if an actual data point could be compared to it, the estimated one 
would be very close. Usually the mean squared error is minimized. The hybrid surface 
estimation technique unifies kriging and parametric cubic splines.
This thesis discusses three image compression algorithms and one surface 
estimation technique and is organized in the following manner. Chapter 2 discusses a 
lossless compression algorithm that is an extension Run Length Encoding (RLE) 
(Capellini, 1985; Daley, 1989; Rogers, 1989; Lelewer, 1987). This new algorithm 
doubles the compression ratio of original RLE while still maintaining rapid 
decompression. This is accomplished by recording runs of length one as a bit of 
information and runs greater than one as nine bits of information. Chapter 3 discusses a 
way of improving the compression ratio of the work in Chapter 2. To achieve this, the 
algorithm keeps a table of the longest run lengths. These algorithms were designed to 
perform animation by rapidly decompressing and showing a series of previously 
generated and compressed images. Chapter 4 presents a lossy compression algorithm 
based on kriging (Joumel, 1989; David, 1977; Olea, 1977; Matheron, 1976; Borgman and 
Frahme, 1976; Yfantis et al., 1987; Joumel and Huijbregts, 1978; Armstrong, 1984; 
Myers, 1982; Davis, 1988; Delfiner, 1976; Englund, 1990). The fundamentals of kriging 
will be discussed. Chapter 5 describes to a hybrid surface estimation technique. The 
technique unites the best features of kriging with the best features of parametric cubic 
splines (Barnhill and Riesenfeld, 1974; Barnhill, 1985; Barnhill, Boehm, 1983; Barsky,
1988; Akima, 1970; Bartels et al, 1987; Beck et al 1986; Coons, 1974; de Boor, 1987; de 
Casteljau, 1986; Farin, 1983, 1988; Foley, 1986, 1987; Lane, 1988; Nielson, 1986, 1987; 
Salkauskas, 1984; Sapidis, 1987; Schumaker 1981; Shirman and Sequin 1990; Gregory 
1974). A complex, twisted surface can be analyzed while the mean squared error be 
minimized. Kriging and parametric cubic splines are not new; however, their combined 
use is unique. Parametric cubic splines are derived and their application with kriging will 
be described.
CHAPTER 2
AN EFFICIENT COMPRESSION ALGORITHM
Many computer graphics algorithms, such as estimation of multisurface layers, 
require a great deal of computation time (Yfantis, 1988; Yfantis and Flatman, 1988; 
Yfantis, Flatman, and Englund, 1988). Instead of recalculating these images each time 
they are needed, it is best to calculate them once and store them. In today’s high 
resolution computers, the storage of an image could easily take more than one megabyte 
of storage space. This is costly not only in storage space but also in transferring the 
information between primary and secondary memory. Image compression reduces the 
amount of storage space as well as the transfer time since less information needs to be 
transferred. To accomplish realistic animation, multiple images need to be displayed one 
after the other in a very short period of time. Since it takes longer to access data from a 
secondary storage device than from primary memory, as many images as possible must 
be brought into the main memory initially. However, in general, a graphic image is 
relatively large since the color or intensity of each pixel in the image must be recorded. 
Hence, the need for an efficient image compression algorithm is evident. The following 
requirements are important for practical compression schemes to be used in computer 
animation.
The compression and especially the decompression time should be fast or as fast 
as possible. The compressed file size should be as small as possible, and yet satisfy the 
first criterion. The file after going through the compression/decompression
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transformations should not change. We are not interested in compression algorithms that 
do not preserve the attributes of the pixels of the original image.
Several compression algorithms were investigated, and we finally focused on 
Rule based algorithms using fractals, Huffman coding, Quad-tree, and Run Length 
Encoding (RLE) algorithms. We present algorithms of our own that are extensions of the 
RLE algorithm. These algorithms satisfy the above conditions. Our implementation was 
tested on the compression and decompression of several hundred zooming sequence 
images of the Mandelbrot set.
In addition to the cost savings derived from the reduction in storage space, data 
compression may reduce the overall execution time of a program that manipulates a large 
group of data. Since additional instructions must be executed to compress and 
decompress the data, the execution time of the program increases. Since it may take 
more time to access the disk than to execute a set of instructions, the frequency of disk 
storage access decreases and the overall time spent by the computer decreases.
SOME BACKGROUND INFORMATION
One of the most impressive image compression techniques was developed by 
Barnsley where an image was replaced by a set of affine transformations (Barnsley 1988). 
The reported compression ratio is of the order of 10,000 to 1. In this method a number of 
affine transformations that produce an approximation of the original image are found by 
trial and error. The drawback is that the decompression is slow, not well suited for 
animation, and does not preserve the original image.
The quad-tree algorithm is based on the principle of recursive decomposition, in 
other words, divide and conquer. Quad-tree compression begins with decomposing a 
given image into four quadrants, which are conveniently named in the order North West
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(NW), North East (NE), South East (SE), South West (SW). If any of the quadrants is 
non homogeneous then it is further subdivided into quadrants until homogeneous 
quadrants are found.
The Huffman encoding compresses information borrowing ideas from Morse 
code. In Morse code, the most commonly used letters are represented by sequences of 
dots and dashes that are shorter than less common letters. Huffman encoding compresses 
data by assigning the shortest bit pattern possible to the most common bit patterns in the 
image. Unlike the fixed encoding scheme of Morse code, Huffman builds a code table of 
frequencies for each image and uses this to guide the encoding and decoding. The 
disadvantages of Huffman encoding are that the table must be save with the image and 
that the bit level access in addition to the consultation of the table slows decompression.
Run Length Encoding (RLE) takes advantage of the fact that large areas of a 
typical picture have a same color or intensity (Rogers, 1989). A weather map is an 
excellent example of such a picture. In its simplest form RLE specifies only the color of 
a pixel and the number of successive pixels of the same color. This information is stored 
as the ordered pair (run length, color). The merit of RLE lies in its simplicity and speed 
of encoding and decoding. In the worst case where all neighboring pixels are different, 
the space requirements could double. In one extension of the RLE algorithm that we will 
refer to as RLE1, no compression is applied to pixels with less than two neighbors of the 
same color (Capellini, 1985; Daley, 1989; Rogers, 1989; Lelewer, 1987). In this 
algorithm the first bit of the length byte signifies if the next pixel is compressed or not. 
Thus if the pixels that follow are to be compressed, then the first bit of the length byte is 
one and the following seven bits have the length. Now if the next three colors are, for 
example, R R G (Red, Red, Green), then the next byte would be three, meaning that in 
the first bit is zero and the three in the next seven bits signifies that the following three 
bytes or color units have color information only. Using one byte to signify color could be
a waste of space for some architectures. Also if the length of the run is more than 127 
then it must be split into multiple runs of less than or equal to 127 and thus increase space 
and time for encoding and decoding. Our method introduces a data structure consisting 
of a sequence of bits that determine if a run length is recorded. If a bit is set then the next 
pair of bytes signifies length and color, otherwise if the bit is clear, the next byte signifies 
color.
THE PROPOSED RLE ALGORITHM
Our RLE algorithm stores the encoded image into three tables, a bit table, a color
table, and a run table. The bit table determines which colors are associated with an entry
in the run table. If the i'h bit is clear, the run length for the i'h color is assumed to be one
and no run length information is stored in the run table. If the i,h bit is set, the run length 
of the i‘h color is at location hit, in the run table, which is basically the sum of all
set bits in the bit table from the first bit up to the i ,h bit. Notice there is a one to one 
correspondence between the bits and colors, but there is not a one to one correspondence 
between the bits and the run lengths. Since the tables are stored sequentially in memory, 
there needs to be some way of determining the start of each table. By storing the number 
of bits before the tables, the starting location of each table can be found. The tables 
should be stored in this order: bit, color, run. Storing the number of bits as a four-byte 
unsigned integer allows for over four billion bits and colors in their respective tables. To 
gain even more compression, if the number of colors is small enough, the color table can 
be bit packed. An extra byte of information tagging the number of unique colors can be 
saved. Counting from byte zero of the compressed image, the bit table starts at byte five, 
the color table starts at [ f  ] + 5, and the run table starts at |"f] + n + 5 where n is the
number of bits in the bit table.
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As an example consider the following image:
r r r r r r r r g b b b b b g b y y y y y y r r r r y r b r g g g g g b b b b b g r y  
where r signifies the color red, g is green, b is blue, and y is yellow. RLE would 
compress the image to be
8 r  l g  5b l g  l b  6y 4 r  ly  l r  lb  I r  5g 5b l g  l r  l y .  
Assuming each run and color takes one byte, the compressed image takes 32 bytes and 
has a compression ratio of 1.34. Our algorithm would compress the image as follows:
16 4
1 0 1 0 0 1 1 0 0 0 0 1 1 0 0 0  
rg b g b y r y r b r g b g r y  
8 -5  — 64-------5 5 ----- .
The first line is header information. The 16 corresponds to the number of bits in 
the bit table and is saved as a four-byte unsigned integer. From this information the 
starting locations of each of the tables can be calculated. The 4 is a count of the unique 
colors in the image. This is used to determine if the colors have been bit packed. The 
second line is the bit table, the third line is the color table, and the fourth line is the run 
table. Each set bit in the bit table corresponds to a nonzero run in the run table. Each 
clear bit in the bit table corresponds to a dash in the run table and signifies that the run 
length is one. In this example, dashes are placed in the run table to signify the omission 
of an entry; the dashes are not saved in the compressed image. The compressed image 
becomes 5+2+4+6=17. The compression ratio is 2.53.
The compression is performed in two passes through the image. In the first pass a 
histogram of the number of unique runs is created. From this the number of bytes for the 
compressed image can be calculated. Since the tables must be kept sequentially in the 
compressed image, the size of the tables must be known so a contiguous area of memory 
can be allocated. Once this is known, the image can be compressed during the second
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pass. We present a theorem that gives a formula for calculating the sizes of each of the 
tables and the size of the compressed image.
Theorem 1 Let I denote the number of bytes used to store a run length in the 
proposed bit-color-run length scheme and b be the number of bytes used to store a color. 
Let xl,x2,x-i ,.. . ,xn denote the sequence of run lengths where each x{ employs I bytes for
i = 1,2,3,..., n and n be the number of run lengths in the image. Furthermore, let
fO ifx  =1 
S-= \
' 11 if x. > 1
so the number of bytes, L, is calculated by
L = 5 + + [nb~\ + l ^ 8 i
i=i
which is the number of bytes needed for the proposed scheme.
Proof If there are n runs when / bytes are used to store the run lengths, then the 
number of bits in the bit table is n and the number of bytes, therefore, is [ f  ] . If b bytes
are used for encoding the color, then f nb~] are needed for the color table. Since b can be 
a fraction of a byte, the ceiling of this quantity is necessary. The " 8i is equal to the
number of runs whose length greater than one. Since run lengths of one are not stored, if 
I bytes are used to encode each run length greater than one, then <5, bytes are
needed for the run table. Five extra bytes are needed for the number of bits used in the 
encoding so that the decompression algorithm can find the start of each of the tables.
Thus the sizes of each of the tables are as follows. The size of the bit table is ["f"j, 
the size of the color table is f n b \  and the size of the run table is 8t . The sum of
these terms along with the size of the header information yields
L = 5 +
which is the size of the compressed image
+ [nb~\ + l ' £ S i
;=i
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All of the entries in the run table must have the same size. Typical entry sizes are 
one, two, or four bytes. The next three theorems give criteria to determine the size of the 
entries to maximize the compression ratio. Theorem 2 can be used to decide when to use 
two-byte entries or four-byte entries.
Theorem 2 If xx,x2,. . .,x„A is the sequence of run lengths when four unsigned
bytes are chosen for storing the run length, and if xit ,xi2,... ,x ik, k>  0, 0 < /, < n4, 
j= l ,2 , . . . , k ,  are greater than 216 + 1 = 65,537, then less space is needed to store the run 
length in two bytes instead of four bytes if and only if
lengths. The first run lengths are equal to 65,537 and the m-h run is equal to 32,769 
or mod 65,537. If the mj'h run length is greater than one, then <5,. = 1 else <5, = 0 .
lengths that the jq. run length is split when we use two bytes instead of four bytes to store 
the run length. The first mh , run lengths are equal to 65,357 and the last one is less than
or equal to 65,537 and greater than zero. If the last run length is equal to one, then 
<5(j = 0. Otherwise if it is greater than one, then 8- = 1. The number of bits in the
bitmap is
where rrij -  I, j ^ k  and the length x , i s  divided into a new sequence of rrij
Proof Let mj = j  = 1,2,...,&, ms > 2, rrij be equal to the number of run
the number of bytes needed for the bitmap is
12
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the number of bytes needed for the run lengths is
2£ ^ + 2 2 > / - 2) + 2 i > i ,
i = i j = i /•=i
and the number of bytes needed to store the color is
k + ^ I K " 1) .
j =i
therefore the four-byte representation of the run length takes more space if and only if 
the inequality stated by the theorem is satisfied.
The left hand side of the inequality is essentially the equation given in Theorem 1 
with 1 = 4. The right hand side of the inequality is a simple modification of the equation 
in Theorem 1. The term m; is used to split runs whose lengths require four bytes of
storage into runs whose lengths require two bytes of storage. When a long run is split, 
duplicate entries must be placed in the bit, color, and run tables; this is the rrij term.
Once this is calculated, the inequality can be evaluated. If it holds then the compression 
ratio increases when four bytes are used for the run table and if the inequality does not 
hold, then two-byte values should be used. Essentially if there are more four-byte run 
lengths than there are one or two-byte run lengths, use four-byte run lengths in the 
compression.
Theorem 3 below states when it is best to use one-byte run lengths over two-byte 
run lengths and follows from the same arguments used to prove Theorem 2.
Theorem 3 If  x1,x2,...,xni is the sequence of run lengths when two unsigned
bytes are chosen for storing the run length and if x- ,xi2,...x it, k > 0 , 0<ij  < « 2 ,
13
j  = 1,2,.. .,k are greater than 28 +1 = 257 then less space is needed to store the run 
length in one byte instead of two bytes if and only if
the first mhl of which are equal to 257 and the last less than or equal to 257 and greater 
than or equal to one. If the last one is greater than 1 then <5, . = 1 else <5, = 0.
Proof The number of bits in the bitmap when one byte is used instead of two is
and the summation of these terms yields the size of the compressed image when one-byte 
run lengths are used. From this we conclude that the theorem is true.
This theorem splits two bye run lengths into one-byte run lengths and compares 
the size of the compressed image using one-byte run lengths against the size of the 
compressed image using two-byte run lengths. The outcome is that if there are more two- 
byte run lengths than one-byte run lengths then encode run lengths as two bytes.
where /n; = j"^v"|, j  <k  and the length is divided into a new sequence of m lengths,
the number of bytes needed for the run length is
and the number of bytes needed to store the color is
k
bn2 + b'L ( m/ ~ 1) •
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The final theorem, Theorem 4, decides when it is best to use one-byte run lengths 
over four-byte run lengths. Arguments for the proof of this theorem are similar to 
Theorem 2.
Theorem 4 If xl,x2,...,xrli is the sequence of run lengths when four unsigned 
bytes are chosen for storing the run length and if xit x ik, k > 0 where 0 < ij < nA are 
greater than 28 +1 = 257, then less space is needed to store the run length in one byte 
instead of four bytes if and only if
8 i=i
8 8 + X ( w, - 2) + 5 A  +7=1 7=1
X‘i
257
bn4+ b ^ ( m j - i )
7=1
run lengths, of whichwhere the length x, . is divided into a subsequence of rrij =
the first mhl are equal to 257 and the m -h one is greater than or equal to one and less 
than or equal to 257. If the last element of the subsequence generated from xt is greater 
than one, we define <5, = 1 else S, = 0.
Proof The number of bits in the bitmap when one byte is used to store the run 
length is
« 4 + X ) = , K - 1)’
the number of bytes needed to store the bitmap is
8 8
the number of bytes needed to store the run length when one byte is used to store the run 
length is
nt
X<57 + X (W7 - 2) + X<5.,’
7=1 7=1 7=1
and the number of bytes needed for the color is
15




hence, the proof of the theorem is obvious.
This theorem splits four-byte run lengths into one-byte run lengths and compares 
the size of the compressed image using one-byte run lengths against the size of the 
compressed image using four-byte run lengths. The outcome is that if there are more 
four-byte run lengths than one-byte run lengths then encode run lengths as four bytes. 
Thus using these theorems, we choose the optimum number of bytes to be used to store 
the run lengths in the run table.
A simple observation of the compression ratio can be derived from Theorem 1. 
Corollary 1 The compression ratio when the bit-run length algorithm is used is




where c is the number of columns of pixels, r is the number of rows, and B is the 
number of bytes used to store a pixel. The parameters b, I, n,, and Sit in the
denominator are defined in Theorem 1 above.
Proof If the graphics screen has c columns and r rows of pixels then the number 
of pixels on the screen is c x r .  If B bytes are used to store a pixel, then the number of 
bytes used to store an uncompressed picture is c x r x B .  The compression ratio is the 
one given by the corollary and the denominator is the size of the compressed file as given 
by Theorem 1 when I bytes are used for the run length where / = 4, 2, or 1.
This corollary follows from the definition of compression ratio and Theorem 1. 
The size of the original image is the number of pixels on the screen multiplied by the 
number of bytes required to store each pixel. Theorem 1 states the formula for
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determining the size of the compressed image. Dividing the original image size by the 
result from Theorem 1 yields the compression ratio.
The n in the theorems above is calculated after the histogram is created during the 
first pass. Let / ,  be frequency of unique run lengths and let t = 1,2,3, . . . ,m be the run 
length. Then /,. is the histogram created by the first pass. Again, let I be the number of 
bytes used to encode a run in the run table. Thus,
256 '+ 2
After the first pass, the algorithm can choose I. We have observed that for 
virtually all practical applications, 1 = 1. Thus n becomes
- M s ,
Knowing n, L  bytes of memory can be allocated and treated as a one 
dimensional array. Three indices into this array are used to track the location within each 
table as the image is compressed.
In pass two, a run length-color pair is taken from the image as in RLE. If the run 
is one, the next bit in the bit table is cleared, the color is stored in the next location in the 
color table, and nothing is stored in the run table. If the run length is greater than or equal 
to two, the next bit in the bit table is set, the color is stored in the color table, and the 
run -  2 is stored in the next location in the run table. Since run lengths of zero never 
occur, and run lengths of one are stored as a single bit, the least possible run length that 
can occur is two. Thus, to use the full range of values from 0-255, two can be subtracted 
from all run lengths and runs from 2-257 can be represented in one byte.
In pseudocode the two passes of the compression algorithm can be described as 
follows.
/* Pass 1 */
while pixels in image do begin
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r = length of run of consecutive color; 
frequency[r] = frequency[r] + 1;
end;
/* calculate table sizes */
number of bits = sum of all of the frequencies;
number of bytes in bit table =
ceiling(number of bits / 8);
number of bytes in color table = 
number of bits;
number of bytes in run table =
number of bits - frequency[1];
/* Pass 2 */
while pixels in image do begin
r = length of run of consecutive color;
c = color of run; 
if run = 1 then
next bit in bit table = 0
begin
next bit in bit table = 1;
next run in run table = r
end
next color in color table = c;
end;
Decompression is straight forward. The start of each table is determined. Since 
the size of the bit table is known and that there is a one to one correspondence between 
the number of bits and the number of colors, the start of each table can be found as 
follows. The start of the bit table is constant; it is byte five of the compressed image.
The color table starts |"f "| + 5 bytes from the start of the image and the run table starts 
|"f] + n + 5 bytes from the start of the file where n is the number of bits stored as the first 
four bytes of the compressed image. The next byte determines how many unique colors 
are in the image. This also determines if the color table is bit packed and how to retrieve 
colors from the table. The actual decompression process begins. The next bit from the 
bit table is interrogated. If the bit is clear, the next color is taken from the color table and 
one pixel of this color is set in the next location of the video buffer. If the bit is set, the 
next color is take from the color table, the next run length is taken from the run table and
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run + 2 numbers of pixels are placed in the video buffer. This is done until all of the bits 
in the bit table have been examined.
In pseudocode the decompression is as follows.
read header;
initialize the pointers to each of the tables 
bit table = 5;
color table = 5 + ceiling(n/8); 
run table = 5 + ceiling(n/8) + n; 
while there are bits in the bit table do begin 
b = next bit from bit table; 
c = next color from color table; 
if b = 1 then
r = next run from run table
else
r = 1; 
for i = 1 to r do
next location in video buffer = c;
end;
The separation of colors and run lengths allow this algorithm to adapt to the most 
efficient storage for colors. For example, if an image uses at most 16 colors, the color 
table can be nibble packed, a rather challenging feat with existing RLE algorithms. The 
run lengths also can be adaptive. Though all RLE algorithms have this feature, most 
implementations fix the size to be one byte.
COMPARISON OF THE PROPOSED ALGORITHM WITH RLE
If B denotes the size of memory in bytes used to store a pixel then the size Sx of 
the video buffer used for a full screen is
Sj = c x r x B
where c is the number of columns of pixels, r is the number of rows of pixels, and c x r  
is the number of pixels per full screen. The run length algorithm results in compressed 
images consisting of sequences of the form rl,cl,...,ra,cK, where ri,ci are the i'h run
length-color pair. If I bytes are used for the run length and b bytes for the color then
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S2 = {ll +b)n
is the size of the compressed image.
The compression ratio of RLE therefore is
CR2 = — d.
Due to practical considerations, if we assume that one byte is used for the run length and 
one byte for the color, then
S2 = 2n
is the number of bytes required to store an RLE compressed image.
If L  is a random variable denoting the length of a run, then the expected length m is
m = E(L) = '£ p ( L  = i ) x i
1=1




is the number of runs. We use one unsigned byte for the length of a run here. Thus if the
length is greater than 257, then we represent it as more than one run. The RLE algorithm
requires storage for the color plus storage for the length so the storage required is
c x r  c x r
S2 = ------+ ------
m m
hence the compression ratio CR2 is
_  c x r x B  _  m x B  
2 ( c x r x 2 ) / m  2
If B is one byte then the above equation becomes
and the number of bytes needed for our method is
2 0
*2= — x(±+& + l - P ( L  = l))m
where n1>n2 if and only if
P(L = 1) > | .
The compression ratio is
  ^ ________
1 \  + b + l -  P(L = 1)
of our algorithm.
In many applications the probability of a run to have length equal to one is greater 
than }. Furthermore, the decompression time of our algorithm is relatively fast. Table 1 
on page 20 shows the decompression time of our algorithm compared against the UNIX 
uncompress utility. Times are in seconds and represent the real time required to 
uncompress several images one after another. Both were tested on the same set of images 
from the Mandelbrot set. As shown in the table, UNIX compress took 75 seconds while 
ours took 42 seconds.
Table 1.
Comparison of decompression time in seconds.
Our Algorithm UNIX uncompress
59 400 x 400 images 42 75
60 320 x 200 images 21 33
Tables 2, 3, and 4 on page 21 and Table 5 on page 22 show the compressed 
image size and compression ratio of our algorithm compared against UNIX compress. 
Fifty-nine of the images had a screen resolution of 400 x 400 with 256 colors. These 
images were taken from a place in the Mandelbrot set that produced many short runs and
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violated our compression theory. Sixty images had a resolution of 320 x 200 with 16 
colors.
Table 2.
Comparison of compressed image size on 59 400 x 400 images.





Comparison of compressed image size on 60 320 x 200 images.





Comparison of compression ratio on 59 40' ) x 400 images.










Tables 6 and 7 on pages 22 and 23 respectively show the file sizes in bytes and 
compression ratios produced by executing several compression algorithms on a zooming 
sequence of the Mandelbrot set. Best, worst, and mean average cases are shown. The 
Yarlel6 column shows the results of our algorithm on images with 16 colors. The 
Yarle256 column shows the results of our algorithm on images with 256 colors. RLE1 
shows the results of a modified version of RLE that assumes all images contain 256 
colors. Orig shows the results of the original RLE algorithm on the images. Original 
RLE also assumes 256 colors.
Table 6.
Yarlel6 Yarle256 RLE I Orig
Best 9690 14587 14398 17856
Worst 36301 61757 61004 93532
Average 21292 34120 33695 46893
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Table 7.
Comparison of compression ratios.
Y arlel6 Yarle256 RLE 1 Orig
Best 6.61 4.39 4.45 3.58
Worst 1.76 1.04 1.05 0.68
Average 3.01 1.88 1.90 1.37
Our experiments indicate that our algorithm when used on images with 16 colors 
gains in compression ratio by a factor of two. The algorithm presented here is a trade-off 
between compression ratio and decompression time. The compression ratio is not as 
good as many other algorithms published in the past 50 years, but the decompression time 
is faster than the other algorithms investigated.
CHAPTER 3
ON IMAGE COMPRESSION
Though the method described in Chapter 2 does achieve a better compression 
ratio than original RLE, it suffers from some of the same drawbacks. If an image consists 
of nothing but run lengths of one, our algorithm will produce a compressed image 
approximately 1} times larger than the original image. Run lengths greater than 256 are 
stored as multiple run lengths and waste space. We now describe an improvement of our 
algorithm that reduces the number of multiple run lengths.
REDUCING MULTIPLE RUN LENGTHS
Let y be a run length and y > 257. In the previous algorithm, the space required 
to store this long run is 2|["-257~| bytes to encode. This is costly not only in space, but
time also. Since more information is stored for long runs, more time is required to 
process this increase in information. We now propose a way of reducing the number of 
multiple run lengths.
The number of multiple run lengths can be reduced by interpreting the bits in an 
encoded run in a certain way. Briefly, if the high bit of a run is clear, use the next seven 
bits as the run length. If the high bit is set, examine the next highest bit. If this is set, use 
the low six bits as an index into a second table of run lengths. If that bit is clear, use the 
next 14 bits as the run length.
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We describe the compression phase of our algorithm. The process is still a two 
pass compression. The first pass creates a histogram of the number of unique run lengths. 
The bit and color tables are the same except that these tables are smaller since fewer 
multiple runs are stored. The run table is different in that it contains one and two-byte 
values. A new table is added to the beginning of the encoding. This is the Run Length 
Lookup table (RLL) described shortly. This table contains the 64 most common runs 
greater than or equal to 130. We place it before the five bytes that describe the number of 
bits. Its size will be discussed below.
Once the histogram is created and the size of the compressed image determined, 
runs are extracted from an image, as before, and the same rules for setting bits in the bit 
table and putting colors in the color table apply. The run table is handled differently. If 
the run is less than or equal to 129, run -  2 is stored in the run table as the actual run.
Note that for a byte of information, values between 2-129 (0-127 after subtracting two) 
always have the high bit clear. If the run length is greater than or equal to 130, 130 is 
subtracted from the run and it is looked up in the RLL table. If it is there, its index into 
this table, a six-bit quantity, is stored in the run table with the two high bits set. If the run 
is not in the RLL table, it is stored directly in the run table as a 16 bit quantity with the 
highest bit set and the next highest bit clear. In this 16-bit representation, 14 of the bits 
are usable, thus, run lengths from 130 to 16,513 can be represented. Byte ordering is 
important; this algorithm imposes a big endian order on two-byte runs in the run table.
The RLL is used to extend the length of a run representable in six bits. It is based 
on the observation that not all possible run lengths appear in an image. For example, 
assume in the first pass it is determined that for a particular image that a run of length 143 
never occurs. There is no reason to represent this in the compressed image. A table can 
be created that contains only those run lengths that appear, and rather than storing the 
actual run length, store the index of the RLL as the run in the ran table. In the way in
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which we interpret bits, there are only 64 possible values, thus without a table, the largest 
value that could be represented is 194 (since 2-129 already have representations). With a 
table, six bits can represent virtually any run length. It now becomes a matter of 
choosing which run lengths to put in the table.
After the first pass, subtract 130 from all the run lengths in the histogram and sort
the histogram so that the longest run lengths appear first and the shortest run lengths
appear last. Separate these run lengths into groups of values that require at least one byte
to represent, at least two bytes to represent, at least three bytes to represent and so on.
The least number of bytes required to store a given run length is where y is the
length of a run. For those run lengths in the two-byte group discard the run lengths that 
appear once and are less than 16,514. For those run lengths in the one-byte group, 
discard run lengths that are negative (these runs were originally 2-129), sort these so that 
run lengths that appear most frequently appear at the beginning of this group, and finally 
discard the run lengths that appear only once in the image. For the one-byte run lengths 
that appear once, there is no difference in space storing it as a six-bit index and an RLL 
table entry or a 14-bit unsigned integer. Either way requires two bytes. However on 
decompression, it is faster to use the 14-bit encoding. For those one-byte run lengths that 
appear more than once in the image, the cost of saving the run length as a six-bit index 
and a table entry will be distributed over the number of times the run is stored as an index 
and compression will be gained. The same argument applies for discarding run lengths in 
the two-byte group that appear once and are less than 16,514.
Starting with the run lengths in the largest byte group, insert these into the RLL 
table and note the number of run lengths in this group. Follow these entries with the next 
largest byte group again noting the number of run lengths in the group. Continue to fill 
the RLL until 64 entries have been made or the groups have been exhausted. The run 
lengths in this table are stored in the most space wise efficient manner. Run lengths
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between 130 and 385 (actually 0-255 since 130 has been subtracted from all of the run 
lengths) are stored as one byte. Run lengths between 386 and 65,665 are stored as two 
bytes and so on. Knowing the number of run lengths in each section of the RLL table is 
very important to the decompression algorithm.
If the RLL table is full and there are run lengths remaining in the some of the 
groups, these run lengths will not be found in the RLL table and cannot be represented in 
the range 2-129. These are the values that are stored as 14-bit values (plus two extra bits 
to “guide” the decompression) in the run table. Depending on the resolution of the 
image, multiple run lengths seem very unlikely. For a run to be stored as multiple run 
lengths at least 65 unique run lengths greater or equal to 16,514 need to be placed in the 
RLL table. Since there are only 64 entries, the 6 5 ^  is not representable through the table 
or a 14-bit unsigned integer and must therefore be represented as a multiple run length. 




many pixels. This implies the image have a resolution of 1046 x 1046 pixels and have 65 
unique run lengths over 16,514 pixels long.
A three-byte run length can represent values between 65,666 and over 16 million. 
This should cover enough very large run lengths to accommodate most raster display 
devices. Thus the RLL should have at most three sections, a three-byte section, a two- 
byte section, and a one-byte section in this order. The table can easily be extended to 
accommodate four sections should greater lengths than 16 million be required,. We now 
assume a three-section table.
The size of the RLL table depends on the number of three, two, and one-byte 
entries. If all of the entries are three bytes, the RLL table can be at most 192 bytes long.
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Let «3 be the number of three-byte values, fu be the number of two-byte values, and n,
be the number of one-byte values. The size of the RLL table is
RLL = 3 + 3n3 + 2n2 + nl
number of bytes.
The extra three bytes are for the header information. Thus the RLL can be at most 
195 bytes long. The values n^, and r\ are stored as the first part of the table
respectively. If a section of the table does not contain entries, zero must be stored in the 
header for that section.
The size of the compressed image for this algorithm is more difficult to express, 
although an upper bound can be given
V  < 8 + 3«3 + 2«2 + rtj n
¥
+ \bn '~| + 2 £ $
1 = 1
which appears worse than our original algorithm. Since the run table can have one and 
two-byte values, it is difficult to exactly determine its size, hence,
2 ± 6 t
;=i
is an upper bound.
Intuitively n' < n since multiple run lengths are very infrequent. This implies that 
the bit and color tables of the new algorithm are smaller. The size of the RLL table adds 
at most 195 bytes. This cost is distributed over then number of times a six-bit index into 
the RLL is stored in the run table and thus compression is gained.
The compressed image of this new algorithm has the following format:
• the three-byte header for the RLL table,
-  the number of three-byte entries,
-  the number of two-byte entries,
-  the number of one-byte entries,
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• the RLL table,
-  the three-byte section,
-  the two-byte section,
-  the one-byte section,
• the number of bits in the bit table,
• the number of unique colors in the image,
• the bit table,
• the color table, and
• the run table.
In pseudocode this new compression algorithm is as follows.
/* Pass 1 */
while pixels in image do begin
r = length of run of consecutive color; 
frequency[r] = frequency[r] + 1;
end;
/* build RLL table */
/* for 2 byte run lengths, throw away those
* that appear once and are <= 16383, since
* these can be represented in either 7 or
* 14 bits 
* /
for r = 256 to 16383
if frequency[r] = 1 then 
frequency[r] = 0;
/* for 1 byte run lengths, throw away those
* that are <= 127 (these can be represented
* in 7 bits), throw away those that appear
* once (these are >= 128 and <= 255 and
* can be represented in 14 bits)
* /
for r = 1 to 127
frequency[r] = 0; 
for r = 128 to 255
if frequency[r] = 1 then 
frequency[r] = 0;
r = largest run length in image; 
rll = 1
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while r >= 128 and rll <= 64 do begin 
if frequency[r] > 0 then begin 
RLL [rll] = r; 
rll = rll + 1;
end
r = r - 1 /
end;
/* calculate table sizes based off of what did not 
* fit in the RLL 
* /
number of bits = 0; 
number of runs = 0; 
while r >= 128 do begin
/* if run can't fit in 14 bits, must be stored
* as a multiple run length. Adjust bit table
* by the # of time the run appears times
* the number of multiples r is of 16384.
* /
if r >= 16384 then
number of bits = number of bits +
ceiling(r / 16384) * frequency[r]
/* if run can fit in 14 bits, add 2 to the
* run table for each time r appears 
* /
else if r > 0 then
number of runs = number of runs +
2 * frequency[r];
r = r - 1;
end;
/* calculate table sizes */
number of bits = number of bits + sum of all of the 
frequencies; 
number of bytes in bit table =
ceiling (number of bits / 8)-; 
number of bytes in color table = 
number of bits; 
number of bytes in run table =
number of bits + number of runs - 
frequency[1];
/* Pass 2 */
while pixels in image do begin
r = length of run of consecutive color; 
c = color of run; 
if run = 1 then
next bit in bit table = 0 
else begin
next bit in bit table = 1;
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next run in run table = r
end
next color in color table = c;
end;
We now describe the decompression algorithm. The RLL table, being composed 
of variable sized elements, cannot be directly accessed given an index. On 
decompression the RLL table is expanded so that each element of the table is the same 
size. Since it is known how many three, two, and one-byte values there are in the table, it 
becomes an easy task to make a new table so that each is aligned on a four-byte 
boundary. Once the RLL table is decompressed and the start of the bit, color, and run 
tables have been found, get the next bit from the bit table. If this bit is clear, get the next 
color from the color table (shifting bits accordingly to compensate for the bit packed 
colors) and store it once in the video buffer. If this bit is set, get the next byte from the 
run table. If the high bit of the run byte is clear, get the next color and store this color 
run + 2 times in the video buffer. If the high bit is set, check the next significant bit. If 
the next significant bit is set, clear the two high bits, and use this as an index into the RLL 
table to get the appropriate run length. Add 130 to this run length and expand the color in 
the video buffer accordingly. If the next significant bit is clear, clear the two high bits, 
multiply by 256, add to this the next byte in the run table, add 130 and use this as the run 
length.
In pseudocode the decompression is as follows.
read RLL header; 
quad word align RLL table; 
read rest of header information; 
initialize the pointers to each of the tables 
bit table = 3 + 5 +
number of 3 byte RLL entries +
number of 2 byte RLL entries +
number of 1 byte RLL entries + ;
color table = bit table + ceiling (n/8);
run table = color table + ceiling (n/8) + n;
while there are bits in the bit table do begin
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b = next bit from bit table; 
c = next color from color table; 
if b = 0 then 
r = 1; 
else begin
r = next run from run table; 
if high bit of r = 1 then begin
if next high bit of r = 0 then 
r = R L L [r ]; 
else begin
clear high two bits of r; 





for i = 1 to r do
next location in video buffer = c;
end;
Experiments on the performance of this new method indicate that the amount of 
savings is on the order of a few hundred bytes. The compression ratio did not change 
significantly. For compressing single images, it is best to use our original algorithm. 
When compressing multiple images that form an animation sequence, this algorithm can 
achieve incredible compression and speed.
Usually animation sequences have little change from one frame to the next. By 
exclusive-oring two sequential images, pixels that do not change cancel each other out 
leaving large areas of the same color. In those areas of the image that differ, a 
complementary bit pattern is generated. Exclusive-oring this new image with the first of 
the two images generates the second image. Every adjacent pair of images can be 
exclusive-ored. This new set of images can be compressed with our new algorithm with a 
high degree of compression. The first image of the sequence can be compressed with our 
original algorithm and when the next image is needed, the compressed exclusive-ored 
image can be uncompressed and exclusive-ored with the video buffer. To further 
increase speed, when the color of the compressed exclusive-ored image is zero, this does 
not have to be expanded in the video buffer. Exclusive-oring zero against any value does
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not change the value. Thus the length of the run can be added to the current location of 
the video buffer eliminating the need to exclusive-or several zeros against the video 
buffer and speed can be gained.
CHAPTER 4
AN IMAGE COMPRESSION ALGORITHM BASED ON KRIGING
In the previous chapters a lossless compression algorithm was described.
Lossless means that the image after undergoing the compression/decompression 
transformation is identical to the original image. The other type of compression is lossy 
which means that the image after undergoing the compression/decompression 
transformation is not identical to the original image, however the changes are usually so 
slight that the two images appear to be the same to the casual observer. We present a 
compression algorithm based on kriging.
BACKGROUND INFORMATION
A network of points satisfies the intrinsic hypothesis if  Z (X ) is a random process 
denoting pollution concentration at an arbitrary point X  = (x ,y ) within the field F under 
consideration and if the following two assumptions are satisfied (Rabbani, 1991; Joumel 
and Huijbregts, 1988; David, 1977; Yfantis, Flatman, and Behar, 1987; Yfantis and 
Flatman, 1988)
E[Z(X)] = n ,V X  e F
and
y(h) = ^va i[Z (X  + h ) - Z ( X ) ] y X , X  + h e F
where F  is the field of interest and y{h) denotes the semivariogram at space lag h. The 
two assumptions state that the expected value of Z(X)  is the same for all X' s  within the
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field of interest and that the semivariogram depends only on the space lag and not on X  
or the direction. IfX0 is a point for which we want to estimate the pollution 
concentration based on a network of points, Xt, i = within the zone of influence,
if the unknown true concentration at X 0 is Z(X0), then an estimate of Z(X0) is given by
The weights aL can be found by solving
1=1
B x A = C (1)
where
B =
0 y(X:-x2) y(x:-x3) • • y(X\ ~ x n) i
y ( x , - x 2) 0 y(x2- x 3) • • y ( x 2~x„) i <h
y{X\ - x 3) y(x2- x 3) 0 • y ( x 3- x n) i A = a3
y(X:-xn) y(x3- x n) y(x3- x n) • 0 i an
1 i i i 0
r (Xi -Xo)  
y{x2- x  0) 
c =  y(x3- x 0)
r(xn- x 0) 
i
are the matrices for the system of equations.
From the above system of equations we see that the solution depends only on the 
sample design and the semivariogram. If Z( X0) is the true value at X0, the variance of 
the error, or the mean square error, since Z*(X0) is an unbiased estimate of Z(X0), is
given by
36
o f = var[z*(X0) -  Z{X0)] = - X 0) - f d^ a iaJy(Xi - X j ) .
1=1 1=1 / = i
From the above equations we see that the mean square error depends on the 
sampling design and semivariogram only. A typical semivariogram, with nugget effect 
C0 > 0 range r and sill cr2, of a process satisfying the intrinsic hypothesis can be
written in the form
y(h) = C0 +Clf ( h ) , 0 < h < r  
= C0+C{ = o 2,h > r 
=  0,6 =  0
where C0 > 0, Cx > 0, and r is the range.
A LOSSY ALGORITHM FOR DATA COMPRESSION
For every pixel in the image to be compressed there corresponds a red, green, blue
tuple (R, G, B). For each one of the components we calculate the semivariogram, and
hence the zone of influence. Thus we have three semivariograms associated with the
image-one for red, one for blue, and one for green. We also have three zones of
influence corresponding to the above three semivariograms. If r denotes the smallest
zone of influence, then we have shown, that if the sampling distance is less than f , the
slope of the mean square error is smaller than one and close to zero. This implies that
decreasing the sampling distance and, therefore, increasing the number of samples does
not increase the accuracy of the image proportionally (Yfantis, et al., 1987). The points
selected initially constitute a network of points on a square grid with side length 
h < Based on this network of points we first calculate the center points of the
squares, using a radius of where h is the sampling distance, as shown in Figure 2 on 
page 40. The twelve points contributing to the estimation of the center point are shown in 
Figure 3 on page 41. The maximum space lag between these points is , hence,
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h < |jj=- J. Therefore the semivariogram between any of the twelve points, involved in
the estimation of the center point, is non zero. If the space lags in the semivariograms are 
much less than the zone of influence and from equation 1, then the semivariogram can be 
approximated by a linear equation, thus y(h) = mh + b, where m is the slope in the linear 
approximation and b is the y-intercept or nugget effect. Based on this approximation and 
equation 1, we obtain
(mftBj + D) x A = Cj
where
’  0 1 V2 1 V2 Vs Vs 2 Vs V8 3 VTo 1mh
1 0 Vs V2 1 V2 V8 Vs 2 Vs VTo 3 1mh
V2 Vs 0 1 2 3 1 V2 Vs VTo Vs V8 1m A
1 V2 1 0 1 2 V2 1 V2 Vs 2 Vs imh
V2 1 2 1 0 1 Vs V2 1 V2 Vs 2 1mh
Vs V2 3 2 1 0 VTo Vs V2 1 V8 Vs 1m A
VI V8 1 V2 Vs VTo 0 1' 2 3 V2 Vs 1m A
2 Vs V2 1 V2 Vs i 0 1 2 1 V2 1m A
VI 2 Vs V2 1 V2 2 1 0 1 V2 1 1m A
V8 VI VTo Vs V2 1 3 2 1 0 Vs V2 1m A
3 VTo Vs 2 Vs V8 V2 1 V2 Vs 0 1 1m A
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are the matrices for the system of equations.
The solution to the above system of equations is
— a.2 = = — Cjq = Ojj = — —0.0167
a4 = a5 = a8 = a9 = 0.2834 
and does not depend on m , h , or b .
Figure 1 on page 40 shows the semivariogram of Lenna. Two variations of our 
algorithm are used. In the first variation, the original image is sampled using a square 
grid of length k pixels. The center of each square is estimated by averaging the four 
vertices of the square, then the centers of each one of the diamonds formed by the two 
vertices of a side of a previous square and the two adjacent centers previously estimated 
as shown in Figure 2 on page 40. The square-diamond pattern is applied recursively until
all of the pixels of the image have been calculated. In the second variation twelve pixels 
in the form of a cross are used to estimate the center as shown in Figure 3 on page 41. 
After estimating the centers of the crosses, twelve pixels in the shape of an X are used to 
calculate the center of the pattern. The cross-X pattern, like the square-diamond pattern, 
is repeated recursively until all of the pixels of the image are calculated. The original 
image of Lenna required 245,775 bytes. Using our two variations of our algorithm with 
compression ratio 63.57, the compressed image requires only 3,866 bytes and the 
characteristics of Lenna are visible. See Figure 7 on page 42 and 12 on page 43. Notice 
that her eyes are still recognizable. Compare Figures 7 and 12 with Figure 17 on page 44. 
This image was compressed and decompressed with the Joint Photographic Expert Group 
(JPEG) compression algorithm (Wallace, 1991). This image is 3499 bytes and has a 
compression ratio of 70.24. The characteristics of the image are rather distorted. Our 
algorithm can achieve a compression ratio of 249.26 and yield better results. See Figure 
8 on page 42 and Figure 13 on page 43. This can also be observed in Table 13 on page 
45 which compares the absolute errors of the images that have a compression ratio of 64. 
The square sample technique of a lag of eight produces an absolute error of 11.66. The 
cross sample produces an error of 11.03. JPEG produces an error of 27.54. Our 
algorithm at a compression ratio of 249.26 produces an error of 18.42 for the square 
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Figure 1
The semivariogram associated with Lenna.
Figure 2
Systematic Sampling. The grid is square and diamond shaped. The black dots 
denote the pixels saved from the original image. First the center of the square is 
calculated by averaging the known pixels, then the center of the diamond formed by two 
vertices of the previous square and the two adjacent centers previously estimated is 
found. The square-diamond pattern is repeated until all of the pixels are filled in.
Figure 3
Another grid pattern is in the form of a cross and an X. The black dots again 
denote the saved pixels. The gray dot in the center of the cross is calculated by finding 
the weighted average of the black dots. The other gray dots are found similarly. The 
white dot is calculated by finding the weighted average of the points at the vertices of the 
X outlined by the dashed lines.
Figure 4
Original image. 245775 
bytes are required for its 
storage.
Figure 5
Compressed image where 
the lag = 2. The estima­
tion is based on 4 points 
as shown in Fig. 2.
61446 bytes are required 
for its storage, and 
achieves a compression 
ratio of 3.99.
Figure 6
Compressed imag where 
the lag = 4. The estima­
tion is based on 4 points. 
15386 bytes are required 
for its storage, and 
achieves a compression 
ratio of 15.97.
Figure 7
Compressed image where 
the lag = 8. The estima­
tion is based on 4 points. 
3866 bytes are required 
for its storage, and 
achieves a compression 
ratio of 63.57.
Figure 8
Compressed image where 
the lag = 16. The esti­
mation is based on 4 
points. 986 bytes are 
required for its storage, 
and achieves a compres­
sion ratio of 249.26.
Table 8
Error analysis of our algorithm using a square sampling method.












Original image. 245775 
bytes are required for its 
storage.
Figure 10
Compressed image where 
the lag = 2. The estima­
tion is based on 12 points 
as shown in Fig. 3.
61446 bytes are required 
for its storage, and 
achieves a compression 
ratio of 3.99.
Figure 11
Compressed imag where 
the lag = 4. The estima­
tion is based on 12 points. 
15386 bytes are required 
for its storage, and 




Compressed image where 
the lag = 8. The estima­
tion is based on 12 points. 
3866 bytes are required 
for its storage, and 
achieves a compression 
ratio of 63.57.
Figure 13
Compressed image where 
the lag = 16. The estima­
tion is based on 12 points. 
986 bytes are required for 
its storage, and achieves a 
compression ratio of 
249.26.
Table 9
Error analysis of our algorithm using a cross sampling method.













Original image. 245775 
bytes are required for its 
storage.
Figure 15
JPEG compression at a 
quality of 90%. The 
image takes 62362 bytes 
to store and has a com­
pression ratio of 3.94.
JPEG compression at a 
quality of 33%. The 
image takes 15439 bytes 
to store and has a com­
pression ratio of 15.92.
Figure 17
JPEG compression at a 
quality of 1%. The image 
takes 3499 bytes to store 
and has a compression 
ratio of 70.24.
Table 10
Error analysis of JPEG of varying qualities.
Quality = 90% Quality = 33% Quality =1%
Absolute Error 2.12 3.80 27.54
Mean Squared Error 7.59 27.22 1070.30
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Table 11
Error analysis of our algorithm and JPEG. The images being compared have a 
compression ratio of 4.
Absolute Error Mean Square Error
Square Sample Lag = 2 3.69 57.78
Cross Sample Lag = 2 3.32 36.11
JPEG Quality = 90% 2.12 7.59
Table 12
Error analysis of our algorithm and JPEG. The images being compared have a 
compression ratio of 16.
Absolute Error Mean Square Error
Square Sample Lag = 4 7.05 185.81
Cross Sample Lag = 4 6.61 154.35
JPEG Quality = 33% 3.80 27.22
Table 13
Error analysis of our algorithm and JPEG. The images being compared have a 
compression ratio of 64.
Absolute Error Mean Square Error
Square Sample Lag = 8 11.66 445.14
Cross Sample Lag = 8 11.03 415.45
JPEG Quality = 1% 27.54 1070.30
CHAPTER 5
A HYBRID SURFACE ESTIMATION TECHNIQUE
Surface estimation has a plethora of applications, in Geology, Geography, 
Computer Aided design (CAD), Robotics and Automation, Environmental Sciences, 
Environmental Engineering, and many other areas of engineering and science. We 
introduce a method for surface estimation which applies best in such areas as pollution 
estimation, ore reserve estimation, and the Geological Sciences. Our method combines 
parametric deterministic interpolation to estimate the location of an attribute in three- 
dimensional space and stochastic interpolation methods to estimate the attribute(s). The 
advantage of our method is that it allows us to estimate the attributes and their mean 
square error at any location on a surface that is twisted and folded. In effect the 
parametric deterministic interpolators allow us to reparameterize the space of interest and 
then perform kriging on this new space.
Assume that we are interested in estimating the pollution along a river based on a 
few samples of pollution concentration. We use parametric splines to reparameterize the 
space. The new parameter space starts at a fixed location on the river (usually the 
location we first started to sample) and follows along the river, finishing at the location 
that corresponds to the last point(s) sampled. We start with a coordinate system 
(x,y,z,w), where (x,y,z) are location coordinates, and w is the value of the attribute at 
that location, and by reparameterizing get (u,v,w) where (u,v) is the new coordinate 
system that follows along the river. The kriging that follows for estimating the attribute 
w at any point (u,v) does not use the Euclidean distance from the point to be estimated
4 6
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to the surrounding known points, but uses the length of the paths from the point to be 
estimated to the known points. The points along these paths and their lengths are 
estimated using a deterministic method such as splines. The neighborhoods for kriging 
are no longer circular but may be elliptical or even rectangular. The advantages of 
kriging are that it estimates error and that if more than one attribute is being estimated, 
kriging establishes measures of interdependencies between attributes that can then be 
used to improve estimates about other attributes (co-kriging).
Over the past twenty-five years many perfect interpolation algorithms (algorithms 
producing curves or surfaces passing through the data), have been developed. These 
algorithms can be classified into three categories: Deterministic, Stochastic, and Chaotic. 
The deterministic algorithms can be found in the literature under the name splines 
(Barnhill and Riesenfeld, 1974; Barnhill, 1985; Barnhill, Boehm, 1983; Barsky, 1988; 
Akima, 1970; Bartels et al, 1987; Beck et al 1986; Coons, 1974; de Boor, 1987; de 
Casteljau, 1986; Farin, 1983,1988; Foley, 1986, 1987; Lane, 1988; Nielson, 1986,1987; 
Salkauskas, 1984; Sapidis, 1987; Schumaker 1981; Shirman and Sequin 1990; Gregory 
1974). The stochastic algorithms can be found in the literature usually under the name 
kriging (Joumel, 1989; David, 1977; Olea, 1977; Matheron, 1976; Borgman andFrahme, 
1976; Yfantis et al., 1987; Joumel and Huijbregts, 1978; Armstrong, 1984; Myers, 1982; 
Davis, 1988; Delfiner, 1976; Englund, 1990). The third class of interpolators, namely the 
ones based on the theory of chaos and fractals has been developed recently (Carpenter, 
1986; Yfantis et al, 1988).
Deterministic interpolation algorithms for surface estimation require that the 
domain of the input data points constitute a rectangular grid and the distance between 
grid points be equal. Also biquadratic, surface estimation algorithms require continuity 
of the first derivative, and bicubic splines require continuity of the second derivative.
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Stochastic interpolation algorithms, in particular kriging, require that the data 
sampled from a random process are wide sense stationary or satisfy the intrinsic hy­
pothesis, or if there is a trend, the residuals after removing the trend are second order 
stationary. Chaotic interpolation algorithms give unpredictable answers. Chaotic in­
terpolators generate curves and surfaces that are continuous but have no derivative 
anywhere, and due to their random nature, produce different results even when ap­
plied to the same set of data.
The fundamentals of kriging have been covered in Chapter 4, thus we shall 
discuss and derive parametric cubic splines.
PARAMETRIC CUBIC SPLINES
One of the many deterministic perfect interpolation algorithms is the cubic 
spline. Splines estimate a surface through a set of points in a piece-wise man­
ner. Each piece (or patch) of the surface is determined by the endpoints of a 
quadrilateral in three space, (arfj, y,j, z y , ), zi+lj), (®y+1,y y +1,z y +1 ), and
(zi+ij+1, z,+ij+i). The basic equation of a patch of a spline surface is given in
equation (2) below
Xij(u, v ) =  au u3v3 +  a14u3v2 -f- a43 U3v +  auu3 
+  a\\U2v3 +  o,\qu2v2 +  a$u2v +  clqu2 
+  a,7 uv3 +  clquv2 +  a^uv +  a4u
+  <Z3i>3 +  a^v2 +  ait; +  cio (2)
where u, v are the parameters for any point in the patch and 0 <  w, v <  1. Equations 
for yij and zy are defined similarly. Spline surfaces require continuity of the first 
and second derivative which join adjacent patches and of the twist vectors which join
diagonal patches. These are shown in the equations below
9xtj(u, v) __ 2ai5U2v3 -}. 3 di 4 U2v2 -f Za13u2v +  3a12u2 
du
+  2anuv3 +  2a10nu2 +  2 a9uv +  2a8u
dxij(u, v ) 
dv
+  a7v3 +  a6v2 +  a5v +  a4
=  3ai5U3v2 +  2a14u3v +  a13u 
+  3an u2v2 +  2ai0u2u +  a9u2 
+  3 a7uv2 +  2 a6uv +  a5u 
+  3cl3v 2 -)- 2a2v -f- ai
d X , j ( u , v )  _  g a i s l i 2 l ; 2  _ |_  Q c t ; I 4 l £ 2 t ,  _ J_  3a131i2
dudv
+  6 a\\uv  +  Aaiouv +  2a9u
+  3a7u2 +  2 a6v +  a5 




=  6ai5Ut; +  6ai4nu +  6a\3uv -+ 6ai2u 
-|- 2anv3 -(- 2aioU2 2q,9v  -\- 2o8 
=  6aisu3v +  2ai4u3
-f 6anu2v +  2aioU2 
+  6a7uv -f 2 aeu 
+  6a3u +  2a2
=  18«1EA  +  6 < W
+  \2a\\uv +  4aio«
-f- 6a7u -j- 2a6 
= 18a, . u^
dv  \  du2
I8ai5uv +  12a14un +  6ai3u 
-f- 6anu2 T -h 2og 
Letting u =  0, v =  0 and solving equation (2) gives
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Letting u =  0 and v =  1 gives
x,j(0 , 1 ) =  a 3  -f- d2 -+■ ai +  do- 
But x y (0 ,l )  =  a:,-j+i(0 ,0) thus,
0,0) =  a3 +  a2 +  ai +  do.
Letting u =  1 and v =  0 gives
Stj(l, 0) =  x,+ij(0 ,0) =  cti2 +  d$ +  d4 -f a0.
Letting u =  1 and v =  1 gives
S y (l, 1 ) =  £t+lj4-l(0 , 0 ) =  Oi5 +  Cti4 +  ai3 +  ... +  d2 +  ai +  d0.
Substituting the previous values for u and v into equations (3), (4), and (5)
yield 1 2  new equations which, combined with the four equations above, can be solved 
for ao, . . . , 015. These results are shown below. We use the notation Ay(u) for dx/du , 
iy(„) for dx/dv,  and xy(uv) for d2Xij/duv.
do =  Xi j  (10)
d \  = Xi j (v) (11)
ci2 =  3X{j -}■ (^^)
=  2 Xij “}■ Xij v̂) “I- ■̂tj+i(v) ( 1 )̂
d 4  =  i i j ( u )  ( 1 4 )
&$ ~  &i j (uv )  ( ^ )
&q ~  3iij(uj +  2x{j(uv) ijj-t-i(uv) ( 1 0 )
df =  2 itj(u) +  îj{uv) "1* 3?tj+l(tiv) ( 1 )̂
ctg =  3x{j ~f" 3 2 ijj(u) £i+ij(u) ( 1 )̂
&9 = 3il?tj(v) ^^ij(uv) '̂i+lj(uu) ( 1 )̂
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flio =  9cCjj
~\~ 6 i t*j(u) 6 x t'j_|-i(û  4~ 3 i t'-}-ij-fi(u)
-f- 6 ifj(v) ~f~ 3itj+i(i;) ®^t+ii(t/)
+  4 Xij(uv) uv) 4 - 2  X { + i j (  uv)  +  ® t + l j + l (  uv) (20)
&4\  —  6 xy  T  b(Ey.fi 4~
4®y(u) 4" 4xij+i(u) 2i,q.jj(u) -f 2£i+ij4.i(u)
3®jj(v) 3iy+i(u) T 3 i,+ij(„) -[- 3ii-fij.fi (v)
2 iy(uu) 2iy4-i(ui,) ii-flj(uu) ij+1 j-f l(uu) (21)
0i2 = 2X{j 2x,-+ij -f" iy(u) 4" ii-fij(u) (22)
cti3 =  2iy(i;) 2 ii4.ij(i;) T iij(uw) 4* ii-fij(uu) (23)
Gi4 —- 8x{j 4” 6xy.fi 4“ 6x,'_fij 6Xi_fij.fi
3i»j(u) 4~ 3i,'j.fi(u) 3 i ,+ij(u) 4~ 3i,'.fij.fi(u)
4iy(t,) 2i,j4-i(v) 4" 4i,+ ij(u) 4" 2i,-.fij.fi(t,)
2 iy(uii) ®y+i(ut>) 2 xi_fij(uv) ®i+ij+i(uu) (24)
G1 5  =  4xy  4xy.fi 4Xi_fij 4" 4Xi_fij.fi
4- 2 i y ( u) 2 i,j+i(u) 4- 2 ij+ij(u) 2ii-fij-fi(u)
4“ 2 i y ( 1)) 4- 2 i tj4 - i(v) 2 i t'4 .ij(u) 2 i i_ f i j . f i ( t , )
4“ %i j( uv )  4* ijj+i(uu) 4" ^ i + i j ( u v )  4- ii+ii+i(uu) (25)
The points for the first derivative can be solved in terms of the original data
by assuming continuity of the second derivative. Let
d 2Xjj(l, 0) _  d2Xj+ij(0,0) 
du2 du2
6«i2 4" 2g8 =  2<z8*
The term 2as on the right hand side of the equation comes from an adjacent 
patch and is, thus, different than 2a8 on the left hand side. We use the notation
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2g8* on the right hand side to denote the difference. Simplifying and substituting 
equations (18) and (22),
6X{j 6xt\fij -(■ 3xy(u) 4" 3x,'4.ij(u) 3xy 4" 3x,'.fij 2xy(u) i»+ij(u)
3xt\fij 4" 3x,'4-2j 2Xi4-ij(u) Xi4_2j(u)
Further simpification yields,
X';j(u) 4" 4x,-+1j(u) 4" i i+ 2 j(u) 3Xij 4" 3x,'4-2j
Solving for xy(„) and x,j(uu) are similar. Equations for the end patches must 
also be derived. Let
<92xOj(0 ,0 )
du2
2 g 8  =  0
=  0
3xoj 4" 3xij 2x0j(„) iij(u) — 0
2xoj(u) 4“ iij(u) — 3x0j 4" 3xij
and
d2xm- 2j( l ,0 )  
du2
6ai2 4- 2a8 =  0
6xm_2j 6xm_ij 4" 3xm_2j(u) 4" 3xi4.ij(u)3xm_2j 4" 3xm_ij 2xm_2j(u) im —ij 0
im —2j(u) 4~ 2xm_!j(u) 3xm_ij 4" 3xm_2j
The equations for xy(u), xy(u„), and the end patches are summarized
below.
2xqj(«) 4~ &ij(u) — 3xoj 4" 3 x y  (26)
i ’ij(u) 4- 4x,q.ij(u) 4" X,q.2j(u) ~  3xy 4" 3x,'4-2j (27)
i(m-2)j(u) 4- 2x(m_i)j(u) =  —3x(m_i)j 4- 3x(m_2)j (28)
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2x,*o(v) 4“ îl(v) — 3x,o “I" 3x,*i (20)
®ij(v) d” ^ ® t ' , j ‘+ l ( i / )  d~ ® i j + 2 ( v )  — 3x,‘j 4" 3x,j+2 (^0)
%i(n—2){v) 4" 2it(n—i)(u) =  3x,(n_2) 4" 3x,(n_i) (31)
2xt'o(uv) 4~ t̂i(uu) — 3xl0(u) 4“ 3xn(u) (^2)
^ t j ( u v )  4" ^ % i j + l ( u v )  4" t̂j+2(uv) =  3£ i j ( u )  4" 3 i tj\)-2(u) (^ )
3 ' i (m—2)(uv) 4- 2£;(m—1)(utj) =  3x,'(m_2)(u) 4" 3x;(m_i)(u) (34)
The first derivatives and the twist vectors have to be solved in terms of the 
















^ O O ( u )
i i o ( u )
B =
0  0  . . .  1  4  1  0
0 0 . ..  0 0 1 2
Z 0 1 ( u )  • • •  £ 0 ( n - l ) ( u )
®ll(u) 2'l(n—l)(u)
% ( m —2)(n—l)(u)  
i(m—l)(n—l)(u)
3 X o ( n — 1 )  4 "  3 x 2 ( n — 1 )  
3 X j ( n_ iJ  T  3 x 3 ( n_ i )
"̂(m—2)0(u) *£(m—2)l(u) 
■E(m—l)O(u) i ( m —l)l(u)
— 3 X 0 0  4 *  3 X 2 0  
— 3 x i o  4 -  3 x 3 0
3 £ ( 7 n - 4 ) 0  4 ”  3x(m_2)0 
3 x ( m _ 3 ) o  4 *  3 x ( m _ i ) o
3 X ( m —4 ) ( n — 1 )  4 "  3 x ( m _ 2 ) ( n — 1 )
3x(m_3)(n_i) 4" 3x(m_i)(n_i)
Variables i,j (v) and x;j(u) are solved similarly. The same set of simultaneous 
equations must be solved for y,j(u), y i j ( v ) ,  j j i j (u v) ,  Z i j (u ) ,  Z i j ( v ) ,  and Z i j ( u v ). Once the
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first derivatives and twist vectors are known then ao,---,ai 5 can be solved. Finally 
equation (2) can be solved by substituting a0, ..., ctis- This gives a parametric equation 
in terms of u,v  for any point within a patch.
THE HYBRID METHOD
Let (Xij,yij,Zij,W{j) be a point in fourth dimensional space, where the point 
denotes the location in the space of interest and w;j denotes the attribute 
at this location. The location data are relatively simple and inexpensive to obtain, 
therefore one could obtain as many as one needs in order for the shape of the space 
of interest to be estimated with a desired degree of accuracy. The attribute data, 
W{j, could be relatively expensive to obtain because it might require special ways of 
sampling, e.g. chemical analysis and/or some other labor intensive treatment. Due to 
cost constrains one might only be allowed to take a limited number of measurements. 
Furthermore the nature of the attribute measurements could be different than that of 
the location measurements in the sense that there could be different error components 
in measuring the attribute than measuring the location. Therefore every point for 
which we have a location measurement may not have an attribute measurement.
Based on the location measurements, we estimate the underlying surface using 
parametric splines. The surface estimated using parametric splines is expressed using 
the new parameters u and v. Thus splines estimate the underlying surface and also 
reparametrize the surface determined by the location data. Kriging is used to estimate 
the attribute(s). In order to estimate the concentration at a point, kriging uses a 
neighborhood with a radius equal to the zone of influence to determine all the points 
in the neighborhood of the point to be estimated.
In kriging a weighted averange of the points within the zone of influence, is used 
to estimate the attribute value of the process at the point of interest. The weights are a
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function of the autocorrelation function, which is a function of the Euclidean distance 
between points. The points within the zone of influence are weighted according to 
their Euclidean distance from the point to be esimated.
In our method we calculate the autocorrelation function between two points, 
not based on their Euclidean distance, but based on the length of the path joining 
them along a spline surface. If two points have a short Euclidean distance but the 
path joining them is relatively long, then their autocorrelation function is relatively 
small, and, therfore, the semivariogram is relatively large. It is obvious that if the 
path connecting the point to be estimated with a known point in the zone of influence 
has a relatively large length then the weight of this known point in the estimation 
formula, expressing the unkown value, is relatively small.
This method is most useful when estimating pollution along a river. Though 
kriging is a robust surface estimation technique and the error can be calculated, this 
techique will give poor results when applied to river pollutants. The problem is 
that the zone of influence is based on the Euclidean distance between the point of 
interest and its neighbors. Along a winding path, such as the flow of a river, using 
the Euclidean distance to determine the zone of influence will generate an invalid 
neighborhood. Splines can be used in the case of estimating river pollutants, however 
the error is not easily determined. By combining the two techniques as described 
above, a powerful, robust surface estimation technique can be gained.
CHAPTER 6
CONCLUSION
Two Run Length Encoding based compression algorithms have been described 
that gain in compression ratio over the original RLE algorithm while allowing for fast 
decompression. Our first algorithm introduces a bit table that describes when a ran 
length greater than 1 is encoded and separates the run lengths from the colors. The bit 
table allows for run lengths of one to be encoded as a bit rather than an entire byte. By 
separating the ran lengths from the colors, colors can now be bit packed for images with 
relatively few colors. This algorithm achieves better compression than original RLE 
when the probability of a run length equal to one is greater than Our second 
algorithm improves on the first by reducing the possibility of storing long run lengths as 
multiple bit, color, run length triples by interpreting the bits of a run from the run table 
and using a small, dynamically sized table that stores the most common run lengths 
between 130 and 16 million. This method is best suited for animation sequences where 
the change between frames is small.
Further research in RLE compression includes researching a file format that 
includes palette information and implementation of our second algorithm. We did not 
address how to store the palette information. We formulated ideas on palette 
compression, but did not have time to study these techniques in depth. Our second RLE 
algorithm still remains as theory and pseudocode is provided, however, no empirical 
results have been gathered. The pseudocode given is for compressing and decompressing 
single images and does not consider exclusive-or based animation.
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A lossy algorithm was introduced; the algorithm is based on kriging, but unlike 
kriging the radius of the neighborhood used to estimate the points of the image reduces 
with every iteration. The radius of the points used in the initial estimation is smaller than 
the zone of influence of the process and the semivariogram within that radius is strictly 
increasing and approximates a straight line. Theoretical results and preliminary 
experimental results show that our method is capable of producing an image resembling 
the original image with a relatively small amount of information and, subsequently, a 
high compression ratio. The absolute distance and the mean square error were used as 
measures of goodness of image reproduction for comparison between the original image 
and the compressed image. Our algorithm was compared with JPEG, which is a lossy 
compression algorithm available in the X-window environment. When high compression 
ratios are desired, our algorithm produces recognizable images at a greater compression 
ratio than JPEG.
Our lossy compression algorithm shows great promise. The amount of error 
produced is linear through a greater range of compression ratios than JPEG; however, 
more research needs to be done. As the compression ratio increases, the clarity of the 
image decreases. We demonstrated that by changing the sampling pattern changed the 
amount of error, and thus affected the clarity of the image. Experiments with other 
sampling patterns should be considered. In addition, the implementation of our lossy 
algorithm is rather slow. A faster implementation of this algorithm should be researched. 
A hardware solution may be the most feasible.
A hybrid method for generating surfaces was presented. The estimation algorithm 
combines a deterministic algorithm such as natural splines to reparameterize the space 
and compute the length of the path between two points (this length is greater than the 
Euclidean distance between the two points, unless the path between them along the spline 
surface is a straight line). Once the space is reparameterized, the algorithm uses a
stochastic interpolator such as kriging to estimate the attribute(s) of interest. This method 
enables us to estimate various attributes, such as pollution concentration, along surfaces 
of arbitrary shapes for which we could not obtain kriging estimates without this 
reparameterization. The kriging estimate at a point does not depend on the Euclidean 
distances of this point to the known neighboring points but on the length of the path on a 
spline surface from the location of the attribute to be estimated to the known points in the 
neighborhood. Kriging as an estimation method is robust and allows us to calculate the 
mean square error of the estimate as well as possible dependencies between attributes 
present over the space of interest.
Our hybrid surface estimation technique is new, but has not been fully 
implemented. Our primary interest in this work was to derive the formulas for parametric 
cubic splines and publish them for the benefit of our own research as well as others. The 
formulas for three dimensional parametric cubic splines have not appeared in print until 
our article “A Hybrid Algorithm for Surface Estimation” was accepted into the 
Proceedings o f  the 5th International Conference on Engineering Computer Graphics and 
Descriptive Geometry. Future study in the area of surface estimation should contemplate 
the full implementation of parametric cubic splines with kriging.
APPENDIX A
SOURCE CODE FOR RLE BASED COMPRESSION
This appendix is a compilation of the source code of the programs used to verify 
our theoretical results from our first RLE algorithm. Part of the experimental results was 
to determine if speed of the decompression algorithm was suitable for animation. The 
platform chosen was an IBM 80386 running at 25 MHz. This part of the implementation 
was written in assembly and achieved a sustained decompression rate of ^  of a second 
of a 320 x 200. This is approximately eight frames per second. Although this is about 
three to four times slower than the frame rate in film, the results are still quite good. For 
comparison, QuickTime, Apple computer’s multimedia standard for animation style 
compression and decompression, delivers twelve to fifteen frames per second for an 
image approximately half the size we tested (Lu, 1993). Our algorithm run on a faster 
machine could easily match QuickTime’s delivery with a much larger picture.
The programs are written in C and execute on a variety of different platforms.
The code has been tested on a Cray YMP-2/216, Sun Sparc station, a Silicone Graphics, 
and an IBM PC with VGA graphics. There is one routine optimized to ran on the IBM 
PC. It is asm_unc.c that is the 8086 assembly language implementation of our RLE 
decompression algorithm. Some routines referenced by the code below are not found in 
these appendices. These routines are a part of a large collection of low level library 
routines maintained by the author and listing them is not practical in the space provided.
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Listing 1. Yfantis-Au RLE (YARLE) main program.
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* M atthew Au May 1 4 ,  1992
*
* F i l e :  y a r l e . c
*
* m ain program  t h a t  c o n v e r t s  . p i c  f i l e s  t o  .y e p  f i l e s  and .y e p
* f i l e s  . p i c
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i n c l u d e  " m ytype .h"
# i n c l u d e  " m y f i l e .h "  
t i n c l u d e  " d eb u g .h "
# i n c l u d e  " c o m p r e ss .h "
m a i n ( i n t  a r g c , c h a r  * a r g v [ ] )
{
i n t  i  ;
i n t  c  ;
i n t  n e x t ;
i n t  m axx,m axy;
u c h a r  * s r c , * d e s t ;
u lo n g  s i z e ;
i f  ( a r g c  <= 1)
Error_M sg (_FL_, a r g v [ 0 ] ,  F_SPECIAL_NH,
"U sage: %s < f i l e > \ n \  
c o n v e r t s  . p i c  t o  .y e p  and .y e p  t o  . p i c \ n \  
w here < f i l e >  i s  name o f  t h e  i m a g e . \ n " , a r g v [ 0 ] ) ;
f o r  (c = 1 ;  c < a r g c ;  C + + )  {
i f  ( ! F i l e _ E x i s t s ( a r g v [ c ]  ) )
E r r o r _ M s g (_ F L _ ,a r g v [ 0 ] , F_SPECIAL_NH,
" c a n ' t  open  f i l e  % s " ,a r g v [ c ] ) ;
s r e  = L o a d _ B i n ( a r g v [ c ] , NULL);
/ *  f i n d  ' . 1 * /
f o r  ( i= 0 ;  a r g v [ c ] [ i ]  != 0 && a r g v [ c ] [ i ]  != i+ + )
t
i+ + ;
i f  ( s t r c m p ( & a r g v [ c ] [ i ] , " p ic " )  == 0) { 
p r i n t f ( " E n t e r  max x  & max y \ n " ) ; 
scan f(" % d  %d",fimaxx,&maxy); 
d e s t  = Y a r le ( s r e ,& s iz e ,m a x x ,m a x y ,F A L S E ) ; 
s t r c p y ( & a r g v [ c ] [ i ] , " y c p " ) ;
)
e l s e  i f  ( s t r c m p ( & a r g v [ c ] [ i ] , "yep") == 0) { 
n e x t  - 1;
maxx = s r c [ n e x t + + ]  «  8; 
maxx |=  s r e [ n e x t + + ];  
maxy = s r e [ n e x t + + ]  «  8; 
maxy |=  s r c [ n e x t + + ] ;  
s i z e  = maxx * maxy; 
d e s t  = U n Y a r le ( s r e ,N U L L ); 
s t r c p y ( & a r g v [ c ] [ i ] , " p i c " ) ;
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}
e l s e
E r r o r _ M s g (_ F L _ ,a r g v [ 0 ] , F_SPECIAL_NH,
" f i l e  %s i s  n o t  a . p i c  o r  a . y e p " , a r g v [ c ] ) ;
S a v e _ B i n ( a r g v [ c ] , d e s t , s i z e ) ; 
f r e e ( s r e ) ; 
f r e e ( d e s t ) ;
) / *  f o r  c * /
} / *  main * /
Listing 2. The C implementation of YARLE.
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* M atthew Au A u g u st  1 6 ,  1991
*
* F i l e :  c o m p r e s s io n .h
# i f n d e f  _ c o m p r e s s io n _ h  
# d e f i n e  _ c o m p r e s s io n _ h
# i n c l u d e  "m ytype.h"
# d e f i n e  MAXRUNS 257
# d e f i n e  NO_PALETTE 0
# d e f i n e  SAVE_PALETTE 1
e x t e r n  u c h a r  * Y a r le ( u c h a r  * s r c , u l o n g  * s i z e , u i n t  m x ,u i n t  m y ,c h a r  
s a v e p a l e t t e ) ;
e x t e r n  i n t  C o u n t_ R u n s(u ch a r  * s r c , u l o n g  r u n t o t a l s [ ] , u l o n g  m a x p ix ) ;  
e x t e r n  u lo n g  Y A R L E _ S ize l6 (u lo n g  r u n c o u n t [ ] , u l o n g  * n r u n s ,u l o n g  * n b i t s ,  
u lo n g  * n c o l o r s , u l o n g  * t o t a l b i t s ) ; 
e x t e r n  u lo n g  Y A R L E _Size256(u long  r u n c o u n t [ ] , u lo n g  * n r u n s ,u l o n g  * n b i t s ,  
u l o n g  * n c o l o r s , u l o n g  * t o t a l b i t s ) ; 
e x t e r n  v o i d  C o m p r e ss (u c h a r  * s r c , u c h a r  * b i t b u f f , u c h a r  * c o l o r b u f f ,  
u c h a r  * r u n b u f f , u l o n g  m a x p i x , i n t  m a x c o lo r s ,  
u lo n g  n b i t s , u l o n g  n c o l o r s , u l o n g  n r u n s ) ; 
e x t e r n  u c h a r  * U n Y a r le (u c h a r  * s r c , u c h a r  * d e s t ) ;
# e n d i f
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* M atthew Au A ugust  1 6 ,  1991
*
* F i l e :  c o m p r e s s i o n . c
★
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  <m ath .h>
♦ i n c l u d e  "m ytype .h"
♦ i n c l u d e  "debug .h"
♦ i n c l u d e  " c o m p r e ss .h "
♦ i n c l u d e  "m ygraph.h"
♦ d e f i n e  DEBUG 0
u lo n g  RunCount[MAXRUNS+1];
v o i d  U n Y a r le _ 4 ( u lo n g  m axp ix ,  r e g i s t e r  u c h a r  * d e s t , r e g i s t e r  u ch a r  
* b i t b u f f ,
r e g i s t e r  u ch a r  * c o l o r b u f f , r e g i s t e r  u ch a r  * r u n b u f f ) ;  
v o i d  U n Y a r le _ 8 (u lo n g  m axp ix , r e g i s t e r  u c h a r  * d e s t , r e g i s t e r  u ch a r  
* b i t b u f f ,
r e g i s t e r  u ch a r  * c o l o r b u f f , r e g i s t e r  u ch a r  * r u n b u f f ) ;
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Y a r le  Y f a n t i s - A u  Run L en gth  e n c o d in g  ( a l g o  1)
* t h i s  i s  t h e  r o u t i n e  t o  c a l l  when you  want t o  co m p ress
* an im age w i t h  our f i r s t  RLE a l g o r i t h m .  T h is  r o u t i n e
* c a l l s  Count_Runs t o  c r e a t e  t h e  f r e q u e n c y  h i s t o g r a m ,
* c a l c u l a t e s  t h e  s p a c e  r e q u i r e d  and c a l l s  Compress w hich
* d o e s  t h e  a c t u a l  c o m p r e s s io n .  I t  r e t u r n s  a p o i n t e r  t o  a
* b u f f e r  ( u n s ig n e d  ch a r )  t h a t  i s  t h e  c o m p r e s s e d  im a g e .  The
* s i z e  i n  b y t e s  o f  t h e  c o m p r e sse d  im age i s  r e t u r n e d  th r o u g h  and
* t h e  p o i n t e r  t o  an u n s ig n e d  l o n g  c a l l e d  s i z e ,  w h ich  i s  t h e
* s e c o n d  p a r a m e te r .  T h is  p a r a m e te r  i s  t h e  s i z e  o f  t h e
* c o m p r e sse d  im a g e .
* P a r a m e te rs :
* u n s ig n e d  c h a r  * s r c  —  p o i n t e r  t o  b u f f e r  o f  o r i g i n a l  im age
* u n s ig n e d  l o n g  * s i z e  —  p t r  t o  s i z e  o f  c o m p r e s s e d  im a g e .
* —  s i z e  o f  c o m p r e s s e d  im age r e t u r n e d
* —  t h r o u g h  t h i s  p o i n t e r .
* u n s ig n e d  i n t  mx —  max x  r e s o l u t i o n  o f  s r e
* u n s ig n e d  i n t  my —  max y  r e s o l u t i o n  o f  s r e
* c h a r  s a v e p a l e t t e  —  i g n o r e d .
*
* R e tu r n s
* u n s ig n e d  c h a r  cm pbuff —  c o m p r e s s e d  im age
* u n s ig n e d  l o n g  * s i z e  —  s i z e  o f  cm pbuff r e t u r n e d
* —  th r o u g h  t h i s  p a r a m e te r  
★★★a**********************************************************/
u ch a r  * Y a r le ( u c h a r  * s r c , u l o n g  * s i z e , u i n t  m x ,u in t  m y ,c h a r  s a v e p a l e t t e )  
{
c h a r  n ib b le p a c k ; / * can  we n i b b l e  p ack?  TRUE/FALSE * /
u lo n g  p a l e t t e s i z e ; / * p a l e t t e  s i z e  i n  b y t e s  * /
u c h a r  l o g 2 c o l o r s ; / * # c o l o r s  a lw a y s  2 /' l o g 2 c o l o r s  * /
u lo n g  m axpix; /* mx * my * /
u i n t  m a x c o lo r s ; /* t o t a l  # c o l o r s  u s e d  i n  im age * /
u lo n g  n b i t s , / * # b i t s  i n  b i t  t a b l e  * /
n r u n s , / * # ru n s  i n  run t a b l e  * /
n c o l o r s , / * # c o l o r s  i n  c o l o r  t a b l e  * /
t o t a l b i t s ; / * n b i t s + n r u n s + n c o l o r s  * /
u i n t  i ;
u i n t  n e x t ; / * i n d e x e s  c m p s iz e  a f t e r  p a l e t t e  * /
u c h a r  *cm pbuff; /* p t r  t o  c o m p r e sse d  im age * /
u ch a r  * r u n b u f f ; /* p t r  t o  s t a r t  o f  run t a b l e  * /
u c h a r  * c o l o r b u f f ; / * p t r  t o  s t a r t  o f  c o l o r  t a b l e  * /
u c h a r  * b i t b u f f ; / * p t r  t o  s t a r t  o f  b i t  t a b l e  * /
m axpix  = (u lo n g )m x  * (u lo n g )m y ;
m a x c o lo r s  = C o u n t_ R u n s (s r e ,R u n C o u n t ,m a x p ix ) ;
i f  (m a x co lo rs  < 1 6 )  {
n i b b le p a c k  = TRUE; / *  n i b b l e  p ack  c o l o r s  * /
)
e l s e  {
n i b b le p a c k  = FALSE; / *  d o n ' t  n i b b l e  p ack  c o l o r s  * /
)
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i f  ( s a v e p a l e t t e )
p a l e t t e s i z e  = m a x c o lo r s  * s i z e o f ( P a l e t t e ) ; 
e l s e
p a l e t t e s i z e  = 0;
l o g 2 c o l o r s  = m a x c o l o r s » l ;  / *  a d j u s t  f o r  2 « t  i n  U nY arle  * /
f o r  ( i= 0 ;  l o g 2 c o l o r s  = l o g 2 c o l o r s > > l ;  i++)
■t '
l o g 2 c o l o r s  = i ;
i f  (m a x c o lo r s  < 16)
* s i z e  = Y A R L E _ S iz e l6 (R u n C o u n t ,S n r u n s ,& n b it s ,& n c o lo r s ,
S t o t a l b i t s ) ;
e l s e
* s i z e  = Y A R L E _ S iz e 2 5 6 (R u n C o u n t ,S n r u n s , f in b i t s ,S n c o lo r s ,
S t o t a l b i t s ) ;
/ *
* N eed t o  a l s o  r e s e r v e  2 b y t e s  f o r  t a b l e  o f f s e t s ,  x  & y  r e s o l u t i o n
* (4 b y t e s ) , n i b b l e / b y t e  p a c k in g  (1 b i t ) , s a v e d  p a l e t t e  f l a g
* (1 b i t )  & p a l e t t e  i n f o r m a t i o n .
* /
* s i z e  += 2 + 4 + 1 + p a l e t t e s i z e ;
# i f  (DEBUG)
p r i n t f ( " n b i t s  = %u = % x \ n " , n b i t s , n b i t s ) ; 
p r i n t f ( " n r u n s  = %u = % x \n " ,n r u n s ,n r u n s ) ; 
p r i n t f ( " n c o l s  = %u = % x \ n " , n c o l o r s , n c o l o r s ) ; 
p r i n t f ( " t o t a l  = %u = %x\n", * s i z e , * s i z e ) ;
# e n d i f
i f  ( (c m p b u ff  = (u ch ar  * ) m a l l o c ( ( u n s i g n e d ) * s i z e ) ) == NULL) { 
p r i n t f ( " m a l l o c  ch o k e d .  f o r g e t  i t  d a v e \ n " ) ; 
r e t u r n ( 0 ) ;
}
f o r  ( i= 0 ;  i  < * s i z e ;  i+ + )  / *  c l e a r  co m p ress  b u f f e r  * /
c m p b u f f [ i ]  = 0; / *  j u s t  t o  be  s a f e  * /
cm pbuff [0] = cm pbuff [0] | ( n ib b le p a c k  «  7 ) ;
c m p b u f f [0] = c m p b u f f [0] | ( ( s a v e p a l e t t e  «  4) | l o g 2 c o l o r s ) ;
n e x t  = 1 ;  / *  u s e d  up 1 b y t e  f o r  n i b b l e  p ack  f l a g  * /
c m p b u f f [ n e x t ++] = (mx »  8) & OxFF; / *  s a v e  max x  & y  * /  
c m p b u ff [n e x t+ + ]  = mx & OxFF; 
c m p b u ff [n e x t+ + ]  = (my »  8) & OxFF; 
c m p b u ff [n e x t+ + ]  = my & OxFF;
i f  ( s a v e p a l e t t e )
S a v e _ P a l e t t e ( ( P a l e t t e  * ) & c m p b u f f [n e x t ] , 0 , m a x c o l o r s ) ;
n e x t  += p a l e t t e s i z e ;
c m p b u ff [n e x t+ + ]  = ( t o t a l b i t s  »  24) & OxFF; / *  s a v e  # o f  b i t s ,  i . e .
* /
c m p b u f f [ n e x t ++] = ( t o t a l b i t s  »  16) & OxFF; 
c m p b u f f [n e x t+ + ]  = ( t o t a l b i t s  »  8) & OxFF;
c m p b u ff [n e x t+ + ]  = t o t a l b i t s  & OxFF; / *  t h e  t a b l e  o f f s e t s
b i t b u f f  = & c m p b u f f [n e x t ] ; 
c o l o r b u f f  = b i t b u f f  + n b i t s ;  
r u n b u f f  = c o l o r b u f f  + n c o l o r s ;
C o m p r e s s ( s r c , b i t b u f f , c o l o r b u f f , r u n b u f f , m a x p i x , m a x c o l o r s ,  
n b i t s , n c o l o r s , n r u n s ) ;
r e t u r n ( c m p b u f f ) ;




* c a l c u l a t e s  t h e  f r e q u e n c y  h i s t o g r a m .  I t  c o u n t s  t h e  number
* o f  runs  o f  l e n g t h  i  f o r  i  = 1 t o  255 i n c l u s i v e .
* I t  a ssu m es  t h a t  one p i x e l  o f  an im age i s  s t o r e d  a s  o n e  b y t e
* i n  memory. The t o t a l  number o f  c o l o r s  i s  r e t u r n e d  and
* t h e  h i s t o g r a m  i s  r e t u r n e  t h r o u g h  t h e  p a r a m e te r  r u n t o t a l s .
*
* P a r a m e t e r s :
* u n s i g n e d  c h a r  * s r c  —  o r i g i n a l  image
* u n s ig n e d  lo n g  r u n t o t a l s [] —
* a r r a y  [ 0 . . 2 5 5 ]  o f  l o n g .  I t  i s  an a s s o c i a t i v e  a r r a y .
* The run l e n g t h  i s  u s e d  t o  i n d e x  t h e  p r o p e r  run t o t a l .
* u n s ig n e d  l o n g  m axpix  —  # o f  p i x e l s  i n  im a g e .
*
* R e tu r n s
* i n t  m a x c o lo r s  —  # o f  u n iq u e  c o l o r s  i n  im a g e .
* u n s i g n e d  l o n g  r u n t o t a l s  [] —  f r e q u e n c y  h i s t o g r a m .
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
i n t  C ou n t_R u n s(u ch ar  * s r c , u l o n g  r u n t o t a l s [ ] , u l o n g  m axpix)
{
u lo n g  i ;  
u c h a r  c u r r p ix ;  
u i n t  p i x c o u n t ;  
i n t  m a x c o lo r s ;
f o r  ( i  = 0; i  <= MAXRUNS; i+ + )  
r u n t o t a l s [ i ]  = 0;
m a x c o lo r s  = 0; 
f o r  ( i  = 0; i  < m axpix;  ) {
c u r r p i x  = * sr c + +  & OxFF; 
i + + ;
i f  ( c u r r p ix  > m a x c o l o r s ) / *  remember t h e  g r e a t e s t  v a l u e d  c o l o r  * /  
m a x c o lo r s  = c u r r p i x ;  
p i x c o u n t  = 1;
/ *
* g e t  run l e n g t h  a s  l o n g  a s  i t ' s  <= MAXRUNS and t h e r e  a r e
* p i x e l s  l e f t
* i n  t h e  im age  
* /
do {
i f  ( c u r r p ix  != * s r c )  
b r e a k ;  
p ix c o u n t+ + ;  
i+ + ;  
sr c + + ;
} w h i l e  ( p ix c o u n t  < MAXRUNS && i  < m a x p ix ) ;
r u n t o t a l s [ p i x c o u n t ] ++; / *  c o u n t  up run l e n g t h s  * /
>
r e t u r n ( m a x c o l o r s ) ; / *  r e t u r n  t h e  g r e a t e s t  v a l u e d  c o l o r  * /
} / *  Count Runs * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* YARLE_S i  z e 16
* c a l c u l a t e s  t h e  s i z e  o f  t h e  c o m p r e s s e d  im age when t h e r e  a r e
* 16 c o l o r s .
★
★ P a r a m e te rs
★ u n s i g n e d lo n g r u n c o u n t [] —
* u n s ig n e d l o n g *nruns —
* u n s ig n e d lo n g * n b i t s
★ u n s ig n e d l o n g * n c o l o r s
*
★
u n s ig n e d lo n g * t o t a l b i t s  —
* R e tu r n s
* u n s ig n e d lo n g s i z e  —  t o t a l
*
★
u n s ig n e d lo n g *nruns
*
★
u n s ig n e d lo n g * n b i t s
*
*
u n s ig n e d lo n g * n c o l o r s
★
*
u n s ig n e d lo n g * t o t a l b i t s  —
f r e q u e n c y  h i s t o g r a m .
# b y t e s  i n  run t a b l e
#  o f  b y t e s  i n  b i t  t a b l e
# o f  b y t e s  i n  c o l o r  t a b l e  
t o t a l  # o f  b i t s
# o f  b y t e s  i n  c o m p r e s s e d  im age
# b y t e s  i n  run t a b l e  
r e t u r n e d  th r o u g h  t h i s  p t r
# o f  b y t e s  i n  b i t  t a b l e  
r e t u r n e d  th r o u g h  t h i s  p t r
# o f  b y t e s  i n  c o l o r  t a b l e  
r e t u r n e d  th r o u g h  t h i s  p t r  
t o t a l  # o f  b i t s  
r e t u r n e d  th r o u g h  t h i s  p t r
u lo n g  Y A R L E _ S ize l6 (u lo n g  r u n c o u n t [ ] , u l o n g  * n r u n s ,u l o n g  * n b i t s ,  
u lo n g  * n c o l o r s , u l o n g  * t o t a l b i t s )
{
i n t  i ; 
u lo n g  s i z e ;
# i f  (DEBUG)
p r i n t f ( " a t  y a r l e _ s i z e l 6 \ n " ) ;
# e n d i f
*nruns = 0;
f o r  ( i= 3 ;  i  < 256;  i+ + )  {
*nruns += r u n c o u n t [ i ] ;
)
*nruns += r u n c o u n t [256]  * 2 + r u n c o u n t [257] * 2 + 2 ;  
* t o t a l b i t s  = *nruns + r u n c o u n t [1] + r u n c o u n t [2] * 2;  
* n c o l o r s  = c e i l ( ( d o u b l e ) * t o t a l b i t s / 2 . 0 ) ;
* n b i t s  = c e i l ( ( d o u b l e ) * t o t a l b i t s  /  8 . 0 ) ;  
s i z e  = * n b i t s  + * n c o l o r s  + * n ru n s;  
r e t u r n ( s i z e ) ;
} / *  YARLE S i z e l 6  * /
/ * * * * * * ★ * * * * * * * * * * * * * * * * * • * * * * * * * * * * * * * * * * ★ * * * * * * * * * * * * ★ * * * * * * * ★
* YARLE_Size256
* c a l c u l a t e s  t h e  s i z e  o f  t h e  c o m p r e sse d  im age when t h e r e  a r e
* 256 c o l o r s .
*
* P a r a m e te rs
* u n s ig n e d  lo n g  r u n c o u n t [] —  f r e q u e n c y  h i s t o g r a m .
* u n s ig n e d  lo n g  *n runs —  # b y t e s  i n  run t a b l e
* u n s ig n e d  lo n g  * n b i t s  —  # o f  b y t e s  i n  b i t  t a b l e
* u n s ig n e d  lo n g  * n c o l o r s  —  # o f  b y t e s  i n  c o l o r  t a b l e
* u n s ig n e d  l o n g  * t o t a l b i t s  —  t o t a l  # o f  b i t s
*
* R e tu r n s
* u n s ig n e d  lo n g  s i z e  —  t o t a l  # o f  b y t e s  i n  c o m p r e s s e d  image
* u n s i g n e d  lo n g  *nruns —  # b y t e s  i n  run t a b l e
* r e t u r n e d  t h r o u g h  t h i s  p t r
* u n s ig n e d  lo n g  * n b i t s  —  # o f  b y t e s  i n  b i t  t a b l e
* r e t u r n e d  th r o u g h  t h i s  p t r
* u n s i g n e d  l o n g  * n c o l o r s  —  # o f  b y t e s  i n  c o l o r  t a b l e
* r e t u r n e d  t h r o u g h  t h i s  p t r
* u n s ig n e d  lo n g  * t o t a l b i t s  —  t o t a l  # o f  b i t s
* r e t u r n e d  th r o u g h  t h i s  p t r
*********************************************★*******★********/
u lo n g  Y A R L E _Size256(u long  r u n c o u n t [ ] , u lo n g  * n r u n s ,u l o n g  * n b i t s ,  
u lo n g  * n c o l o r s , u l o n g  * t o t a l b i t s )
f
i n t  i ; 
u lo n g  s i z e ;
#if(DEBUG)
FILE * r e p t ;
r e p t  = f o p e n ( " s i z e 2 5 6 " , " w " ) ; 
i f  ( r e p t  == NULL) 
r e p t  = s t d o u t ;  
p r i n t f ( " a t  y a r l e _ s i z e 2 5 6 \ n " ) ;
# e n d i f
*nruns = 0;
#if(DEBUG)
f p r i n t f ( r e p t , " R u n C o u n t [000] = % 6 1 u \n " ,r u n c o u n t [ 0 ] ) ;  
f p r i n t f ( r e p t , " R u n C o u n t [001]  = % 6 1 u \n " ,r u n c o u n t [ 1 ] ) ;
# e n d i f
f o r  ( i= 2 ;  i  < 2 5 6 ;  i+ + )  {
#if(DEBUG)
f p r i n t f ( r e p t , " R u n C o u n t [%03d] = % 6 1 u \ n " , i , r u n c o u n t [ i ] ) ;  
t e n d i f
*n runs += r u n c o u n t [ i ] ;
}
#if(DEBUG)
f p r in t f ( r e p t ," R u n C o u n t [% 0 3 d ]  = % 6 1 u \ n " , i , r u n c o u n t [ i ] ) ;  
i+ + ;
f p r in t f ( r e p t ," R u n C o u n t [% 0 3 d ]  = %6 1 u \n " , i , r u n c o u n t [ i ] ) ;
# e n d i f
*nruns += r u n c o u n t [256]  + ( r u n c o u n t [257] * 2) + 2;
* t o t a l b i t s  = *nruns + r u n c o u n t [ 1 ] ;
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* n c o l o r s  = * t o t a l b i t s ;
* n b i t s  = c e i l ( ( d o u b l e ) * t o t a l b i t s  /  8 . 0 ) ;  
s i z e  = * n b i t s  + * n c o l o r s  + *n ru n s;
#if(DEBUG)
f c l o s e ( r e p t ) ;
# e n d i f
r e t u r n ( s i z e ) ;
} / *  YARLE_Size256 * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Compress
* d o e s  t h e  a c t u a l  c o m p r e s s io n .
* f o r  i  = 1 t o  m a x _ p ix e l s _ in _ im a g e  do b e g i n
* f i n d  run l e n g t h  o f  n e x t  c o l o r  from  s r c .
* i f  t h i s  run <= c o l o r _ t h r e s h o l d  th e n
* c l e a r  n e x t  b i t  i n  b i t  t a b l e
* e l s e  b e g in
* s e t  n e x t  b i t  i n  b i t  t a b l e
* s t o r e  run l e n g t h  i n  t h e  run t a b l e
* en d  e l s e .
* s t o r e  c o l o r  i n  c o l o r  t a b l e .
* en d  f o r .
*
* Assumes s r c  h a s  1 p i x e l  p e r  b y t e .
*
* P a r a m e te rs
* u n s ig n e d  c h a r  * s r c  —  p t r  t o  o r i g i n a l  im age
* u n s ig n e d  c h a r  * b i t b u f f  —  p t r  t o  s t a r t  o f  b i t  b u f f e r
* u n s ig n e d  c h a r  * c o l o r b u f f  —  p t r  t o  s t a r t  o f  c o l o r  b u f f e r
* u n s ig n e d  c h a r  * r u n b u f f  —  p t r  t o  s t a r t  o f  c o l o r  b u f f e r
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
v o i d  C o m p ress (u ch a r  * s r c , u c h a r  * b i t b u f f , u c h a r  * c o l o r b u f f ,  
u ch a r  * r u n b u f f , u l o n g  m a x p i x , i n t  m a x c o lo r s ,  
u lo n g  n b i t s , u l o n g  n c o l o r s , u l o n g  n ru n s)
{
u c h a r  c u r r p i x ;  
u i n t  p i x c o u n t ;
u lo n g  i ;  / *  c o u n t s  # o f  p i x e l s  * /
u c h a r  b i t p o s ;  / *  b i t  b u f f e r  p o s i t i o n  & b i t  mask * /
u c h a r  c o l p o s ;  / *  c o l o r  p o s i t i o n  u s e d  o n l y  when n i b b l e  p a c k in g
u c h a r  r u n _ t h r e s h ;  / *  m u l t i p l e  o n e -r u n  e n c o d i n g  t h r e s h o l d  * /
u lo n g  b i , r i , c i ;
i n t  m axruns;
#if(DEBUG)
FILE * r e p t ;  
u lo n g  sum; 
i n t  b , r ;
r e p t  = fo p e n ( " c m p r e p t " ," w " ) ; 
i f  ( r e p t  == NULL) 
r e p t  = s t d i n ;  
sum = 0;
# e n d i f
* b i t b u f f  = 0 ;  / *  make s u r e  t o  c l e a r  n e x t  b y t e  o f  b i t b u f f  * /  
b i t p o s  = 0x80;  
c o l p o s  = 0;
b i = r i = c i = 0 ;  
i f  (m a x c o lo r s  < 16) { 
r u n _ t h r e s h  = 2;




e l s e  {
r u n _ t h r e s h  = 1;
m a x c o lo r s  = OxFF; / *  f o r  b y t e  p a c k e d  c o l o r s  * /  
m axruns = MAXRUNS -  1;
}
f o r  ( i  = 0; i  < m axp ix ;  ) {
c u r r p i x  = s r c [ i ]  & ( m a x c o lo r s ) ;  
i+ + ;
p i x c o u n t  = 1;
/ *
* f i n d  run l e n g t h  o f  t h e  c o l o r  
* /  
do {
i f  ( c u r r p i x  != s r c [ i ]  & m a x c o lo r s )  
b r e a k ;  
p ix c o u n t + + ;  
i+ + ;
} w h i l e  ( p ix c o u n t  < maxruns && i  < m a x p ix ) ;
#if(DEBUG)
i f  ( p ix c o u n t  = = 1 )  { 
b = 0; 
r = 1;
}
e l s e  {
b = 1;
r  = p i x c o u n t ;
)
f p r i n t f ( r e p t , " % 8 1 u  %u %03u %03u < \ n " , s u m , b , r , c u r r p i x ) ; 
sum += r;
# e n d i f
i f  ( p ix c o u n t  > r u n _ th r e s h )  { / *  s e t  t h e  b i t  i f  n e e d  b e  * /
b i t b u f f [ b i ]  |=  b i t p o s ;  
r u n b u f f [ r i ]  = p i x c o u n t  -  r u n _ t h r e s h ;  
r i+ + ;
i f  ( r i  >= n ru n s)
p r i n t f ( " E r r o r  r i  = %lu n ru n s  = % lu\n" , r i , n r u n s ) ;
) / *  e l s e  d o n ' t  s e t  t h e  b i t  (a s s u m e d )* /
i f  (m a x c o lo r s  == OxOf) { / *  n i b b l e  p ack  c o l o r s  * /
i f  ( c o l p o s )  {
c o l o r b u f f [ c i ]  |=  c u r r p i x ;  
c i+ + ;
}
e l s e
c o l o r b u f f [ c i ]  = c u r r p i x  «  4; 
c o l p o s  = i c o l p o s ;  / *  t o g g l e  c o l o r  p o s i t i o n  * /
}
e l s e  i f  (m a x c o lo r s  == O xff)  { / *  b y t e  p ack  c o l o r s  * /
c o l o r b u f f [ c i ]  = c u r r p i x  & O x ff ;  
c i+ + ;
}
i f  ( c i  >= n c o l o r s )
p r i n t f ( " E r r o r  c i  = %lu n c o l o r s  = % l u \ n " , c i , n c o l o r s ) ;
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/ *
* Encode ru n s  <= r u n _ t h r e s h  a s  m u l t i p l e  runs  o f  l e n g t h  1 .
* The t r i c k  i s  t o  b ack  up j u s t  en ou gh  s o  t h e  n e x t  t im e  th r o u g h
* t h e  n e x t  s m a l l e r  run ( p ix c o u n t  -  1) i s  c o n s i d e r e d .
* /
i f  ( p ix c o u n t  > 1 && p i x c o u n t  <= r u n _ t h r e s h )  { 
i  = i  -  ( p ix c o u n t  -  1 ) ;
#if(DEBUG)
sum - =  ( p ix c o u n t  -  1 ) ;
# e n d i f
}
b i t p o s  » =  1; 
i f  ( b i t p o s  = = 0 )  { 
b i+ + ;
i f  ( b i  >= n b i t s )
p r i n t f ( " E r r o r  b i  = %lu n b i t s  = % l u \ n " , b i , n b i t s ) ; 
b i t b u f f [ b i ]  = 0; 




f c l o s e ( r e p t ) ; 
p r i n t f ( " b i  = % l u \ n " , b i ) ; 
p r i n t f ( " r i  = % l u \ n " , r i ) ;  
p r i n t f ( " c i  = % l u \ n " , c i ) ;  
f e n d i f
) / *  Compress * /
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* UnYarle
* u n c o m p r e sse s  t h e  im age u s i n g  t h e  Y f a n t i s - A u  run l e n g t h
* e n c o d in g  a l g o r i t h m .
*
* The f i r s t  t h i n g  t h a t  i t  n e e d s  t o  do i s  d e t e r m in e  how t o  unpack
* t h e  c o l o r s .  I t  d o e s  t h i s  b y  c h e c k i n g  t h e  f i r s t  b i t  i n  t h e  im a g e .
* I f  i t  i s  s e t ,  U nY arle_4  i s  c a l l e d ,  o t h e r w i s e  U n Y a r le _ 8 .
* B e f o r e  one o f  t h e s e  r o u t i n e s  a r e  c a l l e d ,  t h e  p a l e t t e  m ust
* b e  l o a d e d .  T h is  i s  ig n o r e d  a t  t h i s  t i m e .  The im a g e s  we
* t e s t e d  ou r  t h e o r y  on d i d  n o t  r e q u i r e  a p a l e t t e  t o  b e  s a v e d .
* The s t a r t  o f  e a c h  t a b l e  i s  c a l c u l a t e d  and f i n a l l y  t h e
* p r o p e r  u n c o m p r e s s io n  r o u t i n e  i s  c a l l e d .  T h is  r o u t i n e
* r e t u r n s  a p o i n t e r  t o  t h e  u n c o m p r e sse d  im a g e .  The p a r a m e te r
* d e s t  can  b e  u s e d  t o  p o i n t  t o  a fram e b u f f e r  so  t h e
* d e c o m p r e s s io n  can  be  done d i r e c t l y  t o  t h e  s c r e e n .
*
* P a r a m e te rs
* u n s ig n e d  c h a r  * s r c  —  c o m p r e s s e d  im age
* u n s ig n e d  ch a r  * d e s t  —
* i f  NULL,
* we w i l l  m a l l o c  s p a c e  t o  d e c o m p r e ss  i n t o  and r e t u r n
* t h e  p o i n t e r  t o  t h i s  s p a c e  th r o u g h  t h e  f u n c t i o n  name.
* o t h e r w i s e
* we w i l l  assum e d e s t  p o i n t s  t o  a p l a c e  i n  memory
* l a r g e  enough t o  h o l d  t h e  d e c o m p r e sse d  im age ( i . e .
* a fram e b u f f e r )  and d e c o m p r e ss  t h e r e .  T h is  p o i n t e r
* w i l l  b e  r e t u r n e d .
*
* R etu rn s
* u n s ig n e d  c h a r  * d e s t  —  p o i n t e r  t o  u n co m p ressed  im a g e .  
**************************************************************/
u ch ar  * U n Y a r le (u c h a r  * s r c , u c h a r  * d e s t )
{
u i n t  n c o l o r s ; /* number o f  c o l o r s  i n  p a l e t t e  * /
i n t  p a l e t t e s i z e ; /* p a l e t t e  s i z e  i n  b y t e s  * /
u lo n g  m axpix; /* t o t a l  # o f  p i x e l s  * /
u c h a r  * b i t b u f f ; /* b i t  t a b l e  * /
u ch a r  * r u n b u f f ; / * run t a b l e  * /
u c h a r  * c o l o r b u f f ; / * c o l o r  t a b l e  * /
i n t  m a x c o lo r ;  
u i n t  m axx,maxy;  
d o u b le  c o l o r s c a l e ;  
u i n t  t o t a l b i t s ;  
i n t  r u n _ t h r e s h ;  
i n t  n e x t ; 
i n t  t ;
#if(DEBUG)
FILE * r e p t ;
r e p t  «= fo p e n  ("uncm prept" , "w") ; 
i f  ( r e p t  == NULL) 
r e p t  = s t d i n ;
# e n d i f
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n e x t  = 0;
i f  ( s r c [ n e x t + + ]  &0x80) { / *  d e c i d e  how t o  unpack c o l o r s  * /
m a x c o lo r  = 16;  
c o l o r s c a l e  = 0 . 5 ;  
r u n _ t h r e s h  = 2;
}
e l s e  {
m a x c o lo r  = 25 6; 
c o l o r s c a l e  = 1 . 0 ;  
r u n _ t h r e s h  = 1;
}
maxx = s r c [ n e x t + + ]  «  8;
maxx |=  s r c [ n e x t + + ] ;
maxy = s r c [ n e x t ++] «  8;
maxy |=  s r c [ n e x t + + ] ;
i f  ( d e s t  == NULL) {
d e s t  = (u ch a r  * )m a l lo c ( m a x x  * maxy * s i z e o f ( c h a r ) ) ;  
i f  ( d e s t  == NULL) {
Error_Msg(_FL_,"UnYarle",NF_MALLOC,maxx * maxy * 
s i z e o f ( c h a r ) ) ;  
r e tu rn (N U L L );
)
}
p a l e t t e s i z e  = 0;
i f  ( s r c [ 0 ]  & 0x40) { / *  p a l e t t e  s a v e d ,  r e s t o r e  i t  * /
t  = s r c [ 0 ]  & OxOF; 
n c o l o r s  = 2 «  t ;
L o a d _ P a l e t t e ( ( P a l e t t e  * ) & s r c [ n e x t ] , 0 , n c o l o r s ) ; 
p a l e t t e s i z e  = n c o l o r s  * 3 ;  / *  3 b y t e  p e r  p a l  e n t r y  * /
)
e l s e
n c o l o r s  = 0;
n e x t  += p a l e t t e s i z e ;
t o t a l b i t s  = s r c [ n e x t + + ] ;
t o t a l b i t s  = ( t o t a l b i t s  «  8) | s r c [ n e x t + + ] ;
t o t a l b i t s  = ( t o t a l b i t s  «  8) I s r c [ n e x t + + ] ;
t o t a l b i t s  = ( t o t a l b i t s  «  8) I s r c [ n e x t + + ] ;
b i t b u f f  = & s r c [ n e x t ] ;
c o l o r b u f f  = b i t b u f f  + (u lo n g )  c e i l ( ( d o u b l e ) t o t a l b i t s / 8 . 0 ) ;  
r u n b u f f  = c o l o r b u f f  + (u lo n g )  c e i l ( ( d o u b l e ) t o t a l b i t s  * c o l o r s c a l e )
m axpix  = maxx * maxy; 
i f  (m a x co lo r  == 16)
U n Y a r l e _ 4 ( m a x p i x , d e s t , b i t b u f f , c o l o r b u f f , r u n b u f f ) ;  
e l s e
U n Y a r l e _ 8 ( m a x p i x , d e s t , b i t b u f f , c o l o r b u f f , r u n b u f f ) ;  
r e t u r n ( d e s t ) ;
) / *  U nY arle  * /
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j  •k'k'k'k'k'k'k'k'kic'k'k-k'k'k'k'k-k'kickick'k'kifk'k'kie'k'k'kickick'k'k'k'k'k'k'kick'k'k'k'k'k'kic'k'kicis'kick'k'k
* U nY arle_4
* t h i s  r o u t i n e  d e c o m p r e s s e d  an im age i n  YARLE fo r m a t  w i t h
* n i b b l e  p a c k e d  c o l o r s ,  i . e .  16 c o l o r s ,  i . e .  4 b i t s  p e r  c o l o r ,
* h e n c e  t h e  name U n Y a r le _ 4 . The im age i s  d e c o m p r e s s e d  i n t o
* t h e  memory p o i n t e d  t o  by  d e s t .  I t  i s  assum ed  t h a t  t h e  amount
* o f  s p a c e  p o i n t e d  t o  b y  d e s t  i s  l a r g e  enough  t o  accommodate
* t h e  o r i g i n a l  im age (must b e  m axpix  number o f  b y t e s ) .
* P a r a m e te rs
* u n s ig n e d  l o n g  m axpix  —  # o f  p i x e l s  i n  d e c o m p r e s s e d  im age .
* u n s ig n e d  c h a r  * d e s t  —  b u f f e r  t o  d e c o m p r e ss  t o
* u n s ig n e d  c h a r  * b i t b u f f  —  s t a r t  o f  b i t  t a b l e
* u n s ig n e d  c h a r  * c o l o r b u f f  —  s t a r t  o f  c o l o r t a b l e
* u n s ig n e d  c h a r  * r u n b u f f  —  s t a r t  o f  run t a b l e
* R e tu r n s
* d e c o m p r e s s e d  im age t h r o u g h  t h e  p a r a m e te r  d e s t .
it**************************************************************/
v o i d  U n Y a r le _ 4 (u lo n g  m a x p i x , r e g i s t e r  u c h a r  * d e s t , r e g i s t e r  
u ch a r  * b i t b u f f , r e g i s t e r  u c h a r  * c o l o r b u f f , 
r e g i s t e r  u c h a r  * r u n b u f f )
{
r e g i s t e r u ch a r  p i x c o l o r ; / * c o l o r  from  c o l o r  t a b l e  * /
r e g i s t e r u c h a r  b i t p o s , /* mask f o r  g e t t i n g  b i t  from  b i t
c o l p o s ; / * w hich  n i b b l e  c o l o r  i s  i n  * /
r e g i s t e r u i n t  i , j , t ;
r e g i s t e r u i n t  b i , / * b i t  t a b l e  i n d e x  * /
r i , / * run t a b l e  i n d e x  * /
c i ; / * c o l o r  t a b l e  i n d e x  * /
c o l p o s  = 0;
b i t p o s  = 0x80;
b i  = r i  == c i  = 0;
f o r  ( i= 0 ; i  < m axpix;  ) (
i f  ( c o l p o s )  {
p i x c o l o r  = c o l o r b u f f [ c i + + ]  & OxOF;
}
e l s e
p i x c o l o r  = c o l o r b u f f [ c i ]  »  4; 
c o l p o s  = !c o l p o s ;
i f  ( b i t b u f f [ b i ]  & b i t p o s )  { / *  b i t  s e t .  * /
t  = r u n b u f f [ r i + + ]  + 2;
f o r  ( j= 0 ;  j  < t  && i  < m axp ix ;  j++) {
d e s t [ i + + ]  = p i x c o l o r ;
)
)
e l s e  (
d e s t [ i + + ]  = p i x c o l o r ;
)
b i t p o s  » =  1; 
i f  ( b i t p o s  = = 0 )  ( 
b i+ + ;
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b i t p o s  = 0x80;
}
}
} / *  U nY arle_4  * /
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* U nY arle_8
* t h i s  r o u t i n e  d e c o m p r e s s e d  an im age i n  YARLE fo r m a t  w i t h
* 256 c o l o r s ,  i . e .  8 b i t s  p e r  c o l o r ,  h en ce  t h e  name U n Y a r le _ 8 .
* The im age i s  d e c o m p r e s s e d  i n t o  t h e  memory p o i n t e d  t o  b y  d e s t .
* I t  i s  assum ed  t h a t  t h e  amount o f  s p a c e  p o i n t e d  t o  b y  d e s t  i s
* l a r g e  en ou gh  t o  accom m odate t h e  o r i g i n a l  im age  (must be
* m axpix  number o f  b y t e s ) .
*
* P a r a m e te r s
* u n s i g n e d  l o n g  m axpix  —  # o f  p i x e l s  i n  d e c o m p r e s s e d  i m a g e .
* u n s i g n e d  c h a r  * d e s t  —  b u f f e r  t o  d e c o m p r e ss  t o
* u n s ig n e d  c h a r  * b i t b u f f  —  s t a r t  o f  b i t  t a b l e
* u n s ig n e d  c h a r  * c o l o r b u f f  —  s t a r t  o f  c o l o r t a b l e
* u n s i g n e d  c h a r  * r u n b u f f  —  s t a r t  o f  run t a b l e
*
* R e tu r n s
* d e c o m p r e s s e d  im age th r o u g h  t h e  p a r a m e te r  d e s t .  
a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
v o i d  U n Y a r le _ 8 (u lo n g  m a x p i x , r e g i s t e r  u c h a r  * d e s t ,
r e g i s t e r  u c h a r  * b i t b u f f , r e g i s t e r  u c h a r  * c o l o r b u f f ,  
r e g i s t e r  u c h a r  * r u n b u f f )
{
r e g i s t e r u ch a r  p i x c o l o r ; / * c o l o r  from  c o l o r  t a b l e  * I
r e g i s t e r u ch a r  b i t p o s , / * mask f o r  g e t t i n g  b i t  from  b i t
c o l p o s ; / * w h ich  n i b b l e  c o l o r  i s  i n  * /
r e g i s t e r u i n t  i , j , t ;
r e g i s t e r u i n t  b i , / * b i t  t a b l e  in d e x  * /
r i , / * run t a b l e  in d e x  * /
c i ; / * c o l o r  t a b l e  i n d e x  * /
c o l p o s  = 0; 
b i t p o s  = 0x80;  
b i  = r i  = c i  = 0; 
f o r  ( i= 0 ;  i  < m axpix;  ) {
p i x c o l o r  = c o l o r b u f f [ c i + + ] ;
i f  ( b i t b u f f [ b i ]  & b i t p o s )  { / *  b i t  s e t .  * /
t  = r u n b u f f [ r i + + ]  + 1;
f o r  ( j= 0 ;  j  < t  && i  < m axp ix ;  j++) {
d e s t [ i + + ]  = p i x c o l o r ;
}
}
e l s e  {
d e s t [ i + + ]  = p i x c o l o r ;
}
b i t p o s  » =  1;  
i f  ( b i t p o s  == 0) { 
b i+ + ;
b i t p o s  = 0x80;
)
}
} / *  U nY arle_8  * /
7 8
Listing 3. 8086 assembly code for decompression.
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Matthew Au S ep tem b er  9, 1991
*
* F i l e :  a sm _unc.h
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f n d e f  _asm _unc_h  
# d e f i n e  _asm _unc_h
# d e f i n e  ASM_UNYARLE 1
e x t e r n  v o i d  U n Y a r le _ 4 ( u n s ig n e d  c h a r  f a r  * s r c , u n s i g n e d  c h a r  f a r  * d e s t ) ;
# e n d i f
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#pragma i n l i n e
/★★★a***********************************’*******’************************
* M atthew Au S ep tem b er  9 ,  1991
*
* F i l e :  a sm _ u n c .c
★
* T h is  f i l e  c o n t a i n s  U nY arle  w r i t t e n  i n  a s s e m b ly .
* U nY arle_4  u n c o m p r e s s e s  c o l o r s  t h a t  a r e  n i b b l e  co m p a cted .
* U nY arle_8  u n c o m p r e s s e s  c o l o r s  t h a t e  a r e  b y t e  p a c k e d .  
*********************************************************************/
# i n c l u d e  ”asm _unc.h"
e x t e r n  v o i d  A d j u s t _ O f f s e t ( u n s i g n e d  *s e g m e n t ,u n s i g n e d  * o f f s e t ) ;
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* U nY arle_4
* a s s e m b ly  la n g u a g e  v e r s i o n  o f  U n Y a r le _ 4 . The p a r a m e te r  l i s t
* h as  b e e n  m o d i f i e d  t o  s a v e  t i m e .  T h is  i s  p r i m a r i l y  c a l l e d  by
* t h e  a n im a t io n  d r i v e r  i n  L i s t i n g  4 .
*■
* P a r a m e te r s
* u n s ig n e d  c h a r  * s r c  —  p o i n t e r  t o  c o m p r e s s e d  im a g e .
* u n s i g n e d  c h a r  * d e s t  —  p o i n t e r  t o  fram e b u f f e r .
*
* R e tu r n s
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
v o i d  U n Y a r le _ 4 ( u n s ig n e d  c h a r  f a r  * s r c , u n s i g n e d  c h a r  f a r  * d e s t )
(
u n s ig n e d  s r c _ s e g , s r c _ o f f ; 
u n s ig n e d  d e s t _ s e g , d e s t _ o f f ; 
u n s i g n e d  b i t _ o f f , r u n _ o f f ; 
u n s ig n e d  e n d lo o p ;
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* n e e d  t o  g e t  t h e  s r c _ s e g , s r c _ o f f  and  d e s t _ s e g , d e s t _ o f f  and a d j u s t
* them  (make h uge  p o i n t e r s )  b e f o r e  d o in g  a n y t h i n g  e l s e .  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
asm p ush d s  / *  r e s t o r e  d s  b e f o r e  p r i n t f  * /
asm I d s s i , s r c  / *  d s : s i  i s  s o u r c e  * /
asm mov s r c _ s e g , d s
asm mov s r c _ o f f , s i
asm cmp s i ,  16
asm jb g e t d s t
A d j u s t _ O f f s e t ( & s r c _ s e g , & s r c _ o f f ) ;
asm mov d s , s r c _ s e g
asm mov s i , s r c _ o f f
asm l e s  d i , d e s t  / *  e s : d i  i s  d e s t  * /
asm mov d e s t _ s e g , e s
asm mov d e s t  o f f , d i
asm cmp d i ,  16
asm jb g e t a d r
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A d j u s t _ O f f s e t ( & d e s t _ s e g , & d e s t _ o f f ) ;
asm mov e s , d e s t _ s e g
asm mov d i , d e s t  o f f
/* * * * * *******★ **
* n e e d  t o c a l c t h e  l o c a t i o n s  o f  t h e  b i t b u f f ,  r u n b u f f ,  & c o l o r b u f f
***** *★ *■ *************************************★ *****★ *******/
g e t a d r : asm mov a h , d s : [ s i ]  / *  ax  = r u n b u f f  s t a r t  * /
asm mov a l , d s : [ s i + l ]  / *  b i g  e n d ia n d  fo r m a t  * /
asm mov b h , d s : [ s i + 2 ]  / *  dx  = c o l o r b u f f  s t a r t  * /
asm mov b l , d s : [ s i + 3 ]
asm add s i ,  4 / *  b i t o f f  = s i  + 4 * /
asm mov d l , [ s i ]  / *  g e t  f i r s t  b i t s  * /
asm mov b i t _ o f f , s i
asm add s i , a x  / *  r u n b u f f  = b i t b u f f  + ax  * /
asm mov r u n _ o f f , s i
asm add s i , b x  / *  s i  h o l d s  c o l o r _ o f f  * /
/* * * * * * * * * * ***** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* i n i t i a l i z e  a l l  n e c e s s a r y  v a r i a b l e s
********** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
asm mov dh,80H  / *  l o a d  mask * /
asm mov a x , 64000 / *  e n d  o f  lo o p  * /
asm add a x , d i  / *  en d  o f  l o o p  + c u r r  d e s t  o f f s e t  * /
asm mov e n d l o o p , a x  / *  s a v e  s a v e  s a v e  en d  o f  lo o p  * /
j ********** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* g e t  c o l o r .
********** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
asm mov ah , 0 / *  ah d e c i d e s  i f  c o l o r  i n  low  o r  h i  * /
b e g i n : asm mov a l , [ s i ]
asm cmp ah , 0
asm j z c o l h i  / *  i f  ah 0 c o l o r  i n  h i  * /
asm and al,OFH / *  c o l o r  i n  lo w ,  and o f f  hi- * /
asm i n c s i  / *  g e t  n e x t  c o l o r  * /
asm jmp e n c o d e
c o l h i : asm mov c x , 4 / *  c o l o r  i n  h i ,  s h i f t  r i g h t  4 * /
asm s h r a l , c l
e n c o d e : asm x o r  ah ,01H  / *  t o g g l e  ah * /
!  ********** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* t e s t  t h e b i t f i e l d  i f  t h e  c o l o r  i s  r l e  e n c o d e d .
********** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
asm t e s t d l , d h  / *  i s  c o l o r  e n c o d e d ?  * /
asm j z move 1
asm mov b x , r u n _ o f f  / *  y e s ,  g e t  run l e n g t h  i n  c l  * /
asm mov c l , [ b x ]
asm mov c h , 0  / *  make s u r e  h i  b y t e  i s  c l e a r  * /
asm i n c word p t r  run o f f / *  p o i n t s  t o  n e x t  run l e n g t h  * /
asm d e c c l  / *  move r -  1 o f  t h a t  c o l o r  * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* move t h e  c o l o r  t h a t  many t i m e s .  f o r c o l  lo o p  moves r - 1  o f  t h a t  c o l o r
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* b e c a u s e  t h e  move a f t e r  t h e  l o o p  w i l l  t a k e  c a r e  o f  t h e  l a s t  move ( a l s o
* d o u b le s  a s  t h e  move f o r  run l e n g t h  o f  1 ) .  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
f o r c o l : asm mov
asm i n c d i
asm lo o p f o r c o l
move__l : asm mov
asm i n c d i
e s : [ d i ] , a l
e s : [ d i ] , a l  / *  move 1 run o r  l a s t  run o f  l o o p  * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* s e t  up t h e  n e x t  t im e  t h r u  t h e  l o o p .  
*********************************************************************/
asm s h r  
asm jn z  
asm mov 





asm pop  
} / *  U n Y arle_4  * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* A d j u s t _ O f f s e t  t a k e s  a s e g m e n t : o f f s e t  and a d j u s t s  i t  s o  t h a t  t h e
* o f f s e t  i s  b e tw e e n  0 & 1 5 .
*********************************************************************/
d h , 1 / *  g e t  n e x t  b i t  ( s h i f t  mask) * /
chkend  / *  i s  mask empty? * /
dh,80H  / *  y e s ,  r e l o a d  mask * /
word p t r  b i t _ o f f / *  and g e t  n e x t  b i t s  * /  
b x , b i t _ o f f  
d l , [ b x ]
cmp d i , e n d l o o p  / *  have  we moved e n u f  p i x e l s ?  * /  
b e g in
ds
v o i d  A d ju s t  
/
_ O f f s e t ( u n s i g n e d  *s e g , u n s i g n e d  * o f f )
asm l e s s i , s e g
asm mov a x , e s : [ s i ] / * ; d x : a x  h o l d s  s e g  * /
asm I d s d i , o f f
asm mov b x , d s : [d i ] / * bx  h o l d s  t h e  o f f s e t  * /
asm mov d x ,  0
asm mov c x ,  4
m u lt  4 : asm s h l  a x , l / * ;  32 b i t s  * 4 * /
asm r c l d x ,  1
asm l o o p m u lt  4
asm add a x ,  bx / * add o f f s e t  * /
asm adc dx , 0 / * ; add i n  any c a r r y  * /
asm mov c x ,  ax / * ; i s o l a t e  low  8 b i t s  * /
asm and cx,O fH / * ;  i s o l a t e  low  4 b i t s
asm mov d s : [ d i ] , c x / * ; s a v e  a s  o f f s e t  * /
asm mov c x ,  4
d i v 4 : asm s h r dx , 1 / * ; 32 b i t s  /  4 * /
asm r c r a x ,  1
asm l o o p d iv 4
asm mov e s : [ s i ] , ax / * ; s a v e  a s  segm ent * /
) / *  A d j u s t _ O f f s e t  * /
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Listing 4. Main routines for animation program on IBM PC.
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* M atthew Au S ep tem b er  2 0 ,  1991
*
* F i l e : a n i m a t e . c
*
* T h is  i s  t h e  a n im a t io n  d r i v e r  t h a t  l o a d s  i n  t h e  c o m p r e s s e d  p i c t u r e s
* & u n c o m p r e s s e s  them  w h i l e  c o l o r  c y c l i n g .  I t  u n c o m p r e s s e s  & c o l o r
* c y c l e s  u n t i l  a k e y s  i s  p r e s s e d .  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  < a l l o c . h >
♦ i n c l u d e  " c o m p r e ss .h "
♦ i n c l u d e  " g rap h .h "
♦ d e f i n e  MAX_PIC 60 / *  max number o f  p i c t u r e s  * /
c h a r  *CmpPic[MAX_PIC];
e x t e r n  v o i d  S u n g _ P a l e t t e 2 5 6 ( v o i d ) ; 
e x t e r n  u c h a r  * L o a d _ B in (c h a r  * fn am e) ;
m ain  ()
{
c h a r  f n a m e [1 5 ] ;  
i n t  i ;
i n t  d i r ;  / *  d i r e c t i o n  o f  a n i m a t i o n .  1 fo r w a r d .  - 1  backw ard * /
i n t  m a x p ic ;  / *  a c t u a l  ♦ o f  p i c t u r e s  l o a d e d  * /
i n t  s e g , o f f ;  
c h a r  * p i c b u f f ;
/ *  p i c b u f f  = f a r m a l l o c ( 6 4 0 0 0 L ) ; * /
p r i n t f ( " L o a d i n g  im a g e s  p l e a s e  w a i t . . . \ n " ) ;  
f o r  ( i= 0 ;  i  < MAX_PIC; i+ + )  {
sp r in tf(fn am e," M % 02d .Y C P " , i ) ; 
i f  ( F i l e _ E x i s t s ( f n a m e ) ) {
C m p P ic [ i ]  = L o a d _ B in ( fn a m e ) ; 
i f  ( i  % 10 == 0 && i  != 0) 
p r in t f ( " % d ,  " , i ) ;  
i f  (C m p P ic [ i]  == NULL) { / * l o a d e d  a s  many p i c s  a s  we c o u l d * /  
b r e a k ;  / *  s t a r t  a n im a t io n  * /
}
)
e l s e
b r e a k ;
1
m axpic  = i  -  1;
In it_G raph(V G A ,V 320X 200_256) ;
C l e a r _ S c r e e n ( V i s P a g e ) ;
S u n g _ P a l e t t e 2 5 6 ( ) ;
i= 0 ;
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d i r  = 1;
MaxColor = 16;
# i f  (0)
s e g  = F P _ S E G (p icb u ff)  ; 
o f f  = F P _ O F F (p ic b u f f ) ; 
# e n d i f
/ *  d e t e r m in e  seg m en t  & o f f s e t  * /  
/ *  o f  p i c b u f f  p t r  * /
w h i l e  ( ! k b h i t ( ) )  {
/ * Y _ U n c o m p r e s s ( C m p P ic [ i ] ,V i s P a g e ) ; * /
U n Y a r l e _ 4 ( C m p P i c [ i ] ,V i s P a g e ) ;
/* V G A _ C O P Y (se g ,o f f ) ; / *  co p y  p i c b u f f  t o  V is P a g e  * /
C y cle_C olors(R E V E R S E ); 
i  += d i r ;
i f  ( i  >= m axp ic )  { 
d i r  = - 1 ;  
i  = m a x p ic ;
)
i f  ( i  <= 0) { 
d i r  = 1; 
i  = 0;
}
}
f o r  ( i= 0 ;  i  <= m a x p ic ;  i+ + )  
f a r f r e e ( C m p P i c [ i ] ) ;
C lo s e _ G r a p h ( ) ;
) / *  m ain * /
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/* ------------------------------------------------------------------------------------------------------------
A u th or  :Sung Baker
F u n c t io n  Name :S u n g _ P a le t te 2 5 6 (V O ID )
P u rp o se  - .A ss ign  e a c h  o f  256 c o l o r  r e s i s t e r s  w i t h  a s p e c i f i e d
c o l o r  made o f  r e d ,  g r e e n ,  & b l u e  c o l o r  v a l u e s  
L o c a l  V a r i a b l e s  : i |  an i n d e x  u s e d  t o  c a l c u l a t e  r e d ,  g r e e n ,  & b l u e  
v a l u e s
f p _ s e g |  c o l o r  t a b l e  segm en t  a d d r e s s  
f p  o f f |  c o l o r  t a b l e  o f f s e t  a d d r e s s
 */
v o i d  S u n g _ P a l e t t e 2 5 6 ( v o i d )
{
i n t  i  ;
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  b l a c k  t o  m agenta  * /
S e t _ C o l o r 2 5 6 ( V G A P a l e t t e 2 5 6 , i ,  i * 4 ,  0 ,  i * 4 )  ; 
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  m agenta  t o  b l u e  * /
S e t _ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 6 ,  6 3 - i * 4 ,  0 ,  6 3 ) ;  
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  b l u e  t o  r e d  * /
S e t_ C o lo r 2 5 6  ( V G A P a le t t e 2 5 6 , i+ 3 2 ,  i * 4 ,  0 ,  6 3 - i * 4 ) ; 
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  r e d  t o  m agen ta  * /
S e t_ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 ,  i + 4 8 ,  63 , 0 ,  i * 4 ) ;
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  b l a c k  t o  y e l l o w  * /
S e t _ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 6 4 ,  i * 4 ,  i * 4 ,  0) ; 
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  y e l l o w  t o  g r e e n  * /
S e t _ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 8 0 ,  6 3 - i * 4 ,  6 3 ,  0 ) ;  
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  g r e e n  t o  r e d  * /
S e t _ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 9 6 ,  i * 4 ,  6 3 - i * 4 ,  0) ; 
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  r e d  t o  y e l l o w  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 1 2 ,  63 , i * 4 ,  0 ) ;
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  b l a c k  t o  cy a n  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 2 8 ,  0 ,  i * 4 ,  i * 4 ) ; 
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  c y a n  t o  b l u e  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 4 4 ,  0 ,  6 3 - i * 4 ,  6 3 ) ;  
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  b l u e  t o  g r e e n  * /
S e t _ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 6 0 ,  0 ,  i * 4 ,  6 3 - i * 4 ) ; 
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  g r e e n  t o  cy a n  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 7 6 ,  0 , 63 , i * 4 ) ;
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  b l a c k  t o  r e d  * /
S e t _ C o lo r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 1 9 2 ,  i * 4 ,  0 ,  0 ) ;  
f o r  ( i= 0 ;  i < 1 6 ;  i+ + )  / *  b l a c k  t o  b l u e  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 2 0 8 ,  0 ,  0 ,  6 3 - i * 4 ) ; 
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  b l a c k  t o  g r e e n  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 2 2 4 ,  0 ,  i * 4 ,  0 ) ;  
f o r  ( i= 0 ;  i< 1 6 ;  i+ + )  / *  c y a n  t o  y e l l o w  * /
S e t _ C o l o r 2 5 6 ( V G A P a le t t e 2 5 6 , i+ 2 4 0 ,  i * 4 ,  63 , 6 3 - i * 4 ) ;
S e t _ P a l e t t e 2 5 6 ( V G A P a l e t t e 2 5 6 ) ;




* l o a d s  a b i n a r y  im age from  t h e  s p e c i f i e d  f i l e .  I t  a t t e m p t s  t o
* a l l o c a t e  s p a c e  f o r  t h e  p i c t u r e  and i f  s u c c e s s f u l  l o a d s
* t h e  p i c t u r e  i n t o  t h e  s p a c e  and r e t u r n s  p o i n t e r .  I f  u n s u c c e s s f u l ,
* i t  r e t u r n s  n u l l .
*
* P a r a m e te rs
* c h a r  *fname —  ASCIIZ name o f  f i l e  t o  l o a d .
*
* R e tu r n s
* u n s ig n e d  c h a r  * p i c p t r  —  p o i n t e r  t o  f i l e  b u f f e r .  Remember t o
* f r e e  i t  when d o n e .  
*********************************************************************/
u c h a r  * L o a d _ B in (c h a r  *fname)
{
u c h a r  * p i c p t r ;  / *  p o i n t e r  t o  p i c t u r e  b u f f e r  * /
u i n t  s i z e ;  / *  f i l e  s i z e  * /
u i n t  c c ;  / *  b y t e s  r e a d  * /
FILE * i n f i l e ;  
i n t  i ;
s i z e  = F i l e _ S i z e ( f n a m e ) ; 
i n f i l e  = f o p e n ( f n a m e ," r " ) ;  
i f  ( i n f i l e  == NULL) {
f p r i n t f ( s t d e r r , " c o u l d n ' t  open  f i l e  % s \n " ,fn a m e ) ; 
p e r r o r ("") ; 
return(NULL) ;
}
p i c p t r  = (u ch ar  * ) m a l l o c ( ( u l o n g ) s i z e )  ; 
i f  ( p i c p t r  == NULL) {
f p r i n t f ( s t d e r r , " m a l l o c  r e t u r n e d  NULL, c o u l d n ' t  g e t  %u b y t e s \ n " ,  
s i z e ) ; 
re tu rn (N U L L );
1
c c  = f r e a d ( p i c p t r , s i z e , 1 , i n f i l e ) ; 
i f  ( c c  != 1) {
f p r i n t f ( s t d e r r , " e r r o r  r e a d i n g  f i l e  %s. c c  = %u s i z e  = % u\n",fnam e,  
c c , s i z e ) ; 
f r e e ( p i c p t r ) ; 
r e tu rn (N U L L );
}
f c l o s e ( i n f i l e ) ; 
r e t u r n ( p i c p t r ) ;
} / *  Load B in  * /
APPENDIX B
SOURCE CODE FOR KRIGING BASED COMPRESSION
This appendix is a compilation of the source code of the programs used to verify 
our theoretical results from our kriging based compression algorithm. The code was 
mainly developed on a Silicone Graphics 4D/85 running IRIX 4.0.1. At the time of the 
programming, the code was known as Yfantis-Au stochastic compression, or YASC. 
Some routines referenced by the code below are not found in these appendices. These 
routines are a part of a large collection of low level library routines maintained by the 
author and listing them is not practical in the space provided.
One deficiency of these programs is that the lags specified to the compression 
program must be powers of two. The problem is when the image is being decompressed. 
The technique relies on being able to estimate the point in the center of the sampling grid. 
When the distance between the points saved during compression is not a power of two, 
during some pass there will not be a point in the very center. For example assume a lag 
of three. The pattern is shown in Figure 18 on page 86.
•  o o •
o  o  o  o  
o  o  o  o
•  o o •
Figure 18. Four center points when lag = 3.
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Note there are four points in the center of the pattern. Futher study should go into solving 
this problem.
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Listing 1. The main YASC compression program.
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/* %w% */
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Matthew Au November 1 5 ,  1992
*
* F i l e :  y a s c . h
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f n d e f  _ y a s c _ h  
# d e f i n e  _ y a s c _ h
# i n c l u d e  "m ytype .h"
# i n c l u d e  "ppm.h"
# d e f i n e  YASC_MAGIC_NUMBER 0x20
# d e f i n e  SQRT_3 1 .7 3 2 0 5 0 8 0 8
t y p e d e f  s t r u c t  _ y a s c b u f f  { 
u c h a r  m agic_num ber;
u c h a r  l a g ;  / *  l a g  s p a c i n g  i n  x  d i r e c t i o n  * /
u i n t  w ,h ;  / *  w id th  & h e i g h t  o f  o r i g i n a l  im age * /
PPM ppm;
} * Y a s c B u f f , Y a sc B u ffR e c ;
t y p e d e f  s t r u c t  _ y p o i n t  { 
i n t  h , v;
} Y P o in t ;
t y p e d e f  s t r u c t  _ y l i n e s e g  {
Y P o in t  s ;  / *  s t a r t i n g  p o i n t  o f  l i n e  s e g  * /
i n t  s c ;  / *  s t a r t i n g  p o i n t  c o l o r  * /
Y P o in t  e ;  / *  e n d in g  p o i n t  o f  l i n e  s e g  * /
i n t  e c ;  / *  e n d in g  p o i n t  c o l o r  * /
b o o le a n  p l o t ;  / *  d e c i d e s  w h ich  p o i n t s  t o  p l o t  * /
} Y L ineSeg;
# i f ( STDC ) / *  e x t e r n  f u n c t i o n s  h e r e  * /
e x t e r n  d o u b le  Compute_Lag(PPM s r c , i n t  l a g ) ; 
e x t e r n  Y a s c B u f f  Yasc(PPM s r c , u i n t  d x ) ; 
e x t e r n  v o i d  P r in t_L ags(P P M  s r c , i n t  n l a g s ) ; 
e x t e r n  v o i d  S a v e _ Y a s c (c h a r  * f n a m e ,Y a s c B u f f  s r c ) ; 
e x t e r n  Y a s c B u ff  L o a d _ Y a sc (c h a r  * f n a m e ) ; 
e x t e r n  PPM U n Y a sc (Y a scB u ff  s r c ) ;
# e l s e
e x t e r n  d o u b le  C om pute_Lag( ) ;  
e x t e r n  Y a s c B u f f  Y a s c O ;  
e x t e r n  v o i d  P r i n t _ L a g s ( ) ;  
e x t e r n  v o i d  S a v e _ Y a s c ( ) ;  
e x t e r n  Y a s c B u ff  L o a d _ Y a s c ( ) ;  
e x t e r n  PPM U n Y a sc( ) ;
# e n d i f  / *  e x t e r n  f u n c t i o n s  * /
# e n d i f  / *  _ y a s c _ h  * /
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/ *  %w% * /
* M atthew Au December 2 2 ,  1992
★
* F i l e :  y a s c - m a i n . c
★
* T h is  f i l e  c o n t a i n s  t h e  m ain r o u t i n e  t h a t  c o m p r e s s e s  an
* im age  w i t h  t h e  Y f a n t i s - A u  S t o c h a s t i c  C o m p ress io n  a l g o r i t m
* b a s e d  on k r i g i n g .  
**************************************************************/
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  <m ath .h>
♦ i n c l u d e  " m ytyp e . h"
♦ i n c l u d e  "debug.h"
♦ i n c l u d e  " m y s tr in g .h "
♦ i n c l u d e  " y a s c .h "
* m ain
* p a r s e s  t h e  command l i n e ,  l o a d s  an im age i n  PGM fo r m a t ,
* c o m p r e s s e s  t h e  im age by  c a l l i n g  Y a sc ,  s a v e s  t h e  c o m p r e sse d
* im age a s  < f i l e > . y a s  and a l s o  a s  f o o - < f i l e > . p p m .  The e x t r a
* f i l e  i s  f o r  v e r i f i c a t i o n  p u r p o s e s .  The d i f f e r e n c e  b e tw een
* t h e  . y a s  fo r m a t  and t h e  f o o - < f i l e > . p p m  fo r m a t  a r e  s l i g h t .
* The . y a s  f i l e  h a s  e x t r a  h e a d e r  i n f o r m a t i o n  t h a t  i s  u s e d
* b y  t h e  d e c o m p r e s s io n  a l g o r i t h m ,  e . g .  a m a g ic  number, l a g
* s i z e ,  and t h e  w id th  & h e i g h t  o f  o r i g i n a l  im a g e .  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
♦ i f  ( STDC )
v o i d  m a i n ( i n t  a r g c , c h a r  * a r g v [ ] )
♦ e l s e
v o i d  m a i n ( a r g c ,a r g v )  
i n t  a r g c ;  
c h a r  * a r g v [ ] ;
♦ e n d i f
{
c h a r  * in fn a m e;
FILE * i n f i l e , * o u t f i l e ;
PPM s r c ;
Y a s c B u ff  d e s t ;  
c h a r  o u t f n a m e [ 8 1 ] ;  
c h a r  b a s e f n a m e [ 8 1 ] ;  
i n t  l a g ;
s w i t c h ( a r g c )  { 
c a s e  2:
in fn a m e  = a r g v [ — a r g c ] ;  
l a g  = 5; 
b r e a k ;  
c a s e  3:
in fn a m e  = a r g v [ — a r g c ] ;
s s c a n f ( a r g v [— a r g c ] , " % d " ,s la g ) ;
b r e a k ;
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d e f a u l t :
E r r o r _ M s g (_ F L _ ,a r g v [ 0 ] , F_SPECIAL,
"U sage: %s [ l a g ]  < i n f i l e . p g m >  " , a r g v [ 0 ] ) ;
b r e a k ;
)
s r c  = L oad_P P M (infnam e);
p r i n t f ( " c o m p r e s s i n g  %s w i t h  l a g  %d\n", in fn a m e ,  l a g ) ; 
d e s t  = Y a s c ( s r c , l a g ) ;
s t r c p y ( b a s e f n a m e , i n f n a m e ) ;
S t r i p _ S u f f i x ( b a s e f n a m e ) ;
s p r i n t f ( o u t f n a m e , " % s . y a s " , b a s e f n a m e ) ;
S a v e _ Y a s c ( o u t f n a m e , d e s t ) ;
s p r i n t f ( o u t f n a m e ," f o o - % s .p g m " ,b a s e f n a m e ) ;
S a v e _ P P M (o u t fn a m e ," P 5 " ,d e s t -> p p m );
/ *  main * /




* Matthew Au December 2 2 ,  1992
*
* F i l e :  u n y a s c - m a i n .c
★
* T h is  f i l e  c o n t a i n s  t h e  main d r i v e r  f o r  d e c o m p r e s s in g  YASC
* c o m p r e sse d  i m a g e s . 
**************************************************************/
# i n c l u d e  < s t d i o . h >
♦ i n c l u d e  <m ath .h>
♦ i n c l u d e  "m ytype .h"
♦ i n c l u d e  "debug .h"
♦ i n c l u d e  " m y s tr in g .h "
♦ i n c l u d e  " y a s c .h "
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* main
* p a r s e s  t h e  command l i n e ,  l o a d s  an im age i n  PGM fo r m a t ,
* d e c o m p r e s s e s  t h e  im age by c a l l i n g  UnYasc, s a v e s  t h e
* d e c o m p r e s s e d  im age a s  < f i l e > . y a s  and a l s o  a s
* f o o - < f i l e > . p p m .  The e x t r a  f i l e  i s  f o r  v e r i f i c a t i o n  p u r p o s e s .
* The d i f f e r e n c e  b e tw e e n  t h e  . y a s  fo rm a t  and t h e
* f o o - < f i l e > . p p m  fo rm a t  a r e  s l i g h t .  The . y a s  f i l e  h a s  e x t r a
* h e a d e r  i n f o r m a t i o n  t h a t  i s  u s e d  by  t h e  d e c o m p r e s s io n
* a l g o r i t h m ,  e . g .  a m ag ic  number, l a g  s i z e ,  and t h e  w id th  &
* h e i g h t  o f  o r i g i n a l  im a g e .  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
♦ i f  ( STDC )
v o i d m a i n ( i n t  a r g c , c h a r  * a r g v [ ] )
♦ e l s e
v o i d  m a in ( a r g c ,  a rg v )  
i n t  a r g c ;  
c h a r  * a r g v [ ] ;
♦ e n d i f
{
c h a r  * in fn a m e ;
Y a sc B u ff  s r c ;
PPM d e s t ;
c h a r  o u t f n a m e [ 8 1 ] ;  
c h a r  b a s e f n a m e [ 8 1 ] ;
i f  (a r g c  = = 2 )  {
in fn a m e  = a r g v [ — a r g c ] ;
)
i f  (a r g c  != 1) {
E r r o r _ M s g (_ F L _ ,a r g v [0] , F_SPECIAL,
"U sage: %s < i n f i l e . p g m >  " , a r g v [ 0 ] ) ;
}
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p r i n t f  ( " b e f o r e  L o a d _ Y a s \n " ) ; 
s r c  = L o a d _ Y a s c ( in fn a m e ) ; 
p r i n t f ( " l o a d e d  y a s c .  B e f o r e  U n y a s c \ n " ) ; 
d e s t  = U n Y a s c ( s r c ) ;
s t r c p y ( b a s e f n a m e , in f n a m e )  ;
S t r i p _ S u f f i x ( b a s e f n a m e ) ;
s p r i n t f ( o u t f n a m e , " n e w - l s . p g m " , b a s e f n a m e ) ; 
p r i n t f ( " s a v i n g  %s\n", o u t f n a m e ) ;
S a v e _ P P M (o u t fn a m e ," P 5 " ,d e s t ) ;
/ *  m ain * /
Listing 3. YASC routines for square sampling.
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/* %w% */
* M atthew Au December 2 3 ,  1992
*
* F i l e :  y a s c . c
*
* t h i s  f i l e  c o n t a i n s  t h e  r o u t i n e s  t h a t  p e r fo r m  Y asc  c o m p r e s s io n
* and d e c o m p r e s s io n  w i t h  a s q u a r e  s a m p l in g  g r i d .  
**************************************************************/
# i f d e f  IRIX 
# i n c l u d e  < s y s / t y p e s . h >  
# i n c l u d e  < m a l lo c .h >  
# e n d i f
# i n c l u d e  < s t d i o . h >  
♦ i n c l u d e  <m ath .h>
# i f ( I R I X )
♦ i n c l u d e  < g l .h >  
♦ i n c l u d e  < d e v i c e . h >  
♦ e n d i f
♦ i n c l u d e  "m ytype.h"  
♦ i n c l u d e  "debug.h"  
♦ i n c l u d e  " m y s tr in g .h "  
♦ i n c l u d e  " y a s c .h "  
♦ i n c l u d e  "ppm.h"
/**************************************************************
* P u t _ P o in t
* p l o t s  a p o i n t  on t h e  s c r e e n .  GL ( S i l i c o n e  G r a p h ic s
* G r a p h ic s  L ib r a r y )  s p e c i f i c .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* i n t  x , y  —  x , y  l o c a t i o n  o f  p i x e l  t o  p l o t
* i n t  c —  c o l o r  o f  p i x e l  t o  p l o t
*
* R e t u r n s :
* v o i d
**************************************************************/ 
# i f  ( STDC )
v o i d  P u t _ P o i n t ( i n t  x , i n t  y , i n t  c)
# e l s e
v o i d  P u t _ P o i n t ( x , y , c )  
i n t  x;  
i n t  y;  
i n t  c  ;
# e n d i f
{
l o n g  p [ 2 ] ? 
l o n g  r g b c ;
i f  (x < 0 II y  < 0)
E rror_M sg(_F L _," U n Y asc" , F_SPECIAL,
" so m e th in g  f r i e d ,  (%d,%d)" , x , y ) ;
/ * p r i n t f ( " (%3d,%3d) % 3 d \ n " , x , y , c ) ; * /
p [0] = x ;
p [ l ]  = y;
rgb c  = c ;
rgb c  = (r g b c  «  8) | c ;
rgb c  = (rg b c  «  8) | c ;
b g n p o in t  ( ) ;
c p a c k ( r g b c ) ;
v 2 i ( p ) ;
e n d p o i n t ( ) ;
} / *  P ut P o i n t  * /
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/★★************************************************************
* W a it_ B u tto n
* w a i t  u n t i l  t h e  mouse b u t t o n  i s  r e l e a s e d .  GL s p e c i f i c .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* i n t  b u t t o n  —  b u t t o n  number t o  w a i t  on .  v a l i d  numbers a r e
* —  LEFTMOUSE, MIDDLEMOUSE, RIGHTMOUSE
*
* R e t u r n s :
* v o i d
# i f  ( STDC )
v o i d  W a i t _ B u t t o n ( i n t  b u t t o n )
# e l s e
v o i d  W a it_ B u t t o n ( b u t t o n )  
i n t  b u t t o n ;
# e n d i f
{
w h i l e  ( g e t b u t t o n ( b u t t o n )  == 0)
7
) / *  Wait B u t to n  * /
/**************************************************************
* P r in t _ L a g s
* p r i n t s  t h e  s e m iv a r io g r a m  o f  t h e  s r c  im a g e .  I t  c a l l s
* Compute_Lag t o  f i n d  t h e  c o r r e l a t i o n  b e tw een  p i x e l s  whose
* d i s t a n c e  r a n g e s  from  1 t o  n l a g s .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* PPM s r c  —  s r c  im age i n  pgm f o r m a t .
* i n t  n l a g s  —  t o t a l  # o f  l a g s  t o  p r i n t
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i f  ( STDC )
v o i d  P r in t_ L a g s(P P M  s r c , i n t  n l a g s )
# e l s e
v o i d  P r i n t _ L a g s ( s r c , n l a g s )
PPM s r c ;  
i n t  n l a g s ;
# e n d i f
{
i n t  i ;
f o r  ( i = l ;  i  <= n l a g s ;  i+ + ) {
p r i n t f ( " % d \ t % l f \ n " , i , C o m p u t e _ L a g ( s r c , i ) ) ;
}
} / *  P r in t _ L a g s  * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Compute_Lag
* f i n d s  t h e  c o r r e l a t i o n  b e tw e e n  p i x e l s  w hose d i s t a n c e  i s  l a g
* p i x e l s  away and r e t u r n s  t h i s  v a l u e s .  The g r e a t e r  t h e  number
* t h e  l e s s  t h e  c o r r e l a t i o n .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* PPM s r c  —  p o r t a b l e  g r a y  map o f  o r g i n g a l  im age
* i n t  l a g  —  d i s t a n c e  b e tw e e n  p i x e l s  t o  sa m p le  and c o r r e l a t e
*
* R e t u r n s :
* d o u b le  gamma —  s e m iv a r io g r a m  f o r  t h e  g i v e n  l a g  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
d o u b le  Compute_Lag(PPM s r c , i n t  l a g )
# e l s e
d o u b le  C o m p u te _ L a g ( s r c , la g )
PPM s r c ;  
i n t  l a g ;
# e n d i f
{
d o u b le  n l a g s ;  
d o u b le  gamma; 
d o u b le  s u m , d i f f ;  
i n t  x , y ;
i n t  p r e v p i x , n e x t p i x ;
x  = ( s r c -> w  -  l a g )  * s r c - > h ;  
i f  (x < 0) 
x  = 0 ;
y  = ( s r c - > h  -  l a g )  * s r c -> w ;  
i f  (y < 0) 
y  = 0;  
n l a g s  = x  + y;  
i f  ( n la g s  == 0) 
r e t u r n ( 0 . 0 ) ;
/ *  h o r i z o n t a l  l a g s  * /  
gamma = 0;
f o r  (y  = 0; y  < s r c - > h ;  y++) { 
sum = 0;
f o r  (x = 0; x  < s r c - > w - l a g ;  x++) {
p r e v p i x  = G e t _ P i x e l ( s r c , x , y ) ; 
n e x t p i x  = G e t _ P i x e l ( s r c , x + l a g , y ) ; 
d i f f  = ( n e x t p i x  -  p r e v p i x ) ; 
sum += d i f f  * d i f f ;
)
gamma += sum /  n l a g s ;
)
/ *  v e r t i c a l  l a g s  * /  
f o r  (x = 0; x  < s r c -> w ;  x++) {
p r e v p i x  = G e t _ P i x e l ( s r c , x , 0 ) ;
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sum = 0;
f o r  (y  = 0; y < s r c - > h - l a g ;  y++) {
p r e v p i x  = G e t _ P i x e l ( s r c , x , y ) ; 
n e x t p i x  = G e t _ P i x e l ( s r c , x , y + l a g ) ; 
d i f f  = ( n e x t p i x  -  p r e v p i x ) ; 
sum += d i f f  * d i f f ;
}
gamma += sum /  n l a g s ;
)
r e tu r n (g a m m a );




* y a s c  c o m p r e s s io n  a l g o r i t h m .  I t  i s  r e a a l y  q u i t e  s i m p l e .
* A l l  i t  d o e s  i s  s a v e  o f f  e v e r y  dx p i x e l .  So i f  dx  = 4
* Y asc  s a v e s  o f f  e v e r y  4 th  p i x e l .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* PPM s r c  —  im age t o  co m p ress  i n  P o r t a b l e  Gray Map fo r m a t
* u i n t  dx  —  s p a c i n g  b e tw e e n  p i x e l s
*
* R e t u r n s :
* Y a sc B u ff  t a r g  —  c o m p r e s s e d  im a g e .  
**************************************************************/
# i f  ( STDC )
Y a sc B u ff  Yasc(PPM s r c , u i n t  dx)
# e l s e
Y a sc B u f f  Y a s c ( s r c , d x )
PPM s r c ;  
u i n t  dx;
# e n d i f
{
u i n t  t x , t y ;
Y a s c B u ff  t a r g ;
u i n t  c ;  / *  c o l o r  * /
d o u b le  e x p 2 ;  / *  e x p o n e n t  o f  dx b a s e  2 * /
/ *  f o r c e  dx  t o  be  some pow er . o f  2 * /
exp2 = c e i l ( l o g ( ( d o u b le )d x )  /  l o g ( 2 . 0 ) ) ;  
dx = p o w ( 2 . 0 , e x p 2 ) ; 
p r i n t f ("2 A %lf = %d\n", e x p 2 , d x ) ;
t a r g  = (Y a scB u ff)  m a l l o c ( s i z e o f ( Y a s c B u f f R e c ) ) ;  
i f  ( t a r g  == NULL) {
E rr o r _ M sg (_ F L _ ," Y a sc" ,F _ M A L L O C ,s iz e o f (Y a sc B u ffR e c ) ) ;
}
ta rg -> p p m  = (PPM) m a l l o c ( s i z e o f ( P P M R e c ) ) ;  
i f  ( targ -> p p m  == NULL)
E rror_M sg(_F L _,"Y asc" ,F _M A L L O C ,sizeof(P P M R ec)) ;
ta rg -> m a g ic_ n u m b er  = YASC_MAGIC_NUMBER; 
t a r g - > l a g  = dx;
t a r g - > w  = s r c -> w ;  / *  s a v e  o r i g i n a l  w id th  & h e i g h t  * /
t a r g - > h  = s r c - > h ;
targ->p p m -> w  = s r c -> w  /  dx;
ta rg -> p p m -> h  = s r c - > h  /  dx;
ta r g -> p p m -> n b y te s  = s r c - > n b y t e s ;
t a r g - > p p m -> n c o lo r s  = s r c - > n c o l o r s ;
t a r g - > p p m - > p ic .b  = (u ch a r  * ) m a l lo c ( ta r g -> p p m -> w  * ta r g -> p p m -> h  *
t a r g - > p p m ~ > n b y t e s ) ;
t a r g -> p p m -> g e t  = s r c - > g e t ;  
ta r g -> p p m -> p u t  = s r c - > p u t ;
1 0 0
f o r  ( t y  = 0 ;  t y  < ta r g -> p p m -> h ;  ty + + )  { 
f o r  ( tx = 0 ;  t x  < targ -> p p m -> w ; t x + + ) {
c = G e t _ P i x e l ( s r c , t x  * d x , t y  * dx) ; 
P u t J P i x e l ( t a r g - > p p m , t x , t y , c ) ;
}
)
r e t u r n ( t a r g ) ;
/ *  Yasc * /
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* UnYasc
* d e c o m p r e s s e s  t h e  im age u s i n g  a s q u a r e  s a m p l in g  p a t t e r n .
* I t  works by  g e n e r a t i n g  an a r r a y  t h a t  g i v e s  t h e  r e l a t i v e
* l o c a t i o n  o f  a p i x e l ' s  n e a r e s t  n e i g h b o r s .  The a r r a y  i s
* d e f i n e d  b e lo w  a s  a s t r u c t  c a l l e d  r e a c h .  J u s t  b e f o r e
* we u s e  i t ,  we u s e  t h e  l a g  i n f o r m a t i o n  t o  d e c i d e  where
* any p i x e l ' s  n e a r e s t  n e i g h b o r s  i s  (remember t h i s  i s  r e l a t i v e
* s o  b y  i n i t i a l i z i n g  t h i s  o n c e  p e r  l a g ,  we g e t  t h e  l o c a t i o n s
* f o r  a l l  o f  t h e  p i x e l s ) .  On e a c h  p a s s ,  t h e  l e n g t h  o f  t h e
* l a g  i s  d i v i d e d  b y  tw o .  T h is  s e t s  u s  up t o  c a l c u a t e  t h e
* p o i n t s  on t h e  n e x t  p a s s  (remember t h e  l a g  i n f o  g e n e r a t e s
* t h e  r e a c h  i n f o ) . T h is  c o n t i n u e s  u n t i l  t h e  number o f  p a s s e s
* e q u a l s  t h e  s i z e  o f  t h e  o r i g i n a l  l a g .
*
* G l o b a I s :
* none
*
* P a r a m e t e r s :
* Y a sc B u ff  s r c  —  c o m p r e s s e d  im a g e .  The s t r u c t  c o n t a i n s
a l l  t h e  i n f o  t o  d e c o m p r e ss  t h e  im age ( th e
* l a g  and s i z e  o f  o r i g i n a l  im age)
★
* R e tu r n s :
* PPM t a r g  —  u n c o m p r e sse d  im age i n  P o r t a b l e  Gray Map fo r m a t .
# i f  ( STDC )
PPM U n Y a sc (Y a sc B u ff  s r c )
# e l s e
PPM U n Y a sc (sr c )
Y a s c B u f f  s r c ;
# e n d i f
{
PPM t a r g ;
i n t  s x , s y ;  / *  s o u r c e  x , y  * /
i n t  t x , t y ;  / *  t a r g e t  x , y  * /
i n t  c ;  / *  c o l o r  * /
i n t  i  ;
i n t  p; / *  what p a s s  we a r e  on * /
i n t  l a g ;  / *  u s e d  t o  g e n e r a t e  r e a c h  * /
i n t  s r , e r , d i v ;  / *  s t a r t  r ( r e a c h  i n d e x ) ,  en d  r ,  d i v  f o r  a v g  * /
i n t  x ,  y ,  r;
b o o l e a n  o d d l i n e ;  / *  d e t e r m in e s  on p a s s  2 , 4  i f  we n e e d  o d d l i n e  * /
/ *  c o m p e n s a t io n  * /  
s t a t i c  s t r u c t  _ p a s s  { / *  i n f o  n e e d e d  f o r  e a c h  p a s s  o f  u n com p ress  * /  
i n t  s x , s y ;  / *  s t a r t  x , y  * /
i n t  d x ,d y ;  / *  d e l t a  x , y  * /
s t r u c t  _ r e a c h  { / *  r e l a t i v e  l o c a t i o n  o f  4 n e i g h b o r i n g  p o i n t s  * /
i n t  x , y ;
) r e a c h [ 4 ] ;
) p a s s ;
t a r g  = (P P M )m a l lo c ( s iz e o f (P P M R e c ) ) ; 
t a r g - > w  = s r c -> w ;
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t a r g - > h  = s r c - > h ;
t a r g - > n c o l o r s  = s r c - > p p m - > n c o l o r s ; 
t a r g - > n b y t e s  = s r c - > p p m - > n b y t e s ; 
t a r g - > g e t  = s r c -> p p m -> g e t ;  
t a r g - > p u t  = s r c -> p p m -> p u t;
t a r g - > p i c . b  = (u ch ar  * ) m a l l o c ( t a r g - > w  * t a r g - > h  * t a r g - > n b y t e s ) ;
p r e f p o s i t i o n ( 0 , 0 + s r c - > w , 0 , 0 + s r c - > h ) ; 
w i n o p e n ( " u n y a s c " ) ;
RGBmode( ) ;  
g c o n f i g O  ; 
c p a c k ( O x f f f f f f ) ;  
c l e a r ( ) ;
f o r  ( sy = 0 ;  s y  < s rc -> p p m -> h ;  sy++) {
f o r  ( sx = 0 ;  s x  < src->ppm ->w ; sx++) {
c  = G e t _ P i x e l ( s r c - > p p m , s x , s y ) ;
P u t _ P i x e l ( t a r g , s x * s r c - > l a g , s y * s r c - > l a g , c ) ;
P u t _ P o i n t ( s x * s r c - > l a g , s r c - > h  -  s y * s r c - > l a g , c ) ;
}
}
l a g  = s r c - > l a g  »  1; 
f o r  (p = 0; p < s r c - > l a g ;  p++) ( 
o d d l i n e  = FALSE; 
p a s s . s x  = l a g ;  
p a s s . d x  = l a g  «  1;
/ *  i f  i t ' s  an e v e n  p a s s  (remember c o u n t i n g  from  z e r o  s o  e v e n  i s  
* odd and odd i s  ev en )
* /
i f  ( (p & 0x01) == 0) { / *  odd c a s e  s q u a r e  p a t t e r n  * /
p r i n t f ( " s q u a r e  c a s e \ n " ) ; 
p a s s . s y  = l a g ;  
p a s s . d y  = l a g  «  1; 
p a s s . r e a c h [ 0 ] . x  = - l a g ;  
p a s s . r e a c h [ 0 ] . y  = - l a g ;  
p a s s . r e a c h [ 1 ] . x  = l a g ;  
p a s s . r e a c h [ 1 ] . y  = - l a g ;  
p a s s . r e a c h [ 2 ] . x  = - l a g ;  
p a s s . r e a c h [ 2 ] . y  = l a g ;  
p a s s . r e a c h [ 3 ] . x = l a g ;  
p a s s . r e a c h [ 3 ] .y  = l a g ;
}
e l s e  { / *  e v e n  c a s e  diam ond p a t t e r n  * /
p r i n t f ( " d i a m o n d  c a s e \ n " ) ; 
p a s s . s y  = 0; 
p a s s . d y  = l a g ;  
p a s s . r e a c h [ 0 ] . x  = 0; 
p a s s . r e a c h [ 0 ] .y  = - l a g ;  
p a s s . r e a c h [ 1 ] . x  = 0; 
p a s s . r e a c h [ 1 ] .y  = l a g ;  
p a s s . r e a c h [ 2 ] . x  = - l a g ;  
p a s s . r e a c h [ 2 ] .y  = 0; 
p a s s . r e a c h [ 3 ] . x  = l a g ;  
p a s s . r e a c h [ 3 ] .y  = 0;
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l a g  » =  1;
}
i f  ( p a s s . d x  == 0 II p a s s . d y  == 0) 
c o n t i n u e ;  
p r i n t f ( " P a s s  % d \n " ,p ) ;
p r i n t f (" s x ,  s y  = ( % 3 d , % 3 d ) \ n " , p a s s . s x , p a s s . s y ) ; 
p r i n t f (" d x ,  dy = ( % 3 d ,% 3 d ) \ n " ,p a s s .d x ,p a s s ,d y ) ; 
f o r  ( i = 0 ;  i  < 4; i++)
p r i n t f (" rx%d,ry%d= ( % 3 d ,% 3 d ) \n " , i , i ,  
p a s s . r e a c h [ i ] . x , p a s s . r e a c h [ i ] . y ) ;
f o r  (y = p a s s . s y ;  y  < s r c - > h ;  y  += p a s s . d y )  { 
x  = p a s s . s x ;
/ *
* i f  t h e  p a s s  i s  2 o r  4 add t h i s  i s  an o d d l i n e ,  we h a v e
* t o  make an a d ju s tm e n t  t o  t h e  s t a r t i n g  x .
*
* S i n c e  we c o u n t  from  0 (p a s s  1 i s  0) we h a v e  t o  t e s t  f o r
* o d d n e s s  i n s t e a d  o f  e v e n n e s s .  A l s o  n o t e  t h a t  o d d l i n e  i s
* t r u e  f o r  e v e r y  o t h e r  l i n e .  By a n d in g  p and o d d l i n e  and
* s e e i n g  i f  t h i s  i s  n o n - z e r o  ( t r u e )  th e n  we ca n  q u i c k l y
* d e c i d e  i f  we n e e d  t o  m o d ify  x .  N o te  t h a t  when p  i s  0
* o r  2 (p a s s  1 o r  3) t h a t  t h e  lo w  b i t  i s  o f f  and  by
* a n d in g  t h i s  w i th  o d d l i n e  w i l l  b e  f a l s e .
* /
i f  (p & o d d l i n e )  
x = 0;
f o r  (; x  < sr c -> w ;  x  += p a s s . d x )  {
/ *  x == 0 & y  == 0 s h o u l d  b e  m u t a l l y  e x c l u s i v e ,  h e n c e  e l s e .
* c o l o r  i s  fo u n d  by a v e r a g i n g  4 " n e igh b or"  p o i n t s ,  b u t  on
* b o u n d a r ie s ,  we o n l y  u s e  2 p o i n t s .
* . r e a c h  t e l l s  who i s  a p o i n t ' s  n e i g h b o r .
* /
i f  (y == 0 I I y  >= s r c - > h )  { 
s r  = 2; e r  = 4; d i v  = 2;
}
e l s e  i f  (x == 0 I | x  >= sr c -> w )  { 
s r  = 0; e r  = 2; d i v  = 2 ;
)
e l s e  {
s r  = 0; e r  = 4; d i v  - 4;
}
c  = 0;
f o r  (r  = s r ;  r < e r ;  r++) {
i n t  f x , f y ;
f x  = x  + p a s s . r e a c h [ r ] . x ;  
f y  = y  + p a s s . r e a c h [ r ] . y ;  
c  += G e t _ P i x e l ( t a r g , f x , f y ) ;
}
c  / =  d i v ;
P u t _ P i x e l ( t a r g , x , y ,  c ) ;
P u t _ P o i n t ( x , s r c - > h  -  y , c ) ;
) / *  f o r  x * /  
o d d l i n e  A= 1 ;
} / *  f o r  y  * /
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} / *  f o r  p * /
Wait_Button(MIDDLEMOUSE); 
r e t u r n ( t a r g ) ;









* s a v e s  a Y a sc B u ff  t o  a f i l e  named fnam e.
*
* G l o b a l s :
* none
*
* P a r a m e te r s :
* c h a r  *fname —  f i l e  name o f  s a v e d  b u f f e r
* Y a s c B u f f  s r c  —  c o m p r e sse d  im age i n  Yasc fo rm a t  t o  s a v e
*
* R e t u r n s :
* v o i d
# i f  ( STDC )
v o i d  S a v e _ Y a s c (c h a r  * fn a m e ,Y a s c B u f f  s r c )
# e l s e
v o i d  S a v e _ Y a s c ( f n a m e ,s r c )  
c h a r  *fname;
Y a sc B u ff  s r c ;
# e n d i f
{
FILE * o u t f i l e ;
u c h a r  m agic_num ber = YASC_MAGIC_NUMBER; 
i n t  c ;
i f  ( ( o u t f i l e  = f o p e n ( f n a m e ," w b " ) ) == NULL)
E r r o r _ M sg (_ F L _ ," S a v e _ Y a sc" , F_FOPENWRITE,fname);
f w r i t e ( & m a g i c _ n u m b e r , s i z e o f ( c h a r ) , 1 , o u t f i l e ) ; 
f w r i t e (&( s r c - > l a g ) , s i z e o f ( s r c - > l a g ) , 1 , o u t f i l e ) ; 
f w r i t e (&( s r c - > w ) , s i z e o f ( s r c - > w ) , 1 , o u t f i l e ) ; 
f w r i t e (&( s r c - > h ) , s i z e o f ( s r c - > h ) , 1 , o u t f i l e ) ; 
f w r i t e (&(src->ppm ->w ) , s i z e o f ( s r c - > p p m - > w ) , 1 ,  o u t f i l e )  ; 
f w r i t e (&(s r c -> p p m -> h ) , s i z e o f ( s r c - > p p m - > h ) , 1 , o u t f i l e ) ; 
f w r i t e (&( s r c - > p p m - > n c o l o r s ) , s i z e o f ( s r c - > p p m - > n c o l o r s ) , 1 , o u t f i l e ) ; 
f w r i t e (&( s r c - > p p m - > n b y t e s ) , s i z e o f ( s r c - > p p m - > n b y t e s ) , 1 , o u t f i l e ) ; 
f w r i t e ( s r c - > p p m - > p i c .b , s r c - > p p m - > n b y t e s , s r c - > p p m - > w  * sr c -> p p m -> h ,  
o u t f i l e ) ; 
f c l o s e ( o u t f i l e ) ;
} / *  Save Y asc  * /
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* Load_Yasc
* l o a d  t h e  c o n t e n t s  o f  t h e  f i l e  named fname i n t o  a Y a s c B u f f .
* The s p a c e  f o r  t h e  b u f f e r  i s  m a l l o c e d  on t h e  f l y  s o  remember
* t o  f r e e  t h e  s p a c e  when y o u ' r e  d one  ( i t ' d  p r o b a b ly  b e  a g ood
* t h i n g  t o  w r i t e  a r o u t i n e  t o  f r e e  t h e  s p a c e ) .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  *fname —  f i l e  name t o  r e a d  from , s h o u l d  end  i n  . y a s
* —  t h e  f i r s t  b y t e  o f  t h e  f i l e  m ust h a v e  t h e
* —  t h e  YASC_MAGIC_NUMBER.
*
* R e t u r n s :
* Y a sc B u ff  d e s t  —  c o m p r e s s e d  im age  from  f i l e  i n  Y asc  fo r m a t .
# i f  ( STDC )
Y a sc B u f f  L o a d _ Y a sc (c h a r  *fname)
# e l s e
Y a sc B u ff  L oad_Y asc(fnam e)  
c h a r  *fname;
# e n d i f
{
FILE * i n f i l e ;
Y a sc B u f f  d e s t ;  
i n t  c ;
i f  ( ( i n f i l e  = f o p e n ( f n a m e , " r " ) ) == NULL)
Error_M sg(_FL_,"Load_Yasc",F_FO PENREAD,fnam e);
d e s t  = ( Y a s c B u f f ) m a l l o c ( s i z e o f ( Y a s c B u f f R e c ) ) ;  
d e s t -> p p m  = ( P P M )m a l lo c ( s iz e o f (P P M R e c ) ) ;
c = f r e a d ( & d e s t - > m a g i c _ n u m b e r , s i z e o f ( c h a r ) , 1 , i n f i l e ) ; 
i f  (d e s t -> m a g ic _ n u m b er  != YASC_MAGIC_NUMBER)
E rro r_ M sg(_F L _ ," L oad _Y asc" , F_SPECIAL,
"bad m a g ic  number, n o t  a . y a s  f i l e " ) ; 
c = f r e a d (&( d e s t - > l a g ) , s i z e o f ( d e s t - > l a g ) , 1 , i n f i l e ) ; 
c  = f r e a d (&( d e s t - > w ) , s i z e o f ( d e s t - > w ) , 1 , i n f i l e ) ; 
c  = f r e a d ( & ( d e s t - > h ) , s i z e o f ( d e s t - > h ) , 1 , i n f i l e ) ; 
c = f r e a d (&(d e s t -> p p m -> w ) , s i z e o f ( d e s t - > p p m - > w ) , 1 , i n f i l e ) ; 
c  = f r e a d (&( d e s t - > p p m - > h ) , s i z e o f ( d e s t - > p p m - > h )  , 1 , i n f i l e ) ; 
c  = f r e a d (&( d e s t - > p p m - > n c o l o r s ) , s i z e o f ( d e s t - > p p m - > n c o l o r s ) ,
1 , i n f i l e ) ;
c  = f r e a d ( & ( d e s t - > p p m - > n b y t e s ) , s i z e o f ( d e s t - > p p m - > n b y t e s ) , 1 , i n f i l e ) ; 
d e s t - > p p m - > p i c .b  = (u ch ar  * ) m a l l o c ( d e s t - > p p m - > n b y t e s  *
d e st-> p p m -> w  * d e s t - > p p m - > h ) ; 
c  = f r e a d ( d e s t - > p p m - > p i c . b , d e s t - > p p m - > n b y t e s ,  
d est-> p p m -> w  * d e s t - > p p m - > h , i n f i l e ) ; 
s w i t c h ( d e s t - > p p m - > n b y t e s )  { 
c a s e  1:
d e s t - > p p m - > g e t  = G e t _ P i x e l _ B y t e ;
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d e s t -> p p m -> p u t  = P u t _ P i x e l _ B y t e ;  
b r e a k ;
c a s e  2:
d e s t - > p p m - > g e t  = G et_ P ix e l_ W o rd ;  
d e s t -> p p m -> p u t  = P u t_ P ix e l_ W o r d ;  
b r e a k ;
}
f c l o s e ( i n f i l e ) ; 
r e t u r n ( d e s t ) ;
) / *  Load Y asc * /
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Listing 4. YASC routines for cross sampling.
/* %w% */
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* M atthew Au D ecem ber 2 3 ,  1992
★
* F i l e :  y a s c . c
★
# i f d e f  IRIX
# i n c l u d e  < s y s / t y p e s . h >
# i n c l u d e  < m a l lo c .h >
# e n d i f
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  <m ath .h>
♦ i f ( I R I X )
♦ i n c l u d e  < g l . h >
♦ i n c l u d e  < d e v i c e . h >
♦ e n d i f
♦ i n c l u d e  "m ytype .h"
♦ i n c l u d e  "deb u g .h "
♦ i n c l u d e  " m y s tr in g .h "
♦ i n c l u d e  " y a s c .h "
♦ i n c l u d e  "ppm.h"
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* UnYasc
* t h i s  r o u t i n e  m e r e ly  r e p l a c e s  UnYasc i n  L i s t i n g  3 YASC
* r o u t i n e s  f o r  s q u a r e  s a m p l in g .
*
* d e c o m p r e s s e s  t h e  im age u s i n g  a c r o s s  s a m p l in g  p a t t e r n .
* I t  works by  g e n e r a t i n g  an a r r a y  t h a t  g i v e s  t h e  r e l a t i v e
* l o c a t i o n  o f  a p i x e l ' s  n e a r e s t  n e i g h b o r s .  The a r r a y  i s
* ' d e f i n e d  b e lo w  a s  a s t r u c t  c a l l e d  r e a c h .  J u s t  b e f o r e
* we u s e  i t ,  we u s e  t h e  l a g  i n f o r m a t i o n  t o  d e c i d e  where
* any p i x e l ' s  n e a r e s t  n e i g h b o r s  i s  (remember t h i s  i s  r e l a t i v e
* s o  by  i n i t i a l i z i n g  t h i s  o n c e  p e r  l a g ,  we g e t  t h e  l o c a t i o n s
* f o r  a l l  o f  t h e  p i x e l s ) . On e a c h  p a s s ,  t h e  l e n g t h  o f  t h e
* l a g  i s  d i v i d e d  by  tw o .  T h is  s e t s  u s  up t o  c a l c u a t e  t h e
* p o i n t s  on t h e  n e x t  p a s s  (remember t h e  l a g  i n f o  g e n e r a t e s
* t h e  r e a c h  i n f o ) . T h is  c o n t i n u e s  u n t i l  t h e  number o f  p a s s e s
* e q u a l s  t h e  s i z e  o f  t h e  o r i g i n a l  l a g .
*
* The d i f f e r e n c e  b e tw e e n  t h i s  r o u t i n e  and i t s  s q u a r e  s a m p l in g
* c o u n t e r p a r t  i s  t h a t  t h i s  r o u t i n e  g e n e r a t e s  t h e  r e a c h  a r r a y
* t o  b e  a c r o s s  i n s t e a d  o f  a s q u a r e .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
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* Y a sc B u f f  s r c  —  c o m p r e sse d  im a g e .  The s t r u c t  c o n t a i n s
* a l l  t h e  i n f o  t o  d e c o m p r e ss  t h e  im age ( t h e
* l a g  and s i z e  o f  o r i g i n a l  image)
*
* R e t u r n s :
* PPM t a r g  —  u n co m p r e sse d  im age i n  P o r t a b l e  Gray Map fo r m a t .  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
PPM U n Y a sc (Y a sc B u ff  s r c )  
# e l s e
PPM U n Y a sc (sr c )
Y a sc B u ff  s r c ;
# e n d i f
{
PPM t a r g ;  
i n t  s x , s y ;  
i n t  t x , t y ;  
i n t  c ;  
i n t  i  ; 
i n t  p;
i n t  o l d _ l a g ,  l a g ;  
i n t  s r , e r , d i v ;  
i n t  x ,  y ,  r ;  




s o u r c e  x , y  * /  
t a r g e t  x , y  * /  
c o l o r  * /
/*  what p a s s  we a r e  on * /
/ *  u s e d  t o  g e n e r a t e  . r e a c h  * /  
/*  s t a r t  r ( r e a c h  i n d e x ) ,  en d r ,  d i v  f o r  a v g  * /
s t a t i c  s t r u c t  _ p a s s  
i n t  s x , s y ;  
i n t  d x ,d y ;  
s t r u c t  _ r e a c h  { 
i n t  x , y ;
} r e a c h [ 1 2 ] ;  
p a s s ;
/*  d e t e r m i n e s  on p a s s  2 , 4  i f  we n e e d  o d d l i n e  * /  
/ *  c o m p e n s a t io n  * /
{ /*  i n f o  n e e d e d  f o r  e a c h  p a s s  o f  un com p ress  * /  
/ *  s t a r t  x , y  * /
/ *  d e l t a  x , y  * /
/ *  r e l a t i v e  l o c a t i o n  o f  4 n e i g h b o r i n g  p o i n t s  * /
)
t a r g  = (P P M )m a l lo c (s iz e o f (P P M R e c ) ) ;  
ta r g -> w  = s r c -> w ;  
t a r g - > h  = s r c - > h ;
t a r g - > n c o l o r s  = s r c - > p p m - > n c o l o r s ; 
t a r g - > n b y t e s  = s r c -> p p m -> n b y te s ;  
t a r g - > g e t  = s r c - > p p m - > g e t ; 
t a r g - > p u t  = s r c -> p p m -> p u t;
t a r g - > p i c . b  = (u ch a r  * ) m a l l o c ( t a r g - > w  * t a r g - > h  * t a r g - > n b y t e s )
# i f (0)
p r e f p o s i t i o n ( 0 , 0 + sr c -> w , 0 ,  0 + s r c - > h ) ; 
w in o p e n (" u n y a s c " ) ;
RGBmode( ) ;  
g c o n f i g O  ; 
c p a c k ( O x f f f f f f ) ;  
c l e a r ( ) ;
# e n d i f
/*  p a s s  0 * /
f o r  ( sy = 0 ;  s y  < src -> p p m -> h ;  sy++) {
f o r  ( sx = 0 ;  s x  < src->pp m ->w ; sx++) {
c = G e t _ P i x e l ( s r c - > p p m , s x , s y ) ;
P u t _ P i x e l ( t a r g , s x * s r c - > l a g , s y * s r c - > l a g , c ) ;
/ * P u t _ P o i n t ( s x * s r c - > l a g , s r c - > h  -  s y * s r c - > l a g , c ) ; * /
}
}
p a s s . d x  = p a s s . d y  = 1; / *  j u s t  so  we do t h e  l o o p  o n c e  * /
l a g  = s r c - > l a g  »  1;
f o r  (p = 0; p a s s . d x  != 0 && p a s s . d y  != 0; p++) {
o d d l i n e  = FALSE; 
p a s s . s x  = l a g ;  
p a s s . d x  = l a g  «  1;
/ *  i f  i t ' s  an e v e n  p a s s  (remember c o u n t i n g  from  z e r o  s o  e v e n  
* odd and odd i s  ev en )
* /
o l d _ l a g  = l a g ;
i f  ( (p & 0x01) == 0) { / *  odd  c a s e  s q u a r e  p a t t e r n  * /
/* d b g ( " s q u a r e  c a s e " ) ; * /  
p a s s . s y  = l a g ;  
p a s s . d y  = l a g  «  1;
p a s s . r e a c h [0 
p a s s . r e a c h [1 
p a s s . r e a c h [2 
p a s s . r e a c h [3
p a s s . r e a c h [4 
p a s s . r e a c h [5
p a s s . r e a c h [6 
p a s s . r e a c h [7
p a s s . r e a c h [8 
p a s s . r e a c h [9
. x  = - l a g ;  p a s s . r e a c h [ 0 ] . y  = - l a g ;
. x  = l a g ;  p a s s . r e a c h [ 1 ] . y  = - l a g ;
.x  = - l a g ;  p a s s . r e a c h [ 2 ] . y  = l a g ;
. x  = l a g ;  p a s s . r e a c h [ 3 ] .y  = l a g ;
. x  = - l a g ;  p a s s . r e a c h [ 4 ] .y  = - 3  * l a g ;
. x  = l a g ;  p a s s . r e a c h [ 5 ] . y = - 3  * l a g ;
. x  = 3 * l a g ;  p a s s . r e a c h [ 6 ] . y  = - l a g ;
. x  = 3 * l a g ;  p a s s . r e a c h [ 7 ] . y  = l a g ;
.x  = l a g ;  p a s s . r e a c h [ 8 ] . y  = 3 * la g ;
. x  = - l a g ;  p a s s . r e a c h [ 9 ] . y  = 3 * l a g ;
p a s s . r e a c h [ 1 0 ] . x  = - 3  * l a g ; p a s s . r e a c h [ 1 0 ] . y  = l a g ;  
p a s s . r e a c h [ 1 1 ] . x = - 3  * l a g ; p a s s . r e a c h [ 1 1 ] . y  = - l a g ;
}
e l s e  { / *  e v e n  c a s e  diam ond p a t t e r  * /
/ * dbg("d iam ond  c a s e " ) ; * /  
p a s s . s y  = 0; 
p a s s . d y  = l a g ;
p a s s . r e a c h [ 0 ] . x  = 0; p a s s . r e a c h [ 0 ] .y  = - l a g ;
p a s s . r e a c h [ 1 ] . x  = l a g ;  p a s s . r e a c h [ l ] . y  = 0;
p a s s . r e a c h [ 2 ] . x  = 0; p a s s . r e a c h [ 2 ] . y  = l a g ;
p a s s . r e a c h [ 3 ] . x  = - l a g ;  p a s s . r e a c h [ 3 ] .y  = 0;
p a s s . r e a c h [ 4 ] . x  = l a g ;  p a s s . r e a c h [ 4 ] . y  = - 2  * l a g ;
p a s s . r e a c h [ 5 ] . x  = 2 * l a g ;  p a s s . r e a c h [ 5 ] . y  = - l a g ;
p a s s . r e a c h [ 6 ] .x  = 2 * l a g ;  p a s s . r e a c h [ 6 ] . y  = l a g ;
p a s s . r e a c h [ 7 ] . x  = l a g ;  p a s s . r e a c h [ 7 ] . y  = 2 * l a g ;
p a s s . r e a c h [ 8 ] .x  = - l a g ;  p a s s . r e a c h [ 8 ] . y  = 2 * l a g ;
p a s s . r e a c h [ 9 ] . x  = - 2 * l a g ;  p a s s . r e a c h [ 9 ] . y  = l a g ;
p a s s . r e a c h [ 1 0 ] .x  = - 2 * l a g ;  p a s s . r e a c h [ 1 0 ] .y  = - l a g ;
I l l
p a s s . r e a c h [ 1 1 ] .x  = - l a g ;  p a s s . r e a c h [ 1 1 ] . y  = -2  * l a g ;  
l a g  » =  1;
}
i f  ( p a s s . d x  == 0 |I  p a s s . d y  == 0) 
c o n t i n u e ;
# i f  (0)
Debug_On ( ) ;  
d b g (" P a s s  % d",p);
dbg("  s x ,  s y  = (%3d,%3d)", p a s s . s x , p a s s . s y ) ; 
d bg("  d x ,  dy  = (%3d,%3d)" , p a s s . d x , p a s s . d y ) ; 
f o r  ( i= 0 ;  i  < 12; i++)
db g("  rx%d,ry%d= (%3d,%3d)" , i , i ,
p a s s . r e a c h [ i ] . x , p a s s . r e a c h [ i ] . y ) ;
# e n d i f
f o r  (y  = p a s s . s y ;  y  < s r c - > h ;  y  += p a s s . d y )  { 
x = p a s s . s x ;
/ *
* i f  t h e  p a s s  i s  2 o r  4 add t h i s  i s  an o d d l i n e ,  we have
* t o  make an a d ju s tm e n t  t o  t h e  s t a r t i n g  x .
*
* S i n c e  we c o u n t  from  0 ( p a s s  1 i s  0) we have  t o  t e s t  f o r
* o d d n e s s  i n s t e a d  o f  e v e n n e s s .  A l s o  n o t e  t h a t  o d d l i n e  i s
* t r u e  f o r  e v e r y  o t h e r  l i n e .  By a n d in g  p and o d d l i n e  and
* s e e i n g  i f  t h i s  i s  n o n - z e r o  ( t r u e )  th e n  we can q u i c k l y
* d e c i d e  i f  we n e e d  t o  m o d i fy  x .  N o te  t h a t  when p  i s  0
* o r  2 (p a s s  1 o r  3) t h a t  t h e  lo w  b i t  i s  o f f  and by  a n d in g
* t h i s  w i t h  o d d l i n e  w i l l  b e  f a l s e .
*/
i f  (p & o d d l i n e )  
x  = 0;
f o r  (; x  < s r c -> w ;  x  += p a s s . d x )  {
i f  (y <= o l d _ l a g  |I  s r c - > h  -  y  <= o l d _ l a g )  {
/ *  y  == 0 o n l y  h a p p en s  on diam ond (even )  p a s s e s  * /  
i f  (y  == 0) {
/ * d b g ( " t o p  m ost c a s e " ) ; * /  
c = G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 1 ] . x ,  
y + p a s s . r e a c h [ 1 ] .y )  +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 2 ] . x ,  
y + p a s s . r e a c h [ 2 ] .y )  +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 3 ] . x ,  
y + p a s s . r e a c h [ 3 ] . y ) ;
c / =  3;
}
e l s e  i f  (y >= s r c - > h  -  1) {
/* d b g ( " b o t t o m  m ost  c a s e  " ) ; * /  
i f  (P & 1) {
/* d b g ( "  diam ond p a t t e r n " ) ; * /  
c  = G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 0 ] .x ,  
y + p a s s . r e a c h [ 0 ] .y )  +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 2 ] .x ,  
y + p a s s . r e a c h [ 2 ] .y )  +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 3 ] .x ,  
y + p a s s . r e a c h [ 3 ] . y ) ;








e l s e  {
/* d b g ( " s q u a r e  p a t t e r n " ) ; * /  
c = G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 0 ] .  
y + p a s s . r e a c h [ 0 ] .y )  + 
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 1 ] . x ,  
y + p a s s . r e a c h [ 1 ] . y ) ;
c / =  2;
# i f  (0)
# e n d i f
)
e l s e  {
i f  (p & 1)
d b g (" d iam on d  c a s e " )
e l s e
d b g (" s q u a r e  c a s e " ) ; 
c = 0;t -jit. f o r  ( r = 0 ;  i  <  4 ;  i + + )
c += G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ i ] . x ,  
y + p a s s . r e a c h [ i ] . y ) ;
c  /=  4;
B:' )
}
e l s e  i f  (x  <= o l d _ l a g  | |  s r c - > w  -  x  <= o l d _ l a g )  { 
i f  (x  == 0) {
/ * d b g ( " l e f t  m ost  c a s e " ) ; * /  
c  = G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 0 ] .x ,  
y + p a s s . r e a c h [ 0 ] .y )  +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 1 ] . x ,  
y + p a s s . r e a c h [ 1 ] .y )  +
G e t _ P i x e l  ( t a r g ,  x + p a s s  . r e a c h  [2] . x ,  
ii' y + p a s s  . r e a c h  [2 ] . y) ;
c  / =  3;
f  J
f  e l s e  i f  (x >= s r c - > w  -  1) {
/ * d b g ( " r i g h t  m o s t  c a s e  " ) ; * /  
i f  (p & 1) {
. /* d b g  ( "diamond p a t t e r n " ) ; * /
' c  = G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 0 ] . x ,
y + p a s s . r e a c h [ 0 ] .y )  + 
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 2 ] . x ,
; y + p a s s . r e a c h [ 2 ] .y )  +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 3 ] . x ,
• y + p a s s . r e a c h [ 3 ] . y ) ;
jj c  / =  3;
}
e l s e  {
/ * d b g ( " s q u a r e  p a t t e r n " ) ; * /  
c  = G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 0 ] . x ,  
y + p a s s . r e a c h [ 0 ] . y ) +
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 2 ] . x ,  
y + p a s s . r e a c h [ 2 ] .y )  + 
G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ 3 ] . x ,  
y + p a s s . r e a c h [ 3 ] . y ) ;




e l s e  {
# i f  (0)
i f  (p & 1)
d b g (" d iam on d  c a s e " ) ;
e l s e
d b g (" s q u a r e  c a s e " ) ;
# e n d i f
c = 0;
f o r  ( i= 0 ;  i  < 4; i++)
c += G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ i ] . x ,  
y + p a s s . r e a c h [ i ] . y ) ;
c  / =  4;
)
}
e l s e  {
f l o a t  c l , c 2 ;
# i f (0)
i f  (p & 1)
d b g (" x  c a s e " ) ;  
e l s e
d b g ( " c r o s s  c a s e " ) ;
# e n d i f
c = 0 ;
f o r  ( i  = 0; i  < 4; i++)  {
c  += G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ i ] . x ,  
y + p a s s . r e a c h [ i ] . y ) ;
}
c l  = ( f l o a t ) c  * 0 .2 8 3 4 ;  
c = 0;
f o r  (; i  < 12; i+ + )  {
c  += G e t _ P i x e l ( t a r g , x + p a s s . r e a c h [ i ] . x ,  
y + p a s s . r e a c h [ i ] . y ) ;
)
c2 = ( f l o a t ) c  * - 0 . 0 1 6 7 ;  
c = c l  + c2 + 0 . 5 ;
)
P u t _ P i x e l ( t a r g , x , y , c ) ;
/ * P u t _ P o i n t ( x , s r c - > h  -  y , c ) ; * /
# i f (0)
i f  (getbutton(LEFTM OUSE)) {
w h i l e  (getbutton(LEFTM OUSE))
/
AYMDebug - lAYMDebug;
p r i n t f ( " d e b u g  = %d\n",AYMDebug);
)
i f  (AYMDebug)
Wait_Button(RIGHTMOUSE);
# e n d i f
} / *  f o r  x  * /  
o d d l i n e  /'= 1;
} / *  f o r  y * /
) / *  w h i l e  p * /
# i f  (0)
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Wait_Button(MIDDLEMOUSE); 
# e n d i f
r e t u r n ( t a r g ) ;
) / *  UnYasc * /
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Listing 5. Support routines to handle portable gray map files.
/* %w% */
/**************************************************************
* M atthew Au November 1 8 ,  1992
*
* F i l e :  ppm.h
**************************************************************/
# i f n d e f  _ppm_h  
# d e f i n e  _ppm_h
# i n c l u d e  "m ytype.h"
t y p e d e f  s t r u c t  _ppm { 
i n t  w ,h ;  
i n t  n c o l o r s ;  
i n t  n b y t e s ;  
u n io n  {
u c h a r  *b; / *  b y t e  * /
u s h o r t  *w; /*  word * /
} p i c ;
u i n t  ( * g e t ) ( ) ;  
v o i d  ( * p u t ) ( ) ;
} *PPM,PPMRec;
♦ d e f i n e  G e t _ P i x e l ( p , x , y )  ( * ( ( p ) - > g e t ) ) ( p , x , y )
♦ d e f i n e  P u t _ P i x e l ( p , x , y , c )  ( * ( ( p ) - > p u t ) ) ( p , x , y , c )
♦ i f ( STDC ) / *  e x t e r n  f u n c t i o n s  h e r e  * /
e x t e r n  PPM Load_PPM(char * fn a m e ) ;
e x t e r n  v o i d  Save_PPM (char * fn a m e ,c h a r  * f i l e _ t y p e ,P P M  s r c ) ; 
e x t e r n  u i n t  G e t_ P ix e l_ B y te (P P M  s r c , i n t  x , i n t  y ) ;
e x t e r n  u i n t  G et_Pixel_W ord(PPM  s r c , i n t  x , i n t  y ) ;
e x t e r n  v o i d  P u t_ P ix e l_ B y te (P P M  s r c , i n t  x , i n t  y ,  i n t  c o l o r ) ;
e x t e r n  v o i d  Put_Pixel_W ord(PPM  s r c , i n t  x , i n t  y ,  i n t  c o l o r ) ;
♦ e l s e
e x t e r n  PPM Load_PPM(); 
e x t e r n  v o i d  Save_PPM( ) ;  
e x t e r n  u i n t  G e t _ P i x e l _ B y t e () ; 
e x t e r n  u i n t  G e t _ P ix e l_ W o r d ( ) ; 
e x t e r n  v o i d  P u t _ P i x e l _ B y t e ( ) ;  
e x t e r n  v o i d  P u t_ P ix e l_ W o r d ( ) ;
♦ e n d i f  / *  e x t e r n  f u n c t i o n s  * /
♦ e n d i f  / *  _ppm_h * /
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/* %w% */
* Matthew Au November 18 , 1992
*
* F i l e :  ppm .c
★
* T h is  f i l e  c o n t a i n s  r o u t i n e s  t o  h a n d le  P o r t a b l e  Gray Map (PGM)
* f i l e s .  In  t h e  f u t u r e ,  P o r t a b l e  P i x e l  Map (PPM) o r  c o l o r
* s u p p o r t  w i l l  b e  a d d ed , b u t  f o r  now when I s a y  PPM I  r e a l l y
* mean PGM.
**************************************************************/
# i n c l u d e  < s t d i o . h >
# i n c l u d e  <m ath .h>
# i n c l u d e  "m ytype .h"
# i n c l u d e  "debug.h"
♦ i n c l u d e  " m y s tr in g .h "
♦ i n c l u d e  "ppm.h"
/**************************************************************
* G e t _ P ix e l_ B y t e
* g e t  a p i x e l  from  a PPM b u f f e r  a s su m in g  t h a t  t h e  on e  p i x e l
* r e q u i r e s  one b y t e  o f  s t o r a g e .
*
* G l o b a l s :
* none
*
* P a r a m e te r s :
* PPM s r c  —  s o u r c  p i x e l  map
* i n t  x , y  —  x , y  l o c a t i o n  o f  p i x e l  i n  map we want c o l o r  i n f o  on
*
* R e tu r n s :
* u n s i g n e d  i n t  c o l o r  —  c o l o r  we want a t  x , y  i n  map 
**************************************************************/
♦ i f  ( STDC )
u i n t  G e t_ P ix e l_ B y te (P P M  s r c , i n t  x , i n t  y)
♦ e l s e
u i n t  G e t _ P i x e l _ B y t e ( s r c , x , y )
PPM s r c ;  
i n t  x ;  
i n t  y ;
♦ e n d i f
{
r e t u r n ( s r c - > p i c . b [ y  * s r c - > w  + x] ) ;
} / *  G e t _ P i x e l _ B y t e  * /
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/**************************************************************
* G et_ P ix e l_ W o rd
* g e t  a p i x e l  from  a PPM b u f f e r  a s s u m in g  t h a t  t h e  one p i x e l
* r e q u i r e s  one word (two b y t e s )  o f  s t o r a g e .
*
* G l o b a l s :
* none
*
* P a r a m e te r s :
* PPM s r c  —  s o u r c  p i x e l  map
* i n t  x , y  —  x , y  l o c a t i o n  o f  p i x e l  i n  map we want c o l o r  i n f o  on
*
* R e t u r n s :
* u n s ig n e d  i n t  c o l o r  —  c o l o r  we want a t  x , y  i n  map 
**************************************************************/
# i f  ( ST DC )
u i n t  G et_Pixel_W ord(PPM  s r c , i n t  x , i n t  y)
# e l s e
u i n t  G e t _ P i x e l _ W o r d ( s r c ,x ,y )
PPM s r c ;  
i n t  x;  
i n t  y;
# e n d i f
{
r e t u r n ( s r c - > p i c . w [y  * s r c -> w  + x ] ) ;
) / *  Get P i x e l  Word * /
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* P u t _ P i x e l _ B y t e
* p u t  a p i x e l  o f  a s p e c i f i e d  c o l o r  i n  a PPM b u f f e r  a s su m in g
* t h a t  t h e  one  p i x e l  r e q u i r e s  on e  b y t e  o f  s t o r a g e .
*
* G l o b a l s :
* none
•k
* P a r a m e t e r s :
* PPM s r c  —  s o u r c  p i x e l  map
* i n t  x , y  —  x , y  l o c a t i o n  o f  p i x e l  i n  map we want c o l o r  i n f o  on
* i n t  c o l o r  —  c o l o r  o f  p i x e l
k
* R e t u r n s :
* v o i d
**************************************************************/ 
# i f  ( STDC )
v o i d  P u t_ P ix e l_ B y te (P P M  s r c ,  i n t  x , i n t  y ,  i n t  c o l o r )
# e l s e
v o i d  P u t _ P i x e l _ B y t e ( s r c , x , y , c o l o r )
PPM s r c ;  
i n t  x ;  
i n t  y;  
i n t  c o l o r ;
# e n d i f
{
s r c - > p i c . b [ y  * s r c - > w  + x] = c o l o r ;
} / *  P u t _ P i x e l _ B y t e  * /
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/★*************************************************************
* P u t_ P ix e l_ W o r d
* p u t  a p i x e l  o f  a s p e c i f i e d  c o l o r  i n  a PPM b u f f e r  a s su m in g
* t h a t  t h e  one p i x e l  r e q u i r e s  one word (two b y t e s )  o f  s t o r a g e .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* PPM s r c  —  s o u r c  p i x e l  map
* i n t  x , y  —  x , y  l o c a t i o n  o f  p i x e l  i n  map we want c o l o r  i n f o  on
* i n t  c o l o r  —  c o l o r  o f  p i x e l
*
* R e t u r n s :
* v o i d
# i f  ( STDC )
v o i d  Put_Pixel_W ord(PPM  s r c , i n t  x , i n t  y ,  i n t  c o l o r )
# e l s e
v o i d  P u t _ P i x e l _ W o r d ( s r c , x , y , c o l o r )
PPM s r c ;  
i n t  x ;  
i n t  y ;  
i n t  c o l o r ;
# e n d i f
{
s r c - > p i c . w [ y  * s r c -> w  + x] = c o l o r ;




* l o a d  a raw PPM fo r m a t  f i l e  s p e c i f i e d  b y  fname i n t o  p r im a ry
* memory. The s p a c e  f o r  t h i s  f i l e  m a l l o c e d  on t h e  f l y  so
* b e  s u r e  t o  f r e e  i t  when y o u ' r e  d o n e .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  *fname —  name o f  PPM f i l e ,  s h o u ld  be  s u f f i x e d  b y  .ppm
*
* R e t u r n s :
* PPM new —  im age i n  PPM f o r m a t .
* ★I*:*******:***********************:*:*******:*:********************/
# i f  ( STDC )
PPM Load_PPM(char *fname)
# e l s e
PPM Load_PPM(fname) 
c h a r  *fname;
# e n d i f
{
PPM new;
FILE * i n f i l e ;  
s i z e _ t  s i z e ;  
c h a r  f i l e _ t y p e [ 2 1 ] ;  
i n t  k ;
i n t  n b y t e s _ p e r _ c o l o r ;
i f  ( ( i n f i l e  = f o p e n ( f n a m e , " r " ) ) == NULL)
E rror_M sg(_FL _, "Load_PPM",F_FOPENREAD,fname);
new = (PPM) m a l l o c ( s i z e o f ( P P M R e c ) ) ;  
f g e t s  ( f i l e _ t y p e , 2 1 , i n f i l e )  ;
S t r i p _ L e a d _ B l a n k s ( f i l e _ t y p e ) ;
S t r i p _ E n d _ B l a n k s ( f i l e _ t y p e ) ; 
i f  ( s t r c m p ( f i l e _ t y p e , " P 5 " )  != 0 &&
s t r c m p ( f i l e _ t y p e , " P 2 " ) != 0)
Error_Msg(_FL_,"Load_PPM",F_SPECIAL,
"%s bad  m a g ic  number f o r  a pgm f i l e " , f i l e _ t y p e ) ;
f s c a n f ( i n f i l e , " % d  %d % d",& new ->w ,& n ew ->h ,& new ->n co lors);
E a t _ B l a n k s ( i n f i l e ) ;
n b y t e s _ p e r _ c o l o r  = c e i l ( l o g ( ( d o u b le ) n e w - > n c o lo r s )  /  l o g ( 2 . 0 )  /  8 .0 )  
n e w -> n b y te s  = n b y t e s _ p e r _ c o l o r ;  
s w i t c h  ( n b y t e s _ p e r _ c o l o r )  { 
c a s e  1;
n e w -> g e t  = G e t _ P i x e l _ B y t e ;  
n ew -> p u t = P u t _ P i x e l _ B y t e ;  
b r e a k ;
c a s e  2:
n e w -> g e t  = G e t_ P ix e l_ W o rd ;  
n ew -> p u t  = P u t_ P ix e l_ W o rd ;
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b r e a k ;
}
s i z e  = new->w * new->h * n b y t e s _ p e r _ c o l o r ;  
n e w - > p ic .b  = (u ch a r  * ) m a l l o c ( s i z e ) ; 
i f  ( s t r c m p ( f i l e _ t y p e , " P 5 " ) == 0) {
i f  ( (k = f r e a d ( n e w - > p i c . b , s i z e ,  1 , i n f i l e ) ) != 1)
E r r o r _ M s g (_ F L _ ," L o a d _ P ic tu r e " , NF_FREAD,fname);
}
e l s e  (
/ *  p2 s t u f f  * /
}
c l o s e  ( i n f i l e ) ; 
r e t u r n ( n e w ) ;
/ *  Load PPM * /
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* Save_PPM
* s a v e  a b u f f e r  t o  a f i l e  i n  raw PPM fo r m a t .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  *fname - -  f i l e  name t o  s a v e  as
* c h a r  * f i l e _ t y p e  —  PPM m a g ic  number. As o f  now a lw a y s  "P5"
* —  w hich  i s  t h e  m ag ic  number f o r  PGM f i l e s ,
* —  b u t  s t i l l  n e e d s  t o  be  p a s s e d  i n .
* PPM s r c  —  PPM b u f f e r  t o  w r i t e .
*
* R e tu r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i f  ( STDC )
v o i d  Save_PPM (char * fn a m e ,c h a r  * f i l e _ t y p e ,P P M  s r c )
# e l s e
v o i d  S a v e _ P P M ( f n a m e , f i l e _ t y p e ,  s r c )  
c h a r  *fname;  
ch a r  * f i l e _ t y p e ;
PPM s r c ;
# e n d i f
{
FILE * o u t f i l e ;
i f  ( ( o u t f i l e  = f o p e n ( f n a m e ," w " ) ) == NULL)
E rror_M sg(_FL_,"Save_PPM ", F_FOPENWRITE,fname);
f p r i n t f ( o u t f i l e , " % s \ n " , f i l e _ t y p e ) ; 
f p r i n t f ( o u t f i l e , " % d  % d \ n " , s r c - > w , s r c - > h ) ; 
f p r i n t f ( o u t f i l e , " % d \ n " , s r c - > n c o l o r s ) ; 
i f  ( s t r c m p ( f i l e _ t y p e , " P 5 " )  == 0)
f w r i t e ( s r c - > p i c . b , s r c - > w  * s r c - > h  * s r c - > n b y t e s , 1 , o u t f i l e ) ; 
e l s e  {
/ *  p2 s t u f f  * /
}




* S a v e s  a PPM im age t o  an ASCII f i l e .  T h is  i s  n o t  r e a l l y
* ASCII PPM fo r m a t .  T here  i s  no h e a d e r .  T h is  i s  m a in ly  u s e d
* a s  d eb u g . I t  s h o u l d  b e  r e w r i t t e n  t o  w r i t e  ASCII PPM f i l e s .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  *fname —  f i l e  name t o  s a v e  a s
* PPM s r c  —  PPM b u f f e r  t o  w r i t e .
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i f  ( STDC )
v o i d  P P M _ T o _ A sc i i (ch a r  *fname,PPM s r c )
# e l s e
v o i d  P P M _T o_A scii( fn am e, s r c )  
c h a r  *fname;
PPM s r c ;
# e n d i f
{
FILE * o u t f i l e ;  
i n t  x , y ;
i f  ( ( o u t f i l e  = f o p e n ( f n a m e ," w " ) ) == NULL)
E rror_M sg(_F L _ ," P P M _T o_A sc ii" , F_FOPENWRITE,fname);
f o r  (y = 0; y  < s r c - > h ;  y++) {
f o r  (x = 0; x  < s r c -> w ;  x++) (
f p r i n t f ( o u t f i l e , " % d \ t " , G e t _ P i x e l ( s r c , x ,  y ) ) ;
)
f p r i n t f ( o u t f i l e , " \ n " )  ;
}
f c l o s e ( o u t f i l e ) ;
} / *  PPM To A s c i i  * /
APPENDIX C
SOURCE CODE FOR PARAMETRIC CUBIC SPLINES
This appendix is a compilation of the source code of the programs used to verify 
our theoretical results in parametric cubic splines. The programs are written in C and 
execute on a variety of different platforms. The code was mainly developed on a Silicone 
Graphics 4D/85 running IRIX 4.0.1. Some routines referenced by the code below are not 
found in these appendices. These routines are a part of a large collection of low level 
library routines maintained by the author and listing them is not practical in the space 
provided.
Listing 1. Parametric cubic spline generator.
* Matthew Au A p r i l  1 4 ,  1992
*
* F i l e :  s p l i n e _ s u r f a c e . c
*
# i n c l u d e  < s t d i o . h >
# i n c l u d e  "m y_os.h"
#if<THINK_C)
# i n c l u d e  < c o n s o l e . h >
# e n d i f
# i f  (STDLIB_H)
# i n c l u d e  < s t d l i b . h >
# e n d i f
# i f  (STRING_H)
♦ i n c l u d e  < s t r i n g . h >
♦ e n d i f
♦ i n c l u d e  " m y ty p e . h"
♦ i n c l u d e  "deb u g .h "
♦ i n c l u d e  " m a tr ix .h "
♦ i n c l u d e  " p r i n t _ m i s c .h "
♦ i n c l u d e  " s p l i n e _ s u r f . h "





* t h e  m ain d r i v e r  r e a d s  t h e  command l i n e .  An o p t i o n a l
* f i l e  name f o r  d a ta  t o  r e a d  can  b e  e n t e r e d .  I f  a f i l e  name
* i s  n o t  e n t e r e d ,  s t d i n  i n  r e a d .  The u s e r  i s  a s k e d
* some q u e s t i o n s  a b o u t  what d i a g n o s t i c  m e s s a g e s  h e / s h e
* w an ts  p r i n t e d .  The r e s t  o f  t h e  r o u t i n e  c a l l s  t h e
* p r o p e r  f u n c t i o n s  t o  f i t  a p a r a m e t r i c  c u b i c  s p l i n e
* th r o u g h  t h e  d a ta  p o i n t s  
**************************************************************/
# i f  ( STDC )
m a i n ( i n t  a r g c , c h a r  * a r g v [ ] )
# e l s e
m a in ( a r g c ,a r g v )  
i n t  a r g c ;  
c h a r  * a r g v [ ] ;
# e n d i f  
{
FILE * i n f i l e ;  
i n t  i c ;
i n t  x t i c k s , y t i c k s ;  
b o o le a n  o u t p u t _ m a t r ix ;
AM atrix  ( * i n i t _ c o e e f s )  () ;
AM atrix  d a t a p o i n t s ;
A M atrix  gamma_u;
A M atrix  gamma_v;
A M atrix  b u ,b v ;
A M atrix  x d o t u , x d o t v ;
AM atrix  x d d o t;
AM atrix  c o e e f s ;
AM atrix  s p l i n e s u r f ;
AM atrix  t r a n s _ d a t a ;
AM atrix  t r a n s _ b u ;
AM atrix  t r a n s _ x d o t u ;
# i f  (THINK_C)
a r g c  = ccom m and(& argv);
# e n d i f
i f  (a r g c  = = 2 )  {
i n f i l e  = f o p e n ( a r g v f l ] , ”r") ; 
i f  ( i n f i l e  == NULL) {
p r in t f ( " % s :  c a n ' t  open  f i l e  %s f o r  r e a d .  R ea d in g  s t d i n . \ n " ,  
a r g v [ 0 ] , a r g v [ l ] ) ; 
i n f i l e  = s t d i n ;
)
)
e l s e  {
p r i n t f ( " % s :  no f i l e  s p e c i f i e d .  R e a d in g  s t d i n \ n " , a r g v [ 0 ] ) ;  
i n f i l e  = s t d i n ;
)
p r i n t f ( " x  t i c k s \ n " ) ;
/ *  m a t r i x  o f  a l l  p o i n t s  * /
/ *  gamma m a t r i x  o f  s i z e  c  X c f o r  u d i r  * /  
/ *  gamma m a t r i x  o f  s i z e  r  X r f o r  v  d i r  * /  
/ *  3 * ( x [ i + 2 ] - x [ i ] ) m a t r i x .  * /
/ *  w e ir d  m a t r i x  o f  16 c o e e f s  ( a [ 0 . . 1 5 ] )  * /  
/ *  a l l  t h e  p o i n t s  i n  t h e  s u r f a c e  ( g o a l )  * /  
/ *  t r a n s p o s e d  o f  d a t a p o i n t s  t o  make b i n  
* u d i r e c t i o n  * /
/ *  t r a n s p o s e  o f  b_u * /
/ *  t r a n s p o s e  o f  x d o tu  * /
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s c a n f ( " % d " , S x t i c k s ) ;
p r i n t f ( " y  t i c k s \ n " ) ; 
s c a n f ( " % d " , S y t i c k s ) ;
p r i n t f ( " o u t p u t  m a t r i c e s  ( l = y e s / 0 = n o ) \ n " ) ; 
s c a n f ( " % d " ,& ic ) ; 
o u t p u t _ m a t r ix  = i c  == 1;
p r i n t f ( " o u t p u t  c o e e f s  ( l = y e s / 0 = n o ) \ n " ) ; 
s c a n f ( " % d " ,& ic ) ;
O u tp u t_ C o e e fs  = i c  == 1;
d a t a p o i n t s  = NULL;
gamma_u = gamma_v = NULL;
bu = b v  = NULL;
x d o tu  = x d o t v  = NULL;
x d d o t  = NULL;
c o e e f s  = NULL;
s p l i n e s u r f  = NULL;
t r a n s _ b u  = t r a n s _ x d o t u  = NULL;
P r i n t _ I n d i v i d u a l () ;
Mal_Map(" b e f o r e  e v e r y t h i n g " ) ;
d a t a p o i n t s  = R ead_M atrix (in file ,D E F A U L T ,D E F A U L T );
M a l_ M a p (" a fter  R e a d _ M a tr ix " ) ;
i f  ( o u tp u t_ m a tr ix )
P r in t _ M a t r ix ( " D a ta  P o i n t s " , " 2 . 0 " , d a t a p o i n t s ) ;
gamma_u = I n i t _ G a m m a ( d a t a p o i n t s - > c ) ;
M a l_ M a p (" a fter  In it_G am m a"); 
i f  ( o u tp u t_ m a tr ix )
P r in t_ M a tr ix (" g a m m a _ u " ," 2 . 3 " , gamma_u);
i f  ( d a t a p o i n t s - > r  != d a t a p o i n t s - > c )  {
gamma_v = I n i t _ G a m m a ( d a t a p o i n t s - > r ) ; 
i f  ( o u tp u t_ m a tr ix )
P r i n t _ M a t r i x ( "gamma_v"," 2 . 3 " , gamma_v);
)
e l s e  / *  i f  m a t r i x  i s  s q u a r e ,  gamma m a t r i c e s  a r e  t h e  same * /
gamma_v = gamma_u; / *  t h i s  a s s i g n s  2 p t r s  s o  i t ' s  q u ic k  * /
t r a n s _ d a t a  = T r a n s p o s e _ M a t r i x ( d a t a p o i n t s ) ;
M a l_ M a p (" a fter  T r a n s p o s e _ M a t r ix " ) ; 
t r a n s _ b u  = I n i t _ B ( t r a n s _ d a t a ,g a m m a _ u ) ; 
i f  ( o u tp u t_ m a tr ix )
P r in t _ M a t r i x ( " s i g m a _ u " ," 3 . 3 " , t r a n s _ b u ) ;
b v  = l n i t _ B ( d a t a p o i n t s , g a m m a _ v ) ; 
i f  ( o u tp u t_ m a tr ix )
P r in t _ M a t r ix ( " s ig m a _ v " ,  ” 3 . 3 " , b v ) ;
t r a n s _ x d o t u  = B a c k _ S u b s t i t u t e ( g a m m a _ u , t r a n s _ b u ) ; 
x d o tu  = T r a n s p o s e _ M a t r i x ( t r a n s _ x d o t u ) ;
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i f  ( o u tp u t_ m a tr ix )
P r i n t _ M a t r i x ( " x d o t u " , " 3 . 3 " , x d o t u ) ;
x d o t v  = B a c k _ S u b s t i t u t e ( g a m m a _ v ,b v ) ; 
i f  ( o u tp u t_ m a tr ix )
P r i n t _ M a t r i x ( " x d o t v " , " 3 .3 " ,  x d o t v ) ;
F r e e _ M a t r i x ( b u ) ;
F r e e _ M a t r i x ( t r a n s _ b u ) ;
F r e e _ M a t r i x ( t r a n s _ x d o t u ) ;
F r e e _ M a t r i x ( b v ) ;
bv  = I n i t _ B ( x d o t u ,g a m m a _ v ) ; 
i f  ( o u tp u t_ m a tr ix )
P r in t _ M a t r ix ( " B  o f  x _ d o t_ u  i n  v  d i r " , " 3 . 3 " , b v ) ;
x d d o t  = B a c k _ S u b s t i t u t e ( g a m m a _ v ,b v ) ; 
i f  ( o u tp u t_ m a tr ix )
P r i n t _ M a t r i x ( " x _ d o t _ d o t _ u v " ," 3 . 3 " , x d d o t ) ;
c o e e f s  = I n i t _ C o e e f s ( d a t a p o i n t s , x d o t u , x d o t v , x d d o t ) ;
F r e e _ M a t r i x ( b v ) ;
F r e e _ M a t r i x ( x d d o t ) ;
F r e e _ M a t r i x ( d a t a p o i n t s ) ;
F r e e _ M a t r i x ( x d o t u ) ;
F r e e _ M a tr ix ( x d o t v )  ;
s p l i n e s u r f  = G e n e r a t e _ S p l i n e _ S u r f a c e ( c o e e f s , x t i c k s ,  y t i c k s ) ;
i f  ( o u t p u t _ m a t r ix )
P r i n t _ M a t r i x ( " s p l i n e s u r f " , " 3 . 3 " , s p l i n e s u r f ) ;
# i f ( I R I X )
P r o j e c t _ M a t r i x ( s p l i n e s u r f ) ;
# e n d i f
F r e e _ M a t r i x ( c o e e f s ) ;
F r e e _ M a t r i x ( s p l i n e s u r f ) ;
M a l_M ap (" a ll  f r e e " ) ; 
e x i t  ( 0 ) ;




* f o r  l a c k  o f  a b e t t e r  te r m ,  t h i s  m a t r ix  i s  sum m arized  i n
* An I n t r o  t o  S p l i n e s  f o r  U se  i n  Compter G r a p h ic s  & G e o m e tr ic
* M o d e l in g ,  by  B a r t e l s ,  B e a t t y  and B a r sk y ,  p a g e s  1 2 - 1 4 .
* T h is  i s  a lo w e r  d i a g o n a l  m a t r i x  w i t h  l ' s  a l o n g  t h e  main
* d i a g o n a l .  A gamma te r m  i s  p l a c e d  im m e d ia t e ly  t o  t h e
* r i g h t  o f  t h e  main d i a g ,  h e n c e  my name o f  In it_G am m a.
* T h is  w i l l  b e  u s e d  t o  s o l v e  AX=B t h r u  backw ard s u b s t i t u t i o n .
* T h is  e l i m i n a t e s  i n v e r s i o n  o f  A ( c o s t l y )  and m u l t i p l i c a t i o n
* o f  t h i s  b y  B (nA3 c o s t l y ) .
*
* G l o b a l s :
* none
*
* P a r a m e te r s :
* i n t  maxr —  max # o f  rows i n  t h e  m a t r ix
*
* R e tu r n s
* AM atrix  m —  gamma m a t r ix  
# i f  ( STDC )
AM atrix  In i t_ G a m m a (in t  maxr)
# e l s e
A M atrix  Init_Gamma(maxr)  
i n t  maxr;
# e n d i f
{
i n t  i  ;
A M atrix  m;
D a ta E lem en t  prev_gamma;
D a ta E lem en t  curr_gamma;
m = N ew _ M a tr ix (m a x r ,1 , 1 , DEFAULT);
ACCESS_DATA(m,0 , 0 , 0 )  = prev_gamma = 1 .0  /  2 . 0 ;  
f o r  ( i = l ;  i  < m a x r-1 ;  i+ + )  {
curr_gamma = 1 .0  /  (4 -  prev_gam m a);
ACCESS_DATA(m,i,0 ,0 )  = prev_gamma = curr_gamma;
}
ACCESS_DATA(m,i,0 ,0 )  = 1 . 0  /  (2 -  prev_gam m a); 
r e t u r n ( m ) ;
} / *  I n i t  Gamma * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* I n i t _ B
* i n i t s  B a l o n g  a colum n and a d j u s t s  by  gamma ( s e e  B a r t e l s
* e t  a l  p .  13)
*
* G l o b a l s :
* none
k
* P a r a m e te rs :
* AM atrix d a ta  —  r i g h t  s i d e  o f  e q u a t i o n  (AX=B)
* A M atrix  gamma —  gamma m a t r ix  ( s e e  r o u t i n e  above)
k
* R e t u r n s :
* A M atrix  s igm a —  o f  t h e  form  3 ( x [ r + l ]  -  x [ r - l ] )  * gamma[r] 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
AM atrix I n i t _ B  (AM atrix d a t a ,A M a t r ix  gamma)
# e l s e
A M atrix  In it_ B (d a ta ,g a m m a )
A M atrix  d a t a ;
A M atrix  gamma; 
t e n d i f  
{
A M atrix  s i g m a ; / *  r e s u l t a n t  m a t r i x  * /  
i n t  e ;  / *  c u r r e n t  e le m e n t  * /
i n t  r , c ;
i n t  n; / *  # o f  d a ta  p o i n t s  * /
D ataE lem en t t l , t 2 ;  / *  temp d a t a  e l e m e n t s  * /
D ataE lem en t p r e v _ s ig m a ;
D ataE lem en t c u r r _ s ig m a ;
D ataE lem en t curr_gamma;
s igm a = N e w _ M a tr ix (d a ta -> r ,  d a t a - > c , d a t a - > n e l e m e n t s , d a t a - > s i z e ) ; 
n = d a t a - > r ;
/ *  f o r  e a c h  c o l  do 3 ( x [ r + l ]  -  x [ r - l ] )  * /
f o r  (c = 0 ;  c < d a t a - > c ;  C + + )  {
f o r  (e = 0; e  < d a t a - > n e l e m e n t s ;  e++) {
t l  = A C C E S S _ D A T A (d a ta ,0 ,c ,e ) ; / *  t l  = x [ 0 ] [ c ]  * /
t 2  = ACCESS_DATA(data,1 , c , e ) ; / *  t 2  = x [ l ] [ c ]  * /
p r e v _ s ig m a  = 3 * ( t2  -  t l )  * ACCESS_DATA(gamma,0 , 0 , 0 ) ;  
ACCESS_DATA(sigma,0 , c , e )  = p r e v _ s ig m a ;
f o r  (r  = 1; r < n - 1 ;  r++) (
t l  = A C C E S S _ D A T A (d a ta ,r -1 ,c ,e ) ; / *  t l  = x [ r - l ] [ c ]  * /
t 2  = A C C E S S _ D A T A (d a ta ,r+ 1 ,c ,e ) ; / *  t 2  = x [ r + l ] [ c ]  * /  
c u r r _ s ig m a  = (3 * ( t 2  -  t l )  -  p r e v _ s ig m a )  *
ACCESS_DATA(gamma,r,0 , 0 ) ;
ACCESS_DATA(sigma,r, c , e )  = c u r r _ s ig m a ;  
p r e v _ s ig m a  = c u r r _ s ig m a ;
}
/ *  l a s t b  = l a s t  -  p e n u l t i m a t e  * /
t l  = A C C E S S _ D A T A (d a ta ,r -1 ,c ,e ) ; / *  t l  = x [ n - 2 ] [ c ]  * /  
t 2  = ACCESS D A T A ( d a t a , r , c , e ) ; / *  t 2  = x [ n - l ] [ c ]  * /
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AC C E SS_D A T A (sigm a,r ,c ,e)  = (3 * ( t2  -  t l )  -  p r e v _ s ig m a )  
ACCESS_DATA(gamma,r,0 , 0 ) ;
}
}
r e t u r n ( s i g m a ) ;
} / *  I n i t  B * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* B a c k _ S u b s t i t u t e
* p e r fo r m s  b ack  s u b s t i t u t i o n  on gamma and s igm a and b y  so
* d o in g  s o l v e s  f o r  t h e  u n k n ow n s.
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* A M atrix  gamma —  l e f t  hand s i d e  o f  m a t r i x
* AM atrix  s igm a —  r i g h t  hand s i d e  o f  m a t r i x  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
A M atrix  B a c k _ S u b s t i t u t e ( A M a t r ix  gamma,AMatrix s igm a)
# e l s e
A M atrix  B a c k _ S u b s t i tu te (g a m m a ,s ig m a )
AM atrix  gamma;
A M atrix  s igm a;
# e n d i f
{
AM atrix  r e s ;  
m t  i , c , e ,
D ataE lem en t  c u r r _ r e s ;
D a ta E lem en t  p r e v _ r e s ;
r e s  = N e w _ M a t r i x ( s i g m a - > r , s i g m a - > c , s i g m a - > n e l e m e n t s , s i g m a - > s i z e )
f o r  (c = 0; c < s ig m a - > c ;  C + + )  {
f o r  (e  = 0; e  < s i g m a - > n e le m e n t s ;  e++) {
p r e v _ r e s  = A C C E S S _ D A T A (r e s ,s ig m a -> r - l ,c ,  e )  = 
A C C E SS_D A T A (sigm a,s igm a-> r-l ,  c ,  e ) ; 
f o r  ( i  = s i g m a - > r - 2 ;  i  >= 0; i — ) (
c u r r _ r e s  = A C C E S S _D A T A (sigm a,i ,c ,e )  -
ACCESS_DATA(gamma,i,0 , 0 )  * p r e v _ r e s ;
A C C E S S _ D A T A (res , i ,c ,e )  = c u r r _ r e s ;  




r e t u r n ( r e s ) ;
} / *  Back S u b s t i t u t e  * /
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* G e n e r a t e _ S p l in e _ S u r f a c e
* i n t e r p o l a t e s  t h e  p o i n t s  b e tw e e n  t h e  known d a t a  p o i n t s  by
* t a k i n g  a l l  o f  t h e  p a t c h e s  t h a t  make t h e  s p l i n e  p l u g g i n g  i n
* f o r  t h e  p a r a m e te r s  u , v .  The s p a c i n g  b e tw e e n  p o i n t s  i s
* c a l c u l a t e d  from  x _ t i c k s  and y _ t i c k s ,  t h e  number o f  t i c k
* marks t h a t  a r e  t o  be made b e tw e e n  d a t a  p o i n t s .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* A M atrix  c o e e f s  —  c o e f f i c i e n t s  a [ 0 ] . . . a [ 1 5 ]  f o r  t h e  s p l i n e
* i n t  x _ t i c k s , y _ t i c k s  —  # o f  t i c k s  b e tw e e n  d a t a  p o i n t s .
*
* R e t u r n :
* A M atrix  r e s  —  t h e  m a t r ix  t h a t  c o m p r is e s  a l l  o f  t h e  p o i n t s
* —  a lo n g  t h e  s p l i n e .  A d ja c e n t  e l e m e n t s  i n  t h e
* —  m a t r i x  can  b e  c o n n e c t e d  by  a s t r a i g h t  l i n e
* —  t o  c r e a t e  a m esh o f  t h e  s u r f a c e ,
★ ★ ★ a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
AM atrix  G e n e r a t e _ S p l in e _ S u r f a c e ( A M a t r ix  c o e e f s , i n t  x _ t i c k s , i n t  y _ t i c k s )  
# e l s e
A M atrix  G e n e r a t e _ S p l i n e _ S u r f a c e ( c o e e f s , x _ t i c k s , y _ t i c k s )
A M atrix  c o e e f s ;  
i n t  x _ t i c k s ;  
i n t  y _ t i c k s ;
# e n d i f
{
d o u b le  u _ i n c ;  / *  s p a c i n g  b e tw e e n  t i c k s  i n  h o r z  d i r * /  
d o u b le  v _ i n c ;  / *  s p a c i n g  b e tw e e n  t i c k s  i n  v e r t  d i r  * /
AM atrix  r e s ;  / *  m a t r ix  o f  a l l  p o i n t s  i n  s p l i n e  * /
D a ta E lem en t  * t ;  / *  temp f o r  new c o o r d s  * /
d o u b le  u , v ;
i n t  n r , n c ;  / *  # o f  row & c o l  p a t c h e s  * /
i n t  l o o p _ u , l o o p _ v ;
i n t  s t a r t _ u , s t a r t _ v ;
i n t  s p l i n e _ r , s p l i n e _ c ;
i n t  r , c ;
u _ in c  = 1; 
i f  ( x _ t i c k s  != 0)
u _ i n c  = u _ i n c  /  x _ t i c k s ;
v _ i n c  = 1; 
i f  ( y _ t i c k s  != 0)
v _ i n c  -  v _ i n c  /  y _ t i c k s ;
n r  = c o e e f s - > r ;  
nc = c o e e f s - > c ;
r e s  = N ew _M atr ix (n r  * y __ t ick s  + l , n c  * x _ t i c k s  + 1 , 0 , 0 ) ;  
r e s - > n e l e m e n t s  = 3;
f o r  (r  = 0; r  < n r;  r++) {
f o r  (c = 0; c  < n c ;  C + + )  { 
i f  <r == 0) {
v = 0;
s t a r t _ v  = 0;
)
e l s e  {
v  = v _ i n c ;  
s t a r t  v  = 1;
s p l i n e _ r  = r * y _ t i c k s ;  
i f  (r  > 0) 
s p l i n e _ r + + ;
f o r  ( l o o p _ v  = s t a r t _ v ;  l o o p _ v  <= y _ t i c k s ;  lo o p _ v + + )  { 
s p l i n e _ c  = c * x _ t i c k s ;  
i f  (c  == 0) { 
u = 0;
s t a r t _ u  = 0;
}
e l s e  {
u = u _ i n c ;  
s t a r t _ u  = 1; 
s p l i n e _ c + + ;
}
f o r  ( lo o p _ u  = s t a r t _ u ;  lo o p _ u  <= x _ t i c k s ;  loop _u + +) { 
t  = (D ataE lem en t  *) c a l l o c ( 3 , s i z e o f ( D a t a E l e m e n t ) )
i f  ( t  == NULL)
E r r o r _ M s g (_ F L _ ," G e n e r a te _ S p l in e _ P a tc h " ,  
F_CALLOC,3 , s i z e o f ( D a t a E l e m e n t ) ) ; 
E v a l _ S p l i n e ( t , c o e e f s - > a [ r ] [ c ] , u , v ) ; 
r e s - > a [ s p l i n e _ r ] [ s p l i n e _ c ]  = ( v o i d  * ) t ;  
u += u _ in c ;  
s p l i n e _ c + + ;
}
v  += v _ i n c ;  




r e t u r n ( r e s ) ;
* G e n e r a t e _ S p l in e _ S u r f a c e  * /
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/★ ★★ a**********************************************************
* E v a l _ S p l i n e
* c a l c u l a t e s  t h e  s p l i n e  f o r  g i v e n  p a r a m e te r s  u , v  a s  e f f i c e n t l y
* a s  p o s s i b l e .  See  I n i t _ C o e e f s  f o r  a d e s c r i p t i o n  o f  how
* t h e  c o e f f i c i e n t s  a r e  s t o r e d  i n  t h e  m a t r i x .
*
* G l o b a l s :
* none
*
* P a r a m e te r s :
* D a ta E lem en t  * r e s  —  t h e  a n sw er  i s  r e t u r n e d  t h r u  t h i s  p o i n t e r
* D a ta E lem en t  * c o e e f s  —  t h e  c o e f f i c i e n t  m a t r i x .  S e e  I n i t _ C o e e f s
* —  f o r  a d e s c r i p t i o n  o f  how t h e  c o e f f i c i e n t s
* —  a r e  s t o r e d d
* d o u b le  u , v  —  t h e  v a l u e s  o f  p a r a m e te r s
*
* R e t u r n s :
* v o i d
**************************************************************/
# i f  ( STDC )
v o i d  E v a l_ S p l in e ( D a t a E le m e n t  * r e s ,D a t a E le m e n t  * c o e e f s , d o u b l e  u , d o u b l e  v) 
# e l s e
v o i d  E v a l _ S p l i n e ( r e s , c o e e f s , u ,  v)
D a ta E lem en t  * r e s ;
D a ta E lem en t  * c o e e f s ;  
d o u b le  u; 
d o u b le  v;
# e n d i f
{
# d e f i n e  a ( r )  c o e e f s [ r  + (e * 1 6 ) ]
d o u b le  u 3 ,u 2 ;  / *  u3 = u A3; u2 = u A 2 * /  
d o u b le  v 3 , v 2 ;  / *  d i t t o  * /  
i n t  e ;
u2 = u * u ; 
u3 = u2 * u; 
v2 = v * v;  
v3 = v2 * v;
f o r  (e = 0; e  < 3; e++) {
r e s [ e ]  = u3 * ( a ( 1 5 ) * v 3  + a ( 1 4 ) * v 2  + a ( 1 3 ) * v  + a ( 1 2 ) )
+ u2 * ( a ( 1 1 ) *v3 + a ( 1 0 ) *v2 + a ( 9 ) * v  + a ( 8 ) )
+ u * ( a ( 7 ) * v 3  + a ( 6 ) * v 2  + a ( 5 ) * v  + a ( 4 ) )
+ a (3) *v3 + a (2) *v2 + a ( l ) * v  + a ( 0 ) ;
)
# u n d e f  a
) / *  E v a l _ S p l i n e  * /
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/****************************************************★***★**★*★
* I n i t _ C o e e f s
* o n c e  t h e  f i r s t  and s e c o n d  d e r i v a t i v e s  h a v e  b e e n  s o l v e d
* t h i s  r o u t i n e  i s  c a l l e d  t o  s o l v e  f o r  t h e  16 c o e f f i c i e n t s .
* The way t h e  c o e f f i c i e n t s  a r e  s t o r e d  i s  u n iq u e .  A l a r g e
* p i e c e  o f  memory (16 * 3 * s i z e o f ( D a t a E l e m e n t ) , 16 f o r  ♦ o f
* c o e e f s ,  3 f o r  # o f  d i m e n s i o n s ,  & D a ta E lem en t  i s  e i t h e r
* f l o a t  o r  d o u b le )  i s  a l l o c a t e d  and t h e  c o e f f i c i e n t s  a r e
* s t o r e d  w i t h  a l l  x  c o e f f i c i e n t s  i n  t h e  f i r s t  16 a r r a y
* e l e m e n t s ,  t h e  y  c o e f f i c i e n t s  i n  t h e  s e c o n d  16 a r r a y
* e l e m e n t s ,  and t h e  z c o e f f i c i e n t s  i n  t h e  l a s t  16 a r r a y
* e l e m e n t s .
*
* G l o b a l s :
* none
•k
* P a r a m e t e r s :
* AM atrix  _ d a t a p o i n t s  —  t h e  o r i g i n a l  d a ta  p o i n t s  (x)
* A M atrix  _ x d o t u  —  f i r s t  d e r i v a t i v e  i n  u d i r e c t i o n
* A M atrix  _ x d o t v  —  f i r s t  d e r i v a t i v e  i n  v  d i r e c t i o n
* A M atrix  _ x d d o t  —  s e c o n d  d e r i v a t i v e
*
* R e t u r n s :
* A M atrix  r e s  —  m a t r i x  o f  c o e f f i c i e n t s  f o r  a l l  p a t c h e s  
**************************************************************/
# i f  ( STDC )
AM atrix  I n i t _ C o e e f s ( A M a t r i x  _ d a t a p o i n t s , A M a t r i x  _ x d o tu ,A M a tr ix  _ x d o t v ,  
A M atrix  _ x d d o t )
# e l s e
AM atrix  I n i t _ C o e e f s ( _ d a t a p o i n t s , _ x d o t u , _ x d o t v , _ x d d o t )
A M atrix  _ d a t a p o i n t s ;
A M atrix  _ x d o tu ;
A M atrix  _ x d o t v ;
A M atrix  _ x d d o t ;
# e n d i f
{
♦ d e f i n e  x ( i , j )  (A C C E SS_D A T A (_datapoin ts ,( j ) , ( i ) , e ) )
♦ d e f i n e  x d o t u ( i , j )  (ACCESS_DATA(_xdotu,( j ) , ( i ) , e ) )
♦ d e f i n e  x d o t v ( i , j )  (ACCESS_DATA(_xdotv, ( j ) , ( i ) , e ) )
♦ d e f i n e  x d d o t ( i , j )  (ACCESS_DATA(_xddot,( j ) , ( i ) , e ) )
♦ d e f i n e  a ( r )  < _ a [r  + ( ( e )  * 1 6 ) ] )
i n t  i , j , e ;
A M atrix  r e s ;
D a ta E lem en t  *_a;  
i n t  a r r a y _ s i z e ;  
i n t  mr,mc;
D a ta E lem en t  x _ i j , x _ i l j , x _ i j 1 , x _ i 1 j 1;
D ataE lem en t  x d o t u _ i j , x d o t u _ i l j , x d o t u _ i j 1 , x d o t u _ i l j 1;
D a ta E lem en t  x d o t v _ i j , x d o t v _ i l j , x d o t v _ i j 1 , x d o t v _ i l j 1;
D a ta E lem en t  x d d o t _ i j , x d d o t _ i l j , x d d o t _ i j 1 , x d d o t _ i l j 1; 
c h a r  fn a m e [ 8 0 ] ;
FILE * o u t f i l e ;







me = _ d a t a p o i n t s - > c - l ;  
r e s  = N e w _ M a tr ix (m r ,m c ,0 , 0 ) ;  
a r r a y _ s i z e  = 1 6 * 3 * s i z e o f ( D a t a E l e m e n t ) ; 
f o r  ( j  = 0 ;  j  < mr; j++) (
f o r  ( i  = 0; i  < me; i+ + )  {
_ a  = (D ataE lem en t *) m a l l o c ( a r r a y _ s i z e ) ; 
i f  (_a == NULL)
E r r o r _ M s g ( _ F L _ ," I n i t _ C o e e f s " , F _M A L L O C ,array_size ); 
m e m s e t ( _ a ,0 , a r r a y _ s i z e ) ; 
f o r  (e  = 0; e  < 3; e++) { 
i f  (O u tp u t_ C o e e fs )  {
sprintf(fname,"am% d% d% d", i , j , e ) ; 
o u t f i l e  = f o p e n ( f n a m e ," w " ) ; 
i f  ( o u t f i l e  == NULL)
E r r o r _ M sg (_ F L _ ,"mine",F_FOPENWRITE, f n a m e ) ;
}
x _ i j  = x ( i , j ) ; 
x _ i l  j = x  ( i+ 1 ,  j )  ; 
x _ i j l  = x ( i , j + 1 ) ; 
x _ i l j l  = x ( i + 1 , j + 1 ) ;
x d o t u _ i j  = x d o t u ( i , j ) ;  
x d o t u _ i l j  = x d o t u ( i + 1 , j ) ; 
x d o t u _ i j l  = x d o t u ( i , j + 1 ) ; 
Ifsi?-' x d o tu  i l j l  = x d o tu  ( i + 1 ,  j+ 1)  ;
r '.t i .v . . .  —
x d o t v _ i j  = x d o t v ( i , j ) ; 
x d o t v _ i l j  = x d o t v ( i + 1 , j ) ; 
x d o t v _ i j l  = x d o t v ( i , j + 1 ) ; 
f x d o t v _ i l j l  = x d o t v ( i + 1 , j + 1 ) ;
M ' . ' :
|j!g x d d o t _ i 3 = x d d o t  ( r , j ) ;
x d d o t _ i l j  = x d d o t ( i + 1 , j ) ; 
x d d o t _ i j l  = x d d o t ( i , j + 1 ) ; 
x d d o t _ i l j l  = x d d o t ( i + 1 , j + 1 ) ;
a (0) - x _ i  j ; 
a (1) = x d o t v _ i  j ;
a (2) = 3 * ( - x _ i j  + x _ i j 1) -  2 * x d o t v _ i j  -  x d o t v _ i j l ;
a (3) = 2 * ( x _ i j  -  x _ i j 1) + x d o t v _ i j  + x d o t v _ i j l ;
a (4) = x d o t u _ i j ;  
a (5) = x d d o t _ i  j ;
a (6) = 3 * ( - x d o t u _ i j  + x d o t u _ i j l )
-  2 * x d d o t _ i j  -  x d d o t _ i j l ;
a (7) = 2 * ( x d o t u _ i j  -  x d o t u _ i j l )  + x d d o t _ i j  + x d d o t _ i j l ;
a (8) = 3 * (- x _ i j  + x _ i l j ) -  2 * x d o t u _ i j  -  x d o t u _ i l j ;
a (9) = 3 * ( - x d o t v _ i j  + x d o t v _ i l j )
-  2 * x d d o t _ i j  -  x d d o t _ i l j ;
a (10) = 9 * ( x _ i j  -  x _ i j l  -  x _ i l j  + x _ i l j l )
+ 6 * ( x d o t u _ i j  -  x d o t u _ i j l )
+ 3 * ( x d o t u _ i l j  -  x d o t u _ i l j l )
+ 6 * x d o t v _ i j  + 3 * x d o t v _ i j l  -  6 * x d o t v _ i l j  -  3 * x d o t v _ i l j l  
+ 4 * x d d o t _ i j  + 2 * ( x d d o t _ i j l  + x d d o t _ i l j )
+ x d d o t _ i l j l ;  
a (11) = 6 * ( - x _ i j  + x _ i j l  + x _ i l j  -  x _ i l j l )
I
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+ 4 * ( - x d o t u _ i j  + x d o t u _ i j l )
+ 2 * ( - x d o t u _ i l j  + x d o t u _ i l j l )
+ 3 * ( - x d o t v _ i j  -  x d o t v _ i j l  + x d o t v _ i l j  + x d o t v _ i l j l )
+ 2 * ( ~ x d d o t _ i j - x d d o t _ i j l )  -  x d d o t _ i l j  -  x d d o t _ i l j l ;  
a (12) = 2 * ( x _ i j  -  x _ i l j )  + x d o t u _ i j  + x d o t u _ i l j ;  
a (13) = 2 * ( x d o t v _ i j  -  x d o t v _ i l j )  + x d d o t _ i j  + x d d o t _ i l j ;  
a (14) = 6 * ( - x _ i j  + x _ i j l  + x _ i l j  -  x _ i l j l )
+ 3 * ( - x d o t u _ i j  + x d o t u _ i j l  -  x d o t u _ i l j  + x d o t u _ i l j l )
-  4 * x d o t v _ i j  -  2 * x d o t v _ i j l  + 4 * x d o t v _ i l j  + 2 * x d o t v _ i l j l
-  2 * x d d o t _ i j  -  x d d o t _ i j l  -  2 * x d d o t _ i l j  -  x d d o t _ i l j l
a (15) = 4 * ( x _ i j  -  x _ i j l  -  x _ i l j  + x _ i l j l )
+ 2 * ( x d o t u _ i j  -  x d o t u _ i j l  + x d o t u _ i l j  -  x d o t u _ i l j l )
+ 2 * ( x d o t v _ i j  + x d o t v _ i j l  -  x d o t v _ i l j  -  x d o t v _ i l j l )
+ x d d o t _ i j  + x d d o t _ i j l  + x d d o t _ i l j  + x d d o t _ i l j l ;
i f  (O u tp u t_ C o e e fs )  { 
i n t  k;
f o r  (k=0; k < 16; k++)
f p r i n t f ( o u t f i l e ,  "%7. 3 I f \ n " , a (k )  ) ; 
f c l o s e ( o u t f i l e ) ;
}
}
r e s - > a [ j ] [ i ]  = ( v o i d  * ) _ a ;
}
}
r e t u r n ( r e s ) ;
# u n d e f  x  
# u n d e f  x d o tu  
# u n d e f  x d o t v  
# u n d e f  xd d o t  
# u n d e f  a
) / *  I n i t  C o e e f s  * /
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/**************************************************************
* P r i n t _ C o e e f s
* f o r  d e b u g ,  p r i n t s  t h e  c o e f f i c i e n t  m a t r i x .  See  I n i t _ C o e e f s
* f o r  how t h e  c o e f f i c i e n t s  a r e  s t o r e d  i n  t h e  m a t r i x .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  * p r e c i s i o n  —  fo r m a t  f o r  p r i n t i n g  must b e  p r e p r o c e s s e d
* —  b y  P r e c i s io n _ F o r m a t
* A M atrix  c o e e f s  —  c o e f f i c i e n t s  t o  p r i n t ,  s h o u l d  b e  g e n e r a t e d
* —  b y  I n i t _ C o e e f s .  m ust b e  i n  t h e  fo rm a t
* —  s p e c i f i e d  by  I n i t _ C o e e f s
*
* R e t u r n s :
* v o i d
# i f  ( STDC )
v o i d  P r i n t _ C o e e f s ( c h a r  * p r e c i s i o n , A M a t r i x  c o e e f s )
# e l s e
v o i d  P r i n t _ C o e e f s ( p r e c i s i o n , c o e e f s )  
c h a r  * p r e c i s i o n ;
A M atrix  c o e e f s ;  
f e n d i f  
{
D a ta E lem en t  *a;  
i n t  r l , c l , r 2 , c 2 ;  
c h a r  *new _form at;
p r i n t f  (" C o e e fs  r=%d c = % d \ n " , c o e e f s - > r , c o e e f s - > c ) ; 
new _form at = P r e c i s io n _ F o r m a t  ( " % # l f " , p r e c i s i o n ) ; 
f o r  ( r l  = 0; r l  < c o e e f s - > r ;  r l+ + )  {
f o r  ( c l  = 0; c l  < c o e e f s - > c ;  c l+ + )  (
a = (D ataE lem en t * ) c o e e f s - > a [ r l ] [ c l ] ; 
p r i n t f (" x=%d y = % d \ n " , c l , r l ) ; 
f o r  (r2 = 0; r2 < 16; r2++) {
p r i n t f (" %2d ( " , r 2 ) ;
f o r  (c2  = 0; c2  < 3;  c2++) (
p r i n t f ( n e w _ f o r m a t , a [ r 2  + (c2 «  4 ) ] ) ;  
i f  (c2  < 2) 
p r i n t f (" , " ) ;
}




p r i n t f ( " \ n " ) ;
} / *  P r i n t  C o e e f s  * /
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/**************************************************************
* P r i n t _ Y
* f o r  d e b u g ,  p r i n t s  t h e  s e c o n d  o r d i n a t e  o f  t h e  t r i p l e  ( x ,  y ,  z )
* w h i c h  i s  t h e  y  o r d i n a t e .
*
* G l o b a l s :
* n o n e
*
* P a r a m e t e r s :
* A M a t r i x  m —  a n  A M a t r i x  y o u  n e e d  t o  l o o k  a t
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  P r i n t _ Y ( A M a t r i x  m)
# e l s e
v o i d  P r i n t _ Y ( m )
A M a t r i x  m;
# e n d i f
{
i n t  r , c ;
F IL E  * o u t f i l e ;
o u t f i l e  =  f o p e n ( " s p l i n e d . y " , " w " ) ; 
i f  ( o u t f i l e  = =  NULL)
E r r o r _ M s g ( _ F L _ , " P r i n t _ Y " , F _ F O P E N W R I T E , " s p l i n e d . y " ) ;
f o r  ( r  =  0 ;  r  < m - > r ;  r + + )  { 
f o r  ( c  = 0 ;  c  < m - > c ;  C + + )  {
f p r i n t f ( o u t f i l e , "%1f \ t " , ACCESS_DATA(m,r,c, 1) ) ;
)
p u t c ( ' \ n ' , o u t f i l e ) ;
1
} / *  P r i n t  Y * /
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Listing 2. N-dimensional matrix routines.
/***★**********************************************************
* M atthew Au F eb ru a ry  13 , 1992
★
* F i l e :  m a t r i x . h  
**************************************************************/
# i f n d e f  _ M a tr ix _ h  
# d e f i n e  _ M a tr ix _ h
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  " m ytyp e . h"
♦ i n c l u d e  " p r i n t _ m i s c . h"
♦ i f  (STDLIB_H)
♦ i n c l u d e  < s t d l i b . h >
♦ e l s e
e x t e r n  v o i d  * m a l l o c ( ) ;
♦ e n d i f
♦ d e f i n e  ACCESS_DATA(m,r,c,e) ( * ( ( (D ataE lem en t * ) (m -> a [ ( r ) ] [ ( c ) ] ) ) \
+ ( e ) ) )
♦ d e f i n e  DEFAULT - 1
♦ d e f i n e  ALL_ELEMENTS - 2
♦ d e f i n e  EPSILON (0 .0 0 0 0 0 0 0 0 0 0 0 1 )
t y p e d e f  d o u b le  D a ta E lem en t;
/★★******★■****************************************************★
* named A M atrix  t o  b e  a r b i t r a r y  m a t r i x .  The o r i g i n a l  name
* 'M a tr ix '  c o n f l i c t s  w i t h  SGI 'M a tr ix '  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
t y p e d e f  s t r u c t  _ a m a t r ix  { 
i n t  r , c ;
i n t  n e l e m e n t s ;  / *  number o f  D a ta E le m e n ts  i n  s t r u c t  * /
i n t  s i z e ;  / *  s i z e  i n  b y t e s  o f  s t r u c t  v o i d  p t r  w i l l  p o i n t  t o  * /
v o i d  ***a;
} A M atr ixR ec , *AM atrix;
♦ i f  ( STDC )
e x t e r n  A M atrix  New_M atrix ( i n t  m a x r , i n t  m a x c , i n t  n _ e l e m , i n t  s i z e ) ;
e x t e r n  A M atrix  R ead _M atr ix  (FILE * i n f i l e , i n t  n u m _ e le m e n t s , in t  s i z e ) ;
e x t e r n  A M atrix  P r e a d _ M a tr ix  (FILE * i n f i l e , v o i d  * ( * r e a d ) ( ) , i n t  n _ e le m ,
i n t  s i z e ) ;
e x t e r n  A M atrix  I d e n t i t y _ M a t r i x  ( i n t  m a x r , i n t  n u m _ e l e m e n t s , i n t  s i z e ) ;
e x t e r n  A M atrix  C opy_M atr ix  (AM atrix  o r g ) ;
e x t e r n  A M atrix  T r a n s p o s e _ M a tr ix (A M a tr ix  a ) ;
e x t e r n  v o i d  Add_M atrix  (AM atrix  * r e s ,A M a t r ix  a ,A M a tr ix  b , i n t  
e l e m e n t ) ;
e x t e r n  v o i d  I n v e r t  M a tr ix  (A M atrix  * r e s ,A M a t r ix  m , i n t  e l e m e n t ) ;
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e x t e r n  v o i d  M u l t _ M a t r i x  ( A M a t r i x  * r e s , i n t  e l _ r e s , A M a t r i x  a , i n t  
e l _ a , A M a t r i x  b ,
i n t  e l _ b ) ;
e x t e r n  v o i d  S u b _ M a t r i x  ( A M a t r i x  * r e s , A M a t r i x  a , A M a t r i x  b , i n t  
e l e m e n t ) ;
e x t e r n  v o i d  F r e e J M a t r i x  ( A M a t r i x  m ) ;
e x t e r n  v o i d  P p r i n t _ M a t r i x  ( c h a r  * f o r m a t , c h a r  * p r e c i s i o n , A M a t r i x  m,
v o i d  ( * p r i n t _ r o u t i n e ) ( ) ) ;  
e x t e r n  v o i d  P r i n t _ M a t r i x  ( c h a r  * A M a t r i x _ n a m e , c h a r  * p r e c i s i o n , A M a t r i x  
m) ;
e x t e r n  v o i d  P r i n t _ T u p l e s  ( v o i d ) ; 
e x t e r n  v o i d  P r i n t _ I n d i v i d u a l ( v o i d ) ;
# e l s e
e x t e r n A M a t r i x N e w _ M a t r i x 0
e x t e r n A M a t r i x R e a d _ M a t r i x 0
e x t e r n A M a t r i x P r e a d _ M a t r i x 0
e x t e r n A M a t r i x I d e n t i t y  M a t r i x 0  ;
e x t e r n A M a t r i x C o p y  M a t r i x 0  ;
e x t e r n A M a t r i x T r a n s p o s e _ M a t r i x ( ) ;
e x t e r n  v o i d  A d d _ M a t r i x  
e x t e r n  v o i d  I n v e r t _ M a t r i x  
e x t e r n  v o i d  M u l t _ M a t r i x  
e x t e r n  v o i d  S u b _ M a t r i x  
e x t e r n  v o i d  F r e e _ M a t r i x  
e x t e r n  v o i d  P p r i n t _ M a t r i x  
e x t e r n  v o i d  P r i n t _ M a t r i x  
e x t e r n  v o i d  P r i n t _ T u p l e s  
e x t e r n  v o i d  P r i n t _ I n d i v i d u a l ( ) ;
# e n d i f  / *  i f  STDC * /
# e n d i f  / *  i f n d e f  M a t r i x  h * /
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/**************************************************************
* M atthew Au F e b r u a r y  1 3 ,  1992
*
* F i l e :  m a t r i x . c
*
* The m a t r i c e s  s u p p o r t e d  a r e  m X n m a t r i c e s  w i t h  d a t a  e l e m e n t s  t h a t  can
* b e  1-D , 2 -D , o r  n - d i m e n s i o n a l . The d a ta  t y p e  can  e v e n  b e  a com p lex
* s t r u c t  w i t h  l i s t s  h a n g in g  o f f  e a c h  e le m e n t  i n  t h e  m a t r i x .  The t y p e  o f
* d a t a  t h e  m a t r ix  h o l d s  and m a n i p u l a t e s  i s  p u r e l y  a r b i t r a r y .  I t  i s n ' t
* r e a l l y  known u n t i l  r u n t im e  when N ew _M atrix ,  I d e n t i t y _ M a t r i x ,  or
* R ead _M atr ix  a r e  c a l l e d  and t h e  s i z e  o f  t h e  s t r u c t  and t h e  number
* o f  D a ta E le m e n ts  a r e  r e g i s t e r e d  f o r  e a c h  m a t r i x .  The d e f i n i t i o n  o f  t h e
* s t r u c t  h a s  t o  f o l l o w  t h e s e  r u l e s :
*
* 1) The d a t a  t y p e  o f  t h e  m a t r i x  e l e m e n t s  w hich  a r e  m a n ip u la t e d  by
* A dd_M atr ix ,  S u b _M atr ix ,  M u lt_ M a tr ix ,  and I n v e r t _ M a t r ix  s h o u ld
* b e  o f  t y p e  D a ta E le m e n t ,  w h ich  i s  a d o u b le  i n  d i s g u i s e .  I f  you
* n e e d  t h e  D ataE lem en t t o  b e  f l o a t ,  f o r  s p e e d  and s p a c e ,  o n l y  t h e
* i t s  t y p e d e f  i n  m a t r i x . h  n e e d  b e  ch a n g e d  and a l l  o f  t h e  f i l e s  t h a t
* d ep en d  on m a t r i x . h  r e c o m p i l e d .  I t  d o e s n ' t  make s e n s e  t o  make
* D a ta E lem en t  an i n t  b e c a u s e  i n v e r t i n g  a m a t r i x  u s u a l l y  comes
* up w i t h  e l e m e n t s  i n  t h e  s e t  o f  r e a l  num bers, b u t  y o u ' r e  f r e e  t o
* do s o .
*
* 2) The D a ta E le m e n ts  m ust b e  t h e  f i r s t  f i e l d s  o f  t h e  s t r u c t .  T h is  i s
* s o  t h e s e  r o u t i n e s  can  b e  w r i t t e n  t o  be  a s  e f f i c i e n t  a s  p o s s i b l e .
* I t ' s  bad enough t h a t  3 l e v e l s  o f  p o i n t e r s  h a v e  t o  b e  t r a v e r s e d .
*
* 3) I t ' s  e a s i e s t  t o  d e f i n e  a s t r u c t  w i t h  f i e l d s  f o r  e a c h  D ataE lem en t
* you  want t h e  m a t r i x  o p e r a t o r s  t o  work o n . F or  ex a m p le  i n  t h e  3-D
* c a s e  d e f i n e  a s t r u c t  l i k e  t h i s :
*
* # i n c l u d e  " m a tr ix .h "
* s t r u c t  mat3d {
* D a ta E lem en t  x , y , z ;
* i n t  a n y _ b o g u s _ in f o _ h e r e ;
* c h a r  * c a n _ b e _ o f _ a n y _ t y p e ;
* }; 
it
* 4) F or  a 1-D c a s e ,  a s t r u c t  n e e d  n o t  b e  d e f i n e d .  The r o u t i n e s  w i l l
* work j u s t  f i n e  g i v i n g  them  t h e  s i z e o f ( D a t a E l e m e n t )  & n e le m e n t s  = 1
*
* To s p e c i f y  a s t r u c t  s i z e  i n  b y t e s  and t h e  number o f  e l e m e n t s  may seem
* r e d u n d a n t ,  b u t  t h i s  a l l o w s  f o r  s i m p l e  a r r a y  b o u n d a ry  a c c e s s  c h e c k in g
* and i s  more f l e x i b l e  when u s i n g  v e r y  com p lex  s t r u c t s .
# i n c l u d e  "m ytype .h"
#if(STDLIB_H)
# i n c l u d e  < s t d l i b . h >
# e l s e
/ * # i n c l u d e  < m a l lo c .h >  f * c k i n g  sun  * /
# e n d i f
# if(STR IN G  H)
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♦ i n c l u d e  < s t r i n g . h >
♦ e l s e
e x t e r n  v o i d  *memcpy( ) ;  
♦ e n d i f
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  " m a tr ix .h "
♦ i n c l u d e  " p r i n t _ m i s c . h" 
♦ i n c l u d e  "deb u g .h "




* c r e a t e  a new m a t r ix  and i n i t i a l i z e  a l l  o f  t h e  e l e m e n t s  t o
* z e r o ,  i f  you  d o n ' t  want any s p a c e  m a l l o c e d  f o r  e a c h
* e l e m e n t ,  p a s s  z e r o  a s  n u m _elem en ts  and s i z e .
*
* G l o b a l s :
*
* P a r a m e t e r s :
* i n t  maxr —  # rows f o r  t h e  new m a t r ix
* i n t  maxc —  # co lum ns f o r  t h e  new m a t r i x
* i n t  n u m _elem en ts  —  # o f  e l e m e n t s  e a c h  c e l l  o f  t h e  m a t r i x  w i l l
* —  c o n t a i n .  For ex a m p le  f o r  a m a t r i x  h o l d i n g
* —  3-D d a t a ,  n u m _elem en ts  = 3
* i n t  s i z e  —  max # o f  b y t e s  e a c h  m a t r i x  e le m e n t  n e e d s  t o  b e .  I f
* —  s i z e  = DEFAULT, t h e  # o f  b y t e s  w i l l  b e  c a l c u l a t e d .
* —  I f  s i z e  i s  s m a l l e r  t h a t  t h e  minimum # o f  b y t e s
* —  n e e d e d  t o  s t o r e  n u m _ e le m e n ts ,  t h e  u s e r  w i l l
* —  warned and t h e  l a r g e r  s i z e  w i l l  b e  u s e d .  T h is
* —  i s  m a in ly  u s e d  when e a c h  m a t r ix  e le m e n t  i s  made
* —  o f  a co m p lex  s t r u c t u r e ,  a s t r u c t  t h a t  h a s
* —  s e v e r a l  D a ta E lm e n ts  a s  t h e  f i r s t  f i e l d s  and
* —  o t h e r  f i e l d s  t h a t  a r e  a n y t h in g  b u t  a D a ta E le m e n t .
* —  In  t h i s  c a s e  s i z e  = s i z e o f ( s t r u c t  c o m p l e x _ s t r u c t ) .
*
* R e t u r n s :
* A M atrix  m —  t h e  new m a t r ix
:k'k 'k 'k ic 'k-kic 'k 'k 'k 'k 'k 'k 'k idcic 'k 'k 'k 'k 'k 'k 'k 'k -k 'k ic 'kJck 'k 'k 'k ic 'k 'k 'k 'k 'k i f 'k 'k 'k 'k 'k 'k 'k ici t 'k 'k i fk ick 'k i t 'k 'k icj
# i f  ( STDC )
A M atrix  N e w _ M a tr ix ( in t  m a x r , i n t  m a x c , i n t  n u m _ e le m e n t s , in t  s i z e )
# e l s e
A M atrix  N e w _ M a tr ix (m a x r ,m a x c ,n u m _ e le m e n ts ,s iz e )
i n t  maxr;
i n t  maxc;
i n t  n u m _ e le m e n ts ;
i n t  s i z e ;
# e n d i f
{
i n t  r , c ;
AM atrix  m;
i n t  d e f a u l t _ s i z e ;
m = (AM atrix) m a l l o c ( s i z e o f ( A M a t r i x R e c ) ) ;  
i f  (m == NULL)
E rror_M sg (_ F L _ ," _ n ew _ M a tr ix " ,F _ M A L L O C ,s izeo f(A M a tr ix R ec)) ;
d e f a u l t _ s i z e  = num _elem ents  * s i z e o f ( D a t a E l e m e n t ) ; 
i f  ( s i z e  == DEFAULT) 
s i z e  = d e f a u l t _ s i z e ;  
e l s e  i f  ( s i z e  < d e f a u l t _ s i z e )  {
f p r i n t f ( s t d e r r , " w a r n i n g  i n  N ew _M atrix: %d e l e m e n t s  n e e d  ",
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n u m _ e l e m e n t s ) ;
f p r i n t f ( s t d e r r , " m o r e  t h a n  %d b y t e s  o f  m e m o r y .  R e s i z i n g . \ n " , s i z e )  
s i z e  =  d e f a u l t _ s i z e ;
}
m - > r  =  m a x r ;  
m - > c  = m a x c ;
m - > n e l e m e n t s  =  n u m _ e l e m e n t s ;  
m - > s i z e  =  s i z e ;
m - > a  = ( v o i d  * * * ) c a l l o c ( m a x r , s i z e o f ( v o i d  * * )  ) ; 
i f  (m -> a  ==  NULL)
E r r o r _ M s g  ( _ F L _ , " _ n e w _ M a t r i x " , F _ C A L L O C , m a x r , s i z e o f ( v o i d  * * ) ) ;
f o r  ( r  = 0 ;  r  < m a x r ;  r + + )  {
/ *
* c a l l o c  w i l l  z e r o  i t  o u t  
* /
m - > a [ r ]  = ( v o i d  * * ) c a l l o c ( m a x c , s i z e o f ( v o i d  * ) ) ;  
i f  ( m - > a [ r ]  ==  NULL)
E r r o r _ M s g ( _ F L _ , " _ n e w _ M a t r i x " , F _ C A L L O C , m a x c , s i z e o f ( v o i d  * ) )  
i f  ( s i z e  > 0) {
f o r  ( c  =  0; c  < m a x c ;  C + + )  {
m - > a [ r ] [ c ]  =  ( v o i d  * ) m a l l o c ( s i z e ) ; 
i f  ( m - > a [ r ] [ c ]  = =  NULL)
E r r o r _ M s g ( _ F L _ , " _ n e w _ M a t r i x " , F_MALLOC, s i z e )  ; 




r e t u r n ( m ) ;
/ *  New M a t r i x  * /
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* I d e n t i t y _ M a t r i x
* i n i t  an AM atrix  t o  b e  t h e  i d e n t i t y  m a t r i x .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* i n t  maxr —  # o f  rows (and c o lu m n s ,  i d e n t i t y  m ust b e  sq u a r e )
* i n t  n u m _elem en ts  —  # o f  e l e m e n t s  e a c h  c e l l  o f  t h e  m a t r i x  w i l l
* —  c o n t a i n .  F or  ex a m p le  f o r  a m a t r i x  h o l d i n g
* —  3-D d a t a ,  n u m _elem en ts  = 3
* i n t  s i z e  —  max # o f  b y t e s  e a c h  m a t r i x  e le m e n t  n e e d s  t o  b e .  I f
* —  s i z e  = DEFAULT, t h e  # o f  b y t e s  w i l l  b e  c a l c u l a t e d .
* —  I f  s i z e  i s  s m a l l e r  t h a t  t h e  minimum # o f  b y t e s
* —  n e e d e d  t o  s t o r e  n u m _ e le m e n ts ,  t h e  u s e r  w i l l
* —  warned and t h e  l a r g e r  s i z e  w i l l  be  u s e d .  T h is
* —  i s  m a in ly  u s e d  when e a c h  m a t r ix  e le m e n t  i s  made
* —  o f  a com p lex  s t r u c t u r e ,  a s t r u c t  t h a t  h a s
* —  s e v e r a l  D a ta E lm e n ts  a s  t h e  f i r s t  f i e l d s  and
* —  o t h e r  f i e l d s  t h a t  a r e  a n y t h i n g  b u t  a D a t a E le m e n t .
* —  In  t h i s  c a s e  s i z e  = s i z e o f ( s t r u c t  c o m p l e x _ s t r u c t ) .
*
* R e t u r n s :
* A M atrix  m —  i d e n t i t y  m a t r i x
'k'k'k'k'k'k'kie-k'k'k'k'k'k'k'kic'k'k'kit'k'k'kidcic'k'kic'k'kis'k'k'k'kicie'k'kick'kir'kif'kicifk'k'k'k'k'k'k'kic'k'ff'^/
# i f  ( STDC )
A M atrix  I d e n t i t y _ M a t r i x ( i n t  m a x r , i n t  n u m _ e le m e n t s , in t  s i z e )
# e l s e
AM atrix  I d e n t i t y _ M a t r i x ( m a x r ,n u m _ e l e m e n t s , s i z e )
i n t  maxr;
i n t  n u m _ e lem en ts;
i n t  s i z e ;
# e n d i f
{
i n t  r , c , i ;
AM atrix  m;
m = N e w _ M a t r ix ( m a x r ,m a x r ,n u m _ e le m e n t s , s i z e ) ;
s i z e  = m - > s i z e ;  / *  i n  c a s e  s i z e  was DEFAULT * /
f o r  (r  = 0; r < m->r; r++) {
f o r  (c = 0 ;  c  < m->c; C + + )  {
f o r  ( i  = 0; i  < n u m _ e le m e n ts ; i+ + ) (




r e t u r n ( m ) ;
) / *  I d e n t i t y _ M a t r i x  * /
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^ic'kick-kic 'k 'k 'kic 'k 'k 'k 'kickick'k 'k 'k 'k 'k 'k ic-k 'k 'k 'k if'k 'k 'kie 'kieick'k 'k 'k 'kic 'k 'k 'k 'k-k ieicie 'k 'k 'k 'kidc'k ic 'k 'k 'k
* P r e a d _ M a tr ix
* r e a d  a m a t r ix  and  l e t  t h e  programmer s u p p ly  a cu s to m
* r o u t i n e  t o  r e a d  t h e  i n f o .*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* FILE * i n f i l e  —  open  f i l e  t o  r e a d  from
* v o i d  * ( * r e a d _ r o u t i n e ) () —  a p p l i c a t i o n  s u p p l i e d  r e a d  r o u t i n e
* i n t  n u m _elem en ts  —  # o f  e l e m e n t s  e a c h  c e l l  o f  t h e  m a t r ix  w i l l
* —  c o n t a i n .  For exa m p le  f o r  a m a t r i x  h o l d i n g
* —  3-D d a t a ,  n u m _elem en ts  = 3
* i n t  s i z e  —  max # o f  b y t e s  e a c h  m a t r i x  e le m e n t  n e e d s  t o  b e .  I f
* —  s i z e  = DEFAULT, t h e  # o f  b y t e s  w i l l  be  c a l c u l a t e d .
* —  I f  s i z e  i s  s m a l l e r  t h a t  t h e  minimum # o f  b y t e s
* —  n e e d e d  t o  s t o r e  n u m _ e le m e n ts ,  t h e  u s e r  w i l l
* —  w arned and t h e  l a r g e r  s i z e  w i l l  b e  u s e d .  T h is
* —  i s  m a in ly  u s e d  when e a c h  m a t r i x  e le m e n t  i s  made
* —  o f  a co m p lex  s t r u c t u r e ,  a s t r u c t  t h a t  h a s
* —  s e v e r a l  D a ta E lm e n ts  a s  t h e  f i r s t  f i e l d s  and
* —  o t h e r  f i e l d s  t h a t  a r e  a n y t h i n g  b u t  a  D a t a E le m e n t .
* —  In  t h i s  c a s e  s i z e  = s i z e o f ( s t r u c t  c o m p l e x _ s t r u c t ) .
*
* R e tu r n s
* AM atrix  m —  m a t r ix  j u s t  r e a d  i n
* •A'***'***********’********* * * * * * * * * * * * * * * * * * * * * * '* * * * * * * * * * * * '* ’* * * /
# i f  ( STDC )
A M atrix  P read _M atr ix (F IL E  * i n f i l e , v o i d  * ( * r e a d _ r o u t i n e ) ( ) ,
i n t  n u m _ e l e m e n t s , i n t  s i z e )
# e l s e
A M atrix  P r e a d _ M a t r i x ( i n f i l e , n u m _ e l e m e n t s , r e a d _ r o u t i n e , s i z e )
FILE * i n f i l e ;
v o i d  * ( * r e a d _ r o u t i n e ) ( ) ;
i n t  n u m _elem en ts;
i n t  s i z e ;
# e n d i f
{
AM atrix  m; 
i n t  r , c , i ;
f s c a n f ( i n f i l e , " % d  %d",&r,&c); 
m = N e w _ M a t r i x ( r , c , n u m _ e l e m e n t s , s i z e ) ; 
f o r  (r  = 0; r < m ->r; r++) {
f o r  (c = 0; c  < m ->c; C++) {
m - > a [ r ] [ c ]  = ( * r e a d _ r o u t i n e ) ( i n f i l e ) ;
)
}
r e t u r n ( m ) ;
} / *  P rea d  M a tr ix  * /
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/★ a************************************************************
* R ead _M atr ix
* r e a d s  a m a t r ix  from  a f o r m a t t e d  f i l e .  The f i r s t  tw o  i n t s
* i n  t h e  f i l e  m ust be  t h e  # o f  row s & co lum ns i n  t h e  m a t r i x .
* I f  n u m _elem en ts  = DEFAULT, t h e  t h i r d  i n t  i n  t h e  f i l e  m ust
* b e  t h e  # o f  e l e m e n t s  e a c h  m a t r i x  e le m e n t  c o n t a i n s .  The
* r e s t  o f  t h e  f i l e  m ust c o n t a i n  s y n t a c t i c a l l y  c o r r e c t  f l o a t i n g
* p o i n t  num bers . There m ust b e  a t  l e a s t  row * c o l  * n u m _elem en ts
* number i n  t h e  f i l e .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* FILE * i n f i l e  —  op en ed  f i l e  t o  r e a d
* i n t  n u m _elem en ts  —  # o f  e l e m e n t s  e a c h  c e l l  o f  t h e  m a t r i x  w i l l
* —  c o n t a i n .  For exam p le  f o r  a m a t r i x  h o l d i n g
* —  3-D d a t a ,  n u m _elem en ts  = 3
* i n t  s i z e  —  max # o f  b y t e s  e a c h  m a t r ix  e le m e n t  n e e d s  t o  b e .  I f
* —  s i z e  = DEFAULT, t h e  # o f  b y t e s  w i l l  b e  c a l c u l a t e d .
* —  I f  s i z e  i s  s m a l l e r  t h a t  t h e  minimum # o f  b y t e s
* —  n e e d e d  t o  s t o r e  n u m _ e le m e n ts ,  t h e  u s e r  w i l l
* —  warned and t h e  l a r g e r  s i z e  w i l l  be  u s e d .  T h is
* —  i s  m a in ly  u s e d  when e a c h  m a t r ix  e le m e n t  i s  made
* —  o f  a co m p lex  s t r u c t u r e ,  a s t r u c t  t h a t  h a s
* —  s e v e r a l  D a ta E lm e n ts  a s  t h e  f i r s t  f i e l d s  and
* —  o t h e r  f i e l d s  t h a t  a r e  a n y t h in g  b u t  a D a ta E le m e n t .
* —  In  t h i s  c a s e  s i z e  = s i z e o f ( s t r u c t  c o m p l e x _ s t r u c t ) .
*
* R e t u r n s :
* A M atrix  m —  m a t r ix  j u s t  r e a d  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
AM atrix  R ead_M atrix(FIL E  * i n f i l e , i n t  n u m _ e le m e n t s , in t  s i z e )
# e l s e
AM atrix  R e a d _ M a t r i x ( i n f i l e , n u m _ e l e m e n t s , s i z e )
FILE * i n f i l e ;  
i n t  n u m _ elem en ts;  
i n t  s i z e ;
# e n d i f
{
A M atrix  m;
D a ta E lem en t  * t ;
d o u b le  d t ;  / *  d o u b le  temp * /
i n t  r , c , i ;
f s c a n f ( i n f i l e , " % d  %d",&r,&c);  
i f  (num _elem ents  == DEFAULT) {
f s c a n f  ( in f i l e ," % d " ,& n u m _ e le m e n t s ) ;
)
m = N e w _ M a tr ix (r ,c ,n u m  e l e m e n t s , s i z e ) ;
149
f o r  (r  = 0; r < m ->r; r++) {
f o r  (c  = 0; c < m ->c; C + + )  {
t  = (D ataE lem en t *)m ->a [r] [ c ] ; 
f o r  ( i= 0 ;  i  < n u m _ e le m e n ts ; i+ + ) {
f s c a n f ( i n f i l e , " % l f " , & d t ) ; / *  w i l l  do c o n v e r s i o n  b e tw e e n  * /  
t [ i ]  = d t ;  / *  d o u b le  & f l o a t  i f  n e e d  be * /
}
m - > a [ r ] [ c ]  = ( v o i d  * ) t ;
)
}
r e t u r n ( m ) ;
/ *  Read M a tr ix  * /
* P r i n t _ T u p l e s
* s e t s  t h e  P r in T u p le s  f l a g  t o  TRUE. U sed  by  P r in t _ M a t r ix  
t o  d e t e r m in e  i f  o r d e r e d  t u p l e s  s h o u l d  be  p r i n t e d .
G l o b a l s : 
none
P a r a m e t e r s : 
v o i d
R e t u r n s : 
v o i d
# i f  ( STDC )
v o i d  P r i n t _ T u p l e s ( v o i d )  
# e l s e
v o i d  P r i n t _ T u p l e s () 
# e n d i f  
{
P r i n t T u p l e s  = TRUE; 
) / *  P r i n t _ T u p l e s  * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* P r i n t _ I n d i v i d u a l
* s e t s  t h e  P r in T u p le s  f l a g  t o  FALSE. U sed  by  P r in t _ M a t r ix
* t o  d e t e r m in e  i f  t h e  e l e m e n t s  o f  e a c h  m a t r ix  e le m e n t  s h o u ld
* p r i n t e d  a s  a g r o u p .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* v o i d
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i f  ( STDCJ
v o i d  P r i n t _ I n d i v i d u a l ( v o i d )
# e l s e
v o i d  P r i n t _ I n d i v i d u a l ()
# e n d i f
{
P r i n t T u p l e s  = FALSE;
) / *  P r i n t  I n d i v i d u a l  * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* P p r in t _ M a t r ix
* p r i n t  a m a t r ix  u s i n g  a c u s to m  p r i n t  r o u t i n e .  The p r i n t
* r o u t i n e  m ust a c c e p t  a s  agru m en ts  a p r i n t f  fo r m a t  s t r i n g
* and an a r r a y  o f  D a ta E le m e n ts .  The s i z e  o f  t h i s  a r r a y
* i s  unknown h e r e ;  t h e  p r i n t  r o u t i n e  m ust know
*
* p r e c i s i o n  s p e c i f i e s  t h e  # o f  p l a c e  b e f o r e  and a f t e r  t h e
* d e c im a l  p o i n t  a r e  t o  b e  p r i n t e d .
* Exam ple: " 5 .3 "  w i l l  p r i n t  www w w .f f f
* w here  w i s  t h e  w h o le  # p a r t  and
* f  f r a c t i o n a l  p a r t
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  * fo rm a t  —  fo r m a t  s t r i n g  w i t h  o p t i o n a l  #
* c h a r  * p r e c i s i o n  —  p r e c i s i o n  s t r i n g .  s e e  a b ove
* A M atr ix  m —  m a t r ix  t o  p r i n t
* v o i d  ( * p r i n t _ r o u t i n e ) () —  r o u t i n e  t o  p r i n t  t h e  D a ta E le m e n ts
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i f  ( STDC )
v o i d  P p r in t _ M a t r ix ( c h a r  * f o r m a t , c h a r  * p r e c i s i o n , A M a t r i x  m, 
v o i d  ( * p r i n t _ r o u t i n e ) ( ) )
# e l s e
v o i d  P p r i n t _ M a t r i x ( f o r m a t , p r e c i s i o n , m , p r i n t _ r o u t i n e )  
c h a r  * fo r m a t;  
c h a r  * p r e c i s i o n ;
AM atrix  m;
v o i d  ( * p r i n t _ r o u t i n e ) ( ) ;
# e n d i f
{
i n t  r , c ;
c h a r  *new _form at;
i f  (m == NULL) { / *  n o t h i n g  t o  p r i n t  * /
p r i n t f ("*** NULL * * * \ n " ) ; 
r e t u r n ;
}
new_format = Precision_Format(format,precision); 
printf("%d %d\n",m->r,m->c); 
for (r = 0; r < m->r; r++) {
f o r  (c = 0; c  < m ->c; C++) {
(*print_routine)(new_format,m->a[r][c]);
}
p r i n t f ( " \ n " ) ;
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1 • */ } /* Pprint_Matrix */
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/★*************************************************************
* P r in t _ M a t r ix
* p r i n t s  a m a t r ix  i n  e i t h e r  t u p l e s  o r  by " d im e n s io n s  ( i n d i v i d u a l )  ."
* What I mean by d im e n s io n s  i s  s a y  f o r  i n s t a n c e  you h a v e  a 3-D
* m a t r i x .  Each m a t r ix  e le m e n t  l o o k s  l i k e  ( x , y , z )  . When p r i n t i n g
* i n d i v i d u a l ,  a l l  o f  t h e  x o r d i n a t e s  a r e  p r i n t e d  a s  an m X n
* m a t r i x ,  t h e n  a l l  o f  t h e  y  o r d i n a t e s ,  and th e n  a l l  o f  t h e  z
* o r d i n a t e s .
*
* p r e c i s i o n  s p e c i f i e s  t h e  # o f  p l a c e  b e f o r e  and a f t e r  t h e
* d e c im a l  p o i n t  a r e  t o  be  p r i n t e d .
* Exam ple: " 5 .3 "  w i l l  p r i n t  www w w .f f f
* where w i s  t h e  w h o le  # p a r t  and
* f  f r a c t i o n a l  p a r t
*
* G l o b a l s :
* none
*
* P a r a m e te r s :
* c h a r  *m atrix_nam e —  name o f  m a t r i x  f o r  e a s e  o f  i d e n t i f y i n g
* —  t h e  m a t r i x  when i t  i s  p r i n t e d
* c h a r  * p r e c i s i o n  —  s e e  ab ove
* A M atrix  m —  m a t r ix  t o  p r i n t
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  P r in t_ _ M a tr ix (ch a r  * m a tr ix _ n a m e ,c h a r  * p r e c i s i o n , A M a t r i x  m)
# e l s e
v o i d  P r in t _ M a t r i x ( m a t r i x _ n a m e ,p r e c i s i o n ,m )  
c h a r  *m atr ix_nam e;  
c h a r  * p r e c i s i o n ;
A M atrix  m;
# e n d i f
{
i n t  r , c ;
ch a r  * fo rm a t  = "%#lf";  
c h a r  *new _form at;  
i n t  l a s t _ e l e m ,  e lem ;  
c h a r  a x i s _ l a b e l ;
p r i n t f ( " % s \ n " ,m a t r i x _ n a m e ) ; 
i f  (m == NULL) { / *  n o t h i n g  t o  p r i n t  * /
p r i n t f ("*** NULL * * * \ n " ) ;  
r e t u r n ;
)
l a s t _ e l e m  = m -> n e le m e n ts ;
new _form at = P r e c i s i o n _ F o r m a t ( f o r m a t , p r e c i s i o n ) ; 
i f  ( P r in t T u p le s )  {
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p r i n t f (" r=%d c=%d\n " ,m - > r ,m - > c ) ; 
f o r  (r = 0; r < m ->r; r++) {
f o r  (c = 0; c < m ->c; C + + )  {
i f  ( l a s t _ e l e m  > 1)
p u t c ( ' ( ' , s t d o u t ) ; 
f o r  (e le m  = 0; e le m  < l a s t _ e l e m ;  elem ++)  
p r in tf (n ew _ fo rm a t ,A C C E S S _ D A T A (m ,r ,c ,  
i f  (e le m  < l a s t _ e l e m - l )  
p u t c  ( ' ,  ' , s t d o u t ) ;
}
i f  ( l a s t _ e l e m  > 1)
p u t c ( ' ) ' , s t d o u t ) ; 
p u t c ( '  ' , s t d o u t ) ;
}
i f  (r == m - > r - l )  
p u t c ( ' \ n ' , s t d o u t ) ;  
e l s e
p r i n t f ( " \ n  ") ;
)
)
e l s e  {
f o r  (e lem  = 0; e l e m  < l a s t _ e l e m ;  e lem ++) { 
i f  ( l a s t _ e l e m  > 1 )  (
a x i s _ l a b e l  = e le m  + ' x ' ;  
p r i n t f (" r=%d c=%d %c o r d i n a t e \ n  ", 
m - > r , m - > c , a x i s _ l a b e l ) ;
}
e l s e
p r i n t f (" r=%d c=%d\n " ,m - > r ,m - > c ) ; 
f o r  (r  = 0; r < m ->r; r++) ( 
f o r  (c = 0; c < m ->c; C++) {
pr in tf (n ew _ fo rm a t ,A C C E S S _ D A T A (m ,r ,c ,  
p u t c ( 1 ' , s t d o u t ) ;
)
i f  (r  == m - > r - l )
p u t c ( 1\ n ' , s t d o u t ) ;
e l s e




p u t c ( 1\ n ' , s t d o u t ) ;





/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* F r e e _ M a tr ix
* f r e e  t h e  s p a c e  a l l o c a t e d  t o  a m a t r ix
*
* G lo b a I s :
* none
*
* P a r a m e t e r s :
* AM atrix  m —  m a t r ix  t o  f r e e
*
* R e t u r n s :
* void
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  F r e e _ M a t r i x ( A M a t r i x  m) 
# e l s e
v o i d  F ree_ M a tr ix (m )
A M atrix  m;
# e n d i f
{
i n t  r , c ;
i f  (m != NULL) {
f o r  (r = 0; r < m->r; r++) {
f o r  (c = 0; c < m ->c; C + + )  {
f r e e ( m - > a [ r ] [ c ] ) ;  / *  f r e e  e a c h  e le m e n t  * /
)
f r e e ( m - > a [ r ] ) ;  / *  f r e e  e a c h  row * /
)
f r e e ( m - > a ) ; / *  f r e e  a r r a y  o f  rows * /
m->a = NULL; / *  i n v a l i d a t e  any d a n g l i n g  r e f s  * /
m->r = m->c = m - > s i z e  = 0 ;  / *  d i t t o  * /
f r e e ( m ) ;  / *  f r e e  m a t r ix  * /
}
) / *  F r e e  M a tr ix  * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* I s _ I n i t _ M a t r i x
* r e t u r n s  TRUE i f  a m a t r i x  h a s  b e  c r e a t e d  a n d  c a n  b e  u s e d .
* r e t u r n s  FALSE i f  t h e  m a t r i x  h a s  n o t  b e e n  c r e a t e d .  T h i s
* r o u t i n e  s i m p l y  c h e c k s  t o  s e e  o f  t h e  A M a t r i x  i s  NULL.
* I f  s o ,  t h e n  t h e  m a t r i x  h a s  n o t  b e e n  i n i t i a l i z e d ,  o t h e r w i s e
* t h e  m a t r i x  i s  a s s u m e d  t o  b e  v a l i d .  T h i s  i s ,  o f  c o u r s e ,  a
* b a d  a s s u m p t i o n ,  b u t  f o r  t h e  m o s t  p a r t  i t  w o r k s .
*
* G l o b a l s :
* n o n e
*
* P a r a m e t e r s :
* c h a r  * r o u t i n e  —  name o f  c a l l i n g  r o u t i n e ,  f o r  d e b u g  p u r p o s e s
* c h a r  * m a t r i x _ n a m e  —  n am e o f  m a t r i x .  f o r  d e b u g  p u r p o s e s .
* A M a t r i x  a —  m a t r i x  t o  c h e c k .
*
* R e t u r n s :
* b o o l e a n  —  TRUE i f  t h e  m a t r i x  i s  n o t  NULL 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
b o o l e a n  I s _ I n i t _ M a t r i x ( c h a r  * r o u t i n e , c h a r  * m a t r i x _ n a m e , A M a t r i x  a )  
# e l s e
b o o l e a n  I s _ I n i t _ M a t r i x ( r o u t i n e , m a t r i x _ n a m e , a )  
c h a r  * r o u t i n e ; 
c h a r  * m a t r i x _ n a m e ;
A M a t r i x  a ;
# e n d i f
{
i f  (a  ==  NULL) {
f p r i n t f ( s t d e r r , " E r r o r  i n  %s: m a t r i x  %s i s  u n i n i t i a l i z e d \ n  
r o u t i n e , m a t r i x _ n a m e ) ; 
r e t u r n ( F A L S E ) ;
)
r e t u r n ( T R U E ) ;




* c h e c k s  t o  s e e  i f  t h e  e l e m e n t  we want t o  a c c e s s  from t h e
* m a t r i x  i s  a v a l i d  D a t a E l e m e n t .  T h i s  i s  m a i n l y  f o r  debug
* and r u n t i m e  e r r o r  h a n d l i n g .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  ^ r o u t i n e  —  r o u t i n e  name. f o r  debug p u r p o s e s .
* c h a r  *m atr ix_name —  name o f  m a t r i x ,  f o r  de bug  p u r p o s e s .
* AMatr ix  a —  m a t r i x ,  n e e d e d  f o r  n e l e m e n t s  f i e l d
* i n t  e l e m e n t  —  p o s i t i o n  o f  e l e m e n t  i n  an a r r a y  o f  D a t a E l e m e n t s
* —  t o  c h e c k
*
* R e t u r n s :
* b o o l e a n  —  TRUE i f  D a t a E le m e n t  wa nt ed  i s  b e t w e e n  0 & n e l e m e n t s  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
b o o l e a n  I n _ R a n g e ( c h a r  * r o u t i n e , c h a r  * m a t r i x _ n a m e ,A M a t r i x  a , i n t  e l e m e n t )  
# e l s e
b o o l e a n  I n _ R a n g e (r o u t i n e , m a t r i x _ n a m e , a , e l e m e n t )  
c h a r  * r o u t i n e ;  
c h a r  *matr ix_na me;
AMatrix  a;  
i n t  e l e m e n t ;
# e n d i f
{
i f  ( e l e m e n t  < a - > n e l e m e n t s )  
r e t u r n ( T R U E ) ;
f p r i n t f ( s t d e r r , " E r r o r  i n  %s: e l e m e n t  #%d n o t  i n  m a t r i x  %s\n",  
r o u t i n e , e l e m e n t , m a t r i x _ n a m e ) ; 
r e t u r n ( F A L S E ) ;
) / *  In_Range * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Same _Si ze
* c h e c k s  t o  s e e  o f  two m a t r i c e s  h a v e  m a t r i x  e l e m e n t s  o f  t h e
* same s i z e .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* c h a r  * r o u t i n e  —  name o f  r o u t i n e .  de bug  p u r p o s e s .
* AMatr ix  a —  f i r s t  m a t r i x  t o  c h e c k
* AMatr ix  b —  s e c o n d  m a t r i x  t o  c h e c k  a g a i n s t .
*
* R e t u r n s :
* b o o l e a n  —  TRUE i f  t h e  s i z e s  o f  t h e  m a t r i x  e l e m e n t s  i n  two
* m a t r i c e s  a r e  t h e  same  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
b o o l e a n  S a m e _ S i z e ( c h a r  * r o u t i n e , A M a t r i x  a , A M a t r i x  b)
# e l s e
b o o l e a n  S a m e _ S i z e ( r o u t i n e ,  a ,  b) 
c h a r  * r o u t i n e ;
AMatrix a;
AMatrix b;
# e n d i f
{
i f  ( a - > s i z e  != b - > s i z e )  {
f p r i n t f ( s t d e r r , " w a r n i n g  i n  %s d a t a  s t r u c t  f o r  A & B " , r o u t i n e ) ;  
f p r i n t f ( s t d e r r , " a r e  n o t  t h e  s a m e . X n " ) ; 
r e t u r n ( F A L S E ) ;
)
r e t u r n ( T R U E ) ;
} / *  Same S i z e  * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* T r a n s p o s e _ M a t r i x
* t r a n s p o s e  a m a t r i x .  Does  n o t  d e s t r o y  o r i g i n a l .  C r e a t e s
* a new m a t r i x ,  w hi ch  i s  t h e  t r a n s p o s e  o f  t h e  o r i g i n a l .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* AMatr ix  a —  m a t r i x  t o  t r a n s p o s e
*
* R e t u r n s :
* AMatr ix  r e s  —  t r a n p o s e  o f  a 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
AMatr ix  T r a n s p o s e _ M a t r i x ( A M a t r i x  a)
# e l s e
AMatr ix  T r a n s p o s e _ M a t r i x ( a )
AMatr ix  a;
# e n d i f
{
i n t  r , c , s i z e ;
AMatr ix  r e s ;
i f  ( ! I s _ I n i t _ M a t r i x ( " _ t r a n s p o s e _ M a t r i x " , " A " , a ) ) 
re t u r n ( N U L L ) ;
s i z e  = a - > s i z e ;
r e s  = N e w _ M a t r i x ( a - > c , a - > r , a - > n e l e m e n t s , s i z e ) ; 
f o r  (r=0;  r < a - > r ;  r++) {
f o r  (c=0;  c < a - > c ;  C++) {
r e s - > a [ c ] [ r ]  = ( v o i d  * ) m a l l o c ( s i z e ) ; 
m e m c p y ( r e s -> a  [c ] [ r ] , a - > a [ r ]  [ c ] , s i z e ) ;
1
)
r e t u r n  ( r e s ) ;
} / *  T r a n s p o s e _ M a t r i x  * /
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* M u l t _ M a t r i x
* m u l t i p l y  2 m a t r i c e s .  The u s e r  ha s  c o n t r o l  o v e r  w hi ch
* D a t a E l e m e n t s  a r e  t o  b e  m u l t i p l i e d .  V a l i d  v a l u e s  f o r
* ( e l e m e n t  i n  A m a t r i x ) , e l _ b  ( e l e m e n t  i n  B m a t r i x ) ,
e l  r e s  ( e l e m e n t  t o  s t o r e  t h e  r e s u l t )  a r e





* o r  ALL_ELEMENTS. When ALL_ELEMENTS a r e  s p e c i f i e d ,  a l l  o f  t h e
* D a t a E l e m e n t s  o f  A a r e  m u l t i p l i e d  b y  B and p l a c e  i n  t h e  
a p p r o p r i a t e  p l a c e  i n  t h e  r e s u l t a n t  m a t r i x*
*
* G l o b a l s  
none*
★
* P a r a m e t e r s :
* A M atr ix  * r e s  —  p o i n t e r  t o  where  t o  s t o r e  t h e  r e s u l t i n g  m a t r i x
* i n t  e l _ r e s  —  t h e  p o s i t i o n  o f  t h e  D a ta E le m e n t  t o  s t o r e  t h e  r e s u l t
* AMatr ix  a —  m a t r i x  a
* i n t  e l _ a  —  p o s i t i o n  o f  t h e  D a t a E le m e n t  t o  m u l t i p l y  a g a i n s t
* AMatr ix  b —  m a t r i x  b
* i n t  e l _ b  —  p o s i t i o n  o f  t h e  D a ta E le m e n t  t o  m u l t i p l y  a g a i n s t
R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  M u l t _ M a t r i x ( A M a tr i x  * r e s , i n t  e l _ r e s , AMatrix a , i n t  e l _ a , A M a t r i x  
b , i n t  e l _ b )
# e l s e
v o i d  M u l t _ M a t r i x ( r e s , e l _ r e s , a , e l _ a , b , e l _ b )
AMatr ix  * r e s ;  
i n t  e l _ r e s ;
AMatr ix  a;
i n t  e l _ a ;  / *  e l e m e n t  i n  a t o  m u l t  a g a i n s t  b * /
AMatr ix  b;
i n t  e l _ b ;  / *  e l e m e n t  i n  b t o  m u l t  a g a i n s t  a * /
# e n d i f  
{
i n t  i , j , k ;
i n t  e l _ f i r s t , e l _ l a s t ;
i n t  i n c _ a , i n c _ b ;
AMatr ix  r e s _ t e m p ;
i f  ( ! I s _ I n i t _ M a t r i x ( " _ m u l t _ M a t r i x " , "A", a ) ) 
r e t u r n ;
i f  ( ! I s  I n i t  M a t r i x (" m u l t  M a t r i x " , "B", b ) )
/ *  f i r s t  & l a s t  e l e m e n t  i f  
* ALL_ELEMENTS s p e c i f i e d  * /
/ *  i n c  t o  e l e m  i f  ALL_ELEMENTS s p e c i f i e d  * /
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r e t u r n ;
i f  ( a - > c  != b - > r )  {
E r r o r _ M s g ( _ F L _ , " _ m u l t _ M a t r i x " , NF_SPECIAL_NH,
"Cannot m u l t i p l y  a %dx%d b y %dx%d\n", a - > r , a - > c ,  
b - > r , b - > c ) ;
r e t u r n ;
}
i f  ( ! I n _ R a n g e ( ”_ m u l t _ M a t r i x " , " A " , a , e l _ a ) ) 
r e t u r n ;
i f  ( ! I n _ R a n g e ( " _ m u l t _ M a t r i x " , "B", b , e l _ b ) ) 
r e t u r n ;
r e s _ t e m p  = * r e s ;  
i f  ( r e s _ t e m p  == NULL) {
* r e s  = r e s _ t e m p  = N e w _ M a t r i x ( a - > r , b - > c ,
m a x ( a - > n e l e m e n t s , b - > n e l e m e n t s ) , 
m a x ( a - > s i z e , b - > s i z e ) ) ;
}
i n c _ a  = i n c _ b  = 0;
i f  ( e l _ a  == ALL_ELEMENTS && e l _ b  == ALL_ELEMENTS) { 
i f  ( a - > n e l e m e n t s  == b - > n e l e m e n t s )  {
e l _ r e s  = e l _ a  = 0 ;  / *  s r c  & d e s t  e l e m  s t a r t  6 0 * /  
e l _ f i r s t  = 0 ;  / *  l o o p  bou nds  a r e  min e l e m  i n  a & b * /  
e l _ l a s t  = a - > n e l e m e n t s ;
i n c _ a  = 1 ;  / *  b e  s u r e  t o  go  t o  n e x t  e l e m  i n  a * /
i n c _ b  = 1 ;  / *  d i t t o  f o r  b * /
}
e l s e  {
f p r i n t f ( s t d e r r , "Can o n l y  m u l t  a l l  e l e m e n t s  o f  A by  a l l \ n " ) ; 
f p r i n t f ( s t d e r r , " e l e m e n t s  o f  B when t h e y  ha ve  t h e  same  
n u m b e r \ n " ) ;
f p r i n t f ( s t d e r r , " o f  e l e m e n t s \ n " ) ; 
r e t u r n ;
)
)
/ *  m u l t  a l l  e l e m s  i n  a by  1 e l e m  i n  b  * /  
e l s e  i f  ( e l _ a  == ALL_ELEMENTS) {
e l _ r e s  = e l _ a  = 0 ;  / *  s r c  & d e s t  e l e m  s t a r t  @ 0 * /
e l _ f i r s t  = 0; / *  l o o p  bou nds  a r e  a l l  e l e m s  i n  a * /
e l _ l a s t  = m i n ( a - > n e l e m e n t s , r e s _ t e m p - > n e l e m e n t s ) ; 
i n c _ a  = 1 ;  / *  b e  s u r e  t o  go t o  n e x t  e l e m  i n  a * /
}
e l s e  i f  ( e l _ b  == ALL_ELEMENTS) { / *  m u l t  a l l  i n  b b y  1 e l e m  i n  a * /  
e l _ r e s  = e l _ b  = 0; 
e l _ f i r s t  = 0;
e l _ l a s t  = m i n ( b - > n e l e m e n t s , r e s _ t e m p - > n e l e m e n t s ) ; 
i n c _ b  = 1;
}
e l s e  {
i f  ( e l _ r e s  == DEFAULT) { 
i f  ( e l _ a  != e l _ b )  {
f p r i n t f ( s t d e r r , " D o n ' t  know how t o  d e f a u l t  t h e  r e s u l t  " ) ;
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f p r i n t f ( s t d e r r , " e l e m e n t  when m u l t i p l y i n g  e l e m e n t  %d i n  A\n",  
e l _ a ) ;
f p r i n t f ( s t d e r r , "by e l e m e n t  %d i n  B \ n " , e l _ b ) ; 
r e t u r n ;
)
e l s e
e l _ r e s  = e l _ a ;
}
e l _ f i r s t  = 0; 
e l  l a s t  = 1;
f o r  (; e l _ f i r s t  < e l _ l a s t ;  e l _ f i r s t + + )  { 
f o r  ( i = 0 ;  i  < a - > r ;  i++)  {
f o r  ( j = 0 ;  j < b - > c ;  j++)  {
A C C E S S _ D A T A ( r e s _ t e m p , i , j , e l _ r e s )  = 0; 
f o r  (k=0; k < a - > c ;  k++) (
AC C ES S_ D A TA (r es_ te m p, i , j , e l _ r e s )  += 
A C C ES S_ D A TA (a , i ,k ,e l_ a)  *




e l _ r e s + + ;  
e l _ a  += i n c _ a ;  
e l _ b  += i n c _ b ;
}
} / *  Mult M a t r i x  * /
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* Add_Matrix
* add 2 m a t r i c e s .  The u s e r  h a s  c o n t r o l  o v e r  which
* D a t a E l e m e n t s  a r e  t o  b e  a d de d,  th o u g h  n o t  a s  much c o n t r o l
* compared t o  M u l t i p l y _ M a t r i x .  In t h i s  r o u t i n e  s p e c i f y i n g
* a v a l u e  f o r  t h e  p a r a m e t e r  ' e l e m e n t '  a f f e c t s  t h e  same
* D a ta E le m e n t  p o s i t i o n  i n  t h e  r e s ,  a ,  and b m a t r i c e s .
* The p a r a m e t e r  ' e l e m e n t '  s h o u l d  be  i n  t h e  ran ge
*
* 0 <= e l e m e n t  < n e l e m e n t s
*
* o r  b e  ALL_ELEMENTS. When ' e l e m e n t '  i s  A11_ELEMENTS, a l l
* o f  t h e  e l e m e n t s  o f  a a r e  a dd ed t o  b and s t o r e d  i n  t h e
* p r o p e r  p o s i t i o n  i n  r e s .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* AMatr ix  * r e s  —  p o i n t e r  t o  where t o  s t o r e  t h e  r e s u l t i n g  m a t r i x
* AMatr ix  a —  m a t r i x  a
* AMatr ix  b —  m a t r i x  b
* i n t  e l e m e n t  —  p o s i t i o n  o f  t h e  D a ta E le m e n t  t o  add ( i n  a & b)
* —  and s t o r e  ( i n  r e s )
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  Add_ M atr ix (A M at r ix  * r e s , A M a t r i x  a , A M a t r i x  b , i n t  e l e m e n t )
# e l s e
v o i d  A d d _ M a t r i x ( r e s , a , b , e l e m e n t )
AMatr ix * r e s ;
AMatr ix  a;
AMatr ix  b;  
i n t  e l e m e n t ;
# e n d i f
{
i n t  r , c ;
i n t  f i r s t _ e l e m , l a s t _ e l e m ;
AMatrix  r e s _ t e m p ;
i f  ( ! I s _ I n i t _ M a t r i x (" _ a d d _ M a t r ix " , "A", a ) ) 
r e t u r n ;
i f  ( ! I s _ I n i t _ M a t r i x ( " _ a d d _ M a t r i x " , " B " , b ) ) 
r e t u r n ;
i f  ( ! I n _ R a n g e ( " _ m u l t _ M a t r i x " , " A " , a , e l e m e n t ) ) 
r e t u r n ;
i f  ( ! I n _ R a n g e (" _ m u l t _ M a t r i x " , "B", b , e l e m e n t ) ) 
r e t u r n ;
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i f  ( a - > r  != b - > r  | |  a - > c  != b - > c )  {
f p r i n t f ( s t d e r r , " E r r o r  i n  Add_M atr ix  c a n ' t  add a ") ;  
f p r i n t f ( s t d e r r , " % d x % d  t o  a %dx%d\n", a - > r , a - > c , b - > r , b - > c ) ; 
r e t u r n ;
}
( v o i d ) S a m e _ S i z e ( " _ a d d _ M a t r i x " , a , b ) ;
r e s _ t e m p  = * r e s ;  
i f  ( r e s _ t e m p  == NULL)
* r e s  = r e s _ t e m p  = N e w _ M a t r i x ( a - > r , a - > c , a - > n e l e m e n t s ,
m a x ( a - > s i z e , b - > s i z e ) ) ;
i f  ( e l e m e n t  == ALL_ELEMENTS) {
f i r s t _ e l e m  = 0 ;  
l a s t _ e l e m  = a - > n e l e m e n t s ;
)
e l s e  {
f i r s t _ e l e m  = l a s t _ e l e m  = e l e m e n t ;  
l a s t _ e l e m + + ;
1
f o r  ( r = 0 ; r  < a - > r ;  r++) {
f o r  (c=0;  c  < a - > c ;  C + + )  {
f o r  ( e l e m e n t  = f i r s t _ e l e m ;  e l e m e n t  < l a s t _ e l e m ;  e le m e n t + + )  { 
A C C E S S _ D A T A (r e s_ te m p ,r , c ,e le m e n t )  =
ACCE SS _DAT A( a, r , c ,e le m ent )  +




} / *  Add M a t r i x  * /
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/★★★★★★a-*******************************************************
* Sub _M atr ix
* sub 2 m a t r i c e s .  The u s e r  h a s  c o n t r o l  o v e r  wh ich
* D a t a E l e m e n t s  a r e  t o  be  a d de d,  t h o u g h  n o t  a s  much c o n t r o l
* compared t o  M u l t i p l y _ M a t r i x . In t h i s  r o u t i n e  s p e c i f y i n g
* a v a l u e  f o r  t h e  p a r a m e t e r  ' e l e m e n t '  a f f e c t s  t h e  same
* Da ta E le m en t  p o s i t i o n  i n  t h e  r e s ,  a ,  and b m a t r i c e s .
* The p a r a m e t e r  ' e l e m e n t '  s h o u l d  be  i n  t h e  r an ge
*
* 0 <= e l e m e n t  < n e l e m e n t s
•k
* o r  b e  ALL_ELEMENTS. When ' e l e m e n t '  i s  A11_ELEMENTS, a l l
* o f  t h e  e l e m e n t s  o f  a a r e  a dd ed t o  b and s t o r e d  i n  t h e
* p r o p e r  p o s i t i o n  i n  r e s .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* AMatr ix  * r e s  —  p o i n t e r  t o  wher e  t o  s t o r e  t h e  r e s u l t i n g  m a t r i x
* AMatr ix  a —  m a t r i x  a
* AMatr ix  b —  m a t r i x  b
* i n t  e l e m e n t  —  p o s i t i o n  o f  t h e  D a ta E le m e n t  t o  add ( i n  a & b)
* —  and s t o r e  ( i n  r e s )
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  < STDC )
v o i d  Su b _ M a tr ix (A M a tr ix  * r e s , A M a t r i x  a , A M a t r i x  b , i n t  e l e m e n t )
# e l s e
v o i d  S u b _ M a t r i x ( r e s , a , b , e l e m e n t )
AMatr ix  * r e s ;
AMatr ix  a;
AMatr ix  b;  
i n t  e l e m e n t ;
# e n d i f
(
i n t  r , c ;
i n t  f i r s t _ e l e m , l a s t _ e l e m ;
AMatrix  r e s _ t e m p ;
i f  ( ! I s _ I n i t _ M a t r i x ( " _ s u b _ M a t r i x " , "A", a) ) 
r e t u r n ;
i f  ( ! I s _ I n i t _ M a t r i x ( " _ s u b _ M a t r i x " , " B " , b ) ) 
r e t u r n ;
i f  ( ! I n _ R a n g e ( " _ m u l t _ M a t r i x " , "A", a , e l e m e n t ))  
r e t u r n ;
i f  ( ! I n _ R a n g e ( " _ m u l t _ M a t r i x " , " B " , b , e l e m e n t ) ) 
r e t u r n ;
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i f  ( a - > r  != b - > r  | |  a - > c  != b - > c )  {
f p r i n t f ( s t d e r r , " E r r o r  i n  Su b_M atr ix  c a n ' t  add a " ) ;  
f p r i n t f ( s t d e r r , " % d x % d  t o  a %dx%d\n", a - > r , a - > c , b - > r , b - > c ) ; 
r e t u r n ;
}
( v o i d ) S a m e _ S i z e ( " _ s u b _ M a t r i x " , a , b ) ;
r e s _ t e m p  = * r e s ;  
i f  ( r e s _ te m p  == NULL)
* r e s  = r e s _ t e m p  = N e w _ M a t r i x ( a - > r , a - > c , a - > n e l e m e n t s ,
m a x ( a - > s i z e , b - > s i z e ) ) ;
i f  ( e l e m e n t  == ALL_ELEMENTS) (
f i r s t _ e l e m  = 0; 
l a s t _ e l e m  = a - > n e l e m e n t s ;
}
e l s e  (
f i r s t _ e l e m  = l a s t _ e l e m  = e l e m e n t ;  
l a s t _ e l e m + + ;
)
f o r  ( r = 0 ; r < a - > r ;  r++) (
f o r  (c = 0; c < a - > c ;  C + + )  {
f o r  ( e l e m e n t  = f i r s t _ e l e m ;  e l e m e n t  < l a s t _ e l e m ;  e l e m e n t + + )  { 
AC C E S S J D A T A (res_ tem p ,r , c , e le m en t )  =
ACCE SS_ DATA (a ,r ,c ,e lement )  -  




} / *  Sub M a t r i x  * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Copy_Matr ix
* c o p y  a m a t r i x  s o  we d o n ' t  a c c i d e n t a l l y  d e s t r o y  t h e  o r i g i n a l
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* AMatr ix  o r g  —  m a t r i x  t o  c o p y
*
* R e t u r n s :
* AMatr ix  r e s  —  c o p y  o f  o r g  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
AMatr ix  C o p y_M atr ix (A M atr i x  org )
# e l s e
AMatr ix  C o p y _ M a t r ix ( o r g )
AMatr ix  o r g ;
# e n d i f
{
i n t  r , c ;  
i n t  s i z e ;
AMatr ix  r e s ;  
v o i d  * t ;
i f  ( o r g  == NULL) {
E r r o r _ M s g ( _ F L _ , " _ c o p y _ M a t r i x " , NF_SPECIAL_NH,
"The m a t r i x  t o  c o p y  i s  u n i n i t i a l i z e d \ n " )  ; 
r e t u r n ( N U L L ) ;
}
s i z e  = o r g - > s i z e ;
r e s  = N e w _ M a t r i x ( o r g - > r , o r g - > c , o r g - > n e l e m e n t s , s i z e ) ; 
f o r  (r=0;  r < o r g - > r ;  r++) {
f o r  (c=0;  c < o r g - > c ;  C++) (
t  = ( v o i d  * ) m a l l o c ( s i z e ) ; 
i f  ( t  == NULL)
E r r o r _ M s g ( _ F L _ , " _ c o p y _ M a t r i x " , F_MALLOC,size); 
m e m c p y ( t , o r g - > a [ r ] [ c ] , s i z e ) ;  
r e s - > a [ r ] [ c ]  = t ;
}
}
r e t u r n ( r e s ) ;
) / *  Copy_ Matr ix  * /
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* I n v e r t _ M a t r i x
* i n v e r t  a m a t r i x .  The m a t r i x  can be  i n v e r t e d  on j u s t  one
* D a ta E le m e n t  ( s p e c i f i e d  b y  p a r a m e t e r  ' e l e m e n t ' ) o r
* ALL_ELEMENTS can be  s p e c i f i e d .  The r e s  m a t r i x  i s  p a s s e d
* i n  s o  t h a t  i f  a p r e v i o u s l y  i n i t i a l i z e d  m a t r i x  e x i s t s
* and you want t h e  i n v e r s e  t o  e n d  up i n  t h i s  m a t r i x ,  you can
* p a s s  t h e  m a t r i x  by  r e f e r e n c e  and t h i s  m a t r i x  w i l l  b e  u s e d
* t o  s t o r e  t h e  r e s u l t .  I f  t h e  p a r a m e t e r  ' r e s '  == NULL, t h e n
* an new m a t r i x  w i l l  b e  c r e a t e d  and r e s  w i l l  p o i n t  t o  i t .
*
* G l o b a l s :
* none
*
* P a r a m e t e r s :
* AMatr ix  * r e s  —  i n v e r t e d  m a t r i x
* AMatr ix  m —  m a t r i x  t o  i n v e r t
* i n t  e l e m e n t  —  t h e  p o s i t i o n  o f  t h e  e l e m e n t  t o  i n v e r t .
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  I n v e r t _ M a t r i x ( A M a t r i x  * r e s , A M a t r i x  m , i n t  e l e m e n t )
# e l s e
v o i d  I n v e r t _ M a t r i x ( r e s , m , e l e m e n t )
AMatr ix  * r e s ;
AMatr ix  m; 
i n t  e l e m e n t ;
# e n d i f
{
i n t  r , c , i , j ; 
d o u b l e  k;  
d o u b l e  m i n v a l ;  
i n t  minrow;
AMatrix a;  / *  co p y  o f  m t h a t  we can m o d i f y  * /
i n t  e , f i r s t _ e l e m , l a s t _ e l e m ;
AMatrix  r e s _ t e m p ;
i f  ( ! I s _ I n i t _ M a t r i x ( " _ i n v e r t _ M a t r i x " , "M",m)) 
r e t u r n ;
i f  (m->r != m->c) {
f p r i n t f ( s t d e r r , " E r r o r  i n  I n v e r t _ M a t r i x : c a n ' t  i n v e r t  a n o n - s q u a r e
") ;
f p r i n t f ( s t d e r r , " m a t r i x \ n " ) ; 
r e t u r n ;
}
i f  ( ! I n _ R a n g e ( " _ i n v e r t _ M a t r i x " , "M",m,e lement)  ) 
r e t u r n ;
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a = C o p y _ M a t r ix ( m ) ; 
r e s _ t e m p  = * r e s ;  
i f  ( r e s _ t e m p  == NULL)
* r e s  = r e s _ t e m p  = I d e n t i t y _ M a t r i x ( a - > r , a - > n e l e m e n t s , a - > s i z e ) ;
i f  ( e l e m e n t  == ALL_ELEMENTS) {
f i r s t _ e l e m  = 0;  
l a s t _ e l e m  = a - > n e l e m e n t s ;
}
e l s e  {
f i r s t _ e l e m  = l a s t _ e l e m  = e l e m e n t ;  
l a s t _ e l e m + + ;
}
f o r  (e = f i r s t _ e l e m ;  e < l a s t _ e l e m ;  e++) {
/ *
* make s u r e  t h e r e ' s  n o n z e r o  v a l u e s  on t h e  main  d i a g  
* /
f o r  (r=0;  r  < a - > r ;  r++) {
/ *  h e r e  b e  a z e r o  * /
i f  ( fabs(ACCESS_DATA(a,r, r , e ) ) < EPSILON) { 
minrow = - 1 ;
f o r  ( i = 0 ;  i  < a - > r ;  i+ +)  { / *  f i n d  l e a s t  n o n z e r o  i n  co lumn * /
k = A C C E S S _ D A T A ( a , i , r , e ) ; 
i f  (k != 0) {
i f  (minrow == - 1 )  {
m i n v a l  = k;  
minrow = i ;
}
e l s e  i f  (k < m i n v a l )  { 
m i n v a l  = k; 




i f  (minrow != - 1 )  { / *  add minrow t o  row w/ z e r o  * /
f o r  (c=0 ;  c < a - > c ;  C + + )  {
ACCESS_DATA(a, r ,  c ,  e )  = ACCESS_DATA(a,minrow,c,  e )  + 
A C C E S S _ D A T A (a ,r ,c , e ) ;
ACCE SS_ DATA (res_tem p,r ,c ,e )  =
ACCESS_DATA(res_temp,minrow,c ,e )  +
ACCE S S_DATA(r e  s _ t  emp, r , c , e ) ;
}
}
e l s e  {
E r r o r _ M s g ( _ F L _ , " _ i n v e r t _ M a t r i x " , NF_SPECIAL_NH,
" Can' t  i n v e r t  m a t r i x .  Column %d i s  a l l  z e r o \ n " , r ) ;  
F r e e _ M a t r i x ( a ) ;
F r e e _ M a t r i x ( r e s _ t e m p ) ;
* r e s  = NULL; 






d e b u g (_FL_,"I n v e r t _ M a t r i x " , "N onz eros  on main d i a g \ n " ) ; 
P r i n t _ M a t r i x ( " a " , " 3 . 3 " ,  a ) ;
P r i n t _ M a t r i x ( " r e s _ t e m p " , " 3 . 3 " , r e s _ t e m p ) ;
}
/ *
* work on l o w e r  d i a g o n a l  
* /
f o r  ( r = 0 ; r < a - > r - l ;  r++) {
k = ACCESS_DATA(a, r , r , e )  ; 
i f  (k ! = 1) {
k = 1 /  k;  / *  t a k e  r e c i p r i c a l  f o r  d i v * /
f o r  (c=0 ;  c < a - > c ;  C + + )  {
ACCESS_DATA(a,r ,c,e )  *= k; / *  c h e a p e r  t o  do a * * /  
ACCE SS_ DATA (res_tem p,r ,c ,e )  *= k;
)
}
/ *  f o r  e a c h  row i  b e l o w  r
* p i c k  k s o  t h a t  i t  makes
* A [ i ]  [c ]  = 0
* s o  t h a t  A[i] = A[r] * k + A [i ]
* /
f o r  ( i = r + l ;  i  < a - > r ;  i+ +)  {
k = - A C C E S S _ D A T A ( a , i , r , e ) ; 
f o r  (c=0;  c < a - > c ;  c++) {






r = a - > r - l ;
k = A C C E S S _D A T A (a, r ,r ,e ) ; 
i f  <k == 0) {
Error_Msg(_FL_,"_invert_Matrix",NF_SPECIAL_NH,
"C an 't  i n v e r t  m a t r i x .  L a s t  row r e d u c e d  t o  z e r o . \ n " ) ; 
F r e e _ M a t r i x ( a ) ;
F r e e _ M a t r i x ( r e s _ t e m p )  ;
* r e s  = NULL; 
r e t u r n ;
}
i f  (k != 1) { 
k = 1 /  k;
ACCESS_DATA(a,r,r,  e)  = 1;
f o r  ( c = 0 ; c < a - > c ;  C + + )  { / *  d i v i d e  l a s t  row o f  au gm ent ed * /





P r i n t _ M a t r i x ( " a " , " 3 . 3 " ,  a ) ;
P r i n t _ M a t r i x ( " r e s _ t e m p " , " 3 . 3 " , r e s _ t e m p ) ;
)
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/ *  f o r  e a c h  row i  a b o v e  row r
* a g a i n  p i c k  k s o  A [ i ] [ c ]  = 0
* s o  t h a t  A [ i ]  = A[r ]  * k + A [ i ]
* /
f o r  ( r = a - > r - l ;  r >= 1; r — ) { 
f o r  ( i = r - l ;  i  >= 0; i - - )  {
k = -ACCES S _ D A T A ( a , i , r , e )  ; 
f o r  (c=0;  c < a - > c ;  C + + )  {
ACCESS_ DATA( a, i , c ,e )  += ACCESS_DATA(a,r, c , e )  * k; 
A C C ES S _ D A T A (res_ tem p , i , c ,e )  +=




i f  (AYMDebug) {
d e b u g ( _ F L _ , " I n v e r t _ M a t r i x " , " f u l l y  i n v e r t e d  \ n " ) ; 
P r i n t _ M a t r i x ( " r e s _ t e m p " , " 3 . 3 " , r e s _ t e m p ) ;
P r i n t _ M a t r i x ( " a " , " 3 . 3 " , a ) ;
)
} / *  f o r  e  = f i r s t _ e l e m  t o  l a s t _ e l e m  * /
F r e e _ M a t r i x ( a ) ;
) / *  i n v e r t  M a t r i x  * /
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Listing 3. Spline drawing code.
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Matthew Au A p r i l  21 ,  1992
*
* F i l e :  p r o j e c t . h  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i £ n d e f  __pr ojec t_h  
t d e f i n e  _ p r o j e c t _ h
finclude "matrix.h"
#i£ ( STDC )






/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *




* this file contains routines that project a AMatrix on the
* screen. SGI specific. 









void (*BeginObject)() = bgnline; 
void (*EndObject)() = endline;
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* P r o j e c t _ M a t r i x
* as s u m e s  t h e  d a t a  i n  t h e  m a t r i x  i s  3D
* t h i s  r o u t i n e  r e a d s  i n f o r m a t i o n  t o  s e t  up p e r s p e c t i v e
* p r o j e c t i o n  from a f i l e  c a l l e d  p a r m s . T h i s  i s  s o  we d o n ' t
* ha ve  t o  r e c o m p i l e  and l i n k  j u s t  t o  ch an ge  one  s i m p l e
* number.  Bel ow  t h i s  t h e  parms f i l e .
*
* 1
* 400 1 0 50
* 0 0 8 0 0 0 0
* 0 0 - 5
* x  5 y  5 z 5
it
* o n c e  t h e  p a r a m e t e r s  a r e  r e a d ,  t h e  m a t r i x  i s  drawn t o  t h e
* s c r e e n  and r o t a t e d .
*
* G l o b a l s :
* v o i d  ( * B e g i n O b j e c t ) () —  GL c a l l  t h a t  s e t s  up t h e  p i p e l i n e
* —  f o r  v a r i o u s  t y p e s  o f  d r a w i n g s ,
* —  i . e .  how t o  c o n n e c t  p o i n t s ,  l i n e s
* —  o r  f i l l e d  p o l y g o n s .  I n i t i a l i z e d .
* v o i d  ( * E n d O b j e c t ) () —  what  you b e g i n  you must  e n d .  I n i t i a l i z e d .
*
* P a r a m e t e r s :
* AMatr ix  p o i n t s  —  t h e  p o i n t s  o f  a 3-D m a t r i x  t o  draw.
* —  A d j a c e n t  p o i n t s  i n  t h e  m a t r i x  a r e  c o n n e c t e d
* —  b y a l i n e .
*
* R e t u r n s :
* v o i d
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i f  ( STDC )
v o i d  P r o j e c t _ M a t r i x ( A M a t r i x  p o i n t s )  
# e l s e
v o i d  P r o j e c t _ M a t r i x ( p o i n t s )
AMatr ix  p o i n t s ;
# e n d i f
{
FILE * i n f i l e ;
Coord v [ 3 ] , p [ 3 ] ;
A n g l e  t w i s t ;
A n g l e  f o v y ;
A n g l e  d e g x , d e g y , d e g z ;  
f l o a t  a s p e c t ;
Coord n e a r , f a r ;
Coord t x , t y , t z ;  
i n t  t o o ;  
c h a r  o b j ;  
c h a r  r o t ;  
i n t  r o t a x i s ;
i n f i l e  = f o p e n ( " p a r m s " , " r " ) ; 
i f  ( i n f i l e  != NULL) { 
o b j  = g e t c ( i n f i l e ) ;
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s w i t c h  (o b j )  { 
c a s e  ' p ' : 
c a s e  ' P ' :
B e g i n O b j e c t  = b g n p o l y g o n ;
EndObject  = e n d p o l y g o n ;  
b r e a k ;  
c a s e  ' 1 ' :  
c a s e  ’ L ' :
B e g i n O b j e c t  = b g n l i n e ;
En dObject  = e n d l i n e ;  
b r e a k ;
)
f s c a n f ( i n f i l e , " % d  %f %f %f" , & f o o , S a s p e c t , S n e a r , & f a r ) ; 
f o v y  = f o o ;
f s c a n f ( i n f i l e , " % f  %f %f %f %f %f %d", &v[ 0 ] , &v[1 ] , &v[ 2 ] ,  
&p [ 0 ] ,  &p [1] , &p [ 2 ] ,  & f o o ) ; 
f s c a n f ( i n f i l e , " % f  %f %f" , & t x , & t y , & t z ) ; 
r o t a x i s  = 0; 
w h i l e  ( ! f e o f ( i n f i l e ) ) { 
r o t  = g e t c ( i n f i l e ) ; 
s w i t c h ( r o t )  { 
c a s e  ' x ' : 
c a s e  ' X ' :
f s c a n f ( i n f i l e , " % d " , & f o o ) ; 
d e g x  = f o o ;  
r o t a x i s  |=  1; 
b r e a k ;  
c a s e  ' y ' : 
c a s e  ' Y ' :
f s c a n f ( i n f i l e , " % d " , & f o o ) ; 
d e g y  = f o o ;  
r o t a x i s  |= 2;  
b r e a k ;  
c a s e  1z 1 : 
c a s e  1Z 1 :
f s c a n f ( i n f i l e ,  "%d", &foo) ; 
d e g z  = f o o ;  
r o t a x i s  |= 4; 
b r e a k ;  
d e f a u l t : 
b r e a k ;
}
)
t w i s t  = f o o ;  
f c l o s e ( i n f i l e ) ;
)
e l s e  {
f o v y  = 400;  
a s p e c t  = 1 ;  
n e a r  = 4;  
f a r  = 12;
v [ 0 ]  = 0;  v [ l ]  = 0; v [ 2 ]  = 8; 
p [ 0 ]  = 0; p [ l ]  = 0; p [2] = 0;  
t w i s t  = 0;  
t x  = t y  = t z  = 0;
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k e e p a s p e c t ( 1 , 1 ) ;
p r e f p o s i t i o n ( 10 0 ,  600 ,  1 00 ,  6 0 0 ) ;  
w in o p e n ( " S q u a r e  M e s h " ) ; 
d o u b l e b u f f e r ( ) ;
RGBmode( ) ;  
g c o n f i g ( ) ;
p e r s p e c t i v e ( f o v y , a s p e c t , n e a r , f a r ) ;
l o o k a t ( v [ 0 ] , v [ l ] , v [ 2 ]  , p [ 0 ] , p [ l ] , p [ 2 ] , t w i s t ) ;
c p a c k ( 0 x 0 0 ) ;
c l e a r ( ) ;
s w a p b u f f e r s ( ) ;
t r a n s l a t e ( t x , t y , t z ) ; 
w h i l e  (1) { 
c p a c k  (0) ; 
c l e a r ( ) ;
D r a w _ S q u a r e _ M e s h ( p o i n t s ) ; 
s w a p b u f f e r s ( ) ;  
i f  ( r o t a x i s  & 0x01)  
r o t a t e ( d e g x , ' x 1) ;  
i f  ( r o t a x i s  & 0x02)  
r o t a t e ( d e g y , ' y ' ) ;  
i f  ( r o t a x i s  & 0x04)  
r o t a t e ( d e g z , 1z 1) ;
1
} / *  P r o j e c t _ M a t r i x  * /
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* Draw_Square_Mesh
* I know t h e r e  a r e  b e t t e r  ways o f  d r a w in g  s q u a r e  m esh es  on
* and SGI, b u t  I  d i d n ' t  know how t o  do i t  a t  t h e  t i m e ,  s o
* t h i s  r o u t i n e  c r u d e l y  draws a s q u a r e  mesh b y  c o n n e c t i n g
* a d j a c e n t  m a t r i x  e l e m e n t s  w i t h  a l i n e  ( a c t u a l l y  d e p e n d s  on
* B e g i n O b j e c t  and E n d O b j e c t ) .
*
* G l o b a l s :
* v o i d  ( * B e g i n O b j e c t ) () —  GL c a l l  t h a t  s e t s  up t h e  p i p e l i n e
* —  f o r  v a r i o u s  t y p e s  o f  d r a w i n g s ,
* —  i . e .  how t o  c o n n e c t  p o i n t s ,  l i n e s
* —  o r  f i l l e d  p o l y g o n s .  I n i t i a l i z e d .
* v o i d  ( * E n d O b j e c t ) () —  what you b e g i n  you must  e n d .  I n i t i a l i z e d .
*
* P a r a m e t e r s :
* AMatrix  p o i n t s  —  p o i n t s  t o  draw a s  a s q u a r e  mesh.  P o i n t s
* —  a d j a c e n t  t o  one  a n o t h e r  a r e  c o n n e c t e d .
* —  a c c o r d i n g  t o  what  B e g i n O b j e c t / E n d O b j e c t
* —  a r e  s e t  t o  ( u s u a l l y  t h e y  a r e  s e t  t o
* —  b g n l i n e / e n d l i n e  s o  l i n e s  c o n n e c t  2 a d j a c e n t
* —  m a t r i x  e l e m e n t s ) .
*
* R e t u r n s :
* v o i d
# i f  ( STDC )
v o i d  Draw_Square_Mesh(AMatr ix  p o i n t s )  
# e l s e
v o i d  D r a w _ S q u a r e _ M e s h (p o in t s )
AMatr ix  p o i n t s ;
# e n d i f
{
i n t  r , c ;
D a t a E l e m e n t * t l , * t 2 , * f t 3 , * t 4 ;  
c p a c k ( O x f f f f f f )  ;
f o r  (r  = 0 ;  r  < p o i n t s - > r - l ;  r++) {
f o r  (c = 0 ;  c  < p o i n t s - > c - l ;  C + + )  {
( * B e g i n O b j e c t ) ( ) ;
v 3 d ( p o i n t s - > a [ r ] [ c ] ) ;  
v 3 d ( p o i n t s - > a [ r ] [ c + 1 ] ) ; 
v 3 d ( p o i n t s - > a [ r + 1 ] [ c + 1 ] ) ;  
v 3 d ( p o i n t s - > a [ r + 1 ] [ c ] ) ;  
v 3 d ( p o i n t s - > a [ r ] [ c ] ) ;  
( * E n d O b j e c t ) ( ) ;
}
}
} / *  Draw M a t r i x  * /
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