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Abstract
Two algorithms used to evaluate the approximate symmetries of nonlinear systems are compared from a theoretical view point.
The two quite distinct algorithms are cast into a form where one method can clearly be seen to be more general than the second. The
circumstances for the equivalence of the two methods are presented and for these cases it is shown how the approximate symmetries
found by one method may easily be calculated for the second. These ideas are exempliﬁed by calculating new approximate symmetry
reductions for a systems of advection–diffusion equations that describe the simultaneous transport of heat, moisture and solute in
porous media and which contain unknown shape functions.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Approximate symmetry methods; Approximate symmetry reduction; Perturbation techniques; Advection–diffusion systems
1. Introduction
It is well known that the classical/Lie group analysis enables us to distinguish between many interesting symmetry
properties that occur for example, in the nonlinear partial differential equations of mathematical physics and biology.
Moreover, such symmetries can often be exploited to produce mathematical reductions rendering the equations into
an integrable ordinary differential equation form. This can give powerful insight into the analytic properties of their
solutions and so diminish the requirement for large-scale numerical analysis. In recent years there has been an explosion
of interest in these ideas with new variations on the old symmetry approach for example non-classical, conditional and
potential symmetry methods. Also the mathematical complexity and yet deterministic nature of these approaches have
led to many computer algebra implementations of the symmetry group algorithms.
In a further development the notion of approximate symmetry is now used when discussing the symmetry properties
of equations involving a small parameter. The notion is necessary because any small perturbation of an equation disturbs
the symmetry group properties of the unperturbed equation. However, there are two very approaches to approximate
symmetry and it is the intention here to compare the corresponding algorithms. The two approaches, reasonably well
known are due to Baikov et al. [1] on one hand and due to Fushchich and Shtelen [4] on the other and they both employ
standard perturbation techniques. However, in the ﬁrst approach there is no perturbation of the dependant variables
but a perturbation of the symmetry group generator and consequent prolongation operator is introduced. The second
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approach is quite different because it does employ a perturbation of the dependant variables and then the equations
corresponding to each order in the small parameter are identiﬁed. Standard classical or Lie analysis is then applied to
the new system of differential equations.
There are many examples (see [5]) of the application of the ﬁrst algorithm due to Baikov et al., however, the second
is rarely employed. However, in a recent work Pakdemirli et al. [7] employ both algorithms, with a variation for linear
unperturbed systems, to determine the approximate symmetries of the examples of Burgers equation and also a problem
of non-Newtonian creeping ﬂow. Based upon these cases they favour the greater generality of the second method due
to Fushchich and simplify the algorithm for the case of perturbations of linear systems. However, they present no
theoretical comparison of the two algorithms and nor do they consider certain important examples for the symmetry
method in which the systems of equations contain unknown shape functions.
It is the intention below to make a theoretical comparison between the two methods which will be exempliﬁed
primarily for the particular nonlinear systems that describes the simultaneous transport of water vapour, heat and
solute in a homogeneous unsaturated soil The transport occurs under a combination of gradients of soil temperature,
volumetric water content and solute concentration and the theory was ﬁrst described by Philip and De Vries [8,3]. It
is presented here in the form of Jury et al. [6] but generalised to include the cases of pure diffusion with gravitational
advection terms. In particular, the one-dimensional equations
(r˜) = u˜t˜ − (K(u)u˜x˜ )x˜ − M(u)u˜x = 0 (1)
are considered where a sufﬁx indicates a derivative and where
r˜ ≡ (x˜, t˜ , u˜, u˜x˜ , u˜t˜ , u˜x˜x˜ , . . .). (2)
In addition, u˜={u˜i (x˜, t˜ )}, i=1, . . . , n is a vector of soil temperature, moisture content and solute concentration values
as a function of soil depth x˜ and time t˜ . Moreover, K(u) is a non-singular matrix, normally diagonally dominant
expressing the homogeneous but nonlinear diffusive properties of the medium, whilst M(u) is a non-singular matrix
describing processes of drift.
In this paper new approximate symmetry reductions of (1) are determined for cases where the diffusion matrix K(u)
differs only slightly from a matrix (u) together with a small advection or drift terms M(u). From a physical point of
view, (u) would normally be a diagonal matrix and the simultaneous transport effects are small. Thus
K(u) = (u) + (u), M(u) = m(u), (3)
where  is a small parameter. In the theory of approximate symmetry, the classical inﬁnitesimal generator is assumed
to be known when = 0. In the context of this discussion the system
0(r) = ut − ((u)ux)x = 0, (4)
where
r ≡ (x, t,u,ux,ut ,uxx) (5)
has known Lie symmetries that are described by Baikov et al. [2]. Moreover, in the following it will be supposed that
r˜ and r are related by a ﬁrst order terms in  as follows:
r˜ = r + s + O(2) (6)
with
s = (x¯, t¯ , v, vx, vt , vxx, . . .). (7)
In addition, note that the system (1) with (3) may be written as
(r˜) = 0(r˜) + 1(r˜) = 0. (8)
So
1(r˜) = −((u˜)u˜x˜ )x˜ − m(u˜)u˜x˜ . (9)
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I begin the approximate symmetry analysis by describing the theoretical relationship between the two approaches and
then brieﬂy discuss the examples of Pakdemirli et al. [7] before examining the coupled advection–diffusion equations.
2. Theory on approximate symmetries
2.1. The known symmetry generator
The symmetry generator for the known system (4) may be written in the form
G0 = (x, t,u) 
x
+ (x, t,u) 
t
+ a(x, t,u) ·∇, (10)
where
a(x, t,u) = {ai(x, t,u)}, ∇ =
{

ui
}
. (11)
In addition, the corresponding prolongation is taken to be
P0(r) = p0(r) ·D, (12)
where the vector p0(r) has the form
p0(r) = (, , a, ax, at , axx, . . .) (13)
and where D is the differential operator
D=
(

x
,

t
, ∇,∇ux ,∇ut ,∇uxx , . . .
)
(14)
with
∇ux =
{

uix
}
, ∇ut =
{

uit
}
, ∇uxx =
{

uixx
}
. (15)
In the usual way ax, at , axx are calculated using
ax =Dxa − uxDx− utDx,
at =Dta − uxDt− utDt,
axx =Dxax − uxxDx− uxtDx, (16)
where
Dx = 
x
+ ux · ∇, Dt = 
t
+ ut · ∇. (17)
Using this notation and substituting (6) into (8) gives
(r˜) = 0(r) + {1(r) + (s ·D)0(r)} + O(2) = 0 (18)
and so to the ﬁrst order
0(r) = 0,
1(r) + (s.D)0(r) = 0. (19)
Consider now the two methods for calculating the (approximate) symmetries of the system (19).
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2.2. Method one due to Baikov, Gazizov and Ibragimov
In the common method due to Baikov [1] we denote the prolongation operator corresponding to (8) as
P(r˜) =P0(r˜) + P1(r˜) + O(2) (20)
and so using (6) it follows that
P(r˜) =P0(r) + [P1(r) + (s ·D)P0(r)] + O(2)
=P0(r) + [P1(r) + ((s ·D)p0(r)) ·D] + O(2), (21)
with
P1(r) = p1(r) ·D, (22)
where the vector p1(r) has the form
p1(r) = (¯, ¯,,x,t ,xx, . . .). (23)
The condition for invariance is
P(r˜)(r˜)|(r˜)=0 = 0. (24)
Thus, using (6) and (21) and calculating upto and including the ﬁrst order in  we ﬁnd
P0(r)0(r) = 0|0(r)=0 (25)
as required and also the condition for approximate symmetry
P0(r)1(r) +P0(r)[(s.D)0(r)] +P1(r)0(r)
+[(s ·D)P0(r)]0(r)
∣∣∣∣∣∣0(r)=0,
1(r)+(s.D)0(r)=0
= 0 . (26)
However, since
P0(r)[(s.D)0(r)] + [(s ·D)P0(r)]0(r) = (s.D)[P0(r)0(r)] (27)
we have
P0(r)1(r) + (s.D)[P0(r)0(r)] +P1(r)0(r)
∣∣∣∣∣∣0(r)=0,
1(r)+(s.D)0(r)=0
= 0 . (28)
The relationship (25) implies that
P0(r)0(r) =A0(r) (29)
for some A=A(x, t,u). This may be used in (28) and combined with the second of (19) to give the simpliﬁed equation
(P0(r) − A)1(r) +P1(r)0(r)|0(r)=0 = 0. (30)
Critically in this method P1(r) depends on r alone. Thus, the symmetry generator has the following form:
G= (+ ¯) 
x
+ (+ ¯) 
t
+ (a + ) ·∇, (31)
where the prologation is calculated in the usual way. In particular, for cases of relevance here when
¯= ¯(x, t), ¯= ¯(t), (x, t,u) = W(x, t)u + (x, t) (32)
R. Wiltshire / Journal of Computational and Applied Mathematics 197 (2006) 287–301 291
then
x = Wxu + x + Wux − ¯xux ,
t = Wtu + t + Wut − ¯tut − ¯tux ,
xx = Wxxu + xx + 2Wxux + Wuxx − ¯xxux − 2¯xuxx . (33)
2.3. Method two due to Fushchich and Shtelen and its relationship to method one
In the method due to Fushchich [4] we consider the system (19) and deﬁne an approximate symmetry of (8) to be
an exact symmetry of (19). Applying the symmetry generator G
G= e x + e

t
+ ˆ 
x¯
+ ˆ 
t¯
+  · ∇ +  · ∇ˆ, (34)
where the inﬁnitesimals are each functions of x, t,u, x¯, t¯ , v and where
∇ˆ =
{

vi
}
(35)
and its prolongation Q(r, s) to the ﬁrst of (19) so that
Q(r, s)0(r) = 0|0(r)=0 (36)
with Q(r, s) is decomposed in the form
Q(r, s) = Q0(r, s) + q(r, s) ·DQ, (37)
where
Q0(r, s) = e(r, s) ·D (38)
and
e(r, s) = (e, e, , x, t , xx, . . .). (39)
In addition, we deﬁne
q(r, s) = (ˆ, ˆ,,x,t ,xx, . . .), (40)
where
DQ =
(

x¯
,

t¯
, ∇ˆ, ∇ˆvx , ∇ˆvt , ∇ˆvxx , . . .
)
. (41)
It follows that on application of (38) to the ﬁrst of (19) we obtain
Q0(r, s)0(r)|0(r)=0 = 0 ⇒ Q0(r, s)0(r) = B0(r) (42)
for some B = B(x, t,u, v). Using this prolongation the condition for invariance for the second of (19) is
Q(r, s)(1(r) + (s.D)0(r)) = (Q0(r, s) + q(r, s) ·DQ)(1(r) + [(s.D)0(r)]) = 0. (43)
In explicit terms the generator (37) applied to (19) is
Q0(r, s)1(r) + (q(r, s) ·DQ)(s.D)0(r) + Q0(r, s)[(s ·D)0(r)] = 0. (44)
Thus,
Q0(r, s)1(r) + (q(r, s) ·D)0(r) = −Q0(r, s)[(s ·D)0(r)]. (45)
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However, since
Q0(r, s)[(s.D)0(r)] + [(s ·D)Q0(r, s)]0(r) = (s.D)[Q0(r, s)0(r)] (46)
and using (42) this may also be written as follows:
(Q0(r, s) − B)1(r) + (q(r, s) ·D)0(r) = [(s ·D)Q0(r, s)]0(r). (47)
Finally, note that
[(s ·D)Q0(r, s)] = ((s ·D)e(r, s)) ·D ≡ q¯(r, s) ·D, (48)
where
q¯(r, s) = (s ·D)e(r, s). (49)
Thus, (47) has the ﬁnal form
(Q0(r, s) − B)1(r) +N(r, s)0(r) = 0, (50)
where
N(r, s) = [q(r, s) − q¯(r, s)] ·D. (51)
Note that when
e(r, s) = p0(r) + e˜(r, s) (52)
it follows that
Q0(r, s)0(r) = B0(r) (53)
and so
(P0(r) + e˜(r, s).D)0(r) = (A + A˜)0(r), (54)
where
[e˜(r, s).D]0(r) = A˜0(r). (55)
In this case (50) may be written as follows:
(P0(r, s) − A)1(r) + ([e˜(r, s).D] − A˜)1(r) +N(r, s)0(r) = 0. (56)
Clearly, when e(r, s) = p0(r) then (56) has the simpliﬁed form
(P0(r) − A)1(r) +N(r, s)0(r) = 0. (57)
Thus, we see that the algorithms for Method 1 through Eq. (30) and for Method 2 through Eqs. (56) and (57) have very
similar forms. However, for Method 2 the algorithm has a form dependent on both r and s which is more general than
that of (30) which depends only on r. This additional generality is primarily the result of the fact that Method 1 only
perturbs the prolongation and not the solution. Method 2 perturbs both.
However, care must be taken with this conclusion since the prolongations for Method 1 are calculated using Eqs.
(32) and (33) whilst for Method 2 they have the different form:
ˆ= ˆ(x, t), ˆ= ˆ(t), (x, t,u, v) = S(x, t)u + T (x, t)v + (x, t) (58)
and
x = Sxu + Txv + x + Sux + T vx − ˆxvx ,
t = Stu + Ttv + t + Sut + T vt − ˆtvt − ˆtvx ,
xx = Sxxu + Txxv + xx + 2Sxux + 2Txvx + Suxx + T vxx − ˆxxvx − 2ˆxvxx . (59)
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2.4. Comments on the link between the two methods with examples
The algorithms for Method 1 through Eq. (30) and Method 2 through Eqs. (50) and (57) have very similar forms.
However, when e(r, s) = p0(r) then a comparison of (30) and (57) with (51), (22) shows that the two methods will be
equivalent when
q(r, s) − q¯(r, s) = q(r, s) − (s ·D)p0(r) = p1(r). (60)
In particular, in (7) when x¯ = 0 and t¯ = 0 then
ˆ(x, t,u, x¯, t¯ , v) = ¯(x, t,u), ˆ(x, t,u, x¯, t¯ , v) = ¯(x, t,u),
(x, t,u, x¯, t¯ , v) = (x, t,u) + (s ·D)a(x, t,u). (61)
Note that although for equivalence of the two methods we do expect (60) to hold for the calculation of symmetry
generators it cannot simultaneously hold when calculating the prolongation operator. However, for the two methods to
arrive at equivalent solution to the differential equations (19), it is necessary that (61) should hold.
Consider two examples due to Pakdemirli et al. [7], who evaluate approximate symmetries using the two methods.
Consider now how (61) may be used to calculate the symmetries of Method 1 directly from Method 2.
In the ﬁrst example the potential Burgers equation, ut = uxx + u2x is considered and the inﬁnitesimals for the
unperturbed equation calculated using Method 2 are
(x, t, u) = 4a¯xt + b¯x + 2c¯t + d¯, (x, t, u) = 4a¯t2 + 2b¯t + e¯,
a(x, t, u, v) = −a¯(x2 + 2t)u − c¯xu + f¯ u + h(x, t) + gu2 + 2gv. (62)
However, it can be seen immediately that this is more general than that calculated by Method 1 since a(x, t, u, v)
must be independent of v and we must take g = 0 in (62). Also for Method 2 we obtain the results corresponding to the
perturbation
ˆ(x, t, u, x¯, t¯ , v) = 4aˆxt + bˆx + 2cˆt + dˆ ,
ˆ(x, t, u, x¯, t¯ , v) = 4aˆt2 + 2bˆt + eˆ,
(x, t, u, x¯, t¯ , v) = [a˜(x2 + 2t) + c˜x − f˜ ]u
2
2
− (a¯(x2 + 2t) + c¯x − f¯ ) − u(x, t) + 	(x, t). (63)
Hence using (61) the following may be calculated:
¯(x, t, u) = 4Axt + Bx + 2Ct + D, ¯(x, t, u) = 4At2 + 2Bt + E,

(x, t, u) = [a˜(x2 + 2t) + c˜x − f˜ ]u
2
2
− uh¯(x, t), (64)
where h¯(x, t), (x, t) and 	(x, t) satisfy the heat equation. Note that these are identical to the calculation for
Method 1 by Pakdemirli et al. [7] for their case in which e(r, s) = p0(r).
In a problemof non-Newtonian creepingﬂowdescribed byPakedemirli et al. [7], the inﬁnitesimals for the unperturbed
equation are
(x) = ax + b¯, (y) = ay + c¯,
a(x, t,u) = [du1, du2, (d − a)u3 − edu1]T, (65)
whilst for the perturbed equation by Method 2
ˆ(x) = Ax + B, ˆ(y) = Ay + C,
(x, t,u, v) = [fu1 + (2d − a)v1 + E¯(x, y), fu2 + (2d − a)v2 + F¯ (x, y), fu3 + 2(d − a)v3 + G¯(x, y)]T.
(66)
294 R. Wiltshire / Journal of Computational and Applied Mathematics 197 (2006) 287–301
With the aid of (61) it follows that
¯(x) = Aˆx + Bˆ, ¯(y) = Aˆy + Cˆ,
(x, t,u, v) = [fu1 + (d − a)v1 + E¯(x, y), fu2 + (d − a)v2 + F¯ (x, y), fu3 + (d − a)v3 + G¯(x, y)]T. (67)
However,  must be independent of v and so d = a in Eq. (67) and thus the result given in [7] is obtained.
3. The advection–diffusion problem
In this case the equation for which the prolongation P0(r) is known is given by
0(r) = ut − uxx − [(ux · ∇)]ux = 0 (68)
and the approximate symmetries for the perturbation
1(r) = −uxx − [(ux · ∇)]ux − mux (69)
must be calculated where the matrices ,  and m are non-singular.
In the following the determining equations for Method 1 are found by calculating (30) which for the generator (31)
may be expanded to give
t − xx − [(∇)]uxx − [( ·∇)(ux · ∇)]ux − [(x ·∇)]ux − [(ux · ∇)]x
− (a · ∇)uxx − axx − [(ax · ∇)]ux − [(ux ·∇)]ax − (a · ∇)[(ux · ∇)]ux − [(a · ∇)m]ux − max
= −A(uxx + [(ux · ∇)]ux + mux). (70)
The determining equations for Method 2 are found by ﬁrst expanding (19)
vt = vxx + [(v ·∇)]uxx + [(v ·∇)(ux · ∇)]ux
+ [(vx · ∇)]ux + [(ux · ∇)]vx + uxx + [(ux · ∇)]ux + mux . (71)
The prolongation (37) may then be applied directly to (71) to give
t = [(a · ∇)]vxx + xx + (a · ∇)[(v ·∇)]uxx + [( · ∇)]uxx
+ [(v ·∇)]axx + (a · ∇)[(v ·∇)(ux · ∇)]ux + [( ·∇)(ux · ∇)]ux
+ [(v ·∇)(ax · ∇)]ux + [(v ·∇)(ux · ∇)]ax + (a · ∇)[(vx · ∇)]ux
+ [(x · ∇)]ux + [(vx · ∇)]ax + (a · ∇)[(ux · ∇)]vx + [(ax · ∇)]vx
+ [(ux · ∇)]x + [(a · ∇)]uxx + axx + (a · ∇)[(ux · ∇)]ux
+ [(ax · ∇)]ux + [(ux · ∇)]ax + [(a · ∇)m]ux + max , (72)
where without loss of generality we take e(r, s)= p0(r) in (38). It is the intention here to consider only those cases for
which  =  and to generalise result of Wiltshire [9].
4. Constant diffusion coefﬁcients 
In this case the inﬁnitesimals of the prolongation (12) are
= c1x + c4xt + c5t + c2, = c4t2 + 2c1t + c3
a = {Nu + b}, N = −( 12c4t + −1( 14 c4x2 + 12 c5x) + B)
bt = 0bxx, A = N − 2c1 − 2c4t, [N,] = 0 (73)
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and
ax = Nxu + bx + (N − c1 − c4t)ux ,
at = Ntu + bt + (N − 2c1 − 2c4t)ut − (c4x + c5)ux ,
axx = Nxxu + bxx + 2Nxux + (N − 2c1 − 2c4t)uxx . (74)
These results are substituted into Eqs. (70)–(72) to obtain the usual determining equations that determine the
inﬁnitesimals deﬁning the prolongations (38) and (37) for each of the respective methods. In this way we ﬁnd the
following approximate symmetries.
4.1. Method 1
The results are summarised as follows:
N = constant, b = constant, c4 = 0, [N,] = 0,
= cx + c2, = 2ct + c3, a = Nu + b,
¯= ¯1x + ¯2, ¯= (2¯1 − ¯2)t + ¯3, = Wu + , (75)
where W and  are constants. Also the matrices  and m may be found by solving the differential equations
[(Nu + b)) · ∇]+ [, N ] = −[,W ] + ¯2,
[(Nu + b) · ∇]m + [m,N ] + cm = 0. (76)
4.1.1. Case N = 0
Without loss of generality it is assumed that N is a diagonal matrix with successive diagonal elements ni and so
N = diag{ni}. Hence the solution of Eqs. (76) are
ij = 0ij + ¯ij (y)u(ni−nj )/n11 (77)
and
mij = m¯ij (y)u(ni−nj−c)/n11 , (78)
where 0 and ¯(y) are matrices for which
[0, N ] = −[,W ] + ¯2 (79)
and
y =
(
u
1/n2
2
u
1/n1
1
,
u
1/n3
2
u
1/n3
1
, · · ·
)
. (80)
Since  is already a constant matrix then it may be assumed that 0 = 0 and so it follows that
W = 0, ¯2 = 0. (81)
4.1.2. Case N = 0
With the condition (81) the solution is now
ij = ¯ij (y)e((ni−nj )/b1 )u1 (82)
and
mij = m¯ij (y)e((ni−nj−c)/b1 )u1 (83)
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with
y =
(
u2
b2
− u1
b1
,
u2
b2
− u1
b1
, · · ·
)
. (84)
4.2. Method 2
N = constant, b = constant, c4 = 0, [N,] = 0, [T ,] = 0,
= cx + c2, = 2ct + c3, a = Nu + b,
¯= ˆ1x + ˆ0, ¯= 2ct + ˆ3, = Su + T v + , (85)
where S,  are constant and T is a constant diagonal matrix with successive diagonal elements so that T = diag{i}.
Also the matrices  and m may be found by solving the differential equations
[(Nu + b)) · ∇]− T + N = −[, S],
[(Nu + b) · ∇]m − Tm + m(N + c) = 0. (86)
4.2.1. Case N = 0
The solutions of Eqs. (86) have the form
ij = 0ij + ¯ij (y)u(i−nj )/n11 (87)
and
mij = m¯ij (y)u(i−nj−c1)/n11 , (88)
where 0 and ¯(y) are matrices for which
−T 0 + 0N = −[, S] (89)
and
y =
(
u
1/n2
2
u
1/n1
1
,
u
1/n3
2
u
1/n3
1
, · · ·
)
. (90)
Since  is already a constant matrix then it may be assumed that 0 = 0 and so
S = 0. (91)
4.2.2. Case N = 0
With the condition (91) the solution is now
ij = ¯ij (y)e((i−nj )/b1 )u1 (92)
and
mij = m¯ij (y)e((i−nj−c)/b1 )u1 , (93)
with
y =
(
u2
b2
− u1
b1
,
u2
b2
− u1
b1
, · · ·
)
. (94)
Remark 1. The matrices (87), (88), (92), (93) for Method 2 have a more general form than the corresponding matrices
(77), (78), (82), (83) for Method 1. This additional generality could have been established using the third of Eqs. (61).
It follows that only the approximate symmetries for Method 2 need be calculated.
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5. Some symmetry reductions for constant 
5.1. Case N = 0, c = 0
Notice that the surface condition corresponding to (85) is
Nu + b = cx u
x
+ 2ct u
t
, (95)
where again N = diag{ni}. This has the solution
u(x, t) = tN/2c(), = xt−1/2, (96)
where b = 0 without loss of generality and where () = [1(),2(), . . . ]T and where the notation tN/2c1 means
the diagonal matrix whose diagonal elements are {tni/2c}. Substituting (96) into (69) then the following matrix equation
for () is obtained
N− c = 2c. (97)
Hence by (90)
y =
(
1/n22
1/n11
,

1/n33
1/n11
, · · ·
)
. (98)
Also from (85) with S = 0 the surface invariant condition for v = v(x, t) is
T v + = cx v
x
+ 2ct v
t
, (99)
which may be solved for v. Without loss in generality = 0 so that
v = tT /2c1h(). (100)
Thus, ﬁnally using (71) in the form:
vt = vxx + (ux)x + mux (101)
and substituting (100), (96) with (87) the ﬁnal symmetry reduction is
T
2c
h − 1
2
h − h = (¯(y)(i−nj )/n11 ) + m¯(y)
(i−nj−c)/n1
1 . (102)
5.2. Case N = 0, c = 0
The surface condition is now
Nu = c2 u
x
+ c3 u
t
(103)
and so
u(x, t) = e(N/c3)t(), = x
c2
− t
c3
, (104)
where e(N/c3)t is deﬁned to be a diagonal matrix for which e(N/c3)t = diag{e(ni/c3)t }. In this (69) reduces to the matrix
equation
N−  = c3
c22
. (105)
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In addition, with the aid of (90)
y =
(
1/n22
1/n11
,
1/n33
1/n11
, · · ·
)
. (106)
Furthermore, the surface condition for v = v(x, t) is now
T v + = c2 v
x
+ c3 v
t
(107)
and with = 0 it follows that
v = e(T /c3)th(). (108)
Eq. (101) may now be reduced to the following ordinary differential equation:
T
c3
h − h
c3
− 
c22
h = 1
c22
(¯(y)(i−nj )/n11 ) +
m¯(y)
c2

(i−nj )/n1
1 . (109)
5.3. Case N = 0
In this case the surface invariant condition gives
u(x, t) = b
2c
ln t + (), = xt−1/2 (110)
and so (69) reduces to
b − c1 = 2c1i. (111)
Furthermore, (100) again holds and (94) becomes
y =
(
2
b2
− 1
b1
,
2
b2
− 1
b1
, · · ·
)
. (112)
Eq. (71) with (110), (100), (82a) and (93) may now be reduced to the following matrix ordinary differential equation:
T
2c
h − 1
2
h − h = (¯(y)e(T /b1)1) + m¯(y)e((T−c)/b1)1. (113)
6. Non-constant 
6.1. The approximate symmetries
In this case the matrix  satisﬁes the differential equation
[(Nu + b) · ∇]= c2, (114)
where again N = diag{ni} with b and c2 constant. Moreover, it will be assumed that (u) has the uncoupled diagonal
form, so that (u) = diag{fi(ui)}.
In this case the inﬁnitesimals for the prolongation (12) are given by
= c1x + c0, = (2c1 − c2)t + c3, a = Nu + b,
ax = (N − c1)ux, at = (N − 2c1 + c2)ut , axx = (N − 2c1)uxx ,
A = N − 2c1 + c2, [N,] = 0. (115)
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Remark 2. In the case when c2 = − 43 there are additional unperturbed symmetries as may be found in Baikov et. al.
[2]. However, it may be shown these lead to no new approximate symmetries and so this particular case will not be
considered further.
6.1.1. The case of Method 1
The approximate symmetries deﬁning the prolongation P1 (22) are
¯= ¯1x + ¯0, ¯= (2¯1 − ¯2)t + ¯3, = Wu + , (116)
where W,  are constant. Also the matrices  and m satisfy
[(Nu + b) · ∇]+ [, N ] − c2= −[,W ] + ¯2− [ · ∇],
[(Nu + b) · ∇]m + [m,N ] + (c1 − c2)m = 0. (117)
6.1.2. The case of Method 2
¯= c1x + ˆ0, ¯= (2c1 − c2)t + ˆ3, = Su + T v +  (118)
 is constant and S is an arbitrary constant matrix and T = diag{i}. Also the matrices  and m satisfy
[(Nu + b) · ∇]+ N − T − c2= −[, S] − [(Su + ) · ∇],
[(Nu + b) · ∇]m + mN − Tm + (c1 − c2)m = 0. (119)
Remark 3. Once again it may be seen that Method 2 gives somewhat more general results.
6.2. Some symmetry reductions solutions
6.2.1. Case N = 0 with 2c1 − c2 = 0
Eq. (114) gives
(u) = diag{iuc2/nii } = t (c2/(2c1−c2))diag{ic2/nii }, (120)
where now with aid of (115) the invariant surface condition for u(x, t) is
u(x, t) = t (N/(2c1−c2))(), = xt−(c1/(2c1−c2)) (121)
= [1,2, . . . ]T,where t (N/(2c1−c2)) is deﬁned to be a diagonal matrix for which t (N/(2c1−c2)) = diag{t (ni/(2c1−c2))}.
Hence using (68) the resulting uncoupled system of ordinary differential equations is
ni− c1 = (2c1 − c2)(A()), (122)
where the elements of the matrix A() are given by
A() = diag{ic2/nii }. (123)
In addition, the solution of the Eqs. (119) for the matrices = {ij } and m = {mij } may be written in the form:
ij = ¯ij (y)u(i−nj+c2)/n11 , mij = m¯ij (y)u
(i−nj−c1+c2)/n1
1 , (124)
where
y =
(
u
1/n2
2
u
1/n1
1
,
u
1/n3
2
u
1/n3
1
, · · ·
)
=
(
1/n22
1/n11
,
1/n33
1/n11
, · · ·
)
. (125)
Using (118) in the surface invariant condition for v(x, t) is
v(x, t) = t (T /(2c1−c2))h() (126)
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and so substituting into
vt = (vx)x + ([+ (v · ∇)]ux)x + mux (127)
the ﬁnal system of ordinary differential equations is
T h − c1h = (2c1 − c2){(A()h) + (B()) + C()} (128)
and where the elements of the matrices B() and C() are deﬁned by
B() = {¯ij(i−nj+c2)/n11 } + A()diag
{
hic2
nii
}
, C() = {m¯ij(i−nj−c1+c2)/n11 }. (129)
Remark 4. The separate case N = 0 with c1 = 0 = c2 gives the result = constant from (114) and this case has
already been considered at Eq. (109).
6.2.2. Case N = 0
In this case with the aid of (115) the surface invariant condition for u(x, t) gives
u(x, t) = b
(2c1 − c2) ln t + (), = xt
−(c1/(2c1−c2)) (130)
and Eq. (114) results in
(u) = diag{ie(c2/bi )ui } = t (c2/(2c1−c2))A(), (131)
where A() is the matrix
A() = diag{ie(c2/bi )i }. (132)
Thus, using (68) the similarity reduction is
b − c1 = (A()). (133)
In addition, the solution of Eqs. (119) for the matrices = {ij } and m = {mij } may be written in the form
ij = ¯ij (y)e((i+c2)/b1)u1 , mij = m¯ij (y)e((i−c1+c2)/b1)u1 , (134)
where
y =
(
u2
b2
− u1
b1
,
u2
b2
− u1
b1
, · · ·
)
=
(
2
b2
− 1
b1
,
2
b2
− 1
b1
, · · ·
)
. (135)
Using (118) in the surface invariant condition for v(x, t) may again be written as
v(x, t) = t (T /(2c1−c2))h() (136)
and so using (127) the following matrix ordinary differential equation
T h − c1h = (A()h) + (B()) + C(), (137)
where
B() = {¯ij e((i+c2)/b1)1} + A()diag
{
hic2
nii
}
, C() = {m¯ij e((i−c1+c2)/b1)1}. (138)
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7. Conclusions
In this paper I have examined two algorithms for the calculation of the approximate symmetries of partial differential
equations. Although the approaches are radically different and the symmetry prolongation operators are calculated
quite distinctly the respective algorithms have been cast into a similar form that demonstrate that from a theoretical
point of view Method 2 of Fushchich and Shtelen [4] is more general than that of Method 1 of Baikov et al. [1]. Under
particular circumstances, it has been shown how the symmetries of Method 1 may be calculated directly from those of
Method 2. Moreover, these results have been exempliﬁed and veriﬁed by revisiting the examples of Pakdemirli et al.
[7] and also by producing approximate symmetry reductions for the coupled advection–diffusion system.
In addition from the practical point of view of the computer algebra implementation of the algorithms, Method 2 uses
only classical symmetry methods applied to a distinct system of equations. In other words any appropriate classical/Lie
computer algebra package may be used without any special adaptation or concession for the approximate symmetry
approach. This is not the case for Method 1 where software needs special adaptation is necessary and often has not
been implemented. Moreover, because Method 2 uses only standard Lie algorithms then this approximate symmetry
approach may readily be extended to determine approximate non-classical symmetries and also approximate potential
symmetries. It would be interesting to see examples of these.
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