The Maximum Likelihood Estimator (MLE) algorithm for tomographic image reconstruction is being investigated in substantial detail by a number of research groups, as it appears to promise images with very low noise and increased sharpness when compared with filtered backprojection techniques. Recently, however, it has been found that the reconstruction of data from uniform activity distributions exhibits strong peaks and valleys when the number of iterations increases toward a maximum in the likelihood function. This problem has now been investigated with our Positron Emitter Beam Analyzer (PEBA) camera, which, because of its small size and favorable geometry, has allowed an analysis with enough detail to find the origin of that apparent instability.
Introduction
The reconstruction of tomographic images by Maximum Likelihood Estimator (MLE) methods is being investigated in substantial detail by a number of research groups,1 -7 as it appears to promise images with very low noise and increased sharpness when compared with filtered backprojection techniques.
Recently, however, Snyder and Miller at Washington University have shown examples of what they call the "noise artifact" in reconstructions of simulated data and propose the use of sieves to overcome it in part.8 The "noise artifact" manifests itself in the appearance of strong peaks and valleys in the reconstruction of areas of uniform non -zero activity as the number of iterations increases.
Furthermore, Snyder and Miller show that the effect is fundamental in the application of unconstrained maximum likelihood estimation of density functions based on point -process data, i.e., in processes in which the measurements are made at single points.
At Lawrence Berkeley Laboratory we have also observed the apparent breakup of images of continuous line sources obtained with our PEBA camera9 when the reconstruction is carried out with a large number of iterations of the MLE algorithm described by Shepp and Vardi.1,2 Since the PEBA camera (two 64-crystal arrays equidistant from a plane of activity injected by the BEVALAC accelerator into a cancer patient) does not correspond well to the point -process concept of Snyder and Miller (crystals are 1.25 x 1.25 cm spaced by 1.5 cm between centers and the measurements cannot be considered to be made at a point), we felt that we needed to analyze our results with substantial detail in order to ascertain why the image breakup occurs.
Corrective steps can be considered subsequently. The arrangements result in a sampling distance of s/4 for the image plane (where s is the detector centerto-center spacing).
The reconstruction of tomographic images by Maximum Likelihood Estimator (MLE) methods is being investigated in substantial detail by a number of research groups,l~? as it appears to promise images with very low noise and increased sharpness when compared with filtered backprojection techniques. Recently, however, Snyder and Miller at Washington University have shown examples of what they call the "noise artifact" in reconstructions of simulated data and propose the use of sieves to overcome it in part.8 The "noise artifact" manifests itself in the appearance of strong peaks and valleys in the reconstruction of areas of uniform non-zero activity as the number of iterations increases. Furthermore, Snyder and Miller show that the effect is fundamental in the application of unconstrained maximum likelihood estimation of density functions based on point-process data, i.e., in processes in which the measurements are made at single points. 
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At Lawrence Berkeley Laboratory we have also observed the apparent breakup of images of continuous line sources obtained with our PEBA camera^ when the reconstruction is carried out with a large number of iterations of the MLE algorithm described by Shepp and Vardi. 1 * 2 Since the PEBA camera (two 64-crystal arrays equidistant from a plane of activity injected by the BEVALAC accelerator into a cancer patient) does not correspond well to the point-process concept of Snyder and Miller (crystals are 1.25 x 1.25 cm spaced by 1.5 cm between centers and the measurements cannot be considered to be made at a point), we felt that we needed to analyze our results with substantial detail in order to ascertain why the image breakup occurs. Corrective steps can be considered subsequently. The geometry of the PEBA camera, Fig. 1 , is such that no tomography is being done during the imaging process. The plane of the Ne -19 atoms injected by the BEVATRON into a patient is well defined and is equidistant to the two camera detector banks.
In that situation, the principal function of an image reconstruction algorithm is only to restore the sharpness of the source which has been degraded by the dimensions and crosstalk of the detector crystals.
In those conditions, the reconstruction problem is mathematically well posed and the blurring functions of the system connect each pixel only to the more immediate neighbors, instead of having the typical 1/r function of tomography.
In this simpler environment we have been able to observe some interesting properties of the MLE which explain the ability of the method to yield very low noise reconstructions.
Furthermore, by reducing the imaging problem to two 3-crystal detector banks with 9 coincidences and 9 pixels, we have been able to follow the iterative process in substantial detail and show the direct connection between the favorable low noise character of the MLE and the unfavorable "noise artifact" and ringing of solutions. 8.10 In this paper we shall describe our findings and discuss our present understanding of the conditions under which the advantages of an unmodified MLE method can be obtained without the appearance of the image breakup or "noise artifact ", at least in the case of our camera. Figure 2a shows the image of a line source injected by a beam of Ne -19 into a plastic cylinder, as obtained by our standard pseudo-inverse method of reconstruction.
Statement of the problem
The step in the line source resulted from the presence of a 9 mm thickness of a Ca compound in the beam path to simulate bone. The cross section of the reconstructed line is approx. 7.5 mm FWHM. The same data set has also been used to carry our reconstructions with the MLE algorithm described by Shepp and Vardi,1,2 using a probability matrix calculated for the particular geometry and detector characteristics of the PEBA camera by a combination of Monte -Carlo and deterministic methods.
Results after 3, 9, 21, 100 and 200 iterations are shown in Figs. 2b -2f. The 9 x 9 cm image plane was divided into 48 x 48 pixels of 0.1875 x 0.1875 cm each, with all the activity assumed at the center of each pixel.
The sampling distance at the image plane is 0.375 cm in each dimension, for the camera in the configuration of The geometry of the PEBA camera. Fig. 1 , is such that no tomography is being done during the imaging process. The plane of the Ne-19 atoms injected by the BEVATRON into a patient is well defined and is equidistant to the two camera detector banks. In that situation, the principal function of an image reconstruction algorithm is only to restore the sharpness of the source which has been degraded by the dimensions and crosstalk of the detector crystals. In those conditions, the reconstruction problem is mathematically well posed and the blurring functions of the system connect each pixel only to the more immediate neighbors, instead of having the typical 1/r function of tomography. In this simpler environment we have been able to observe some i n te res t i ng p ro pe rt i es of the ML E wh i c h e xplain the ability of the met hod to yield ve ry 1ow noise re const ructions. Furthermore, by reducing the imaging problem to two 3-crystal detector banks with 9 coincidences and 9 pi xe 1 s, we h av e b een ab 1 e to f o 1II ow t h e i te r a t i ve p ro c e s s in sub s t an t i a 1 d e t a i 1 an d sh ow t he d i re c t conn e ction between the favorable low noise character of the FILE and the unfavorable "noise artifact 11 and ringing of solutions. 8,10 in this paper we shall describe our findings and discuss our present understanding of the conditions under which the advantages of an unmodified MLE method can be obtained without the appearance of the image breakup or "noise artifact", at least in the case of our camera. Statement of the problem F i gu re 2 a s hows t he i ma g e of a 1 i n e s o u re e i n j e c t ed by a b earn of N e-19 into a plastic cy 1 i n d er, a s o btain ed by our s t and a rd pseud o-inverse met hod o f re construct!o n. The step i n t h e 1i n e sou re e re su1 ted from the presence of a 9 mm thickness of a Ca compound in the beam path to simulate bone. The cross section of the reconstructed line is approx. 7.5 mm FWHM. The same data set has also been used to carry our reconstructions with the NILE algorithm described by Shepp and Vardi,l>2 us ing a probability matrix calculated for the particular geometry and detector characteristics of the PEBA camera by a combination of Monte-Carlo and deterministic methods.^ Results after 3, 9, 21, 100 and 200 iterations are shown in Figs. 2b -2f. The 9x9 cm image plane was divided into 48 x 48 pixels of 0.1875 x 0.1875 cm each, with all the activity ass umed at t he c e n t e r of each p i xe1. Th e s amp1ing d i s t a nce at the i mag e p1 a n e i s 0.3 75 cm i n e ach d i me ns i o n, f o r t h e c ame r a i n t h e co n f i g u r a t i o n o f F i g. 1. The MLE image after 3 iterations is very similar to the one obtained by our standard pseudo -inverse method and the results after 9 iterations show a substantial improvement in sharpness. Beyond that, image breakup occurs with a periodicity which is clearly related to the structure of the detector banks. MLE reconstructions with pixels of 0.375 x 0.375 cm behaved in the same manner, although going to 0.75 x 0.75 cm pixels (activity at center in all cases) resulted in smooth images even after 100 iterations, when further calculations were useless due to exhaustion of the single precision capabilities of our array processor.
In order to eliminate the effect of inaccurate values of the probability matrix in relation to the true detector efficiencies, the same program that generated the matrix of probabilities was used to simulate a string of point sources forming a line at one edge of the field of view for reconstruction experiments. The data obtained could be modified by the introduction of Poisson or Gaussian statistical fluctuations (depending of the number of counts in a particular detector pair) to simulate any desired activity level in the line source.
The choice of location of the line at an edge of the field of view was made so that relatively few coincidence pairs would have to be followed in the subsequent analysis. The total number of coincidence pairs collected by the detectors was 1065, with a distance between detector banks of 51 cm.
This level of counts is realistic for our application to radioactive beam injection.
While Figs. 3a and b show a continuous narrow line image with only minor imperfections, and Fig. 3c is still reasonably continuous, we find in Fig. 3d that, after 100 iterations, image breakup similar to the one observed with real camera data has also occurred.
We have to conclude, therefore, that the observed image breakup is not necessarily caused by discrepancies between the calculated detection probability functions and the true probabilities of a detector system.
Analysis of the iterative process
We begin the detailed analysis of the MLE process by considering what the MLE algorithm is expected to do -find an image activity distribution x(b) that maximizes the probability of having obtained from it a set of experimental coincidence results n *(d). The notation of Shepp and Vardi1,2 will be used throughout this paper.
The activity distribution is divided into boxes b and the pairs of detector coincidences are indicated by index d. We presume the existence of a matrix of probabilities p(b,d) which correspond to the probability that a gamma ray pair emitted from box b is detected in detector pair d. The sum of the p(b,d) elements corresponding to a box b is set to unity by pre -normalization of the true calculated detection probabilities. All reconstructions by the MLE algorithm. a) and b), no statistical fluctuations, 9 and 100 iterations, respectively; c) and d), with fluctuations corresponding to 0.35 uCi /cm in the line source, counted during 10 s, 9 and 100 iterations, respectively. After a number of iterations i, we consider that we have found an image ai(b). The projection of that image into the detector -pair space is:
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The MLE image after 3 iterations is very similar to the one obtained by our standard pseudo-inverse method and the results after 9 iterations show a substantial improvement in sharpness. Beyond that, image breakup occurs with a periodicity which is clearly related to the structure of the detector banks. MLE reconstructions with pixels of 0.375 x 0.375 cm behaved in the same manner, although going to 0.75 x 0.75 cm pixels (activity at center in all cases) resulted in smooth images even after 100 iterations, when further calculations were useless due to exhaustion of the single precision capabilities of our array processor.
In order to eliminate the effect of inaccurate values of the probability matrix in relation to the true detector efficiencies, the same program that generated the matrix of probabilities was used to simulate a string of point sources forming a line at one edge of the field of view for reconstruction experiments. The data obtained could be modified by the introduction of Poisson or Gaussian statistical fluctuations (depending of the number of counts in a particular detector pair) to simulate any desired activity level in the line source. The choice of location of the line at an edge of the field of view was made so that relatively few coincidence pairs would have to be followed in the subsequent analysis. Fig. 3d that, after 100 iterations, image breakup similar to the one observed with real camera data has also occurred. We have to conclude, therefore, that the observed image breakup is not necessarily caused by discrepancies between the calculated detection probability functions and the true probabilities of a detector system.
Analysis of the iterative process
We begin the detailed analysis of the MLE process by considering what the MLE algorithm is expected to do -find an image activity distribution x(b) that maximizes the probability of having obtained from it a set of experimental coincidence results n*(d). The notation of Shepp and Vardil»2 w -j]] t> e used throughout this paper. The activity distribution is divided into boxes b and the pairs of detector coincidences are indicated by index d. We presume the existence of a matrix of probabilities p(b,d) which correspond to the probability that a gamma ray pair emitted from box b is detected in detector pair d. The sum of the p(b,d) elements corresponding to a box b is set to unity by pre-normalization of the true calculated detection probabilities. This prenormalization can be undone after convergence of the MLE solution and it is necessary when the detector system does not have the same total efficiency for all boxes b. XBB 863-1915 Fig . 3 Reconstructed images from simulated data for a line source at an edge of the image plane. All reconstructions by the MLE algorithm, a) and b), no statistical fluctuations, 9 and 100 iterations, respectively; c) and d), with fluctuations corresponding to 0.35 pCi/cm in the line source, counted during 10 s, 9 and 100 iterations, respectively. After a number of iterations i, we consider that we have found an image image into the detector-pair space is:
The projection of that (D If the MLE algorithm is working properly, the total probability:
should be increasing as the number of iterations increases. P[jim] is the probability of obtaining j coincidences when the mean of the distribution is m and it corresponds to the Poisson distribution in our case.
We begin the analysis by checking that, indeed, the total probability of Eq. 2 increases as the number of iterations increases. Table 1 shows the values of Pi tot for the simulated line source of Fig. 3 , without and with statistical fluctuations, as a function of iteration number. The value of the total probability for the images of Fig. 3 is already high after the first iteration because there is a large number of detector pairs without counts and P[010] = 1.0. Each correct estimation of zero counts results in the addition of 1.0 to the total probability.
Evidently, the image breakup process is a correct result of the MLE algorithm given the conditions of the problem and it should be interpreted as indicating that the broken source distribution of Fig. 3d has a higher probability of resulting in the particular set of coincidences that were obtained in the simulation (with statistical fluctuations) than a smooth source distribution.
Why this breakup occurs cannot be seen with the application of a global formula like that of Eq. 2, but considerable insight can be gained by looking in detail at the behavior of some of the terms in the sum of Eq. 2 as the number of iterations increases.
In particular, we have chosen a 5 x 5 pixel region at the lower end of the line of Fig. 3 for detailed analysis.
There are 153 possible detector pairs that can have counts from activity in that region.
In Figs. 4a and b, we have plotted the absolute value of the differences between the number of counts in each of the 153 detector pairs obtained in the simulation and the projected number of counts obtained by Eq. 1 from an MLE reconstruction after 3 and 100 iterations. This difference represents a count error in each coincidence pair. The abcissa has 153 bins ordered by an increasing number of counts in each bin in the experiment simulation data.
In the case of Fig. 4a , for exact data, we observe that in going from 3 to 100 iterations most of the bins with 0 experiment counts end up with very small errors. Bins with one experimental count have somewhat larger errors and bins with counts above 29 counts, for example, end up with errors of 1 or 2 counts, which represents roughly a 5% error. When we carry out a similar analysis for the source with statistical fluctuations, Fig. 4b , we again observe small errors for the bins with 0 counts, but much larger errors for the bins with the larger numbers of counts. For bins above 10 counts, for example, bins with 20 -40% errors are common.
If we observe at the same time the contribution of the 153 detector pairs to the total probability of Eq. 2, we see in Figs. 5a and b that a much larger increase in probability is contributed by bins with zero or low counts in going from 3 to 100 interations than is contributed by bins with high counts.
This can be interpreted as indicating that a maximum likelihood estimator with a Poisson -based likelihood function will favor matching experimental data with low number of counts over data with high counts.
This result is not surprising in view of the fact that the derivative of the Poisson function with respect to the mean decreases as the mean increases, for a number of experimental counts in the vicinity of the mean. The ability of MLE reconstructions in tomography to yield images with small noise magnification ratios is then explained by this particular characteristic of the Poisson function.
The reconstruction algorithm "focuses" on accurate reconstruction in the regions of detector pairs with low counts.
If the MLE algorithm is working properly, the total probability:
should be increasing as the number of iterations increases. P[j|m] is the probability of obtaining j coincidences when the mean of the distribution is m and it corresponds to the Poisson distribution in our case.
We begin the analysis by checking that, indeed, the total probability of Eq. 2 increases as the number of iterations increases. Table 1 shows the values of pi tot f°r the simulated line source of Fig. 3 , without and with statistical fluctuations, as a function of iteration number. The value of the total probability for the images of Fig. 3 is already high after the first iteration because there is a large number of detector pairs without counts and P[0|0] = 1.0. Each correct estimation of zero counts results in the addition of 1.0 to the total probability.
Why this breakup occurs cannot be seen with the application of a global formula like that of Eq. 2, but considerable insight can be gained by looking in detail at the behavior of some of the terms in the sum of Eq. 2 as the number of iterations increases. In particular, we have chosen a 5 x 5 pixel region at the lower end of the line of Fig. 3 for detailed analysis. There are 153 possible detector pairs that can have counts from activity in that region.
In Figs. 4a and b, we have plotted the absolute value of the differences between the number of counts in each of the 153 detector pairs obtained in the simulation and the projected number of counts obtained by Eq. 1 from an MLE reconstruction after 3 and 100 iterations. This difference represents a count error in each coincidence pair. The abcissa has 153 bins ordered by an increasing number of counts in each bin in the experiment simulation data. In the case of Fig. 4a , for exact data, we observe that in going from 3 to 100 iterations most of the bins with 0 experiment counts end up with very small errors. Bins with one experimental count have somewhat larger errors and bins with counts above 29 counts, for example, end up with errors of 1 or 2 counts, which represents roughly a 5% error. When we carry out a similar analysis for the source with statistical fluctuations, Fig. 4b , we again observe small errors for the bins with 0 counts, but much larger errors for the bins with the larger numbers of counts. For bins above 10 counts, for example, bins with 20-40% errors are common.
If we observe at the same time the contribution of the 153 detector pairs to the total probability of Eq. 2, we see in Figs. 5a and b that a much larger increase in probability is contributed by bins with zero or low counts in going from 3 to 100 interations than is contributed by bins with high counts. This can be interpreted as indicating that a maximum likelihood estimator with a Poisson-based likelihood function will favor matching experimental data with low number of counts over data with high counts. This result is not surprising in view of the fact that the derivative of the Poisson function with respect to the mean decreases as the mean increases, for a number of experimental counts in the vicinity of the mean. The ability of MLE reconstructions in tomography to yield images with small noise magnification ratios is then explained by this particular characteristic of the Poisson function. The reconstruction algorithm "focuses" on accurate reconstruction in the regions of detector pairs with low counts. Exp. Counts in a detector pair 3 its Relationship with the "noise artifact"
Although one may suspect that the ability of the MLE method to reconstruct accurately regions of low counts may result in misbehavior in other regions, any attempt at finding confirmation by study of the example used above has failed because of excessive complexity. We have been able to find such a relationship, however, by studying a much smaller "camera" formed by two groups of 3 detectors facing each other, as shown in Fig. 6. A complete simulation by the program MATRIX which was used to design the PEBA camera9 has been carried out.
The detectors are 1.25 x 1.25 x 3 cm BiGeO crystals, with a center separation of 1.5 cm. The two detector groups have been assumed to be separated by 50 cm. Nine pixels of 0.375 x 0.375 cm, at midline between the detector groups, have been simulated, with activity concentrated at their centers. The choice of activity distribution in a pixel is not considered to be of importance for the present purpose. Relationship with the "noise artifact"
Although one may suspect that the ability of the MLE method to reconstruct accurately regions of low counts may result in misbehavior in other regions, any attempt at finding confirmation by study of the example used above has failed because of excessive complexity. We have been able to find such a relationship, however, by studying a much smaller "camera" formed by two groups of 3 detectors facing each other, as shown in Fig. 6 . A complete simulation by the program MATRIX which was used to design the PEBA camera9 has been carried out. The detectors are 1.25 x 1.25 x 3 cm BiGeO crystals, with a center separation of 1.5 cm. The two detector groups have been assumed to be separated by 50 cm. Nine pixels of 0.375 x 0.375 cm, at midline between the detector groups, have been simulated, with activity concentrated at their centers. The choice of activity distribution in a pixel is not considered to be of importance for the present purpose.
A line source of 1.69 cm was simulated by 19 points of equal activity and was placed as indicated in Fig. 6 . The reconstruction of the resulting exact data is shown in Fig. 7 after approx. 50 iterations (at convergence with single precision arithmetic).
A number of different reconstructions incorporating the statistical fluctuations corresponding to 0.2 uCi counted for 1 s have been generated and a few have been selected for study. We will present here only the detailed study of one reconstruction which exhibited strong overshoot at the edge of the line source near the center of the detector system as the number of iterations increased. Figure 7 shows the reconstructed line of activity at 3, 21 and 200 iterations, in addition to the exact data results. Table 2 shows the calculated activity distributions for the nine pixels at iterations 3, 9, 15, 21, 100 and 200 before final renormalization. Counts in a detector pair 3 its. CBL 863-1153 Fig. 8 Contribution to total probability for the 9 pixels of the small "camera" as the iterative process progresses.
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A line source of 1.69 cm was simulated by 19 points of equal activity and was placed as indicated in Fig. 6 . The reconstruction of the resulting exact data is shown in Fig. 7 after approx. 50 iterations (at convergence with single precision arithmetic). A number of different reconstructions incorporating the statistical fluctuations corresponding to 0.2 yCi counted for 1 s have been generated and a few have been selected for study. We will present here only the detailed study of one reconstruction which exhibited strong overshoot at the edge of the line source near the center of the detector system as the number of iterations increased. Figure 7 shows the reconstructed line of activity at 3, 21 and 200 iterations, in addition to the exact data results. Table 2 shows the calculated activity distributions for the nine pixels at iterations 3, 9, 15, 21, 100 and 200 before final renormalization. Fig. 7 Values of the image at the 9 pixels of the small "camera" after 3, 21 and 200 its., with statis tical fluctuations corresponding to 0.200 yCi counted during 1 s, and exact (without fluctuations). Over shoot and/or "noise artifact" is clearly observable. Fig. 8 Contribution to total probability for the 9 pixels of the small "camera" as the iterative process progresses.
The most prominent feature of the data in Table 2 is the decrease in activity in pixel No. 4 as iterations increase, with the concurrent increase in activity in pixel No. 5. This causes the "overshoot" observed in Fig. 7 .
It is interesting to note that the sum of activities in pixels 4 and 5 remains nearly
constant.
It appears that activity is being shifted between the two pixels during the iterative process. Table 3 shows the number of counts in the simulation for each of the nine detector pairs and the projection of the distributions of Table 2 , obtained using Eq. 1. It would appear, at first, that no significant changes are occurring in the data of Table 3 while iterations are proceeding.
Coincidence
It is important to note, however, that the projection values for coincidences 2 and 6 are steadily decreasing towards a final value near zero. Figure 8 , showing the contribution to total probability by the different detector pairs as iteration progresses, clearly indicates a strong gain in Pl tot (Eq. 2) in the first and third bins, corresponding to coincidences 2 and 6, respectively.
In order to understand the significance of this detail, we show in Tables 4 and 5 Table 4 .
Values of Probability Matrix for Table 5 .
Values of Probability Matrix for Coincidence No. 5 Pixel No. As the iteration progresses, we have observed that pixel 5 (Table 2 ) increases strongly, while pixel 4 decreases with an almost constant sum.
From Table 4 we see that the values of p(b,d) connecting pixels 4 and 5 through coincidence 5 are similar.
The observed behavior of pixels 4 and 5 is, therefore, completely consistent with the near constant values of the projections for coincidence No. 5 (Table 3) . We still need to know, however, what drives this exchange of activity from pixel 4 to 5.
We have observed that the projection for coincidence 2 decreases steadily because the MLE algorithm gains considerable likelihood if a coincidence with zero counts can be made to match. Since pixels 1, 2 and 3 do not have any activity, the most important remaining component of the projection for coincidence 2 is the activity in pixel 4 (see Table 5 ). Thus, while the MLE algorithm is pushing for a match of the 0 counts in coincidence 2 with the projection of the successive images, it pulls down the activity in pixel 4. In turn, the values in Table 4 insure that whatever activity is lost by that pixel is placed into pixel 5, leading to the overshoot observed. The role of coincidence 6 is found to be identical to that of coincidence 2.
The above discussion, which in spite of the simple model, is still rather complex, can be summarized as follows:
The emphasis of the MLE algorithm for Poisson distributed processes to match data with low number of counts can result in overshooting and possibly other observed anomalies in regions of higher activity by the influence of p(b,d) terms that connect regions of low activity with those of high activity.
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The most prominent feature of the data in Table 2 is the decrease in activity in pixel No. 4 as iterations increase, with the concurrent increase in activity in pixel No. 5. This causes the "overshoot" observed in Fig. 7 . It is interesting to note that the sum of activities in pixels 4 and 5 remains nearly constant. It appears that activity is being shifted between the two pixels during the iterative process. Table 3 shows the number of counts in the simulation for each of the nine detector pairs and the projection of the distributions of Table 2 , obtained using Eq. 1. It would appear, at first, that no significant changes are occurring in the data of Table 3 while iterations are proceeding. It is important to note, however, that the projection values for coincidences 2 and 6 are steadily decreasing towards a final value near zero. Figure 8 , showing the contribution to total probability by the different detector pairs as iteration progresses, clearly indicates a strong gain in pi tot (Eq-2) in the first and third bins, corresponding to coincidences 2 and 6, respectively. In order to understand the significance of this detail, we show in Tables 4 and 5 the values of the probability elements p(b,d) for coincidences d=5 and d=2, respectively. As the iteration progresses, we have observed that pixel 5 (Table 2 ) increases strongly, while pixel 4 decreases with an almost constant sum. From Table 4 we see that the values of p(b,d) connecting pixels 4 and 5 through coincidence 5 are similar. The observed behavior of pixels 4 and 5 is, therefore, completely consistent with the near constant values of the projections for coincidence No. 5 (Table 3) . We still need to know, however, what drives this exchange of activity from pixel 4 to 5.
Discussion of results and conclusion
The above analysis indicates conclusively that, for the conditions of the problem studied, the MLE algorithm will result in images with a very low noise magnification ratio in the regions of low or no activity, while peaks and valleys may appear in regions with higher uniform activity when the statistical fluctuations caused by a limited number of counts in a measurement are substantial. The two effects are closely related and are caused by the bias of the MLE algorithm based on Poisson processes to favor matching data with a low number of counts at the expense of accurate matching at higher counts.
The link between the two effects is found in the matrix of probabilities, p(b,d), which in turn depends on the design of the imaging device and the size and positioning of pixels for the reconstruction.
For the PEBA camera, we have a detector separation s = 1.50 cm. The normal sampling of the image plane, equidistant from the detector banks, would be at a sampling distance of s/2 for regularly placed detector arrays. For the geometry of Fig. 1 , however, the sampling distance improves to s /4, or 0.375 cm.
As we indicated in the statement of the problem, image breakup occurs with pixel sizes of 0.1875 and 0.375 cm, but not at 0.75 cm.
We are now investigating the behavior for pixel sizes between the last two values.
It appears, at this time, that in the same manner as pseudo-inverse solutions (which provide a minimum least squares error solution) are very sensitive to the violation or near violation of the sampling theorem, the MLE solutions will exhibit a similar behavior. Although the sampling theorem has no direct connection with the non -linear MLE algorithm, the attempt at obtaining information with data which are ambiguous to start with results in bad images. Least squares linear methods result in increased noise everywhere in the image field when the sampling theorem is violated, or nearly violated, MLE methods misbehave at areas of high activity.
An extrapolation to true tomographic processes from the PEBA analysis cannot be carried out directly with assurance, but it is not unreasonable to expect similar effects, explanations and possible solutions in terms of system design, and choice of pixel size and location. Research in these areas will continue.
The above analysis indicates conclusively that, for the conditions of the problem studied, the MLE algorithm will result in images with a very low noise magnification ratio in the regions of low or no activity, while peaks and valleys may appear in regions with higher uniform activity when the statistical fluctuations caused by a limited number of counts in a measurement are substantial. The two effects are closely related and are caused by the bias of the MLE algorithm based on Poisson processes to favor matching data with a low number of counts at the expense of accurate matching at higher counts. The link between the two effects is found in the matrix of probabilities, p(b,d), which in turn depends on the design of the imaging device and the size and positioning of pixels for the reconstruction.
For the PEBA camera, we have a detector separation s = 1.50 cm. The normal sampling of the image plane, equidistant from the detector banks, would be at a sampling distance of s/2 for regularly placed detector arrays. For the geometry of Fig. 1 , however, the sampling distance improves to s/4, or 0.375 cm. As we indicated in the statement of the problem, image breakup occurs with pixel sizes of 0.1875 and 0.375 cm, but not at 0.75 cm. We are now investigating the behavior for pixel sizes between the last two values. It appears, at this time, that in the same manner as pseudo-inverse solutions (which provide a minimum least squares error solution) are very sensitive to the violation or near violation of the sampling theorem, the MLE solutions will exhibit a similar behavior. Although the sampling theorem has no direct connection with the non-linear MLE algorithm, the attempt at obtaining information with data which are ambiguous to start with results in bad images. Least squares linear methods result in increased noise everywhere in the image field when the sampling theorem is violated, or nearly violated, MLE methods misbehave at areas of high activity.
