Abstract-Current tools for mobile development are very limited in which and how much information they can trace or profile. They are also scarce when compared to general-purpose development tools. This makes the development of embedded applications, with its hard constraints, such as limited performance and power budget, a hard task to be accomplished. Therefore, a tool that provides information such as energy consumption, execution time and other statistics is mandatory when it comes to develop embedded applications. This paper presents a tool that provides the aforementioned information per application and that is able to trace both Dalvik Virtual Machine and native code. To accomplish this, we extended Android SDK's QEMU, and we developed graphical user interfaces to process the traced data.
INTRODUCTION
Mobile devices have hard constraints. Physical resources like storage, processing capacity and power supply are critical for these systems. For instance, mobile systems have only a few gigabytes of storage, so applications must be developed considering that, as well as the application's storage usage after it is delivered to the user. Moreover, a number of applications must run concurrently in an environment that is not optimized for performance, but rather for power consumption. The power consumption must be kept as low as possible to maintain an acceptable battery lifetime. Therefore, mobile systems' developers must think differently from general-purpose ones regarding the optimization of their applications.
To help ensure these requirements are met, the use of profiling and monitoring tools is extremely important. With these tools, it is possible to guarantee that the application will not consume excessive power, will not use more memory than is strictly necessary with useless or not optimized data and will not overuse the device's processor.
Therefore, in this work we propose a platform independent tool with the objective of providing valuable information, which today is not available, about Android applications , such as: power consumption estimation, statistics about basic blocks and instructions, and CPU cycle estimation. We have focused on Android, since it is the world's most popular mobile platform. Android is a Linux-based mobile software platform that is mainly used in smartphones and tablets. The cut Android had in the smartphone market in 2011 was about 50% and, just one year later, that cut reached almost 70% [1] .
Hence, the proposed tool can pave the way for designers to meet the aforementioned requirements (i.e. power consumption, processing capacity, and storage), so most likely the developed application will efficiently run in a mobile device.
The remaining of this work is organized as follows: Section II presents related works. Section III and IV presents the implementation and the environment setup of the proposed tool, respectively; and the related experimental results are given in Section V. Section VI, makes conclusion and we describe our future work.
II. RELATED WORK
Several attempts were made to create tools for tracing and profiling Android applications. Still, to the best of our knowledge, we are far from having a complete pack of tools for profiling these applications.
Android Software Development Kit (SDK) provides software tools for debugging, profiling and monitoring. The Dalvik Debug Monitor Server (DDMS) that belongs to this kit, contains Traceview, which is a profiling tool that provides timeline and profile panels in a Graphical User Interface (GUI). The former panel contains the start/stop time of each thread; the latter contains a summary of each method, with the name of the method and its children methods, the inclusive and exclusive execution times and the number of calls/recursive calls of the method. The inclusive time is the time spent in the method plus the time spent in any called methods, consisting in the total time that the method took to execute, from the first instruction to the last one [2] . The exclusive time is the time that is spent exclusively in the method, therefore, the execution time of any called method is not considered.
This tool is very useful to profile an application; however, it is very limited on the amount of data that it can trace: it stores all the traced data in a buffer with a limited size, which depends on the amount of free RAM that is available on the device. Therefore, if the buffer overflows, all the data profiled after the overflow will be lost. This tool does not scale with larger applications and it is not possible to fully execute even small applications. Even with more than 1GB of memory available, most of the tested benchmarks still will make the buffer overflow.
Another important limitation is that it can only trace methods executed by the Dalvik Virtual Machine. Therefore, native code (used through Java Native Interface methods or Native Activities) is not considered. Tracing native code is a core feature when it comes to trace applications that have native methods (e.g.: WebKit, used by the most popular web browsers). In addition, none of the SDK tools provides energy consumption information.
As the DDMS is written in Java and runs as an Eclipse plugin, it is not performance oriented. Thus, the tool proposed by Hyen-Ju Yoon [3] has the goal of speeding up the profiling process. It is done by decomposing the Traceview into a log data processing layer and a Pretrace program layer that create and analyze the start and end time of methods. However, n o quantitative information of this speed up is discussed in their work.
Due to before mentioned Traceview limitations (i.e. it traces just methods that are created by the Dalvik VM, and presents poor performance in opening large amounts of data), M. Cho et al. [4] proposed another performance analysis tool for the Android platform, called AndroScope. This tool was made to profile Java and native applications, Dalvik VM and Android libraries.
In this work, a low-level performance analysis through Hardware Performance Counters (HPC) is used to store counts of hardware events such as cache misses, CPU cycles and executed instructions. With this information, it is possible to obtain the Instructions Per Cycle (IPC), which can be used as a performance factor. An extended GCC compiler front-end automatically inserts instrumentation codes to obtain the trace of native libraries and to provide a runtime filtering by class, method name or signature, which allows a selective trace.
The authors also developed a graphical user interface, based on Traceview, to display the traced data. They created a new layer to process massive trace logs faster, called "tracebridge" and used Traceview just to display the post-processed data.
However, performance analysis through HPCs cannot be easily done in the Android Emulator because they are not implemented in QEMU (an open source machine emulator and virtualizer). As HPCs are architecture dependent, this implementation would have to be specific for each architecture emulated by QEMU.
A research conducted by Fujitsu Laboratories Ltd. [5] , proposed a cycle estimation methodology for an instructionlevel CPU emulator. It is divided into a two-phase pipeline scheduling process. First, a static phase is conducted to obtain a rough estimation of the CPU cycle count with the purpose of reducing the instrumentation performance cost. Then, a dynamic phase is responsible for refining the results and guaranteeing more precision. This methodology was implemented by modifying the QEMU source-code with an estimation error in the CPU cycle count of about 10% when compared to a real CPU. However, as the source code is not available, the possibility of extending it to have more features (e.g.: executed basic block and instruction information, power cost estimation and instruction categorization) was discarded.
Patel and other researchers proposed another QEMU modification to perform full system simulation for multicore x86 CPUs, called MARSSx86 [6] . Also, PTLsim [7] , a cycle accurate x86 microprocessor simulator, was improved and ported to have integration with QEMU. MARSSx86 is a cycle accurate tool for full system simulation of the x86 architecture. It performs detailed simulation of CPUs, caches and memory. Although it is an open source tool, it currently does not support architectures other than x86, which limits its field of application, if one considers that ARM is the main architecture used in mobile devices (90% of the smartphones market share [8] ).
All the previous works illustrate the difficulty of tracing an d profiling mobile applications. In addition, a comparison among these tools and our tool is presented in TABLE I. Although we have some features in common with these previous works, it was not possible to extend any one of them to have additional features due to already mentioned reasons (i.e. source code not available or platform-specific tool). Thus, the proposed a tool, developed from scratch, is able to profile a larger range of information: executed basic blocks and instructions, power consumption estimation, etc. The tool was built on top of the QEMU emulator, which allows the development of a platform independent profiler, besides the fact that it is largely used to develop Android applications .
III. IMPLEMENTATION Two main pillars are the basis of our tool:
x a QEMU modification to generate trace information about the executed basic blocks;
x a graphical user interface to import and analyze the collected data and to create categories, with their cycle and power costs, for different Instruction Set Architectures (ISAs). Fig. 1 shows an overview of the tool flow; components that were added are represented in green, the ones that were modified, in orange and the ones which were not modified , in blue. From Android SDK, we modified QEMU and the VNC connection mechanism (explained in details later) to trace more information about the application. Also, we developed graphical user interfaces to process the collected data and to characterize the instructions and its categories. All collected data from the emulator's execution is saved in files that will be posteriorly processed by the GUIs and saved in a database.
A. QEMU modification
We use the Android Emulator, available in the Android SDK, to execute the applications. The Emulator is based on QEMU, also included in Android SDK. QEMU emulates the hardware so it is possible to run programs on a virtual hardware platform using different ISAs, such as ARM, MIPS, x86, PowerPC, SPARC and others [9] . This emulation is possible due to a dynamic translation mechanism. By using dynamic binary translation, it is possible to translate, typically one basic block at a time, instructions from the guest machine ISA to the host machine ISA. As expected, it is slower than execution on real hardware.
QEMU was modified to generate more information about the executed basic blocks, which are saved in the Basic Block (BB) information file ("BB Info. File" from Fig. 1 ), and to include an ID for each basic block in the BB log ("BB Log File" from Fig.  1 ). The user interacts with our tool through a Virtual Network Computing (VNC) connection made with the emulator. Closing the VNC connection triggers the saving process of the BB data collected from QEMU. VNC is a protocol that allows an operating system to be viewed and controlled remotely over the Internet [10] . Although Android's emulator control with mouse and keyboard does not work through a VNC connection, Android Debug Bridge (ADB) is supported, and can be easily used to run and control applications. ADB is a command line tool that allows communication with an emulator instance or a connected Android device [11] . Therefore, after the emulator is called, the VNC connection needs to be established so the user can see the emulator screen.
In addition, the emulator uses an Android Virtual Device (AVD) to determine the device's configuration that will be emulated. An AVD is an emulator configuration that defines software and hardware configuration, so an actual device can be modeled/emulated [12] . Also, this configuration can be modified priori execution. Our tool has the goal to be platform independent. In the current version, it supports the ARM and MIPS ISAs. We will use the former as case-study for the rest of the paper, since it is the most used in mobile devices nowadays. Therefore, in this example, the AVD is configured to use an ARM processor and other configuration options can also be customized to meet the device's configuration that the user considers to be the most appropriate. For instance, it is possible to emulate a device running Android 4.2.2, on an ARM processor, with 512MB RAM, 1GB internal storage and 2GB SD card or an Android 2.3, with 256MB RAM, 512MB internal storage and 4GB SD card.
Considering the components that comprise QEMU, shown in Fig. 1 , its emulation flow is demonstrated in Fig. 2 . In the same way as before, green components represent the components that were added; orange, the modified; gray, the removed; and blue, the ones which were not modified.
Every time there is a new Basic Block to be executed, QEMU translates it into a Translated Block (TB), a Basic Block composed of instructions implemented with the ISA of the host machine. Whenever the program counter (PC) is updated, the respective TB is searched: it can or cannot be already cached (i.e.: the Basic Block may be already passed through the translation process and saved for future reuse).
Whether the Translated Block (TB) is not cached, the original basic block is saved into a log file (enabled by the option -d in_asm on QEMU command line interface) and the TB is cached so it is not necessary to translate it again whenever this same BB is found. A modification in the log saving process included a basic block identifier, so each basic block is unique. This identifier is used, in addition to the Process ID (PID), to keep track of how many times each process executed each basic block. Therefore, we do not need to store the whole basic block in the structure responsible for counting the executed basic blocks, only its identifier. In addition, an entry in our hash table is created using the PID and the Basic Block ID as key. This entry stores how many times the BB was called, in addition to the PC address from the first instruction of each BB.
On the other hand, if the TB is cached, the entry in the hash table is updated if the process already executed the given TB, or a new entry is created if it is the first time the BB is executed by the given process. After finding or creating the TB and updating the hash table, QEMU executes it.
The process of reading a TB from cache is slow. Therefore, QEMU implements a TB chaining mechanism. Every time a TB returns, QEMU tries to chain this TB to the next TB that will be executed so it does not need to search the TBs one by one. However, we removed this mechanism because our hash table is updated after each TB is searched or created. Therefore, we can have the original executed translated blocks and have a correct counting for each basic block and process.
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B. Graphical User Interfaces
A Graphical User Interface for instruction categorization ("Instruction categorization GUI" from Fig. 1 ) has the goal to create an instruction information file ("Instr. Info File" from Fig.  1 ) with categorized instructions in addition to cycle and the power costs for each category. This GUI is presented in Fig. 3 , the left table contains the instructions that does not have any category, this undefined instructions, if any, will be saved to the instruction information file with the default category, called "Undefined". The right table contains the instructions of a given category, selected by the combo box "Selected category". Some features of this GUI are: create instruction information files for different ARM organizations, for instance: ARMv6 or ARMv7; add or remove instructions manually; create categories for the instructions, specifying the average cycle cost and power consumption of the instructions. Moreover, each architecture can have different instruction types. For instance, in an ARM architecture is possible to define either Thumb or ARM instructions. Thumb instructions are a subset of ARM instructions with reduced bit encoding size. Therefore, Thumb instructions need less memory than ARM instructions: they are 16 bits long, while ARM instructions are 32 bits long. However, not every ARM instruction has an equivalent Thumb instruction.
In addition, BB log files can be imported, so every instruction that was executed can be categorized easily; this makes the process of creating a new category characterization file much faster. Also, it is possible to import already created category characterization files, in order to edit it. The output file of this GUI is a XML file with the architecture/organization, created categories with their costs and instructions.
An example of this structure is an ARMv7 architecture, which has a conditional branch category with cycle cost of 1, power consumption cost of 2 miliWatts. This category comprise the following instructions: BEQ (ARM), BEQ (Thumb), BNE (ARM), BLT (Thumb), BLE (ARM), BGT (Thumb), BGE (Thumb) and other conditional branch instructions .
Finally, an analysis tool ("Analysis GUI" from Fig. 1 ) with a GUI, presented in Fig. 4 , imports both created files from QEMU and the instruction categorization file and, after processing the data, it presents the analyzed data to the user for an easier understanding of what was executed, saving all necessary data into a database. This database is necessary due to x information about basic blocks , instructions and categories: total cycle and power costs and histograms;
x PID chart based on the total cycle or power cost of each PID. This feature allows seeing which the most costly processes that had executed are;
x performance estimation based on a given operation frequency;
x import profiles (instruction characterization) for different ARM instruction set architectures.
IV. ENVIRONMENT SET UP
The tracing tool runs on the Ubuntu operating system; however, it can be executed on any other OS (e.g.: Windows and Mac OS X), as long as the Android source can be checked out from the Android's Git repository. Also, Repo, a repository management tool complementary to Git [13] , needs to be supported and the SDK needs to be compiled.
QEMU modifications were written in C language, since the QEMU code was also written in C. The GUIs run on any operating system that supports Java Runtime Environment (JRE), necessary to run Java applications. We chose Java language because of its portability. We also provide bash scripts to make the emulation process easier for the emulator's execution. For instance, scripts for SDK compilation and emulator call. Finally, for the database, we used SQLite3, a library that implements a serverless, transactional SQL database engine [14] . It is useful because the user does not need to have a specific Database Management System (DBMS), like Oracle or MySQL, in the host computer. As can be observed, all employed tools that comprise the framework were chosen so it can be as more platform independent as possible.
V. RESULTS
To evaluate the emulation speed of the proposed tool, we compared the execution times of our implementation with original Android's QEMU. The latter comparison has the goal to contrast the execution time between an emulated device and a real device. The Android Emulator's and QEMU's options used in both Emulator's executions were the same. Thus, the overhead of our tool is due to the disabling of the chaining mechanism, in addition to the cost of the added profiling process. Comparing the boot times, the original emulator boots in about 50 seconds, while our modification increases the boot time to 6 minutes, on average.
The configuration of the host computer that we used to simulate the Android device was the following: Intel Core i7 860 2.80GHz, 8GB RAM, Samsung HD103SI HDD; and the AVD configuration used was: Android 4.0.3, ARM (armeabi-v7a) CPU, 512MB RAM. An Android benchmark set was created, based on the JVM SPEC 2008 benchmarks [15] . TABLE II presents the average execution time between three executions of each benchmark. The minimum average speed down of our QEMU modification, in the tested benchmarks, was 3 times in the SQLite benchmark, while the maximum was 21 times in the MPEG Audio benchmark. We have this large variation in the speed down due to the benchmarks' characteristics: SQLite is a data-bound application, while MPEG Audio is CPU-bound, which impacts on the overhead depending on how intense was the use of our hash table structure. That is, CPU-bound applications intensively use the hash table, due to the increased number of executed instructions ; therefore, these applications have a larger speed down on our tool when compared to data-bound applications. The average speed down of our QEMU modification, also presented in TABLE II, in relation to original QEMU is about 14 times. This cost is paid in order to increase the range of information that is traced from the application's execution.
VI. CONCLUSIONS AND FUTURE WORK
Regarding the available tracing and profiling tools that are available to Android developers, there are only a few options, and all of these options have limitations. Due to the difficulty of getting useful data of Android applications' execution, we proposed a tool to generate more information and to process this information (e.g. power consumption estimation and information about the basic blocks) for an easier data analysis .
As future work, our goal is to modify QEMU to also support different architectures. We will also modify the Android Emulator to trigger the saving of the BB data. Therefore, the VNC connection will no longer be needed. By doing this, mouse and keyboard will be supported to control the emulator and the communication with our tool will be done directly through the emulator.
Our tool presents a large speed down, depending on the application's characteristics , also because the chaining mechanism was disabled. Therefore, we will also study means to trace the applications with chaining enabled. In addition, the tool will provide trace method information and cache events simulation. 
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