Sanitary porcelain products might have several defects, causing potential high-grade desirable products be converted into low-grade ones. Some of the defects are such that a few of them in the products will result in a great fall of product rating and consequently reduction of its value and price. Among these defects is a defect called pinhole. In this article, it has been tried to identify, from a list of factors, the most influential factors of the production process which cause the pinhole defect affecting the product rating. It then tries to present a prediction model for the number of pinholes. For this purpose, initially seven factors were chosen to help presenting a suitable prediction model and several statistical tools and artificial intelligence prediction tools were investigated to present a suitable prediction model. The presented model could be used by the company to enhance the product rating through choosing right value for the right factors causing the pinhole defect and to decrease the wastes and the expenditures.
quality and to reduce the wastes and expenditures, by choosing right amounts for the factors participating in the model. Several defects (blisters, pinholes, specks, stuck, cracks, deformation, green spots,…) may be found in sanitary porcelains which tend to reduce the rating of these products. Some of these defects are identified before the baking phaseand some are identified after the phase.The defective products with defects identifiable after the baking phase are not suitable for reproduction pinholes, which are quality flaw appearing as small holes in the fired glaze surface, are among the defects which could be identified after baking phase.
Fig. 1. Pinholes in a sanitary-ware product
This defect might occur on all part of the surface of sanitary-ware products. Figure 1 shows a surface having this flaw. A survey performed in Isatis sanitary porcelain manufacturing co., Yazd, Iran shows that 10.5% of the defective products is due to 'pinhole' flaw and causes severe losses to the manufacturer; due to this reason the manufacturer decided to do a research on pinhole [1] . The present article is based on the research. The manufacturing company would like to know if there is a relationship between "the number of pinholes in the products" and some factors such as the followings: Glaze viscosity(V) Surface tension of raw material(ST) Speed of reaching the maximum temperature(SMT) Glaze cooling speed(SC) The maximum temperature of the furnace (MT) Abrasion of Glaze raw materials(AG) glaze dying time(TD) curvature(S=smooth or C =curved) The purpose of the present research is to find the key factors (if any) causing the pinhole phenomena from the above list and, using the key factors as input, to present a model for predicting the number pinholes in the product and thereby predicting the rating of the products with pinholes. If a suitable model is reached, the quality of the products could be improved by modifying the factors and the plant expenditures be decreased. This research is based on [1] and our literature survey did not result in any significant work in the prediction of pinhole defect; therefore this research could be regarded a new one. However [2] and [3] are helpful references for understanding some concepts regarding ceramics and component analysis used in this research.
Data
The data for this research is obtained from producing 42 curved and 122 smooth specimens with dimension of nearly 10cmൈ10cm at Istatis sanitary-ware plant located in Yazd, Iran with different values for V, ST, SMT, MT, AG & TD. Table 1 shows the mean of the values used for V, ST, SMT, MT, AG & TD variables and the mean number of pinholes created in 164 specimen as well as some other information (minimum, maximum, median, range, standard deviation) about the mentioned features. Figure 2 shows the probability plot the number of pinholes in both curved (C) and smooth (S) specimens. According to the figure the pinhole data are not normally distributed. An algorithm called Johnson transformation was applied on the pinhole data. The resulted data is referred as J-pinhole. As the normal probability plot of J-pinhole in Fig. 3 shows, the J-pinhole data is normally distributed. A fit of linear regression model including all variable of pinholes showed that the model is not appropriate A stepwise regression model was then applied to J correlation coefficient was 11% Normal probability plot for the pinholes in the sample Normal probability plot for J-pinhole data (i.e. the number of pinholes in the specimens after applying Johnson transformation) A fit of linear regression model including all variables i.e. V, ST, SMT, MT, AG, TD to predict number of pinholes showed that the model is not appropriate for the pinhole data.
Initial evaluation of data
model was then applied to J-pinhole data. These two experiments indicate either the relationship between pinhole data as the response versus V, ST, SMT,…. is not linear or some other variables should be considered or stronger tools are needed to model the relationship.
In the rest of this research J-pinhole data which are normally distributed are used.
What follows is about the effect of curvature on the number of pinholes. The relationship between curvature and pinholes To study the effect of curvature on the number of pinholes the following 2 tests of hypothesis were performed on the smooth and curved specimens:
A)a two sided F-test for the equality of the variance of J-pinhole data concerning curved surface and the variance of J-pinhole data concerning smooth surface; B)a two sided t-test for the equality of the mean of J-pinhole data concerning curved surface and the mean of J-pinhole data concerning smooth surface. We were allowed to perform the F-test & t-test on the J-pinholes data, because these data were proved to be normally distributed. Tables 3 &4 shows the results Table 3 it could be concluded that curvature does not increase or decrease the variance of the number of pinholes. The t-test of Table 4 indicate that, on the average, the surface curvature causes more pinholes in comparison to the surface smoothness. Are variables V, ST, SMT, MT, AG, TD normally distributed ? Utilizing Anderson-Darling test show that some of the variables are normally distributed and some not. The result of the test for both curved and smooth cases is shown in Table 5 . Table 5 The status of the normality of the distribution of variables
As Table 5 indicates the variables MT, AG are not normally distributed for both cases (smooth& curved) and TD is not normally distributed for smooth case. As stated earlier, J-pinhole data i.e. the results of Johnson transformation on the pinhole data will be used throughout this research.
Description of the method
The steps carried out during our research is as follows:
Step 1: Evaluation of data-detection of outlier data
In this phase of step 1 the outliers are detected in the multivariate data. Pair-wise scatter plots will not work as it is possible for an outlier to exist in all dimensions but not an outlier in any of the 2 dimensional subspaces.
It is important to realize, cases which are multivariate outliers may not necessarily be univariate outliers. In other words being an outlier on one of the variables under consideration is not necessarily a multivariate outlier. One of the best ways to check for multivariate outliers is through Mahalanobis' distance. Mahalanobis' distance accounts for the different scale and the variance of each of the variables in a probabilistic way; in other words, if one considers the probability of a case being a member of the multivariate distribution, ___________________________________________________________________________________________________________ then one must account for the density function, or standard deviation, of each variable in the multivariate set. Minitab 16 which does such a multivariate outliers detection resulted in Fig.4 .
One smooth specimen which had too much Mahalanobis' distance was excluded from 164 (122 smooth +42 curved) pieces and Table 1 was updated into Table 6 according to the remaining 121 and 42 pieces. 
The relationship between
The scatter plot of J-pinhole versus are given in the matrix plot shown in the black cycle for smooth specimens As Table 7 shows the correlation coefficient ( R) between the J-pinhole and individual variables as well as between each pair of the variables, calculated using SPSS software. 
Problem Dimension reduction
As the last row of Table 7 shows, J-pinhole has the greatest correlation with SMT and the least correlation with MT. There are several filtering (feature selection) approaches to removing irrelevant data, eliminating redundant features from a set of features and reducing the number of features or variables. Correlation-based Feature Selection (CFS), Principal Component Analysis (PCA), Fast Correlation based Feature selection , Gain Ratio Attribute Evaluation, Chi-square Feature Selection, Fast Information-Gain-Ratio Feature selection, and Markov Blanket Filter are among the feature selection techniques proposed by researchers for feature selection . In this research, CFS and PCA were utilized for finding the principal components of data and reducing the problem dimension.
Some softwares such as MINITAB have the capability of reducing the number of variables of the problem utilizing Principal component analysis (PCA ) tool. For the variables causing pinhole defect, MINITAB was used to do the analysis. Table 8 shows the result of the analysis. The first 4 variables i.e. V, ST, SMT, SC were selected using PCA. The data of V, ST, SMT, SC as well as curvature and J-pinhole data are identified as "PCA data set".
Some softwares, such as WEKA, do CFS study to reduce a problem dimension. Table 9 shows the result of applying this study on our problem.
This CFS study selects variables V, SMT as well as curvature as the principal characteristics causing pinhole flaw in the products of Isatis sanitary-ware plant. V, SMT as well as curvature and J-pinhole data are identified as "CFS data set".
Step 2: Data pre-processing
The other variables are modified according the following relationship:
Curvature is a an attribute and not a variable. Using the following indicator, we could change our only qualitative attribute in this study i.e. curvature into a variable:
Step 3: Choosing right variables for the regressors
In this research neural network and regression modeling are used to predict the number of pinholes in the products. We have identified 3 sets of data so far and J-pinhole ," PCA data set" chosen for modeling. Using 3 sets of data, several multi regression neural networks (GRNN model was calculated using the mean squared error(MSE) observed set of data and the corresponding set predicted by the model. Table 10 shows that the RBF neural networks used for the research produced poor therefore it was excluded. Figure 6 shows the coefficient of variation regressor and different inputs. full set, as evident from MSE and R indices. and "CFS data set". In step 3 we will try to find which everal multi-layer perception (MLP), Radial Basis Functions(RBF), generalized (GRNN ) were trained as well as Additive Regression model was calculated using the mean squared error(MSE) and also correlation coefficient (R) of observed set of data and the corresponding set predicted by the model. Table 10 shows the result the RBF neural networks used for the research produced poor shows the coefficient of variation between observed and predicted pinhole data
The PCA and CFS sets of data produced better results compared to the full set, as evident from MSE and R indices. MATLAB was used to train GRNN. MLP was trained with WEKA . Additive regression was applied the regressor networks each data set were divided into two set for testing the regressor with the proportion of 2 to 1. The efficiency of the was determined by R and MSE as shown in Table 12 and figures 7 Mean squared error of observed and predicted ___________________________________________________________________________________________________________ GRNN correlation coefficient for the training data might be due to over-fitting . Th training and the test data sets. This observation lead in the exclusion one could make a similar argument for exclude it because the way it has
Combination of the regressors
In this phase of step 4, the weighted average and the pair with the better R & MSE is determined are the plots for showing how efficiency varies with the "MLP(PCA)+Additive Regression (PCA)" The best MSE occurs at weight The best R occurs at weight Table 14 shows that the efficiency of the combination of the of the individuals. According to the result of CFS analysis V,SMT as well as curvature have the most influence on the number of pinholes ,and according to the PCA analysis V, ST, SMT, SC as well as curvature are the most influential variables. Based on a sensitivity analysis SMT is the most influential variable affecting the number of pinholes.
Conclusions
This research shows that 1) In the production process of sanitary-ware products at Isatis sanitary porcelain plant,Yazd, Iran , Glaze viscosity (V) and the speed of reaching the maximum temperature (SMT) as well as curvature (as opposed to smoothness of the product) and also the surface tension of raw material (ST)and glaze cooling speed (SC) are the most influential characteristics affecting the number of pinholes occurring in the finished product of the plant.
2) Multilayer perception neural networks and additive regression proved to be efficient in predicting the number of pinholes and thereby the rating of the product. Trial and error with giving different values for the input variables of these models could yield a design the production design experiment which could result in low wastes and reduction of costs.
For future research, other factors (other than V, ST, SMT, MT, AG & TD as well as curvature) might be studied and other modeling tools such as other neural networks might be tested.
