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Abstract
Entanglement-assisted quantum error-correcting (EAQEC) codes make use of pre-
existing entanglement between the sender and receiver to boost the rate of trans-
mission. It is possible to construct an EAQEC code from any classical linear code,
unlike standard quantum error-correcting codes, which can only be constructed from
dual-containing codes. However, the number c of pre-shared maximally entangled
states is usually calculated by computer search. In this paper, we first give a new
formula for calculating the number c of pre-shared maximally entangled states. Then,
using this formula, we construct three classes of new entanglement-assisted quantum
error-correcting maximum-distance-separable ( EAQEC MDS) codes.
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1 Introduction
Quantum codes are useful tool in quantum computation and communication to detect
and correct the quantum errors while quantum information is transferred via quantum
channel. After the pioneering work in [1], [5], the theory of quantum codes has developed
rapidly in recent years. As we know, the approach of constructing new quantum codes
which have good parameters is an interesting research field. Many quantum codes with good
parameters were obtained from dual-containing classical linear codes concerning Euclidean
inner product or Hermitian inner product (see [1, 2, 7, 14–16, 19]).
The previously mentioned dual-containing conditions prevent the usage of many common
classical codes for providing quantum codes. Brun et al. [4] proposed to share entanglement
between encoder and decoder to simplify the theory of quantum error correction and increase
the communication capacity. With this new formalism, entanglement-assisted quantum
stabilizer codes can be constructed from any classical linear code giving rise to entanglement-
assisted quantum error-correcting (EAQEC) codes. Fujiwara et al. [8] gave a general
method for constructing entanglement-assisted quantum low-density parity check codes.
Fan, Chen and Xu [9] provided a construction of entanglement-assisted quantum maximum
distance separable (EAQEC MDS) codes with a small number c of pre-shared maximally
entangled states. From constacyclic codes, Chen et al. and Lu et al. constructed new
EAQEC MDS codes with larger minimum distance and consumed 4 entanglement bits in
[6, 23], respectively. Let c = 5 and c = 9, Mustafa and Emre improved the parameters of
EAQEC MDS codes with length n further in [28]. Recently, in [24, 25], we construct new
EAQEC codes by using s-Galois dual codes and parts of them are EAQEC MDS codes.
Inspired by these works, in this paper, we first give a new formula for calculating the
number c of pre-shared maximally entangled states. Then, using this formula, we construct
new EAQEC MDS codes.
The paper is organized as follows. In Sect.2, we recall some basic knowledge on linear
codes, s-Galois dual codes and EAQEC codes. In Sect.3, we give a formula for calculating
the number c of pre-shared maximally entangled states by using generator matrix of one code
and parity check matrix of another code. And, in Sect.4, using the formula for calculating
the number c, we obtain three classes of new EAQECMDS codes. Finally, some comparisons
of EAQEC MDS codes and conclusions are made.
2 Preliminaries
In this section, we recall some basic concepts and results about linear codes, s-Galois
dual codes, and entanglement-assisted quantum error-correcting codes, necessary for the
development of this work. For more details, we refer to [3, 4, 8, 10, 20, 21, 25, 27, 32].
Throughout this paper, let p be a prime number and Fq be the finite field with q = p
e
elements, where e is a positive number. Let F∗q be the multiplicative group of units of Fq.
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For a positive integer n, let Fnq = {x = (x1, · · · , xn) | xj ∈ Fq} which is an n dimensional
vector space over Fq. A linear [n, k]q code C over Fq is an k-dimensional subspace of F
n
q .
The Hamming weight wH(c) of a codeword c ∈ C is the number of nonzero components of
c. The Hamming distance of two codewords c1, c2 ∈ C is dH(c1, c2) = wH(c2 − c1). The
minimum Hamming distance of C is d = min{wH(a−b)|a,b ∈ C}. An [n, k, d]q code is an
[n, k]q code with the minimum Hamming distance d. A k × n matrix G over Fq is called a
generator matrix of C, if the rows of G generates C and no proper subset of the rows of G
generates C.
2.1 s-Galois dual codes
Let s be integers with 0 ≤ s < e . In [10], Fan and Zhang introduced the following form
[x,y]s = x1y
ps
1 + · · ·+ xny
ps
n , ∀ x,y ∈ F
n
q ,
where q = pe and n is a positive integer. We call [x,y]s the s-Galois form on F
n
q . It is just
the usual Euclidean inner product if s = 0. And, it is the Hermitian inner product when e
is even and s = e
2
. For any code C over Fq of length n, let
C⊥s =
{
x ∈ Fnq
∣∣ [c,x]s = 0, ∀ c ∈ C},
which is called the s-Galois dual code of C. It is easy to check that C⊥s is linear. Then
C⊥0 (simply, C⊥) is just the Euclidean dual code of C, and C
⊥ e
2 (simply, C⊥H) is just the
Hermitian dual code of C. In particular, if C ⊂ C⊥s, then C is s-Galois self-orthogonal.
Furthermore, we call C is k-Galois self-dual if C = C⊥s.
In fact, the s-Galois form is non-degenerate ([10, Remark 4.2]). This implies that
dimFq C + dimFq C
⊥s = n.
For an l×n matrix A = (aij)l×n over Fq, where aij ∈ Fq, we denote A
(pe−s) = (ap
e−s
ij )l×n,
and AT as the transpose matrix of A. Then for vetor a = (a1, a2, . . . , an) ∈ F
n
q , we have
ap
(e−s)
= (ap
e−s
1 , a
pe−s
2 , . . . , a
pe−s
n ).
For a linear code C of Fnq , we define C
(pe−s) to be the set {ap
(e−s)
| a ∈ C} which is also
a linear code. It is easy to see that the s-Galois dual C⊥s of C is equal to the Euclidean
dual (C(p
e−s))⊥ of the linear code C(p
e−s).
2.2 Entanglement-assisted quantum error-correcting codes
An [[n, k, d; c]]q EAQEC code over Fq encodes k logical qubits into n physical qubits
with the help of c copies of maximally entangled states (c ebits). The performance of an
EAQEC code is measured by its rate k
n
and net rate k−c
n
.
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If c = 0, then the EAQEC code is a standard stabilizer code. EAQEC codes can be
regarded as generalized quantum codes.
It has been prove that EAQEC codes have some advantages over standard stabilizer
codes. In [32], Wilde and Brun proved that EAQEC codes can be constructed using classical
linear codes as follows.
Proposition 2.1. ([32]) Let H1 and H2 be parity check matrices of two linear codes
[n, k1, d1]q and [n, k2, d2]q, respectively. Then an [[n, k1+k2−n+c,min{d1, d2}; c]]q EAQEC
code can be obtained, where c = rank(H1H
T
2 ) is the required number of maximally entangled
states.
To see how good an EAQEC code is in terms of its parameters, we use the entanglement-
assisted quantum Singleton bound.
Theorem 2.2. ([4]) For any [[n, k, d; c]]q EAQEC code with 0 ≤ c ≤ n − 1, it holds that
2(d− 1) ≤ n− k + c.
If an EAQEC code Q with parameters [[n, k, d; c]]q attains the entanglement-assisted
quantum Singleton bound 2(d− 1) = n− k + c, then it is called the entanglement-assisted
quantum maximum-distance-separable (EAQEC MDS) code.
3 A new formula for calculating the number c
We first verify the following a lemma.
Lemma 3.1. Let C be an [n, k]q linear code over Fq with generator matrix G and parity
check matrix H. Then
(C(p
e−s))⊥ = (C⊥)(p
e−s).
Proof. By assumptions, it is easy to prove that the matrix G(p
e−s) is a generator matrix
of the linear code C(p
e−s), and the matrix H(p
e−s) is a generator matrix of the linear code
(C⊥)(p
e−s).
Let g1, . . . , gk be rows of the G, and let h1, . . . ,hn−k be rows of the H . For any x ∈
(C⊥)(p
e−s), we can assume that
x = y1h
pe−s
1 + · · ·+ hn−kh
pe−s
n−k .
Then, for any gp
e−s
j ∈ G
(pe−s), we have
[x, gp
e−s
j ] =
n−k∑
i=1
yi[h
pe−s
i , g
pe−s
j ] =
n−k∑
i=1
yi[hi, gj]
pe−s = 0.
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Therefore, x ∈ (C(p
e−s))⊥, which implies
(C⊥)(p
e−s) ⊂ (C(p
e−s))⊥.
Clearly, dimFq(C
⊥)(p
e−s) = dimFq(C
(pe−s))⊥.
Summarize,
(C(p
e−s))⊥ = (C⊥)(p
e−s).
Corollary 3.2. Let Ci linear code [n, ki, di]q over Fq with parity check matrix Hi for i =
1, 2. Then an [[n, k1 + k2 − n + c,min{d1, d2}; c]]q EAQEC code can be obtained, where
c = rank(H1(H
(pe−s)
2 )
T ) is the required number of maximally entangled states.
Proof. By Lemma 3.1, H
(pe−s)
2 is a parity check matrix of the code C
pe−s . It is easy to
prove that code Cp
e−s
is a linear code with parameters [[n, k2, d2]q. Then, in light of Propo-
sition 2.1, there exists an EAQEC code with parameters [[n, k1+k2−n+c,min{d1, d2}; c]]q,
where c = rank(H1(H
(pe−s)
2 )
T ) is the required number of maximally entangled states.
Lemma 3.3. Let Ci be an [n, ki]q linear code over Fq with generator matrix Gi =


gi,1
gi,2
...
gi,ki


and parity check matrix Hi =


hi,1
hi,2
...
hi,n−ki

for i = 1, 2. Then
dimFq(C1 ∩ C
⊥s
2 ) = k1 + n− k2 − rank
(
G1
H
(pe−s)
2
)
.
Proof. Let a ∈ C1 ∩ C
⊥s
2 . Then there exist x1, . . . , xk1 , y1, . . . , yn−k2 ∈ Fq such that
x1g1,1 + · · ·+ xk1g1,k1 = −y1h
pe−s
2,1 + · · · − yn−k2h
pe−s
2,n−k2
,
that is, (x1, . . . , xk1, y1, . . . , yn−k2) is the solution of a system of linear equations
x1g1,1 + · · ·+ xk1g1,k1 + y1h
pe−s
2,1 + · · ·+ yn−k2h
pe−s
2,n−k2
= 0.
Thus, dimFq(C1 ∩C
⊥s
2 ) = k1+n− k2− rk(G
T
1 |(H
(pe−s)
2 ))
T = k1+n− k2− rank
(
G1
H
(pe−s)
2
)
.
This proves the expected result.
In terms of the generator matrix of one linear code C1 and the parity-check matrix of
another linear code C2 over Fq, we now give a new formula for computing the number c of
pre-shared maximally entangled states.
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Theorem 3.4. Let Ci be an [n, ki]q linear code over Fq with generator matrix Gi and parity
check matrix Hi for i = 1, 2. Then
c = rank(H1(H
(pe−s)
2 )
T ) = rank
(
G1
H
(pe−s)
2
)
− k1.
Proof. By Lemma 3.1, we have C⊥s2 = (C
(pe−s)
2 )
⊥ = (C⊥2 )
(pe−s). Thus, H
(pe−k)
2 is a
generator matrix of C⊥s2 , i.e., H
(pe−k)
2 is a parity check matrix of C
(pe−s)
2 .
Let hi,1,hi,2, . . . ,hi,n−ki be rows of the parity check matrix Hi for i = 1, 2. Then
h
pe−s
i,1 ,h
pe−s
i,2 , . . . ,h
pe−s
i,n−ki
are rows the parity check H
(pe−s)
i for i = 1, 2.
Let
∑n−k2
j=1 xjh
pe−s
2,j ∈ C
⊥s
2 , where xj ∈ Fq for all 1 ≤ j ≤ n− k2. Then
∑n−k2
j=1 xjh
pe−s
2,j ∈
C1 ∩ C
⊥s
2 if and only if for any t ∈ {1, 2, . . . , k1}, we have
[
n−k2∑
j=1
xjh
pe−s
2,j ,h1,t] = 0,
that is
xH
(pe−s)
2 H
T
1 = 0,
where x = (x1, . . . , xn−k2). Therefore,
rank(H1(H
(pe−s)
2 )
T ) = rank(H
(pe−s)
2 H
T
1 ) = n− k2 − dimFq(C1 ∩ C
⊥s
2 ).
In light of Lemma 3.3, we have
dimFq(C1 ∩ C
⊥s
2 ) = n+ k1 − k2 − rank
(
G1
H
(pe−k)
2
)
.
Thus,
c = rank(H1(H
(pe−s)
2 )
T ) = rank
(
G1
H
(pe−k)
2
)
− k1.
4 Construction of EAQEC codes
In this section, we give three classes of EAQEC MDS codes.
Combining Corollary 3.2 and Theorem 3.4, we can immediately get the following theo-
rem.
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Theorem 4.1. Let G1 be a generator matrix of the C1 = [n, k1, d1]q, and let H2 be a parity
check matrix of the linear code C2 = [n, k2, d2]q. Then an [[n, k1+k2−n+c,min{d1, d2}; c]]q
EAQEC code can be obtained, where c = rank
(
G1
H
(pe−k)
2
)
− k1 is the required number of
maximally entangled states.
4.1 The first classes of EAQEC MDS codes
To construct a class of new EAQEC MDS codes by using Theorem 4.1, we consider the
Vandermonde matrices.
A Vandermonde n× n matrix Vn = V (a1, . . . , an) is defined by
Vn = V (a1, . . . , an) =


1 a1 a
2
1 · · · a
n−1
1
1 a2 a
2
2 · · · a
n−1
2
...
...
... · · ·
...
1 an a
2
n · · · a
n−1
n

 ,
where a1, a2, . . . , an are elements of F
∗
q. It is well-known that the determinant of Vn is
non-zero if and only if the ai are distinct.
We recall the following fact (see [12]).
Lemma 4.2. ([12]) Let C be a code generated by taking k consecutive rows of a Vander-
monde n× n matrix. Then C is an MDS code with parameters [n, k, n− k + 1]q.
Theorem 4.3. Let n ≤ q − 1, 1 ≤ t ≤ k + 1 and k + 1 ≤ t + j ≤ n. Then
(1) there is an EAQEC code with parameters [[n, t−1,min{n−k+1, j+2}; j−k+ t]]q.
(2) when n − k = 1 + j, there is an EAQEC MDS code with parameters [[n, t − 1, n−
k + 1; j − k + t]]q.
Proof. (1) For 0 < k < n, take
G1 =


1 a1 a
2
1 · · · a
n−1
1
1 a2 a
2
2 · · · a
n−1
2
...
...
... · · ·
...
1 ak a
2
k · · · a
n−1
k

 .
Let C1 be a linear code with the generator matrix G1. Then, by Lemma 4.2, C1 is an MDS
code with parameters [n, k, n− k + 1]q.
Take
H2 =


1 at a
2
t · · · a
n−1
t
1 at+1 a
2
t+1 · · · a
n−1
t+1
...
...
... · · ·
...
1 at+j a
2
t+j · · · a
n−1
t+j

 .
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Table 1: MDS EAQEC codes comparison.
q n k t j New EAQEC MDS codes EAQEC MDS codes [26]
13 12 4 5 7 [[12, 4, 9; 8]]13 [[12, 4, 7; 4]]13
12 5 6 6 [[12, 5, 8; 7]]13 [[12, 5, 7; 5]]13
12 6 7 5 [[12, 6, 7; 6]]13 [[12, 6, 6; 4]]13
12 8 9 3 [[12, 8, 5; 4]]13 [[12, 8, 4; 2]]13
27 15 2 3 12 [[15, 2, 14; 13]]27 [[15, 2, 13; 11]]27
15 3 4 11 [[15, 3, 13; 12]]27 [[15, 3, 12; 10]]27
15 4 5 10 [[15, 4, 12; 11]]27 [[15, 4, 11; 9]]27
15 5 6 9 [[15, 5, 11; 10]]27 [[15, 5, 10; 8]]27
15 6 7 8 [[15, 6, 10; 9]]27 Not
15 7 8 7 [[15, 7, 9; 8]]27 [[15, 7, 7; 4]]27
15 8 9 6 [[15, 8, 8; 7]]27 [[15, 8, 7; 5]]27
15 9 10 5 [[15, 9, 7; 6]]27 [[15, 9, 6; 4]]27
15 10 11 4 [[15, 10, 6; 5]]27 [[15, 10, 5; 3]]27
15 11 12 3 [[15, 11, 5; 4]]27 [[15, 11, 4; 2]]27
where 1 ≤ t ≤ k + 1 and k + 1 ≤ t + j ≤ n. Let C2 be a linear code with the parity-check
matrix H2. Then, again by Lemma 4.2, C2 is an MDS code with parameters [n, n − j −
1, j + 2]q.
Since 1 ≤ t ≤ k + 1 and k + 1 ≤ t+ j ≤ n, we have
c = rank
(
G1
H
(pe−0)
2
)
− k = j − k + t.
Thus, by Theorem 4.1, there exists an EAQEC code with parameters [[n, t−1,min{n−k+
1, j + 2}; j − k + t]]q.
(2) When n − k = 1 + j, according to (1), there is an EAQEC code with parameters
[[n, t− 1, d; j − k + t]]q, where d = min{n− k + 1, j + 2} = n− k + 1.
Since 2(d − 1) = 2(n − k) = n − (t − 1) + (j − k + t), there is an EAQEC MDS code
with parameters [[n, t− 1, n− k + 1; j − k + t]]q.
Example 1. By Theorem 4.3, taking some special q, we obtain new EAQEC MDS codes
in Table 1. Compared to the EAQEC MDS codes in [26], we have that the distance of our
EAQEC MDS codes obtained in Table 1 are larger than all of them.
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4.2 The second classes of EAQEC MDS codes
We now recall some basic results of Generalized Reed-Solomon codes (see[13]). Let
α1, . . . , αn be n distinct elements of Fq, and let v1, . . . , vn be n nonzero elements of Fq. For
k between 1 and n, the generalized Reed-Solomon code GRSk(α,v) is defined by
GRSk(a,v) = {(v1f(α1), . . . , vnf(αn))| f(x) ∈ Fq[x], deg(f(x)) ≤ k − 1},
where a, v denote the vectors (α1, . . . , αn), (v1, . . . , vn), respectively.
Furthermore we consider the extended code of the generalized Reed-Solomon code
GRSk(a,v) given by
GRSk(a,v,∞) = {(vf(α1), v2f(α2), . . . , vnf(αn), fk−1) : f(x) ∈ Fq[x], deg(f(x)) ≤ k − 1}.
where fk−1 stands for the coefficient of x
k−1. The following two results can be found in [13].
Lemma 4.4. ([13]) The code GRSk(a,v,∞) is a MDS code with parameters [n+ 1, k, n−
k + 2]q.
Lemma 4.5. ([13]) Let 1 be all-one word of length n. If 1 ≤ k ≤ q− 1, then the dual code
of GRSk(a,v,∞) is GRSq−k+1(a,v,∞).
Theorem 4.6. Let 1 ≤ k < ⌈ q+1
2
⌉. Then there is an EAQEC MDS code with parameters
[[q + 1, 1, q − k + 2; q − 2k + 2]]q.
Proof. Taking
G1 =


1 1 · · · 1 0
α1 α2 · · · αq 0
α21 α
2
2 · · · α
2
q 0
...
...
. . .
...
...
αk−11 v2α
k−1
2 · · · α
k−1
q 1

 .
Then, G1 is a generator matrix of GRSk(a,v,∞).
Set,
H2 =


1 1 · · · 1 0
α1 α2 · · · αq 0
α21 α
2
2 · · · α
2
q 0
...
...
. . .
...
...
α
q−k
1 v2α
q−k
2 · · · α
q−k
q 1

 .
Then, by Lemma 4.5, H2 is a parity-check matrix of GRSk(a,v,∞).
Since 1 ≤ k < ⌈ q+1
2
⌉, we have
c = rank
(
G1
H
(pe−0)
2
)
− k = q − 2k + 2.
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Thus, by Theorem 4.1, there exists an EAQEC code with parameters [[q+1, 1, q−k+2; q−
2k + 2]]q.
Since 2(d−1) = 2(q−k+1) = q+1−1+(q−2k+2), the EAQEC code with parameters
[[q + 1, 1, q − k + 2; q − 2k + 2]]q is an EAQEC MDS code.
Example 2. By Theorem 4.6, taking some special q, we obtain new EAQEC MDS codes
whose parameters are [[10, 1, 7; 3]]9,[[12, 1, 10; 7]]11, [[14, 1, 9; 3]]13,[[18, 1, 8; 1]]17.
4.3 The third classes of EAQEC MDS codes
In subsection, we assume that q = lm with l prime power.
For brevity, we will use notion [i] = li mod m, a[i] = al
i mod m
for a ∈ Fq and integer i,
where mod operation returns non negative value.
Given a vector (g1, g2, . . . , gn) ∈ F
n
q , we denote by Mk(g1, g2, . . . , gn) ∈ F
k×n
q the matrix
Mk(g1, g2, . . . , gn) =


g1 g2 . . . gn
g
[1]
1 g
[1]
2 . . . g
[1]
n
g
[2]
1 g
[2]
2 . . . g
[2]
n
...
...
. . .
...
g
[(k−1)]
1 g
[(k−1)]
2 . . . g
[(k−1)]
n

 .
A definition of rank-metric code, proposed by Gabidulin, is the following.
Definition 4.7. ([11]) The rank of a vector g = (g1, g2, . . . , gn), gi ∈ Fq, denoted by
rank(g), is defined as the maximal number of linearly independent coordinates gi over
Fq, i.e., rank(g) := dimFq〈g1, g2, . . . , gn〉. Then we have a metric rank distance given by
dr(a − b) = rk(a − b) for a,b ∈ F
n
q . A Gabidulin (rank-metric) code of length n with
dimension k over Fq is an Fq-linear subspace C ⊂ F
n
q . The minimum rank distance of a
Gabidulin code C 6= 0 is
dr(C) := min{rank(a) : a ∈ C, a 6= 0}.
The Singleton bound for codes in the Hamming metric implies also an upper bound for
Gabidulin codes.
Theorem 4.8. ([11]) Let C ⊂ Fnq be a Gabidulin code with minimum rank distance dr(C)
of dimension k. Then dr(C) ≤ n− k + 1.
A Gabidulin code attaining the Singleton bound is called a Gabidulin maximum rank
distance (MRD) code.
In paper [17], Kshevetskiy and Gabidulin showed the following result on MRD codes:
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Theorem 4.9. Let g1, g2, . . . , gn ∈ Fq be linearly independent over Fl, and let C be a
Gabidulin code generated by matrix Mk(g1, g2, . . . , gn). Then Gabidulin code C is an MRD
code with parameters [n, k, n− k + 1].
When n ≤ m, dr(C) ≤ d(C), where d(C) is the minimum Hamming distance of C.
Therefore, we have the following corollary.
Corollary 4.10. Let n ≤ m. If C is an MRD code with parameters [n, k, n− k + 1] over
Fq, then C is also an MDS code with parameters [n, k, n− k + 1] over Fq.
Corollary 4.11. Let n ≤ m. Let g1, g2, . . . , gn ∈ Fq be linearly independent over Fl, and
let C be a Gabidulin code generated by matrix Mk(g
lt
1 , g
lt
2 , . . . , g
lt
n ), where 1 ≤ t ≤ m − 1.
Then Gabidulin code C is an MRD code with parameters [n, k, n− k + 1]. Furthermore, C
is also an MDS code with parameters [n, k, n− k + 1] over Fq.
Proof. We first verify that if g1, g2, . . . , gn are linearly independent over Fl then
gl
t
1 , g
lt
2 , . . . , g
lt
n are also linearly independent over Fl. We prove it by contradiction. Suppose
that there is not all zero a1, a2, · · · , an ∈ Fl such that
a1g
lt
1 + g2v
lt
2 + · · ·+ ang
lt
n = 0.
Then
al
m−t
1 g1 + a
lm−t
2 g2 + · · ·+ a
lm−t
n gn = 0.
Since g1, g2, . . . , gn are linearly independent over Fl, a
lm−t
1 = a
lm−t
2 = · · · = a
lm−t
n = 0.
Hence a1 = a2 = · · · = an = 0. This is a contradiction. Thus, g
lt
1 , g
lt
2 , . . . , g
lt
n are linearly
independent over Fl.
Next, by Theorem 4.9 and Corollary 4.10, C is an MRD code with parameters [n, k, n−
k + 1], and C is also an MDS code with parameters [n, k, n− k + 1] over Fq.
Theorem 4.12. Let n ≤ m. If 0 ≤ t ≤ k1 − 1 and k1 − t + 1 ≤ k2 ≤ m− t, then
(1) there exists an EAQEC code with parameters [[n, t,min{n−k1+1, k2+1}; k2−k1+t]]q.
(2) when n− k1 = k2, there exists an EAQEC MDS code with parameters [[n, t, n− k1+
1; k2 − k1 + t]]q.
Proof. Taking
G1 = Mk1(g1, g2, . . . , gn) =


g1 g2 . . . gn
g
[1]
1 g
[1]
2 . . . g
[1]
n
g
[2]
1 g
[2]
2 . . . g
[2]
n
...
...
. . .
...
g
[(k1−1)]
1 g
[(k1−1)]
2 . . . g
[(k1−1)]
n

 .
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Table 2: MDS EAQEC codes comparison.
q New EAQEC MDS codes EAQEC MDS codes from Corollary 3.19 [25]
115 [[5, 2, 3; 1]]115 [[5, 2, 4; 3]]115
136 [[6, 2, 4; 2]]136 [[6, 2, 5; 5]]136
178 [[8, 4, 4; 2]]178 [[8, 4, 5; 4]]178
Let C1 be a linear code with the generator matrix G1. Then, by Theorem 4.9 and Corollary
4.10, C1 is an MDS code with parameters [n, k1, n− k1 + 1] over Fq.
Let g˜1 = g
lt
1 , g˜2 = g
lt
2 , . . . , g˜n = g
lt
n . Set,
H2 =Mk2(g˜1, g˜2, . . . , g˜n) =


g˜1 g˜2 . . . g˜n
g˜1
[1] g˜2
[1] . . . g˜n
[1]
g˜1
[2] g˜2
[2] . . . g˜n
[2]
...
...
. . .
...
g˜1
[(k2−1)] g˜2
[(k2−1)] . . . g˜n
[(k2−1)]

 .
Suppose that C2 is a linear code with the parity-check matrix H2 . Then, by Corollary 4.11,
C2 is an MDS code with parameters [n, n− k2, k2 + 1] over Fq.
Since 0 ≤ t ≤ k1 − 1 and k1 − t+ 1 ≤ k2 ≤ m− t, we have
c = rank
(
G1
H
(pe−0)
2
)
− k1 = k2 − k1 + t.
Thus, by Theorem 4.1, there exists an EAQEC code with parameters [[n, t,min{n − k1 +
1, k2 + 1}; k2 − k1 + t]]q.
(2) When n − k1 = k2, according to (1), there is an EAQEC code with parameters
[[n, t, d; k2 − k1 + t]]q, where d = min{n− k1 + 1, k2 + 1} = n− k1 + 1.
Since 2(d− 1) = 2(n− k1) = n− t+ (k2 − k1 + t), there is an EAQEC MDS code with
parameters [[n, t, n− k + 1; k2 − k1 + t]]q.
Example 3. By Theorem 4.12, taking some special q, we obtain new EAQEC MDS codes
in Table 2. Compared to the EAQEC MDS codes in [25], we have that the number c of
entanglement bits of our EAQEC MDS codes obtained in Table 2 are smaller than all of
them.
5 Code comparisons and conclusions
In this paper, we have developed a new method for constructing EAQEC codes by
using generator matrix of one code and parity check matrix of another code over finite field
12
Fq. Using this method, we have constructed three clasess of new EAQEC MDS codes. In
Table 3, we give our general conclusions to make comparisons with those known results
in Refs.[6, 9, 18, 22, 25, 28–31]. The results show that the lengths and entanglement bits
of those known conclusions above EAQEC MDS codes studied in the literatures are fixed.
However, the lengths of two classes of EAQEC MDS codes derived from our construction
are very flexible, and the entanglement bits of three classes of EAQEC MDS codes derived
from our construction are very flexible.
Acknowledgements This work was supported by Scientific Research Foundation of
Hubei Provincial Education Department of China. (Grant No. Q20174503) and the Na-
tional Science Foundation of Hubei Polytechnic University of China (Grant No. 17xjz03A).
References
[1] Ashikhim, A., Knill, E.: Non-binary quantum stabilizer codes. IEEE. Trans. Inf. The-
ory 47, 3065C3072(2001)
[2] Aly, S. A., Klappenecker, A., Sarvepalli, P. K.: On quantum and classical BCH codes,
IEEE Trans. Inf. Theory 53,1183-1188(2007)
[3] Bowen, G.: Entanglement required in achieving entanglement-assisted channel capac-
ities. Phys. Rev. A, 66, 052313(2002)
[4] Brun, T., Devetak, I., Hsieh, M.-H.: Correcting quantum errors with entanglement,
Science, 314436-439(2006)
[5] Calderbank, A. R., Rains, E. M., Shor, P., Sloane, N. J.: Quantum error correction
via codes over GF(4), IEEE Trans. Inf. Theory 44, 1369-1387(1998)
[6] Chen, J., Huang, Y., Feng, C., Chen, R.: Entanglement-assisted quantum MDS codes
constructed from negacyclic codes. Quantum Inf. Process.16(303),1-22(2017)
[7] Chen, B., Ling, S., Zhang, G.: Application of constacyclic codes to quantum MDS
codes, IEEE Trans. Inf. Theory 61,1474-1484(2015)
[8] Fujiwara, Y., Clark, D., Vandendriessche, P., De Boeck, M., Tonchev, V. D.:
Entanglement-assisted quantum low-density parity-check codes, Phys. Rev. A, 82,
042338(2010)
[9] Fan, J., Chen, H., Xu, J.: Construction of q-ary entanglement-assisted quantum MDS
codes with minmum distanc greater than q+1, Quantum Inf.Comput. 16,423-434(2016)
[10] Fan, Y., Zhang, L.: Galois self-dual constacyclic codes, Des. Codes Cryptogr. 84,
473-492(2017)
13
Table 3: comparisons of EAQEC MDS codes.
Parameters [[n, k, d; c]]q Constraints Distance References
[[ q−1
at
,
q−1
at
− 2d + 6, d; 4]]q q = l2, l = atm + 1 is an odd prime power,
a be even, or a be odd and t be even at
2
m+ 2 ≤ d ≤ (at
2
+ 3)m+ 1 [22]
[[ q+1
10
, q+1
10
− 2d+ 7, d; 5]]q q = l2, l ≡ 7 (mod 10), 1 ≤ λ ≤
l+3
10
d = 3
5
(l − 7) + 2λ+ 4 [18]
[[ q+1
5
, q+1
5
− 2d+ 6, d; 4]]q q = l2, l = 2a, l ≡ 2 (mod 10), 1 ≤ λ ≤
l+3
5
d = 3
5
(l − 2) + 2λ+ 1 [18]
[[q + 1, q + 1− 2d+ 6, d; 4]]q q = p2a, pa ≡ 1 (mod 4) pa + 3 ≤ d ≤ 3pa − 1 and d is even [6]
[[q + 1, q + 1− 2d+ 3, d; 1]]q q = p2a 2 ≤ d ≤ pa and d is even [9]
[[q + 1, q − 2d+ 11; d, 9]]q q = p2a, pa ≡ 3 (mod 4), pa > 7 2pa + 4 ≤ d ≤ 4pa − 2 even [28]
[[q + 1, q − d+ 2, d; d− 1]]q q = p2a, r | pa − 1 and r ∤ pa + 1 2 ≤ d ≤
(r−1)(p2a−1)
2
+ 2 [29]
[[q + 1, q − 2d+ 4α(α − 1) + 3, d; 1 + 4α(α − 1)]]q q = p2a, p is odd ,α ∈ [1,
pa+1
4
] 2 + 2(α − 1)(pa + 1) ≤ d ≤ 2 + 2α(pa − 1) even [31]
[[q + 1, q − 2d+ 4α2 + 2, d; 4α2]]q q = p2a, p is odd,α ∈ [1,
pa−1
4
] 2 + (2α − 1)(pa + 1) ≤ d ≤ 2 + (2α + 1)(pa − 1) even [31]
[[q + 1, q − 2d+ 4α2 + 2, d; 4α2]]q q = p2a,p is even,α ∈ [1,
pa−1
4
] 2 + (2α − 1)(pa + 1) ≤ d ≤ 2 + (2α + 1)(pa − 1) odd [31]
[[q + 1, q − 2d+ 4α(α − 1) + 3, d; 1 + 4α(α − 1)]]q q = p2a,p is even ,α ∈ [1,
pa+1
4
] 2 + 2(α − 1)(pa + 1) ≤ d ≤ 2 + 2α(pa − 1) even [31]
[[ p−1
2
,
p−1
2
− 2l, d; 2l]]q q = pe, p ≡ 1 (mod 4) d = 2l + 1, 1 ≤ l ≤
p−5
4
[25]
[[ p−1
2
, p−1
2
− 2l + 1, d; 2l− 1]]q q = pe, p ≡ 3 (mod 4) d = 2l, 1 ≤ l ≤
p−3
4
[25]
[[q + 1, q − 2d+ 4m(m − 2), d; 4(m − 1)2 + 1]]q q = l2 is an odd prime power, 2 ≤ m ≤
l−1
2
d = 2(m − 1)l + 2 [30]
[[q + 1, q − 2d+ 4m(m − 2), d; 4(m − 1)2 + 1]]q q = l2 and l = 2a,
a ≥ 2 2 ≤ m ≤ l
2
d = 2(m − 1)l + 2 [30]
[[n, t− 1, n− k + 1; j − k + t]]q n ≤ q − 1, 1 ≤ t ≤ k + 1,
k + 1 ≤ t+ j ≤ n,n− k = 1 + j d = n− k + 1 Theorem 4.3
[[q + 1, 1, q − k + 2; q − 2k + 2]]q 1 ≤ k < ⌈
q+1
2
⌉ d = q − k + 2 Theorem 4.6
[[n, t, n− k1 + 1; k2 − k1 + t]]qm n ≤ m, 0 ≤ t ≤ k1 − 1,
k1 − t+ 1 ≤ k2 ≤ m− t,n− k1 = k2 d = n− k1 + 1 Theorem 4.12
14
[11] Gabidulin, E.: Theory of codes with maximum rank distance. Probl. Inf. Transm.1(2),
1-12(1985)
[12] Hurley, T., Hurley, D.: Coding theory: the unit-derived methodology, Int. J. Informa-
tion and Coding Theory 5(1), 55-80(2018)
[13] Jin, L., Xing, C.: New MDS Self-Dual Codes from Generalized Reed-Solomon Codes,
IEEE Trans. Inf. Theory 63,1434-1438(2017)
[14] Jin, L., Ling, S., Luo, J., Xing, C.: Application of classical Hermitian self-orthogonal
MDS codes to quantum MDS codes, IEEE Trans. Inf. Theory 56, 4735-4740(2010)
[15] Kai, X., Zhu, S.: New quantum MDS codes from negacyclic codes, IEEE Trans. Inf.
Theory 59,1193-1197(2013)
[16] Ketkar, A., Klappenecker, A., Kumar, S.: Nonbinary stablizer codes over finite fields.
IEEE. Trans. Inf. Theory 52, 4892C4914 (2006)
[17] Kshevelskiy, A., Gabidulin, E.: The new construction of rank code. Probl. Inf.
Transm.1(2):2105-2108(2005)
[18] Koroglu, M.E.: New entanglement-assisted MDS quantum codes from constacyclic
codes. Quantum Inf. Process 18, 44(2019)
[19] Liu, Y., Li, R., Lv, L., Ma, Y.: A class of constacyclic BCH codes and new quantum
codes. Quantum Inf. Process. 16,66(2017)
[20] Lai, C. Y., Brun, T. A., Wilde, M. M.: Dualityinentanglement-assisted quantum error
correction, IEEE Trans. Inf. Theory 59, 4020-4024(2013)
[21] Lai, C. Y., Brun, T. A.: Entanglement increases the error-correcting ability of quantum
error-correcting codes, Phys. Rev. A, 88, 012320(2013)
[22] Lu, L., Li, R., Guo, L., Ma, Y., Liu, Y.: Entanglement-assisted quantum MDS codes
from negacyclic codes, Quantum Inf. Process 17,69 (2018)
[23] Lu, L., Ma, W., Li, R., Ma, Y., Liu, Y., Cao, H.: Entanglement-assisted quantum
MDS codes from constacyclic codes with large minimum distance. Finite Fields Their
Appl.53, 309C325 (2018)
[24] Liu, X., Yu, L., Hu, P.:New entanglement-assisted quantum codes from k-Galois dual
codes, Finite Fields Appl. 55, 21-32(2019)
[25] Liu, X., Liu, H., Yu, L.: New EAQEC codes constructed from Galois LCD codes,
Quantum Inf Process 19, 20(2020)
15
[26] Luo, G., Cao, X.: Two new families of entanglement-assisted quantum MDS codes
from generalized ReedCSolomon codes, Quantum Inf Process 18,89(2019)
[27] Macwilliams, F.J., Sloane, N.J.A.: The Theory of Error-Correcting Codes. North-
Holland Publishing Company, Amsterdam (1977)
[28] Mustafa, S., Emre, K.: An application of constacyclic codes to entanglement-assisted
quantum MDS codes. Comput. Appl. Math. 38(75), 1-13 (2019)
[29] Qian, J., Zhang, L.: On MDS linear complementary dual codes and entanglement-
assisted quantum codes, Des. Codes Cryptogr. 86(7), 1565-1572 (2018)
[30] Qian, J., Zhang, L.: Constructions of new entanglement-assisted quantum MDS and
almost MDS codes, Quantum Inf. Process 18, 71(2019)
[31] Wang, J., Li, R., Lv, J., Guo, G., Liu, Y.: Entanglement-assisted quantum error
correction codes with length n = q2 + 1, Quantum Inf. Proces. 18, 292(2019)
[32] Wilde, M. M., Brun, T. A.: Optimal entanglement formulas for entanglement-assisted
quantum coding, Phys. Rev. A. 77, 064302(2008)
16
