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Abstract 
The aim of the paper is to identify the relevant variables in specified EU territory and time, which contributed to detection of 
territorial disparities, and its consequences within the structural constraints of the analysed area. Spatial autocorrelation statistics 
detect the presence of interdependence between the values of data at neighbouring locations. Paper presents the results of spatial 
analysis that identify the problem-ridden and developed territories within the EU based on the characteristics of those which 
describe driving forces of competitiveness, also in terms of long-term potentiality, and those which are direct or indirect 
outcomes of a competitive society and economy.  
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1. Introduction 
The European Union (EU) is a heterogeneous unit with significant economic and social disparities among 
countries and especially regions, and with unbalanced territorial allocation of economic activities resulting in 
different living standard, what has a negative effect on balanced development across the whole EU and on the 
endowment for EU competitiveness. The EU Cohesion Policy – purposing to reduce disparities – has an important 
role in enhancing of competitiveness and prosperity. From the long-term perspectives, competitiveness requires 
paying attention not only to economic but also to social and environmental factors, in recent years especially to 
territorial characteristics of areas – cohesion and competitiveness are thus partly complementary EU goals as Molle 
(2007) mentioned.  
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In the EU, emerging and re-emerging differentiating dimensions are combined; these dimensions are associated 
with the EU enlargement on the one hand and with the recent crisis impact of the other hand. This leads not only to 
transformation of economic stratification of society, but also to uneven manifestations and impacts of economic 
activities in European area. As a result of spatially selective effects of economic processes is then the newly forming 
spatial differentiation of the EU – its analysis is the scope of this paper. The analysis of spatially located data is one 
of the basic concerns of the geographer and is becoming increasingly important also in other fields. With spatial data 
(containing attribute information about characteristics of the monitored phenomenon and also spatial information 
about the position of the phenomenon) we can meet in many other fields, e.g. economics and sociology where is 
knowledge from spatial data analysis often used. From this point of view, the main aim of this paper is to identify 
the key factors, which contributed to territorial disparities among selected EU countries in the field of 
competitiveness, and to define structurally similar spatial units – based on spatial autocorrelation method. 
2. Theoretical background 
One of the questions in spatial data analysis is whether the observed value of a variable at one territory is 
independent on the values of the variable at neighbouring territories. If dependence exists, the variable exhibits 
spatial autocorrelation. Cliff and Ord (1973) define spatial autocorrelation as follows: ‘If the presence of some 
quantity in a county (sampling unit) makes its presence in neighbouring counties (sampling units) more or less 
likely, we say that the phenomenon exhibits spatial autocorrelation‘. Spatial autocorrelation measures the level of 
interdependence between the variables, and the nature and strength of that interdependence. It may be classified as 
either positive or negative. In a positive case all similar values appear together, while a negative spatial 
autocorrelation has dissimilar values appearing in close association. Problematic of spatial autocorrelation is also 
linked with clustering as Griffith (1987) mentioned. Measurement of spatial autocorrelation is closely related to 
monitoring of spatial variability and defining structurally similar spatial units. 
3. Data and methodology 
Topic of spatial autocorrelation is not new in specialized research studies as it mentioned in several research 
studies, e.g. Cliff and Ord (1973), Griffith (1987), Slavík et al. (2011) or Spurná (2008). Nowadays, one of the most 
commonly used criterion for spatial autocorrelation measurements for quantitative data of the continuous scale is the 
Moran’s statistic (I), developed by Moran (1950), as follows in equation (1): 
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where n is the number of spatial units indexed by i and j that characterize any two units; ijx is the value of variable 
in i-th or j-th units; x  is the mean of variable x; and ijw  is an element of a matrix of spatial weights. The key 
question that should be answered before measuring spatial autocorrelation is selection of spatial weighting function. 
The measure of mutual distance between spatial units can be properly used for definition of spatially nearby units.  
Determination of Euclidean distance as an example of weighing scheme is use in the paper. Negative (positive) 
values indicate negative (positive) spatial autocorrelation. Values of the Moran’s statistic (I) range from −1 (perfect 
dispersion) to +1 (perfect correlation). A zero value indicates a random spatial pattern. For empirical analysis, 
software IBM SPSS Statistics 22 and OpenGeoDa GeoDa 0.9.5-i were used. 
Number of evaluated unit is four EU countries within the group of Visegrad Four (V4), i.e. the Czech Republic 
(CZ), Hungary (HU), Poland (PL) and Slovakia (SK). V4 countries were chosen for spatial analysis like an example 
of neighbouring territories for evaluation because V4 is nowadays traditional political and economic Central 
1104   Lukas Melecky /  Procedia Economics and Finance  23 ( 2015 )  1102 – 1109 
European platform that support common concern and attitude in a number of fields of common interest within the 
all-European integration. All the activities of V4 are aimed at strengthening stability in the Central European region. 
The participating countries perceive their cooperation as a challenge and its success as the best proof of their ability 
to integrate also into such structures, such as the EU. The paper will analyse disparities in selected competitiveness 
indicators among V4 countries. 
Variables of interest are factors of national competitiveness calculated with the methodological support of 
relevant multivariate method - Factor analysis (FA). As a key approach for selection of variables, the approach of 
Country/Regional Competitiveness Index (CCI/RCI) developed by Annoni and Kozovska (2010) has been chosen. 
Analysed factors of competitiveness are divided according to different dimensions (input versus output aspects) of 
national competitiveness that they describe. This approach can be seen in several empirical studies, e.g. Hančlová 
and Staníčková (2013), Melecký (2013) or Staníčková (2013). The terms ‘inputs’ and ‘outputs’ are meant to classify 
pillars into those which describe driving forces of competitiveness, also in terms of long-term potentiality, and those 
which are direct or indirect outcomes of a competitive society and economy. From this point of view spatial analysis 
competitiveness factors are separated into two parts – inputs and outputs dimension of competitiveness spatial 
distribution. Based on the previously performed factor analysis, six key factors of inputs and three key factors of 
outputs come to following autocorrelation analysis. These factors were calculated via software IBM SPSS Statistics 
22 and separately published in previous author’s papers, e.g. Melecký (2013).or Staníčková and Melecký(2013). Six 
used dominating factors for inputs explained 68.659 % of total variability in reference period. Three dominating 
factors for outputs explained 74.846 % of total variability in reference period. Input and output factors of 
competitiveness, extracted by the factor analysis, are given in Table 1 and Table 2. 
Reference period (years 2004, 2007, 2008 and 2011) is determined by selection of indicators and their 
availability at national level. Years 2004 and 2007 characterize a years of EU enlargement and years of growth 
period for V4 countries; years 2008 and 2011 characterize a crisis, resp. post-crisis period for selected EU areas. 
4. Results  
In order to eliminate information duplication and to cover a certain balance because of different types of 
indicators, the set of previously calculated original variables was reduced to final number of 6 input factors and 3 
output factors through multivariate method of factor analysis. The resulting set of variables coming into spatial 
analysis thus represent six thematic areas of driven forces of competitiveness and three thematic areas of 
direct/indirect outcomes of economic. Results of basic statistical analysis refer to the different character of each 
factor in the group of input factors and each factor in the group of output factors in terms of statistical distribution 
and spatial distribution activities (see Table 1 for inputs and Table 2 for outputs). Absolute, resp. relative measure of 
variability was measured using standard deviation, resp. variance, which is commonly used for measuring 
differences, especially at regional level. All these statistical characteristics are given in no-weighted form. The 
degree of spatial variability is measured by the Moran’s I statistic using the weighing scheme of Euclidean distance. 
For the purpose of this paper, the most important is assessment of relation between statistical and spatial rate of 
variability; its comparison helps to distinguish ways of vertical projection of stratification in horizontal (spatial) 
differentiation, which is a key question in the study of socioeconomic spatial differentiation. As it is shown by 
values in Table 1 and Table 2, statistical variability has more or less no significant association with the territorial 
distribution of values – in comparison with Standard deviation or Variance values and Moran’s I statistic values for 
each input and output factor. However, associate rate, is different across the evaluated countries. Further analysis 
and assessments will apart from the statistical variability and consider only to the spatial context of above-average 
or below-average values of variables – thus of factors. The simplification is provided because of using the Moran´s 
diagram and Local Indicators of Spatial Association (LISA) analysis and because of the interpretation of the 
obtained results, it must be considered different type of statistical variability of variables. 
Spatial autocorrelation analysis of input factors presented by Moran´s I criterion confirmed that spatial data are 
characterized by their more or less spatial dependence and also independence, because approximately in half of the 
cases there were a positive spatial autocorrelation confirmed and in other half of the cases a negative spatial 
autocorrelation has been appeared. The highest overall rate of positive spatial autocorrelation shows Factor 2 – 
Level of infrastructure across evaluated countries. These results were expected because of nature of this factor. 
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Factor 2 – Level of infrastructure is composed of indicators in three categories: (1) Macroeconomic stability, (2) 
Training and (3) Infrastructure. (1) Indicator of income, saving and net lending and borrowing signalized the 
behaviour of fundamental institutional economic sectors. The relationship between income, savings and gross 
capital formation determine the ability or need to finance various sectors (net lending/borrowing), which 
significantly affect the macroeconomic sector, thus the national economy. (2) Participation in education and the 
accessibility of higher education are considered essential for the continuous updating of skills and competencies of 
people that are needed for coping with the challenges of a constantly evolving society based on knowledge, 
innovation and ICT. (3) Modern and efficient infrastructure contributes to both economic efficiency and improving 
territorial equality, as it allows maximizing local economic potential and optimum utilization of resources. The 
highest overall rate of negative spatial autocorrelation shows Factor 1 – Economic growth and development. This 
result was also expected because of wide range of aspects included in this factor. Factor 1 – Economic growth and 
development is composed of indicators in following groups: (1) Institutional environment, (2) Macroeconomic 
stability, (3) Technological readiness, (4) Health, (5) Education and (6) Infrastructure. (1) Effective institutions 
improve the delivery of public goods and services, address market failures, reduce transaction costs, promote 
transparency of entrepreneurship and facilitate functioning of labour market. (2) Macroeconomic stability ensures 
confidence in the markets and leads to higher long-term investment and is essential for maintaining competitiveness. 
(3) ICT fundamentally changed the organizational structure of society, facilitate adoption of new and more efficient 
ways of working and working practices, changing lifestyle, increase productivity and accelerate business processes. 
(4) Indicators of health describe human capital in terms of health status, with a particular focus on workforce. 
Healthy workforce is a key factor in increasing labour market participation and labour productivity, and strengthens 
competitiveness. (5) Economy based on knowledge and innovation requires educated human capital, which is able 
to adapt to changing economic and social situation, and educational systems that successfully create key skills and 
abilities. (6) Transport regardless of its type, is fully dependent on the needs of the economy and society, both in 
freight and passenger traffic. The functioning of the transport market is influenced much more than in other areas of 
government economic and social policy. 
Table 1. Descriptive Statistics and Moran´s I – case of input factors. 
Descriptive Statistics 
Factor of inputs Range Minimum Maximum Mean Std. Deviation Variance 
Factor_1_Economic_growth_and_development 3,186 -1,204 1,982 -,41044 ,764795 ,585 
Factor_2_Level_of_infrastructure 1,685 -1,071 ,614 -,19869 ,440503 ,194 
Factor_3_Health_phenomena_in_human_life_and_cultivation 2,121 -,445 1,676 ,78800 ,770474 ,594 
Factor_4_Inflation_transport_health_education_administration 3,56 -1,93 1,64 -,3102 1,14036 1,300 
Factor_5_Participation_in_education 2,86 -1,11 1,75 ,0511 ,806790 ,651 
Factor_6_Expenditure_on_education_and_civilization_diseases 3,19 -2,26 ,93 -,4251 ,741060 ,549 
Moran´s I criterion 
Factor of inputs CZ HU PL SK 
Factor_1_Economic_growth_and_development -0,332 -0,506 -0,506 -0,506 
Factor_2_Level_of_infrastructure 0,144 0,866 -0,999 0,182 
Factor_3_Health_phenomena_in_human_life_and_cultivation 0,252 0,113 -0,999 0,634 
Factor_4_Inflation_transport_health_education_administration -0,237 0,039 0,999 -0,801 
Factor_5_Participation_in_education 0,105 0,661 -0,999 0,233 
Factor_6_Expenditure_on_education_and_civilization_diseases 0,004 -0,005 -0,007 -0,007 
Spatial autocorrelation analysis of output factors by Moran´s (1950) I criterion confirmed that spatial data are 
also characterized by their more or less spatial dependence and also independence, because results were balanced in 
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reporting positive and negative spatial autocorrelation. The highest overall rate of positive spatial autocorrelation 
shows Factor 2 – Knowledge based economy. With respect to nature of this factor, these results were expected. 
Factor 2 – Knowledge based economy is composed of indicators in following categories: (1) Innovation, (2) 
Business sophistication and (3) Market size. The most economically advanced countries in the world offer excellent 
conditions for business, long-term focus on supporting research and development, the V4 countries are reorienting 
also to this strategy. Substantial funding from both public budgets and business budgets, are oriented to promote 
new ideas and creative approach to economic activities. Promoting education and learning of residents is very 
important for the future of countries. Innovative employees determine the success of companies, and thus future of 
countries as it mentioned by Staníčková and Melecký (2013). The highest overall rate of negative spatial 
autocorrelation shows Factor 1 – Economic performance and innovative potential. Factor 1 – Economic 
performance and innovative potential is composed of indicators in following groups: (1) Innovation, (2) Market size, 
(3) Labour market efficiency and (4) Business sophistication. These results were also expected because of wide 
range of aspects included in this factor and because of the close connection of this factor with input factor 1. 
Table 2. Descriptive Statistics and Moran´s I – case of output factors. 
Descriptive Statistics 
Factor of outputs Range Minimum Maximum Mean Std. Deviation Variance 
Factor_1_Economic_performance_and_innovative_potential 2,716 -1,270 1,446 -,70831 ,614078 ,377 
Factor_2_Knowledge_based_economy 1,429 -,923 ,506 -,19131 ,411089 ,169 
Factor_3_Labour_market_efficiency 3,590 -2,530 1,060 -,38294 ,979532 ,959 
Moran´s I criterion 
Factor of outputs CZ HU PL SK 
Factor_1_Economic_performance_and_innovative_potential -0,474 0,998 -0,634 0,110 
Factor_2_Knowledge_based_economy 0,074 0,478 -0,999 0,447 
Factor_3_Labour_market_efficiency 0,218 0,058 -0,078 -0,197 
The most used Local Indicators of Spatial Association (LISA) is basically local equivalent to Moran’s statistic I 
and is closely related to Moran´s diagram (see Figure 1), illustrating the basic results of V4 spatial autocorrelation 
analysis. Based on LISA approach, it is possible to categorize evaluated units (based on the type of spatial 
autocorrelation) into four groups corresponding with the four quadrants in Moran´s diagram. In Figure 1, spatial 
clusters demonstrating above-average or below-average variable values in a certain unit consistently with its 
neighbouring localities, are found in the upper right (hot spots, value high-high – II. quadrant) and lower left (cold 
spots, value low-low – IV. quadrant). Potential spatial variations (spatial outliers) characterized by above-average/ 
below-average variable value in a certain unit, and below-average/ above-average in its neighbourhood, are found in 
the lower right (value high-low – III. quadrant)/ upper left (value low-high – I. quadrant). 
In the case of input factors, in I. and III. quadrant there are no spatial clusters located – only on their border with 
II. and IV. quadrant. Most of clustering units are located in II. and especially in IV. quadrant. Moran’s statistic I for 
input factors at V4 national level across reference period reports value 0,070, what indicates slightly positive spatial 
autocorrelation, or even tend to zero spatial autocorrelation. Analysis of factors depends on V4 clusters because, in 
fact, there is a strong positive autocorrelation in one territories, resp. strong negative autocorrelation in other part of 
territories. In IV. quadrant, most of input factors in PL and SK are located, and to a lesser extent some input factors 
of CZ and HU. And otherwise, in II. quadrant, most of input factors in CZ and HU are located, and to a lesser extent 
some input factors of PL and SK. Analysis of output factors also confirmed, that in I. and III. quadrant there are no 
spatial clusters located – again only on their border with II. and IV. quadrant. Most of clustering units are located in 
II. and IV. quadrant. Moran’s statistic I for input factors at V4 national level across reference period reports value 
0,066, what indicates slightly positive spatial autocorrelation, or actually tend to zero spatial autocorrelation. 
Analysis of factors depends on V4 clusters because, in fact, there is a strong positive autocorrelation in part of 
territories on the one hand, resp. strong negative autocorrelation in other part of territories on the second hand. In 
IV. quadrant all output factors in PL are located and to a lesser extent some output factors in SK and CZ. In II. 
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quadrant are output factors in HU and to a lesser extent some output factors in SK and CZ. 
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Fig. 1. Moran´s diagram (a) Input factors; (b) Output factors. 
5. Conclusion 
Differences in regional disparities are often the result of different local assumptions for concrete economic 
activities defining a specific adaptability requirement in different areas. There exist differences in the ability of areas 
to absorb these requirements and to develop implementation environment for the economic activity. For this reason, 
it is useful to examine the spatial characteristics of specific variables. The paper presents the results of spatial 
analysis aimed to identify the problem-ridden (especially in Factor 1 both for inputs and outputs factors) and 
developed territories (especially Poland territory with respect to used factors) within the V4 group in input and 
output dimensions of competitiveness. Further research can be focused on spatial autocorrelation method at lower 
territorial units – in the case of EU at NUTS 2 (regional) level.  That can improve understanding of spatial processes 
in European areas which are nowadays the bearers of progress and development of the whole state, and giving 
recommendation for efficiency and effectiveness of national activities having impact on regional development. 
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