For what values of the parameters is there a positive probability that both types grow unboundedly? It is known that for this question the initial configuration basically is irrelevant, provided certain technical assumptions on the radius distribution are satisfied. Here we show how to get rid of these assumptions, introducing a slight generalization of the model, where immune regions and delayed initial infection configurations are allowed.
Introduction
We consider the competing growth of n types of infections on an underlying space ( d in a discrete setting and Ê d in a continuum setting, where d ≥ 1 is the number of spatial dimensions). Initially, given (disjoint) bounded regions Γ i are known to be i-infected, i.e. infected with type i. Whenever a region is i-infected, it will stay like that forever, and will try to i-infect healthy "neighboring" regions by means of stochastic infection outbursts that occur at a rate proportional to a given growth parameter β i . A situation like that can be modelled by a stochastic process Z = (Z i t ) i∈{1,...,n},t≥0 , where Z i t denotes the subset of the underlying space that is infected with type i at time t, such that for fixed i the process (Z i t ) t is increasing, and for fixed t the sets (Z one-type model, it is an interesting problem to investigate the asymptotic shape of Z t /t for t → ∞, i.e. the limiting shape of the rescaled infected area. (Here in the discrete setting every point of d in Z t should be replaced by the unit square centered at this point to make this meaningful.) In a multi-type model another interesting question is that of coexistence: Does it happen with positive probability that each of the infection types grows unboundedly, i.e. infects regions arbitrarily far away from the origin? The answer to both problems will at least to some extent depend on the parameters of the model considered, i.e. on the initial configuration Γ = (Γ 1 , . . . , Γ n ) and the growth rates (β 1 , . . . , β n ).
In 1973 D. Richardson introduced the first model of the above type in [R] , considering a one-type model in d . This model was generalized to two types by O. Häggström and R. Pemantle in [HP1] . In these models the dynamics of infection outbursts can be described as follows: Every non-infected site gets infected at a rate of β i times the number of i-infected nearest neighbors. The original paper [R] proved the existence of a non-random asymptotic shape in the one-type model. This was improved and generalized later on, and while it was shown that the asymptotic shape is convex and compact, not much is known about its quantitative features. In the two-type model O. Häggström and R. Pemantle showed that coexistence is possible, provided β 1 = β 2 , see [HP1] . They conjectured that for β 1 = β 2 coexistence is not possible, and the best result in this direction so far is that for fixed β 1 there can be at most countably many values of β 2 such that coexistence is possible, see [HP2] . Both results assume an initial configuration consisting of two points, but in [DH2] M. Deijfen and O. Häggström showed that the question of coexistence basically is independent of the initial configuration (as long as in the initial configuration no type strangles the other in that it surrounds the initial configuration of the other type completely).
The situation for the corresponding model on Ê d is very similar. The onetype continuum growth model was introduced by M. Deijfen in [D] , and the first two-type version of this by M. Deijfen, O. Häggström and J. Bagley in [DHB] . For describing the dynamics of the infection outbursts in these continuum models, we fix a time t. The waiting time for the first outburst of infection type i after time t is exponentially distributed with rate β i λ d (Z We will assume (1.1) throughout this article, as this condition ensures that the model is well defined, and we note that (1.2) implies (1.1). In the one-type continuum model the asymptotic shape is known to be a ball, see the original article by M. Deijfen [D] and the generalization by M. Deijfen, O. Häggström and J. Bagley in [DHB] , where the condition on ρ is (1.2); we have stated this result as Theorem 3 in Section 2.4. The results concerning coexistence are almost completely analogous to those in the discrete case: For β 1 = β 2 coexistence is possible, see M. Deijfen and O. Häggström in [DH1] , and for fixed β 1 at most countably many values of β 2 allow coexistence, see [DHB] . Both results assume condition (1.2) and concern models with special initial configurations (consisting of two disjoint balls). But again the question of coexistence is basically independent of the initial configuration, see [DHB] . The last result assumes conditions (1.2) and (1.3) on ρ, and the aim of the present article is to show how the technical assumption (1.3) can be avoided. (In fact it will turn out that assuming condition (1.1) will be sufficient.) As an immediate consequence the aforementioned coexistence results extend to basically all initial configurations for all radius distributions satisfying (1.2). This is desirable as there are interesting radius distributions satisfying (1.2), but not (1.3), e.g. a degenerate ρ (i.e. ρ = δ r for some r > 0), which gives a continuum growth model, where all outbursts have the same deterministic radius.
From now on we will refer to the growth model on Ê d as described above as (d-dimensional n-type) continuum Richardson model (CR-model). For stating our result let us consider a two-type CR-model with initial condition Γ = (Γ 1 , Γ 2 ) and growth rates (β 1 , β 2 ). Let B Γ denote the smallest ball centered at the origin containing Γ ∪ := Γ 1 ∪ Γ 2 . Let L i be the event that type i leaves B Γ , G i the event that type i reaches points arbitrarily far from the origin, and G := G 1 ∩ G 2 the event of unbounded growth of both types. Considering more than one model we will indicate the relevant parameters in parentheses after the corresponding event.
Theorem 1 We consider two d-dimensional (d ≥ 2) two-type CR-models with initial configurations Γ and Γ
′ respectively, growth rates
, the possibility of coexistence doesn't depend on the initial condition:
We note that the condition È(L i (Γ)) > 0 and È(L i (Γ ′ )) > 0 for i = 1, 2 just states that in the initial configurations no type strangles the other, and condition (1.1) is assumed only because we need the models to be well defined. As mentioned above, combining Theorem 1 with the coexistence results from [DH1] and [DHB] immediately gives the following result: The fact that in Theorem 1 condition (1.2) can be relaxed to condition (1.1) is because the proof does not rely on the full assertion of the Shape theorem, but only on the lower bound on the asymptotic shape. If ρ has more weight on larger values of the radius, the intuition is that the infected region grows even faster, so the lower bound on the asymptotic shape is still valid.
To give some idea on how to get rid of condition (1.3), we will give a short review of the main idea of the corresponding result in [DHB] : Let the two growth models with the given initial configurations be denoted by Z and Z ′ . We know that in Z coexistence is possible, and want to show the same for Z ′ . Assume that we can find balls B 1 ⊂ B 2 and a time T such that B 1 contains both initial configurations, in the model Z all regions infected at time T are within B 2 and all outbursts in B 2 that infect points in B Then it suffices to couple the infection evolution of Z and Z ′ after time T ("final evolution"), and to construct an infection evolution of Z ′ such that at time T all points U i j are i-infected and no point of B c 2 is infected at all ("initial evolution"). In [DHB] this initial infection evolution of Z ′ was constructed by letting both infection types grow by sequences of very small infection outbursts that let both types grow close to some lines connecting the initial configuration with the corresponding points U i j (making use of (1.3)). Without condition (1.3) this approach seems to be hopeless, as it is extremely difficult to 1-infect a point U 1 j but none of the points U 2 k , when there are a lot of points U 2 k very close to U 1 j and we are only allowed to use infection outbursts whose size is bounded away from 0. In the proof of the corresponding result in the discrete model in [DH2] there is a similar problem, which is solved by focusing on a special point U 1 j0
and constructing an initial evolution infecting the point U 1 j0 with type 1, but all points U 2 k with type 2 before time T (assuming that β 1 ≥ β 2 ). In order to be able to make use of the coupled infection evolution after time T , the point U 1 j0 has to be chosen carefully, and there has to be a way of making sure that there are no infection outbursts from points we do not have any control of. The main reason that these unwanted outbursts can be prevented is that in the discrete model infections always originate from the boundary of the region that is already infected, which of course is not the case in the continuum model. Our strategy to prove Theorem 1 will be to adapt the trick from the lattice model, to enable us to construct an initial evolution. Due to the difficulties described above this will still be nontrivial. Additionally we need a new technique to prevent unwanted outbursts in a given region. One way to control outbursts in a special region is to make this region completely immune to infection. Thus one of our key tools will be a slightly different version of the CR-model that has immune regions and (for technical reasons) also allows delayed infections from the initial configuration, which will be called CR-model with generalized initial configuration.
A generalized initial configuration of an n-type CR-model will be of the form Γ = (Γ 0 , Γ 1 , . . . , Γ n ), where for i = 0 Γ i = (Γ i,t ) t≥0 such that Γ i,t = ∅ only for a finite number of values of t, and such that Γ 0 and Γ i,t (1 ≤ i ≤ n, t ≥ 0) are disjoint bounded Borel subsets of Ê d . Γ 0 can be thought of a set that never will be infected (immune region), and Γ i,t is immune up to time t, and then gets i-infected (delayed initial configuration). We will use the shorthand notation Γ ∪ := Γ 0 ∪ i,t Γ i,t . Additionally we are given growth parameters β = (β 1 , . . . , β n ) and a radius distribution ρ as before. The corresponding stochastic process will again be denoted by Z = (Z i t ) i∈{1,...,n},t≥0 , where Z i t denotes the i-infected subset of Ê d at time t ≥ 0. The dynamics of outbursts is a generalization of that for the CR-model with standard initial configurations. It is defined by the following properties:
• Z is a Markov process (which is time-homogeneous iff there is no time delay in the initial configuration, i.e. iff Γ i,t = ∅ for t > 0).
• In Γ ∪ we have a deterministic infection evolution as described by the initial configuration Γ.
• Regions of Γ c ∪ can only be infected by ball shaped infection outbursts. If the center of such a ball is i-infected, then the outburst i-infects all points within the ball that are not yet infected and not in Γ ∪ .
• At a given time t an outbursts of type i occurs at rate
. The center of the corresponding ball is chosen uniformly in Z i t and the radius is chosen w.r.t. ρ.
The above properties uniquely define the distribution of Z. We note that the CR-model with standard initial configuration is a special case of the CR-model with generalized initial configuration Γ = (Γ 0 , . . . , Γ n ), corresponding to the case Γ 0 = ∅ and Γ i,t = ∅ for t > 0. In Section 2 we will construct the CR-model with generalized initial configuration from a Poisson point process. What we actually need in our proof of Theorem 1 is a shape theorem for CR-models with generalized initial configurations, see Section 2.4. This article is organized as follows: In Section 2 we clarify some notation, describe two ways to construct a CR-model from a Poisson point process, and state some important properties needed later. The proof of the corresponding lemmas and theorems is relegated to Section 3. In Section 4 we prove Theorem 1. The proof of the corresponding lemmas is relegated to Setion 5. Considering point processes we will be mainly concerned with points p =
We will refer to the components of such a point p as position x, time s, radius r and strength w. × and X ∈ X let N E (X) be the number of points of X in E, and F E the σ-algebra on X generated by all counting variables N E ′ , where
× will be the σ-algebra usually associated to X . Sets M ∈ F E will be called events depending only on (the information in) E.
For a given radius distribution ρ, which is a probability measure on (Ê + , B + ), we consider the Poisson point process with intensity measure λ 
Constructing the model from a Poisson point process
Many proofs rely on the comparison of different continuum Richardson models (CR-models), so we have to construct certain couplings between CR-models. All of these couplings rely on the construction of a CR-model from a Poisson point process. In fact, we will give two methods to do this for the more general case of an n-type CR-model in d dimensions with growth rates (β 1 , . . . , β n ) (β i ≥ 0), radius distribution ρ satisfying (1.1), and generalized initial configuration Γ = (Γ 0 , Γ 1 , . . . , Γ n ), where for i ≥ 1 Γ i = (Γ i,t ) t≥0 such that Γ i,t = ∅ only for a finite number of values of t, and such that Γ 0 and Γ i,t
(1 ≤ i ≤ n, t ≥ 0) are disjoint bounded Borel subsets of Ê d . The CR-model will be constructed from a Poisson point process È with intensity measure
. The CR-model will be denoted by Z = (Z t ) t≥0 , where Z t = (Z 1 t , . . . , Z n t ), and we think of Z i t as the subset of Ê d that is infected with type i at time t. We will use the shorthand notation Z
Let us first consider a point configuration X ∈ X , and construct a deterministic infection evolution Z = Z(X) for this X (but we should think of X as a typical configuration produced by È).
Before we give a rigorous description of how to construct an infection evolution from a point configuration X in two different ways, we will describe these methods by more intuitive pictures. The first method, which we will call "scanning for points starting at time of infection", can be described as follows: No point of Γ 0 will ever get infected. Whenever Γ i,t = ∅, this region is iinfected at time t and immune before. Whenever a new region A is i-infected at some time t, it gets a scanning device that starts scanning for points of X in
so that a point of X with time s ≥ t will be scanned at time s). Whenever this device scans a point p = (x, s, r, w), it produces an outburst that i-infects all points of B(x, r) outside of Γ ∪ that are not yet infected. This construction is changed only slightly in the second method, which we will call "scanning for points starting at time 0": Here the scanning device attached to a region A that gets i-infected at time t starts scanning for points
so that a point of X with time s ≥ 0 will be scanned at time t + s). The rigorous description of these methods will be a bit technical because we have to consider the outbursts produced by the different scanning devices in their temporal order. Both methods are based on the following recursive construction:
At time t = 0 we define Z i 0 = Γ i,0 . Now suppose that we have constructed an infection evolution (Z t ) 0≤t≤t ′ up to some t ′ ≥ 0. Let t in := min{s > t ′ : Γ i,s = ∅ for some i} be the next time of an infection from the initial configuration, where we define min ∅ = ∞. By scanning the underlying point configuration X (as specified below) we may find a point p = (x p , s p , r p , w p ) ∈ X, a corresponding type i p and time t p ∈ (t ′ , t in ). If the scanning of X does not produce this information, then we say that Γ i,t in is i-infected at time t in and define
and i ∈ {1, . . . , n}, which finishes the recursive step. If the scanning of X produces the above information, then we call B p := B(x p , r p ) the (infection) outburst of type i p produced by the point p at time t p . The region A p := B p −Γ ∪ −Z ∪ t ′ is said to be i p -infected at time t p by the corresponding outburst. If A p = ∅ the outburst is said to be effective. For all t ∈ (t ′ , t p ] we define Z Using a construction of this type we know that if we have constructed the infection evolution up to some time t ′ , we can extend the construction to some interval (t ′ , t ′′ ] of positive length. We call the configuration X good, if the lengths of these intervals don't add up to something finite and if nothing goes wrong while scanning X, so that for a good configuration X indeed Z t is well defined for all times t ≥ 0. As in the above construction infected regions are a union of bounded sets, we know that Z i t is always bounded. By construction the sets Z i t (1 ≤ i ≤ n) are disjoint for every t, and the sets Z Z ∪ t for all s < t, i.e. if t = t p for some effective outburst p or Γ i,t = ∅ for some i. Many proofs of assertions about an infection evolution are by induction on times of growth, i.e. induction on n, where (t n ) n≥0 is the ordered sequence of all times of growth. Finally we call a sequence (p n ) n≥1 of points p n ∈ X an i-infection path if every p n produces an effective outburst that i-infects the position of p n+1 .
For "scanning X starting at time of infection" let t ′ be a given time such that (Z t ) 0≤t≤t ′ is a known infection evolution up to time t ′ , and let t in be the first time after t ′ that we have an infection by the initial configuration. Consider the set
and assume that the points of this subset of X are ordered w.r.t. their times s. If the set in (2.1) is empty, we say that the scanning doesn't produce a point. Otherwise, define p = (x p , s p , r p , w p ) ∈ X to be its minimum, i p the unique type such that x p ∈ Z ip t ′ and t p := s p . If the minimum is not unique or t p = t in we say that the scanning goes wrong. (These cases could easily be taken care of, but that would make the construction more complicated.) For a good configuration X this construction is in accordance with the intuitive picture for this method described above. The important feature of this type of scanning is that for a good configuration X every point p = (x, s, r, w) ∈ X such that x gets i-infected before time s and w ≤ β i for some i produces an outburst, at time s, and other points don't produce outbursts.
For "scanning X starting at time 0" let again t ′ be a given time such that (Z t ) 0≤t≤t ′ is a known infection evolution up to time t ′ , and let t in be the first time after t ′ that we have an infection by the initial configuration. Let A(t ′ ) be the set of all triples (A,
. . , n}) such that (in the construction of the infection evolution up to time t ′ ) at some time t the set A was i-infected, either by an effective outburst or by the initial configuration. Consider the set
where t + (x, s, r, w) = (x, t + s, r, w), and assume that the points of this set are ordered w.r.t. to their corresponding times. If the set in (2.2) is empty, we say that the scanning doesn't produce a point. Otherwise, let t + p be its minimum, where p = (x p , s p , r p , w p ) ∈ X. There is a unique triple (A p , i p , t p ) such that x p ∈ A p , so this defines i p and t p . If the above minimum is not unique or t p = t in we say that the scanning goes wrong. Again, for good X this construction is in accordance with the intuitive picture provided above. The important feature of this construction is that for a good configuration X a point p = (x, s, r, w) ∈ X such that x gets i-infected at time t produces an outburst at time t + s if w ≤ β i for some i, and doesn't produce an outburst otherwise.
The above constructions are deterministic, but choosing X according to the Poisson point process È, both constructions give a random infection evolution defining the CR-model. As in [D] , Prop. 2.1, for the usual one-type CR-model it can be shown that the configurations produced by È are good a.s. for both constructions, so that in both constructions Z i t a.s. is well defined for all i ∈ {1, . . . , n} and t ≥ 0 (this is a consequence of property (1.1) of the radius distribution ρ), and it is easy to check that in both constructions the process has the properties described in Section 1. The only instance where we will use "scanning from time 0" is in the proof of Theorem 4. In every other instance when a CR-model is related to a point process or a point configuration we will assume that the CR-model is constructed by "scanning from time of infection". Whenever we consider two or more initial configurations we write Z i t (Γ) to indicate which initial configuration the process uses. In the special case of a standard initial configuration, the above constructions are slightly easier, see [D] , [DHB] and [DH1] .
Prescribing an infection evolution
For this subsection let Z denote a two-type CR-model with growth parameters β 1 , β 2 > 0 and standard initial configuration Γ = (Γ 1 , Γ 2 ) with λ d (Γ i ) > 0. In the proof of Theorem 1 we will have to construct an infection evolution that has certain properties with positive probability. In order to have some control over possible radii produced by ρ, we choose a d 0 > 0 with the property
For example, we can set
bounded Borel sets and c 0 ∈ C. Suppose that C +d0+2δ ⊂ B and C is of one of the following types:
(a) C = {c 0 , . . . , c n }, where (c i ) i is a sequence of points such that for every i ≥ 1 there is a j < i with d(c j , c i ) Definition 1 is of course motivated by property (2.4), which roughly says that whenever at time T 1 a neighborhood of c 0 is 1-infected and C is not 2-infected, the infection evolution caused by M ensures that in the time interval (T 1 , T 2 ] type 1 infects C +d0 (as far as that is possible), whereas type 2 doesn't grow at all. We note that Lemma 1 and Definition 1 apply analogously to the growth of type 2 along a set; for this the roles of type 1 and 2 have to be interchanged. An important special case of Lemma 1, case (b), is that C is the trace of some
Some properties of the model
For a given CR-model with generalized initial configuration and a Borel set B let τ B denote the first time all points of B are infected, and ζ B denote the time of the last effective outburst generated by a point with position in B. These random variables may take the value ∞, but we will show that this is not the case a.s.. Let us first consider a CR-model with standard initial configuration. Very similar results have been obtained before. Note that in (b) we are not assuming the strong condition (1.2) on the radius distribution (compare to Lemma 4.5(a) in [DHB] ). The proof of part (b) basically relies on the shape theorem stated below. For its proof we refer to [DHB] .
Theorem 3 Let Z be a d-dimensional one-type CR-model with standard initial configuration Γ with λ d (Γ) > 0, growth rate β > 0 and radius distribution ρ satisfying (1.2). There is a real µ > 0 such that for all 0 < ǫ < 1 we almost surely have
µ is independent of β and Γ.
We will need a slightly stronger version of Lemma 2 for a CR-modelZ with generalized initial configurationΓ, but we have to be careful as there may be regions that never will be infected since they are enclosed by a thick layer of the immune regionΓ 0 . Let BΓ be the smallest ball enclosingΓ ∪ centered at the origin, and let L := {∃t ≥ 0 :Z t ∩ B c Γ = ∅} be the event that the infection leaves BΓ. We consider a point configuration X and the corresponding infection evolutionZ constructed from X by scanning from time of infection, and say that a point p = (x, s, r, w) ∈ X has enough power to effectively infect points outside We note that in (a) we considered B − BΓ rather than B so that we wouldn't have to worry about points enclosed by a thick layer ofΓ 0 . Again part (b) relies on a corresponding version of the shape theorem:
Theorem 4 LetZ be a d-dimensional one-type CR-model with generalized initial configurationΓ, growth rate β > 0 and radius distribution ρ satisfying (1.2).
There is a real µ > 0 such that for all 0 < ǫ < 1 on L we almost surely have
µ is independent of β andΓ.
Proof of the results from the last section
For the following proofs we set β ∧ := min 1≤i≤n β i and β ∨ := max 1≤i≤n β i .
Constructing infection evolutions: Lemma 1
For the proof of Lemma 1, case (a), we simply describe a finite sequence of outbursts: Let 
This basically is a consequence of a comparison argument and the shape theorem (Theorem 3): Let f : [0, ∞) → [0, 1) be a bijective increasing function such that f (x) ≤ x, e.g. f (x) = x/(1 + x).ρ := ρ • f −1 has bounded support and thus satisfies (1.2). LetZ be the one-type CR-model with initial configuration Γ ∪ , growth rate β ∧ > 0 and radius distributionρ. Theorem 3 applies toZ, which gives (3.1) forZ instead of Z. Thus it suffices to construct a coupling of Z and Z such thatZ t ⊂ Z 
where the last term is finite by condition (1.1) on ρ. So we have
i.e. on M T the number of effective outbursts in B is finite a.s., and the result follows from (3.1).
Generalized initial configuration: Lemma 3
For the proof of (a) we may assume that B is some big ball centered at 0 minus the set BΓ. 
Generalized Shape Theorem: Theorem 4
The basic idea of the proof is to compare the CR-modelZ with generalized initial configurationΓ to the CR-model Z with standard initial configuration Γ := BΓ, and then to use the shape theorem for Z. In order to be able to compare these models, we will use the following coupling: LetZ and Z scan the same underlying Poisson point process "starting at time 0", see Section 2. For given rational times 0 ≤ T 1 ≤ T 2 we define
where ζ Γ is the time of the last effective outburst in Γ w.r.t. Z. By Lemmas 2 and 3 we have ζ Γ < ∞ andτ B−Γ < ∞ a.s. on L for any bounded Borel set B and Z T1 is bounded a.s. for any T 1 . Thus we see that T1,T2 M T1,T2 = L, so it suffices to show the generalized shape theorem on M T1,T2 . By the shape theorem for Z we know that there is a µ > 0 independent of Γ,Γ, β such that (1 − ǫ/2)B(0, βµ −1 ) ⊂ Z t /t ⊂ (1 + ǫ/2)B(0, βµ −1 ) for sufficiently large t.
In order to see that this implies
, we use that t−T2 t ≥ 1−ǫ 1−ǫ/2 for sufficiently large t and
For the proof of (3.2) we fix a point configuration X, and we note that the chosen coupling ofZ and Z implies that every p = (x, s, r, w) ∈ X with x / ∈ Γ and w ≤ β produces an outburst in both models, and in both models the time between the infection of x and the time p produces the outburst is s. For the inclusionZ t ∪ Γ ⊂ Z t we observe that Z t ⊃ Γ is trivial andZ t ⊂ Z t can be shown by induction on the growth times ofZ: For t = 0 the assertion is trivial, and if t > 0 is a growth time, then either this growth is from the initial configurationΓ ofZ (and in this caseZ t ⊂ Z t is an immediate consequence of the induction hypothesis) or there is a Poisson point p = (x, s, r, w) producing an outburst at time t w.r.t.Z, i.e. x was infected inZ at some time t ′ = t − s < t. By induction hypothesisZ t ′ ⊂ Z t ′ , so w.r.t. Z x is already infected at time t ′ , i.e. p produces an outburst w.r.t. Z no later than t ′ + s = t. For Z t ⊂Z t+T2 ∪ Γ we argue with induction on the growth times of Z: For 0 ≤ t ≤ T 1 the assertion is trivial since Z T1 ⊂Z T2 ∪ Γ on M T1,T2 . If t > T 1 is a time of growth w.r.t. Z, there is a point p = (x, s, r, w) producing an effective outburst in Z at time t. x must have been infected w.r.t. Z at time t ′ = t − s < t. So x ∈ Z t ′ ⊂Z t ′ +T2 ∪ Γ, where we have used the induction hypothesis. On M T1,T2 we have t > T 1 ≥ ζ Γ and thus x / ∈ Γ, so the above implies x ∈Z t ′ +T2 . Thus the outburst caused by p w.r.t.Z occurs no later than (t ′ + T 2 ) + s = t + T 2 . Therefore, the outburst doesn't destroy the inclusion. 
) > 0 in the next subsections will be to decompose the evolution of Z(Γ) into an initial part and a final part separated by a space-dependent time horizon. This will be chosen such that with positive probability the initial evolution will infect certain fundamental regions before the time horizon, and in the final evolution outbursts in these fundamental regions will yield paths to infinity for both types after the time horizon. After that we will describe an initial evolution of Z(Γ ′ ) infecting the fundamental regions before the time horizon and having positive probability. Coupling the final evolution of Z(Γ ′ ) to the final evolution of Z(Γ) it can be seen that we also have coexistence for the initial condition Γ
Escaping the initial configuration in Z(Γ ′ )
By (4.1) the initial configuration Γ ′ allows each type to escape some ball with positive probability. However, what we need is that Γ ′ also allows both types to escape some large ball at the same time with positive probability. This will be shown using the concept of a minimal enclosing ball (MEB). A MEB of a set K ⊂ Ê d is defined to be a closed ball containing K with minimal radius, and it is easy to see that every bounded set has a unique MEB. We are mainly interested in the MEB of supp(Γ 
We also need some notation concerning line segments: For given points x 1 = x 2 let l x1x2 denote the straight line passing through these points. We identify l x1x2 with Ê such that x 1 < x 2 so that we can use the induced order on l x1x2 along with the corresponding interval notation for line segments. (A 1 , A 2 ) has escape cor- 
Definition 2 We say that an infection configuration
ridors specified by x 1 , x 2 ∈ Ê d , r 0 , δ 0 > 0 whenever d(x 1 , x 2 ) > d 0 + 4δ 0 , B(x i , δ 0 ) ⊂ A i ⊂ B(0, r 0 ), (−∞, x 1 ] +δ0 ∩ A 2 = ∅ and [x 2 , ∞) +δ0 ∩ A 1 = ∅.
Time horizon and fundamental regions for Z(Γ)
In the following we will define subsets of M 0 := G(Γ) by specifying certain parameters of the infection evolution of Z(Γ). After that we will have to show that the parameters can be chosen in a way such that these subsets of M 0 have positive probability. In Step 1 we use the parameters r 0 , T ′ 0 chosen in Lemma 4.
Step 1: Let r 2 > r 1 > r 0 and B i := B(0, r i ). Let M 1 be the set of configurations of M 0 such that
• no outburst with position in B 1 infects anything outside of B 2 .
Step 2: Let d 1 > 0. Let M 2 be the set of configurations of M 1 such that 2d 1 is a lower bound on the distances of the positions of effective outbursts in B 2 to
• the lines passing through the position of another effective outburst in B 2 and the origin,
• the boundaries of infection balls of outbursts that infect regions in B 2 ,
• the boundaries of the balls B 1 and B 2 .
Step 3: 
Lemma 5 The above parameters r
can be chosen so that we have È(M i ) > 0 for i = 1, 2, 3, and furthermore
We now choose the parameters according to the above lemma, and consider them to be fixed for the rest of the proof. M in,fi := M 3 is the desired specification of the (initial and final) infection evolution of Z(Γ). We have È(M in,fi ) > 0 by
Lemma 5, and on M in,fi the following properties hold:
• All fundamental balls are contained in B 2 − B 1 and keep a distance of at least 2d 1 − d 2 to the boundaries of this set, all type-2 fundamental balls keep a distance of at least 2d 1 − d 2 to the line through the center of D 1 and the origin, and the distance between two fundamental balls is at least 2d 1 − 2d 2 . The times corresponding to the fundamental balls are > T ′ 0 .
• Each fundamental ball is infected as a whole (so the type-1 fundamental ball is completely 1-infected and the type-2 fundamental balls are completely 2-infected), and each fundamental ball contains the position of exactly one effective outburst. A fundamental ball is infected at the associated time, but the effective outburst in this ball occurs later.
• Every 2-infection of a region in B c 2 originating in B 2 in fact originates in one of the type-2 fundamental balls, and the type-1 fundamental ball is the starting point of an infection path to infinity for type 1 such that this path never returns to B 2 .
We choose the time horizon on the fundamental balls to be the times associated with these balls, and the time horizon on B c 2 to be T (B c 2 ) := 0. We will define the time horizon on the rest of the space later.
Initial evolution of Z(Γ ′ )
In this section we only consider the model with initial configuration Γ ′ , so here we set Z := Z(Γ ′ ). We would like to construct an initial evolution starting from Γ ′ that infects all fundamental balls before the time horizon. More precisely we define
and M ′ in to be the set of all configurations such that for Z at time
In order to show È(M ′ in ) > 0 we give a step by step description of a suitable infection evolution having the desired properties. The main reason why this explicit construction is possible is that we only have to infect one small ball with type 1, but are allowed to infect everything else in B 2 with type 2. For the construction we choose fixed times T 
Figure 1: Sketch of the sets relevant in the definition of the initial evolution
= infected by species 1 = infected by species 1 or not at all = infected by species 2 = infected by species 2 or not at all = not infected = infection state unspecified Figure 2 ) can now be defined by
Lemma 6 There are events M
Here M 
Final evolution of Z(Γ ′ )
Let us now consider the two-type CR-modelZ = Z(Γ) with generalized initial configurationΓ = (Γ 0 ,Γ 1 ,Γ 2 ), wherẽ
k andΓ i,t := ∅ otherwise. We assume thatZ is constructed using the Poisson point process underlying Z(Γ). On M in,fi the infection evolution ofZ in B c 2 is very similar to the one of Z(Γ), differing only in that type 1 has been reduced considerably. However, we will show that inZ type 1 is still strong enough to grow without bound. Let M fi := G(Γ) denote the event that inZ we have coexistence, i.e. both types grow without bounds.
Lemma 7
We have M in,fi ⊂ M fi and thus È(M fi ) > 0.
We now would like to use M fi for the final evolution of Z(Γ ′ ), but unfortunately on M ′ in ∩ M fi we are not guaranteed to have coexistence for Z(Γ ′ ). The problem is that in the construction ofZ from a Poisson point configuration all points in D 0 are ignored, so M fi has no information on Poisson points in this region, whereas using M 
We now delete the remaining Poisson points that could interfere with the desirable final evolution. Let M ′ de be the set of all point configurations without any point in
As T (B 
where all probabilities are positive because of (4.3), (4.4) and (4.5). It is an immediate consequence of the construction that on M 
. We note that r > 0. We will make repeated use of the following property of MEBs:
The MEB B of a compact set K is also the MEB of ∂B ∩ K.
(5.1)
We first show that we can choose an event M ′′ 0 of positive probability such that on M ′′ 0 at some time T the infection configuration Z T contains distinct points y i ∈ supp(Z i T ) (i = 1, 2) such that using interval notation on l y1y2 we have
To show this we assume w.l.o.g. that ∂B ∩ Γ ′ 1 = ∅ and ∂B ∩ Γ ′ 2 = ∅. (By (5.1) one of these sets has to be nonempty. If it is the other way round we can argue similarly. If both are nonempty the assertion is trivial as we can simply choose T = 0 and y i ∈ ∂B ∩ Γ ′ i .) Thus by (5.1) B is the MEB of ∂B ∩ Γ ′ 1 .
Case 1: ρ([r, ∞)) > 0. In this case we have d 0 ≥ r. We choose T = 0 and y 2 ∈ Γ ′ 2 − {m}. As B(m, r) is the MEB of ∂B ∩ Γ ′ 1 , B(y 2 , r) doesn't enclose this set, so we can choose a y 1 ∈ ∂B ∩ Γ ′ 1 with d(y 1 , y 2 ) > r. In order to see that y 1 , y 2 have the above property, we only have to check that [ 
as deleting outbursts of type 1 can only strengthen type 2. So
of species 2 occurs that for the first time infects a region in B c . As r ′ < r a.s. and as B is the MEB of ∂B ∩ Γ ′ 1 , B ′ can't enclose this set. So we can choose points y 1 ∈ ∂B ∩ Γ ′ 1 − B ′ and y 2 ∈ ∂B ∩ B ′ . These points have the above property.
The infection configuration always is constant over a time interval of positive length, Z i T is always a compact set, the infected region is always bounded, and if the points y 
and no additional points in B(0, r) × (T, 
Specifying the evolution in the Γ-model: Lemma 5
Step 1: For any choice of T > 0 we have
⊂ B(0, r 1 )}, {ζ B1 < T } and {Z T ⊂ B(0, r 2 )} are increasing in r 1 , T and r 2 respectively, and ζ B1 < ∞ a.s. by Lemma 2 and for fixed T Z T is bounded a.s.. Thus we only have to choose first r 1 , then T and then r 2 large enough in order to obtain È(M 1 ) > 0.
Step 2: Observing that the event of all given distances being bounded from below by 2d 1 is decreasing in d 1 , we are left to show that the infimum of the distances is positive a.s.. Every single distance of those considered is positive a.s. by the properties of the Poisson point process, so it suffices to observe that the number of effective outbursts in B 2 is finite a.s. by Lemma 2 and the number of outbursts that infect a region in B 2 is finite a.s., as B 2 is completely infected after a finite time by Lemma 2. Therefore if we choose d 1 > 0 small enough, we have È(M 2 ) > 0.
Step 3: We choose a small d 2 > 0 satisfying (4.2), and we fix a finite covering of B 2 consisting of balls of radius d 2 . For any infection configuration it is possible to choose a finite number of balls with the properties described in Subsection 4.3,
Step 3, and as in each ball the time span between the infection of the outburst position and the outburst at that position is positive a.s. we can choose a rational time serving as the time horizon on the ball. The number of ways to choose a finite set of fundamental balls from the finite covering and a rational time horizon is countable, so using the σ-additivity of È there is a specific set of fundamental balls and corresponding time horizons such that È(M 3 ) > 0. with the desired properties provided that the curves 2 ) such that l b1b2 is parallel to l x1x2 . After passing b i the curve C i continues on the line in the hyperplane perpendicular to l b1b2 that hits B 1/2 in a point with minimal distance to c i . 
On M ′ 2 we know that C +d0−d2 − B 1 is 2-infected, so this shows that the above described infection outburst at a we only have to ensure the following properties in the corresponding steps: In
Step 1 we need sufficient containment, i.e. a 0 has to satisfy (5.6), and B(a 1 , d 2 ) has to be fully infected, i.e. for i = 0 we need
(5.7)
For
Step 2 we need for i = 1. In
Step 3 B(a 2 , d 2 ) has to be fully infected, i.e. we need (5.7) for i = 1. Steps 4 and 5 are completely analogous to Steps 2 and 3, so we just need (5.9), (5.10) and (5.7) for i = 2. Finally, to ensure that the growth is always within B 2 we need we can now check the above properties: (5.7) and (5.9) are trivially satisfied. It is easy to check that a 0 satisfies (5.6), using x k+1 , so we know that x k+1 was infected w.r.t. Z at time t or before that. This is a contradiction as we know by construction that x k+1 was infected w.r.t. Z at time t k > t.
