Matroid Representation of Projective Spaces  by Fenton, N.E.
Europ. J. Combinatorics (1984) 5, 123-126 
Matroid Representation of Projective Spaces 
N. E. FENTON 
Two (s x t) matrices M, N over a field F are said to be projectively equivalent if there 
is a ( t x t) non-singular diagonal matrix D and an (s x s) non-singular matrix C for which 
CMD = N. In [2] and [ 4] this notion is studied in detail and the existence of a 'canonical' 
form with respect to this relation is exhibited. In [ 4] we have called this the projective 
canonical form (p.c.f.). In the case of an (r x n) matrix N (where n > r) over a field F in 
which the first (r + 1) columns of N form a simplex in Fr, (that is, any r of the columns 
are linearly independent over F) the p.c.f. associated with N is particularly easy to 
describe; in fact in this case the theory of [2] and [4] amounts to the following easily 
proved fact: 
There is a unique matrix M (the associated p.c.f. of N) which is projectively equivalent 
to N and whose first (r + 1) columns are 
(1) 
and each subsequent column of M has its first non-zero entry equal to 1. 
In this paper all matrices considered will be of this type. 
Suppose now that Nand N' are two (s x t) matrices over F whose respective associated 
p.c.f.'s are the matrices M = [aii] and M' = [bii]. Suppose in addition that there is an 
automorphism u of F for which u(aii) = bii for each i,j. Unless u is the identity map, 
the matrices N, N' need not be projectively equivalent over F (or any field containing 
F), but intuitively one feels that we almost have projective equivalence. Indeed it is well 
known (see for example [3]) that there is always a division ring D containing F, and an 
element xED for which xa = u(a)x for each a E F. (D is the skew division ring F(x, u)). 
Consequently, it follows that M and M' (and hence also N and N') are projectively 
equivalent over D, since 
Thus we have shown that in these circumstances N and N' are projectively equivalent in 
a division ring containing F. It is natural then to define the notion of 'generalised' 
projective equivalence: 
DEFINITION. Suppose M = [aii], M' = [bii] are (s x t) matrices in p.c.f. respectively 
over fields F, F'. We say that M and M' are generally projectively equivalent (g.p.e.) if 
there is an isomorphism u: F ~ F' for which u(aii) = bii for each i,j. In general, two 
arbitrary matrices are said to be g.p.e. if their associated p.c.f.'s are g.p.e. 
It should be noted that when F = F' and u = idF, the above definition reduces of course 
to the definition of projective equivalence. 
We recall that a matroid G of rank r and size n is representable over a field F if there 
is a one-to-one correspondence between the points of G and the columns of an (r x n) 
matrix M over F such that dependence in G corresponds to linear dependence (over F) 
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of columns of M. Brylawski and Lucas have shown in [2] that for a prime field F = GF(p) 
and any integer r > 2, the full projective space PG(r, F) of rank r over F (viewed as a 
matroid) is uniquely F-representable-that is, any two representations of PG(r, F) over F 
are projectively equivalent. This is not true for any non-prime field F since in this case 
there will always be a non-trivial automorphism u of F, and consequently, if M is any 
representation of PG(r, F) over F then the matrix u(M) is again a representation not 
projectively equivalent to M. Of course u(M) and M are g.p.e., and in this short note we 
shall generalise the result of (2] by proving that if F is any finite field and r > 2, then 
any two representations of PG(r, F) are g.p.e. The proof given here is elementary and 
intuitive, but it is noted that in [5] the author provides an even shorter proof which relies 
on two deep theorems of classical projective geometry-namely the First Fundamental 
Theorem (every projectivity is induced by a semi-linear transformation) and the famous 
Coordinatization Theorem (see(!]). 
Before giving the theorem we establish some notation and terminology. Throughout F 
will denote a finite field and ran integer, r > 2. Corresponding to each point Pin PG(r, F) 
there is a unique vector v E F' for which P = Fv and the first non-zero coordinate of v is 
equal to 1. We shall call v the natural vector representing P. Suppose F = GF(q) (where 
q = pk for some prime p), then PG(r, F) has exactly q'- 1 + q'-2 + · · · + 1 ( = n, say) points; 
hence we may identify PG(r, F) with the columns of an (r x n) matrix over F, where the 
columns are the natural vectors representing the n distinct points of PG(r, F). If we 
assume a fixed ordering of these points such that the first (r + 1) appear as in (1) then the 
corresponding matrix M (which is unique) is already in p.c.f. We say that M is the standard 
representation matrix of PG( r, F) over F. 
Finally, whenever we say that a matrix N is a representation over a field K we shall 
assume that the subfield of K generated by the entries of N is equal to K. With these 
assumptions we have: 
THEOREM. Any two representations of PG(r, F) are g.p.e. 
PROOF. Let M = [I,A] be the standard representation of PG(r, F). It is enough to show 
that any representation of PG(r, F) in p.c.f. is g.p.e. to M. So let M' = [I,B] be such a 
representation over a field K, say. It suffices to prove that there is an injective field 
homomorphism u: F ~ K mapping the entries of A onto the corresponding entries of B. 
Suppose A= [aij] and B = [bij]. Define a mapping u: F ~ K by u(aij) = b;;· We claim 
that u is an injection for which u(O) = 0 and u(l) = 1. We show the following three 
conditions: 
(a) aij=O iff bij=O; 
(b) a;j = 1 iff bij = 1 ; 
(c) Suppose aij, a;'j'• b;j, b;·r ,t 0, 1. Then we have 
To see these we first note that: 
Every subdeterminant of A vanishes exactly when the corresponding 
subdeterminant of B vanishes (2) 
This is an immediate consequence of the fact that the matrices M, M' are geometrically 
equivalent (see, e.g. Prop. 2.2 of [2]). 
The condition (a) is clearly true by (2). We prove (b); if j ,t 1 and aij ( resp. bij) is not 
the first non-zero entry of the column j of A (resp. B) we have by (2): 
aij = 1 iff 11
1 1 
I = 0 iff 11
1 1 
I = 0 iff bij = 1. 
a;j bij 
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We prove (c); we claim that: 
(c') aii = a;r iff . bii = bii.; 
( c") aii = ai'j iff b;j = bi'j· 
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Let j" be a column of A such that ahf" = I for all h, h ¥- i, and a;r = aij. (Such a column 
exists by definition of M). By condition (b), bhf" = I for all h, h ¥- i, and bii" = bii because 
we have 
Condition ( c') is true because we have also 
aii = aii' iff I a:r a~j' I = 0 iff I b:r b:j. I = 0 iff bij = bij'· 
Condition ( c") is certainly true because 
II a I aii = ai'j iff 1 '1 = 0 ai'j iff 1 ~ 
Suppose i ¥- i' and j ¥- j'. Let j" be the column of A such that ahf" = 1 for all h, h ¥- i, i' and 
aii" = aij, ai'j" = ai'r· By condition ( c') bii" = bii and b;·r = b;·r· The condition (c) is true because 
aij = a;·r iff aii" = a;y iff b;r = b;y iff bii = b i'j'· 
Now we will show that the mapping a is an injective field homomorphism. We show 
that, for all x, y E F we have 
(i) a(x +y) = a(x) + a(y), 
(ii) a(x · y) = a(x)a(y). 
We prove (i). Let v1, v2, v3 be columns of A such that 
Vt = (1, X+ y, 0, ... )T, V2 = (1, X, """Y, ... )T and V3 = (0, 1, 1, ... )T. 
The determinant 
x+y x 
0 -y 
is equal to zero, then we also have by (2) 
0 
0 
a(x+y) 
0 
a(x) 1 =a(x)-a(x+y)-a(-y)=O. 
a(-y) 1 
Condition (i) is true because if x = 0, this equality proves that a( -y) = -a(y). We prove 
(ii). Let Vr, v2 be columns of A such that v1 = (1, x, x- xy, ... l, v2 = (1, 1, 1- y, .. . )T. 
The determinant 
is equal to zero. Thus by (i) and (2) 
I a(x) 1 I 0 = = a(x)(1- a(y))-a(x) +a(xy) = -a(x)a(y) +a(xy). a(x- xy) a(1- y) 
CoROLLARY (Brylawski & Lucas, [2]). For F = GF(p), (p prime), the projective space 
PG(r, F) is uniquely F-representable. 
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PROOF. Immediate from the theorem since in this case there are no non-trivial 
automorphisms of F. 
REMARK. Although projective equivalence is not defined for infinite matrices, there 
is a natural analogue of the standard representation matrix (and hence p.c.f.) for the 
projective space PG(r, F) where F is infinite. Consequently, if we insist that all representa-
tions of PG(r, F) are in this 'p.c.f.' then it is not difficult to see that with the above proof 
we have: 
If M is the 'standard' representation of PG(r, F) and if N is another 
representation over some field K, then there is an injective field 
homomorphism u: F ~ K mapping the entries ofM onto the correspond-
ing entries of N. 
This result shows the close connection between coordinatising (arbitrary) projective 
geometries and representing them when viewed as matroids. 
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