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1. Introduction 
We consider a differential equation of the second order 
y " - q(t)y = r(t), q,rcC°(j) , (r) 
where j = (a,b)(- m = a < b = an). The respective homogeneous 
differential equation of Jacobian form will be always understood 
to be oscillatory on j, i.e. both end points of the interval j 
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are cluster points of any solution of equation (q). Trivial so-
lutions of (q) will not be considered. 
Let R denote the set of all real numbers, and (r), (q) 
stand conveniently for either a given equation or a set of so-
lutions of that equation. 
By means of the n-th central dispersion of the 1st kind 
7 n̂(t) of (q), introduced by 0. BorCivka [l] , M.Laitoch [5] de-
fined a node system of the 1st kind belonging to (r) and to an 
initial condition. The node system of the 1st kind enables to 
modify some theorems concerning the solutions of (q) and also 
those of (r) (see [6] , [7]). 
2. Node systems of the 1st kind of (r) 
Convention 1. Let t e i, z ,z'eR be arbitrary numbers and 
0 0 0 
ze(r) throughout be a solution, for which z(t ) = z , z'(t ) = 
= z' . Let y? denote the n-th central dispersion of the 1st 
kind of (q), where n = 0, -1,-2,... . Further let S(r;t ,z(t )) 
or briefly S always denote a node system of the 1st kind be-
longing to the differential equation (r) and to the initial 
condition [t .z 1, i.e. the set of all points [ 0? (t ) , u o o u 7 n o 
z ( ^ (t ))] for n being an integer (see [5]). 
Remark 1. We know from [5] that the node system of the 
1st kind S(r;t ,z(t )) is uniquely determined by anyone of its 
points. Here it would be well to recall the definition of the 
bundle of solutions of the 1st kind and the concept of the 
neighbouring nodes of the 1st kind: 
By a bundle of solutions of the 1st kind belonging to (r) 
and to the initial condition [t ,z ] (see [5]) we mean all so-
lutions yfi(r) satisfying the condition y(t ) = z which we 
write as S(r;t ,z(t )), i.e. like the node system which all 
' o o 
solutions are parsing through. We write yc S(r;t ,z(t )) . 
Suppose t ,t,€ j, ze(r). The points [t ,z(t )], 
[t,,z(t,)]cS(r;t ,z(t )) will be called the neighbouring nodes 
of the 1st kind belonging to (r) and to the initial condition 
[t ,z(t )] if the numbers t and t, are neighbouring conjugate 
numbers of the 1st kind belonging to (q) (i.e. with t < t̂  and 
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t, = (̂"t ), where (^denotes the fundamental dispersion of the 
1st kind belonging to (q)). 
Theorem 1. Given a node system of the 1st kind 
S(r : ; t ,z(t )) (belonging to (r) and to the initial condition 
[t0,z(tQ)]). If y€:(r) is a solution not passing through these 
nodes, then in the set of nodes S(r;x,z(x)), where xe (t , y(t )), 
there exists exactly one node system of the 1st kind 
S(r;xo,z(xQ)) (xQ€. (tQ , ̂ (tQ))) so that ye S(r ; X 0 , Z ( X Q ) ). 
P r o o f . This will be performed using the method of [5] . 
Let us consider two neighbouring nodes of S. From our assumption 
it then follows that z(tQ) t y(tQ) and z(^(t )) t y(y(t )) . 
Consequently the function v(t):= z(t) - 'y(X), vc(q) is such that 
v(t ) t 0 and v(y?(t )) t 0. By appealing to Sturm's theorem 
(see [6] p.276) the solution v possesses exactly one zero in the 
interval (t , ̂ (t )), which we write as x . Thus 0 = v(x ) = 
= z(x ) - 7(xn)> whence z(x ) = 7(
x
n)« Therefore the point 
[x ,z(x )] = [X0>7(
X
0)J is "t
ne only common point of solutions 
z,7 on the interval (t , ̂ (t )) and the node system of the 1st 
kind S(r;x0,z(x )) (x e (t , «̂ (t ))) (i.e. the common bundle of 
solutions of the 1st kind with the solution z,7 too) is uniquely 
determined by this point. 
Remark 2. From the above proof it becomes obvious that on 
the basis of the properties of the function ^ we may also write 
V<V-l<*o>'*o>-
Definition 1. Suppose that we are given the node systems 
of the 1st kind S(r;t ,z(t )) and "S(r;XQ,Z(XQ)) , where 
*0 <c x < 0(X ) treated in the foregoing Theorem 1. We say that 
the nodes of the node systems of the 1st kind S and S" become 
separated on the curve z(t)e(r). 
3. Node systems of the 1st kind of the associated equation 
of a constand basis 
M.Laitoch [4] defined the associated equation 
y" = Q1(t)y (Qx) 
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of the basis (<< , 0 ) to a linear second order differential 
equation 
y" = q(t)y, qcC2( j) ,q( t )< 0 for t * j , (q) 
where j = (a,b)(-rjo = a < b = m ) , <*. , I3«SR, <̂ 2 + (32>0. 
According to [4] the carrier Q,(t) relative to (Q,) of the basis 
( cL , 0 ) has the form 
Q, = q + j - $ - f + M - 02q (- ) " . (1) 
* ~ ° " ^ 2 - B 2 q 
Then between the solutions uc(q) and UeC Q ^ ) there exists a 
one-to-one mapping given by 
,, d u + Gu ' 
fïГ~SГц 
(2) 
Theorem 1 in [3] states that associated equation (Q^) of the 
basis ( c<. , Q) to equation (q) is oscillatory exactly if (q) is 
oscillatory. 
In [2] there is defined the associated equation 
y " - Q ^ Ш y = Rj_(t) Қl 
2 2 
of the basis {</, , 13), <A +13 / 0 to the differential equation 




(j),q(t) < 0 for tcj, rcC^j), [r] 
where the function Q,(t) is defined by formula (1) and 
(3) R i = _ г + 0г ' + 2 0 ( 1 ) 'г 
Then from Lemmas 1 and 2 [2] there follows the existence of the 
one-to-one mapping between the solutions ye [r] and Y <_* [R,] 
given by 
Y = 
d y + ßy ' (4) 
The aim of this paper is to investigate the position of the 
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nodes of solutions of the associated equation [r] of the bases 
( o( , 0 ) or ( i/* , J ) , and this on the basis of the properties of 
zeros of solutions of the corresponding oscillatory homogeneous 
equations . 
, Convention 2 . Let<X,G,^,c>*£R, <^2 + G2 > 0, J L L 2 + J 2 > 0 
and t e j,z ,z c R be arbitrary numbers. From now on z e [r] will 
be assumed to denote a solution of [r] satisfying the initial 
conditions z(t ) = z . z'(t ) = z' . We set o o' o o 
/ z + ßz ' 
tV 2-ß 2q 
Џ + ĹŁ' (5) 
Obviously Z, and Z ? are the solutions of the associated equations 
[R,] and [R2] to [r] of the bases (<k , 13 ) and ( i/ , S), respecti­
vely, i.e. Z, «£ [R,] and Z2 e [Ro] > where 
= q 
/ ̂ Гq̂  
Г / q 
cГr-










Let the functions (J) (t), X4> (t), 2 <f) (t) denote the n-th 
/ n n n 
central dispersion of the 1st kind relative to the oscillatory 
equation (q), to its associated equation (Q, ) of the basis (tK, 
6 ), to its associated equation (Q«) of the basis ( jA ,a ), res-
pectively . 
Definition 2. We say that the node [ T , ^ ] from the node 
system of the 1st kind S, relative to a nonhomogeneous linear 
second order differential equation [r,] lies between two neigh-
bouring nodes [t,,y,], [t2,y2] from the node system of the 1st 
kind S2 relative to [r :2 ] , if 6 ^ c ( t , , t 2 ) . We say also that the 
nodes of the node systems S, and S2 become separated if there 
lies exactly one node from the system S«(S,) between any two 
neighbouring nodes from the system S,(S2). 
Theorem 2. Let S(r;t ,z(t )) be a node system of the 1st 
kind relative to [r] and Z, e [R,] be defined by (5). Then there 
exists a node system of the 1st kind S,(R,; T , Z,(T )) , TQ e 
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€ (t »<̂ (t )) relative to [R,], which is the associated equation 
of the basis (<A,/£) to [r] , such that the nodes of the node 
systems S and S, become separated. 
P r o o f . 
(I)- Suppose 6 ^ 0 . We have [t0,z(tQ)], [ if( tQ) ,z( ̂ (tQ))] 
two neighbouring nodes of the 1st kind from the node system S. 
Let y € [r] be such a solution that y e S , y t z. Setting u:=z-y, 
then u is a solution of the oscillatory equation (q) satisfying 
u(y n ( t 0 » - ^ n + i
( t o » =+
0 ' -<-) * ° fo r ^WV-CiV 
and for every n = 0, - 1 , - 2 , . . . . We set U:= (p(u + Gu )( ̂  -
- B 2q)" 1 / 2. Then Ue(QJL). We know from Theorem 3 [3] that the 
zeros of solutions of (q) and(Q ) with G ^ 0 become separatee 
Thus, there exists exactly one number f_ e(t , ̂ (tQ)) so that 
U( T') = 0. From this it immediately follows that the node system 
of the 1st kind S1(R1; V ,ZX( ?• )), where Z-[ is given by (5), 
possesses such a property that the nodes of the system S and S, 
become separated. 
(II) Suppose 6 = 0 . In this special case we have Q, = q 
by (1), R, = sgnc^.r by (3), U = sgn^.u by (2), and Z, = 
= sgn <k .z by (5). 
(a) If sgn c( = 1, then every node system of the 1st kind 
ted. 
S, - possessing the properties stated in the above Theorem 
may be defined as a node system of the 1st kind relative to [r] , 
whose nodes become separated with the nodes of the original node 
system S on the curve (Z,(t) =)z(t)c [r] . By Theorem 1 it is 
sufficient here to take such a solution y e. [r] , where y & S. 
Thus we may define 
Sx:= S(r;xo,z(xo)), where (^Q'^\€ (XQ^(tQ)) ( 6 ) 
(b) If sgn cL = - 1 , then every node system of the 1st kind 
S, possessing the properties stated in the above Theorem may be 
defined as a node system of the 1st kind relative to [-r] , whose 
nodes become separated with the nodes of the original node system 
S and lie on the curve (Z,(t) = ) - z(t) e [-r]. By Theorem 1 it is 
sufficient here to take the solution y of equation [-r] such 
that y := - y , where y € [r], y 4t S is exactly that solution con-






, -z(x )), where (T's = )x e(t
n
,i/(t )) 
o o O O / o 
(7) 
Definition 3. Let S(r;t ,z(t )) be a node system of the 
1st kind relative to [r]. Every node system of the 1st kind 

















)) from the foregoing Theorem re­
lative to [R,] will be called the associated node system of the 
basis ( c{ , 6 ) to the node system S . 
Remark 3. From formulas (6) or (7) it becomes apparent 
what we mean by an associated node system to the given node 
system of the 1st kind of special bases (d, 0), if sgn ot = 
= -1 . 
Corollary 1. Let S,(R,; T,lCF)) be a node system of the 
1st kind relative to [R-], which is an associated equation to 
[r] of the basis (tf(,B), Z e [R,] and T e j be an arbitrary 
2 2 -1/2 
number. Let Z = («< z + (3 z )(</. -13 q)~ , where z is the appro­
priate solution of [r]. Then there exists a node system of the 
1st kind S(r;t,z(t)) relative to [r] , where t e (ld^_x (T) , V) such 
that the nodes of the node systems S, and S become separated. 
P r o o f . This immediately follows from the relation 
between the solutions Z e [R,] and z e [r] (see [2]) given by 
formula (5) and will be carried out completely analogous to that 
of the foregoing Theorem. 
Remark 4. We will now examine more closely the associated 
equations [R,] and [R
2
] of the bases (cC , 6 ) and ( ]/- 9 cf) , res­
pectively, to equation [r] in the case when for the weight 
constants 
ckå - ß^ =0 
holds. 
Then Q-^(t) = Q2(t) and there arise two fundamental alternatives. 
(I) If 6 i 0 and S t 0 , 
then 
Q-(t) = Q?(t) = q + - ^ l - + l/u
2-q( ±—)'\ 
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where LI:=C</I3 = 0- /' 6 , jueR 
(i) if sgn cT = - sgn G , 
then 
ur + r' 





sgn a - sgn ß , 
p r + r q r 
R i ( t ) = R2(t) = c7^^\7v^ 
(II) If Q = S = 0 (<X / 0, £ t 0), 
then 
Qx(t) = Q2(t) = q(t); 
(i) sgn f = -sgn<?C =====> R1(t) = - R2( t) = - sgn f . r( t) 
(ii) sgn ̂  = sgn ̂  = ^ R^t) = R2(t) = r(t). 
Definition 4. Let S, and S2 be the node systems of the 
1st kind relative to some nonhomogeneous linear second order 
differential equations [r,] and [r2], respectively. If for any 
node [?", Y\e. S, holds that [^, - y ] a S2, we say that the nodes 
of the node systems S, and S0 are symmetric. 
Theorem 3. Suppose that we are given a node system of the 
1st kind S(r;t ,z(t )) relative to [r]. Then there exist to S 
the associated node systems S,(R,; T ,Z, (T ) ) and S0(R0; T, 3 l l ' o l o z z o 
lAT )) of the bases ((A , 13 ) and (y- , £ ) , respectively, having 
the following properties: 
If d\ o - 13 ^ t 0, then the nodes of the node systems S, and 
S0 become separated. 
If <k S - &f t 0, then 
1. when the conditions (Ii) or (Hi) from Remark 4 are 
fulfilled then the nodes of the associated node 
systems S, and S2 are symmetric and 
s9 = S(-R, ; r ,- Z-(TJ), ^n = Ti z 1' 0' 1 0 ' 0 0 
2. when the conditions (Iii) or (Ilii) are fulfilled, 
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th 
then both associated node systems are identical and 
s2 - s, . 
P r o o f . It follows from Definition 3 of the associated 
node systems S, and S0 that T , T e(t ,^(t )) . 1 z o o o • o 
Suppose now t h a t ^ c j - 13^/ 0 and we have [^,Z,(T )] , 
[ dp (T ),Z,( <£>(?"))] two neighbouring nodes from S, . Let 
Y x€ [R1] be such that Y ^ S p Y1 i Z r Setting 1^ - Yx =: U15 
en U, is such a solution of (Q,) that U, ( <£> (7/ )) = 
- Ul ( 1*n +l ( ro)) = °. U l ( t ) * ° for ^ ^ r W ' ^ r H l ' V 
and for every n = 0, - 1, - 2, ... . According to Theorem 4 [3] 
there exists exactly one number V v-(?" , cp ( T )) and a so-
3 0 0 0 
lution U 2^(Q 2) such that U9( V ) = 0. From this there imme-
diately follows the existence of exactly one node 
[ f , Z 9(f )]eS 9 lying on the curve Z9 e [R9] between two 
neighbouring nodes from S,, that were chosen. 
Let dS - G j ^ = 0. Then, by Remark 4, Q, = Q2« To prove 
the existence of nodes having the properties required, it is 
sufficient to find such a solution U, of (Q,) - and thus also 
of (Q9) - satisfying the condition U, ( t ) = 0, where L e 
c(t , W(t )), whose zeros become separated with the zeros of 
any solution u e (q) satisfying the condition u(t ) = 0. The 
solution U, will be obtained as follows. 
In case (I) introduced in Remark 4 (where Q, = Q9 t q) we 
, 9 9 — 1 /9 
may set with respect to Theorem 3 [3] U, := W u + Gu')(t< - 13 q) 
Then for U2 := (̂  u +cTu')( ̂ 2 - J 2q)" 1 / 2 we have ^ = " ui so t h a t 
the zeros of solutions U 2e(Q,) are U,e(Q-) are identical and 
~7r = 7? holds, too. o o 
In case (II) introduced in Remark 4 (where Q, = Q2 = q) 
we may set U,:= v, U2:= v, where v is an arbitrary solution of 
(q) being linearly independent of u. 
1. If the conditions (Ii) or (Hi) are fulfilled, then 
the right sides of the associated equations [R,] or [R9] differ 
in sign only, i.e. R2 = - R, and according to (5) Z2 = - Z , . 
2. If the conditions (Iii) or (Ilii) are fulfilled, then 
R2 = R l and ^2 = ^1* ^rom this there immediately follows the 
statement of the Theorem. 
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Corollary 2. Given a node system of the 1st kind 
S(r;tQ,z(t )) and <k S - G <|L = 0. Using the notation introduced 
in Theorem 3, then there exist to S associated node systems S, 
and S2 having the following properties. 
1. If (Hi) : G = S = 0, sgn f = - sgn <L holds, then 
(a) with sgnpC = 1 (on taking account of (6) and (7)) 
there holds 
S,_ = ^r;xo,z(xo)),S2=?(-r;xo,-z(x0)),(ro=f0=)xoe(t0,^(t0)); 
(b) with sgn (?(. = - 1 there holds 
Sl = S (-r;x0,-z(xQ)),S2 = S (r;x0,z(x0)), XQ e (tQ, tf (tQ)) . 
2. If (Hii): 0 = S = 0, sgn 0- - sgn <£ holds, then S, and 
S« are identical and 
S, - S 2 - S(r;xo,z(xo» , x 0«(t 0,/(t 0» . 
Theorem 4. Suppose the nodes of the node system of the 
1st kind S(r; t , z(t )) and S(r;x .z(x )) become separated on the 
0 0 0 0 




o)) and S2(R2; 4 , Z2( £ Q)) of the bases 
( tA , B ) and ( jK , S ), respectively, having the following pro-
perties . 
If oi S - & £- i 0} then there are at most two nodes from 
S2(S,) between any two neighbouring nodes from S,(S2). 
If <L S - Of- = 0, then 
1. when the conditions (Ii) or (Hi) from Remark 4 are 
fulfilled, then the nodes become separated so that 
between any two neighbouring nodes from' S-^CS^ lying 
on the curve Zl = Z(t) (Z2 = - Z(t)) there is exactly 
one node from S2(S,) lying on the curve - Z(t) (Z(t)); 
2. when the conditions (Iii) or (Hii) are fulfilled, 
then the nodes of the associated systems Sj and S2 
become separated on the curve Z,(t) = Z«(t). 
P r o o f . From the definition of the node systems S and ID 
there follows (according to the proof of Theorem 1) the existence 
of such linear independent solutions u, v <s (q) that their zeros 
become separated. Suppose u( ̂ ( " O ) = v(/^n(
xo^ = °» w n e r e 
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x o e ( t o , f ( t o ) ) for n = 0, - 1 , - 2 , . . . . Se t t ing 
U:= W u + I3u ' ) ( ^ 2 - G 2 q)" 1 / 2 , V:= (^v + J V ) ( ^ - 2 - J 2 q ) ~ 1 / 2 y i e l d s 
U <s (Q1) and Ve ( Q 2 ) . 
If !X S - 6 ^ / 0 , then w i th respec t to Theorem 6 [3] there 
lie be tween any two neighbouring zeros of s o l u t i o n s U <£ (Q,) or 
V e (Q0) a t most two zeros of s o l u t i o n s V or U, r e s p e c t i v e l y . 
Let us have [TQ9Z^^h ["*(^0), ^ (
l <p ( *"0»] , 
T" e ( t , ( ^ ( t )) two neighbouring nodes from S, . Le t Y, e [R.] be 
such that Y 1 ^ S 1 , Yj ?- Z ^ If we se t Z-̂  - Yj =: U, then U is 
such a s o l u t i o n of (Q1) that U ( 1 ^ n ( ^ Q ) ) = u ( 1 < ^ n + l (
 To^ = ° » 
U ( t ) 4 0 for t e ( 14 > n(^ 0), 14?n+1('^0)) and for any n = 0, - 1 , 
- 2 , ... . Thus, by Theorem 6 [3] there e x i s t a t most two numbers 
fo' 24> ( ? o ^ ('^^(''V) and a solution V € :(Q 2
) such that 
V( f ) = V( c£>( £ )) = 0. From this there immediately follows the 
existence of at most two neighbouring nodes [fn>Z0(£ )], 
[ <-£>(£ ),Z0( dp ( f )) ] e "S 2 lying on the curve Z ^ [R2] between 
two neighbouring nodes S, that were chosen. 
Let «-< S - Of" = 0. Then, by Remark 4, Q1 = Q0. To prove 
the existence of nodes having the proper t ies required, it is 
su f f i c i en t to a solu t ion u<£(q), u(t ) = 0 to find such a so-
l u t i on U of (Q,) - and thus also of (Q2) - sa t i s fy ing the 
condi t ion U ( T~) - 0, where t <s(t ,C7(t )), whose zeros become 
separated with the zeros of the solu t ion u and besides to a 
solu t ion v^(q), v(x ) = 0 (x € (t , V(t ))) to find a so lu t ion 
VQ of (Q2) - and thus also of (Q-) s a t i s f y i n g the c o n d i t i o n 
V (f ) = 0 , where f £ (x , </(x )), whose jeros become s e p a r a t e d o s o ' > o o . o 
w i t h the zeros of the s o l u t i o n v, whereby U and V are linearly 
independen t s o l u t i o n s . These s o l u t i o n s will be ob ta ined as fol-
lows . 
In case (I) i n t r o d u c e d in Remark 4 (where Q, = Q2 i q) we 
may se t w i th respec t to Theorem 6 [3] 





ŕ - c q) 
In case (II) (where Q, = Q0 = q) we may set U := v, 
V := u. From this and on the basis of the forms of solut ions 
Z, € [R-i] and Z2 e: [R«] in (5) corresponding to cases 1 and 2 of 
this Theorem we o b t a i n the s ta temen t of the Theorem. 
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Corollary 3. Let the nodes of the node system of the 1st 
kind S(r;t ,z(t )) and S(r;x ,z(x )) become separated on the 
curve z(t) c [r] and cf. S - ft [L = 0. Then, using the notation 
introduced in Theorem 4, there exist associated node systems S, 
and S2 having the following properties. 
1. If ( H i ) : 0 = d = 0, sgn (l- = -sgneC holds, then 
(a) with sgn vC = 1 (on taking account of (6)) there holds 
S1 = S(r;xo,z(xo)), (T-0=)x0fi(t0,C'(t0)) 
and likewise 
S 2[=S(-r;^(t o), -z(C/(t0))] = S(-r ; tQ, -z(tQ» , 
where i = ^(t ) £ ( x 0»^ xn^' meaning as well that 
the nodes from EL and S are symmetric. 
(b) with sgn iX = -1 there holds 
S1 = S(-r;xQ,-z(xo)), S2 = S(r:to,z(tQ)) . 
2. If (Hii): 6 = <f= 0, sgn ,('- = sgn:C holds, then 
Sx = S(r;xQ,z(xo)), S2 = S(r;to,z(tQ)) . 
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