We present an algorithm that covers any given rational ruled surface with two rational parametrizations. In addition, we present an algorithm that transforms any rational surface parametrization into a new rational surface parametrization without affine base points and such that the degree of the corresponding maps is preserved.
Introduction
One of the most important features of rational varieties, at least in practice, is the possibility to choose between parametric or implicit representations depending on the nature of the problem one is dealing with; examples are the computation of intersections, plotting figures, line and surface integrals, etc. However, when using the parametric representations additional difficulties may appear, and the feasibility of the strategy is affected. In particular, if the parametrization is not surjective, some solving strategies may fail.
In [SSV14b] , Example 1 illustrates a situation where the computation of the intersection of two surfaces fails when a non surjective parametrization is used. Let us see another motivating example.
Example 1.1. The Hausdorff distance appears naturally in applications in com-puter aided design, pattern matching and pattern recognition (see e.g. [BYLLM11] , [CMXP10] , [KOYKE10] ), when measuring the resemblance between two geometric objects. The computation or estimation of the Hausdorff distance implies, in particular, measuring the distance of a point to a set. Let us assume that we want to measure the distance of the point A = (4/5, 6/5, 1) to the surface S defined by f (x, y, z) = xy − 2yz + z 2 . Applying Lagrange multipliers one gets that the distance of A to S is √ 2/5 = 0.283 . . . and it is reachable at B = (1, 1, 1) ∈ S. Nevertheless, in general, approaching this problem using implicit equations turns to be computationally intractable. Instead, one can try to use a parametrization of the surface so that the problem reduces to a optimization problem without constrains. In our case, S is rational, indeed it is rational ruled surface, and can be parametrized as P(s, t) = (s 2 − 1)t, s 2 t, t(s 2 + s) .
However, if we optimize the function A−P(s, t) 2 we find that the minimum is obtained at (0.889 . . . , −0.042 . . . , 0.155 . . .) and the distance is then estimated as 1.504 . . .. The problem is that B ∈ S Image(P), so it cannot be found with the parametrization. Nevertheless, P satisfies the hypothesis in Theorem 2.6, and therefore we can determine that the S Image(P) is included in the line (t, t, t). Thus, we now optimize the A − (t, t, t) 2 to get B as solution.
In the case of curves, non-surjectivity is not so important since every rational proper parametrization of a curve may miss at most one point that can be easily computed (see e.g. [AR07] , [Sen02] ). The situation changes when working with rational parametrizations of algebraic surfaces: the missing subset can be of dimension 1.
Some authors have addressed the problem of finding surjective parametrizations of rational surfaces; see [BR95] , [GC91] for the case of quadrics or [SSV14b] for certain particular types of rational surfaces. Alternatively, one can compute finitely many rational parametrizations such that the union of their images covers the whole surface. This was done for the real general case, in [BR95] , by computing a cover with 2 n parametrizations, where n is the dimension of the rational variety; i.e. in the surface case, with four pieces. In [SSV14a] we show that, if a surface admits a rational parametrization without projective base points, then it can be covered with at most three pieces. Continuing with this research, in this paper we analyze the problem of covering rational ruled surfaces. The next example shows that for the same surface, changing the parametrization, can make the missing subset bigger. Example 1.2. We consider the ruled surface S given by x 2 y − 2xy 2 + 2y 3 − 3y 2 z + 3yz 2 − z 3 = 0. S can be parametrized in ruled form as
Applying the algorithm in [SSV14b] for computing the critical sets, we obtain that P covers all the surface but the three lines {x = 2y = z}, {x = y = z}, {y = z = 0}. However, the reparametrization
that is also in ruled form, only misses the line {x = y = z} (see Theorem 2.6).
In this paper we prove that a rational ruled surface can always be covered with two rational surface parametrizations in ruled form. More precisely, we prove that there always exists a rational parametrization that, at most, misses a line on the surface; then the second parametrization covers that line. In order to compute the first parametrization we need parametrizations without affine base points. Later we consider this problem in general, and we present an algorithm that transforms any rational surface parametrization into a new parametrization without affine base points.
Covering Ruled Surfaces: Main Results
In the sequel, we show that every rational ruled surface can be covered by means of, at most, two rational parametrizations. Definition 2.1. A standardized ruled surface parametrization of a ruled suface S is a triple of rational functions that determines a dominant rational map
such that those p i that are nonzero have the same degree and do not have any common root (note that not all three of them are zero).
Remark 2.2. In a standardized ruled surface parametrization, if two of the polynomials p i are zero, then the third has to be a nonzero constant. In addition, we observe that, in that case, say p 1 = p 2 = 0, then P(s, (−r 3 + qt)/p 3 ) = (r 1 /q, r 2 /q, t). So, S is a cylinder over the plane curve (r 1 /q, r 2 /q, 0) and hence, applying the results in [Sen02] , S can be parametrized surjectively.
Lemma 2.3. Every rational ruled surface admits a standardized ruled surface parametrization.
Proof. By [SPD14] , every rational ruled surface admits a rational parametrization of the form
If two β i are zero, say β 1 = β 2 = 0, then P(s, t/β 3 (t)) is standardized. Let us suppose that at least two β i are nonzero. Then, we can assume that those components of P(s, t) depending on t also do depend on s; if this is not the case a suitable change of the form (s, as + bt) provides a parametrization with this property. Furthermore, applying a transformation of the form ( as+b cs+d , t), we can assume that all nonzero β i have the same degree. It only remains to ensure that the gcd of the polynomial coefficients of t are coprime. But this can be achieved by performing the transformation (s, t/∆(s)), where ∆ is the gcd of the nonzero β i .
Associated to the standardized ruled surface parametrization P(s, t), we consider the polynomials
as well as the polynomials
We have the following lemma.
Lemma 2.4. Let P be a standardized ruled surface parametrization without affine base points of a surface S. Then S Image(P) is contained in the variety W defined by {LC s (A ij )} i =j , where LC s denotes the leading coefficient w.r.t. s.
Proof. In the ring k[x, y, z, s, t, w] we consider the ideal
Then Image(P) = π(V (I)) where π(x, y, z, s, t, w) = (x, y, z). We will use the extension theorem (see e.g. Chp.3, Th 3, p. 115 in [CLO07] ) to determine which points (x, y, z) ∈ S can be lifted to V (I). To this end we define
• Extension from I 1 to I: a point (x 0 , y 0 , z 0 , s 0 , t 0 ) has an extension provided q(s 0 ) = 0. But if q(s 0 ) = 0 we see from the equations that r i (s 0 ) + t 0 p i (s 0 ) = 0 for all i, and (s 0 , t 0 ) would be a base point, contrary to the hypotheses.
• Extension from I 2 to I 1 : in order to extend a point (x 0 , y 0 , z 0 , s 0 ) to the coordinate t it suffices that p 1 , p 2 , p 3 do not simultaneously vanish at s 0 . This always holds since by definition they have no common root. Note that if two of the p i are zero, the other is a nonzero constant, and the extension is possible.
• Extension from I 3 to I 2 : a point (x, y, z) can be extended to the coordinate s if for at least one of the polynomials A ij the leading coefficient in s does not vanish at the point.
Lemma 2.5. The variety W introduced in Lemma 2.4 is either empty or a line. Furthermore,
, 2, 3} and nonzero p k .
Proof. Let us assume
Then, W is defined by two linear polynomials, one depending on y and the other on z. So W is a line. In the second case, let us assume that at least two p i are nonzero. Since
Let us see that
If either p 2 or p 3 is zero, the result is clear. So, let none of them be zero. Then, deg s (p 3 A 12 ) = deg s (p 2 A 13 ). Since the leading coefficient of p 3 A 12 does depend on {x, y} and the leading coefficient of p 2 A 13 does depend on {y, z},
, from where the above equality on the leading coefficients follows. In this situation we get that W is defined by LC s (A 12 ), LC s (A 13 ). Now, the result follows by taking into account that the rank of the linear system {LC s (A 12 ) = 0 = LC s (A 13 )} is 2.
Using the previous results one gets the following theorem.
Theorem 2.6. Let P be a standardized ruled surface parametrization without affine base points of a surface S. Then S Image(P) is contained in a line. Furthermore,
In Example 3.4, one can see that the parametrization covers all the line W but a point, while in Example 3.5, the parametrization only covers two points on the line W.
In the previous theorem we have imposed the condition of not having affine base points. Let us see that this is always achievable.
Lemma 2.7. Every standardized ruled surface parametrization can be reparametrized into another one without affine base points and where the degree of the induced map is preserved.
Proof. Let us assume first that all the p i are nonzero. Let f (s) be a polynomial such that f (s 1 ) = t 1 for some base point (s 1 , t 1 ). With the change (s, 1/t+f (s)) the resulting parametrization is
where
Since s 1 is a common root of q and the Q i , if we define Q = gcd(Q 1 , Q 2 , Q 3 , q), we have deg( Q) ≥ 1. Now with the change (s, 1/( Qt)) we obtain the new parametrization
Note that this is standardized as well, but the degree of the denominator is strictly smaller than the original. Therefore repeating this procedure finitely many times we obtain a standardized parametrization without affine base points (since that is the case when the denominator is a constant). Finally, note that all transformations considered are birational, and hence the degrees of the maps are preserved.
If any p i = 0, the corresponding component of the parametrization does not change after the first reparametrization, resulting in Q i = r i . The second reparametrization does not change the component as well, but the common factor Q of r i and q can be directly simplified in that fraction.
Remark 2.8. In the previous result we can have some control on the removal of base points that occurs effectively in each iteration. Namely, suppose that the zeros of q are s 1 , . . . , s l where s 1 , . . . , s k , k ≤ l, are the first coordinates of the base points of P. Note that for each of s 1 , . . . , s k there is exactly one base point (s i , t i ).
Let f (s) be an interpolating polynomial of (s 1 , t 1 ), . . . , (s k , t k ), (s k+1 , 0), . . . , (s l , 0).
As before, we define Q i (s) = r i (s) + f (s)p i (s) and Q = gcd(Q 1 , Q 2 , Q 3 , q), and make the change (s, Qt + f (s)) to obtain
where r
Note that the roots of Q are precisely s 1 , . . . , s k . We will show that P (1) has at most as many base points as the number of multiple roots of q among s 1 , . . . , s k . To this end let (α, β) be a base point of P
(1)
Corollary 2.9. Every rational ruled surface can be parametrized in an standardized way that misses at most one line.
Theorem 2.10. Every rational ruled surface can be covered with at most two surface parametrizations.
Proof. By Lemma 2.7 we can assume that we are given an standardized parametrization P without affine base points. We use for P the notation in Definition 2.1 and in the previous results. By Theorem 2.6, we can also assume that max{deg(α 12 ), deg(α 13 ), deg(α 23 )} ≤ deg(p k q) for nonzero p k .
First we assume that all p i (s) are nonzero. Consider the reparametrizations Q(s, t) = P s, qt − r 3 p 3 = qp 1 t + α 13 p 3 q , qp 2 t + α 23 p 3 q , t and H(s, t) = Q 1 s , t .
Because of our above degree assumptions, we know that the degrees in s of the numerator and denominator of each (first and second) component of Q are equal. Therefore, s is not a factor of the denominators in H(s, t). So, H(0, t) is well defined and, indeed,
that parametrizes the line W.
A similar argument with obvious modifications works in the case when some p i are zero.
Covering Ruled Surfaces: Algorithm and Examples
In order to derive an algorithm from the previous results, we need to algorithmically show how to remove the affine base points of an standardized ruled parametrization. This, essentially, requires to compute interpolation polynomials (see proof of Lemma 2.7 and Remark 2.8). In the following lemma we see how to actually compute the interpolation polynomial without explicitly determining the coordinates of the base points; i.e. without approximating roots.
Lemma 3.1. Let P(s, t) be an standardized ruled parametrization as in Def. 2.1 with affine base points. Let I be the ideal generated by {p 1 t + r 1 , p 2 t + r 2 , p 3 t + r 3 , q} in k[s, t]. Then, there exists a polynomial of the form t−f (s) in √ I where f (s) interpolates the affine base points of P(s, t).
Proof. As observed in Remark 2.8, all affine base points of P have different scoordinate. Thus, there exists an interpolating polynomial f (s) passing through all base points. So, t − f (s) vanishes on all the points in the variety of I. So, t − f (s) ∈ √ I. Now, we are ready to outline our algorithm.
Algorithm 3.2. Given a rational parametrization P(s, t) of a ruled surface S, the algorithm computes a covering of S.
1. If P is not of the form ((r i (s) + p i (s)t)/q(s)) i=1,2,3 apply the algorithm in [SPD14] and replace P.
2. If P is not in standardized form (see Def. 2.1) do the following (a) If some of the numerators of P does not depend on s, replace P by P(s, as + bt) with a, b ∈ k.
(b) If the polynomials p 1 , p 2 , p 3 do not have the same degree, replace P by P((as + b)/(cs + d), t) where a, b, c, d ∈ k and ad − bc = 0.
(c) Replace P by reparametrization P(s, t/∆(s)) where ∆ is the gcd of the nonzero p i .
3. Calculate √ I, where I is the ideal generated by {p 1 t + r 1 , p 2 t + r 2 , p 3 t + r 3 , q} in k[s, t]. This can be done with a relatively inexpensive Gröbner basis computation (see e.g. Ex 2.3.23 and 24 in [AL94] and [Sei74] ).
Calculate a Gröbner basis of
√ I with respect to the lexicographical ordering t > s.
(a) If the basis does not contain a polynomial of the form t − f (s), by elementary properties of Gröbner basis it follows that there is no polynomial of that form in √ I, so by Lemma 3.1 we know that P does not have affine base points.
(b) In the other case, let t − f (s) belong to the basis, do i. Replace P by P(s, 1/t + f (s)).
ii. Let Q be the gcd of the coefficients of t of the numerators of P and q, then replace P by P(s, 1/( Qt)). iii. Repeat Steps 3 and 4 while √ I has an element of the form s−f (t).
5. Compute the polynomials α ij (see (2)).
6. If there exist i, j ∈ {1, 2, 3} such that i = j and deg(α ij ) > deg(p k q) for nonzero p k , RETURN P(s, t).
7. Assume that p k = 0, compute
Remark 3.3. Remark 2.8 shows that, in general, the number of iterations of the loop in Step 4 is small. Indeed it is bounded by the maximum multiplicity of the roots of the denominator q(t) of P.
In addition we observe that all parametrizations in the output of the algorithm are of ruled form, that is, of the form (α 1 (s), α 2 (s), α 3 (s))+ t(β 1 (s), β 2 (s), β 3 (s)).
Let us illustrate Algorithm 3.2 by some examples.
Example 3.4. We consider the parametrization
It parametrizes the degree 3 ruled surface defined by F (x, y, z) = 5 x 3 − 9 x 2 y − 8 x 2 z + 5 xy 2 + 11 xyz + 3 xz 2 − y 3 − 3 y 2 z − 3 yz 2 − 4 x 2 + 4 xy + 4 xz − y 2 − 2 yz − z 2 .
We observe that P(s, t) is in standardized form. So, we go to Step 3 in Algorithm 3.2. I is the ideal generated by {p 1 t + r 1 , p 2 t + r 2 , p 3 t + r 3 , q} in k[s, t]. We get √ I = I, and a Gröbner basis w.r.t. the lexicographic ordering t > s (Step 4) is {s, t}. So, in Step 4 (b) we get that f (s) = 0; note that the origin is the only affine base point. In Step 4 (b, i), we replace P(s, t) by P(s, 1/t + 0), namely
ts (s − 1) .
In
Step 4 (b, ii), Q = gcd(s, s, s, s(s − 1)) = s. So, we replace P by P(s, 1/(st)), namely
Now, the lexicographic order Gröbner basis of √ I is {1}, hence P does not have base points. In Step 5 we get α 12 = s − 1, α 13 = −s, α 23 = 2 s − 1.
Step 6 the boolean conditions do not hold. In Step 7 we calculate the parametrization
The algorithm returns the covering [P(s, t), H(s, t)] where P is the parametrization in (3). Continuing with the example, since P in (3) is an standardized ruled parametrization without affine base points, by Theorem 2.6, the possible missing points of P are included in the line defined by {x − y = 0, x − z = 0, y − z = 0}, that is, the line (t, t, t); see Fig. 1 . In fact, P covers all the line except the origin, by taking P(s, 0). Nevertheless, H covers the whole line by taking H(0, t).
Example 3.5. We consider the parametrization We observe that P(s, t) is in standardized form, so we go to
Step 3 in Algorithm 3.2. I is the ideal generated by {p 1 t + r 1 , p 2 t + r 2 , p 3 t + r 3 , q} in k[s, t]. We get √ I = I, and a Gröbner basis w.r.t. the lexicographic ordering t > s (Step 4) is {1}. Thus P(s, t) does not have affine base points and we go to Step 5 to get α 12 = 2s 5 − s 4 + 4s 2 + 2, α 13 = 2s 5 + 2s 3 + 2s 2 + s + 1, α 23 = −s 4 − s 2 − 2s + 1.
Step 6 the boolean conditions do not hold. In
Step 7 we get the parametrization
The algorithm returns the covering [P(s, t), H(s, t)].
Next, since the input parametrization P is an standardized ruled parametrization without affine base points, by Theorem 2.6, the possible missing points of P are included in the line defined by {x − y − 2, x − z − 2, y − z}, that is, the line (t + 2, t, t); see Fig. 2 . In fact, on the line, P reaches only the points
The surface in Example 3.5 and line (t + 2, t, t).
i), we replace P(s, t) by P(s, 1/t + s), namely
In
Step 4 (b, ii), Q = s 2 − s. So, we replace P by P(s, 1/((s 2 − s)t)), namely
Now, the lexicographic order Gröbner basis of √ I is {s, t − 1}, and hence P still have one base point, namely (0, 1). Now, the interpolation polynomial is f (s) = 1 and Q = s. Repeating the steps as above we reach at the end of Step 4 P(s, t) = (−(3 s 2 + s − t + 1)s, ts + t − 4, ts + 2 t − 7) (4)
Step 5 we get
Step 6 the boolean conditions do hold, and the output is the parametrization P in (4) which is normal.
Removal of Base Points: the General Case
In Lemma 2.7 we have seen that, for the special case of standardized ruled surfaces, one can always find a reparametrization such that the new parametrization does not have affine base points. In this section we see that the ideas applied in the proof of that lemma can be generalized to any rational parametrization. More precisely we have the following result.
Theorem 4.1. Let P : k 2 −→ k 3 be an affine rational parametrization, with nonconstant components, of a surface. Then there exists a rational reparametrization P •ψ without affine base points. Moreover, deg(P) = deg(P •ψ) as rational maps; in particular, properness is preserved.
Proof. If P has no affine base points, take as ψ the identity.
We can assume without loss of generality that, after a suitable linear birational change,
where deg(p 1 ) = deg(p 2 ) = deg(p 3 ) = deg(q), gcd(p 1 , p 2 , p 3 , q) = 1, and the projective point (0 : 1 : 0) does not belong to any of the projectivizations of the four curves determined by numerators and denominator. We also assume that there are no two affine base points with the same s-coordinate, since this can be achieved by composition with (s, t) → (s + λt, t) for generic λ without losing the previous assumptions.
By the last assumption, there exists an interpolation polynomial f (s) for the affine base points, i.e. for every base point (s i , t i ) we have t i = f (s i ); note that the gcd condition implies finiteness of the base point set. We define the birational reparametrization
and P = P • ψ. We will prove that P has no affine base points. To this end we write P = a n t n + a n−1 (s)t n−1 + · · · + a 0 (s)
with a n , b n = 0 and deg(a i ), deg(b i ) ≤ n − i. This is possible by the hypothesis on the degrees of p 1 , p 2 , p 3 , q, and the fact that t n appears in all of them with nonzero coefficient (equivalent to the hypothesis on (0 : 1 : 0).) Then P = a n (1 + tf (s)) n + ta n−1 (s)(1 + tf (s)) n−1 + · · · + t n a 0 (s) b n (1 + tf (s)) n + tb n−1 (s)(1 + tf (s)) n−1 + · · · + t n b 0 (s) , . . . , . . . .
This new parametrization cannot have any base points of the form (s 0 , 0), since P(s 0 , 0) = (a n /b n , . . . , . . .). On the other hand, if (s 0 , t 0 ) is a base point of P with t 0 = 0, then ψ(s 0 , t 0 ) is a base point (s i , t i ) of P. But this is impossible: if ψ(s 0 , t 0 ) = (s i , t i ) then s 0 = s i and 1/t 0 + f (s 0 ) = t i which imply 1/t 0 = 0, contradiction. Finally, note that the previous transformations are birational, and ψ is a birational map from k 2 on k 2 , and hence the degree of the parametrization maps is preserved.
The reasoning in the previous proof leads to an algorithmic process to remove the affine base points of a surface parametrization. To be more precise, let P(s, t) = p 1 (s, t) q(s, t) , p 2 (s, t) q(s, t) , p 3 (s, t) q(s, t)
be the surface parametrization. First, we observe that some assumptions on the parametrization are done, namely 1. [degree and gcd condition] deg(p 1 ) = deg(p 2 ) = deg(p 3 ) = deg(q), and gcd(p 1 , p 2 , p 3 , q) = 1, (a) If the basis contains a polynomial of the form t − f (s), then by the previous Lemma condition 3 is satisfied and we can apply the reparametrization of Theorem 4.1 to RETURN P(s, 1/t + f (s)).
(b) In the negative case, by elementary properties of Gröbner bases it follows that there is no polynomial of that form in √ I. Again by Lemma 4.2, condition 3 is not satisfied. Apply a transformation (s + λt, t) for random λ in the ground field and go to step 2.
As a consequence of Theorem 4.1 and Algorithm 4.3, the following corollaries hold.
Corollary 4.4. Every rational surface over an algebraically closed field of characteristic zero can always be parametrized without affine base points.
Corollary 4.5. Every rational surface parametrization can be reparametrized, without affine base points, without extending the field of coefficients and the degree as rational maps.
