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Abstract
Entanglement entropy growth is studied under a form of dynamics that is based on
iteration. This approach allows the investigation of the role of decoherence in producing
increases of entropy. This has important consequences as far as the study of decoherence is
concerned. It is indicated that results are generally independent of Hilbert space partitioning.
It is seen that a deep relationship between classical dynamical entropy and the growth of
entanglement entropy exists in this type of model. The former acts to bound the latter and
in the asymptotic region, they tend to a common limit.
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Introduction

When a Hilbert space H can be put in the form of a tensor product of two subspaces H = H1 ⊗H2 ,
it is natural to ask what amount of entanglement there is for a state in H between these two
subspaces. Page has shown [1] that a generic pure state in H has close to the maximal amount of
entanglement allowed between them, and this is maximized when the dimensions of the subspaces
are the same. This kind of factorization or partitioning of H into observable and non-observable
physics is often referred to as a course graining of the system. This indicates that if a system is
evolved randomly from an initial configuration of zero entanglement entropy, it will lose contact
with roughly all of the information of the initial state if only observables sensitive to subspace H1
are measured. The rate at which entanglement grows towards saturation depends on the details
of the actual systems involved.
In gravity the study of black holes involves dynamics that occurs in an infinite dimensional
Hilbert space [2]. The results of Page suggest typical states have infinite entropy when H is split
in two parts of the same size since both are infinite dimensional . However, once the system
has been factorized into infinite dimensional parts, factorization can be done again, so there is no
natural notion of splitting in half. This leaves the idea of entanglement entropy without additional
structure on the Hilbert spaces. Such a structure could consist of a two-operator algebra , one
for the Hilbert space H1 and the other for H2 . A model that comes up frequently and at the
same time amenable is one consisting of two oscillators with two corresponding ladder operator
algebras. In terms of this structure, the rate of growth can be computed as resulting from the
imposed dynamics. By doing so, it may be seen how the growth depends on the choice of coursegraining as well as the dynamics. A problem that comes up is that there is no obvious way of
splitting H into two factors H1 and H2 , so it may be anticipated that entanglement entropy based
on a particular splitting may depend on the course-graining.
The objective then is to analyze the entropy growth rate in a model with two operator algebras
that iterates a unitary evolution operator on an infinite dimensional Hilbert space H. It can be
thought of as a time evolution in the sense that the time is discretized to the iteration index.
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In any case, quantum evolution relies on the application of a unitary evolution operator of some
kind to express dynamics. This Hilbert space is decomposed into a product of two infinitedimensional Hilbert spaces for a closed system. Using this approach, the dependence on the choice
of course-graining and initial state can be studied in detail. It can be said the quantum dynamics
counterparts of closed Hamiltonian dynamical systems with finitely many degrees of freedom can
be investigated. There is a link to Lyapunov exponents, and knowing these Lyapunov exponents,
the classical entropy growth rate or the Kolmogorov-Sinai entropy can be determined [3-6].
The main outcome is to show the entropy growth rate is the same for the classical and quantum
systems. Moreover, it seems to be entirely independent of the course-graining and initial state,
with the latter a sufficiently good approximation to a classical system. It will be seen that
the entanglement entropy growth rate increases as the sum of the positive Lyapunov exponents.
Finally, the choice of course-graining in this closed system seems not to matter that much. It is also
possible to consider all such factorizations of the Hilbert space in which each factor corresponds
to half the degrees of freedom. The minimal system for which this splitting can be done is for
two degrees of freedom. This analog is the closest that can be imagined in this type of system to
having H1 and H2 the same size, both infinite dimensional, while guaranteeing the observables in
H1 commute with the observables in H2 .

2

Entanglement and Decoherence

The relationship between classical and quantum chaos has up to now been unresolved. The
difficulties that result can be traced back to the fact that the main characteristic of classical
chaos, which is sensitive dependence on initial conditions, does not have a quantum counterpart.
Classically it is defined by the behavior of neighboring trajectories. This concept is virtually
absent in quantum mechanics. Expanding the language of quantum mechanics of closed systems
does not lead to an analogue of exponential divergence of trajectories. The model discussed here
serves to investigate implications of the process of decoherence for quantum mechanics and chaos.
Decoherence is caused by loss of phase coherence between the set of preferred quantum states
in the Hilbert space of the system due to interaction with the environment. The term preferred
3

states refers to states singled out by their stability which is measured by the rate of probability
loss under the influence of the environment and self-hamiltonian. With respect to this picture
the rate of entropy increase is studied. Clearly the strength and nature of the coupling with the
environment play a major role in the selection of these preferred states [7]. Coupling with the
environment also sets the decoherence time scale. This is the time over which quantum interference
between preferred states disappears. This means classicality is an emergent property of an open
quantum system. It is caused by the continuous monitoring of the environment which keeps an up
to date record of the preferred observables of the changing quantum system. It is possible that if
decoherence induces a transition from quantum to classical, a more direct correspondence between
the behavior of classically chaotic systems and their quantum counterparts could be established.
This means a record useful for prediction has to be restricted to states that are monitored already
by the environment. The observer and environment do not compete and decoherence becomes
unnoticeable.
One way to get the entropy is to carry out a course graining by dividing the system into
subsystems and ignore their correlations. If AB is a system with Hilbert space dimension uv
and normalized density matrix ρ, a pure state ρ = |ΨihΨ| satisfying ρ2 = ρ is divided into two
subsystems A and B of dimension u and v with v ≥ u. The density matrix of each subsystem is
obtained by the partial trace ρA = TrB ρ and ρB = TrA ρ over the other subsystem. The entropy
of each subsystem is
SA = −Tr ρA log ρA ,

SB = −Tr ρB log ρB .

(1)

Unless the two systems are uncorrelated in the quantum sense so that ρ = ρA ⊗ ρB , the sum of
the entropies of the subsystems, which is a coarse-graining that ignores correlations, satisfies
SA + SB > SAB = −Tr ρ log ρ.

(2)

Here SAB is the fine grained entropy of the total system. It is apparent that a model dynamics
is needed that is managable and somewhat characteristic of this problem. This becomes even
more important when the initial space is infinite dimensional since course graining could have two
infinite dimensional factors. There is no clear canonical splitting into two factors, so it might be
4

expected that entanglement entropy based on this splitting would depend on the coarse graining.
It is then reasonable to base the structure of the operator algebras based on this, one for H1 and
the other for H2 . In this sense, it is natural to do the splitting with respect to a choice of operator
algebras with reasonable properties or determined by the dynamics.
The environment states become correlated with the preferred pointer states of the system plus
environment which is the same as,
|Ψi =

X

αi |σi i|i i.

(3)

i

The environment states correlated to the eigenstates of the preferred observable become orthogonal
as a result of the interaction with the system, so hi |j i = δij . Other states become unstable so
quantum coherence of |σi i superpositions is lost. A system prepared in a state
|Ψi =

X

αi |σi i

(4)

i

will rapidly decay into a density matrix which is always diagonal in the same basis
|ΨihΨ| → ρ =

X

|αi |2 |σi ihσi |.

(5)

i

Environment induced supserselection rules effectively disallow arbitrary superpositions. It appears
as though the rule precluding existence of superpositions between eigenstates of the preferred
basis was in place. Strong coupling to the environment of these states makes them vulnerable to
decoherence which will eliminate real quantum superpositions on a very short time scale.

3

A Model and Its Iterative Dynamics

The model to be set up permits the study of the entropy growth for a quantum system with an
infinite dimensional Hilbert space. A unitary operator is repeatedly applied to a particular initial
state to generate dynamics, as is typically the case in quantum mechanics. The quantum system
comes about from the quantization of a classical chaotic dynamical system. An initial pure state
that is as close as possible to the classical form of an initial condition would be a squeezed coherent
state [8-10]. Although no explicit time dependence occurs, it has been modeled this way before
[11].
5

Chaotic Hamiltonian dynamical systems whose constant energy surfaces are compact have
many periodic solutions which in highly chaotic cases are dense in phase space. The initial
condition will be taken to reside very close to one such periodic trajectory, but in a region away
from invariant KAM tori in a chaotic region of phase space. By waiting out the period time, we
end up near the initial condition, so a canonical transformation results which has a fixed point
set. In general, nearby periodic trajectories will have much larger periods in general, and can
be ignored when we are interested in looking at trajectories with the given period. A linearized
tangent space approximation to the dynamics can be used [12-13].
A set of Darboux coordinates qi , pi can be chosen on the manifold based at the fixed point to
provide a parametrization of the tangent space at the fixed point. Thus the symplectic form can
P
be written as Ω = i d qi ∧ d pi . A ladder operator algebra can be associated with each pair of
canonical coordinates
1
â†i = √ (q̂i − ip̂i ).
2

1
âi = √ (q̂i + ip̂i ),
2

(6)

To evolve the system in quantum mechanics, a canonical linear transformation is defined and
represented by a matrix that preserves Ω. Preserving Ω corresponds to the condition
U T ΩU = Ω.

(7)

In (??), Ω is represented by an antisymmetric matrix and U T its transpose. The linearized phase
space can be decomposed into subspaces that diagonalize U . If U is a real matrix with eigenvalue
λ, then λ̄ must be an eigenvalue as well. Then (??) can be written also as
U T = ΩU Ω−1

(8)

and U T is conjugate to U −1 . Any eigenvalue of U T corresponds to an eigenvalue of U , since a
matrix and its transpose have the same set of eigenvalues. In fact, the eigenvalues of U T are
reciprocals of the eigenvalues of U . To any eigenvalue, a four-dimensional subspace of phase
space can be associated. This may be possibly a complexified linear space spanned by the set
of eigenvectors which correspond to the four eigenvalues λ, λ̄, λ−1 and λ̄−1 which are typically
distinct. The action of Ω is closed on these linear subspaces as can be understood by taking the
6

eigenvectors v1 , v2 of U and using the fact that ΩU = (U T )−1 Ω. This gives the third equality,
T
v2T ΩU v1 = λ1 v2T Ωv1 = v2T (U T )−1 Ωv1 = λ−1
2 v2 Ωv1 .

(9)

T
T
Equating the first and last terms, (??) implies that λ1 v2T Ωv1 = λ−1
2 v2 Ωv1 . Hence if v2 Ωv1 is

nonzero, it must be that λ2 = 1/λ1 . The linearized phase space can be decomposed into fourdimensional linear subspaces such that the action of U on Ω closes on these subspaces as there are
no degeneracies in the eigenvalues. Note that there are three different cases of degeneracy that are
possible. For λ = λ̄ the eigenvalues are real, and the subspace is two-dimensional. These are called
unstable directions. Upon iteration the distance from the origin grows indefinitely. The second
case, λλ̄ = 1 also gives a two-dimensional slice of phase space. The eigenvalues are situated on
2
the unit circle in C, and the direction is stable. The last case is λ1 = λ−1
1 or λ1 = 1. These come

in pairs because Ω is antisymmetric and nondegenerate. This means there exists an eigenvector
v2 corresponding to an eigenvector v1 such that v2T Ωv1 6= 0. If v2 is an eigenvector of U itself,
it has the same eigenvalue. This last case is at the intersection of stable and unstable subspaces
and so is referred to as marginally stable. The matrix may not be diagonalizable here, but could
be expressed in upper-triangular form, so different things may happen.
Since the phase space may be broken up into a collection of subspaces this way. Let us consider
each subspace as a phase space in which two oscillators are defined. To form an algebra, we use the
operators â, â† and b̂, b̂† that generate oscillator algebras such that â† has charge +1 and b̂† charge
−1. A discrete dynamics can be imposed on this space with U (1) charge given by Q = â† â − b̂† b̂
and commutation relations defined by
[â, â† ] = [b̂, b̂† ] = 1,

[â† , b̂† ] = 0 = [â† , b̂].

(10)

This set of operators can be mapped onto another set of operators by means of a linear unitary
algebra preserving transformation, which with adjoint is given by
!
!
!
!
!
!
ã†
A B
â†
ã
A∗ B ∗
â
=
,
=
.
b̃
C D
b̂
b̃†
C ∗ D∗
b̂†

(11)

The commutation relations between the old and the new operators ought to be preserved due to
unitarity. From this requirement, constraint equations on the matrix elements follow. From the
7

commutation relations the first constraint is
[ã, ã† ] = |A|2 [â, â† ] + |B|2 [b̂† , b̂] = |A|2 + |B|2 = 1.

(12)

This has a parametrized solution A = cosh(ξ) · exp(iσ + iϕ) and B = sinh(ξ) · exp(iσ + iϕ) The
next bracket is
[ã† , b̃† ] = AC ∗ [â† , â] + BD∗ [b̂, b̂† ] = BD∗ − AC ∗ = 0.

(13)

Results (??) and (??) imply the matrix elements satisfy
D
A∗
exp(−iσ) · cosh(ξ)
= ∗ =
.
C
D
exp(−iσ) · sinh(ξ)

(14)

Since |D|2 − |C|2 = 1, D and C must differ from A∗ and B ∗ by an overall phase. The most general
transformation can be written in matrix form as follows,
!
!
!
†
iϑ
iσ
â
e
cosh(ξ)
e
sinh(ξ)
ã†
.
= eiϕ −iσ
b̂
e sinh(ξ) e−iϑ cosh(ξ)
b̃

(15)

The transformation for â, b̂† follows by taking Hermitian conjugation of (??). This transformation
has the form of an element of U (1) × SL(2, R) with eiϕ corresponding to the U (1) factor. Taking
this factor to be one, the eigenvalues of the matrix in (??) are obtained by solving its characteristic
polynomial which is found to be
λ2 − 2 cos(ϑ) cosh(ξ) · λ + cosh2 (ξ) − sinh2 (ξ) = 0.

(16)

The eigenvalues are given by the roots of this polynomial as
q
λ± = cos(ϑ) cosh(ξ) ± cos2 (ϑ) cosh2 (ξ) − 1.

(17)

When | cos(ϑ) cosh(ξ)| > 1 holds the eigenvalues are real and inverses of each other, that is,
± exp(ξ∗ ) and ± exp(−ξ∗ ). When | cos(ϑ) cosh(ξ)| ≤ 1, the roots are complex and reside on the
unit circle and are written exp(±iϑ∗ ). The factor eiϕ can be used to ensure the eigenvalues are
positive.
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4

Development of Quantum Dynamics

To initiate the dynamics, an initial state on which the operator acts must be defined. The state
which is annihilated by the operators â, b̂ can be used
â|0i0 = b̂|0i0 = 0.

(18)

After m iterations of the matrix operator U which generates the dynamics, the initial state |0i0 is
mapped to the state |0im under unitary evolution. The operators are mapped to âm , â†m , b̂m and
b̂†m in such a way that the charge Q = â†m âm − b̂†m b̂m is preserved such that â†m creates particles
and b̂†m creates antiparticles.
It must be known how to express the state after application of the canonical transformation.
Suppose operators âN , b̂N are given such that
b̂|0i0 = (Db̂N + Câ†N )|0i)0 .

(19)

Then (??) can be interpreted as an eigenvector of the lowering operator b̂N . It may be thought
that there is an operator-valued eigenvalue proportional to â†N , and it can be written in a form
similar to coherent states as

|0i0 = N exp − CD−1 â†N b̂†N |0i1 .

(20)

In (??) N is a constant which can be used to normalize the state. In general, after m iterations

−1 † †
|0i0 = N exp − Cm Dm
âm b̂m |0im ,

(21)

where Cm and Dm are defined to be the two bottom elements of the matrix form of U m . State
|0i0 is a squeezed state in terms of a new operator algebra which is generated after m iterations,
and is independent of ϕ, which appears in A and B.
The entanglement entropy has to be analyzed for a state of the form,

|Ωi = N exp α â† b̂† |0i,

(22)

where α is a complex constant. A factorization of the Hilbert space must be chosen next. It is
natural to factor the Hilbert space according to the operator algebras of â, b̂ separately. This will
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allow the trace over the set of b̂ oscillators to be done. From this the rate of growth of the entropy
as a function of time can be calculated based on the iteration (??).
Suppose the normalized states are |n, mi for the two sets of operators so the states k! |k, ki =
â† k b̂† k |0, 0i have norm k!. Expanding the exponential
X
 X αk † k † k
exp αâ† b̂† =
a b̂ |0, 0i =
αk |k, ki.
k!
k
k
The norm of the state is

P

k

(23)

α2k = 1/(1 − |α|2 ), which is finite provided that |α| < 1.

To get the reduced density matrix now, trace over the b̂ degrees of freedom. The reduced
density matrix for the â degrees of freedom is obtained
ρa = (1 − |α|2 )

X

|α|2k |kihk|.

(24)

k

The thermal density matrix for a harmonic oscillator with algebra â, â† resembles (??) The
Boltzmann factor is obtained from exp(−β~ω) = |α|2 , so with respect to the oscillators â, the
dynamics moves in heat.
The entropy of the diagonal density matrix (??) is the entanglement entropy of the subsystem
composed of the â oscillators. Using orthogonality of the states |ki repeatedly and setting x = |α|2 ,
Sa is found to be
Sa = −Tr [ρa log(ρa )] = − log(1 − x) − (1 − x)

X
m

= − log(1 − x) + log(1 − x)

∞
X
X
1
x |mihm|
(1 −
|kihk| xk )s
s
s=1
k
m

x
x
log(x) = − log(1 − x) +
log(x).
2
(1 − x)
1−x

(25)

This does not depend on the phase of α as x is real.
Consider once more the squeezed state which results upon repeated iteration of the unitary
operator dynamics that has been established
!m
!
A
B
cosh(m
ξ
)
sinh(m
ξ
)
∗
∗
Um =
=
.
C D
sinh(m ξ∗ ) cosh(m ξ∗ )

(26)

This results in setting
|αm | = tanh(m ξ∗ ).
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(27)

For large m, variable xm therefore behaves as
.
xm = tanh2 (m ξm ) = 1 − 4e−2mξ∗ .

(28)

1
.
Sa = log( e2mξ∗ ) = 2mξ∗ + O(1).
4

(29)

The entropy then behaves as

This implies that the asymptotic growth rate per unit time is characterized by ξ∗ . It is asynptotically linear in time, and this growth is governed by the eigenvalues of the operator U . It will be
seen that there is an interpretation for this in terms of Lyapunov exponents. Another important
observation is that for a more general type of matrix, the corresponding ξ will satisfy ξ ≥ ξ∗ . Thus
the entropy for other types of initial states related to the vacuum by the action of that matrix is
larger than this particular case developed now.
As each general matrix is conjugate to U , the m-th power is calculated by first writing down
the following matrices
T =

!
eiγ2 cosh(γ1 ) eiγ3 sinh(γ1 )
,
e−iγ3 sinh(γ1 ) e−iγ2 cosh(γ1 )
Um =

T −1 =

!
e−iγ2 sinh(γ1 ) −eiγ3 sinh(γ1 )
,
−e−iγ3 sinh(γ1 ) eiγ2 cosh(γ1 )

!
cosh(mξ∗ ) sinh(mξ∗ )
.
sinh(mξ∗ ) cosh(mξ∗ )

(30)

Matrices (??) are then used to compute the product
!
eiϑm cosh(ξm ) eiσm sinh(ξm )
= T U m T −1
e−iσm sinh(ξm ) e−iϑm cosh(ξm )
=

!
!
!
eiγ2 cosh(γ1 ) eiγ3 sinh(γ1 )
cosh(mξ∗ ) sinh(mξ∗ )
e−iγ2 cosh(γ1 ) −eiγ3 sinh(γ1 )
e−iγ3 sinh(γ1 ) e−iγ2 cosh(γ1 )
sinh(mξ∗ ) cosh(mξ∗ )
−e−iγ3 sinh(γ1 ) eiγ2 cosh(γ1 )
(31)

From the product (??), extract the (1, 1) element. This can be used to give a result for cosh(ξ∗ ),
eiϑm cosh(ξm ) = cosh2 (γ1 ) cosh(mξ∗ ) + sinh(γ1 ) cosh(γ1 ) sinh(m γ∗ )
−ei(γ2 −γ3 ) cosh(γ1 ) sinh(γ1 ) sinh(mξ∗ ) − sinh2 (γ1 ) cosh(mξ∗ )
11

= cosh(mξ∗ ) + 2i cosh(γ1 ) sinh(γ1 ) sinh(γ3 − γ2 ) sinh(2mξ∗ ).

(32)

This result implies that | cosh(ξ∗ )|2 is modified asymptotically accordingly,
. 1
| cosh(ξm )|2 = (1 + | sinh(2γ1 ) sin(γ3 − γ2 )|2 exp(2mξ∗ ).
4

(33)

This has the implication that in the formula which determines the entropy, this only effects the
O(1) terms by a factor of log(1 + | sinh(2γ1 ) sin(γ3 − γ2 )|2 ). This is independent of the iteration
parameter, so the result
Sm = 2m ξ∗ + O(1)

(34)

remains valid independently of the initial state. Another choice simply amounts to another conjugation. From these choices of initial state and evolution operator, this means the entropy is
smallest for the particular matrix U that has been used. Asymptotically, this difference is negligible. The linear approximation is quite good and justifies the omission of nearby orbits.

5

Dependence on Course Graining

The entropy of entanglement has been calculated for this kind of system based on a particular
factorization of the Hilbert space into subspaces. If this prescription is changed so that a different
linear combination of raising and lowering operators is used to provide the distinction between
particles and antiparticles, it can be shown there is the same asymptotic growth in the large m
limit. These results generalize to include canonical linear transformations not just those that
preserve the U (1) charge. The trace over the b̂ oscillators has just been done for a pure state of
the form

|Ωi = N · exp iâ† b̂† |0i.

(35)

The entropy growth was obtained under (??). There is a certain simplicity in this because the
density matrix ρa for the â oscillators is already diagonal in the number operator basis after the
b̂ oscillators have been factored out. However, if such a diagonal form is not available, something
else has to be done [14].
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To do so begin by observing the oscillator can be rotated by means of a rotation matrix which
is also a class of transformation known as a Bogolubov transformation which is represented as
!
!
!
cos(θ) cos(θ)
â†r
â†
.
(36)
=
b̂†
− sin(θ) cos(θ)
b̂†r
Rotation (??) preserves the operator algebra but is not the same as the evolution considered
already since the Noether charge is not preserved unless θ = 0. Thus the U (1) symmetry is
violated. The states are more complicated under such a rotation, even though the vacuum does
not change. What this achieves is a redefinition of particle and antiparticle at a given time on a
different course-graining of the system into system and environment. Under mapping (??), state
|Ωi has the form


2
2
† †
†2
|Ωi = N · exp α (− cos(θ) sin(θ)â†2
r + (cos (θ) − sin (θ))âr b̂r + cos(θ) sin(θ)b̂r ) |0i.

(37)

The trace over the b̂r oscillators has to be done and the result of this is used to compute the
density matrix for the â†r oscillators. A more general SU (2) rotation for (??) can be considered
which will modify relative phases in |Ωi.
An efficient way in which the reduced density operator can be calculated is to use the holomorphic representation of the oscillator. Known also as the Bargmann representation, there are the
operator identifications â† → z and â → ∂/∂z. For any entire function, there is a corresponding
state |ψi = Ψ(â† )|0i and the annihilation operator acts as ∂, or â|Ψi = ∂ψ(â† )|0i. There is an
inner product on the space defined to be,
1
hφ|ψi =
π

Z
φ(z̄)ψ(z) dzdz̄.

(38)

The state |Ωi is represented by
|Ωi → Ω(z, w) = N exp[α(− 21 sin(2θ)z 2 + cos(2θ)z w + 21 sin(2θ)w2 )],
(39)
hΩ| → Ω̄(z̄, w̄) = N

exp[α(− 21

1
2

sin(2θ)z̄ 2 + cos(2θ)z̄ w̄ + sin(2θ)w̄2 )].

The trace over the b̂ oscillator amounts to evaluation of an integral and it is briefly outlined how
this is calculated,
1
ρa (z, z̄) = Trb |ΩihΩ|) =
π

Z

Ω(z, w)Ω̄(z̄, w̄) · e−ww̄ dw dw̄
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N2
α
=
exp − (z 2 + z̄ 2 ) sin(2θ)) ·
π
2


α sin(2θ)
−1
exp (w w̄)
−1
α sin(2θ)
!
w 
+α cos(2θ)(z z̄)
dw dw̄.
w̄
Z

!

w
w̄

!

(40)

Define the matrix H to be
H=

!
α sin(2θ)
−1
.
−1
α sin(2θ)

(41)

The determinant of H is |H| = α2 sin2 (2θ) − 1, and so H −1 can be calculated directly. Integral
(??) results in an exponential of the following quantity,
!


z
α2 cos2 (2θ)
cos2 (2θ)
2
2
2
α
sin(2θ)(z
+
z̄
)
−
2α
z z̄
=−
z z̄ H −1
2(α2 cos2 (2θ) − 1)
2(α2 sin2 (2θ) − 1)
z̄
=α

(1 − α2 ) sin(2θ)(z 2 + z̄ 2 ) − 2α cos(2θ)z z̄
(α2 − 1) sin(2θ)(z 2 + z̄ 2 ) + 2α cos(2θ)z z̄
=
α
. (42)
2(α2 sin2 (2θ) − 1)
2(1 − α2 sin2 (2θ))

The density matrix (??) is then given by
 (α2 − 1) sin(2θ)(z 2 + z̄ 2 ) + 2α cos(2θ) z z̄ 
1 − α2
exp
α
.
ρa (z, z̄) = p
2(1 − α2 sin2 (2θ))
1 − α2 sin2 (2θ)

(43)

The density operator (??), treating z, z̄ as independent, can be put in the form
ρa (z, z̄) = Q0 exp[Q1 z 2 + Q2 z z̄ + Q∗1 z̄ 2 ].

(44)

Since a logarithm appears in the entropy of these operators this kind of exponential form is useful
to have for calculating entropy. Another parametrization of ρa (z, z̄) is


1
1
ρa (z, z̄) = √ exp −
(−xz 2 + 2z z̄ − x∗ z̄ 2 ) + z z̄ .
2N
N

(45)

With this parametrization, the operator expectation values are given in terms of x, y and x̄ as
hâ2 i = Tr(â2 ρa ) = x,

hâ† 2 i = Tr(â†2 ρa ) = x̄,

hâ† âi = Tr(â† âρa ) = y.

(46)

For ρa to be normalized to one, it must hold that N = y 2 − |x|2 , and hermiticity requires that
y > 0. Comparing coefficients of (??) and (??)
Q1 =

x
,
2N

Q2 = 1 −
14

y
,
N

1
Q0 = √ .
N

(47)

From (??) it is possible to solve for N ,
N=

1
(Q2 − 1)2 − 4|B1 |2

.

(48)

It will be useful to define the parameter χ which will appear in the result for entropy
1
B2 1
χ2 = (y − )2 − |x|2 = 2 + .
2
B0 4

(49)

The von Neumann entropy is to be calculated explicitly and an exponential form for the density
matrix in terms of the operators of the algebra is especially useful,

 1
ρ = C exp − (A(ââ† + â† â) + Bâ2 + B̄â† 2 ,
2

(50)

where A is real and A ≥ |B| for convergence.
If an operator of this form is to match (??), it has to be completely determined by the expectation values of the three operators â† â, â† 2 and â2 , and these should be computed first. A way
to do this is to carry out a Bogolubov transformation to render it in a more standard form so we
write
â
â†

!

−iσ

=

cosh(ϑ)
−e sinh(ϑ)
−e sinh(ϑ)
cosh(ϑ)

!

−iσ

b̂
b̂†

!
.

(51)

Take ϑ and σ so that the following constraints hold
A = 2D cosh(2ϑ),

B = 2De−iσ sinh(2ϑ),

D=

1p 2
A − |B|2 .
2

(52)

In terms of the operators b̂ and b̂† , the density matrix is
ρa = C exp(−D(b̂b̂† + b̂† b̂)).

(53)

The number operator for the b̂-oscillators is defined to be N̂b = b̂† b̂, so (??) can be written in
terms of the operator N̂b

ρa = C exp − D(N̂b + N̂b† ) .

(54)

The expectation values of the â-operators can now be calculated starting with
1
hâ2 i = Tr(â2 ρ) = hcosh2 (ϑ)b̂† 2 − eiσ sinh(2ϑ)(N̂b + N̂b† ) + e2iσ sinh2 (ϑ)b̂† 2 i.
2
15

(55)

Due to the structure of (??) a basis of eigenvectors of the number operator is most effective here.
This suggests ρa should be used on an orthogonal basis of eigenvectors of the number operator,

ρa = C exp − D(b̂b̂† + b̂† b̂) = Ce−D exp[−D (2b̂b̂† + 1)] = Ce−D exp[−2DN̂b ].

(56)

For ρa to be normalized, Trρa = h1i = C(sinh(D))−1 /2, we find that C = 2 sinh(D). The expectation value of the next operator is
†

†

hb̂ b̂i = Tr(b̂ρa b̂ ) = Ce

−D

∞
X

−2DN̂b †

−D

b̂ |mi = Ce

hm|b̂e

= Ce

(m + 1)hm + 1|e−2DN̂b |m + 1i

m=0

m=0

−D

∞
X

∞
X

(m + 1)e−2D(m+1) =

m=0

e−D
.
2 sinh(D)

(57)

Using (??) it follows that
hb̂† b̂ + b̂b̂† i = 2hb̂† b̂i + 1 = coth(D),

(58)

and
B̄
1
coth(D) = x,
hâ2 i = − eiσ sinh(2ϑ) coth(D) = −
2
4D

hââ† i = cosh2 (ϑ)hb̂b̂† i+sinh2 (ϑ)hb̂† b̂i = y.
(59)

The entropy can now be calculated beginning with its definition and(??)
S = −hlog(ρa )i = −Tr(ρa log(ρa )) = − log(C) +
= − log(C) +

A
B
B̄
hââ† + â† âi + hâ2 i + hâ† 2 i
2
2
2

(60)

4D
1
1
4D
4D
1
(y − )(y − ) −
|x|2 = − log(C) +
((y − )2 − |x|2 )
coth(D)
2
2
coth(D)
coth(D)
2

= − log(C) + D coth(D) =

χ + 21 
1
1
1
1
log(χ + ) + log(χ − ) + χ log
.
2
2
2
2
χ − 21

It is recalled that

s
χ=

α2 cos2 (2ϑ) 1
+ .
(1 − α2 )2
4

(61)

(62)

The important thing to realize is that for large times, αm → 1. In this case, χm also becomes large
in value and is in fact dominated by the first term under the root. Consider a large χ expansion
1
1
1
.
S = (χ + ) log(χ) − (χ − ) log(χ) + O(1) = log(χ) + O(1) ≈ log( 2
) + O(1).
2
2
(αm − 1)
16

(63)

Noting that we had |αm | = tanh(mξ∗ ) the asymptotic behavior found already results, but the
O(1) term acts to lower the entropy rather than raise it up.
There is a final point to discuss. Suppose there are two different real eigenvalues and their
inverses. To each pair of eigenvalues, a pair (q, p) can be associated in phase space, with raising
and lowering operators β̂i , β̂i† as done before. A Bogolubov transformation will mix these operators
for each i independently of each other. If operator ĉi is transformed into a linear combination of
two new operators ĉi,N and ĉ†i,N , it will look like ĉi = cosh(τ )ĉi,N + sinh(τ )ĉ†i,N . This generates a
squeezed state
|0i0 = N exp


1
1
tanh(τ1 )ĉ†,2
tanh(τ2 )c†2 2 .
1 +
2
2

(64)

This is a product state which gives no entropy production. In the holomorphic representation
basis, this corresponds to a state
|0i0 = N exp

1

1
tanh(τ1 )z 2 + tanh(τ2 )w2
2
2

(65)

and to eigenvalues exp(±τ1,2 ) corresponding to different directions in phase space. Upon repeated
iteration of this we get
|0im = N exp

1

1
tanh(mτ12 )z 2 + tanh(mτ2 )w2 .
2
2

(66)

As long as the ξ1,2 are non-zero, the large iteration limit produces coefficients tending to 1/2.
Suppose it is asked what the dependence of the entropy growth on the rotation parameters is.
The available rotations would belong to SU (2). The behavior under large iteration is to be
studied. A linear transformation between operators β1† , β2† with real parameters gives a result in
which there is cancelation of cross terms in the squeezed state which is still factorized. A complex
transformation is more suitable and it is taken to be of the form,
z = cos(θ)z1 + sin(θ)w1 ,

w = sin(θ)z1 + cos(θ)w1 .

(67)

The corresponding squeezed state in the new basis is
|0i0 = N exp


s1
s2
(cos(θ)z1 + i sin(θ)w2 )2 + (i sin(θ)z1 + cos(θ)w1 )2 .
2
2
17

(68)

Let the quadratic form in the exponential be called P (z1 , w1 ). The density matrix for z1 is obtained
by tracing over the w1 mode with the result
Z
ρ1 (z1 , z̄1 ) =



d2 w1 exp P̄ (z̄1 , w̄1 ) + P (z1 , w1 ) − w1 w̄1 ) .

(69)

The exponential contains a Gaussian with a shift in w1 , w̄1 and can be replaced by the values at
the critical point of the Gaussian for fixed z, z̄. The value of χ that results is
χ2 =

(1 + tanh(mξ1 ) tanh(mξ2 ))2 − (tanh(mξ1 ) + tanh(mξ2 ))2 cos2 (2ϑ)
4(1 − tanh2 (mξ1 ))(1 − tanh2 (mξ2 ))
=

1
[3 + cosh(2m(ξ1 + ξ2 )) − 2 cos(4ϑ) sinh(m(ξ1 + ξ2 ))2 ].
16

(70)

This means the entanglement entropy of subsystem a is the same as the entanglement entropy.
No entropy is generated in the case χ2 ]ϑ=0 = 1/4.
Going to the limit of a large number of iterations, the entropy is growing as
.
S = log(exp(m(ξ1 + ξ2 )) + O(1) = m(ξ1 + ξ2 ) + O(1).

(71)

except on a set of measure zero when cos(4ϑ) = 1. When ξ1 = ξ2 = ξ∗ , previous results are found
[15-16].

6

Entropy and Lyapunov Functions

This work can be set in a general context which sheds light on the nature of entropy in general.
The usual thermodynamic entropy exists only for systems having a well-defined temperature which
means being in an equilibrium state. The concept of entropy as the logarithm of of the phase
space extension gives the first entropy expression defined arbitrarily far from equilibrium. In the
limit of a thermal equilibrium state the entity introduced turns into the relevant thermodynamic
entropy. At present, there is the belief that there is no unique extension of thermal entropy
outside equilibrium. Boltzmann was able to extract something which explicitly shows the difference
between forward and backward time. evolution. In one direction, the entropy clearly increases.
This is the case illustrated here, and the particular quantity associated with the development is a
18

Lyapunov function or exponents. In a physical context such a function may be considered to be
a generalized entropy. Perhaps this is how entropy should be thought of, that is, as a Lyapunov
function for both open and closed systems.
In this light, von Neumann’s entropy can be considered as a conceptual counterpart to Shannon’s classical information based entropy. Another quantity which is related is that introduced
by Fano [17]
S2 = − log [Tr(ρ2 )].

(72)

In some sense, if ρ is uniquely defined, the two definitions should agree. In general though it is
the case that SvN ≥ S2 .
Open systems especially have the property that a direction of time always seems to be implied,
and is manifested in a collective quantity having monotonic evolution towards the future.
For comparison with the system just considered, let us briefly examine the following simpler
model. Consider a 3-level system consisting of two excited states |1i and |2i decaying spontaneously to a ground state |0i. If the simplifying assumption is made to ignore the influence of the
Hamiltonian, the density matrix equations can be summarized as
 
  
ρ11
−Γ1
0 0
ρ11
d   
 
ρ22  =  0 −Γ2 0 ρ22  .
dt
ρ00
Γ1
Γ2 0
ρ00

(73)

The off-diagonal elements decouple completely and are not considered further. This model is
uncomplicated and shows the idea of entropy as a monotonically increasing function loses its
relevance in the general case. Assume the initial state is given in the form
ρ(0) =


1
|1ih1| + |2ih2| ,
2

(74)

the solution to (??) is
1
ρ11 (t) = e−Γ1 t ,
2

1
ρ22 (t) = e−Γ2 t ,
2

ρ00 (t) = 1 −

1 −Γ1 t 1 −Γ2 t
e
− e
.
2
2

(75)

At the initial time, both entropies are the same log(2), but later on they begin to differ. For the
case in which Γ1 = Γ2 , they are
SvN (t) = eΓ1 t (log(2) + Γt) − (1 − e−Γt ) log(1 − e−Γt ),
19

3
S2 (t) = − log(1 − 2e−Γt + e−2Γt ). (76)
2

Both increase to a maximum and then decrease to zero, and both have minimum value log(3) at
the point at which all three levels have equal probabilities.
Now let us return to the results obtained here and continue the analysis. Suppose a general
chaotic Hamiltonian dynamical system is considered with finitely many degrees of freedom corresponding to canonical pairs qi , pi and governed by a time-independent Hamiltonian. Let this
(0)

(0)

system have periodic trajectory with period T and it is characterized as qi (t), pi (t). One would
like to consider the evolution of very close, nearby trajectories. The evolution of the deviations
themselves is given by a first order set of coupled homogeneous differential equations with time
dependent coefficients.
There is a monodromy matrix, or Floquet operator, associated with this problem. It expresses
any solution after time T in terms of known solutions as v(t + T ) = Φ(t)v(t) such that t < T .
Here v(t) is any solution vector of linearly independent solutions to the equations of motion and
Φ(t) is a form of the Floquet operator. The monodromy matrix is just 1 corresponding to the
change t → t+δt. In a typical case, it should be possible to decompose the associated vector space
according to the eigenvectors of Φ(T ). Only those that correspond to eigenvalues different from
one need be kept, and this space is analogous to the space assumed earlier to be four-dimensional.
Assume the eigenvalues of Φ(T ) are arranged in groups of four λ, λ̄, λ−1 and λ̄−1 , all distinct
with λ = eκ+iη and κ > 0. Take a basis in which the matrix Φ(t) is diagonal, so the Jacobian matrix
of the dynamics has eκ+iη , eκ−iη , e−κ−iη , e−κ+iη along the main diagonal. The Lyapunov exponents
are defined to be the logarithms of these eigenvalues of the matrix with L = limm→∞ ((J m )† J m )
= diag(eκ eκ e−κ e−κ ). These exponents come in pairs due to the conservation of the symplectic
form. Within each group they occur as (κ, κ, −κ, −κ). The exponents for the continuous time
system have to be scaled by a factor T , so this indicates the separation rate of close points grows
exponentially in time as eκt/T . By Pesin’s theorem, the Komologrov-Sinai entropy is the sum of
the positive, Lyapunov exponents, corresponding to expansion, times degeneracy δi
SKS =

X

δi κi .

(77)

κi >0

This gives an idea as to the rate at which information concerning initial conditions is lost due to
20

the dynamics. As in the quantum situation, the set of possible initial conditions is subdivided
into a course-grained set of small volume cells. There is a classical entropy SC (t) associated with
some coarse-graining that in a small size cell and large time grows as
SC (t) = SKS t =

X

δi κi t.

(78)

i

This has the implication that SC (mT ) = 2mκ. This is exactly what was obtained in the quantum
analysis, upon identifying the operator Φ(T ) with U and κ with ξ∗ . The case in which the
eigenvalues of Φ break up into two groups goes in a similar way. Consequently the asymptotic
growth rate of the entanglement entropy is equal to the sum of the positive Lyapunov exponents.
This implies the asymptotic convergence of the classical entropy and entanglement entropy.

7

Conclusions

Entropy appears in different ways and forms. Thermodynamic entropy can only be defined
uniquely at thermal equilibrium or very nearby. It was Boltzmann who extended the idea. This
leads to the interpretation of entropy as a measure of the disorder or uncertainty related to a given
system. Here it has been made clear that there is yet a more unified way in which to look at and
study entropy. This is related to the study of an associated Lyapunov function.
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