Adult Word Learning 4 vocational/technical schools; Institute of Education Sciences, 2011), placing them in the same noisy environment as students without disabilities. However, students with disabilities may find noisy environments even more challenging. Even if not pursuing classroom-based training, work settings also can entail background noise, which may impact workers who need to acquire skills on the job. In fact, adults with disabilities are more likely to be employed in noisy work settings such as production, transportation, and material moving occupations than adults without disabilities (Bureau of Labor Statistics, 2014) . Taken together, there is a clear need to expand word learning theories that have been developed from experiments in quiet environments to reflect the real world conditions where learning occurs. As a first step in this direction, the current research focuses on word learning in noise by adults without disabilities to set the foundation for future clinical research with adults with communication disorders.
What is the impact of noise on language processing? When a listening environment is less than optimal, adults tend to rely more on top-down processing of phonological and lexical representations to predict unknown or obscured information than bottom-up processing of acoustic-phonetic information (Wróblewski, Lewis, Valente, & Stelmachowicz, 2012) . Noise distorts or degrades acoustic-phonetic information. Thus, in noisy environments, bottom-up processing of distorted and/or degraded acoustic-phonetic information may require more listening effort than in quiet environments (e.g., Rabbitt, 1968) , which is less efficient and renders top-down processing of phonological and lexical information more necessary. Past research in quiet listening conditions shows that phonological and lexical representations are used during language processing. However, the effect of these representations may be more marked or different in noisy environments due to the greater reliance on top-down processing.
To validate this hypothesis, we investigate the effect of word characteristics on word learning by adults without hearing loss in noise. In the following sections, we will review word learning Adult Word Learning 5 theory focusing on form representations, the effect of the representations indexed by specific characteristics of words on word learning, and the effect of noise on word learning.
Phonological and Lexical Representations
Known words stored in long-term memory serve as cues for word learning. Specifically, two form representations, phonological and lexical representations, of known words in long-term memory influence word learning (Gupta & MacWhinney, 1997) . Phonological representations of a word consist of individual sounds (e.g., /b/, /ae/, /t/ in the word, "bat"), while lexical representations consist of the whole-word sound sequence (e.g., /b ae t/). According to one theory, when a listener hears a word, the listener breaks down the sound information into phonemes and matches them with what is stored in long-term lexical memory (StuddertKennedy, 1974) . Then, the listener identifies whether the word is known or novel. If the input has an exact match with existing representations in long-term memory, the listener identifies the word as a known word, initiating word retrieval. On the other hand, if the input does not have an exact match with existing lexical representations in long-term memory, the listener identifies the word as novel, initiating word learning. This process of initiating word learning is referred to as triggering (e.g., Storkel, Armbrüster, & Hogan, 2006) . Note, it is assumed that the individual sounds and sound sequences in a novel word have a matching phonological representation, indicating that the sounds are known sounds rather than novel sounds as in, for example, foreign language learning where the listener may encounter novel sounds. Once triggering of word learning takes place, the sound sequence of the novel word is held in working memory over a short period of time (Baddeley, Gathercole, & Papagno, 1998 for review) with a potential aid of existing phonological and lexical representations while the new lexical representation is being created (e.g., Gathercole, Frankish, Pickering, & Peaker, 1999; Roodenrys & Hinton, 2002; Roodenrys, Hulme, Lethbridge, Hinton, & Nimmo, 2002; Thomson, Richardson, & Goswami, Adult Word Learning 6 2005) . This process of creating a new lexical representation is often referred to as configuration (Leach & Samuel, 2007) or encoding (McGregor, 2014) .
These two stages of word learning (triggering and configuration) have been distinguished in prior word learning studies by examining how word learning (1) unfolds over time (e.g., Storkel & Lee, 2011) , (2) changes across partially versus fully correct responses (e.g., Storkel, Armbrüster, & Hogan, 2006) , or (3) differs in distinct tasks (e.g., Pittman & Schuett, 2013) .
Specifically, in Storkel and Lee (2011) , novel words were exposed multiple times at the maximum of six training-testing cycles over two days. Word learning following few exposures was assumed to tap triggering, whereas word learning following many exposures was assumed to tap configuration. In Storkel and colleagues (2006) , a partially correct response (i.e., a response was considered as correct only when two out of three phonemes in a word were correct) was assumed to index an early stage of word learning (triggering), whereas a completely correct response (i.e., a response was considered as correct only when three out of three phonemes in a word were correct) was assumed to index a later stage of word learning (configuration). In Pittman and Schuett (2013), the triggering process was measured using a nonword detection task in which children with hearing loss were asked to count the number of nonwords in a presented sentence.
Phonotactic Probability and Neighborhood Density
The role of existing phonological and lexical representations in long-term memory in word learning can be inferred by examining the effects of specific characteristics of words, such as phonotactic probability and neighborhood density. Phonotactic probability, a characteristic of phonological representations (Vitevitch, Luce, Charles-Luce, & Kemmerer, 1997) , refers to the likelihood of the occurrence of individual sounds and sound sequences in a language. Some individual sounds and sound sequences in a language occur frequently, which are referred to as high probability sequences (e.g., pass or car), whereas other sounds and sound sequences in a Adult Word Learning 7 language occur infrequently, which are referred to as low probability sequences (e.g., wave or lose). Note that phonotactic probability is based on sound sequences in a word, whereas word frequency is based on a whole word. Some high-frequency words consist of sound sequences with high phonotactic probability (e.g., car) and other high-frequency words consist of sound sequences with low phonotactic probability (e.g., book); some low-frequency words consist of sound sequences with high phonotactic probability (e.g., kite) and other low-frequency words consist of sound sequences with low phonotactic probability (e.g., wave). On the other hand, neighborhood density, a characteristic of lexical representations (Luce & Pisoni, 1998) , refers to the number of known words that sound similar to a given word based on a one sound substitution, deletion, or addition in any word position. For example, neighbors of 'rail' /rel/ include 'gale' /gel/, 'roll' /rol/, 'race' /res/, 'ray' /re/, and 'trail' /trel/.
Words with many neighbors are referred to as words with high density (e.g., rail or light), whereas words with few neighbors are referred to as words with low density (e.g., house or mesh). An adult word learning study conducted by Storkel, Armbrüster, and Hogan (2006) reveals that adults use these word characteristics in learning novel words under quiet listening conditions.
In Storkel and colleagues (2006) , the effects of phonological and lexical characteristics on word learning in adults were strong. In particular, each variable showed an independent effect on word learning without any significant interaction. Specifically, adults learned more words with low phonotactic probability sound sequences than words with high phonotactic probability sound sequences when learning was measured via partially correct responses, which was assumed to index triggering. Words with low phonotactic probability are presumably more easily recognized as new words, triggering word learning efficiently (Storkel, 2009; Storkel et al., 2006; Storkel & Lee, 2011) because they sound less like other known words, whereas words with high phonotactic probability sound very similar to known words (Frisch, Large, & Pisoni, 2000;  Vitevitch, Luce, Charles-Luce, & Kemmerer, 1997). That is, a new word may be mistaken for a known word when phonotactic probability is high, failing to trigger learning of the new word.
Regarding the lexical characteristic, adults learned words with high density more accurately than words with low density when learning was measured via fully correct responses, which was assumed to index configuration. Sound sequences in words with high density are hypothesized to be easier to hold in working memory than those with low density because of the support from the many existing lexical representations in long-term memory. This leads to the creation of a more accurate and detailed new lexical representation in long-term memory for high than for low density novel words (Storkel et al., 2006; Storkel & Lee, 2011) . These findings present robust evidence that the effects of phonotactic probability and lexical density on word learning are independent.
Effect of Noise on Word Learning
The current model of word learning, however, makes no predictions about the effect of the perceptual environment, such as the impact of background noise on word learning. Listeners are surrounded by noise, and noise degrades acoustic-phonetic input. For the most part, studies of phonotactic probability and neighborhood density have not reflected these real-world conditions, limiting the ecological validity of past findings. Moreover, challenging listening conditions that occur in the real world may hinder lexical retrieval and tax working memory (Heinrich, Schneider, & Craik, 2008; Pichora-Fuller, Schneider, & Daneman, 1995; Rabbitt, 1968) , altering the effects of phonotactic probability and neighborhood density on word learning, even for experienced learners (i.e., adults).
Adults generally perform poorly on spoken word recognition in a noisy environment compared to a quiet environment (e.g., Studebaker, Sherbecoe, McDaniel, & Gwaltney, 1999) .
The interference of noise with word recognition may have a significant influence on a listener's identification of an input word as novel or not, resulting in problems in triggering word learning.
Moreover, to segregate the two auditory streams from one another (i.e., speech vs. noise; Adult Word Learning 9 Bregman, 1990 ) in a noisy environment, the central executive in the working memory system may not have enough resources to retain a newly heard phonological form within working memory while a new lexical representation is created in long-term memory (e.g., Barrouillet, Bernardin, & Camos, 2004; Rönnberg, Rudner, Foo, & Lunner, 2008) . Consequently, noise may influence the configuration process of word learning. In addition, the effect of neighborhood density may vary across different levels of noise. Taler, Aaron, Steinmetz, and Pisoni, (2010) found that the neighborhood density effect on recognition was larger in a challenging listening condition (-3 dB SNR) than in a favorable listening condition (+10 dB SNR). This result implies that noise may amplify the effect of neighborhood density because adults show greater reliance on top-down processing when the listening condition worsens.
The current study investigated how young adults learn words in background noise with a focus on the effects of phonotactic probability and neighborhood density. The primary question is whether noise modifies the effects of phonotactic probability and neighborhood density on word learning in adults in comparison of the findings of Storkel and colleagues (2006) in quiet listening conditions. To investigate this question, the phonotactic probability and neighborhood density of nonwords-to-be-learned were manipulated. These nonwords then were paired with novel objects, embedded in stories, and trained in two noise conditions (+8 dB SNR vs. 0 dB SNR). These SNRs are commonly observed in college classrooms (e.g., Hodgson, Rempel, & Kenneday, 1999) and served as a favorable (+8 dB SNR) and an unfavorable listening condition (0 dB SNR) for this study. Importantly, this study controlled the confusability of the stimuli so that phonotactic probability and density were not confounded with confusability. Learning was measured via a picture-naming task. Adult Word Learning 10
Methods

Participants
Fifty-eight young adults (mean age = 19 years, SD = 1.12, range = 18 -24 years) participated in this study. The participants were all native speakers of American English from the University of Kansas and received partial course credit for participating in the study. All participants self-reported no problems with speech, language, hearing, physical, and medical development. The participants were randomly assigned to one of two Signal-to-Noise Ratio (SNR) conditions: +8 dB SNR and 0 dB SNR.
Materials
The current study utilized the same materials as Storkel et al. (2006) in which the nonword stimuli consisted of 16 consonant-vowel-consonant (CVC) nonwords that were selected to vary in phonotactic probability and neighborhood density. Both characteristics were computed based on the electronic version of Webster 's Seventh New Collegiate Dictionary (1967) .
Phonotactic probability
Positional segment and biphone sums were utilized to measure phonotactic probability.
Positional segment sum is computed by summing the positional segment frequencies for each phoneme in a word. Positional segment frequency is how often a target sound in a target word position occurs in a language. Positional segment frequency was computed by adding the log frequency of each word in the dictionary that contained the target sound in the target word position (e.g., /b/ in the initial position in the target word /b ae t/) and dividing by the sum of the log frequency of every word in the dictionary that contained any sound in the target word position (e.g., initial word position) (Storkel, 2004b) . Biphone sum is computed by summing the biphone frequencies for each pair of adjacent phonemes in a word. Biphone frequency is how often each adjacent pair of sounds in a target word position occurs in a language. Biphone frequency was computed by adding the log frequency of each word in the dictionary that contained the target pair of sounds in the target word position (e.g., /b ae / in the initial word position in the target word /b ae t/) and then dividing by the sum of the log frequency of every word in the dictionary that contained any sound in the target word position (e.g., initial word position) (Storkel, 2004b) . Nonwords were characterized as high or low probability based on a median split. Values above the median were categorized as high, and values at or below the median were categorized as low.
Neighborhood density
The number of real words that differed from each nonword by a single phoneme substitution, addition, or deletion was counted to determine the neighborhood density. As with phonotactic probability, the median value was used for categorizing nonwords as having high or low neighborhood density. Values above the median were categorized as high, and values at or below the median were categorized as low.
The sixteen nonwords in Storkel and colleagues (2006) were equally divided into each of the four following categories: (1) high probability/high density; (2) high probability/low density; (3) low probability/high density; and (4) low probability/low density. Table 1 presents means, ranges, and standard deviations, respectively, of positional and biphone sums, and neighborhood density for each category of the selected nonwords.
Novel object referents
Sixteen pictures of novel objects were selected as referents of the nonwords. This study used the same novel object referents used in Hoover, Hogan (2010), Storkel (2004a) , and Storkel and colleagues (2006) . Some of these novel objects were adapted from children's stories, and others were created. No novel objects corresponded to objects in the real world. In support of this, children or adults who participated in the past studies were not able to name the objects with a single word. The 16 novel object referents came from four semantic categories: Candy machine, toy, horn, and pet. Each semantic category consisted of four novel object referents, each of which was paired with a nonword from one of the four phonotactic probability/neighborhood density conditions. Table 2 presents examples of the pairing of nonwords with referents.
Stories
The current study used the same two stories from Storkel and colleagues (2006)'s study with the same script and number of presentations for each story. The participants listened to two distinct stories containing eight nonwords each with semantic category balanced across stories.
Thus, each story contained two candy machines, two toys, two horns, and two pets. Likewise, each story was balanced in phonotactic probability and neighborhood density. That is, each story contained two high probability/high density nonwords, two high probability/low density nonwords, two low probability/high density nonwords, and two low probability/low density nonwords. There were four versions of each of the two stories to present counterbalanced pairings of nonwords and novel objects across participants. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 13 novel object pairs differed across episodes: in Episode 1, each nonword-novel object pair was presented one time (e.g., "I'll get pɑɪb,"), whereas in Episodes 2 and 3, each pair was presented three times (e.g., "I'll hide pɑɪb. Don't make any noise pɑɪb. I bet you won't be able to find pɑɪb."). Thus, each pair was exposed cumulatively one time after Episode 1, four times after Episode 2, and seven times after Episode 3.
This study used the same auditory recordings created by Storkel and colleagues (2006) .
The speaking rate used in the recording of the stories, as measured in syllables per second, was not significantly different across the phonotactic probability/neighborhood density conditions. Two judges listened to the recorded stimuli in a quiet condition and transcribed each stimulus to verify recording quality.
Signal-to-Noise Ratios
The nonword stimuli and audio narrative scripts were recorded, digitized, and edited, without any noise added in Storkel and colleagues (2006) . For this study, the stimuli and audio narrative scripts from Storkel and colleagues were digitally mixed with broadband white noise at +8 and 0 dB SNR using Matlab® to mimic a classroom noise condition. To generate +8dB and 0dB SNRs, the speech signal was constant at 65dB SPL and the noise was scaled for each SNR.
For +8dB SNR, the speech signal was constant at 65dB SPL and the noise was scaled to 57dB SPL (i.e., 8 dB below the speech signal), resulting in a speech signal that is 1.7 (2 0.8 ) times louder than the noise. For 0 dB SNR, both speech signal and noise were at 65dB SPL, resulting in the same loudness in the speech signal and the noise. Among these two SNRs, the SNR of +8 dB is one of the commonly reported classroom SNRs (e.g., Hodgson et al., 1999) and served as a favorable listening condition for this study. The SNR of 0 dB is also one of the commonly reported classroom SNRs (e.g., Hodgson et al., 1999) and served as an unfavorable listening condition for this study. The overall intensity of the stimulus files was equalized using Matlab® to yield an intensity level of 65 dB SPL. Adult Word Learning 14
Consonant confusion
When noise masks acoustic features of speech sounds, the listener may confuse them with other similar speech sounds (Phatak & Allen, 2007) , which can reduce the recognition of a consonant, but also perceptually transform the target consonant into another consonant (Phatak, Lovitt, & Allen, 2008) . To examine consonant confusion for the nonwords used in this study, the consonant matrix from Wang and Bilger (1973) was consulted. Wang and Bilger's (1973) consonant matrix was obtained at six SNRs (i.e., -10, -5, 0, +5, +10, and +15 dB SNR) using white noise for 24 CV and 24 VC syllables in which 16 consonants and three vowels were combined. Although Wang and Bilger's (1973) consonant matrix is based on consonant confusions added across all SNRs for each syllable instead of consonant confusions at a given SNR, this consonant matrix still provides information on how likely it is that a given speech sound will be perceived accurately or confused with another speech sound. The critical issue for this study is that the confusability should be similar across low and high probability/density so that phonotactic probability and density are not confounded with segment confusability.
Based on Wang and Bilger's (1973) consonant matrix, the probability of reporting a consonant heard as that consonant when the consonant was spoken in a given consonant position (i.e., first consonant vs. second consonant in a CVC nonword) was computed (e.g., when the consonant /p/ is presented in the initial position in noise, as in the nonword pim, 55% of responses indicate that /p/ was heard). Table 1 presents initial and final consonant confusions for the nonwords used in the current study. Overall, no significant differences in the consonant confusions were found among nonword categories for the initial consonants in the CV biphone 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 15
Measures of learning
Learning was measured using a picture naming task. Participants were shown a picture of a novel object referent on the computer screen and they were asked to name the corresponding nonword. The instructions were provided in a quiet condition (i.e., not in any of the SNR conditions) to ensure that participants understood the task. Responses were audio recorded, phonetically transcribed, and scored on a scale from 0-3 based on the number of phonemes correct. Specifically, a naming attempt was scored as 3 if all three phonemes were produced correctly in the correct word position, 2 if two phonemes were correct, 1 if one phoneme was correct, and 0 if no phonemes were correct. The proportion of phonemes correct served as the dependent variable in this study.
Procedure
The stimuli presentation level of 65 dB SPL was checked using a sound level meter immediately before a session began. The sound level meter was placed where participants were seated. Specifically, participants were seated approximately 15 inches away from the center of the computer screen and at 45-degree angle from the external speakers that were placed on the sides of the computer. Participants' responses were recorded using a head-mounted microphone, a digital tape recorder, and a video recorder. DirectRT software (Jarvis, 2002) controlled the presentation of visual and auditory stimuli. Prior to the presentation of a story, the naming task was administered to obtain baseline performance on the measures of learning for each of the eight nonwords from the first story. Participants were told that they would see pictures of objects on the computer screen that they had never seen before and that they would be asked to guess the names of the pictures. A picture of each novel object referent was presented one by one.
Following the baseline, the first episode of the first story was presented in the assigned SNR condition. Following this episode, the picture naming task was administered to measure learning of the nonword-novel object referent pairs. This sequence of story episode presentation followed by picture naming was repeated for the second and third episodes of the first story. Then, the Adult Word Learning 16 second story, which provided training for the remaining eight nonwords, was administered following the same procedures.
Reliability
Transcription reliability was computed for 21% of the participants for productions made on the naming task. Inter-judge transcription reliability was 96% (SD = 3.62%, range = 90% -100%). Scoring reliability was computed for 21% of the participants. Inter-judge scoring reliability was 99.4% (SD = 1.04%, range = 96.9% -100%). Procedural reliability was computed for 21% of the participants to check the consistency of administration procedures for story presentation, naming task, and form completion. Inter-judge procedural reliability was 100% for all samples checked.
Results
The primary aim of this study was to examine the effects of phonotactic probability and neighborhood density on word learning in background noise. It is important to recognize that observations were clustered within participants. That is, each participant was taught multiple novel words and the proportion of phonemes correct was measured for each word at each time point. Analyses that ignore such clustering underestimate standard errors of effect parameters, thereby inflating Type I error rate above the typical alpha level (Moerbeek, 2004) . Thus, this study employed hierarchical linear modeling (HLM) that can properly handle multiple observations from the same participant. The model included the fixed effects for phonotactic probability (2 levels: high vs. low), neighborhood density (2 levels: high vs. low), exposure (3 levels: 1 vs. 4 vs. 7 times), noise condition (2 levels: 0dB vs. 8dB SNR), and all possible 2-, 3-, and 4-way interactions among these factors. This model also included random effects of participants and semantic categories (i.e., intercept variances) to capture unexplained variability in word learning across participants and semantic categories. Often there is little shrinkage in the predicted value of residual variance when the sample is large. To avoid this, an over-dispersion 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 17 residual term was also introduced into the model. The model was fitted using SAS PROC GLIMMIX (SAS Institute, 2002 and pseudo-likelihood estimation for discrete data (Wolfinger & O'Connell 1993) . For more details about HLM discrete data analysis, refer to Hox Table 3 . In terms of the random effects, the predicted correct response rates did not differ across semantic categories (z = 1.10, p = .22) but significantly varied among participants (z = 4.39, p < .001). This suggests that learning was relatively equivalent across semantic categories but differed across individuals, with some participants learning more words than others when all other conditions were equal. In terms of the fixed effects, exposure was significant (p < .001). The correct response rate increased by 3.24 times (OR = 3.24, p < .001) with three more exposures to a target word (from 1 to 4 exposures), and further by 3.75 times (OR = 3.75, p < .001) with three additional exposures to the same target word (from 4 to 7 exposures). In addition, the 3-way interaction of noise condition x phonotactic probability x neighborhood density was significant (p < .001). To demonstrate this interaction, marginal means of the correct response rate were plotted in Figures   1 and 2 , along with error bars representing 95% confidence intervals (CI) of the means. Figure 1 shows the phonotactic probability effect in the 3-way interaction of noise condition x phonotactic probability x neighborhood density by plotting estimated means from the fitted model. In the unfavorable 0dB SNR condition (left panel), when neighborhood density was high, the correct response rates were significantly higher for high phonotactic probability compared to low phonotactic probability (t = 2.38, p = .02, d = 0.32). When neighborhood density was low, however, the opposite pattern was observed. Here, the correct response rates were significantly higher for low phonotactic probability than for high phonotactic probability (t = 2.17, p = .03, d = 0.29). In the favorable +8dB SNR group (right panel), the correct response Adult Word Learning 18 rates did not differ between high and low phonotactic probability regardless of the level of neighborhood density (t = 1.03, p = .30, d = 0.13 at high density; t = 0.73, p = .46, d = 0.09 at low density).
Figure 2 re-displays the data from Figure 1 to better show the neighborhood density effect in the 3-way interaction of noise condition x phonotactic probability x neighborhood density. In the unfavorable 0 dB SNR condition (left panel), when phonotactic probability was high, the correct response rates were significantly higher for high density compared to low density (t = 2.09, p = .04, d = 0.28). In contrast, when phonotactic probability was low, the opposite pattern was observed. That is, the correct response rates were significantly higher for low density than for high density (t = 2.47, p = .01, d = 0.33). In the favorable 8 dB SNR condition (right panel), the correct response rates were not different between high and low density regardless of the level of phonotactic probability (t = 0.46, p = .64, d = 0.06 at high probability; t = 0.76, p = .45, d = 0.10 at low probability).
To investigate the magnitude of the effect of word characteristics across listening conditions and to compare to the prior study by Storkel and colleagues (2006) , the effect size of the interaction between phonotactic probability and neighborhood density was compared among the three listening conditions (i.e., quiet from Storkel et al., 2006 , +8 dB SNR, and 0 dB SNR conditions) in reference to Cohen (1988) . As seen in Table 4 , as the listening condition worsened (i.e., from the quiet condition to +8 dB SNR and to 0 dB SNR), the effect size of the interaction increased. Specifically, the quiet condition in Storkel et al.'s (2006) study showed a negligible effect of the interaction (ɳ p 2 = .006) when two out of three phonemes and three out of three phonemes were counted as correct, indicating very low practical significance. Note that among the scoring methods used in their study, this scoring method was the closest method to the one used in the current study. The favorable +8 dB SNR condition in the current study showed a small effect of the interaction (d = .06 -.13), indicating low practical significance. The 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 19 unfavorable 0 dB SNR condition in the current study showed a medium effect of the interaction (d = .28 -.33), indicating moderate practical significance.
Discussion
The current study was designed to explore whether noise alters the effects of phonotactic probability and neighborhood density on word learning in young adults. The results show a significant main effect of exposure to the target words, which is not a surprising result because learning typically improves as exposure to target words increases (Beck, McKeown, & Kucan, 2002; Nagy, Anderson, & Herman, 1987) . More interestingly, the results of the current study indicate a significant interaction between noise, phonotactic probability, and neighborhood density. The interaction between phonotactic probability and neighborhood density was not observed when target words were learned without noise, as seen in Storkel and colleagues (2006) .
The interaction of phonotactic probability and neighborhood density only emerged at 0 dB SNR where increased word-learning occurred when neighborhood density and phonotactic probability converged. That is, adults showed word-learning advantages for low probability and low density words (i.e., low-low optimal) and for high probability and high density words (i.e., high-high optimal). The low-low optimal convergence of phonotactic probability and neighborhood density might be explained in terms of the initial triggering process of word learning. Since the study of phonotactic probability involves the frequency of the occurrence of sound sequences in a language, sound sequences that occur less frequently (i.e., those with low phonotactic probability) sound less familiar than sound sequences with high phonotactic probability. Thus, words with low phonotactic probability presumably are more easily recognized as novel words than as known words (Frisch et al., 2000; Vitevitch et al., 1997) , which may trigger word learning more efficiently. In complement, since words with low density have fewer neighboring words and therefore less return activation from neighboring words, words with low density have more of a Adult Word Learning 20 mismatch between the input and the existing lexical representation than words with high density.
As with low phonotactic probability, words with low density may be more easily identified as novel, potentially leading to more efficient triggering of word learning. This convergence of low probability and low density for adults in noise mirrors what has been found in preschool children under optimal listening conditions (Hoover et al., 2010) . Thus, when word learning is challenging due to lack of word learning experience (i.e., children) or environmental perturbations (i.e., noise), low probability and low density may be optimal for recognizing an input word as novel and efficiently triggering learning.
The high-high optimal convergence of phonotactic probability and neighborhood density might be explained in terms of the later stage of configuration of word learning. When a novel word is encountered, the phonological form of the novel word is held in working memory over a short period of time while also forming a lexical representation of the novel word in long-term memory (Baddeley, 2003) . Words with high probability and high density are more likely to be held accurately and/or longer in working memory, due to activation of sound sequences and similar-sounding words in long-term memory (Gathercole et al., 1999; Roodenrys & Hinton 2002; Roodenrys et al., 2002; Thomson et al., 2005) . As with the convergence of low probability and low density for adults in noise, this convergence of high probability and high density for adults in noise mirrors what has been found in preschool children under optimal listening conditions (Hoover et al., 2010) . Thus, when word learning is challenging due to lack of word learning experience or environmental perturbations, high probability and high density may be optimal for holding recently heard sound sequences in working memory, facilitating the creation of a new representation of the novel word in long-term memory.
With regard to the stages of word learning, the number of exposures could be used to distinguish which stage of word learning, triggering versus configuration, is being tapped, and this approach has been used in studies of child word learning (Hoover et al., 2010) . However, the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 results of the current study reveal no interactions involving exposure, which indicates that these early and later stages may not be discrete in adults in noisy conditions but rather may be overlapping and more integrated. Scoring methods can also be used to distinguish triggering and configuration (Storkel et al 2006) . Specifically, Storkel and colleagues (2006) assumed that triggering was indexed when two out of three phonemes in a word were correct, whereas configuration was indexed when three out of three phonemes in a word were correct. Some of the earlier analysis of the current study followed the methods of Storkel and colleagues (2006) but the results did not show a clear differentiation between the two stages, suggesting that the stages may be more integrated in noisy conditions. Therefore, this study used different scoring methods from those in Storkel and colleagues (2006) . Specifically, in the current study using hierarchical linear modeling, all possible responses (i.e., zero out of three phonemes, one out of three phonemes, two out of three phonemes, and three out of three phonemes in a word) were analyzed together. Thus, it was not possible to differentiate the effect of a particular variable on a particular response type. Taken together, the inference that low probability/low density facilitates triggering and high probability/high density facilitates configuration warrants further validation. Specifically, future studies that clearly differentiate triggering from configuration by using different tasks to measure each are needed to validate these hypotheses.
In contrast to the unfavorable 0 dB SNR condition, the favorable +8 dB SNR condition did not show a significant interaction between phonotactic probability and neighborhood density.
Moreover, significant main effects of phonotactic probability and neighborhood density were not observed. Note that the quiet condition in Storkel and colleagues (2006) revealed only a main effect of phonotactic probability and a main effect of neighborhood density. Thus, along the SNR continuum, the +8 dB SNR condition seems to be a transition point between an ideal listening condition (i.e., quiet) where phonotactic probability and neighborhood density operate 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 22 independently as cues for word learning and challenging listening conditions (e.g., 0 dB SNR)
where a convergence between phonotactic probability and neighborhood density cues is needed.
Interestingly, in terms of the number of words adults learned in a noisy environment, a significant main effect of noise was not observed. That is, adults learned as many words in the unfavorable listening condition (i.e., 0dB SNR) as they did in the favorable listening condition (i.e., +8dB SNR). Due to differences in scoring methods, the current results cannot be directly compared to the prior Storkel and colleagues (2006) The comparison of the effect size of the interaction between phonotactic probability and neighborhood density among the three listening conditions (i.e., quiet from Storkel et al 2006 and +8 dB SNR and 0 dB SNR conditions in the current study) indicates that overall, noise amplified the interaction between phonotactic probability and neighborhood density. Moreover, as the listening condition worsens, a transition may occur from only main effects of phonotactic probability and neighborhood density in the quiet condition to no main effects or interaction in the +8 dB SNR condition to a significant interaction in the 0 dB SNR condition. This pattern suggests that cue convergence is not required to learn words under an ideal listening condition (i.e., quiet condition), but becomes increasingly more important as listening conditions worsen, with a clear need for convergence at 0 dB SNR (and possibly earlier along the SNR continuum). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 23
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Taken together, these results suggest that even modest noise levels impact word learning by experienced word learners without hearing loss. More specifically, young adults may need a convergence of cues as listening environment becomes more challenging.
Clinical Implications
The results of the current study suggest that as listening condition worsens, adults may use multiple cues to facilitate word learning compared to a quiet condition. These results imply that clinicians and teachers need to pay attention to what items might be easier to learn depending on the listening conditions and what items likely will require greater training to facilitate word learning. In the following section, we will provide the potential application of these findings to individuals with disabilities such as hearing loss, intellectual disability, and/or autism spectrum disorder who are potentially more vulnerable to noise and likely to be exposed to noisy environments.
In noisy environments, adults with disabilities such as hearing loss, intellectual disability, and autism spectrum disorder may have particular difficulty triggering word learning due to their poorer auditory perception/processing in the presence of environmental noise, leading to poor performance on word recognition in noise. Thus, an interaction between phonotactic probability and neighborhood density during word learning in noise is likely to occur, just as it does for adults without disabilities. Regardless of the magnitude of the interaction, because triggering is likely to be difficult, clinicians and teachers should consider how to call attention to novel words.
For example, it may be important to explicitly highlight that a word is new (e.g., "this word may be new for you."). It also may be important to highlight the sound structure by writing the word and writing other contrasting known phonological neighbors. Moreover, discussing similarities and differences between the new word and its known neighbors can further highlight how the new word is unique from other known words and help an adult with or without disabilities successfully trigger word learning. written language to support spoken language has the potential to reduce the demand on working memory. Moreover, explicitly contrasting the sound sequence of the novel word to known words will likely aid in creating an accurate initial lexical representation in long term memory and help guard against confusion between the new word and other known words.
Conclusion
The current study reveals that adults might benefit from a convergence of word characteristics in a challenging listening condition in which a single word characteristic alone may not provide enough support for word learning. In this study, the optimal conditions in the most challenging listening condition were hypothesized to be low probability -low density for triggering word learning and high probability -high density for creating a new representation in long-term memory. The current study calls attention to the need for better understanding of underlying word learning processes in real world listening environments. Given that noisier conditions alter the effects of phonotactic probability and neighborhood density on word learning by experienced word learners, it would be interesting to explore how noise alters the influence of 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Adult Word Learning 34
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