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FUNDAMENTAL REFLECTION DOMAINS
FOR HYPERBOLIC TESSELLATIONS
JAKE GROSEK
Abstract. This paper summarizes Vinberg’s algorithm [1] for finding the sub-
group generated by reflections of the group of integral matrices that preserve
particular quadratic forms of signature (n, 1). Also, many fundamental reflec-
tion domains of different hyperboloids, found by the author using Vinberg’s
algorithm, are listed in this paper. Plus, Matlab code, written by the author,
is included, which serves to help one discover potential perpendicular vectors
to the hyperplanes (mirrors) that bound the fundamental domain.
1. Introduction
A fundamental reflection domain is a subset of the hyperbolic space bounded by
geodesic hyperplanes. A tessellation occurs when the entire hyperbolic space can
be simply covered1 by repeated reflections in the sides of the fundamental reflection
domain, or equivalently, by translates of the domain under the group generated by
reflections. In the hyperboloid model of the hyperbolic space2, the hyperplanes are
given by 〈~u, ~x〉 = const., where ~u is the perpendicular vector to the hyperplane and
~x = 〈x0, x1, . . . , xn〉. Finding a fundamental reflection domain that can tessellate
hyperbolic space can be both a lengthy and a complex problem.
In this paper, Vinberg’s algorithm [1] for finding such a domain is described in
detail. However, this process is simply stated and not proven. Vinberg’s algorithm
is centered around preserving integrality through reflections and the many condi-
tions that arise from attempting to do so. The fundamental domain is derived
from the subgroup generated by reflections of the group of integral matrices that
preserve particular quadratic forms of signature (n, 1). In most cases studied here,
this subgroup coincides with the full group; however in the few cases in which this
subgroup is of index two, a concrete description of the entire group will still be
given in this paper.
This paper will explain how to write the equations of the hyperplanes that corre-
spond to this subgroup, and how to characterize the symmetries of the fundamental
domains in a Coxeter Diagram. The fundamental reflection domains of different
hyperboloids that were found by the author using Vinberg’s algorithm will also be
shown. Code, written by the author, to a Matlab program has also been included
Date: May 1, 2008.
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1Here “simply covered” means that there is no overlapping.
2See section 2. “Hyperbolic Geometry” for more information on the hyperboloid.
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in order to aide in the tedious process of finding the perpendicular vectors to the
hyperplanes (mirrors) that bound the fundamental domain.
2. Hyperbolic Geometry
Hyperbolic space can be modeled with the hyperboloid. A hyperboloid consists
of two sheets, an upper H+ and a lower H− sheet. If −a0x20+a1x21+· · ·+anx2n(ai ∈
N ∀ i) is the quadratic from that describes the hyperboloid, then there exists a real
number
√
k
a0
> 0 such that upper sheet contains the point (
√
k
a0
, 0, . . . , 0) and the
lower sheet contains the point (−
√
k
a0
, 0, . . . , 0). The equation of these sheets is
given by −a0x20 + a1x21 + · · ·+ anx2n = −k where k is fixed and k ∈ R+. Note that
the quadratic form is said to have a signature of (n, 1). −a0x20 will be called the
hyperbolic term of the quadratic form [3].
It should also be understood that the quadratic form describes the inner prod-
uct for vectors in Rn+1. Therefore, if ~u = 〈x0, x1, . . . , xn〉 and ~v = 〈y0, y1, . . . , yn〉
are vectors on the hyperboloid then 〈~u,~v〉 = −a0x0y0 + a1x1y1 + · · · + anxnyn,
where 〈~u,~v〉 is the hyperbolic inner product. The angle θ between two intersect-
ing geodesics which have perpendicular vectors ~u and ~v respectively is given by
− cos(θ) = 〈~u,~v〉‖~u‖‖~v‖ = 〈~u,~v〉√〈~u,~u〉√〈~v,~v〉 [3].
The lightcone is the set of all lines through the origin such that if the vector ~u lies
on one of these lines, then ~u satisfies 〈~u, ~u〉 = 0 (this is using the hyperbolic inner
product). Each line through the origin outside of the light cone satisfies 〈~u, ~u〉 > 0.
Similarly, if a line through the origin lies inside the light cone, then 〈~u, ~u〉 < 0 [2].
The author also encourages the reader to follow the geometry that Vinberg
establishes in his algorithm [1, page 329] and to refer to Thurston’s notes for further
explanations on hyperbolic geometry [3].
3. Preserving Integrality
Preserving integrality means that a reflection through a hyperplane (mirror)
should only send integer-valued vectors (or points) to integer-valued vectors (or
points). Throughout Vinberg’s algorithm there will be conditions that will arise in
order to maintain integrality.
All reflections follow the form
(3.1) ~s~u = ~p− 2〈~p, ~u〉~u〈~u, ~u〉
where ~s~u represents the resulting vector (or point) after the reflection, ~p represents
the vector (or point) that is being reflected, ~u represents the perpendicular vector
to the hyperplane, and 〈~x, ~y〉 represents the inner product of ~x and ~y. If the
perpendicular vector ~u is assumed to be integer-valued (~u ∈ Zn+1) and primitive3,
and ~p is assumed to be integer-valued, then the way to preserve integrality in
reflections is determined by the coefficient in (3.1): 2〈~p,~u〉〈~u,~u〉 . Thus,
(3.2) 〈~u, ~u〉 | 2 · LCM{a0, a1, . . . , an}
will be a necessary condition4 in Vinberg’s algorithm.
3~u is primitive means that the components of ~u do not have any common integer factors.
4The condition reads, “The inner product of ~u with itself divides twice the least common
multiple (LCM) of all the coefficients of the quadratic form.”
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4. Process
5Let Γ represent the group of integral matrices that preserve the quadratic form
−a0x20 + a1x21 + · · · + anx2n(ai ∈ N ∀ i). The goal is to find the subgroup of Γ
generated by reflections.
Due to the one-to-one correlation of H+ and H−, the reader is asked to restrict
him/herself to finding the fundamental reflection domains on either H+ or H−. In
this paper, the procedure will prefer the H+ sheet; however, there is no particular
advantage to this choice.
A logical starting point is to look at (or fix) the point closest to the origin on
H+, which should have coordinates (c, 0, . . . , 0), c ∈ R. The symmetries about
that point are examined in Euclidean space (Rn). This is done by dropping the
hyperbolic term in the quadratic form. The resulting quadratic form is a more
familiar positive definite inner product on Euclidean space. In other words, the
−a0x20 term is dropped, leaving the Euclidean space: a1x21 + · · · + anx2n. The
symmetries found in this Euclidean space will be preserved when the hyperbolic
term is reincorporated in the quadratic form.
Next, a fundamental domain for the reflection group of this Euclidean space will
be found. This fundamental domain will always be unbounded. This can be done
by first describing the Euclidean quadratic form as a matrix, which may be called
E, with the coefficients of the quadratic form written along its main diagonal, and
zeros everywhere else.
E =
a1 0 00 . . . 0
0 0 an

The goal is to find integral matrices that preserve the integral quadratic form,
and thus integrality. More specifically, these are orthogonal matrices (A) that
satisfy the equation:
(4.1) E = ATEA
6The effects, including reflections and rotations, that these orthogonal matrices
have on a generic vector (〈x1, x2, . . . , xn〉) in Rn can be seen by multiplying the
various orthogonal matrices that satisfy 4.1 by the generic vector; the resulting
vector will illustrate the effect of the matrix.
Once the possible reflections are determined, one should determine the funda-
mental domain. If possible, viewing the reflections graphically can be very advanta-
geous. In R2 or R3 Euclidean space, the hyperplanes (mirrors) can be drawn (either
on paper or using a computer program such as Maple) and one can easily see how
the Euclidean space is divided up. These divisions should always have symmetries
so that one can easily see the smallest unbounded region that could fill the entire
Euclidean space after only a few reflections or rotations, or combinations thereof.
Next, one must find the perpendicular vectors to the hyperplanes. One should
establish a convention, either having all the perpendicular vectors pointing into the
5This procedure was largely taken from Vinberg’s paper [1].
6Note that there will be more than one integral answer; in fact, the matrices A =
±1 0 0
0
. . . 0
0 0 ±1
 should always satisfy 4.1, but more solutions may exist.
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fundamental domain or having them all point out. Traditionally, the perpendicular
vectors are made pointing outwards from the fundamental domain, which is what
will be the preferred convention of this paper.
The square of the length of these perpendicular vectors can be ignored, but they
must only be described by integer values in order to preserve integrality7. Finally,
one should ensure that each perpendicular vector satisfies property 3.2 (using only
the coefficients of the quadratic form of the Euclidean space) that is needed to
preserve integrality through reflections.
Now that the perpendicular vectors to the hyperplanes that define an unbounded
fundamental domain for the corresponding Euclidean space (Rn) have been identi-
fied, one can return to the hyperboloid. A zero can be added to the components of
the perpendicular vectors that have already been found in the position where the
hyperbolic term was removed so that the perpendicular vectors now have the same
number of dimensions as the vectors
(
Rn+1
)
that lie on the hyperboloid. Meaning
that if 〈x1, x2, . . . , xn〉 is one of the perpendicular vectors found in the Euclidean
space, then, after adding the zero into the components of the vector, one would have
〈0, x1, x2, . . . , xn〉. The goal is to now find the perpendicular vector(s) in hyperbolic
space that will bound the fundamental domain in a finite volume.
Let ~u = 〈x0, x1, . . . , xn〉 be one of the perpendicular vectors (possibly the only
one) that is needed to bound the fundamental domain. First, as stated before,
the components of this vector must be integer-valued. This gives rise to another
condition that will need to be satisfied,
(4.2) x0, x1, . . . , xn ∈ Z
If the reader has chosen to restrict him/herself to H+, then the condition
(4.3) x0 > 0
surfaces; if H− was chosen, then the inequality is reversed. Referring back to
condition 3.2, it is necessary that
(4.4) 〈~u, ~u〉 ∈ S
where S represents the set of all numbers that divide 2 · LCM{a0, a1, . . . , an}.
More conditions are found in the relationship between the any new perpendicular
vector to a hyperplane of the fundamental domain found and all the perpendicular
vectors found beforehand (which, at first, only include those that were found in the
Euclidean space).
First, it should be noted that the equation of the hyperplane is given by 〈~u, ~x〉 =
0, where ~u is the perpendicular vector to the hyperplane and ~x = 〈x0, x1, . . . , xn〉.
The hyperplane divides the hyperboloid into two half spaces given by 〈~u, ~x〉 > 0
and 〈~u, ~x〉 < 0. The convention of perpendicular vectors pointing away from the
fundamental domain corresponds to 〈~u, ~x〉 < 0. Under this convention, one can see
that since all the perpendicular vectors to the hyperplanes that have been previously
found are separated by an angle that is between pi2 and pi. Therefore, any two of
these vectors (~v1 and ~v2) satisfy cos θ =
〈 ~v1, ~v2〉
‖ ~v1‖‖ ~v2‖ ≤ 0, or simply, 〈~v1, ~v2〉 ≤ 0, where
θ is the angle of separation between the vectors. The next condition follows from
this condition because the perpendicular vector to the new hyperplane must also
7Remember the assumption made earlier that ~p from 3.1 be integral.
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be separated by an angle between pi2 and pi; or simply,
(4.5) 〈~u, ~vi〉 ≤ 0 ∀ i
where ~u represents the newest perpendicular vector and ~vi represents any perpendic-
ular vector to a hyperplane of the fundamental domain that was found beforehand.
Again, if the other convention was chosen, then simply reverse the inequality.
In order for condition 4.5 to function properly, one needs to find the new perpen-
dicular vectors to the hyperplanes in order, so that each new perpendicular vector
found will satisfy 4.5. The way to do this is to find the hyperplanes that are closest
to the origin first and the farthest ones last. Instead of actually calculating the ex-
act distance, one can just use the first term of the Taylor Expansion of the distance
function, which can be called the pseudodistance := x
2
0
s , where s ∈ S8 and x0 rep-
resents the component of the perpendicular vector to the newest hyperplane found
that corresponds to the hyperbolic term in the quadratic form (−a0x20). Therefore,
the hyperplanes should be found in the order of smallest pseudo-distance to largest.
The conditions 4.2, 4.3, 4.4, and 4.5 should provide sufficient information to de-
termine the rest of the hyperplanes (mirrors) that bound the fundamental domain,
although the task can become quite burdensome. The code for a useful Matlab pro-
gram is given later in this paper, which helps one identify potential perpendicular
vectors that describe the hyperplanes that bound the fundamental domain.
Vinberg’s algorithm terminates when the hyperplanes finally bound a finite hy-
perbolic volume. It is known that Vinberg’s algorithm will only terminate for a
finite number of integral quadratic forms [8, Theorem 1.1 and Corollary 1.2 page 2].
Assuming that this process terminates, there is always only one unique set of hy-
perplanes that will bound the fundamental reflection domain.
Again, if the Euclidean space mentioned earlier is R2 or R3, it may be advan-
tageous to draw the Klein Model of the hyperbolic space. The Klein Model takes
a point (x0, x1, . . . , xn) on the hyperboloid and creates a line given by the param-
eterization (t, tx0, tx1, . . . , txn). (x0, x1, . . . , xn) is then mapped to the point of
intersection of that line and a region inside the lightcone such that there will be a
one-to-one correspondence between points on the Klein Model and points on one
of the sheets of the hyperboloid 4.1. Often the mentioned region is chosen to be
the tangent plane to the point nearest to the origin on the chosen sheet of the
hyperboloid, x0 =
√
k
a0
or x0 = −
√
k
a0
.
The author suggests that x0 = 1 be the region inside the light cone that corre-
sponds to the Klein Model. Thus, the Klein Model will be the interior of an ellipse
in R2 and the interior of an ellipsoid in R3; this is the region of points that satisfy
〈~g,~g〉 < 0, where ~g = 〈x0, x1, . . . , xn〉 is a generic vector in H+ or H−, depending
on which sheet the reader has restricted him/herself. Points that lie on 〈~g,~g〉 = 0
correspond to points at infinity on the hyperboloid. 〈~g,~g〉 < 0 produces the region
of the Klein Model, −a0 + a1x21 + · · ·+ anx2n < 09.
The hyperplanes, which are lines in R2 and planes in R3, can then be drawn
inside of the Klein Model as they are found. Since the hyperplanes lie on the
edges of the fundamental domain, their equations are determined by 〈~ui, ~g〉 = 0,
where ~ui is the perpendicular vector to the hyperplane. All of the hyperplanes are
found when they have created a polyhedron that completely bounds a finite region
8See condition 4.4 for an explanation of the set S.
9Remember that x0 = 1.
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inside of the Klein Model, except at a finite number of points which can lie on the
boundary of the Klein Model, 〈~g,~g〉 = 0. Remember that the Klein model is not
a conformal mapping and so most angles between hyperplanes will be different on
the hyperboloid than what they may appear to be in the Klein Model.
Once all of the perpendicular vectors to the hyperplanes have been discovered,
a Coxeter Diagram can be drawn to illustrate the symmetries of the fundamental
reflection domain. The first step is to identify all of the angles between the hy-
perplanes. This is done by solving for θ in the hyperbolic inner product equation,
cos(pi − θ) = 〈 ~u1, ~u2〉‖ ~u1‖‖ ~u2‖ =
〈 ~u1, ~u2〉√
〈 ~u1, ~u1〉
√
〈 ~u2, ~u2〉
, where ~u1 and ~u2 are perpendicular vec-
tors to hyperplanes that bound the fundamental domain and θ is the angle between
the hyperplanes. Assuming that the convention of having the perpendicular vec-
tors to hyperplanes point away from the fundamental domain was chosen, then the
angle between ~u1 and ~u2, if it exists, would have to be between pi2 and pi radians. In
this case, the angle of the cosine function is chosen to be pi − θ so that θ ∈ [0, pi2 ];
but if the other convention was chosen, then the angle of the cosine function would
only need to be θ.
Each hyperplane of the fundamental domain is represented in the Coxeter Dia-
gram by a small circle (©), which can be labeled with the number that corresponds
to ‖~ui‖2, or equivalently, 〈~ui, ~ui〉, where ~ui is the perpendicular vector to the hy-
perplane. Then the number of lines (n) that are drawn between each hyperplane
(©) is determined by solving the equation, pin+2 = θ. If θ = 0, then n = ∞ and
the hyperplanes are parallel (‖), and a line with an infinity symbol (∞) is placed
over it is drawn between the hyperplanes (©). If there is no angle between the
hyperplanes, then they are diverging and a dashed line (−−−) is drawn between
the hyperplanes (©). The dashed line should then be labeled with the values that
come from 〈 ~u1, ~u2〉‖ ~u1‖‖ ~u2‖ , or equivalently,
〈 ~u1, ~u2〉√
〈 ~u1, ~u1〉
√
〈 ~u2, ~u2〉
.
5. Results
While searching for the subgroup of Γ generated by reflections, the traditional
conventions were followed that have been mentioned earlier; namely, the restriction
of only working with the upper sheet of the hyperboloid (H+), choosing all of
the perpendicular vectors to the hyperplanes (mirrors) to point away from the
fundamental domain, and choosing x0 = 1 to be the region inside the light cone
that corresponds to the Klein Model.
The following tables are organized so that quadratic forms that follow similar
patterns are in the same table. The “Quadratic Form” column describes the hyper-
boloid that is being considered. The “⊥ Vectors” column lists all of the perpendic-
ular vectors to the hyperplanes that bound the fundamental reflection domain for
that particular quadratic form. The “Hyperplanes” column contains the equations
of the hyperplanes in the Klein Model so that one can easy graph and visualize the
fundamental domain (remember that x0 = 1 in the Klein Model).
All the perpendicular vectors to the hyperplanes that bound the fundamental
domain in a finite volume were converted into lines (or planes in R3). Then the
fundamental domains were checked individually to be bounded in a finite volume
by drawing these lines in the Klein Model in Maple. Each fundamental reflection
domain was considered to be found when all the lines (or planes) bounded a finite
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volume in the Klein Model, except maybe at a finite number of points on the
boundary of the Klein Model.
Table 1. Fundamental domains of the quadratic form of −x20 + x21 +
nx22 (n ∈ N).
Quadratic Form ⊥ Vectors Hyperplanes Coxeter Diagram
−x20 + x21 + x22
〈0,−1, 1〉
〈0, 0,−1〉
〈1, 1, 1〉
x2 = x1
x2 = 0
x2 = 1− x1
−x20 + x21 + 2x22
〈0,−1, 0〉
〈0, 0,−1〉
〈1, 1, 1〉
x1 = 0
x2 = 0
x2 = 12 − 12x1
−x20 + x21 + 3x22
〈0,−1, 0〉
〈0, 0,−1〉
〈1, 0, 1〉
〈3, 3, 1〉
x1 = 0
x2 = 0
x2 = 13
x2 = 1− x1
−x20 + x21 + 4x22
〈0,−1, 0〉
〈0, 0,−1〉
〈2, 2, 1〉
x1 = 0
x2 = 0
x2 = 12 − 12x1
−x20 + x21 + 5x22
〈0,−1, 0〉
〈0, 0,−1〉
〈2, 1, 1〉
〈5, 5, 1〉
x1 = 0
x2 = 0
x2 = 25 − 15x1
x2 = 1− x1
−x20 + x21 + 6x22
〈0,−1, 0〉
〈0, 0,−1〉
〈2, 0, 1〉
〈3, 3, 1〉
x1 = 0
x2 = 0
x2 = 13
x2 = 12 − 12x1
−x20 + x21 + 7x22
〈0,−1, 0〉
〈0, 0,−1〉
〈3, 2, 1〉
〈7, 0, 3〉
〈7, 7, 1〉
x1 = 0
x2 = 0
x2 = 37 − 27x1
x2 = 13
x2 = 1− x1
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Table 2. More fundamental domains of the quadratic form of −x20 +
x21 + nx
2
2 (n ∈ N).
Quadratic Form ⊥ Vectors Hyperplanes Coxeter Diagram
−x20 + x21 + 8x22
〈0,−1, 0〉
〈0, 0,−1〉
〈2, 0, 1〉
〈4, 4, 1〉
x1 = 0
x2 = 0
x2 = 14
x2 = 12 − 12x1
−x20 + x21 + 9x22
〈0,−1, 0〉
〈0, 0,−1〉
〈3, 1, 1〉
〈4, 3, 1〉
〈9, 9, 1〉
x1 = 0
x2 = 0
x2 = 13 − 19x1
x2 = 49 − 13x1
x2 = 1− x1
−x20 + x21 + 10x22
〈0,−1, 0〉
〈0, 0,−1〉
〈3, 1, 1〉
〈5, 5, 1〉
x1 = 0
x2 = 0
x2 = 310 − 110x1
x2 = 12 − 12x1
−x20 + x21 + 11x22
〈0,−1, 0〉
〈0, 0,−1〉
〈3, 0, 1〉
〈5, 4, 1〉
〈11, 11, 1〉
〈16, 9, 4〉
〈77, 33, 21〉
〈84, 44, 23〉
x1 = 0
x2 = 0
x2 = 311
x2 = 511 − 411x1
x2 = 1− x1
x2 = 411 − 944x1
x2 = 13 − 17x1
x2 = 823 − 423x1
see Figure 1
−x20 + x21 + 12x22
〈0,−1, 0〉
〈0, 0,−1〉
〈3, 0, 1〉
〈6, 6, 1〉
x1 = 0
x2 = 0
x2 = 14
x2 = 12 − 12x1
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Table 3. More fundamental domains of the quadratic form of −x20 +
x21 + nx
2
2 (n ∈ N).
Quadratic Form ⊥ Vectors Hyperplanes Coxeter Diagram
−x20 + x21 + 13x22
〈0,−1, 0〉
〈0, 0,−1〉
〈4, 2, 1〉
〈6, 5, 1〉
〈13, 13, 1〉
〈18, 1, 5〉
〈52, 13, 14〉
〈91, 13, 25〉
x1 = 0
x2 = 0
x2 = 413 − 213x1
x2 = 613 − 513x1
x2 = 1− x1
x2 = 1865 − 165x1
x2 = 27 − 114x1
x2 = 725 − 125x1
see Figure 3
−x20 + x21 + 14x22
〈0,−1, 0〉
〈0, 0,−1〉
〈4, 2, 1〉
〈7, 7, 1〉
〈7, 0, 2〉
x1 = 0
x2 = 0
x2 = 27 − 17x1
x2 = 12 − 12x1
x2 = 14
−x20 + x21 + 16x22
〈0,−1, 0〉
〈0, 0,−1〉
〈4, 2, 1〉
〈8, 8, 1〉
x1 = 0
x2 = 0
x2 = 14 − 18x1
x2 = 12 − 12x1
−x20 + x21 + 18x22
〈0,−1, 0〉
〈0, 0,−1〉
〈5, 3, 1〉
〈9, 9, 1〉
〈4, 0, 1〉
x1 = 0
x2 = 0
x2 = 518 − 16x1
x2 = 12 − 12x1
x2 = 29
−x20 + x21 + 20x22
〈0,−1, 0〉
〈0, 0,−1〉
〈4, 0, 1〉
〈10, 10, 1〉
〈10, 5, 2〉
x1 = 0
x2 = 0
x2 = 15
x2 = 12 − 12x1
x2 = 14 − 18
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Table 4. Fundamental domains of the quadratic form of −x20+nx21+
nx22 (n ∈ N).
Quadratic Form ⊥ Vectors Hyperplanes Coxeter Diagram
−x20 + x21 + x22
〈0,−1, 1〉
〈0, 0,−1〉
〈1, 1, 1〉
x2 = x1
x2 = 0
x2 = 1− x1
−x20 + 2x21 + 2x22
〈0,−1, 1〉
〈0, 0,−1〉
〈1, 1, 0〉
x2 = x1
x2 = 0
x1 = 12
−x20 + 3x21 + 3x22
〈0,−1, 1〉
〈0, 0,−1〉
〈1, 1, 0〉
x2 = x1
x2 = 0
x1 = 13
−x20 + 4x21 + 4x22
〈0,−1, 1〉
〈0, 0,−1〉
〈2, 1, 1〉
x2 = x1
x2 = 0
x2 = 12 − x1
−x20 + 5x21 + 5x22
〈0,−1, 1〉
〈0, 0,−1〉
〈2, 1, 0〉
〈3, 1, 1〉
x2 = x1
x2 = 0
x2 = 25 − 15x1
x2 = 1− x1
−x20 + 6x21 + 6x22
〈0,−1, 1〉
〈0, 0,−1〉
〈2, 1, 0〉
〈3, 1, 1〉
x2 = x1
x2 = 0
x1 = 13
x2 = 12 − x1
−x20 + 7x21 + 7x22
〈0,−1, 1〉
〈0, 0,−1〉
〈7, 3, 0〉
〈7, 2, 2〉
x2 = x1
x2 = 0
x1 = 13
x2 = 12 − x1
−x20 + 8x21 + 8x22
〈0,−1, 1〉
〈0, 0,−1〉
〈2, 1, 0〉
x2 = x1
x2 = 0
x1 = 14
−x20 + 9x21 + 9x22
〈0,−1, 1〉
〈0, 0,−1〉
〈4, 1, 1〉
〈9, 3, 1〉
x2 = x1
x2 = 0
4
9 − x1
x2 = 1− 3x1
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Figure 1. This is the Coxeter Diagram that corresponds to the
quadratic form −x20 + x21 + 11x22.
Figure 2. This is the octagon that corresponds to the Coxeter
Diagram of Figure 1 centered at the origin of the Poincare´ Unit
Disk [10].
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Figure 3. This is the Coxeter Diagram that corresponds to the
quadratic form −x20 + x21 + 13x22.
Figure 4. This is the octagon that corresponds to the Coxeter
Diagram of Figure 3 centered at the origin of the Poincare´ Unit
Disk [10].
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Table 5. More fundamental domains of the quadratic form of −x20 +
nx21 + nx
2
2 (n ∈ N).
Quadratic Form ⊥ Vectors Hyperplanes Coxeter Diagram
−x20 + 10x21 + 10x22
〈0,−1, 1〉
〈0, 0,−1〉
〈3, 1, 0〉
〈4, 1, 1〉
x2 = x1
x2 = 0
x1 = 310
x2 = 25 − x1
−x20 + 11x21 + 11x22
〈0,−1, 1〉
〈0, 0,−1〉
〈3, 1, 0〉
〈11, 3, 2〉
x2 = x1
x2 = 0
x2 = 311
x2 = 12 − 32x1
−x20 + 12x21 + 12x22
〈0,−1, 1〉
〈0, 0,−1〉
〈3, 1, 0〉
〈4, 1, 1〉
x2 = x1
x2 = 0
x1 = 14
x2 = 13 − x1
Table 6. Fundamental domain of the quadratic form of −x20 + x21 +
x22 + x
3
3 (n ∈ N).
Quadratic Form ⊥ Vectors Hyperplanes Coxeter Diagram
−x20 + x21 + x22 + x33
〈0, 0,−1, 1〉
〈0, 0, 0,−1〉
〈0, 1,−1, 0〉
〈1, 1, 1, 1〉
x3 = x2
x3 = 0
x2 = x1
x3 = 1− x1 − x2
The fundamental reflection domains of the hyperboloids that have quadratic
forms with coefficients (−a0, a1, a2) = (−1, 1, 2), (−1, 1, 5), (−1, 1, 6), (−3, 1, 1),
(−7, 1, 1), and (−11, 1, 1) have already been found in Fricke and Klein’s book [7,
pages 548–559]. Viacheslav Nikulin also classified a large number of integral lattices
of hyperbolic root systems of the rank three, which are related to some of the
quadratic forms in this paper through a change of variables [9, pages 17–18,43–44].
The symmetries in the Coxeter Diagrams suggest that there are also rotational
symmetries in the fundamental reflection domains. These rotational symmetries
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correspond to integral matrices that are not in the subgroup generated by reflec-
tions. The hyperboloids that have quadratic forms with coefficients (−a0, a1, a2) =
(−1, 1, 11)10, (−1, 1, 13)11, and (−1, 7, 7) have such symmetries.
It should be noted that the fundamental domains to the quadratic forms of the
form, −x20 + nx21 + nx22 (n ∈ N) are related to the fundamental domains to the
quadratic forms of the form, −nx20 +x21 +x22 (n ∈ N) through a change of variables.
The perpendicular vectors that define the hyperplanes to the fundamental domains
of the corresponding quadratic forms will be different in order to accommodate
the different inner products, but the number and position of the vectors will be
unaltered.
There are some patterns that appear in hyperplanes that form the fundamental
reflection domains that have fundamental domains of the quadratic form of −x20 +
x21 + nx
2
2 (n ∈ N). When n is odd, x2 = 1 − x1 is a hyperplane that bounds the
fundamental domain. The corresponding perpendicular vector to this hyperplane
is ~u = 〈n, n, 1〉T. This vector obviously satisfies 4.2 and 4.3. It can be seen that
〈~u, ~u〉 = n ∀ odd n ∈ N which divides 2n; so ~u also satisfies 4.4.
Also, if n is odd, x2 = n−12n − n−32n x1 is another hyperplane that bounds the
fundamental domain. The corresponding perpendicular vector to this hyperplane
is ~u = 〈n−12 , n−32 , 1〉T. This vector obviously satisfies 4.2 and 4.3. It can be seen
that 〈~u, ~u〉 = 2 ∀ odd n ∈ N which divides 2n; so ~u also satisfies 4.4.
When n is even, x2 = 12 − 12x1 is always a hyperplane that bounds the fun-
damental domain. The corresponding perpendicular vector to this hyperplane is
~u = 〈n2 , n2 , 1〉T. This vector obviously satisfies 4.2 and 4.3. It can be seen that〈~u, ~u〉 = n ∀ even n ∈ N which divides 2n; so ~u also satisfies 4.4.
No consistent patterns appear in hyperplanes that form the fundamental reflec-
tion domains that have fundamental domains of the form of −nx20 + x21 + x22 where
n ∈ {1, 2, 3, . . . , 12}.
6. Matlab Program
The goal of this program is to help the user discover the components of the new
perpendicular vector, ~u := 〈x0, x1, x2〉, to the hyperplane (mirror) that will bound,
or at least help bound, the fundamental reflection domain in a finite volume for a
hyperbolic space with a quadratic form −a0x20 + a1x21 + a2x22.
The various conventions assumed earlier in this paper are also assumed in the
program, such as working with H+. Also, the same notation that was used in
Vinberg’s algorithm, written above in the “Process” section, is also used in this
program. For example, the set S still represents the set of all numbers that divide
2 · LCM{a0, a1, . . . , an}.
The program will check for all of the potential component values of the perpen-
dicular vector ~u on the interval x0 ∈ [a, b]; the integer values of a and b are given
by the user. The program will also ask the user to input the coefficients to the
quadratic form of interest {−a0, a1, a2}. Then it will automatically calculate the
values of set S in descending order.
10See Figure 2.
11See Figure 4.
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The program will satisfy the integrality condition which is found in the coefficient
of equation 3.1, and stated as follows: 2〈~p,~u〉〈~u,~u〉 must be an integer value
12. Since
〈~u, ~u〉 = s ∈ S13, and since ~p represents the vector (or point) of integer components
that is being reflected, the condition can be simplified to: 2〈−a0x0, a1x1, a2x2〉s must be
an integer vector. If the condition is broken into its components, then the condition
on the ith component is: 2aix
2
i
s must be an integer. The program automatically
excludes those vectors that do not satisfy this condition.
Along with the components of these vectors, the program will display the corre-
sponding value of s ∈ S and the pseudodistance of the vector.
The user should note that this program only lists possible perpendicular vectors
to the hyperplanes that bound the fundamental reflection domain in a finite volume;
however, the user will still need to verify that the vectors satisfy 4.5. The author
suggests drawing the hyperplanes to these possible perpendicular vectors in the
Klein Model in order to determine if these potential hyperplanes help bound the
fundamental reflection domain in a finite volume.
When program below is copied and pasted into the Matlab editor, it should be
ready for execution without any further editing on the user’s part.
%
% Author: Jake Grosek
% Date: 2/8/08
% Program: Quadratic_Form_Paper.m
%
% This program will search for the components (x_0, x_1, & x_2) of vectors
% that are perpendicular to hyperplanes (mirrors) that will help bound a
% fundamental domain in a finite volume. The hyperbolic geometry is
% characterized by a quadratic form of signature (n,1). The quadratic form
% should only have three components and look something like this:
% -a_0*x_0^2 + a_1*x_1^2 + a_1*x_1^2 where a_0, a_1, & a_2 are positive
% constants. The user will input the coefficients a_0, a_1, & a_2.
%
% The program will then calculate the numbers to the set S in descending
% order, which include all the numbers that divide 2*|a_0*a_1*a_2|.
%
% The program will search by checking the values of x_0 in a given interval
% specified by the user. Note that the program assumes that the user is
% working with the upper sheet of the hyperboloid. Only integer components
% to the vectors are searched.
%
% The program satisfies the conditions...
% 1. x_0, x_1, & x_2 >0 and are integers
% 2. -a_0*x_0^2 + a_1*x_1^2 + a_1*x_1^2 = s where s is an element S
% 3. The vector form of the integrality condition is
% 2*<(x,y,z),(x_0,x_1,x_2)>/s = integer where (x,y,z) is an arbitrary
% integral vector and <,> is the hyperbolic inner product defined by the
% quadratic form. Since (x,y,z) is composed of integers, it can be
% dropped, leaving 2*<-a_0*x_0,a_1*x_1,a_2*x_2>/s. Each component of
% this vector must then satisfy 2*a_i*x_i/s = integer, where i={0,1,2}.
%
% For each x_0 that satisfies condition 2 with a specific s (element of S),
% the program will output an array such that:
%
% Column 1: x_0
% Column 2: x_1
% Column 3: x_2
% Column 4: s (the corresponding element of the set S such that condition 2
% above is satisfied)
% Column 5: pseudodistance = x_0^2/s where s is an element of the set S
%
% The test matrix E contains the following information:
%
% Column 1: x_0
% Column 2: x_1
% Column 3: x_2
12~p represents the vector (or point) of integer components that is being reflected and ~u repre-
sents the perpendicular vector to the hyperplane.
13See condition 4.4.
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% Column 4: s (the corresponding element of the set S such that condition 2
% above is satisfied)
% Column 5: s - (-a_0*x_0^2 + a_1*x_1^2 + a_2*x_2^2) (this is condition 2
% rearranged)
% Column 6: 2*a_0*x_0/s - if columns 5-7 are integers, then the vector
% Column 7: 2*a_1*x_1/s passes the integrality test, and should be
% Column 8: 2*a_2*x_2/s considered as a potential solution.
% Column 9: pseudodistance = x_0^2/s where s is an element of the set S
%
format short
disp(’ ’);
disp(’ ’);
fprintf(’Quadratic Form: -a_0*x_0^2 + a_1*x_1^2 + a_2*x_2^2\n’);
disp(’ ’);
% This clears variables that this program uses.
clear S;
clear m;
clear coef;
clear n;
clear N;
clear E;
clear Ans;
clear column_titles;
% This creates the titles for each column of the output.
column_titles{1} = ’x_0’;
column_titles{2} = ’x_1’;
column_titles{3} = ’x_2’;
column_titles{4} = ’s’;
column_titles{5} = ’pseudodistance’;
% Here the user is asked at what number (x_0) he/she wants the program
% to begin searching for vectors.
fprintf(’Choose the smallest positive integer (x_0) at which the program’);
fprintf(’ will start searching for vector components:’);
m(1) = input(’ ’);
disp(’ ’);
% This ensures that the user enters a positive integer greater than zero.
while ((m(1) < 1) || (rem(abs(m(1)),abs(round(m(1)))) ~= 0))
fprintf(’You must enter a positive integer greater than 0:’);
m(1) = input(’ ’);
disp(’ ’);
end
% Here the user is asked up to what number (x_0) he/she wants the program
% to search for vectors.
fprintf(’Choose the largest positive integer (x_0) to which the program’);
fprintf(’ will search for vector components:’);
m(2) = input(’ ’);
disp(’ ’);
% This ensures that the user enters a positive integer greater than zero, &
% that m(1,2) > m(1,1).
while ((m(2) < 1) || (rem(abs(m(2)),abs(round(m(2)))) ~= 0) ||...
(m(2) < m(1)))
fprintf(’You must enter a positive integer greater than 0 and less ’);
fprintf(’then the first value you entered:’);
m(2) = input(’ ’);
disp(’ ’);
end
% Here the user enters the coefficients of the quadratic form.
fprintf(’Please enter the coefficients of the quadratic form, ’);
fprintf(’-a_0*x_0^2 + a_1*x_1^2 + a_2*x_2^2;\nthe coefficients being ’);
fprintf(’a_0, a_1, & a_2. Remember that a_0 should be entered as a ’);
fprintf(’positive\ninteger; the program will make it negative for ’);
fprintf(’you.\n’);
disp(’ ’);
% The user must enter a positive integer for a_0.
coef(1) = input(’Please input the value of a_0: ’);
disp(’ ’);
while ((coef(1) < 1) || (rem(abs(coef(1)),abs(round(coef(1)))) ~= 0))
coef(1) = input(’a_0 must be a negative integer: ’);
disp(’ ’);
end
coef(1) = -1 * coef(1);
% The user must enter a positive integer for a_1.
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coef(2) = input(’Please input the value of a_1: ’);
disp(’ ’);
while ((coef(2) < 1) || (rem(abs(coef(2)),abs(round(coef(2)))) ~= 0))
coef(2) = input(’a_1 must be a positive integer: ’);
disp(’ ’);
end
% The user must enter a positive integer for a_2.
coef(3) = input(’Please input the value of a_2: ’);
disp(’ ’);
while ((coef(3) < 1) || (rem(abs(coef(3)),abs(round(coef(3)))) ~= 0))
coef(3) = input(’a_2 must be a positive integer: ’);
disp(’ ’);
end
% The quadratic form coefficients are displayed for the user to see.
fprintf(’{-a_0,a_1,a_2} = {%d’, coef(1));
fprintf(’, %d,’, coef(2));
fprintf(’ %d}\n’, coef(3));
disp(’ ’);
% Here the program creates the set S.
S(1,1) = abs(2 * coef(1) * coef(2) * coef(3));
s_counter = 2; % counter - rows of the column vector, S
for (i = (S(1,1) - 1):-1:1)
if (rem(S(1,1),i) == 0)
S(s_counter,1) = i;
s_counter = s_counter + 1;
end
end
n = length(S); % the number of elements in the set S
N = n^2*m(1,2)^2+50; % upper limit for the size of the test matrix, E
% This prints out the quadratic form for the user to see.
fprintf(’Quadratic Form: %d’, coef(1));
fprintf(’*x_0^2 + %d’,coef(2));
fprintf(’*x_1^2 + %d’,coef(3));
fprintf(’*x_2^2\n’);
disp(’ ’);
% This prints out the set S for the user to see.
fprintf(’S = {%d’,S(1,1));
for (i = 2:n)
fprintf(’, %d’,S(i,1));
end
fprintf(’}\n’);
disp(’ ’);
% This loop searches through each possible x_0 value from 1 to whatever
% number the user specified to be the largest x_0 value.
for(x_0 = m(1):m(2))
clear E;
clear Ans;
% Initialization of matrices.
E = zeros(1,9); % test matrix showing S = -a_0*x_0^2 + a_1*x_1^2 +
% a_2*x_2^2
Ans = zeros(1,5); % final answer matrix
% Initialization of various counter variables
i = 1; % counter - rows of the test matrix
j = 1; % counter - elements of the set S
t = 1; % counter - rows of the answer matrix
% The program initially assumes that condition 3 (above)is not
% satisfied.
integrality_test = false;
% This loop continues until either i = N (in which case, something went
% wrong) or until all possible vector components have been found, for
% this particular x_0 value.
while (i <= N)
E(i,1) = coef(1)*x_0^2; % 1st column (test matrix) - displays
% -a_0*x_0^2
x_2 = 0; % initial x_2 value to be checked
E(i,4) = S(j); % 4th column (test matrix) - displays the S
% value
% This loop checks all possible x_2 values starting with 0. The
% largest possible x_2 value occurs when x_1 = 0.
while ((x_2 <= sqrt((E(i,4) - E(i,1)) / coef(3))) && (i <= N))
E(i,3) = coef(3)*x_2^2; % 3rd column - displays a_2*x_2^2
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x_2 = x_2 + 1; % x_2 is incremented by 1
x_1 = 0; % initial x_1 value to be checked
% This loop checks all possible x_1 values starting with 0.
while (x_1 <= sqrt((E(i,4) - E(i,1) - E(i,3)) / coef(2)) &&...
(i <= N))
E(i,2) = coef(2)*x_1^2; % 2nd column (test matrix) -
% displays a_1*x_1^2
E(i,5) = E(i,4) - (E(i,1) + E(i,2) + E(i,3));
% 5th column (test matrix) -
% displays [s - (-a_0*x_0^2 +
% a_1*x_1^2 + a_2*x_2^2)]
E(i,9) = x_0^2/S(j); % 9th column - records the
% pseudodistance
% If condition 2 (above) is satisfied, then the condition
% for integrality is checked (condition 3).
if (E(i,5) == 0)
E(i,6) = 2 * abs(coef(1)) * x_0 / E(i,4);
E(i,7) = 2 * coef(2) * x_1 / E(i,4);
E(i,8) = 2 * coef(3) * (x_2-1) / E(i,4);
% If columns 6-8 of the test matrix are all integers,
% then condition 3 (above) is satisfied.
if ((rem(E(i,6),round(E(i,6))) == 0) &&...
(rem(E(i,7),round(E(i,7))) == 0) &&...
(rem(E(i,8),round(E(i,8))) == 0))
integrality_test = true;
end
% The final answer matrix is formed. Rows are added
% only when condition 3 is satisfied.
if (integrality_test == true)
integrality_test = false; % variable is reset
% The first 3 columns of the test matrix contain
% the values a_i*x_i^2 where i={0,1,2}, but in the
% final answer matrix, the values are x_i where
% i={0,1,2}.
for(q = 1:3)
Ans(t,q) = sqrt(E(i,q) / coef(q));
end
% Column 4 of the test matrix is the same as coulmn
% 4 of the final answer matrix, & column 9 of the
% test matrix is the same as column 5 of the final
% answer matrix.
Ans(t,4) = E(i,4); % s element of the set S
Ans(t,5) = E(i,9); % pseudodistance
t = t + 1; % t is incremented by 1
end
end
x_1 = x_1 + 1; % x_1 is incremented by 1
% If there are still more values of x_1 to check then some
% of the values in the ith row of the test matrix are
% recorded into the (i+1)th row to be used for calculation
% on the next iteration.
if(x_1 <= sqrt(((E(i,4) - E(i,1) - E(i,3))) / coef(2))...
&& (i <= N))
E(i+1,1) = E(i,1);
E(i+1,3) = E(i,3);
E(i+1,4) = S(j);
i = i + 1; % x_1 is incremented by 1
E(i,9) = x_0^2/S(j); % 9th column - records the
% pseudodistance
end
end
% If there are more values of x_2 to check then some of the
% values in the ith row of the test matrix are recorded into
% the (i+1)th row to be used for calculation on the next
% iteration.
if(x_2 <= sqrt((E(i,4) - E(i,1)) / coef(3))) && (i <= N)
E(i+1,1) = E(i,1);
E(i+1,4) = S(j);
i = i + 1; % x_1 is incremented by 1
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E(i,9) = x_0^2/S(j); % 9th column - records the
% pseudodistance
end
end
i = i + 1; % x_1 is incremented by 1
j = j + 1; % j is incremented by 1
% Once all the values in S have been checked for a particular x_0
% value, the program moves on to the next x_0. This is
% accomplished by making i larger than upper limit for the size of
% the test matrix (this limit is N).
if (j > n)
i = N + 1;
end
end
% This displays the final answer matrix with the column titles for each
% x_0.
fprintf(’x_0 = %d’, x_0);
fprintf(’:\n’);
disp(column_titles);
disp(Ans);
disp(’ ’);
end
disp(’ ’);
disp(’ ’);
7. Conclusion
In this paper, Vinberg’s algorithm for finding the subgroup of Γ that is generated
by reflections is stated in detail, although without proof. A useful Matlab program
is given to help in this process. This paper can also be used as a reference for
many fundamental reflection domains to hyperbolic spaces that have already been
identified by the author. Also, two interesting patterns to the fundamental reflection
domains of the form of −x20 + x21 + nx22 (n ∈ N) have been discovered and listed.
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