ABSTRACT. A rather tricky question is the construction of wavelet bases on domains for suitable function spaces (Sobolev, Besov, Triebel-Lizorkin type). In his monograph from 2008, Triebel presented an approach how to construct wavelet (Riesz) bases in function spaces of Besov and Triebel-Lizorkin type on cellular domains, in particular on the cube. However, he had to exclude essential exceptional values of the smoothness parameter s, for instance the theorems do not cover the Sobolev space W 1 2 (Q) on the n-dimensional cube Q for n at least 2.
INTRODUCTION
Nowadays the theory and application of wavelet decompositions plays an important role not only for the study of function spaces (of Lebesgue, Hardy, Sobolev, Besov, Triebel-Lizorkin type) but also for its applications in signal and numerical analysis, partial differential equations and image processing.
A rather tricky question is the construction of wavelet bases on domains Ω ⊂ R n for suitable function spaces. The main problem is the handling of the boundary faces of the domain. One starting point are the papers of Ciesielski and Figiel [2] , [3] and [1] dealing with spline bases for classical Sobolev and Besov spaces on compact C ∞ manifolds. Related approaches and extensions are given in [5] , [7] , [6] , [4] , [9] , [12] and [8] .
A major breakthrough is described in the monograph [20] of Triebel for cellular domains. A cellular domain is a disjoint union of diffeomorphic images of a cube. The most prominent example is the unit cube Q in R n . Furthermore, all C ∞ -domains are cellular domains.
On the one hand Triebel constructed wavelet (Riesz) frames, not wavelet bases, for Triebel-Lizorkin spaces A proposal how to deal with these cases is presented in [20, Section 6.2.4] . At first, one considers the situation for the unit cube Q: The idea is to modify the spaces F s p,q (Q) and to "reinforce them", now named F s,rinf p,q (Q): One takes an f ∈ F s p,q (Q) and for every critical value l ∈ {0, . . . , n − 1}, i. e. when
one requires f to fulfil the additional reinforce property R r,p l . Roughly speaking, this reinforce property asks for a certain decay of the derivatives of f at the faces (edges, vertices) of dimension l ∈ {0, . . . , n − 1} of the unit cube. [14] we give an insight into the first necessary decomposition techniques for incorporating the exceptional values. Instead of dealing with boundary faces of dimension 0 to n − 1 for the n-dimensional cube Q we consider the model case Ω = R n \ R l , where R l stands symbolically for an l-dimensional plane in R n . We say: An f ∈ S ′ (R n ) belongs to F s,rinf p,q (R n \ R l ) if, and only if, it belongs to F s p,q (R n ) and furthermore, if
we ask for an additional decay property at the boundary R l , see Definition 3.5.
The main aim of the paper is the proof of decomposition techniques for the reinforced Triebel-Lizorkin spaces F s,rinf p,q (R n \ R l ) similar to [20, Section 6.1.4] , in particular (6.68) and Theorem 6.23 of [20] . In Theorem 3.19 for the non-exceptional values resp. Theorem 3.20 for the exceptional values we show that an element of F s,rinf 
which admits interior wavelet decompositions by a wavelet basis completely supported away from R l , while the boundary parts can be decomposed into boundary wavelets using wavelet-friendly extension operators. This is done (for the non-exceptional cases) in [20, Theorem 6 .28] and is the crucial starting point for the wavelet decomposition on the cube Q, see [20, Section 6.1.7] . This step from the space decomposition to the wavelet decomposition and the transition from R n \ R l to the cube Q is not part of this paper but will be published in the future. For now the interested might read Chapter 4 of thesis [14] .
There are two main ingredients for the proof of the decomposition techniques: Firstly, we need an alternative characterization of the refined localization spaces F Secondly, to use the vanishing traces at the boundary of Ω, we will prove Hardy inequalities for R nfunctions at l-dimensional planes. Hardy inequalities and similar results are a widely used tool in function spaces. This goes back to the paper of Hardy [10] from 1920. A nice overview on the Hardy inequality and recent results is given in the book [13] by Kufner, Maligranda and Persson. In connection with Besov and Triebel-Lizorkin function spaces Hardy inequalities are closely connected to the theory of envelopes, see Haroske [11] and Triebel [19] . In Lemma 3.16 we will show: Let d(x) be the distance of x to the plane R l . Then there is a constant c > 0 such that
PRELIMINARIES
Let R n be the Euclidean n-space, Z be the set of integers, N be the set of natural numbers, N 0 = N ∪ {0} and N 0 = N 0 ∪ {∞}. By |x| we denote the usual Euclidean norm of x ∈ R n , by x|X the (quasi)-norm of an element x of a (quasi)-Banach space X. If S ⊂ R n , then we denote the n-dimensional Lebesgue measure of S by |S|.
By S (R n ) we mean the Schwartz space on R n , by S ′ (R n ) its dual. The Fourier transform of f ∈ S ′ (R n ) resp. its inverse will be denoted byf resp.f . The convolution of f ∈ S ′ (R n ) and ϕ ∈ S (R n ) will be denoted by f * ϕ. With supp f we denote the support of a distribution f ∈ S ′ (R n ).
By L p (R n ) for 0 < p ≤ ∞ we denote the usual quasi-Banach space of p-integrable complex-valued functions with respect to the Lebesgue measure | · | with the usual sup-norm modification for
Let k ∈ N 0 . By C k (R n ) we denote the space of all functions f : R n → C which are k-times continuously differentiable (continuous, if k = 0) and bounded.
Let s ∈ R, 0 < p ≤ ∞ resp. 0 < p < ∞ and 0 < q ≤ ∞. By B s p,q (R n ) and F s p,q (R n ) we denote the Besovand Triebel-Lizorkin function spaces on R n . If X,Y are quasi-Banach spaces, then by the notation X ֒→ Y we mean that X ⊂ Y and that the inclusion map is bounded. In the text we will usually use the term "norm" also if we only have a quasi-Banach space to deal with.
Let B r (x 0 ) = {x ∈ R n : |x − x 0 | < r} be the open ball with centre x 0 and radius r > 0. Furthermore, we shorten B r := B r (0) and B := B 1 .
Throughout the text all unimportant constants will be called c, c ′ ,C etc. or we will directly write A B which means that there is a constant C > 0 such that A ≤ C · B. Only if extra clarity is desirable, the dependency of the parameters will be stated explicitly. The concrete value of these constants may vary in different formulas but remains the same within one chain of inequalities. By A ∼ B we mean that there are constants
Basic properties of function spaces
where a + = max(a, 0). Furthermore, if s ∈ R, then there are uniquely determined ⌊s⌋ ∈ Z and {s} ∈ (0, 1] with s = ⌊s⌋ + {s}.
Proposition 2.2 (Homogeneity property of
Proof. This is a reformulation of [20, Theorem 2.11] going back to [19, Corollary 5.16 ].
Let l ∈ N, l < n and 1 ≤ j 1 < . . . < j l ≤ n. We set
with obvious modifications if
Proof. The proof is an application of the 1-dimensional Fubini property for Denote
where the infimum is taken over all g ∈ F s p,q (R n ) with g|Ω = f . Moreover, let
where the infimum is taken over all g ∈F s p,q (Ω) with g|Ω = f . 
be concentric (open) cubes in R n , sides parallel to the axes of coordinates, centred at 2 −l m r for an m r ∈ Z n . The side length of Q 0 l,r shall be 2 −l , the side length of Q 1 l,r shall be 2 −l+1 . We call this collection of cubes a Whitney decomposition of Ω if the cubes Q 0 l,r are pairwise disjoint, if
By the construction in [16, Theorem 3, p. 16] one can furthermore assume that for adjacent cubes Q 0 l,r and
Let ρ = {ρ j,r } be a suitable resolution of unity for Whitney cubes, i. e.
for some c α > 0 independent of x, j, r and Let Ω be an arbitrary domain in R n with Ω = R n . Let
This is not valid for
and furthermore let v > 0 such that
Then there is an orthonormal u-wavelet basis 
The representation (3) is unique and it holds
DECOMPOSITION THEOREMS FOR FUNCTION SPACES ON DOMAINS
3.1. Basic notation. Let n ∈ N with l < n.
We identify R l with the plane {z = 0} ⊂ R n . Hence, in our understanding
Furthermore, let
be the unit cube in this plane and let
Then by D α f with α ∈ N n l we denote the derivatives perpendicular to R l .
3.2.
Reinforced spaces for R n \ R l . In [20, Section 6.1.4] Triebel showed the following crucial property which paved the way to the wavelet characterization for the cube Q:
Proposition 3.1 (Triebel) . Let l ∈ N and l < n. Let
Here tr r l f is the trace operator onto Q l . However, when s − n−l p ∈ N 0 , Proposition 3.1 cannot be proven in this way and should not be true in general. As suggested in [20, Section 6.2.3] we have to "reinforce" the function spaces F s p,q (R n ). To simplify notation in the upcoming substitute of Proposition 3.1 we replace Q l by R n \ R l and Q n l by R n . The basic observations remain the same.
Hardy inequalities at l-dimensional planes.
We start with some basic observations regarding Hardy inequalities at planes R l for function spaces on R n . The main observation of this section is the difference of the behaviour at Now we take a look at Ω = R n \ R l using the notation x = (x ′ , x ′′ ) ∈ R n = R l × R n−l . Then in our special situation we have d(x) = |x ′′ |.
Proposition 3.3 (Sharp Hardy inequalities -the critical case).
Let 0 < ε < 1, 1 < p < ∞ and 0 < q ≤ ∞. Let κ be a positive monotonically decreasing function on (0, ε). Then
Proof. The proof is a generalization of the discussion in [19, Section 16.6 ]. There the case l = n − 1 is considered. One uses the one-dimensional version of the Hardy inequality (16.8) in [19] .
For the "if-part" let at first 1 < q ≤ ∞. We now use the (n − l)-dimensional version of (16.8) in [19] . Let
We fix x ′ ∈ R l and get
We now integrate over x ′ ∈ R l and make use of the Fubini property of
Since for fixed p with 1 < p < ∞ the spaces F n−l p p,q (R n−l ) are monotonic with respect to q, inequality (4) holds for all 1 < p < ∞ and 0 < q ≤ ∞.
For the "only if-part" we have to show that κ must be bounded. The proof is a generalization of the discussion in [19, Section 16.6 ] for dimension l = n − 1. We consider the set
. We will construct an (n − l)-dimensional substitute of f J from (16.29) in [19] . We want to have f J ∈ F n−l p,q (R n ),
If such a sequence of f J 's exist, we get
p using (n − l)-dimensional spherical coordinates and p > 1. Since the constants do not depend on J ∈ N, this shows κ 1 keeping in mind f J |F n−l p p,q (R n ) 1. We can define a series of f J 's in the following way: For every j ∈ N we choose lattice points x j,k ∈ S l, * j for k ∈ {1, . . . ,C j } such that
By a simple volume argument we have
Let ψ ∈ S (R n ) be non-negative, ψ(x) = 1 for |x| ≤ 1 2 and ψ(x) = 0 for all |x| ≥ 1. We set
At least when q ≥ 1 and no moment conditions are necessary the functions
are correctly normalized atoms in F n−l p p,q (R n ), see [15, Definition 3.1] . Furthermore, by the support properties we can use the arguments in [19, Section 2.15] using a modification of the sequence space. The slight overlapping of the functions ψ(2 j−1 (x − x j,k )) for different j can be neglected. Hence by the atomic representation Theorem, see [15, Theorem 3.12] , and (7) we have
On the other hand using (6) and the support properties of ψ we get
For 0 < q < 1 one has to modify the functions f J to get moment conditions. These modifications are described in Step 5 of the proof of Theorem 13.2 in [19] . Then one has to define (6) such that the functions ψ(2 j−1 (x − x j,k )) have disjoint support for fixed j and different k. Then they cannot satisfy (8) . But this is 
for some c > 0 and all f ∈ F s p,q (R n ) if and only if κ is bounded. Proof. The "if-part" can be handled in the same way as in Proposition 3.3 before. Now we use the (n − l)-dimensional version of (16.15) in [19] having in mind s − n−l p = − n r . Here p = 1 is allowed. Then we integrate over x ′ ∈ R l and make use of the Fubini property 2.3 to get the desired result, using d(x) = |x ′′ |.
For the "only if-part" we argue similar to (15.11) of [19] . We take
for j ∈ N with a wavelet Φ j r choosen from an oscillating u-Riesz basis for R n , see [20, Theorem 1.20] , such that
for instance choose m = (0, . . . , 0, 1, 1, . . . , 1) where the first l coordinates are 0. Obviously,
for a suitable r ′ ∈ Z n . Then by the atomic representation Theorem, see [15, Theorem 3 .12], we have f j |F s p,q (R n ) 1. By (9) we have for large j
Hence κ(t) must be bounded for t → 0. 
Remark 3.7. The space F s,rinf p,q (R n \ R l ) does not depend on the choice of ε in the sense of equivalent norms since for |α| = r we have s − r > 0 and hence
Remark 3.8. This definition is adapted by Definition 6.44 in [20] , where the case of a C ∞ -domain Ω is considered and in this sense l = n − 1. Then there is only one direction of derivatives to be treated -the normal derivative at ∂ Ω. 
Using the Hardy inequality from Proposition 3.4 we automatically have
Remark 3.10. For the Triebel-Lizorkin spaces
for σ > 0. We cannot transfer such an embedding from
For incorporating the critical cases (s − n−l p ∈ N 0 ) we would have to show
Take a function ψ ∈ D(R n ) with ψ(x) = 1 with |x ′ | ≤ 1, |x ′′ | ≤ 1, then
Analogously we have
As a weaker version one can show that (Ω) with
Proof. It suffices to prove the Proposition for |α| = 1. We will give a proof using the homogeneity Property 2.
2. An alternative proof can be found using a general approach to atomic decompositions of f ∈ F s,rloc p,q (Ω), see [14, Proposition 3.19] .
If
By triangle inequality and classical differentiation properties of
To prove the proposition, it suffices to estimate the p-sum of the first terms on the RHS by f |F
where c and the number of summands in the sum over r ′ are independent of j and r, see (2) . Now we make use of the homogeneity property, see Proposition 2.2, and pointwise multipliers, see [15, Theorem 4.1] . We get
where the constants do not depend on r or j, using property (2). Thus
Remark 3.12.
For Ω = R n there is the converse inequality
Such an inequality cannot hold for Let Ω be an arbitrary domain in R n with Ω = R n , let r | f 0 p,q (Z Ω ) is independent of q -there is a constant C > 0 such that for all x ∈ Ω not more than C boundary wavelets are supported at x. This argument was also used in the proof of Theorem 2.28 in [20] refering to [20 
