Cleveland State University

EngagedScholarship@CSU
Mathematics Faculty Publications

Mathematics and Statistics Department

7-1-2020

Active Disturbance Rejection Control of Torsional Plant with
Unknown Frequency Harmonic Disturbance
Rafal Madonski
Jinan University

Momir Stanković
Vojnomedicinska Akademija

Sally Shao
Cleveland State University, s.shao@csuohio.edu

Zhiqiang Gao
Cleveland State University, Z.GAO@csuohio.edu

Jun Yang
Southeast University, Nanjing

See next page for additional authors
Follow this and additional works at: https://engagedscholarship.csuohio.edu/scimath_facpub
Part of the Mathematics Commons

How does access to this work benefit you? Let us know!
Repository Citation
Madonski, Rafal; Stanković, Momir; Shao, Sally; Gao, Zhiqiang; Yang, Jun; and Li, Shihua, "Active
Disturbance Rejection Control of Torsional Plant with Unknown Frequency Harmonic Disturbance" (2020).
Mathematics Faculty Publications. 328.
https://engagedscholarship.csuohio.edu/scimath_facpub/328

This Article is brought to you for free and open access by the Mathematics and Statistics Department at
EngagedScholarship@CSU. It has been accepted for inclusion in Mathematics Faculty Publications by an
authorized administrator of EngagedScholarship@CSU. For more information, please contact
library.es@csuohio.edu.

Authors
Rafal Madonski, Momir Stanković, Sally Shao, Zhiqiang Gao, Jun Yang, and Shihua Li

This article is available at EngagedScholarship@CSU: https://engagedscholarship.csuohio.edu/scimath_facpub/328

Active disturbance rejection control of torsional plant with unknown
frequency harmonic disturbance
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Jun Yang

Shihua Li

ABSTRACT
In this work, a new robust control algorithm is introduced for uncertain systems with harmonic disturbances
of unknown frequencies. The proposed solution works under the active disturbance rejection control (ADRC)
framework and utilizes a specialized observer for sinusoidal uncertainties, aided with an on-line harmonic
disturbance frequency estimator. The entire governing structure is derived in a convenient error-based domain,
easily deployable in various industrial control software. The idea behind the introduced approach is general,
but is conveyed here using solely a three degrees-of-freedom torsional system, which is considered a benchmark
for vibration phenomenon in many mechanical systems. The efficacy of the proposed control scheme is
validated with a set of experiments on a laboratory testbed and a theoretical analysis based on theory of
singular perturbation.

1. Introduction
The problem of harmonic disturbance rejection is of great importance in a variety of control applications, including active suspension control (Sun, Zhao, Li, Zhang, & Gao, 2012), active balancing
of rotating machinery (Zhou & Shio, 2001), and active noise cancellation (Hansen, Snyder, Qiu, Brooks, & Moreau, 2012). Continuous
development in the above areas makes it an active research topic in
the control community. From analyzing the literature, the complexity
of the harmonic disturbance rejection is a function of control operators
knowledge about the governed system and the acting perturbation.
For instance, if the precise mathematical model of the consider plant
and the frequency of acting harmonic disturbance are both available
for control synthesis, several feedback-driven techniques, based on
internal model principle, can be utilized to effectively compensate
the effect of disturbance (e.g. Carnevale, Galeani, Sassano, & Astolfi,
2016; Hoagg, Santillo, & Bernstein, 2008a). If just the plant model
is available, a disturbance observer can be designed to reconstruct
harmonic perturbations with uncertain frequencies, as shown in Kim,
Kim, Chung, and Tomizuka (2011) and Li, Yang, Chen, and Chen
(2014). On the other hand, if a precise system model is not available,
some adaptive strategies can be employed. For example, an adaptive

feedforward compensation scheme can be used if the open-loop system
dynamics is asymptotically stable (e.g. Bayard, 2000; Bodson, Sacks, &
Khosla, 1994; Jafari & Ioannou, 2016; Marino & Tomei, 2016). These
methods, however, force certain assumptions about the open-loop system in both single-input single-output and multi-input multi-output
cases. In scenarios with uncertain plant models and unknown disturbance harmonic frequencies, feedforward techniques, like Bodson
(2005) or Esbrook, Tan, and Khalil (2013), can be used. A different
approach to handle harmonic disturbances is based on a steady-state
harmonic response of a stable, linear time-invariant system, which
means that after the transient response, the remaining residual sinusoidal response converges to zero. This methodology is systematically
studied for known/unknown systems with known/unknown harmonic
disturbance frequencies, with recent developments in Kamaldar and
Hoagg (2017, 2020). Adaptive control methods based on feedback can
also be proposed to tackle known and unknown disturbance frequencies
(e.g. Ghasemi, Hoagg, & Seigler, 2018; Guo & Bodson, 2009; Hoagg,
Santillo, & Bernstein, 2008b). They, however, generally require some
extra information (e.g. model relative degree) and structural assumptions regarding the considered plant (e.g. regarding possibility of state
feedback or minimum phase characteristics).

The presence of harmonic interferences in the governed plant can
also be seen, described, and eventually resolved in the framework of
active disturbance rejection control, or ADRC, which represents a rather
drastic departure from classical as well as modern control theory (Gao,
2014; Han, 2009). In this methodology, all the uncertain elements
related to the controlled dynamics (including modeling mismatch, internal and external disturbances) are treated collectively forming a
so-called total disturbance of the system, seen from the plant perspective
as an input-additive, matched term. The main concept of ADRC is that
a detailed analytical representation of the system is not required for
control synthesis as long as the influence of aggregated disturbance
on the controlled output is continuously mitigated. Such output invariance, thus trivialization of the control design, can be achieved
through on-line reconstruction of the total disturbance by means of
a specialized observer. The interest in the ADRC idea also comes
from its practical appeal, verified to date in numerous power (SiraRamirez, Luviano-Juarez, & Cortes-Romero, 2013; Wu, Sun, & Lee,
2017), motion (Sira-Ramirez, Luviano-Juárez, Ramírez-Neria, & ZuritaBustamante, 2018; Xue, Madonski, Lakomy, Gao, & Huang, 2017), and
process (Zheng, Chen, & Gao, 2009; Zheng & Gao, 2018) applications.
For that reasons, the ADRC approach has been previously applied to
the problem of harmonic disturbance compensation, with examples
being Chen (2003), Wang, Yan, Yang, Li, and Li (2018), Yan et al.
(2018), Yang, Ding, Chen, and Li (2016) and Zhao and Gao (2013) and
most recently Guo, Bacha, Alamir, Hably, and Boudinet (2020).
In contrary to the above solutions, this work introduces an unique
ADRC-based scheme dedicated to highly uncertain systems subjected
to harmonic disturbances with unknown frequencies. The proposed
structure utilizes a resonant extended state observer (RESO Stankovic
et al., 2017), tailored here to collectively handle numerous sources
of harmonic uncertainties, which are the sinusoidal characteristics of
the target signal and/or the sinusoidal effect of auxiliary phenomena on the controlled system plant. It also consists of a simple, yet
powerful, adaptive frequency estimator (introduced in Xia, 2002 and
later extended in Hou, 2007). To make the introduced ADRC solution
practical, the control design is using a one degree-of-freedom (1DOF)
feedback error-based representation (Michalek, 2016; Zhang, 2017).
As a result, its topology resembles that of PID, but with capabilities
reaching far beyond it. Furthermore, the error-based form makes the
proposed method straightforwardly implementable in various industrial
platforms (like PLC) thus increasing its practical appeal.
The novelty of this work is in three following aspects. Firstly,
compared to the original RESO (Stankovic et al., 2017), here a special
error-based state transformation is introduced, which allows to derive
a modified version of the resonant observer, in which the higher-order
time-derivatives of the reference signal can now also be the part of the
total disturbance (which has some profound practical implications). In
contrary to Michalek (2016) and Zhang (2017), in which the state transformation leads to the development of a conventional linear observer
(with its limitation in type of disturbance it can effectively estimate),
here it leads to a resonant observer, which can effectively deal with
various types of disturbances, especially sinusoidal-type. Secondly, the
original RESO from Stankovic et al. (2017) assumed that the frequency
of the assumed total disturbance is known. This is a limiting factor
as there are numerous practical cases where the frequency of the
perturbation in unknown or varying. In the control scheme proposed
here, this assumption is lifted. Through introduction of a dedicated
frequency identifier, the resonant observer can be constantly updated
with information about the total disturbance frequency, which can
be considered as a special utilization of the internal model principle.
Thirdly, the entire proposed control scheme with both adaptive and
robust features is theoretically verified via stability analysis, which,
to author’s best knowledge, has not been previously reported in the
literature.
In this work, the new ADRC structure with the capabilities of
mitigating harmonic uncertainty with unknown frequency is validated

with a set of multi-criteria hardware experiments and with a rigorous
stability analysis using singular perturbation theory. The introduced
control scheme is validated using a three degree-of-freedom (3DOF) torsional mechanism,1 which is considered a benchmark for vibration phenomenon in many mechanical systems. Compared to works Madonski,
Ramirez-Neria, Gao, Yang, and Li (2019), Madonski, Ramirez-Neria,
et al. (2019) and Stankovic, Madonski, Shao, and Mikluc (2020), which
dealt with compensating harmonic uncertainty with known frequency,
here the frequency is assumed to be unknown, which adds to the overall
complexity of the control problem.
2. Preliminaries
2.1. Plant simplified modeling
The investigated torsional system, with all its intrinsic and extrinsic
attributes, can be well exemplified with a laboratory testbed, depicted
in Fig. 1. It has three disks vertically attached to a stable frame.
The disks are connected with a pair of torsional springs with positive
coefficients 𝑘1 , 𝑘2 . Two disks (middle and top) are treated as the load
of the bottom, motor-actuated disk. Signals 𝜃1 , 𝜃2 , and 𝜃3 represent the
angular positions of bottom, middle, and top disk, respectively. The
disk inertias are: 𝐽1 = 𝐽𝑑 +𝐽𝑚 +2𝑚𝑟2 , 𝐽2 = 𝐽𝑑 +2𝑚𝑟2 , and 𝐽3 = 𝐽𝑑 +2𝑚𝑟2 .
Signal 𝑇 (torque) is the control signal. Additional two masses are placed
on each plate, with 𝑚 being the weight of each mass, 𝐽𝑚 , 𝐽𝑑 being the
motor and plate inertia, respectively. Term 𝑟 represents the distance of
the mass to the disk center. A simplified dynamic model of the 3DOF
torsional system can be described as:
𝑐1
𝜃̇ −
𝐽1 1
𝑐
𝜃̈2 = − 2 𝜃̇ 2 −
𝐽2
𝑐
𝜃̈3 = − 3 𝜃̇ 3 −
𝐽3

𝜃̈1 = −

𝑘1
(𝜃 − 𝜃2 ) +
𝐽1 1
𝑘2
(𝜃 − 𝜃3 ) −
𝐽2 2
𝑘2
(𝜃 − 𝜃3 ),
𝐽3 2

𝑇
,
𝐽1
𝑘1
(𝜃 − 𝜃2 ),
𝐽2 1

(1)
(2)
(3)

where 𝑐1 , 𝑐2 , and 𝑐3 are viscous friction coefficients of, respectively,
the first, second, and third disk. It is possible to get rough values
of the plant parameters through hardware datasheets and parametric
identification, which results in: 𝐽1 = 0.0037, 𝐽2 = 𝐽3 = 0.0011, 𝑐1 =
0.002, 𝑐2 = 𝑐3 = 0.0015, 𝑘1 = 1.3, and 𝑘2 = 1.2.
Remark 1. The above analytical representation of the plant, even
though linear, does not recognize a variety of uncertain terms, both
parametric and structural, nor external interferences that are present in
real plant (to be discussed in details in Section 2.3), like motor dynamics, pulleys friction, nonlinear phenomena in the amplifier, mechanical vibration, high-frequency measurement noise, actuator saturation,
and unknown torque load disturbances. All this makes controlling the
considered torsional mechanism a nontrivial task.
Furthermore, following practical assumptions are made:
A1. Output 𝜃1 is the only one available for control synthesis.
A2. Structure (1)–(3) is known but all of its parameters are uncertain.
2.2. Control objective
The goal here is to generate control signal (𝑇 ) that will make
( )
the angular position of the bottom disk 𝜃1 track a sinusoidal-type
( )
reference trajectory 𝜃𝑟 without a detailed plant model and despite the
harmonic-type internal/external perturbations influencing the system
operation. Additionally, signal 𝜃𝑟 satisfies:
1
The considered testbed represents many ‘real life’ systems including
the dynamics of rigid bodies, gearing and belts, flexibility in drive shafts,
and coupled discrete vibration with actuator at the drive input and sensor
(collocated) or at flexibly coupled output (noncollocated).

where 𝑓ed is the aggregated torque disturbance, which here consists the
uncertainty from the load torque (𝑇lt ) and the external input-additive
torque disturbance (𝑇ex ).
Vibration modes.
The tendencies of the considered system to vibrate can be best explained by its modal representation (Mierovitch, 1975). The system
model (1)–(3) in matrix notation has the form: 𝑱 𝜽̈ + 𝒌𝜽 = 𝑻 , with
𝜽 = [𝜃1 𝜃2 𝜃3 ]⊤ ,
⎡ 𝑘1
𝒌 = ⎢ −𝑘1
⎢
⎣ 0

−𝑘1
𝑘1 + 𝑘2
−𝑘2

0
−𝑘2
𝑘2

⎤
⎡ 𝐽1
⎥, 𝑱 = ⎢ 0
⎥
⎢
⎦
⎣ 0

0
𝐽2
0

⎤
⎥,
⎥
⎦

0
0
𝐽3

and 𝑻 = [𝑇 0 0]⊤ . Its homogeneous solutions (𝑇 (𝑡) = 0) are harmonic
with a general representation:
(5)

𝜃𝑖 = 𝜒𝑖 𝐶 cos(𝜔𝑡 + 𝜙), 𝑖 = 1, 2, 3.

Now, by substituting the above into (1)–(3) yields an eigenvalue problem:

Fig. 1. Actual torsional system (left), its layout with chosen notation (middle), and
some of the challenges related to its control (right).

⎡ 𝑘1 − 𝐽1 𝜔2
⎢
−𝑘1
⎢
0
⎣

−𝑘1
𝑘1 + 𝑘2 − 𝐽2 𝜔2
−𝑘2

0
−𝑘2
𝑘2 − 𝐽3 𝜔2

⎤ ⎧ 𝜒1
⎥⎪
𝜒2
⎥⎨
⎦⎪
⎩ 𝜒3

⎫
⎪
⎬ = 0,
⎪
⎭

with its characteristic equation being:
[
]
𝐽1 𝐽2 𝐽3 𝜔6 − 𝐽1 (𝐽2 𝑘2 + 𝐽3 𝑘1 + 𝐽3 𝑘2 ) + 𝐽2 𝐽3 𝑘1 𝜔4
[
]
+ 𝐽1 𝑘1 𝑘2 + 𝐽2 𝑘1 𝑘2 + 𝐽3 𝑘1 𝑘2 𝜔2 = 0,

A3. Signal 𝜃𝑟 is bounded and known only at current time (𝑡),
A4. Signals 𝜃𝑟 , 𝜃̇ 𝑟 , 𝜃̈𝑟 are bounded and exist for all 𝑡 ≥ 0,
A5. Signals 𝜃𝑟 , 𝜃̇ 𝑟 , 𝜃̈𝑟 are not known in advance.

The above contains factor 𝜔2 which signalizes the presence of a rigid
body mode (𝜔 = 0).

2.3. Sources of uncertainties in real torsional plant
The real torsional system, as opposed to its simplified model (1)–
(3), is a challenging control problem as it consists of multiple sources
of disturbances/uncertainties. They are classified and briefly described
below.
( )
Unmodeled dynamics 𝑓ud .
𝑓ud1

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝐽1 𝜃̈1 + 𝑐1 𝜃̇ 1 + 𝑘̄ 𝑐 sin(𝑛𝜃1 +𝜙) + 𝑐̄𝑠1 sign(𝜃̇ 1 ) +𝑘1 (𝜃1 − 𝜃2 ) = 𝑇 ,
𝑓ud2

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝐽2 𝜃̈2 + 𝑐2 𝜃̇ 2 + 𝑐̄𝑠2 sign(𝜃̇ 2 ) −𝑘1 𝜃1 + (𝑘1 + 𝑘2 )𝜃2 − 𝑘2 𝜃3 = 0,

Remark 2. In spite the amount of uncertainties existing in the real
torsional system, a conscious decision is made here to use the simplified model (1)–(3) in the derivation of the new control scheme.
It is motivated by the fundamental design principle of the ADRC
framework, in which an exact model of the controlled system is not
required (Chen, Bai, Hu, Huang, & Gao, 2020) as long as the total
disturbance is attenuated in real-time. And although the above specific
forms of uncertainties will not be utilized explicitly in the upcoming
ADRC design, this subsection is kept deliberately in the manuscript as
it shows the type and amount of uncertainty that the total disturbance
will consist of and that the ADRC will subsequently have to deal with.
3. Proposed control structure

𝑓ud3

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝐽3 𝜃̈3 + 𝑐3 𝜃̇ 3 + 𝑐̄𝑠3 sign(𝜃̇ 3 ) −𝑘2 𝜃2 + 𝑘2 𝜃3 = 0,

3.1. Plant re-modeling

where 𝑐̄𝑠1 –𝑐̄𝑠3 are the Coulomb friction coefficients while 𝑓ud1 , 𝑓ud2 ,
and 𝑓ud3 are the aggregated unmodeled components. The motor cogging effect is approximated with 𝑘̄ 𝑐 sin(𝑛𝜔1 + 𝜙), where 𝑛 equals the
drive pulley diameter ratio times the number of motor poles - in the
considered system it means 𝑛 = 2 × 3.
( )
Parametric uncertainties 𝑓pu .

First, by substituting (2) and (3) in (1), the considered plant model
can be expressed alternatively in the output channel as:
𝑘1 𝐽1 (𝑘2 − 𝑘1 ) − 𝑘21 𝐽2
𝑐
𝑇
− 1 𝜃̇ 1 −
𝜃1
𝜃̈1 =
𝐽1 𝐽1
𝐽 2 (𝑘2 − 𝑘1 )
−

(
)
𝑘1
𝐽 𝜃̈ − 𝑐2 𝜃̇ 2 + 𝑘2 𝜃2 − 𝐽3 𝜃̈3 − 𝑐3 𝜃̇ 3 ,
𝐽1 (𝑘2 − 𝑘1 ) 2 2

or in more compact form:

𝐽01 𝜃̈1 + 𝑘01 𝜃1 − 𝑘01 𝜃2 = 𝑇 − 𝑓ud1 − 𝑓pu1 ,
𝐽02 𝜃̈2 − 𝑘01 𝜃1 + (𝑘01 + 𝑘02 )𝜃2 − 𝑘02 𝜃3 = −𝑓ud2 − 𝑓pu2 ,

𝜃̈1 = 𝑑 + 𝑏0 𝑇 ,

𝐽03 𝜃̈3 − 𝑘02 𝜃2 + 𝑘02 𝜃3 = −𝑓ud3 − 𝑓pu3 ,
where 𝐽01 , 𝐽02 , 𝐽03 , 𝑘01 , 𝑘02 represent the approximated values of corresponding parameters. Terms 𝑓pu1 (𝐽1 , 𝑘1 , 𝑘2 , ⋅), 𝑓pu2 (𝐽2 , 𝑘1 , 𝑘2 , ⋅), and
𝑓pu3 (𝐽3 , 𝑘2 , ⋅) are the aggregated parametric uncertainties.

𝑓ed

(4)

(7)

where 𝑏0 is the user’s best knowledge of the system parameter 𝑏 = 1∕𝐽1 ,
and
𝑑 = (𝑏 − 𝑏0 )𝑇 −

𝑘1 𝐽1 (𝑘2 − 𝑘1 ) − 𝑘21 𝐽2
𝑐1
𝜃̇ 1 −
𝜃1
𝐽1
𝐽 2 (𝑘2 − 𝑘1 )

(8)

1

−

External disturbances (𝑓ed ).
⏞⏞⏞⏞⏞
𝐽01 𝜃̈1 + 𝑘01 𝜃1 − 𝑘01 𝜃2 = 𝑇 − 𝑇ex − 𝑇lt −𝑓ud1 − 𝑓pu1 ,

(6)

1

(
)
𝑘1
𝐽 𝜃̈ − 𝑐2 𝜃̇ 2 + 𝑘2 𝜃2 − 𝐽3 𝜃̈3 − 𝑐3 𝜃̇ 3 ,
𝐽1 (𝑘2 − 𝑘1 ) 2 2

includes unknown system dynamics and mismatch associated with
uncertainty in parameter 𝑏 selection.

Remark 3. Here, one can clearly see the idea behind introducing the
notion of total disturbance. The double integrator form (7) used for
the developed control system is not a pure integrator form, but a
perturbed one. Hence, terms like the dynamic dependencies between
𝜃1 and 𝑑, are implicitly present in the system model (7). Furthermore,
these dependencies are treated under the introduced framework of total
disturbance as part of it, hence their effect on the governed system
output (𝜃1 ) will be reconstructed and compensated.
Defining the tracking error as 𝑒 ≜ 𝜃𝑟 − 𝜃1 and substituting 𝜃1 = 𝜃𝑟 − 𝑒
in (7), the closed-loop error equation is:
𝑒̈ = −𝑑̃ − 𝑏0 𝑇 ,

(9)

where:
𝑑̃ = (𝑏 − 𝑏0 )𝑇 − 𝜃̈𝑟 −

𝑘1 𝐽1 (𝑘2 − 𝑘1 ) − 𝑘21 𝐽2
𝑐1
𝜃𝑟
𝜃̇ 𝑟 −
𝐽1
𝐽 2 (𝑘2 − 𝑘1 )

𝑘1 𝐽1 (𝑘2 − 𝑘1 ) − 𝑘21 𝐽2
𝑐1
𝑒
𝑒̇ +
𝐽1
𝐽 2 (𝑘2 − 𝑘1 )

−

)
(
𝑘1
𝐽 𝜃̈ − 𝑐2 𝜃̇ 2 + 𝑘2 𝜃2 − 𝐽3 𝜃̈3 − 𝑐3 𝜃̇ 3 ,
𝐽1 (𝑘2 − 𝑘1 ) 2 2

(10)

1

represents the resultant disturbance in the governed system.
In this way, the trajectory tracking error 𝑒 can be treated as the
new system output, and the trajectory-following control task can be
reformulated as an output zero-stabilization problem in the presence of
matched, lumped disturbance 𝑑̃ affecting the torsional system through
the control signal (Michalek, 2016; Zhang, 2017).
3.2. Controller design
In order to simplify the controller design (for practical reasons),
higher-order time-derivatives of the feedback error, necessary for the
derivation of the output stabilizing controller, can be treated in the
used error-based domain as part of the lumped uncertainty. In this
way, these terms do not need to be known in advance and can be
conveniently estimated as byproducts of the total disturbance observer
(to be designed).
In order to define the desired error-dynamics for the considered
system, model (9) can be expanded on the both sides with term 𝑘𝑐1 𝑒,̇
which yields:
𝑒̈ + 𝑘𝑐1 𝑒̇ = 𝑘𝑐1 𝑒̇ − 𝑑̃ − 𝑏0 𝑇 = 𝑓 − 𝑏0 𝑇 ,

(11)

where 𝑘𝑐1 > 0 is a design control coefficient, and:
̃
𝑓 = 𝑘𝑐1 𝑒̇ − 𝑑,

𝑢0 ≜ 𝑘𝑐0 𝑒,

(14)

with 𝑘𝑐0 > 0 being another design control coefficient.
It should be noted that (13), although being expressed in 1DOF
error-based form, retains the capabilities of a 2DOF control scheme,
here combining a disturbance compensation loop and a classical outerloop proportional controller (𝑢0 ). Furthermore, substituting (13) into
(11), in an ideal case of 𝑓̂ = 𝑓 , results in following error dynamics:
(15)

𝑒̈ + 𝑘𝑐1 𝑒̇ + 𝑘𝑐0 𝑒 = 0.

1

+

where 𝑓̂ denotes the estimation of the total disturbance 𝑓 , which can
be effectively obtained with a dedicated observer solely upon measurements of control input 𝑇 and output error 𝑒. Term 𝑢0 represents
the control action applied to the resultant idealized (i.e. disturbancefree) plant dynamics, which in the light of applied transformations (11)
and (12), can be proposed as simple as:

(12)

can be treated as the total disturbance, which has to be timely reconstructed with an observer and simultaneously rejected in the control
input (𝑇 ).
Remark 4. The control solution has to be now designed for a significantly uncertain plant (11), for which obtaining its precise analytical description has been established (in Section 2.3) to be difficult.
Consequently, a ‘minimal-modeling’ solution has to be proposed to
address this deliberate modeling negligence. In other words, the hardship is shifted here from the conventional precise mathematical plant
modeling (and subsequent strict model-based controller synthesis) to
designing an appropriate disturbance reconstructor, which in real-time
estimates the information about the acting resultant disturbance and
mitigates its effect on the plant output (Madonski, Shao, et al., 2019).
Now, thanks to the applied error-based ADRC design concept, the
control rule can be designed straightforwardly as:
)
1 (
𝑇 ≜
𝑢 + 𝑓̂ ,
(13)
𝑏0 0

The proportional and derivative control coefficients 𝑘𝑐0 and 𝑘𝑐1 can be
adequately tuned to make 𝑠2 + 𝑘𝑐1 𝑠 + 𝑘𝑐0 Hurwitz by a pole placement
approach (Gao, 2003). Introducing 𝜔𝑐 as a closed-loop system bandwidth and assuming that the system model used for the pole placement
is the simplified system after total disturbance cancellation, the values
of the coefficients can be straightforwardly calculated as 𝑘𝑐0 = 𝜔2𝑐 and
𝑘𝑐1 = 2𝜔𝑐 .
3.3. Observer design
In Section 2.3, it was shown that the unwanted harmonic motion is
generated in the top and the middle disks when the bottom disk is moving (relatively) fast. Consequently, the top tow disks cause oscillations
in the bottom one. This harmonic disturbance has detrimental effect
on tracking quality, thus has to be addressed in the proposed control
system.
This problem can be addressed by utilizing the so-called resonant
extended state observer (RESO) methodology. Recalling Stankovic et al.
(2017), a general form of the total disturbance 𝑓 can be approximated
with a sum of two types of disturbances 𝑓 (𝑡) = 𝐹𝑝 (𝑡) + 𝐹𝑤 (𝑡), where
𝐹𝑝 = 𝑐0 + 𝑐1 𝑡 + 𝑐2 𝑡2 + ⋯ + 𝑐𝑚−1 𝑡(𝑚−1) is its polynomial part and 𝐹𝑤 (𝑡) =
𝑎1 sin(𝜔𝑟 𝑡)+𝑎2 cos(𝜔𝑟 𝑡) is its sinusoidal part. The aggregated disturbance
𝐹𝑤 (𝑡) can be modeled as an unforced harmonic oscillator with resonant
frequency 𝜔𝑟 . Its characteristic equation in such is:
𝐹̈𝑤 (𝑡) + 𝜔2𝑟 𝐹𝑤 (𝑡) = 0.

(16)

The above model of disturbance can be incorporated into the observer
design by extending the plant model with additional, fictitious state
elements: 𝑥𝑛+𝑚+1 = 𝐹𝑤(𝑚) (𝑡) and 𝑥𝑛+𝑚+2 = 𝐹𝑤(𝑚+1) (𝑡), where 𝑛 is system
relative order and 𝑚 is the number of auxiliary states for 𝐹𝑝 . Eq. (16)
can thus be also expressed as:
𝐹𝑤(𝑚+2) (𝑡) + 𝜔2𝑟 𝐹𝑤(𝑚) (𝑡) = 0.

(17)

For the purpose of this work, one extended state variable (𝑚 = 1) is chosen to represent the polynomial disturbance 𝐹𝑝 (𝑡). A single frequency
total disturbance is considered hence the harmonic disturbance 𝐹𝑤 (𝑡)
results in two extra states: 𝑥̇ 4 = 𝑥5 , 𝑥̇ 5 = −𝜔2𝑟 𝑥4 . Recalling the second
order dynamics (𝑛 = 2) of (11), the overall design constitutes a (virtually extended) fifth-order system dynamics, which can be represented
in state–space form as:
𝒙̇ = 𝑨𝒙 + 𝑩𝑇 + 𝑩 𝑓 𝐹̇ 𝑝 ,

(18)

𝑒 = 𝑪𝒙,
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Now, in contrary to the original output-based RESO design from
Stankovic et al. (2017), here the resonant observer for the above
system is derived in error-based form (with its profound practical
implications), which yields:
𝒙̂̇ = 𝑨𝒙̂ + 𝑩𝑇 + 𝑳 (𝑒 − 𝑒)
̂ ,

(19)

̂
𝑒̂ = 𝑪 𝒙,
⎡
⎢
⎢
𝒙̂ = ⎢
⎢
⎢
⎣

𝑥̂ 1
𝑥̂ 2
𝑥̂ 3
𝑥̂ 4
𝑥̂ 5

⎤ ⎡
⎥ ⎢
⎥ ⎢
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⎥ ⎢
⎦ ⎣

𝑒̂
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𝑤
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where 𝒙̂ is the vector of state variables estimates, 𝑳 is the vector of
observer gains, 𝑒̂ represents estimation of the tracking error 𝑒, and 𝜔̂ 𝑟
is the estimated value of frequency 𝜔𝑟 . Moreover, since the partial incorporation of the desired closed-loop dynamics (11)–(12), which made
the controller derivative gain 𝑘𝑐1 appear in the observer state matrix 𝑨,
the designer is unburdened from the necessity of acquiring otherwise
unavailable signal 𝑒̇ (see A1) as it is conveniently estimated by the
observer (19). Such simplification has important practical benefits and
for that is considered to be one of the advantages of the proposed
error-based control system.
In contrast to the original RESO-based structure, here the design coefficient 𝑘𝑐1 is embedded in the state matrix 𝑨. It allowed reducing the
outer-loop controller 𝑢0 (13)–(14) to only a proportional output-error
feedback term, thus greatly simplifying the control synthesis.
By using bandwidth parametrization approach from Gao (2003), the
observer gains 𝑳 are selected in a way that all the observer poles are
placed in the left-hand side of the 𝑠-complex plane, in the location
−𝜔𝑜 . Therefore, according the error-based RESO (19) characteristic
polynomial equation:
𝑃 (𝑠) = det(𝑠𝑰 − (𝑨 − 𝑳𝑪)) = (𝑠 + 𝜔𝑜 )5 ,

(20)

the observer gains
as: 𝑙1 =(5𝜔𝑜 − 𝑘𝑐1 ,)𝑙2 = 10𝜔2𝑜 − 𝜔̂ 2𝑟 − 𝑘𝑐1 𝑙1 ,
( are obtained
)
𝑙3 = 10𝜔3𝑜 − 𝜔̂ 2𝑟 𝑙1 + 𝑘𝑐1 , 𝑙4 = 5𝜔4𝑜 − 𝜔̂ 2𝑟 𝑙2 + 𝑘𝑐1 𝑙1 , 𝑙5 = 𝜔5𝑜 − 𝑙3 𝜔̂ 2𝑟 .
Based on the considered control objective (Section 2.2), the torsional system (9) has to track a sinusoidal reference:
(
)
𝜃𝑟 (𝑡) = 𝐴0 sin 𝜔𝑟 𝑡 + 𝜑 ,
(21)
where 𝐴0 , 𝜔𝑟 and 𝜑 are the amplitude, frequency, and phase of the
harmonic (sinusoidal) signal. For the considered sinusoidal tracking
problem without external disturbance, the frequency of the total disturbance will change with the change of the reference signal frequency
(see (12) and (10)), and for the target signal (21) it has the form:
(
)
𝑓 (𝑡) = 𝐹0 sin 𝜔𝑟 𝑡 + 𝜑𝑓 ,
(22)
where 𝐹0 , 𝜔𝑟 , and 𝜑𝑓 are amplitude, frequency, and phase of the total
disturbance, respectively. It should be noted that if there is a sinusoidal
external disturbance effecting the system, the frequency of the total
disturbance will depend on the frequency of the external disturbance.
Additionally, for a complex case with both sinusoidal reference and
sinusoidal external disturbance (with different frequencies), the total disturbance will be a multi-harmonic signal. However, for clarity,
the design is restricted to case with one harmonic sinusoidal total
disturbance signal, without loss of generality of made conclusions.
It has to be noted that (19) provides an asymptotic convergence of
the state estimation only in cases when the frequency of total disturbance (22) is known, i.e. when 𝜔̂ 𝑟 = 𝜔𝑟 . Hence, in order to potentially
enable high total disturbance estimation performance for the unknown
or time-varying disturbance frequency, an adaptive estimator of 𝜔̂ 𝑟 is
introduced and derived in the following subsection.

Fig. 2. The harmonic total disturbance in the 𝑠-domain.

3.4. Adaptive frequency estimator design
In an conventional approach, signal frequency can be estimated
using a Fourier analysis requiring batch processing of data, which is
often not suitable for real-time applications. Hence, for the purpose of
this work, an adaptive identifier from Hou (2007) is used, which offers
globally-convergent estimate of sinusoidal frequencies.
Here, the estimation procedure is explained assuming total disturbance as the input signal to the frequency identifier. The sinusoidal
total disturbance (22) can be expressed in 𝑠-domain as a second-order
system, as shown in Fig. 2. Note, that in the considered structure it can
be assumed that 𝑢𝑠 = 0, whereas amplitude, frequency, and phase of
the harmonic signal can be defined by the initial conditions 𝑓 (0) and
𝑓̇ (0). The complex form of this structure is:
𝐹 (𝑠) =

𝐹0
𝑠2 + 𝜔2𝑟

𝑈 (𝑠) =

𝐹0
𝑈 (𝑠).
𝑞(𝑠) 𝑠

(23)

Introducing the Hurwitz-type polynomial:
𝜆(𝑠) = 𝑠2 + 𝜆1 𝑠 + 𝜆0 ,

(24)

the transfer function (23) can be rewritten as:
𝐹 (𝑠) =

𝐹0
𝑈 (𝑠),
𝜆(𝑠) + (𝑞(𝑠) − 𝜆(𝑠)) 𝑠

(25)

or alternatively as:
𝐹 (𝑠) =

𝐹
𝜆(𝑠) − 𝑞(𝑠)
𝐹 (𝑠) + 0 𝑈𝑠 (𝑠).
𝜆(𝑠)
𝜆(𝑠)

(26)

Now, following Hou (2007), by substituting 𝑈𝑠 (𝑠) = 0, the state–
space model of (26) is given by:
𝜉̇ 1 = 𝜉2 ,
𝜉̇ 2 = −𝜆0 𝜉1 − 𝜆1 𝜉2 + 𝑓 ,
(
)
𝑓 = 𝜆0 − 𝜔2𝑟 𝜉1 + 𝜆1 𝜉2 .

(27)

From (27), one can see that the reconstruction of 𝑓 is possible only
if 𝜔𝑟 is known and the system states 𝜉1 and 𝜉2 are known and properly
initialized. It is equivalent to knowing the amplitude, frequency, and
phase of the total disturbance (22), which is not practical. However,
model (27) can also be used for estimation of 𝜔𝑟 without any prior
knowledge of the initial conditions. According to (27), the adaptive
frequency estimator (identifier) can be designed as Sastry and Bodson
(1989):
𝜉̂̇ 1 = 𝜉̂2 ,
𝜉̂̇ 2 = −𝜆0 𝜉̂1 − 𝜆1 𝜉̂2 + 𝑓 ,
(
)
𝑓𝑖 = 𝜆0 − 𝜔̂ 2𝑟 𝜉̂1 + 𝜆1 𝜉̂2 ,

(28)

where 𝑓𝑖 represents estimator output and with 𝜔̂ 2𝑟 being an unknown
parameter. Here, its is adapted in the direction of negative gradient
of 𝑒𝑎 = 𝑓𝑖 − 𝑓 by the following MIT rule, which is a standard tool in
adaptive control (Astrom & Wittenmark, 1995):
𝑑 𝜔̂ 2𝑟
𝑑𝑡

= −𝛾𝑒𝑎

𝑑𝑒𝑎
𝑑 𝜔̂ 2𝑟

(
)
= 𝛾 𝑓𝑖 − 𝑓 𝜉̂1 ,

(29)

where the parameter 𝛾 > 0 is an arbitrarily selected real number. The
global exponential convergence of 𝑓𝑖 to 𝑓 , and 𝜔̂ 𝑟 to 𝜔𝑟 , for arbitrarily
chosen initial conditions 𝑓𝑖 (0) and 𝜔̂ 𝑟 (0), has been proven in Appendix.
In order to simplify tuning of the considered frequency estimator, its

Fig. 4. Communication scheme of the considered control system.
Fig. 3. Proposed error-based ADRC scheme with adaptive RESO (aRESO).

coefficients can be parametrized using classic pole-placement approach
as 𝜆0 = 𝜔2𝑒 , 𝜆1 = 2𝜔𝑒 , with 𝜔𝑒 being the single design parameter,
whereas 𝛾, as seen in (29), is a scaling factor, directly shaping the speed
of estimation convergence.
Finally, the proposed ADRC-based structure with error-driven RESO
and adaptive frequency estimator is shown in Fig. 3. Since it is assumed
that the real total disturbance (𝑓 ) is unknown, the adaptive frequency
estimator uses 𝑓̂ as its input signal in the actual hardware implementation. Its output is the on-line updated RESO coefficient 𝜔̂ 2𝑟 from (19).
In this way, the adaptation of the parameter in RESO is enabled, and
hence the entire proposed structure is adaptive and for that reasons in
denoted as adaptive RESO (or aRESO).
4. Experimental validation
4.1. Methodology
Several hardware tests have been performed to investigate the proposed control system in handling harmonic uncertainty. The validation
has been conducted using a hardware-in-the-loop system with control
algorithm deployed in Matlab/Simulink. The sampling frequency was
fixed at 𝑇𝑠 = 1 kHz. A communication scheme of the considered testbed
is presented in Fig. Fig. 4.
Some typical criteria for assessing control algorithm, including robustness against parametric uncertainty and robustness against unmodeled external disturbance, have already been used previously in the
context of original RESO-based scheme (Stankovic et al., 2017). Same
work showed superiority of the RESO-based design over conventional
linear disturbance observer-based control. For that reason, here, the
analysis is mainly aimed at (a) evaluating the newly introduced on-line
adaptation capability and (b) evaluating the used error-based observer
derivation. Hence, following tests are performed:

E1: quantitative comparison with the conventional RESO-based conE2:
E3:

trol structure from Stankovic et al. (2017),
verification of adaptability under sudden change of reference
signal,
verification of estimation quality using different inputs.

In the experiment E1, a sinusoidal reference trajectory 𝜃𝑟 (𝑡) =
𝐴0 sin(𝜔𝑟 𝑡) was used, with amplitude 𝐴0 = 1 rad and frequency 𝜔𝑟 =
9.76 rad/s. In this and further tests, both the target signal amplitude
and frequency are assumed to be unavailable for controller synthesis
(under A5). The duration of the entire test was set to 𝑇𝑒 = 12 s. In
the first half of the test (0 s ≤ 𝑡 < 6 s), the system was controlled
with the conventional output-driven RESO-based scheme (i.e. with a

predefined, fixed 𝜔̂ 𝑟 = 2.44 rad/s), here denoted simply as RESO.
During that time, however, the on-line estimation of 𝜔̂ 𝑟 was working in
the background but was not used until the middle of the test (𝑡 = 6 s),
when the aRESO took over and governed the system until the end of the
experiment (6 s < 𝑡 ≤ 12 s). Design parameters representing controller
and observer bandwidths were set as 𝜔𝑐 = 5 and 𝜔𝑜 = 65, respectively,
and frequency estimator parameters as 𝜔𝑒 = 10 and 𝛾 = 105 . Above
tuning parameters were adjusted based on the competing requirements
of performance and stability margin, together with noise sensitivity.
These tuning parameters remained unchanged throughout this and next
tests.
In the experiment E2, two different sinusoidal reference signals
were used. The duration of the test was set to 𝑇𝑒 = 12 s. In the first
half of the test (0 s ≤ 𝑡 < 6 s), a target signal with amplitude 𝐴0 = 0.75
rad and frequency 𝜔𝑟 = 9.42 rad/s was used. In the second half of the
test (6 s ≤ 𝑡 ≤ 12 s), a target signal with amplitude 𝐴0 = −1 rad and
frequency 𝜔𝑟 = 4.71 rad/s was used. The aRESO-based controller was
used throughout the entire test with initial condition for estimation set
as 𝜔̂ 𝑟 (0) = 0.
In the experiment E3, a sinusoidal reference signal was used with
amplitude 𝐴0 = 1 rad and frequency 𝜔𝑟 = 4.71 rad/s. The duration of
the entire test was set to 𝑇𝑒 = 10 s. The idea of this test was to verify
whether it is possible to achieve acceptable signal frequency estimation
using different signals, which are commonly available in a real control
setting, as the inputs to the estimation tool. This could potentially
give the control operator more flexibility in designing the RESO-based
control scheme as long as the selected estimator input contains the
harmonic characteristics one wants to extract. Naturally, each choice
of input will have its consequences (e.g. influence of high-frequency
measurement noise, sensor sampling time) and decision has to be made
on the case-by-case basis. In this particular case, reference signal (𝜃𝑟 )
and system output (𝜃1 ) were tested as inputs to the frequency identifier
(see Fig. 4).
Remark 5. In the conducted experiments, there were no physical
disturbances added, meaning that there were no external, user-inflicted
interferences in the governed system during its operation. In the experiments, the robustness of the proposed control system was tested against
parametric and structural disturbances (also of harmonic nature) coming from the deliberate negligence of certain modeling terms, which are
problematic to measure or analytically describe.
4.2. Results and discussion
The results of E1 are gathered collectivity in Fig. 5. The quantitative
improvement obtained with the adaptation is especially seen in subplots (a) and (b), which show the quality of reference tracking. From

Fig. 5. [E1] Performance comparison of conventional RESO with adaptive RESO-based (aRESO) control schemes in terms of angular positions of disks (a), feedback error (b),
estimation error (c), frequency estimation (d), control signal (e), estimated total disturbance and simulated total disturbance (f).

(c), one can notice that the estimation error converges in both cases
(RESO and aRESO) to the vicinity of zero, but it is visibly smaller for
aRESO, which is justified by the fact that the introduced estimation
𝜔̂ 𝑟 partially unburdens the total disturbance observer from the necessity
of reconstruction of (otherwise) uncertain term 𝜔̂ 𝑟 . In other words,
the estimated signal frequency is considered as a partial, constantly
updated model information in the observer. The ripples in 𝜖 come from
the amplification of the sensor noise, however its level is practically
acceptable since it does not have significant effect on the system output,
as seen in (a) and (b). (Figure d) shows the speed and accuracy of 𝜔̂ 𝑟
estimation with relation to the actual 𝜔𝑟 . The output of the frequency
identifier has been saturated to avoid displaying impractical result
(lower bound: 𝜔̂ 𝑟 > 0) and to increase plot eligibility (upper bound:
𝜔̂ 𝑟 < 10)). The activated adaptation also has a positive effect (in terms
of energy usage) on the input signal generated by the controller, which
is depicted in subplot (e). Both amplitude and the noisiness of the
control signal are kept within practically acceptable bounds, without
any visible effects of switching between controllers at 𝑡 = 6 s. Finally,
as the real total disturbance signal cannot be physically measured in the
considered case, the estimated total disturbance is compared in (f) with
the total disturbance mathematically modeled in a separate simulation
environment.

The results of E2 are seen in Fig. 6. One can notice, that after
the transient period (approx. 𝑡 < 1.5 s), the aRESO scheme provides
the desired performance in terms of trajectory tracking (a)–(b) and
estimation error (c). Despite the sudden change of reference signal, the
estimation of signal frequency converges to the close neighborhood of
its true value in a timely manner (𝑡 < 1 s), as seen in (d). The control
signal does not exhibit unwanted effects as a result of hard switching
at 𝑡 = 6 s. In (f), one can see the estimated total disturbance compared
with the simulated total disturbance.
The results of E3 are depicted in Fig. 7. From the plots, it can be
noticed that using either reference signal or output signal results in a
proper realization of the signal frequency estimation, which leads to
satisfying performance of the entire introduced aRESO-based control
scheme. This shows that once the condition of persistent excitation of
the input signal is fulfilled, the output of the frequency identifier will
converge to the acceptable neighborhood of actual value. Similar relation applies to the use of different types of signals (i.e. other than the
used sinusoidal-type Hou, 2007). It is seen here in terms of trajectory
realization (a), obtained feedback error (b), and estimation error (c).
It is also explicitly visible in (d), which shows the estimates of signal
frequency (𝜔̂ 𝑟 ). In terms of generated control action, both approaches
result in similar energy usage, as confirmed by (e). In (f) again, the

Fig. 6. [E2] Performance of adaptive RESO-based (aRESO) control scheme under sudden change of reference signal frequency in terms of angular positions of disks (a), feedback
error (b), estimation error (c), estimation of uncertainty signal frequency (d), control signal (e), estimated total disturbance and simulated total disturbance (f).

results of estimated total disturbance coincide with those obtained in
simulation, which validates, together with estimates convergence in (c),
the proper realization of the observer part.
From analyzing the proposed control structure as well as different
transformation made throughout this work to simplify its design, one
can notice that the advantages of the introduced approach will be
most visible in cases of trajectory tracking (but not limited to them).
One reason is the error-based formulation, which in cases of unknown
high-order target signals, can conveniently estimate them by the means
of the same observer used for total disturbance reconstruction. In case
of regulation, these high-order terms would be zero, and the errorbased ADRC would perform similarly to the conventional, output-based
design.

scheme has been validated on a representable benchmark platform.
Its derivation in feedback error-based form made it straightforward to
implement and commission across various industrial control software.
Future work will revolve around four following aspects.
• Establishing specific bounds of the total disturbance, in which
the control system remains robust. This will potentially help to
increase the closed-loop performance as it would give the control
designer clear information about the feasible ranges of controller
and observer bandwidths.
• Formal investigation of the system performance in case where
reference signal frequency equals (or is close to) the resonant or

5. Conclusions and future work
A new control algorithm has been proposed that directly deals with
the harmonic uncertainties of unknown frequencies. By utilizing a special on-line uncertainty estimation and mitigation framework together
with a dedicated on-line signal frequency estimator, the vibration
suppression problem has been formulated and solved as a fundamental
problem of disturbance rejection. The effectiveness of the proposed

anti-resonant frequencies of the mechanical system.
• Performing a set of simulations to help to explore the rules
behind the studied harmonic disturbance rejection phenomenon
as parameters and conditions of simulations are more flexible
than hardware experiments.
• Expanding the applicability range of the proposed method by
testing it on a diversified set of systems and control objectives.

Fig. 7. [E3] Comparison of reference- and output-based estimation of reference signal frequency in adaptive RESO-based (aRESO) control scheme in terms of angular positions of
disks (a), feedback error (b), estimation error (c), estimation of uncertainty signal frequency (d), control signal (e), estimated total disturbance and simulated total disturbance (f).
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Appendix. Stability analysis
The stability analysis of the proposed ADRC with aRESO is performed using singular perturbation theory. In order to prove the stability of the entire closed-loop system, which includes the frequency
estimator part, the analysis has to also show that the adaptive parameter 𝜔̂ 𝑟 does not affect the stability as long as 𝜔𝑟 is finite, and

after that the convergence of the frequency estimator is proven. The
below analysis is a modification of the proof found in Madonski,
Ramirez-Neria, et al. (2019), Stankovic et al. (2020). The difference
is that here the control structure additional has the adaptive frequency
estimator and the frequency of the harmonic disturbance is assumed to
be unknown.
The general expression (19) can be first written as:
(
)
𝒒̇ = 𝑨 − 𝒍𝒄 ⊤ 𝒒 + 𝒉𝜂, 𝜂 = 𝑓̇ ,
(30)
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0
0
1
0
−𝜔̂ 2𝑟

⊤

0⎤
⎡0⎤
⎡1⎤
⎢0⎥
⎢0⎥
0⎥
⎥
⎢ ⎥
⎢ ⎥
0⎥ , 𝒉 = ⎢1⎥ , 𝒄 = ⎢0⎥ .
⎢0⎥
⎢0⎥
1⎥
⎥
⎢ ⎥
⎢ ⎥
0⎦
⎣0⎦
⎣0⎦

with 𝒒 ⊤ = [𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 ] = [𝜖 𝜖̇ (𝑓 − 𝑓̂) (𝑓̇ − 𝑓̂̇ ) (𝑓̈ − 𝑓̂̈)]
representing new system coordinates with estimation error 𝜖 ≜ 𝑒 − 𝑒̂
and 𝒍⊤ = [𝑙1 𝑙2 … 𝑙5 ] being observer tunable gains.
With the estimation error matrix 𝑯 = 𝑨 − 𝒍𝒄 ⊤ and the already used
tuning methodology (Gao, 2003), it is possible to induce that:
det(𝜆𝑰 − 𝑯) = 𝜆5 + 𝑠1 𝜆4 + 𝑠2 𝜆3 + 𝑠3 𝜆2 + 𝑠4 𝜆 + 𝑠5 ,

(31)

= (𝜆 + 𝜔𝑜 )5 ,
[
]
for [𝑠1 , … , 𝑠5 ] = 𝛽1 𝜔𝑜 , … , 𝛽5 𝜔5𝑜 , which then yields:

(32)

𝜆𝑚 {𝑯} = −𝜔𝑜 , ∀𝑚 = 1, … , 5.

(33)

Now, the coefficients of (31) can be directly calculated as:
𝑟1

⏞⏞⏞
𝑠1 = 𝑘𝑐1 +𝑙1 = 𝛽1 𝜔𝑜 ⇒ 𝑙1 = 𝛽1 𝜔𝑜 − 𝑟1 ,
𝑟2

⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑠2 = 𝜔̂ 2𝑟 + 𝑘𝑐1 𝑙1 +𝑘𝑐0 + 𝑙2 = 𝛽2 𝜔2𝑜 ⇒ 𝑙2 = 𝛽2 𝜔2𝑜 − 𝑟2 ,
𝑟3

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑠3 = 𝜔̂ 2𝑟 𝑙1 + 𝜔̂ 2𝑟 𝑘𝑐1 +𝑙3 = 𝛽3 𝜔3𝑜 ⇒ 𝑙3 = 𝛽3 𝜔3𝑜 − 𝑟3
𝑟4

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑠4 = 𝜔̂ 2𝑟 𝑙2 + 𝜔̂ 2𝑟 𝑘𝑐1 𝑙1 + 𝑘𝑐0 𝜔̂ 2𝑟 +𝑙4 = 𝛽4 𝜔4𝑜 ⇒ 𝑙4 = 𝛽4 𝜔4𝑜 − 𝑟4 ,
𝑟5

⏞⏞⏞
𝑠5 = 𝑙3 𝜔̂ 2𝑟 +𝑙5 = 𝛽5 𝜔5𝑜 ⇒ 𝑙5 = 𝛽5 𝜔5𝑜 − 𝑟5 ,

(34)
𝜔̂ 2𝑟

In the above, terms 𝑟𝑖 are uniquely defined by
and 𝑘𝑐𝑖 . Also, the
design parameters are parametrized by the observer and the controller
bandwidths 𝜔𝑜 and 𝜔𝑐 , respectively. This allows 𝑯 to be expressed as:
⎡ −𝑙1
⎢−𝑙 − 𝑘
𝑐0
⎢ 2
𝑯 = ⎢ −𝑙3
⎢ −𝑙4
⎢
⎣ −𝑙5
⎡−𝛽1 𝜔𝑜
⎢
⎢−𝛽2 𝜔2𝑜
⎢
= ⎢−𝛽3 𝜔3𝑜
⎢
4
⎢−𝛽4 𝜔𝑜
⎢−𝛽 𝜔5
⎣ 5 𝑜

1
−𝑘𝑐1
0
0
0

0
1
0
0
0

1

0

0

0

1

0

0

0

1

0

0

0

0

0

0

0
0
1
0
−𝜔̂ 2𝑟

0⎤
0⎥
⎥
0⎥
1⎥
⎥
0⎦

0⎤
⎥ ⎡𝑟1
0 ⎥ ⎢𝑟
⎥ ⎢ 2
0⎥ + ⎢𝑟3
⎥ ⎢
1⎥ ⎢𝑟4
⎣𝑟5
0⎥⎦

(35)

1
−𝑘𝑐1
0
0
0

0
1
0
0
0

0
0
1
0
−𝜔̂ 2𝑟

0⎤
0⎥
⎥
0⎥
1⎥
⎥
0⎦

which yields:
1
1 ̇
𝝃 = 𝑯𝑞𝝃 +
𝒉𝜂 ⟹ 𝜀𝝃̇ = 𝑯 𝑞 𝝃 + 𝜀𝒉𝜂,
𝜔𝑜
𝜔𝑜
1
,
𝜔𝑜

⎡−𝛽1
⎢−𝛽
⎢ 2
𝑨𝑞 = ⎢−𝛽3
⎢−𝛽4
⎢
⎣−𝛽5

(37)

and 𝑯 𝑞 = 𝑨𝑞 + 𝜀𝑯 𝜀 , where:
1
0
0
0
0

0
1
0
0
0

0
0
1
0
0

𝑟1
⎡
⎢𝜀(𝑟 − 𝑘 )
2
𝑐0
⎢
and 𝑯 𝜀 = ⎢ 𝜀2 𝑟3
⎢ 𝜀3 𝑟4
⎢
⎣ 𝜀4 𝑟5

‖
̇
Theorem 1. If ‖
‖𝜉0 ‖ = 𝑂(𝜀) and 𝜂 = 𝑓 exists, then:
̂ 𝑡) of (40):
(i) the asymptotic solution 𝜉(𝜀,
𝜀𝜉̇ = 𝑯 𝑞 𝜉 + 𝜀ℎ ⋅ 𝜂 = (𝑨𝑞 + 𝜀𝑯 𝜀 )𝜉 + 𝜀ℎ ⋅ 𝜂, 𝜉(0) = 𝜉0 ,

A following change of coordinates can be proposed for the sys−3
tem (30): 𝑞1 = 𝜔−4
𝑜 𝜉1 , 𝑞2 = 𝜔𝑜 𝜉2 , … , 𝑞5 = 𝜉5 , with its general
representation 𝑞𝑖 = 𝜔𝑖−3
𝜉
,
for
𝑖
=
1, … , 5, or written in matrix form:
𝑖
𝑜 [
]
−3 −2 −1
𝒒 = 𝜦𝝃, with 𝜦 = diag 𝜔−4
𝑜 𝜔𝑜 𝜔𝑜 𝜔𝑜 1 and 𝝃 = [𝜉1 ⋯ 𝜉5 ]. This
allows to express (30) as follows:
(
)
𝜦𝝃̇ = 𝑨 − 𝒍𝒄 ⊤ 𝜦𝝃 + 𝒉𝜂 = 𝑯𝜦𝝃 + 𝒉𝜂,
(36)

with 𝜀 =

𝜀 = 𝜔1 . It is worth seeing that 𝑯 𝑞 and 𝑯 are similar (𝑯 = 𝜦𝑯 𝒒 𝜦−1
𝑜
with 𝐻𝑞 = 𝐴𝑞 + 𝜖𝐻𝜖 ) and have the same eigenvalues. Thus, 𝜆𝑖 (𝑯 𝑞 ) =
𝜆𝑖 (𝑯) = −𝜔𝑜 and 𝜆𝑖 (𝑨𝑞 ) = −1, ∀𝑖 = 1, … , 5, which implies 𝑯 𝑞 and
𝑨𝑞 are Hurwitz. This means that, as long as 𝜔̂ 𝑟 is finite, 𝜔̂ 𝑟 in 𝑨 does
not affect the stability of the coefficient matrix 𝑯 𝑞 in (40). It should
be noted that 𝜔𝑟 is always finite, since it is mechanically limited by
the laws of physics. Here, ‘‘finite’’ means that it is defined as a real
number. That is, there exists a real number 𝑁1 such that 𝜔𝑟 < 𝑁1 < ∞.
Since 𝜔̂ 𝑟 converges to 𝜔𝑟 global exponentially (to be shown later in
(44)–(45)), that is, there exists some positive numbers 𝜎 and 𝑁2 , such
that |𝜔̂ 𝑟 − 𝜔𝑟 | < 𝑁2 𝑒−𝜎𝑡 for all 𝑡 ≥ 0, which implies 𝜔̂ 𝑟 < 𝜔𝑟 + 𝑁2 𝑒−𝜎𝑡 <
𝑁1 +𝑁2 𝑒−𝜎𝑡 < ∞. Thus 𝜔̂ 𝑟 is finite, this implies matrices 𝐴 (30), 𝐻 (35),
and 𝐻𝑞 (37) are well-defined.
‖
This implies that if ‖
‖𝜉0 ‖ = 𝑂(𝜀), i.e. 𝜉0 lies in its stable initial
manifold, there is no danger of large magnitude transients in the
evulution of (40) as 𝜀 → 0 for 𝑡 > 0, and thus the system is exponentially
stable and uniformly asymptotically stable, that is for stability within
the stable initial manifold for 𝜉0 (note that is not stability in the sense
of Lyapunov). Furthermore, it is straightforward to check that 𝑯 𝑞 is
Hurwitz for any finite 𝜔̂ 𝑟 in 𝑯 𝑞 . This implies that 𝜔̂ 𝑟 in state matrix
𝑨 (30), which is updated according to the output of the adaptive
frequency estimator, does not affect the stability of the coefficient
matrix 𝑯 𝑞 as long as 𝜔̂ 𝑟 is finite. Finally, main stability theorem as:

0⎤
0⎥
⎥
0⎥ ,
1⎥
⎥
0⎦

(38)

is an approximation to the solution 𝜉 of (40) uniformly valid for all
finite time 𝐿 with 0 ≤ 𝑡 < 𝐿 < ∞. This means that for each 𝛿 > 0
]‖
‖[ ̂
there exists 𝜉𝛿 such that ‖ 𝜉(𝜀,
𝑡) − 𝜉∕𝜀𝑘 ‖ < 𝛿 for each 𝜀 < 𝜉𝛿 , and
‖
‖
̂ 𝑡) is:
for some positive integer 𝑘 and for all 0 ≤ 𝑡 ≤ 𝐿 ≤ ∞, term 𝜉(𝜀,
)
(
( 2)
𝑡
̂ 𝑡) = exp 𝑨𝑞
𝜉 +𝑂 𝜀 +
(42)
𝜉(𝜀,
𝜀 0
[
(
){
}
𝑡
+ 𝜀 𝑨−1
𝑨−1
𝑞 ℎ ⋅ 𝜂 + exp 𝑨𝑞 𝜀
𝑞 ℎ ⋅ 𝜂(0)
]
[ (
)]
𝑡
𝑡−𝑠
− 𝑯0
exp 𝑨𝑞
𝑨−1
ℎ
⋅
𝜂(𝑠)𝑑𝑠
;
𝑞
∫0
𝜀
(ii) As 𝑡 = 𝜏𝜀, the origin of the fast dynamics 𝑑𝜓
= 𝐴𝑞 𝜓(𝜏) of the
𝑑𝜏
system (40) is exponentially stable, that is, there exists an 𝜀∗ > 0 and
some positive constants 𝑁3 and 𝜌 such that: ‖𝜓(𝜏)‖ ≤ 𝑁3 𝑒−𝜌𝜏 ‖𝜉0 ‖
for all 𝜀 ∈ [0, 𝜀∗ ] with 𝜓(0) = 𝜉0 .
}
{
[
]5
‖ ‖
(iii) for all 𝜉 ∈ 𝛺 = −𝜌1 , 𝜌2 ⊂ R5 with 𝜌2 = 𝛿 max 𝜔𝑐 , 𝜔1 , ‖𝑯 𝑞 ‖ for
‖
𝑜 ‖
some constant 𝛿 > 0, then there exists positive constant 𝐶2 (independent of 𝜀) and the solution of (40) satisfies following inequality:
[ (
) ]
1
𝑡
− 𝜀𝐶1 𝐶2
,
‖𝜉(𝜀, 𝑡)‖ ≤ 𝜀𝐶1 exp −
2
𝜀
−1
‖𝜂‖ ⋅ ‖𝜉(𝜀, 𝑡)‖ ≤ 𝐶2
where 𝐶1 =

0
−𝜀𝑛−2 𝑘𝑐1
0
0
0

0
0
0
0
0

0
0
0
0
−𝜀𝜔̂ 2𝑟

0⎤
0⎥
⎥
0⎥ .
0⎥
⎥
0⎦

(39)

⎡2𝜔𝑐
⎢ 0
⎢
𝑯0 = ⎢ 0
⎢ 0
⎢
⎣ 0

√
5+

1
𝜔𝑐

0
−2𝜔𝑐
0
0
0

∑4

𝐿𝑗
𝑗=1 𝑗!

0
0
0
0
0

0
0
0
0
0

‖(
) 2‖
‖ 𝑯 𝑞 + 𝑰 5 𝑗 ‖ and:
‖
‖
‖
‖
0⎤
0⎥
⎥
0⎥ ,
0⎥
⎥
0⎦

(43)

where 𝑰 5 denotes a 5th order identity matrix.

After the above derivations, proper stability analysis can be conducted. The observer error dynamics (37) is first considered as:
𝜀𝜉̇ = 𝑯 𝑞 𝜉 + 𝜀ℎ ⋅ 𝜂, 𝜉(0) = 𝜉0 .

(41)

(40)

It forms an initial value problem known form standard singularly
perturbed linear system of differential equations with a small parameter

It is important to highlight several aspects related to the above
theoretical deliberations.
• Recalling the classic result in singular perturbation theory (Kokotovic, Khalil, & O’Reilly, 1999), (ii) holds if (i) in Theorem 1
holds.

• According to Theorem 1, system (40) is exponentially stable
( ) and
1
‖
uniformly asymptotically stable if ‖
‖𝜉0 ‖ = 𝑂(𝜀) = 𝑂 𝜔𝑜 and
̇
𝜂 = 𝑓 exists. This result holds for stability within the stable initial
manifold for 𝜉0 . This implies that the conclusions of theoretical
results obtained in Shao and Gao (2017) can be extended to the
here introduced aRESO-based ADRC, in which (40) has a more
general representation 𝑯 𝑞 = 𝑨𝑞 + 𝜀𝑯 𝜀 .
Furthermore, the global exponential convergence of the estimated
frequency 𝜔̂ 𝑟 to the frequency of estimator input signal 𝜔𝑟 is guaranteed
by the persistence excitation condition of estimator state (see Th.2.5.3
in Sastry & Bodson, 1989), i.e. for the proposed estimator structure it
takes the form:
𝑡+𝑇

∫𝑡

𝜉̂1 (𝜏)𝑑𝜏 ≥ 0,

(44)

where 𝑇 > 0 is some time period for 𝑡 ≥ 0. According the state–space
estimator model (28) and particular control structure seen in Fig. 3,
where 𝑓̂ is defined as the estimator input, one can note that:
𝑓̂(𝑠)
.
𝜉̂1 (𝑠) =
𝜆(𝑠)

(45)

Since the total disturbance (22) (and its estimation 𝑓̂) is generally
sufficiently rich with spectrum points at 𝜔𝑟 and −𝜔𝑟 , as well as 1∕𝜆(𝑠)
is proper and stable transfer function, then, from Th.2.7.4 in Sastry and
Bodson (1989), term 𝜉̂1 can be defined as persistently excited function,
and it is sufficient condition of the proposed frequency estimator output
convergence.
Remark 6. It is possible that purely practical issues can occur when
𝜔̂ 𝑟 is large, like increased resultant control signal and/or amplified
measurement noise. However, 𝜔̂ 𝑟 is still theoretically finite, which
does not affect the theoretical results in Theorem 1. Therefore, all the
theoretical results included in Theorem 1 hold.
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