As a convex surrogate of tensor multi rank, recently the tensor nuclear norm (TNN) obtains promising results in the tensor completion. However, only considering the low-tubal-rank prior is not enough for recovering the target tensor, especially when the ratio of available elements is extremely low. To address this problem, we suggest a novel low-rank tensor completion model by exploiting both low-tubal-rankness and smoothness. Especially, motivated by the capability of framelet preserving details, we characterize the spatial smoothness by framelet regularization and the smoothness of the third mode by total variation (TV) regularization. The resulting convex optimization problem is efficiently tackled by a carefully designed alternating direction method of multipliers (ADMM) algorithm. Extensive numerical results including color images, videos, and fluorescence microscope images validate the superiority of our method over the competing methods.
I. INTRODUCTION
Low-rank tensor completion (LRTC) is a next generation of low-rank matrix completion (LRMC), which has been a hot problem of research in many fields, such as color image inpainting [1] , magnetic resonance imaging (MRI) data recovery [2] , video processing [3] , and hyperspectral/multispectral image (HSI/MSI) processing [4] - [8] . With the purpose of recovering a low-rank tensor from its partial observation, the core problem of LRTC is to accurately characterize the inherent low-rank structure of a tensor [9] - [11] .
LRMC can exactly recover an unknown low-rank matrix from the partial observation by matrix rank minimization [12] . Mathematically, LRMC model can be generally written as min X rank(X )
where X and F ∈ R I 1 ×I 2 are the target and the observed matrices, respectively, is the index set of the observed entries, and P (·) is the projection operator that keeps the entries The associate editor coordinating the review of this manuscript and approving it for publication was Vincenzo Piuri. of X in while making others be zeros. However, the problem (1) is NP-hard. To overcome this issue, the nuclear norm of matrices has been proposed to approximate the rank of matrices [13] , leading to a great success. The matrix singular value decomposition (SVD) is time-consuming, hence the nuclear norm of matrices is effective but not efficient. To enhance the time efficiency of approximating the rank of matrices, low-rank matrix factorization is proposed and used by many researchers [14] , [15] .
A tensor contains richer structural information compared with a matrix, which can represent more types of natural data, such as a video with multi-frames. Utilizing the lowrank prior of tensors, it is a feasible method to recover the underlying tensor by minimizing the tensor rank [16] . The LRTC model can be mathematically formulated as min X rank(X )
where X and F ∈ R I 1 ×···×I N are the target and the observed tensors, respectively. In the LRTC problem, the definition of the rank of tensors is the fundamental problem, which lacks uniqueness.
The tensors in practical applications are often of lowrank, so many researchers have been devoted to defining the tensor rank lies in the corresponding tensor decompositions such as the CANDECOMP/PARAFAC (CP) [17] , Tucker [18] and tensor train (TT) [19] or tensor-tensor product (t-product) [20] . The CP decomposition [21] , [22] and the Tucker decomposition [23] - [25] are used commonly, the corresponding tensor ranks of which are denoted as CP-rank and Tucker-rank, respectively. However, the calculation of CP-rank is NP-hard, while the CP-rank has no relaxation which limits its application. The calculation of Tucker-rank is relatively simple, as it relies on the matrix rank. However, directly minimizing the Tucker-rank is also NP-hard. Introducing the sum of nuclear norm (SNN) as a convex relaxation of the Tucker-rank, Liu et al. [26] proposed an SNN-based LRTC model with three solving algorithms (SiLRTC, FaLR-TC, and HaLRTC). In addition, to solve the disadvantage of the Tucker-rank that its components are ranks of matrices constructed based on an unbalanced matricization scheme, another type of tensor rank, the TT rank, is proposed [19] . The TT rank consists of ranks of matrices formed by a well-balanced matricization scheme, i.e. matricize the tensor along permutations of modes [27] , [28] . However, the unfolding operation involved in the definition of the Tucker-rank would destroy the intrinsic structure of the tensors. This implies that the Tucker-rank, SNN-based methods and the TT rank all could not preserve the intrinsic structure of the target tensors well. Recently, based on tensor-tensor product (t-product) [20] , a novel tool named tensor singular value decomposition (t-SVD) and its induced tensor tubal rank and tensor multi rank have been proposed [11] , [20] , [29] . Moreover, being a convex surrogate for multi rank, the tensor nuclear norm (TNN) has shown its effectiveness to keep the intrinsic structure of tensors [30] - [33] . The TNN-based LRTC model can be written as
where X * := 3) , which meansX is generated by performing the Discrete Fourier Transformation (DFT) along each tube of X . In this paper, to avoid the tensor matricization and maintain the intrinsic data structure, we use tensor singular decomposition to exploit the global low-rank structure of tensors.
Additionally, the afore-discussed low-rankness is not enough, and the real images and videos have the property of smoothness in the spatial and third dimension. The total variation (TV) has been shown its effectiveness to promote smoothness in image processing [4] , [25] , [36] - [39] . Recently, Song et al. [40] extended classic TV to a t-product, and they designed difference tensors when multiplied by a tensor X takes the gradient of X . And Jiang et al. [35] introduced an anisotropic TV into low-rank tensor completion by considering the smoothness in the spatial domain. However, TV usually leads to undesirable staircase effect [41] - [44] . Due to the diversity of filters and the multi-level tight frame system, framelet has recently emerged as one of the most successful regularizations for preserving details [45] , [46] . Ron and Shen [47] first gave the framelets constructed from piecewise linear B-spline. Recently, Cai et al. [48] proposed a discrete wavelet frame based approach for image restoration, and they provided the piecewise linear framelets constructed by tensor product. In this paper, we consider framelet regularization to characterize the smoothness in the spatial domain. We suggest the following LRTC model by combining framelet regularization and TV regularization, named smooth TNN (STNN) and formulated as
where λ 1 and λ 2 are regular parameters which are used to balance each term, W is the framelet transform matrix [2] . In summary, STNN has the TNN term, the framelet regularization, and the TV regularization. First, the TNN term can effectively capture the global low-rankness of underlying tensors. Second, the framelet regularization is used to exploit the smooth prior of the underlying tensor in the spatial domain, which can also preserve the details due to the diversity of filters and the multi-level tight frame system. Final, the TV regularization is introduced to exploit the smoothness along the third dimension (e.g., the temporal mode in video data). Therefore, we can reasonably get better results, on account of utilizing local smoothness and global lowrankness fully.
The recovered results for one fluorescence microscope image with the sampling rate (SR) = 20% (seen Fig. 1 ) show the superiority of STNN. We observe that the estimated result by STNN is visually the best among those by all compared methods. It is clear from Fig.1 that the result outputted by TNN remains a small number of missing entries, while the TNN-3DTV method tends to smooth the image details, although TNN-3DTV can better complete the missing entries. Apparently, the method we proposed preferably preserve the details and geometric features. These observations from Fig. 1 fit well with the fore discussion of our motivation.
This paper mainly has three contributions:
• We suggest a novel LRTC model, which can simultaneously exploit the global low-rankness and the local smoothness of a tensor.
• We design an efficient ADMM algorithm to solve the LRTC model and its convergence is theoretically guaranteed.
• As demonstrated in the results of numerical experiments, the superiority of STNN is clear. The remainder of this paper is structured as follows: Section II introduces some basic notations. Section III proposes the STNN model and gives an efficient ADMM algorithm. Section IV evaluates the performance of STNN comparing with competing methods. Section V finally shows some conclusions of this paper.
II. NOTATIONS AND PRELIMINARIES
In this section, we give some related tensor basic notations and briefly present some related definitions that will be used in this work [9] , [31] .
A. TENSOR BASICS
For the sake of brevity, we denote vectors, matrices, and tensors by bold lowercase letters (e.g., x), the uppercase letters (e.g., X ), and the calligraphic letters (e.g., X ), respectively. For a tensor X ∈ R n 1 ×n 2 ×n 3 , we denote its (i, j, s)-th element as X (i, j, s) or X ijs , its (i, j)-th mode-1, mode-2, and mode-3 fibers as X (:, i, j), X (i, :, j), and X (i, j, :), respectively. Moreover, we denote the i-th horizontal, lateral, and frontal slices of X as X (i, :, :), X (:, i, :), and X (:, :, i) respectively.
The Frobenius norm of X is defined as
We define the inner product of two tensors X and Y as follow:
For a tensor X ∈ R n 1 ×n 2 ×n 3 , the block circulation operation [49] is defined as
The block diagonalization operation and its inverse operation are defined as (2) . . .
We also define the following operator
. . . [20] ): The identity tensor I ∈ R n 1 ×n 2 ×n 3 is the tensor whose first frontal slice is the identity matrix, and other frontal slices are all zeros. The conjugate transpose of a tensor X ∈ R n 1 ×n 2 ×n 3 , denote as X T , is the tensor obtained by conjugate transposing each of the frontal slices and then reversing the order of transposed frontal slices 2 through n 3 . A tensor Q ∈ R n 1 ×n 2 ×n 3 is orthogonal, which means the tensor satisfies Q * Q T = Q T * Q = I. Theorem 1 (t-SVD [20] ): For a tensor X ∈ R n 1 ×n 2 ×n 3 , it can be factored as X = U * S * V T , where U ∈ R n 1 ×n 1 ×n 3 and V ∈ R n 2 ×n 2 ×n 3 are the orthogonal tensors, and S ∈ R n 1 ×n 2 ×n 3 is a f-diagonal tensor whose each frontal slices is a diagonal matrix. The t-SVD can be efficiently obtained by computing a series of matrix SVDs in the Fourier domain.
Definition 2 (Special Tensors
Definition 3 (Tensor Tubal Rank and Multi Rank [30] ): For a tensor X ∈ R n 1 ×n 2 ×n 3 , the tensor multi rank of X is a vector rank m (X ) ∈ R n 3 , whose i-th element is the rank of i-th frontal slice ofX , whereX is the Discrete Fourier Transform (DFT) of X ∈ R n 1 ×n 2 ×n 3 along each tube, i.e.,X = fft(X , [], 3). The tubal rank of X , denote as rank t (X ), is defined as the number of non-zero tubes of S. The relationship between these two ranks is rank t (X ) = max rank m (X ) .
Definition 4 (TNN) [30] : The tensor nuclear norm (TNN) of a tensor X ∈ R n 1 ×n 2 ×n 3 , denoted as X * , is defined as the sum of singular values of all the frontal slices ofX , i.e.,
whereX (i) is the i-th frontal slice ofX .
III. THE PROPOSED MODEL AND ALGORITHM
In this section, by applying TNN, framelet, and TV to the LRTC problem, we propose an LRTC model and develop an ADMM-based algorithm to address it.
A. THE PROPOSED MODEL
The goal of tensor completion is estimating the missing elements from an incomplete observation tensor. Considering a tensor X ∈ R n 1 ×n 2 ×n 3 , the proposed STNN-based LRTC model is formulated as
where λ 1 and λ 2 are regularization parameters, X and F are the target and the observed tensors, respectively, and ι(·) is the indicator function as follow:
∞, otherwise. There are three important parts of STNN. The first term is the TNN term, which is used to catch the global lowrankness. Hence the reason for introuducing this term is TNN can well characterize the global structural information of a tensor. The second term is the framelet regularization term WX T (3) 1,1 , where W indicates the framelet transform matrix satisfying W T W = I , and X (3) denotes the mode-3 unfolding of X [45] . Mathematically,
3 ) is the i-th vectorized factor image. Notably, this framelet regularization term can be used to preserve abundant details in spatial domain. The last term is the TV regularization which can boost the smoothness along the third mode of the target tensor X , i.e., D s X (3) 1,1 , where D s is an n 3 × n 3 difference matrix
In a brief summary, STNN takes advantage of both the global low-rankness and the local smoothness among the spatial and third dimensions. As demonstrated in our numerical experiments, TNN term, framelet regularization, and TV regularization would be effective to boost these two priors.
B. THE PROPOSED ALGORITHM
Many solvers are available for the proposed convex model [50] . Here we design an efficient algorithm based on ADMM for tackling the optimization problem. This model can be equivalently reformulated as a constrained problem as follows:
where Y ∈ R n 1 ×n 2 ×n 3 , Z ∈ R n 1 n 2 ×n 3 , Q ∈ R n 3 ×n 1 n 2 , and V ∈ R n 1 ×n 2 ×n 3 . The optimization problem is wellstructured, since two blocks of variables are separated. Therefore, the problem fits the framework of ADMM, while the convergence of the algorithm is theoretically guaranteed. Then the augmented Lagrangian function of (5) is
where M, N , , and are the Lagrange multipliers, β 1 , β 2 , β 3 , and β 4 are the penalty parameters. Then two easier and smaller subproblems can replace the joint minimization problem, i.e., solving these two blocks [Y, Z , Q, V] and X in an alternating order. Finally, update the Lagrangian multipliers [M, , , N ].
In Step 1, we solve the [Y, Z , Q, V] subproblem. Since the variables Y, Z , Q, and V are decoupled, their optimal solutions can be calculated separately as follow:
which exhibits a closed-form solution
via the following Theorem 1. Theorem 1 (t-SVT) [31] : Assuming that T ∈ R n 1 ×n 2 ×n 3 is a three-way tensor, an explicit solution of arg min
is given by the tensor singular value thresholding (t-SVT)
where T = U * S * V T and S τ is an n 1 × n 2 × n 3 tensor which satisfies 3) and τ is a threshold. The complexity of computing Y is O(n 3 min(n 1 2 n 2 , n 1 n 2 2 ) + n 1 n 2 n 3 log(n 3 )). The Z -subproblem is
which possesses an explicit solution
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Here S τ (·) is the element-wise soft-thresholding operator:
The cost of computing W X T (3) is O lm 2 n 1 n 2 n 3 , where l is the level of the framelet and m is the number of filters, so the cost of computing Z is O lm 2 n 1 n 2 n 3 . Then the Q-subproblem is
which can be calculated by
The cost of computing Q is O n 1 n 2 n 3 2 . The V-subproblem is
which has an explicit solution
where C is the complementary set of . The cost of computing V is O (n 1 n 2 n 3 ).
In Step 2, the X -subproblem is
Since
2 F and X 2 F = X T 2 F , the problem (10) can be rewritten as arg min
The normal equation of the problem (10) is a classical Sylvester matrix equation as
Noting W T W = I , the problem (10) possesses an explicit solution (11) where
is a diagonal matrix, F and F * are the discrete transform matrix and its inverse transform matrix. The cost of computing X is O n 3 3 + lm 2 n 1 n 2 n 3 + n 3 2 log(n 3 ) . In Step 3, the Lagrange multipliers M, , , and N can be updated as
The proposed ADMM algorithm can then be organized as Algorithm 1.
Algorithm 1
The Proposed ADMM Algorithm for Solving (5) Input: The observed tensor F, index set , parameters β 1 , β 2 , β 3 , β 4 , λ 1 , and λ 2 . Initialization: X 0 , Y 0 , Z 0 , Q 0 , V 0 , M 0 , 0 , 0 , and N 0 initialized to 0, k = 0, k max = 150. while not converged and k < k max do Update Y (k+1) via (6); Update Z (k+1) via (7); Update Q (k+1) via (8); Update V (k+1) via (9); Update X (k+1) via (11); Update M (k+1) , (k+1) , (k+1) , and N (k+1) via (12); end while Output: The completed tensor X .
Finally, we see that every step of Algorithm 1 has an explicit solution. Thus, the proposed ADMM algorithm is efficiently implementable. The complexity of computing all variables Y, Z , Q, and X at each iteration is O n 3 min(n 1 2 n 2 , n 1 n 2 2 ) + lm 2 n 1 n 2 n 3 + n 1 n 2 n 3 2 + n 3 3 .
IV. NUMERICAL EXPERIMENTS
In this section, we conduct the performance evaluation and analysis of the STNN method, basing the results in three sets of experiments: color image completion, fluorescence microscope image completion, and gray video completion. We compare STNN with two related methods: TNN [34] and TNN-3DTV [35] . To measure the quality of the recovered results, we employ the peak signal to noise rate (PSNR) and the structural similarity index (SSIM) [51] as the quality metrics. Higher values in quality metrics indicate better performance of recovery. The relative change (RelCha) is adopted as the stopping criterion of all methods, which is defined as
In all experiments, when RelCha is smaller than the tolerance 10 −3 , we stop the iterations.
In all experiments, parameters of two compared methods TNN [34] and TNN-3DTV [35] are set based on authors'codes or suggestions in their papers. For STNN, the parameters in the framelet transform are set as: the filter parameter frame = 3, the level parameters Level are selected from {1, 2} and WLevel = 0.3. Besides, the regularization parameters {λ 1 , λ 2 } and the penalty parameters {β 1 , β 2 , β 3 , β 4 } are selected from a candidate set: {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10 1 , 10 2 , 10 3 , 10 4 } in our experiments. In all experiments, the methodology for sampling the data is purely random sampling.
A. COLOR IMAGE COMPLETION
In this section, eleven color images are used for the experiment. For color image completion, the sampling rates (SRs) are set to 20%, 30%, and 40%. For each SR, the quality metrics values for each completion method on 11 color images are listed in Tab. 1, and the best results are denoted in bold. From Tab. 1, it can be observed that STNN achieves the highest quality metrics values and performs obviously better than competing methods. Fig. 2 shows the results recovered by TNN, TNN-3DTV, and STNN with six test color images. Obviously, we can see that STNN performs better than the comparison methods, which validates the characteristics of STNN. For the sake of comparison, we magnify a significant region for each of the resulting images. Compared with other methods, the magnified image region can show that STNN provides clear and sharp spatial details, while the results obtained by TNN [34] and TNN-3DTV [35] still contain evident blurry areas.
B. FLUORESCENCE MICROSCOPE IMAGE COMPLETION
In this section, we investigate the experimental results of four fluorescence microscope images by different methods. Fluorescence microscope images have rich details, which can highlight the advantage of framelet regularization in STNN. With the SRs: 20%, 30%, and 40%, we test fluorescence microscope image completion for each image. We reported the quality metrics values of the 4 fluorescence microscope images, and compare the results quantitatively and visually. For each SR, the quality metrics values for each completion method on 4 fluorescence microscope images are listed in Tab. 2, and the best results are denoted in bold. From Tab. 2, it can be observed that STNN performs evidently better than competing methods. Fig. 3 shows the results recovered by TNN, TNN-3DTV, and STNN with four fluorescence microscope images for SR = 20%. To highlight the difference of the visual results by three LRTC methods, we have framed an obvious region of recovered images. Obviously, we can see that STNN shows its visual superiority over the comparative methods. In Fig. 3 , the recovered fluorescence microscope images by TNN [34] are still blurred and the recovered fluorescence microscope images by TNN-3DTV [35] reduce block-artifacts, but there are piecewise constant in the smooth area of images.
C. VIDEO COMPLETION
In this section, six videos: container, suzie, hall, news, salesman, and foreman are tested in these experiments. In our tests, we only use the first 30 frames of each video. The size of all testing videos is 144 × 176 × 30. The SRs are set to be 10%, 20%, 30%, 40%, and 50%.
For video data, we add spectral angle mapper (SAM) to measure the spectral distortions of the recovered results. Better recovered results correspond to lower values in SAM. Tab. 3 summarizes the PSNR, SSIM, and SAM of six selected videos recovered by three LRTC methods with different SRs, and the highest values are denoted in bold. We can observe that STNN outperforms the comparison methods in terms of PSNR, SSIM, and SAM values. According to SAM values, one conclusion which can be drawn is STNN better reduces the distortions among frames than TNN [34] and TNN-3DTV [35] .
To comprehensively compare the performance of three LRTC methods, we select two recovered videos container and suzie as representation. In Fig. 4 , the PSNR values of each frame recovered by three compared methods are presented, so the performance comparison can be made more straightforward. By observing all the curves in Fig. 4 , we can easily draw a conclusion that STNN is superior to the compared methods in terms of PSNR values. 5 shows one frame located at the 15th frame in three videos which are recovered by three LRTC methods with SR = 10%, which can show the visual results of videos recovered by these three methods. Besides, in order to well present the difference of the visual results by three LRTC methods, we have framed an obvious region of each recovered frame we select while magnifying the region. Apparently, the recovered videos by STNN is visually superior to those by the compared methods. Definitely, STNN has a better performance to complete the missing entries, while finely preserving clear and sharp spatial details. For contrast methods, the results obtained by TNN [34] remain a large number of missing entries. TNN-3DTV [35] relatively outperforms TNN in missing entries completing, however, the results obtained by TNN-3DTV still contain the blurry areas. In addition, TNN-3DTV leads to some details missing. Fig. 6 shows the pixel value of a selected tube of two videos container and suzie recovered by three compared methods with different SRs. We can observe that the curve of data recovered by STNN is more similar to the curve of the original data, hence we can claim that STNN has a preferable characterization of the smooth prior along the third mode. Therefore, STNN boosts the temporal smoothness of the recovered videos, which is consistent with our motivation.
D. DISCUSSION
In this section, we discuss the role of each term in STNN and analyze parameters. To evaluate the function of each term in our model, we study the following models using the video Fig. 7 , we can observe that the TNN captures the global information to recover the incomplete tensor. Comparing the first and the second sub-images, we can observe that the result obtained by TNN-Framelet provides more clear and sharp spatial details, which means that the framelet regularization works. Furthermore, from the second row in Fig. 7 , the curve of the result obtained by TNN-1DTV, whose TV regularization along the temporal dimension, is smoother than the curve of the result obtained by TNN and TNN-Framelet, which means TV enhances the temporal smoothness of the recovered videos. It could find that STNN performs better than the competing methods, therefore, each component improves the performance of STNN.
To analyze parameters λ 1 and λ 2 , we evaluate the performance of the recovered results of the video data container with SR = 10%. Fig. 8 shows the change of the PSNR and SSIM values for different values of λ 1 and λ 2 . As observed, both λ 1 and λ 2 notably affect the performance of the proposed STNN model. Moreover, Fig. 8 shows that the proposed method achieves the higher PSNR and SSIM values when λ 1 = 10 −2 and λ 2 = 1.
At the end of the discussion, we discuss the performance of the different tensor rank: Tucker-rank, TT rank and t-product. Therefore, we compare the proposed STNN method with two related methods: SiLPTC-TT [27] and LRTC-TV [25] . Three color images are used for the experiment, and the sampling rates (SRs) are set to be 20%, 30%, and 40%. For each SR, the PSNR and SSIM values for each completion method on three color images are listed in Table 4 . It can be observed that the proposed method achieves the highest PSNR and SSIM values than SiLPTC-TT and LRTC-TV. Fig 9 shows the results recovered by these three methods with three color images for SR = 20%. It also can be observed that the proposed method obviously shows its visual superiority over SiLPTC-TT and LRTC-TV. The results recovered by SiLPTC-TT method have the block effects, since SiLRTC-TT method uses ket augmentation (KA) to transform a lowerorder tensor into a higher-order tensor. The KA neglects the local smoothness between two nearest blocks, due to using an appropriate block structured addressing scheme. In addition, the results recovered by LRTC-TV still contain the blurry areas and miss some details. Compared with SiLPTC-TT and LRTC-TV methods, the results recovered by the proposed method preserve important tensor details well.
V. CONCLUSION
In this work, we presented a hybrid smooth regularization for restoring the incomplete tensors. Our model took advantage of TNN to preserve global information, framelet to recover details and characterize the smoothness in the spatial domain, and TV to exploit the smoothness along the third mode. To solve the STNN model, we developed an efficient ADMM algorithm. Extensive numerical results quantitatively and qualitatively demonstrated the significative performance of STNN.
