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TIGHT-BINDING MODEL FOR BOGOLIUBONS ON A KAGOME LATTICE
In this section, we construct and solve the tight-binding model presented in the main text, which provides a
qualitative description of Bogoliubov excitations that “live” in a potential with minima forming a Kagome lattice and
vortices/antivortices in the lattice plaquettes. In the tight-binding limit, we can model the Bogoliubov equation (3) of
the main text with only three parameters: a diagonal on-site energy term Ω (obtained by solving for the eigenstates
of ωd(−i∇) − ω0 + 2α|ψ0(x)|2 + V (x)), a hopping term t (determined by the interplay of the potential depth and
the kinetic term), and an off-diagonal on-site term geiφ(r) which couples the components u and v. The latter carries
the phase of φ0. Assuming that the triangular unit cell (defined in Fig. 2b of the main text) contains an antivortex,
we choose arg(φ0(A,B,C)) = (0,−2pi/3, 2pi/3) and therefore φ(A,B,C) = (0, 2pi/3,−2pi/3), with sites A,B,C of the
unit cell defined as in Fig. 2b of the main text.
With the above definitions, the tight-binding approximation of the Bogoliubov equation can be cast into a model
of bosons uˆi and vˆi hopping on a Kagome lattice, as described by the non-unitary “Hamiltonian”
HTB =
∑
i
(
Ωuˆ†i uˆi − Ωvˆ†i vˆi + geiφi uˆ†i vˆi − ge−iφi vˆ†i uˆi
)
− t
∑
〈ij〉
(
uˆ†j uˆi − vˆ†j vˆi
)
. (1)
As mentioned in the main text, the non-unitary form of the Bogoliubov equation (and HTB) can lead to eigenvalues
with an imaginary part which, if positive, correspond to unstable Bogoliubov excitations.
Effective Haldane model
For weak coupling g, particle- and hole-like Bogoliubov excitations (u and v) are described by an effective Haldane
model on a Kagome lattice. Time-reversal symmetry breaking (via non-trivial hopping phases) is induced by virtual
transitions between the components u and v. In particular, in the limit Ω t g, second-order perturbation theory
in g leads to the following correction for the hopping term in the sector u:∑
〈ij〉
uˆ†j
(
geiφj
) 1
2Ω
(t)
1
2Ω
(−ge−iφi) uˆi , (2)
as illustrated in Fig. 2c of the main text. The non-trivial phase difference φj − φi then leads to a complex nearest-
neighbor hopping. With hopping elements defined in anticlockwise direction around the elementary triangular pla-
quettes of the Kagome lattice (see Figs. 1 and 2 of the main text), we obtain two decoupled Haldane-like Kagome
lattice models — one for each component u and v — with hopping terms
tu = t
(
1 +
( g
2Ω
)2
ei2pi/3
)
, tv = −t
(
1 +
( g
2Ω
)2
e−i2pi/3
)
. (3)
The total effective flux per triangular plaquette is then given by
Φu = 3arg
[(
1 +
( g
2Ω
)2
ei2pi/3
)]
= 3arctan
[ √
3g2
8Ω2 − g2
]
≈ 3
√
3
2
( g
2Ω
)2
, (4)
with a corresponding opposite flux for hole-like Bogoliubons, i.e., Φv = −Φu. For fluxes Φu that are not multiples
of pi, the time-reversal symmetry of the effective Haldane model is broken and topological gaps are expected to open
at the band touchings occurring at the high-symmetry points Γ and K,K ′ (see Fig. 1 and Ref. [1]). This is indeed
confirmed by direct numerical implementation of the tight-binding model (1), as detailed below.
2FIG. 1. Kagome tight-binding spectrum of particle-like Bogoliubons (component u) for Ω = 0 and t = 1, in the absence of any
coupling g with hole-like Bogoliubons (component v).
Size of the topological gaps
To determine the size of the expected topological gaps, we consider a system with periodic boundary conditions and
diagonalize the tight-binding Hamiltonian (1). This can be done by choosing a triangular unit cell uˆi = (uˆA, uˆB , uˆC)i
(as defined in Fig. 2b of the main text) and moving to momentum space by a Fourier transformation uˆi =
∑
k uˆke
ikri .
The Hamiltonian in the sector corresponding to u then takes the form
Huu =

Ω −t
(
1 + e−i(kx−
√
3ky)/2
)
−t (1 + e−ikx)
−t
(
1 + ei(kx−
√
3ky)/2
)
Ω −t
(
1 + e−i(kx+
√
3ky)/2
)
−t (1 + eikx) −t(1 + ei(kx+√3ky)/2) Ω
 , (5)
with a similar block Hvv obtained by taking Ω→ −Ω and t→ −t. Momentum is measured in units of 1/a, where a
is the lattice constant which corresponds to the distance between triangular unit cells (or twice the distance between
nearest-neighboring sites; see Fig. 2b of the main text). In the decoupled system (i.e., with g = 0), Huu describes a
well-known Kagome tight-binding lattice model. Eigenvalues are given by ω1(q) = Ω−2t and ω2/3(q) = Ω+ t (1± ξ),
where ξ =
(
3 + 2 cos (kx) + 4 cos (kx/2) cos
(√
3ky/2
))1/2
; the corresponding spectrum is shown in Fig. 1. Most
importantly, the model exhibits degeneracies at high symmetry points of the Brillouin zone, with Dirac cones at
K = (4pi/3, 0) and K ′ = (2pi/3, 2pi/
√
3), and a quadratic band touching at Γ = (0, 0).
The topological gaps appear exactly at these degeneracies. We can therefore focus on the high symmetry points.
In this regime, the eigenvectors are best expressed in terms of the basis |s〉 = (1, 1, 1)/√3, | 	〉 = (1, ei2pi/3, e−i2pi/3),
| 〉 = (1,−ei2pi/3, ei2pi/3). Applying the corresponding basis transformation
U =
1√
3
 1 1 11 ei 2pi3 e−i 2pi3
1 e−i
2pi
3 ei
2pi
3

to the sector u of the Hamiltonian gives
U†Huu(k = K)U =
 Ω− t 0 00 Ω− t 0
0 0 Ω + 2t
 , U†Huu(k = Γ)U =
 Ω− 4t 0 00 Ω + 2t 0
0 0 Ω + 2t
 ,
with similar results for the sector v. Applying the transformation U to the off-diagonal blocks coupling u and v yields
U†HuvU = g
 0 0 11 0 0
0 1 0
 , U†HvuU = −g
 0 1 00 0 1
1 0 0
 .
The corresponding full Hamiltonian can then be exactly diagonalized. For small coupling g, the associated spectrum
is real and eigenvalues come in pairs with opposite signs (see, e.g., Fig. 2a of the main text). The positive part of
3the spectrum is given by the eigenvalues ω1(K) =
√
(Ω− t)2 − g2 and ω2/3(K) =
√
(Ω + t/2)2 − g2 ± 3/2t, as well
as ω1(Γ) =
√
(Ω + 2t)2 − g2 and ω2/3(Γ) =
√
(Ω− t)2 − g2 ± 3t. The corresponding topological gaps are given by
∆K = ω3(K)− ω1(K) ≈ 3g
2t
4(Ω− t)(Ω + t/2) , (6)
∆Γ = ω1(Γ)− ω2(Γ) ≈ 3g
2t
2(Ω− t)(Ω + 2t) , (7)
where we have assumed g  Ω− t (g  Ω + 2t) in the second step of each line.
Numerics
To compute the spectrum presented in Fig. 2a of the main text, we considered periodic boundary conditions in
x-direction and vanishing boundary conditions in y-direction. The resulting effective one-dimensional tight-binding
model then consists of on-site terms A and hopping terms in the y-direction B with
A =
(
Auu Auv
Avu Avv
)
, B =
(
Buu 0
0 Bvv
)
, where (8)
Auu =
 Ω −t −t(1 + e−ikx)−t Ω −t
−t(1 + eikx) −t Ω
 , Auv = g
 1 0 00 ei2pi/3 0
0 0 e−i2pi/3
 , Avv = −Auu, Avu = −A†uv (9)
Buu = −t
 0 e−ikx/2 00 0 0
0 eikx/2 0
 , Bvv = −Buu. (10)
As expected, the spectrum exhibits topological gaps at the high symmetry points (see Fig. 2a of the main text).
TOPOLOGICAL BOGOLIUBONS IN EXCITON-POLARITON SYSTEMS
In this section, we present in more details the practical realization of our scheme using exciton-polaritons in planar
semiconductor microcavities. We first derive the relevant spin-dependent Bogoliubov equation and outline a suitable
pumping scheme to create a condensate with the Kagome intensity pattern and vortex structure used in our scheme,
as discussed in the main text. We then detail the method and parameters used to derive the spectrum presented in
Fig. 3a of the main text.
Spin-dependent Bogoliubov equation
We start from the standard spin-dependent Gross-Pitaevskii equation (or nonlinear Schro¨dinger equation) describing
the dynamics of exciton-polaritons in planar semiconductor microcavities [2]. Polaritons can have a spin projection
(or circular polarization) σ = ±1 along the z-direction perpendicular to the plane. Under coherent pumping, the
corresponding mean-field wavefunction ψσ(x, t) evolves according to
i∂tψσ =
(
ωd(−i∇) + α1|ψσ|2 + α2|ψ−σ|2 + V (x)− iγ
)
ψσ + pσf(x)e
−iω0t, (11)
where ωd(−i∇) describes the polariton dispersion, α1 and α2 denote the strength of interactions between polaritons
of parallel and opposite spins, respectively, and γ is the polariton decay rate. Polaritons of parallel spin typically
repel each other (i.e., α1 > 0), while the interaction between polaritons of opposite spins is usually weaker and
attractive (i.e., α2 < 0 with |α2| < α1) [2]. We assume that polaritons of both spins are injected simultaneously
using an elliptically polarized incident field (or “pump”) with frequency ω0 and spatial profile f(x). The ellipticity is
determined by the positive parameters p±σ which control the relative intensity between spin components.
To simplify our analysis, we focus on the slowly-varying field φσ(x, t) ≡ ψσ(x, t)eiω0t. The relevant Gross-Pitaevskii
equation then becomes
i∂tφσ =
(
ωd(−i∇)− ω0 + α1|φσ|2 + α2|φ−σ|2 + V (x)− iγ
)
φσ + pσf(x), (12)
4where the explicit time dependence eiω0t has been replaced by the detuning ωd(−i∇)− ω0. Next we consider fluctu-
ations of the form
φσ(x, t) = φ0,σ(x, t) + uσ(x)e
−iωt + v∗σ(x)e
iω∗t, (13)
where φ0,σ(x) is the stationary solution of Eq. (12), uσ(x) and vσ(x) are (in general complex) functions determining
the spatial profile of the fluctuations, and ω is the frequency of the perturbations, which is kept complex in order to
capture potential instabilities [3]. Plugging the above expression into Eq. (12) and neglecting second-order terms in
uσ and vσ then yields
ωuσ(x)e
−iωt − ω∗v∗σ(x)eiω
∗t =
(
ωd(−i∇)− ω0 + 2α1|φ0,σ|2 + α2|φ0,−σ|2 + V (x)− iγ
) (
uσ(x)e
−iωt + v∗σ(x)e
iω∗t
)
+ α1φ
2
0,σ
(
u∗σ(x)e
iω∗t + vσ(x)e
−iωt
)
+ α2φ
∗
0,−σφ0,σ
(
u−σ(x)e−iωt + v∗−σ(x)e
iω∗t
)
+ α2φ0,−σφ0,σ
(
u∗−σ(x)e
iω∗t + v−σ(x)e−iωt
)
. (14)
We consider fluctuations with fixed σ, for simplicity, such that u−σ(x) = v−σ(x) = 0. Collecting terms oscillating at
the same frequency then yields the desired spin-dependent Bogoliubov equation(
ω′(x)− iγ α1φ0,σ(x)2
−α1φ0,σ(x)∗2 −ω′(x)− iγ
)(
uσ(x)
vσ(x)
)
= ω
(
uσ(x)
vσ(x)
)
, (15)
where we have defined ω′(x) ≡ ωd(−i∇)−ω0 + 2α1|φ0,σ|2 +α2|φ0,−σ|2 + V (x) using similar notations as in the main
text.
Scheme for topological Bogoliubons
The diagonal part of equation (15) describes “particle and hole-like” Bogoliubov excitations with opposite disper-
sions ±ω′(x) (and the same decay rate γ). Up to an energy shift −ω0, the dispersion ω′(x) corresponds to that of
particles with dispersion ωd(−i∇) in an effective potential of the form 2α1|φ0,σ|2 +α2|φ0,−σ|2 +V (x), which depends
on the interaction strengths α1 and α2 as well as the intensity of the spin components φ0,σ and φ0,−σ of the underlying
condensate.
To create topological Bogoliubov excitations, we start from these uncoupled particle- and hole-like Bogoliubov
excitations, in a regime where they are mostly off-resonant [4], and introduce the off-diagonal coupling terms
±α1φ0,σ(x)(∗)2 appearing in Eq. (15). As discussed in the main text, this off-diagonal coupling, which depends on
the phase of the underlying condensate, is crucial to generate topological states: its phase allows for time-reversal
symmetry breaking and its amplitude ultimately limits the size of the topological gaps that can be obtained. To
“feel” this coupling in an optimal way, particle- and hole-like excitations must “live” in regions of space where the
intensity of the underlying condensate is maximal, such that the amplitude α1|φ0,σ(x)|2 of the coupling is large. This
can be achieved in two (possibly complementary) ways: (i) by introducing an external potential V (x) that localizes
excitations at the intensity maxima of the condensate, or/and (ii) by focusing on a particular spin-component and
using the other one to induce the required potential optically. Here we set V (x) = 0 and focus on this second option,
which does not allow to create topological Bogoliubons simultaneously in both spin components, but has the practical
advantage of not requiring any external potential. In that case the effective potential seen by Bogoliubov excitations
with spin σ reduces to 2α1|φ0,σ|2 + α2|φ0,−σ|2.
Let us now describe our pumping scheme. To generate the “Kagome vortex lattice” considered in the main text
(see Fig. 1 thereof), we consider, e.g., a pumping field that can be described as a superposition of six plane-wave
components of frequency ω0, with in-plane wave vectors and phases defined as
k1 = k0(
√
3/2, 1/2), φ1 = 0;
k2 = k0(0, 1), φ2 = 0;
k3 = k0(−
√
3/2, 1/2), φ3 = 0;
k4 = k0(−
√
3/2,−1/2), φ4 = 2pi/3;
k5 = k0(0,−1), φ5 = 0;
k6 = k0(
√
3/2,−1/2), φ6 = −2pi/3,
(16)
5such that pσf(x)e
−iω0t = pσ
∑6
n=1 exp[i(kn · x− ω0t+ϕn)], i.e., f(x) ≡
∑6
n=1 exp[i(kn · x+ϕn)]. The pump spatial
profile f(x) exhibits the desired vortex lattice structure, with vortex-antivortex pairs and intensity maxima forming
a Kagome lattice structure (as shown in Fig. 1 of the main text). The corresponding lattice constant is determined
by the norm k0, i.e., a = 2pi/(
√
3/2 k0), and the direction of rotation of vortices can be reversed by taking φn → −φn,
thereby changing the chirality of the system.
In the absence of interactions (α1, α2 = 0), the Gross-Pitaevskii equation (12) gives rise to stationary polariton
wavefunctions φ0,σ(x) and φ0,−σ(x) with the same spatial profile as the pumping field (and intensity controlled by pσ
and p−σ). Here we assume that the pump intensity (polariton density) is low enough to remain in the linear regime
where polariton interactions do not drastically modify the phase and intensity pattern imprinted by the pump field
(so as to avoid, in particular, typical multistability effects [3]). In that case the stationary fields φ0,±σ(x) exhibit a
similar Kagome vortex lattice as the pump profile f(x), as we have verified in the numerical analysis detailed below.
Numerics
We now detail the method and parameters used to obtain the spectrum presented in Fig. 3a of the main text.
To provide the most accurate estimate for the size of the topological gap achievable in practice, we computed the
Bogoliubov excitations spectrum using parameters from existing experiments [5] without relying on any tight-binding
approximation. Specifically, we considered a strip geometry defined by periodic boundary conditions in the x-direction
and open (Dirichlet) boundary conditions in the y-direction. We derived the Bogoliubov spectrum by expressing the
solutions of Eq. (15) in Bloch form, i.e., uσ(x, y) = exp(ikxx)u˜σ(x, y), with u˜σ(x, y) periodic in x (and similarly
for vσ(x, y)). The periodicity of u˜σ(x, y), v˜σ(x, y) and φ0,±σ(x, y) then allowed us to expand all terms appearing in
Eq. (15) as Fourier sums, leading to an eigenvalue problem that can be solved straightforwardly to find the spectrum
ω(kx). We followed a similar wave-expansion method to first compute the stationary fields φ0,±σ(x, y) resulting from
Eq. (12).
To produce the results presented in Fig. 3a of the main text, we focused on the lower polariton branch (assuming
that the energy separation between lower and upper polariton branches is larger than all relevant energy scales for
Bogoliubov excitations), and approximated the corresponding dispersion as ωd(−i∇) ≈ −~∇2/(2meff). Parameters
were chosen as (see Ref. [5]):
• Lattice constant a = 3µm;
• Polariton effective mass meff = 10−4m0, where m0 is the free electron mass;
• Interaction strength α1 = 2.4 · 10−3meVµm2/~; α2 = −0.2α1;
• Polariton decay rate γ = 0.2ps−1 (not visible in Fig. 3a of the main text showing the real part of the Bogoliubov
spectrum, but taken into account in the discussion thereof);
• Pump frequency ω0 = −2.2meV/~ (relative to the bottom of the lower polariton dispersion ωd(−i∇));
• p2σ = 1Wcm−2/~; p−σ = 100pσ.
EDGE-STATE TRANSPORT SIMULATION
In this section, we complement the results presented in the main text with a direct numerical simulation of transport
into topological Bogoliubov states. We consider the most simple realization of our scheme, namely, a system with
repulsive interactions (α > 0 in Eq. (1) of the main text) and an external periodic potential V (x) with minima
that coincide with the maxima of the mean-field intensity |φ0(x)|2 [see discussion below Eq. (3)]. To make our
numerical results relevant to potential experiments, we consider a system of exciton-polaritons with essentially the
same parameters as in the previous section (as for Fig. 3a of the main text), focusing, however, on a single spin
component (say, σ = +1 in Eqs. (11)). In that case, the relevant Gross-Pitaevskii equation (12) becomes
i∂tφ =
(
ωd(−i∇)− ω0 + α1|φσ|2 + V (x)− iγ
)
φ+ pf(x), (17)
where α1 ≡ α is the interaction strength.
Instead of relying on Bogoliubov (linear response) theory as in the main text, we simulate the dynamics described
by Eq. (17) directly. We consider a finite system with edges, continuously pumped by a coherent field with the same
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FIG. 2. Photoluminescence spectrum calculated from Eq. 17 in the presence of an additional Langevin noise. Parameters: a =
3µm, ωd(−i∇) = ~2/(2meff)∇ˆ2, meff = 5× 10−5m0 (with m0 the free electron mass), α = 2.4× 10−3meV, p = 11.1meVµm−1,
γ = 0.02ps−1, ~ω0 = −3.5meV. The red dot marks the parameters of a probe used to excite chiral edge modes in Fig. 3.
spatial profile as in the previous section [see Eq. (16)]. By time-evolving Eq. (17) in the presence of an additional
stochastic complex Langevin noise term (chosen as a white noise in space and time), one generates fluctuations about
the stationary state which yield the Bogoliubov spectrum shown in Fig. 2. This corresponds to the photoluminescence
spectrum that could be obtained experimentally.
Once the field φ reaches its steady state (or mean-field value), edge states can also be excited by introducing a
weak additional probe coherent field focused along one of the edges of the system, with frequency set at the center
of the topological gap. We describe this probe field by adding a term p′f ′(x) exp(−iω′t) exp (t2/∆2p) to the right-
hand side of Eq. (17), where p′, ∆p, and ω′ are the probe amplitude, duration, and frequency, respectively, and
f ′(x) ≡ exp[−(x − xp)2/(2σ2p)] exp (ikpx) is the probe profile chosen as a Gaussian of width σp centered at xp, with
wavevector kp.
As shown in Fig. 3, Bogoliubov excitations created at the injection point propagate in a single direction along the
edge, with no backscattering. The transmitted intensity decays exponentially along the edge as dictated by the finite
decay γ [see Eq. (17)]. Due to the broadening corresponding to this finite decay, the probe coherent field slightly
excites bulk modes around the topological gap, which leads to some very weak persisting excitations at the right edge
(see Supplementary Video).
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FIG. 3. Top-left: Intensity distribution of the mean-field obtained in a stationary state under continuous-wave excitation.
Remaining Plots: Chiral propagation of Bogoliubov waves injected by a probe coherent field focused at the center of the lower
edge of the system. The edge states are distinguished from the polaritons in the mean-field stationary state by application
of filtering in energy-momentum in the vicinity of the topological gap. Arbitrary intensity scales are used, where the slow
decay of polaritons at rate γ has been compensated by rescaling for ease of vision. Times relative to the pulse arrival time are
marked on the plots. Parameters were the same as in Fig. 2, with the additional parameters: ~(ω′ − ω) = 1.7meV, σp = 5µm,
kp = 0.635µm
−1, ∆p = 10ps.
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