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Abstract
We investigate boundary blow-up solutions of the equation u = f (u) in a bounded domain Ω ⊂ RN under the condition
that f (t) has a relatively slow growth as t goes to infinity. We show how the mean curvature of the boundary ∂Ω appears in the
asymptotic expansion of the solution u(x) in terms of the distance of x from ∂Ω .
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1. Introduction
Let Ω ⊂ RN be a bounded smooth domain, and let f (t) be a smooth, increasing function, which satisfies f (0) = 0
and the Keller–Osserman condition
∞∫
1
dt
(F (t))
1
2
< ∞, F (t) =
t∫
0
f (τ) dτ. (1)
It is well known [14,17], that under these conditions the Dirichlet problem
u = f (u) in Ω, u(x) → ∞ as x → ∂Ω, (2)
has a classical solution called a boundary blow-up (explosive, large) solution. Moreover, the one dimensional problem
φ′′ = f (φ), φ(s) > 0, lim
s→0φ(s) = ∞
has a solution satisfying
∞∫
φ(s)
dt
(2F(t))
1
2
= s. (3)
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lim
x→∂Ω
u(x)
φ(δ(x))
= 1,
where δ(x) denotes the distance of x from ∂Ω . This means that the main part of the asymptotic expansion of the
solution u(x) in terms of δ(x) is independent of the geometry of the domain. The behaviour of blow-up solutions near
the boundary ∂Ω has been investigated by many researches, see, for example, [7,11,13,15]. For investigations about
the logistic equation u + au = b(x)f (u), see [8,9] and [10]. For equations with nonlinear gradient terms we refer
to [4,18], and for weighted quasilinear equations see [16] and references therein.
In the recent paper [2], with the aim to investigate the second order term of the expansion of the solution u(x) of
problem (2), the following condition on f (t) is assumed
F(t)f ′(t)
(f (t))2
= p
1 + p + O(1)t
−β, F (t) =
t∫
0
f (τ) dτ, (4)
where p > 1, β > 0 and O(1) denotes a bounded quantity. Under this assumption and some additional condition for
f it is shown that
u(x) = φ(δ)
[
1 + N − 1
p + 3 Kδ + O(1)δ
1+σ
]
,
where φ is the function defined as in (3), K = K(x) is the mean curvature of the surface {x ∈ Ω: δ(x) = constant},
and σ > 0 depends on β and p. The case f (t) = et , which is very interesting, does not satisfy (4) for any p finite (it is
a sort of borderline case for p → ∞). However, this special case has been studied in [3], and a more general situation
has been discussed in [1].
Also the case p = 1 is a borderline case, and, as far as we know, it has not been investigated yet. In this paper we
consider functions f such that, for some α > 1,
2F(t)f ′(t)
(f (t))2
= 1 + [α + o(1)](log t)−1, F (t) =
t∫
0
f (τ) dτ, (5)
where o(1) → 0 as t → ∞. We will show that condition (5) implies the Keller–Osserman condition (1). To prove our
main result we also need the following condition:
∃θ0 < 1, ∃t0 > 1: ∀θ ∈ (θ0,1), ∀t > t0, θf (t) > f (θt). (6)
By using an argument of C. Bandle and M. Marcus [5], one can prove that condition (6) implies uniqueness of
problem (2).
In addition, we suppose there is C0 finite such that for all θ ∈ (1/2,2) and for t large we have
|f ′′(θt)|t2
f (t)
 C0(log t)−1. (7)
An example which satisfies all our requirements is the following:
f (t) = 0, t  1; f (t) = t (log t)2α, t > 1, α > 1.
Under conditions (5)–(7) we will prove that for any  > 0 there is C > 0 such that
1 + (α − 1)(N − 1)
2(2α − 1) Kδ − δ − Cδ
2 <
u(x)
φ(δ)
< 1 + (α − 1)(N − 1)
2(2α − 1) Kδ + δ + Cδ
2.
2. Radial domains
We suppose f (t) to be smooth, increasing in [0,∞), satisfying f (0) = 0 as well as condition (5). Here and in what
follows, we say that f is smooth if it is of class C1. Let us write Eq. (5) as
2
(
F(t)
) 1
2
(
(F (t))
1
2
)′
= −[α + o(1)](log t)−1.
f (t)
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2F(t)
f (t)
− 2F(e)
f (e)
− t + e = −[α + o(1)]
t∫
e
(log τ)−1 dτ,
which implies
2F(t)
tf (t)
= 1 − [α + o(1)](log t)−1. (8)
Recall that o(1) is a quantity which tends to zero as t tends to infinite and it is not necessarily the same elsewhere. We
can rewrite (8) as
F ′(t)
F (t)
= 2
t
+ [2α + o(1)] 1
t log t
.
Integrating over (e, t) we find
log
F(t)
F (e)
= 2 log t
e
+ [2α + o(1)] log log t,
which implies, for some C > 0 and 0 <  < α − 1
Ct(log t)α− <
(
F(t)
) 1
2 < Ct(log t)α+, t > t. (9)
Since we are assuming α > 1, the latter estimate implies condition (1).
Consider first radially symmetric solutions of problem (2) in the annulus
A(ρ,R) = {x ∈ RN : ρ < |x| < R}.
Since condition (5) implies the Keller–Osserman condition, problem (2) with Ω = A(ρ,R) has a classical radial
solution. Putting v(r) = u(x) with r = |x| we have
v′′ + N − 1
r
v′ = f (v), ρ < r < R, v(ρ) = v(R) = ∞. (10)
Note that v(r) is decreasing for r near ρ and increasing for r near R.
Lemma 2.1. If (1) holds and v(r) satisfies (10), then
ψ
(
v(r)
)= R − r − N − 1
2R
(
1 + o(1))
R∫
r

(
v(s)
)
ds, o(1) → 0 as r → R, (11)
and
ψ
(
v(r)
)= r − ρ + N − 1
2ρ
(
1 + o(1))
r∫
ρ

(
v(s)
)
ds, o(1) → 0 as r → ρ, (12)
where
ψ(s) =
∞∫
s
dt
(2F(t))
1
2
,
and
(t) = 1
F(t)
t∫
0
(
2F(τ)
) 1
2 dτ. (13)
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Note that condition (1) implies, for  > 0 and t > s > s
t∫
s
dτ
(2F(τ))
1
2
< ,
which, in turn, implies, for t > 2s ,
t
(2F(t))
1
2
< 2.
Hence,
lim
t→∞(t) limt→∞
2t
(2F(t))
1
2
= 0.
Define
0 =
[
(2α − 1)2 + (α − 1)2] 12 − (2α − 1). (14)
Note that 0 ∈ (0, α − 1).
Lemma 2.2. Let f satisfy (9) with F(t) = ∫ t0 f (τ) dτ and 0 <  < 0, and let φ be defined as in (3). If v(r) satis-fies (10), then for some σ ∈ (0,1) and M large we have
v(r) < φ(R − r)[1 + M(R − r)1−σ ] for r near R (15)
and
v(r) > φ(r − ρ)[1 − M(r − ρ)1−σ ] for r near ρ. (16)
Proof. Since (9) implies (1), we can use Lemma 2.1. Since φ is the inverse function of ψ , by (11) we get
v(r) = φ(R − r) − φ′(ω)N − 1
2R
(
1 + o(1))
R∫
r

(
v(s)
)
ds, (17)
with
R − r > ω > R − r − N − 1
2R
(
1 + o(1))
R∫
r

(
v(s)
)
ds. (18)
Since F is increasing and φ is decreasing, by (18) and (11) we find
−φ′(ω) = (2F (φ(ω))) 12  (2F(v)) 12 .
Insertion of the latter estimate into (17) yields
v(r) < φ(R − r) + C1
(
F(v)
) 1
2
R∫
r

(
v(s)
)
ds. (19)
We denote by Ci suitable positive constants.
By (13) and the left-hand side of (9) we get
(t) 2t 1
2
<
C2
(log t)α−
. (20)
(2F(t))
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v(r) < φ(R − r) + C3v(logv)α+
R∫
r
1
(logv(s))α−
ds,
and
v(r) < φ(R − r) + C4v(r)
(
logv(r)
)2
(R − r) for r near R. (21)
On the other side by (11) we find, for r near to R,
ψ
(
v(r)
)
>
R − r
2
,
whence
v(r) < φ
(
R − r
2
)
. (22)
By (3) and the left-hand side of (9) we find
logφ(s) < C5
(
1
s
) 1
α−1−
. (23)
Therefore, (22) implies
logv(r) < C5
(
2
R − r
) 1
α−1−
.
Insertion of the latter estimate into (21) yields
v(r) < φ(R − r) + C6v(r)(R − r)1− 2α−1− ,
from which we find
v(r)
[
1 − C6(R − r)1− 2α−1−
]
 φ(R − r).
Inequality (15) follows with σ = 2
α−1− and a suitable M .
Let us prove (16). By (12) we get
v(r) = φ(r − ρ) + φ′(ω˜)N − 1
2ρ
(
1 + o(1))
r∫
ρ

(
v(s)
)
ds, (24)
with
r − ρ < ω˜ < r − ρ + N − 1
2ρ
(
1 + o(1))
r∫
ρ

(
v(s)
)
ds.
Since φ′(s) is increasing, we have φ′(ω˜) > φ′(r − ρ), and (24) implies
v(r) > φ(r − ρ) + C1φ′(r − ρ)
r∫
ρ

(
v(s)
)
ds.
By using (20), the last estimate yields
v(r) > φ(r − ρ) − C2
(
F
(
φ(r − ρ))) 12 1
(logv)α−
(r − ρ) for r near ρ. (25)
On the other side by (12) we find, for r near ρ
ψ
(
v(r)
)
< 2(r − ρ),
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v(r) > φ
(
2(r − ρ)). (26)
By (3) and the right-hand side of (9) we find
1
logφ(s)
< C3s
1
α−1+ . (27)
By the latter estimate and (26) we find
1
logv(r)
< C3
(
2(r − ρ)) 1α−1+ . (28)
Furthermore, using again the right-hand side of (9) and (23) we have
(
F
(
φ(r − ρ))) 12 < C4φ(r − ρ)(logφ(r − ρ))α+ < C5φ(r − ρ)
(
1
r − ρ
) α+
α−1−
.
Inserting the latter estimate and (28) into (25) we find
v(r) > φ(r − ρ) − C6φ(r − ρ)
(
1
r − ρ
) α+
α−1−
(r − ρ) α−α−1+ (r − ρ).
Inequality (16) follows with σ = 2(2α−1)
(α−1)2−2 and a suitable M . Since  < 0 we have σ < 1. Moreover, since
2
α − 1 −  <
2(2α − 1)
(α − 1)2 − 2 ,
(15) and (16) hold both with σ = 2(2α−1)
(α−1)2−2 .
The lemma is proved. 
3. General domains
In this section we consider bounded domains Ω ⊂ RN with a smooth boundary ∂Ω . For our purposes, the boundary
∂Ω is smooth if it is of class C4. For μ > 0, let Θμ = {x ∈ Ω: δ(x) < μ}. If ∂Ω ∈ Ck , by Lemma 14.16 of [12], there
exists μ > 0 depending on Ω such that δ(x) ∈ Ck(Θμ). Furthermore, if Ω is smooth, then ∂Ω satisfies a uniform
interior and exterior sphere condition.
Lemma 3.1. Let Ω ⊂ RN , N  2 be a bounded domain with a smooth boundary ∂Ω , let f (t) be smooth, increasing
in [0,∞) with f (0) = 0, satisfying (5). If u(x) is a solution to problem (2), then for some σ ∈ (0,1) we have
φ(δ)
[
1 − Mδ1−σ ]< u(x) < φ(δ)[1 + Mδ1−σ ] for x near ∂Ω, (29)
where φ is defined as in (3), δ = δ(x) denotes the distance from x to ∂Ω and M is a suitable positive constant.
Proof. Since condition (5) implies (9) with  < 0, we can make use of Lemma 2.2. If x0 ∈ ∂Ω , let A(R1,R) be a
small annulus contained in Ω and such that Ω ∩ A(R1,R) = {x0}. If v(x) > 0 is a radial solution of problem (2) in
A(R1,R), by the comparison principle for elliptic equations we have
u(x) v(x).
If we take the origin in the center of A(R1,R), then for x ∈ A(R1,R) belonging to the radius through x0 we have
δ(x) = R − r , r = |x|. Therefore, using (15) we find
u(x) < φ
(
δ(x)
)[
1 + M(δ(x))1−σ ].
Now consider the annulus A(ρ,R2), whose inner boundary Γρ is contained in RN \Ω , Γρ ∩∂Ω = {x0}, and moreover
R2 > diamΩ . Of course, Ω ⊂ A(ρ,R2). If z(x) is a positive radial solution of problem (2) in A(ρ,R2), then by
a comparison argument we have
z(x) u(x).
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δ(x) = r − ρ, r = |x|. Therefore, using (16) we find
φ
(
δ(x)
)[
1 − M(δ(x))1−σ ]< u(x).
The lemma is proved. 
Lemma 3.2. If (5) holds and if φ = φ(s) is the function defined in (3), then we have
φ(s)
f (φ(s))
= [(α − 1)2 + o(1)]s2(log(φ(s)))−2, (30)
and
−φ′(s)
f (φ(s))
= [α − 1 + o(1)]s(log(φ(s)))−1, (31)
where o(1) → 0 as s → 0.
Proof. If o(1) denote quantities which tend to zero as t tends to infinite, we have(−2α + o(1))(log t)−1
= [1 − (α + o(1))(log t)−1] 12 − [1 − (α + o(1))(log t)−1]− 12 [1 + (α + o(1))(log t)−1].
We remark that the values of o(1) may be different even in the same formula. By using this equation together with (8)
(which follows from (5)) and (5) we find
1
2
(−2α + o(1))(log t)−1 = 1
2
[(
2F(t)
tf (t)
) 1
2 −
(
2F(t)
tf (t)
)− 12 2F(t)f ′(t)
(f (t))2
]
= 1
2
t− 12 (f (t))− 12 − t 12 (f (t))− 32 f ′(t)
(2F(t))− 12
= (t
1
2 (f (t))− 12 )′
(2F(t))− 12
.
Therefore,(
t
1
2
(
f (t)
)− 12 )′ = (−α + o(1))(2F(t))− 12 (log t)−1. (32)
On the other side, (8) and (5) yield
f ′(t)t
f (t)
= 1 + [2α + o(1)](log t)−1. (33)
If we write (33) as
f ′(t)
f (t)
= 1
t
+ [2α + o(1)] 1
t log t
,
and integrate over (e, t) we find, for  > 0 and t > t ,
Ct(log t)2α−2 < f (t) < Ct(log t)2α+2 . (34)
For  < α the latter estimate implies
lim
t→∞
t
f (t)
= 0.
In view of the latter equation, integrating (32) over (t,∞) we find
t
1
2
(
f (t)
)− 12 = [α + o(1)]
∞∫
t
(
2F(τ)
)− 12 (log τ)−1 dτ. (35)
Using de l’Hôpital rule we get
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t→∞
∫∞
t
(2F(τ))− 12 (log τ)−1 dτ
(log t)−1
∫∞
t
(2F(τ))− 12 dτ
= lim
t→∞
1∫∞
t (2F(τ))
− 12 dτ
t log t (2F(t))−
1
2
+ 1
.
Using de l’Hôpital rule again and (8) we find
lim
t→∞
∫∞
t
(2F(τ))− 12 dτ
t log t (2F(t))− 12
= lim
t→∞
1
− log t − 1 + tf (t)2F(t) log t
= lim
t→∞
1
− log t − 1 + (1 + [α + o(1)](log t)−1) log t
= 1
α − 1 .
Therefore,
lim
t→∞
∫∞
t
(2F(τ))− 12 (log τ)−1 dτ
(log t)−1
∫∞
t
(2F(τ))− 12 dτ
= α − 1
α
,
and
∞∫
t
(
2F(τ)
)− 12 (log τ)−1 dτ = α − 1
α
(
1 + o(1))
∞∫
t
(
2F(τ)
)− 12 dτ(log t)−1. (36)
Insertion of the latter estimate into (35) yields
t
f (t)
= [(α − 1)2 + o(1)]
( ∞∫
t
(
2F(τ)
)− 12 dτ
)2
(log t)−2. (37)
Since
∞∫
φ(s)
(
2F(τ)
)− 12 dτ = s,
putting t = φ(s) in (37) we get (30).
The proof of (31) is similar. By the relation
−1 + (1 + [α + o(1)](log t)−1)= [α + o(1)](log t)−1,
using (5) we have
−1 + 2F(t)f ′(t)(f (t))−2 = [α + o(1)](log t)−1.
Multiplying by (2F(t))− 12 we find
−(2F(t))− 12 + (2F(t)) 12 f ′(t)(f (t))−2 = [α + o(1)](2F(t))− 12 (log t)−1,
and
−((2F(t)) 12 (f (t))−1)′ = [α + o(1)](2F(t))− 12 (log t)−1. (38)
By (9) and (34) with  small we find
lim
t→∞
(
2F(t)
) 1
2
(
f (t)
)−1 = 0.
Therefore, integrating on (t,∞) in (38) we get
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2F(t)
) 1
2
(
f (t)
)−1 = [α + o(1)]
∞∫
t
(
2F(τ)
)− 12 (log τ)−1 dτ.
Recalling (36), the latter equation yields
(
2F(t)
) 1
2
(
f (t)
)−1 = [α − 1 + o(1)]
∞∫
t
(
2F(τ)
)− 12 dτ(log t)−1.
Putting t = φ(s) and observing that −φ′(s) = (2F(φ(s))) 12 , estimate (31) follows. The lemma is proved. 
We state now our main result.
Theorem 3.3. Let Ω ⊂ RN , N  2 be a bounded domain with a smooth boundary ∂Ω , let f (t) be smooth, increasing
in [0,∞) with f (0) = 0, satisfying (5), (6) and (7). If u(x) is a solution to problem (2), then for any  > 0 there is
a constant C > 0 such that for x near ∂Ω
u(x) < φ(δ)
[
1 + α − 1
2(2α − 1) (N − 1)Kδ + δ + Cδ
2
]
,
and
u(x) > φ(δ)
[
1 + α − 1
2(2α − 1) (N − 1)Kδ − δ − Cδ
2
]
,
where φ is the function defined as in (3), δ = δ(x) denotes the distance of x from ∂Ω and K = K(x) is the mean
curvature of the surface {x ∈ Ω: δ(x) = constant}.
Proof. We look for a super-solution of the kind
w(x) = φ(δ) + Aφ(δ)δ + Lφ(δ)δ2, (39)
where
A = α − 1
2(2α − 1)H + , H = (N − 1)K (40)
and L is a positive constant to be determined. Denoting by ′ differentiation with respect to δ, we have
wxi = φ′δxi + Axiφδ + Aφ′δxi δ + Aφδxi + Lφ′δxi δ2 + 2Lφδδxi .
Since
N∑
i=1
δxi δxi = 1,
N∑
i=1
δxixi = −H,
further differentiation yields
w = φ′′ − φ′H + Aφδ + 2∇A · ∇δφ′δ + 2∇A · ∇δφ + Aφ′′δ − Aφ′Hδ + 2Aφ′ − AφH
+ Lφ′′δ2 − Lφ′δ2H + 4Lφ′δ + 2Lφ − 2LφδH.
Recall that φ′′ = f (φ). Furthermore, by (30) and (31) with s = δ we have
φ
f (φ)
= [(α − 1)2 + o(1)]δ2(logφ)−2,
and
−φ′ = [α − 1 + o(1)]δ(logφ)−1,
f (φ)
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w = f (φ){1 + [α − 1 + o(1)]Hδ(logφ)−1 + O(1)δ2(logφ)−1 + Aδ − [α − 1 + o(1)]2Aδ(logφ)−1
+ Lδ2 + O(1)Lδ3(logφ)−1 − 4L[α − 1 + o(1)]δ2(logφ)−1 + O(1)Lδ2(logφ)−2},
where O(1) is a bounded quantity independent of L. Since O(1)δ = o(1) and O(1)(logφ)−1 = o(1), we find
w < f (φ)
{
1 + Aδ + (α − 1)(H − 2A)δ(logφ)−1 + o(1)δ(logφ)−1 + Lδ2 − 4L(α − 1)δ2(logφ)−1
+ o(1)Lδ2(logφ)−1 + LM1δ3(logφ)−1
}
, (41)
where M1 is a suitable constant. Recall that o(1) denotes a quantity independent of L such that o(1) → 0 as δ → 0.
On the other side, using Taylor’s expansion we have
f (w) = f (φ)
{
1 + f
′(φ)
f (φ)
φ
(
Aδ + Lδ2)+ f ′′(φ˜)
2f (φ)
φ2
(
Aδ + Lδ2)2},
where φ˜ is between φ and φ(1 + Aδ + Lδ2). Take points in Ω such that
−1
2
< Aδ + Lδ2 < 1. (42)
Then
1
2
φ < φ
(
1 + Aδ + Lδ2)< 2φ
and
1
2
φ < φ˜ < 2φ.
Therefore, by assumption (7) we get, for some constants M2, M3
|f ′′(φ˜)|
2f (φ)
φ2
(
Aδ + Lδ2)2 < M2δ2(logφ)−1 + M3L2δ4(logφ)−1.
Using the latter estimate and (33) (which follows by (5)) we find
f (w) > f (φ)
{
1 + (1 + [2α + o(1)](logφ)−1)(Aδ + Lδ2)− M2δ2(logφ)−1 − M3L2δ4(logφ)−1},
and
f (w) > f (φ)
{
1 + Aδ + Lδ2 + 2αAδ(logφ)−1 + o(1)δ(logφ)−1 + 2Lαδ2(logφ)−1
+ o(1)Lδ2(logφ)−1 − M3L2δ4(logφ)−1
}
. (43)
By (40) we find
(α − 1)(H − 2A) = 2αA − 2(2α − 1).
Therefore, for δ small depending on , we have
(α − 1)(H − 2A)δ(logφ)−1 + o(1)δ(logφ)−1 < 2αAδ(logφ)−1 + o(1)δ(logφ)−1. (44)
Note that the quantity o(1)δ(logφ)−1 in the left-hand side is not the same as that appearing in the right-hand side.
Using (44), (41) and (43) we find
w < f (w) (45)
whenever
−4L(α − 1)δ2(logφ)−1 + o(1)Lδ2(logφ)−1 + LM1δ3(logφ)−1
< 2Lαδ2(logφ)−1 + o(1)Lδ2(logφ)−1 − M3L2δ4(logφ)−1.
C. Anedda, G. Porru / J. Math. Anal. Appl. 352 (2009) 35–47 45Rearranging we find
0 < 6α − 4 + o(1) − M3Lδ2. (46)
Let δ1 and L such that (42), (44) and (46) hold on {x ∈ Ω: δ(x) < δ1}, with Lδ1+σ1 = 2M , where M and σ are the
constants of Lemma 3.1. We also decrease δ1 (increasing L) so that
Aδσ1 > −M. (47)
We claim that w(x) u(x) for {x ∈ Ω: δ(x) = δ1}. Indeed, by Lemma 3.1 we have
u(x) < φ(δ) + Mφ(δ)δ1−σ .
As a consequence, we find
w(x) − u(x) > Aφ(δ)δ + Lφ(δ)δ2 − Mφ(δ)δ1−σ .
Therefore, using (47) we get
w(x) − u(x) > φ(δ)δ1−σ [Aδσ + Lδ1+σ − M]> φ(δ)δ1−σ [Lδ1+σ − 2M].
Since Lδ1+σ1 = 2M , the claim follows.
Let θ0 and t0 be the constants of condition (6). Decrease δ1 and increase L according to Lδ1+σ1 = 2M in order to
have u(x) > t0 for δ(x) < δ1. If θ ∈ (θ0,1) we have (trivially) w(x) > θu(x) on {x ∈ Ω: δ(x) = δ1}. On the other
side, using Lemma 3.1 we find
w
u
= φ
u
(
1 + Aδ + Lδ2)> 1 + Aδ + Lδ2
1 + Mδ1−σ > θ for δ(x) < δθ .
Therefore, w(x) > θu(x) for {x ∈ Ω: δ(x) = δθ }. We can take δθ → 0 as θ → 1. Moreover, using (6) we find
(θu) = θf (u) > f (θu).
By the latter inequality, (45) and the comparison principle it follows that w(x) θu(x) on {x ∈ Ω: δθ < δ(x) < δ1}.
As θ → 1 we find that w(x) u(x) on {x ∈ Ω: δ(x) < δ1}. The first assertion of the theorem follows.
Now we look for a sub-solution of the kind
v(x) = φ(δ) + Bφ(δ)δ − Lφ(δ)δ2,
where
B = α − 1
2(2α − 1)H − , H = (N − 1)K (48)
and L is a positive constant to be determined. Arguing as in the previous case, instead of (41) we find
v > f (φ)
{
1 + Bδ + (α − 1)(H − 2B)δ(logφ)−1 + o(1)δ(logφ)−1 − Lδ2 + 4L(α − 1)δ2(logφ)−1
+ o(1)Lδ2(logφ)−1 − LM1δ3(logφ)−1
}
. (49)
Let us take points in Ω so that
−1
2
< Bδ − Lδ2 < 1. (50)
This implies
1
2
φ < φ
(
1 + Bδ − Lδ2)< 2φ.
Therefore, by using (7) we get (instead of (43))
f (v) < f (φ)
{
1 + Bδ − Lδ2 + 2αBδ(logφ)−1 + o(1)δ(logφ)−1 − 2Lαδ2(logφ)−1
+ o(1)Lδ2(logφ)−1 + M3L2δ4(logφ)−1
}
. (51)
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(α − 1)(H − 2B) = 2αB + 2(2α − 1).
Therefore, for δ small depending on  we have
(α − 1)(H − 2B)δ(logφ)−1 + o(1)δ(logφ)−1 > 2αBδ(logφ)−1 + o(1)δ(logφ)−1. (52)
Of course, the quantity o(1)δ(logφ)−1 in the left- and in the right-hand side is not the same. By (52), (49) and (51)
we have
v > f (v) (53)
whenever
4L(α − 1)δ2(logφ)−1 + o(1)Lδ2(logφ)−1 − LM1δ3(logφ)−1
> −2Lαδ2(logφ)−1 + o(1)Lδ2(logφ)−1 + M3L2δ4(logφ)−1.
Rearranging we find
6α − 4 + o(1) − M3Lδ2 > 0, (54)
which is similar to (46). Let δ1 and L such that (50), (52) and (54) hold on {x ∈ Ω: δ(x) < δ1}, with Lδ1+σ1 = 2M ,
where M and σ are the constants of Lemma 3.1. We also take δ1 such that Bδσ1 < M.
We claim that v(x) u(x) for {x ∈ Ω: δ(x) = δ1}. Indeed, by Lemma 3.1,
φ(δ) − Mφ(δ)δ1−σ < u(x).
As a consequence, we find
v(x) − u(x) < Bφ(δ)δ − Lφ(δ)δ2 + Mφ(δ)δ1−σ .
Therefore,
v(x) − u(x) < φ(δ)δ1−σ [Bδσ − Lδ1+σ + M] φ(δ)δ1−σ [2M − Lδ1+σ ].
Since Lδ1+σ1 = 2M , the claim follows.
As in the previous case, let θ0 and t0 be the constants of condition (6). Decrease δ1 and increase L according to
Lδ1+σ = 2M in order to have u(x) > t0 for δ(x) < δ1. If θ ∈ (θ0,1) we have (trivially) v(x) < 1θ u(x) on {x ∈ Ω:
δ(x) = δ1}. On the other side, by Lemma 3.1 we have v(x) < 1θ u(x) for {x ∈ Ω: δ(x) = δθ }. We take δθ → 0 as
θ → 1. Moreover, using (6) we find

(
1
θ
u
)
= 1
θ
f (u) < f
(
1
θ
u
)
.
By the latter inequality, (53) and the comparison principle it follows that v(x) 1
θ
u(x) on {x ∈ Ω: δθ < δ(x) < δ1}.
As θ → 1 we find that v(x) u(x) on {x ∈ Ω: δ(x) < δ1}. The last assertion of the theorem follows. 
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