Abstract. The nonparametric and the nuisance parameter approaches to consistently testing statistical models are both attempts to estimate topological measures of distance between a parametric and a nonparametric t, and neither dominates in experiments. This topological uni cation allows us to greatly extend the nuisance parameter approach. How and why the nuisance parameter approach works and how it can be extended bears closely on recent developments in articial neural networks. Statistical content is provided by viewing speci cation tests with nuisance parameters as tests of hypotheses about Banach-valued random elements and applying the Banach Central Limit Theorem and Law of Iterated Logarithm, leading to simple procedures that can be used as a guide to when computationally more elaborate procedures may be warranted.
Introduction
In testing whether or not a parametric statistical model is correctly speci ed, there are a number of apparently distinct approaches one might take. The nonparametric approach compares a nonparametric estimator of the object of interest (say a conditional mean or density) to a parametric estimator (e.g. Eubank and Spiegelman 1990; Eubank and LaRiccia 1992; Gozalo 1993 , H ardle and Mammen 1993 , Hong and White 1995 , Leung and Yu 1995 , or Zheng 1994a . The nuisance parameter approach tests whether a statistic depending on a \nuisance parameter present only under the alternative" is zero for all values of the nuisance parameter, as is true under the null (e.g. Davies 1977 Davies , 1987 Bierens 1990 ). There are a variety of other possibilities and variants as well (e.g. Eubank and Hart 1992; Eubank and LaRiccia 1992 , Blum, Kiefer and Rosenblatt 1961 , Ghorai 1980 , Holst and Rao 1980 , Robinson 1991 , Rosenblatt 1973 , Schweizer and Wol 1976 , Wol 1981 , or Zheng 1994b Our purpose here is to unify the apparently disparate nonprametric and nuisance parameter approaches to testing models consistently for abitrary misspeci cation (i.e. with power approach one asymptotically for all deviations from the null). The insight providing this uni cation is that, fundamentally, all the di erent tests, and in particular the two of direct interest to us, are based on estimates of topological \distances" between a restricted (e.g. parametric) model and an unrestricted model. In this context, the notion of weak denseness or weak denseness of a span in the space containing the object of interest plays the central role. Further, verifying weak denseness is often quite easy. As we shall see, the two forms of the tests are distinct because one estimates the topological distance directly in the nonparametric approach, and indirectly in the nuisance parameter approach.
By identifying the topological basis for a test and applying the notion of weak denseness appropriately, the fundamental relations between many of the di erent speci cations testing approaches can be appreciated. As just one example, Eubank and Hart (1992) base a nonparametric speci cation test for a regression model on the number of included terms appearing in an auxilliary regression. The estimated residuals of the original regression are the dependent variable and Fourier series terms in the original explanatory variables are the regressors. They reject the unll hypothesis of correct speci cation if the number of included Fourier terms is greater than zero (including a penalty for the number of terms to control over tting). This amounts to direct use of a non-vector space topology on the space of possible conditional expectations of the residual given the explanatory variable { estimating \distance" from zero in a topology where \distance" is the number of terms in the Fourier series representing the function. It is the weak denseness of Fourier series that makes this test consistent.
Thus, one can develop a taxonomy for speci cation testing that classi es tests according to the object tested (e.g. a density or an expectation), the topology forming the basis for the test (e.g. a normable or a non-normable vector space topology or a non-vector space topology), whether or not the distance is estimated directly or indirectly, and other details of the testing procedure. We leave this exercise to other work, but note that an informal survey reveals combinations of features that have not yet been proposed for testing, and which therefore constitute interesting research opportunities.
An additional bene t to our approach is that it permits us to see the unity underlying procedures directed toward testing models of distribution on the one hand, and regression models (i.e. models of conditional expectation) on the other. Speci cally, we shall see how such apparently disparate procedures as the Kolmogorov-Smirnov or Cram er-von Mises tests for the di erence of distributions and Bierens ' (1990) test for regression model misspeci cation have a common origin. This unity suggests multivariate analogs of the Kolmogorov-Smirnov and Cram er-von Mises tests that may have useful power.
More broadly, our uni cation of the nonparametric and nuisance parameter approach to testing model speci cation permits us to obtain considerable extensions of the nuisance parameter approach, both in terms of the procedures themselves and their domain of applicability. Further, By putting such problems in the context of testing hypotheses about Banach-valued random variables we can obtain some simple test procedures that do not require computing the complicated null distributions that can arise using such statistics, and which can be used as a simple guide as to when more elaborate computations may be warranted.
The plan of the paper is as follows. In Section 2, we discuss Bierens' (1990) nuisance parameter approach to consistent testing of regression models in order to expose certain fundamental issues and provide useful background for subsequent developments. As a foretaste of the results to come, we present an extension of Bierens' results establishing the existence of a broad range of similar procedures with identical properties. Section 3 addresses the topological underpinnings of the nuisance parameter approach for both regression models and probability models and uni es it with the nonparametric approach. In this context, we also will observe interesting connections between Bierens' approach and the approximation capabilities of arti cial neural networks (Hornik, et. al. 1989 , White 1989a . In Section 4 we show how the nuisance parameter approach to speci cation testing applies to testing probability models generally. Section 5 lays out the Banach random variable testing approach and obtains some simple but useful statistical procedures.
Nuisance Parameter Consistent Testing of Regression Models
For the sake of explicitness, all random variables are assumed to be de ned on a complete probability space ( ; F; P), and (X) F denotes the minimaleld making the random variable X : ! R k measurable. Also for explicitness, parametrize the class of functions (or model) S := ff( ; ) : R k ! R j 2 g, R p , p 2 N. The model is correctly speci ed for E(Y jX) when f(X; 0 ) is a version of E(Y jX) for some 0 2 . Let f^ n : ! g be a sequence of estimators consistent for a \pseudo-true" value 2 regardless of the correctness of S, such that = 0 when S is correctly speci ed. For example,^ n can be a nonlinear least squares estimator from a random sample of size n on (Y; X) (e.g. White 1981 It is this fact that ensures the power against various misspeci cations of the Hausman (1978) test, because the Hausman test implicitly uses a particular choice for h (see White 1994, Chapter 10) . Nevertheless, as Holly (1982) and Bierens (1982) showed, the Hausman test can fail to have power against potentially important departures from H 0 , the null hypothesis of correct speci cation. The same is true of the conditional moment speci cation tests of Newey (1985) , Tauchen (1985) and White (1987 White ( , 1994 , which also rely on various speci c choices of test function h to obtain power against a range of misspeci cations.
One way to ensure power against arbitrary misspeci cation (provided that Y has nite variance) is to choose h = e as the test function because kek 2 = he; ei = 0 if and only if e := E( jX) = 0 a.s. Although e is unknown a priori, consistent nonparametric estimatorsẽ of e come arbitrarily close to e, ensuring the utility of the nonparametric approaches to testing regression models of speci cation (e.g. Eubank and Spiegelman 1990; Hong and White 1995) . The nuisance parameter approach ensures power through essentially the same considerations.
Recall that the existence of a test function h such that he; hi 6 = 0 is evidence of misspeci cation. Suppose that H L q (X) satis es (8g 2 L p (X))(8h 2 L q (X))(8 > 0)(9h 0 2 sp H) jhg; hi ? hg; h 0 ij < ]; (1) where sp H is the span of H. Using the linearity of hg; i and the de nition of the span, it is immediate that e = 0 if and only if he; hi = 0 for all h 2 H. Now, the weak topology on L q (X) is by de nition the weakest (or smallest) topology making all of the continuous linear functions of the form g 7 ! hf; gi, f 2 L p ( ), continuous. Directly from this de nition, we see that a class H satis es (1) if and only if sp H is dense in the weak topology in L q (X). It is this weak denseness that is at the basis of the consistency of the nuisance parameter approach.
For example, Bierens (1990) shows that the class of functions H exp = fh j h (x) = exp(x 0 ); 2 R k g has the property that whenever e 6 = 0, there is an h 2 H exp with h ; hi 6 = 0. This leads to a consistent test because sp H is weakly dense. For p; q 2 (1; 1), the weak closure and the norm closure of convex sets are equal (Dunford and Schwartz 1958, V.2.14, p. 418) , so that weak denseness of sp H exp is the same as norm denseness in these spaces. The nonparametric approach works because it is based on a class of functions that comes arbitrarily close to any function; the nuisance approach works because it is based on a class of functions with a span that comes arbitrarily close to any function.
A remarkable feature of Bierens' approach is that a smooth random choice of for the function h (X) = exp(X 0 ) will deliver a consistent test. To understand how this is possible, we introduce some convenient terminology adapted from the theory of topological vector spaces (Dunford and Schwartz 1958, V.3.1, p. 418] (Bierens (1990, Theorem 1) ). Suppose that is a random scalar with Ej j < 1 and that X is a bounded random k 1 vector, k 2 N, such that E( jX) 6 = 0. For 2 R k , let h (X) = exp(X 0 ). Then there is a subset S of R k such that for all 2 S, hh (X); i 6 = 0. Further, S c , the complement of S, has Lebesgue measure zero and is not dense in R k .
A continuity argument shows that the closure of S c has empty interior, that is, that it is negligible, so that H exp is generically totally revealing. If is chosen according to a smooth distribution, then the probability that 2 S c is equal to 0.
Bierens presents Theorem 2.2 as a \fundamental fact" but does not provide much insight into its genesis. However, from the previous discussion we know that H is revealing if and only if sp H is weakly dense in L q (X) (and strongly dense for q 2 (1; 1)). This means that the topological basis of Bierens' rst approach is a check of whether or not e is in the weak neighborhood of 0 of the form fg : jhg; h ij < rg where r is determined by considerations involving the size of the test. Note that this is only implicitly an estimation of e because h ; hi = he; hi for all h.
Another remarkable aspect of Theorem 2.2 is that it makes no use of properties of X other than boundedness. From this we know that sp H exp must be weakly dense in L q (X) for any (bounded) random vector X, a very strong property. But this just deepens the mystery: for example, what is the role played by the exp( ) function? Bierens makes fundamental use of its properties in proving his result, but would other functions also work? Recent results for arti cial neural networks provide an interesting answer to this question, considerably extending Bierens' result. 6 Theorem 2.3. Let and X be as in Theorem 2.2. Let H G := fh j h (x) = G(x 0 ); 2 R k+1 g, wherex := (1; x 0 ) 0 and G is analytic. 1 Then H G is generically totally revealing if and only if G is non-polynomial. Theorem 2.3 does not provide insight into how and why Bierens' approach works, but only suggests that something deeper is at work than is revealed by Bierens' result on its proof. The Results of Section 3 provide the desired insight, but rst we complete our discussion of Bierens' approach.
Bierens' result is contained as a special case of Theorem 2.3. 2 Further, there is a strong sense in which the exponential function is not special: the class of nonpolynomial analytic functions is dense in C(R) in the compact-open topology (uniform denseness in C(B) for every compact B R) | a dense collection of functions has the same property as Bierens' family H exp .
Bierens implements his test with the sample analog of E(h (X) ), Given a consistent estimatorŝ 2 n ( ) for s 2 ( ) and appropriate regularity conditions, it follows that for each outside of a negligible subset of R k , c W n ( ) := n c M n ( ) 2 =ŝ 2 n ( ) ) 2 1 under H 0 , while c W n ( )=n ! (h ) > 0 a.s. under H a . Thus, a consistent test can be obtained by selecting at random, as proposed in Bierens (1987 Bierens ( , 1988 . However, random selection of the nuisance parameter introduces a degree of arbitrariness into both the size and power of the test.
To avoid this di culty, Bierens (1990) Denote the maximizing value as^ n . The asymptotic distribution of c W n (^ n ) is no longer 2 1 , but, as Bierens shows, is instead a somewhat complex distribution associated with the extremum of the square of a particular Gaussian process. To avoid having to compute this distribution, Bierens proposes the following device: choose > 0, 2 (0; 1), and 0 2 T independently of the sample, and put Bierens (1990, theorem 4) shows that c W n (~ n ) ) 2 1 under H 0 , while c W n (~ n )=n ! sup 2T (h ) > 0 a:s: under H A . The test is thus consistent, and the power of the test is asymptotically not dependent on the random choice 0 .
As should be expected, nite sample results can be highly sensitive to choice of , , and 0 so that di erent researchers can arrive at di erent conclusions about H 0 for the same model and data. Hansen (1991) provides a direct Monte Carlobased method for computing the distribution of c W n (^ n ), avoiding this undesirable property. In Section 5, we discuss a uni ed approach to hypothesis testing with such statistics, and provide simple bounds on c W n (^ n ). By contrast, the nonparametric approach to speci cation testing typically uses tests based directly on a nonparametric estimator of e, obtained, for example, by 
where p n is chosen to grow at an appropriate rate with the sample size n, and f j g is a sequence of basis functions such as Fourier series, or Eubank and Speckman's (1990) polynomial-trigonometric series, and regression splines, or Gallant's (1981) Flexible Fourier Form, as considered by Hong and White (1995) , splines as in Koh 1989, Cox et. al. 1988 . With an indirect approach, e need not be estimated.
Revealing Test Functions and Duality
From the preceeding section, we see that totally revealing classes of test functions play a central role in the nuisance parameter approach. In this section, we explore the connections between these classes and duality, providing the topological underpinnings for our uni cation of the nuisance parameter and the nonparametric approach.
We rst consider the properties of totally revealing classes of test functions.
For this, we use the spaces L p (X) of (X)-measurable functions, p 2 1; 1]. By change of variable, we can equivalently use L p ( ) := L p (R k ; B k ; ) where (A) := P(X ?1 (A)) and B k is the Borel -eld on R k . For our later discussions of probability and conditional probability models, it is preferable to take to be a signed measure. 
Because is often unknown, it is important to ensure that sp H is weakly dense in L q ( ) for any . For this, we assume (throughout) that there is a compact set B such that v (B) = v (R k ). In the regression context, this is the assumption that the explanatory variables, X, must be bounded; in the probability model context, this is the assumption that the distributions have bounded support. This is without loss of generality in the following sense: we can always homeomorphically embed R k in (?1; +1) k . This retains all of the conditioning information in the regression context, and all of the di erences in distributions in the probability model context. We let M b (B) denote the set of bounded measurable functions on B. Let C(B) M b (B) be the set of continuous (hence bounded) functions on B. Endow M b (B) and its subsets with the uniform topology. Uniform denseness and uniform closure refer to denseness and closure in this topology. We now strengthen the concept of totality. 
; A a ne g where G : R ! R; (7) as H G preserves the appealing simplicity of Bierens' class H exp . We say that G is totally revealing, comprehensively revealing, etc., whenever H G is.
To contrast the requirements for a comprehensively revealing class with those given below for a generically comprehensively revealing class, we introduce the following linear spaces of functions: In reading the rst part of the following result, bear in mind that G 2 (G; R) and that if the domains and ranges match, the composition of an a ne function with an a ne function is a ne.
Lemma 3.5. Suppose (G; R) contains a function g with a nice interval. Then H G is comprehensively revealing. If G is continuous, H G is comprehensively revealing if and only if G has a very nice interval.
Thus, the only continuous choices for G that are not comprehensively revealing are the polynomials. Bierens ' (1990) choice G(a) = exp(a) and White's (1989b) choice G = logistic c.d.f. are clearly continuous and clearly not polynomials, while Hansen's (1990) choice G(a) = 1 (0;1) (a) has a nice interval.
We now turn to issues of genericity. For T a non-empty subset of R k+1 , let H G (T ) denote the set of functions of the form x ! G(x 0 ) with 2 T.
De nition 3.6. We say that H G is generically comprehensively revealing if for all T with non-empty interior, the uniform closure of sp H G (T ) contains C(B) for every compact B.
It is straightforward to show that this implies that the set S c H G as de ned in Section 2 is negligible regardless of the (signed) measure underlying the expectation. The di erence between sp H G (T ) and (G; T) is that sp H G (T ) might not contain the constant functions. We saw that this di erence could not arise when T = R k+1 ; the same result holds here. Lemma 3.7. H G is generically comprehensively revealing if and only if for every T with non-empty interior, (G; T) is uniformly dense in C(B) for every compact B.
Thus, for given G, the di erence between H G being comprehensively revealing and H G being generically comprehensively revealing hinges on whether only R k+1 or alternatively an arbitrarily chosen (small) set T in R k+1 with non-empty interior can deliver the uniform denseness of (G; T). This seems a rather strong condition, having a \universe in a grain of sand" avor. Nevertheless, Bierens proves that G = exp has this property, while it can be shown, for example, that Hansen's G(a) = 1 (0;1) (a) does not. The real analytic functions have perhaps surprising properties in this regard.
Theorem 3.8. Let A non-analytic function satisfying this condition is the normal c.d.f. or density. Thus, there is a large variety of choices besides G = exp that share the appealing features of Bierens' consistent speci cation testing approach. Indeed, Corollary 3.9 13 implies that the property that G is generically comprehensively revealing is itself \generic," that is, it is a property possessed by a dense set of functions G in C(R).
Let G C(R) denote the class of continuous functions G such that (G; T) is dense in C(R k ) in the compact-open topology (uniform denseness in C(B) for every compact B) for every set T having non-empty interior.
Theorem 3.11. The class G is dense in C(R) in the compact-open topology.
Note that the complement of G contains the polynomials, and so is also dense.
Implications and Applications
We next consider the scope of the foregoing theory and show that it extends well beyond the standard regression framework and into probability and conditional probability models. Eubank and LaRiccia (1992) compare Cram er-von Mises and nonparametric tests for the equality of distributions. The Cram er-von Mises and Kolmogorov-Smirnov tests are examples of the uses of polar or other norm topologies to measure the distance between an estimated and a null hypothesis distribution. Eubank and LaRiccia cite a large body of literature on the problem of distinguishing between di erent one-dimensional distributions. Because the nuisance parameter approach does not need to directly estimate densities for comparison purposes, it is more easily applicable to multi-dimensional problems.
We begin with a study of likelihood models of a scalar random variable Y conditional on a random k-vector X distributed according to P X . 5 Let S denote ff( j ; )j 2 g. S is correctly speci ed for Y conditional on X when for P X -almost all x; f( jx; 0 ) is a version of the true conditional density of Y given X = x with respect to for some 0 in the interior of . Under mild conditions on f, we can di erentiate both sides of the identity R R f(yjx; )d (y) 1 with respect to . Under correct speci cation this yields (e.g. White 1994, Theorem 6.6) E(s jX) = 0 a:s: where s = (s 1 ; :::; s p ) 0 5 log f(Y jX; ) is the p 1 \score" vector of the likelihood, with := argmax 2 E(log f(Y jX; )). ( = 0 under correct speci cation.) With = E(s jX), Theorem 3.13 ensures that for G in a dense set of choices and essentially every in R k+1 E(G(X 0 )s j ) 6 = 0; j = 1; :::; p; (9) for any misspeci cation of S leading to the failure of E(s jX) = 0 a.s. This forms the basis for statistically detecting any such failure as noted by Hansen (1990) . The question then arises whether the theory of Section 3 provides a way to detect arbitrary misspeci cation in S. 6 To show it can, we use the fact that may be signed and consider testing whether two multivariate distributions, say P and Q, are the same. In the likelihood context, we can view P as the true distribution of Z = (Y; X 0 ) 0 and Q as that implied by the likelihood at ,
A a Borel subset of R R k : (11) Because P and Q each completely specify a joint distribution for Y and X, a test that will detect any deviation of P from Q is a test that will detect any misspeci cation in S. Formally, we test 6 Zheng (1994b) provides an information criteria based test for arbitrary misspeci cation. (12) where is any metric on the space M of nite measures inducing the weak star topology on (variation) norm bounded subsets of M, e.g.
where ff n g n2N is any uniformly dense subset of C(B) (Dunford and Schwartz 1958, p. 426) .
Because is a metric, H 0 is the hypothesis that := P ? Q is the zero measure,
i.e. ( ; 0) = 0. Let E P and E Q denote expectation with respect to the indicated measures. For any h 2 sp H (16) where^ n := argmax 2 n ?1 P n i=1 log f(Y i jX i ; ). A test can be based on this di erence, as described in the next section. We now see clearly the utility of treating signed measures, as this reasoning requires that be a signed measure. 16 In addition to testing the correctness of likelihood models, testing (P; Q) = 0 against (P; Q) > 0 permits testing whether the (unknown) joint distribution Q of a random vector X coincides with a speci ed joint distribution P { e.g., that X is multivariate uniform { as well as testing that two independent random samples are both drawn from the same unknown distribution. In both cases, the integral R G(x 0 )(dP (x) ? dQ(x)) can be approximated by the statistic n ?1 1
In the latter case, fX 1i ; i = 1; :::; n 1 g and fX 2i ; i = 1; :::; n 2 g are independent samples from the two populations. In the former, fX 1i ; i = 1; :::; n 1 g is generated by nature according to Q while fX 2i ; i = 1; :::; n 2 g is generated pseudo-randomly by the researcher according to P. This uniformity is useful in two areas. It provides a uniform law of large numbers, and it guarantees that small deviations from correct speci cation give rise only to small values of our test statistics. Nevertheless, we have seen that for certain m the alternative is in fact H A : E(m(Z; ; )) 6 = 0 for all 2 and essentially all 2 T: (20) Now, is indeterminate under the null but not under H A . Thus, is called a \nuisance parameter present only under the alternative." The phrase \identi ed only under the alternative" is also used. \Identi cation" here is not fully analogous to the usual concept arising in estimation of parametric models, because of H A . Nevertheless, the terminology is now standard.
Hypothesis testing in such contexts presents challenges, as evidenced by our brief discussion of Bierens ' (1990) approach in Section 2. The problem has been addressed by several authors: Davies (1977 Davies ( , 1987 gives bounds for certain statistics; Hansen (1991) catalogs 11 examples in econometrics; Bierens (1990) and Hansen (1991) obtain the asymptotic distribution for max 2T c W n ( ); and Andrews and Ploberger (1994) propose an optimality criterion and an optimal test. In this section we present a natural but previously unexploited approach to solving this problem and illustrate its application to testing for misspeci cation of a nonlinear regression model.
The key to our approach is to cast H 0 as a hypothesis about the expectation of a Banach space valued random variable (a \Banach random element" or \Banach -r.e."). Recall that a Banach space, B , is a complete normed linear space.
We denote the norm k k. A Banach -r.e. is a measurable map X from a probability space ( ; F; P) into B , equipped with the (Borel) -eld generated by the open sets of the norm topology, with the tightness property that for each > 0 there exists a compact set K in B such that P X K ] 1 ? . Because B is linear, the integral of a simple Banach-r.e., X s , is E(X s ) := P x P X s = x] 2 B , summing over the nitely many values taken by X s . Because by tightness the range of a general X is separable, it is the P-a.e. limit of some simple sequence fX s j g j2N with kX s j (!)k kX(!)k. If there is a unique k k -limit of fEX s j g for all such sequences, then the integral of X, denoted EX , is de ned as this limit.
As previously discussed,^ n is consistent for in , and = 0 under H 0 .
Denote by M = m(Z; ; ) the mapping ! m(Z; ; ). As Z is random, M is a random function of , and under suitable conditions M is a Banach-r.e. We can , we obtain a statistic g( p n^ n ) = n^ 0 n I ^ n that has the convenient 2 p distribution 19 under the null asymptotically and has optimal asymptotic power properties under local alternatives.
A variety of useful norms is available for the present case. Often m(Z; ; ) is continuous on T, so we are dealing with random elements of C(T). This space can be endowed with the uniform norm k k 1 , so that kE(M )k 1 = sup 2T jE(m(Z; ; ))j.
So long as the smallest weakly closed set supporting has weakly dense span, this procedure yields a separated topology. Taking g(x) := kxk 1 satis es the conditions required of g and leads to statistics of the form
m(Z i ; ; )j; (22) where Z i is a random sample on Z. These are the statistics considered by Bierens (1990) , Hansen (1991) , and Kolmogorov-Smirnov. where c > 0 is a scalar constant determining whether the test has power against near or far local alternatives, and is a given probability measure supported on T.
For x 2 C(T) this choice is continuous with respect to k k 1 .
Thus, we are led to consider the asymptotic behavior of statistics of the form g(n ? 1 2 S n ), where S n = P n i=1 M i is a sum of Banach -r.e.'s and the normalization by n ? 1 2 stabilizes the distribution of the sum. The Central Limit Theorem (CLT) and Law of the Iterated Logarithm (LIL) for Banach -valued random sums provide the desired description of the asymptotic behavior of n ? 1 2 S n . Available results of Ossiander (1987) and Ledoux and Talagrand (1991) provide convenient su cient conditions.
We therefore seek to test g(E(M )) = 0 based on g(n ? 1 2 S n ), using the CLT and LIL for Banach -r.e.'s. For simplicity, we treat only the i.i.d. case. Generalizations may be taken up elsewhere. We rst make the i.i.d. assumption formal.
Assumption 1. Z i is a sequence of i.i.d. random variables on the probability space ( ; F; P) taking values in R l and having the distribution of the random l 1 vector Z.
To permit^ n to be an m-estimator (Huber 1967 (1); (27) where is in the interior of and E(s(Z; )) = 0.
We next impose conditions on m su cient to permit a Taylor series expansion around . Consequently, the probabilistic behavior of kn ? 1 2 P n i=1 c M i k can be approximated asymptotically by that of kn ? 1 2 P n i=1 L i k for any norm weaker than k k 1 , e.g. k k p; ;
Inspecting L i , we see that its dispersion may vary over T. We standardize L i using its standard deviation, say : T ! R + . The existence of is ensured by Assumption 4. m(Z i ;^ n ; )) 2 : (30) To ensure the consistency of either~ 2 n or^ 2 n for 2 we impose Assumption 6.Â n = A + o a:s: (1) The consistency of~ 2 n for 2 holds under H 0 . Under the alternative,~ 2 n converges to a function not less that 2 . This is all that is necessary.^ 2 n is consistent under both H 0 and H A .
It remains to impose conditions that permit application of the Banach CLT and LIL. We use conditions of Ossiander (1987) which are reasonably broad and not di cult to verify.
First we de ne what it means for n ? 1 2 S n to obey the Banach CLT. The following is standard.
De nition 5.2. Let fZ n g be a sequence of Banach -r.e.'s with corresponding distributions f n g. Then Z n converges in distribution on B to Z, written Z n ) B Z, if for every bounded continuous function f : B ! R; R fd n ! R fd as n ! 1, where Z has distribution .
We follow Ledoux and Talagrand in saying that n ? 1 2 S n obeys the Banach CLT if for some Banach r.e. Z, n ? 1 2 S n ) B Z. We leave the distribution of Z unspeci ed. For simplicity in stating our nal assumption, de ne : R l T ! R as 
As a direct consequence of this result and theorem 10.13 of Ledoux and Talagrand we also obtain convergence results for the norms k k p; , 1 < p < 1, nite.
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Regularity Conditions 1 and 2 guarantee the existence of a measurable solution n to the problem
SetÂ n = n ?1 P n i=1 5f i 5f 0 i ?5 2f i^ i , where 5f i = 5f(X i ;^ n ); 5 2f i = 5 2 f(X i ;^ n ) and^ i = Y i ? f(X i ;^ n ). Regularity Condition 4 imposes Assumption 5 directly for convenience. It su ces that the conditional variance of = Y ? f(X; ) given X is bounded away from zero, and that there is a less than perfect t to G(X 0 i ) for all 2 T from the \regression" 5 0 f(X i ; )A ?1 E(5f(X i ; )G(X 0 i )). . Because each f n is in the span of H G (S( 0 ; )) and 1 1 1; f n (x) = 0;n + P J;n j;n j;n G( j;n x+ 0;j;n ), where each ( j;n ; 0;j;n ) 2 S( 0 ; ). The basic idea is that we can \horizontally stretch" the functions f n without changing their integral against , and this cannot happen unless is equal to 0. Formally, as the integral of against any element of H G (T ) is 0, we can substitute any (t j;n ; t 0;j;n ) 2 T for each ( j;n ; 0;j;n ) without changing the integral of f n against . Let c j;n be that point in R such that j;n c j;n + 0;j;n = a 0 , and let d j;n be that point in R such that j;n d j;n + 0;j;n = b 0 . These exist because T belongs entirely to a single quadrant in R 2 .
Because S( 0 ; ) S( 0 ; 2 ) T, there exists some 2 (0; ) such that for all (j; n)-pairs there exists (t j;n ; t 0;j;n 2 T) such that t j;n c j;n + t 0;j;n = a 0 and t j;n d j;n + t 0;j;n = b 0 + . Because T belongs to a single quadrant in R 2 , the signs of j;n and t j;n must agree.
Denote by fg n g the sequence of functions in (G; T) that are derived from ff n g by replacing each ( j;n ; 0;j;n ) by the corresponding (t j;n ; t 0;j;n ). The sequence fg n g 
