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Introduction
Consider a set of n (> d) generic points P = { p 1 , . . . , p n } in a d-dimensional vector space V = K d over a field K of characteristic zero. For X ⊂ P let H X denote the affine hull of X. Let
be the set of all hyperplanes defined by H X for some X ⊂ P , #X = d. Here we assume that points p 1 , . . . , p n are generic in the sense of Athanasiadis [1999] . Then combinatorial properties of the arrangement A does not depend on the points. Since in this paper we are interested only in the combinatorial properties of A, we denote the arrangement by A n,d . We decompose the poset ideals of the intersection lattice of A n,d into direct products of smaller lattices corresponding to smaller dimensions. Based on this decomposition we give an explicit description of the Möbius functions and the characteristic polynomials of the intersection lattices for d ≤ 6 and for all n > d.
By Theorem 2.2 of Falk [1994] , A n,d is equivalent to the discriminantal arrangement B(n, n − d − 1) of Manin and Schechtman [1989] . Relevant facts on the discriminantal arrangement are given in Section 5.6 of Orlik and Terao [1992] , Bayer and Brandt [1997] and Athanasiadis [1999] . We prefer to work with A n,d because we utilize the recursive structure of A n,d with respect to d.
The organization of this paper is the following. In Section 2 we set up our definition and notation. In particular following Athanasiadis [1999] we interpret the intersection lattice of our arrangement in set theoretical terminology. We also give illustrations for d ≤ 3. In Section 3, we show the fundamental structure of the intersection lattice of A n,d , which is the main result of this paper. Based on the main result, in Section 4 we compute the Möbius function of the intersection lattice, the number of elements of a particular type of the intersection lattice, and the characteristic polynomials of the arrangements up to d = 6 and for all n > d.
Definition and Notation
We denote the intersection lattice of A n,d by
where the sets are ordered by reverse inclusion. Contrary to the usual convention, here we consider that ∅ = ∩ X : #X=d H X belongs to L (A n,d ), so that L (A n,d ) is not only a poset but also a lattice (cf. Proposition 2.3 of Stanley [2007] ). In usual convention, this corresponds to the coning cA n,d of A n,d , except that we do not add a coordinate hyperplane. The reason for this unconventional definition is that ∅ ∈ L (A n,d ) plays an essential role for recursive description of L (A n,d ).
We now follow Athanasiadis [1999] to give an interpretation of L (A n,d ) in set theoretical terminology.
Definition 2.1. For a finite set X, we define
For distinct finite sets T 1 , . . . , T l , we define
. . , T l }).
We also define ρ d (∅) = ρ d ({ }) = 0. 
Definition 2.4. For d > 0 and n > d, we define L(n, d) to be the set of T ⊂ 2 { 1,...,n } satisfying the following two conditions:
) as lattices (Athanasiadis [1999] , Falk [1994] ).
In the case d = 0, the condition 2) in Definition 2.4 implies
Let d be a nonnegative integer. We call a weakly-decreasing sequence δ = (δ 1 , δ 2 , . . .) of nonnegative integers such that
We write δ d to say that δ is a partition of d. We also regard a partition as a multiset of positive integers. For example, { δ 3 } = { (3), (2, 1), (1, 1, 1) }, and { δ 0 } is the set consisting of the unique partition of zero, which is denoted by (0).
Finally we define the Möbius function µ n,d of the poset L(n, d), which will be studied in Section 4. Define µ n,d by
Section 3.10 of Stanley [1997] ) is defined by
Note that the usual characteristic polynomial χ (A n,d , t) of the non-central arrangement A n,d is given as
2.1. Illustration of the posets up to dimension three. We illustrate the above definitions with
In L(n, 1), in addition to the minimum ∅ and the maximum { ∅ }, there are n rank one elements
The case d = 2 is already discussed in Section 7 of Manin and Schechtman [1989] and Section 5.6 of Orlik and Terao [1992] . However we present it here from our viewpoint. As shown in Figure 1 , each line (rank one element) is labeled 
Remark 2.9. In this paper we are assuming that n > d so that A n,d is a noncentral arrangement. We usually think of n as "sufficiently large" compared to d. Relevant quantities are polynomials in n and these polynomials are determined by sufficiently large n. However our polynomials hold for all n > d with appropriate qualifications. For example, the second type
Actually we are interested in the existence of some T with the same type as T , i.e. γ d (T ) = γ d (T ). The existence implies that n has to be larger than or equal to some specific value, say n γ d (T ) , depending on the type of T . As shown in Section 4.2, n γ d (T ) is the minimum n such that the number of elements of L(n, d) of the type γ d (T ) is positive.
We now count the number of elements of L(n, 2). This is also needed to evaluate
lines. There are n points of the first type and
points of the second type. As discussed in Remark 2.9, this 3 ( n 4 ) is positive if and only if n ≥ 4. Therefore for n ≥ 3 These quantities are polynomials in n and we prefer to write these polynomials as integer combinations of binomial coefficients
. Note that, in view of Remark 2.9, ( n k ) = 0 for integer k > n. We now discuss the case of d = 3. We first look at rank two elements (lines) of A n,3 . There are two types of elements. The first type is an element of type (2) 2. Each element of type (2), such as T = { { 1, 2 } }, corresponds to the line connecting two points as in the leftmost picture of Figure 2 . { { 1, 2 } } is understood as the intersection of all hyperplanes { { 1, 2, i } }, i = 3, . . . , n. The second type is an element of type (1, 1) 2. Each elements of type (1, 1) corresponds to an intersection of two hyperplanes, such as
As shown in the rightmost picture in Figure 2 , two points (p 3 and p 4 in the picture) may overlap in this case without violating 1) of Definition 2.4. This type of element exists for n ≥ 5 (cf. Remark 2.9).
Finally we look at rank three elements (points) of A n,3 . We will not repeat remarks on existence of these elements of L(n, 3). There are three types of rank three elements, corresponding to three partitions of 3. Each element { { i } } of the first type (3) 3, corresponds to an original point in P . Each element the second type (2, 1) 3 corresponds to an intersection of a line of type (2) 2 and a hyperplane, e.g. Figure 3 . The third type is (1, 1, 1) 3, corresponding to an intersection of three hyperplanes as depicted by a white circle in Figure 4 . Without violating 1) of Definition 2.4, there are four patterns of overlaps of points.
As will be proved in Section 4, the Möbius function depends only on the above types (i.e. the overlaps of points do not affect the Möbius function) and it is given as follows. Table 1 . Number of elements for d = 3
We need the numbers of elements of L(n, 3) to evaluate µ n,3 ({ ∅ }). These are tabulated in Table 1 . An element of a particular type exists if and only if the number of elements is positive in Table 1 . For example, T of type (1, 1) 2 exists if and only if 10 Table 1 and (7) we obtain (for n ≥ 4)
) .
Main result
In this section we show the following main theorem.
The second part of this theorem is a consequence of the following lemma.
Remark 2.3. Therefore we have a map
which is seen to be one-to-one and onto, and preserves the partial order.
To prove the first part of Theorem 3.1, we show one proposition and three lemmas.
Proposition 3.3. Let T < T ∈ L(n, d). For each T i ∈ T , there uniquely exists
Proof. It suffices to show the uniqueness. Let
This implies
.
j , it follows from Lemma 3.4 that
if (S, S ) and (S , S ) satisfy S ≤ S and S ≤ S , then ϕ(S, S ) ≤ ϕ(S , S ).
On the other hand, we can define the following map ψ from
which is the inverse map of ϕ.
Applying Lemma 3.6 recursively, we have Theorem 3.1.
Computation of Möbius function and the characteristic polynomial
In this section we apply Theorem 3.1 to compute the Möbius function and the characteristic polynomial of the intersection lattice L(n, d) for d ≤ 6. This section is divided into four subsections.
In Section 4.1 we derive an explicit formula for the value of the Möbius function of L(n, d) and show that it only depends on the type of T ∈ L(n, d). Next in Section 4.2 we derive a formula for the number of elements of the same type as T ∈ L(n, d). Then in Section 4.3 we derive some identities for these numbers, which are useful for checking the results of computations by computer. Finally in Section 4.4 we present lists of the numbers of elements and the characteristic polynomials for d ≤ 6.
Möbius function of the intersection lattice.
We first obtain the value of Möbius function of L(n, d).
Note that for T = ∅ we have µ n,d (∅) = 1. Also, as discussed at the beginning of Section 2.1,
Proposition 4.1 is an immediate consequence of Theorem 3.1 and the following well-known lemma.
Lemma 4.2 (Proposition 3.8.2 of Stanley [1997] ). Let P and P be posets, and P × P the direct product of posets P and P . Then µ P (S, T ) · µ P (S , T ) = µ P ×P ((S, S ), (T, T )) for S, T ∈ P and S , T ∈ P , where µ denotes the Möbius function for each poset. 
Therefore for the recursion on d, the essential step is to compute µ n,d ({ ∅ }) by (5), which will be discussed in the next subsection.
As a corollary to Proposition 4.1 we have the following result.
In this sense the value of the Möbius function depends only on the multiset of codimensions, i.e., the type γ d (T ) of T . Therefore from now on we denote
4.2. Number of elements of the intersection lattice. The results of the previous subsection implies that the terms of the summations in (4) and (5) can be grouped into different types. Then the question is how to obtain the number of elements of the same type in L(n, d), denoted by λ n,d (γ) below. In this subsection we give an explicit expression for λ n,d (γ) in Proposition 4.7.
Let (4) and (5) are written as follows.
For stating Proposition 4.7 we need some more definitions. For a partition γ = (γ 1 , . . . , γ l ) of a nonnegative integer let
denote the stabilizer of the symmetric group S l fixing γ. Then we have
where m k (γ) denotes the multiplicity
Denote the elements of 2 { 1,...,l } as
. . , γ l ), l ≥ 1, denote the set of maps ν from the power set 2 { 1,...,l } to the set N of nonnegative integers satisfying the following: Next let us consider the case when γ = (γ 1 , γ 2 ). Let
It also follows by definition that #(T
On the other hand, if γ 1 = γ 2 , then (codim(T 2 ), codim(T 1 )) = (γ 1 , γ 2 ) as ordered pairs for all elements T = { T 1 , T 2 } of type γ. Since T 1 = T 2 , for the case γ 1 = γ 2 ,
Now we present the following proposition. 
Before giving a proof of this proposition, we give some explanation on the range of summation in (13). We can consider (ν (I 1 ) , . . . , ν(I 2 l )) as a 2 l -dimensional vector of non-negative integers. The equalities and the inequalities in 1),2),3) for ν specify a polytope. Hence N (n, d; γ) can be identified with the set of integer points in a polytope in R 2 l . Since the dimension 2 l of the vector increases exponentially with l, the number of terms in (13) increases doubly exponentially in l. In our computation for d = 6 and γ = (1, 1, 1, 1, 1, 1), #N (n, 6; (1, 1, 1, 1, 1, 1)) = 109719496370. Computing a sum of this many polynomials is quite heavy.
The equalities and inequalities in 1),2) for ν concern only ν(I), I = ∅, and the bounds for these nonnegative integers are given in terms of γ and d only. Therefore the range for ν(I), I = ∅, in N (n, d; γ) does not depend on n. n only appears through 3):
Therefore in the right-hand side of (13) the sum is a finite sum not depending on n and n only appears in the binomial coefficient (
. Now we give a proof of Proposition 4.7. (T 1 , . . . , T l ) of subsets of { 1, . . . , n }. We defineL (n, d; γ) to be the set of l-tuples (T 1 , . . . , T l ) of subsets in { 1, . . . , n } satisfying the following:
Proof of Proposition 4.7. Let us consider l-tuples
Since #T i and #T j are less than or equal to d + 1, we obtain
if σ is not the identity. This implies
Then, by definition, we have the following decomposition ofL(n, d; γ):
This together with (14) proves the proposition.
4.3.
Identities for the number of elements. We have coded the finite sum in (13) in a computer program and evaluated λ n,d (γ) up to d = 6. In the next subsection we present our computational results. However the range of summation in (13) is somewhat complicated and our code was error-prone. Therefore it is desirable to have some way of checking our results. Here we present some identities among λ n,d (γ)'s, which can be used for checking purposes. Again we need some more definitions for stating the identities. Let
of corresponding hyperplanes of A n,d , or equivalently the join of these hyperplanes
It seems hard to explicitly describe
). This will give us the desired identities.
For a particular T ∈ L(n, d) define
which is the number of ways of choosing m distinct hyperplanes such that their join is T . By Theorem 3.1, κ n,d (m, T ) only depends on the type γ d (T ) of T . Hence we can write
Note that there are
ways to choose m distinct hyperplanes from { 1, . . . , n }. Therefore we have the following identity:
If we can compute κ n,d (m, γ), these identities for various m can be used to check computations of λ n,d (γ). Hence it remains to show how to evaluate κ n,d (m, γ), which is again based on recursion on d.
where δ mh is Kronecker's delta. Also note that
In particular 
Finally as another consequence of the main theorem we have the following proposition. It allows us to evaluate
Note that in the product a term with d = #T i does not contribute to the product since κ n,0 (m, { ∅ }) ≡ 1. We omit a detailed proof of the proposition.
4.4.
Number of elements and the characteristic polynomial up to dimension six. In this section we present our computational results for 4 ≤ d ≤ 6, since the cases d ≤ 3 were already discussed in Section 2.1. We just recall
From now on, to save space, we use the following abbreviated notation.
We now present the computational results for d = 4. Because of (10), (11), (12), we only show λ n,d ((γ 1 , . . . , γ l )) where l ≥ 3. Also, for further notational simplification, we omit the subscripts and write e.g. λ(1, 1) instead of λ n,4 ((1, 1)).
λ(1, 1, 1) = 15n6 + 1470n7 + 11340n8 + 30240n9 + 37450n10 + 23100n11 + 5775n12, λ(2, 1, 1) = 1260n7 + 10080n8 + 23940n9 + 21000n10 + 5775n11, λ(1, 1, 1, 1) = 2100n7 + 120855n8 + 1640520n9 + 9585450n10 + 29799000n11 + 54365850n12 + 60660600n13 + 41166125n14 + 15765750n15 + 2627625n16.
χ (An, 4, t) 
− n + 2n2 − 3n3 + 4n4 + 250n6 + 8995n7 + 184835n8 + 1873620n9 + 9963100n10 + 30070425n11 + 54435150n12 + 60660600n13
The results for d = 5 are as follows. Finally the results for d = 6 are as follows. ] .
µn,6({ ∅ }) = −1 + n − n2 + n3 − n4 + n5 − n6 − 5033n8 − 24143525n9 − 20268685521n10
