For any complex semisimple Lie group G, many of the structure constants of the ordinary cohomology ring H * (G/B; Z) vanish in the Schubert basis, and the rest are strictly positive. We present a combinatorial game which provides some criteria for determining which of these Schubert structure constants vanish. Although these criteria are not proven to cover all cases, in practice they work very well, giving a complete answer to the question for G = GL(7, C).
1 Basic Set-up
Introduction
Our main objective in this paper is to provide some criteria for vanishing of intersection numbers of Schubert varieties on G/B. To understand the cohomology ring H * (G/B), it is sufficient to count the intersection points of k ≥ 3 Schubert varieties in general position. Our approach is essentially to fix an intersection point, and determine if the Schubert varieties, can be made to intersect transversely. This leads to a linear algebraic criterion (Lemma 1) for vanishing of Schubert Calculus. For ease of notation, our presentation will be in terms intersections of three Schubert varieties, however all theorems and proofs naturally generalize any number.
In section 3, we introduce a combinatorial game which can sometimes give information about the Schubert intersection number. In some circumstances the game will tell us that the intersection number is 0 (Theorem 1); in other circumstances, the game will tell us that the intersection number is at least 1 (Theorem 2). Although these two criteria do not cover all cases, it has been confirmed for GL(7) that all the remaining cases have intersection number 0. Furthermore, the game is highly amenable to computations by hand and does not involve any Schubert polynomials. Apart from the proofs, the material in Section 3 does not depend on Section 2.
Many thanks to Allen Knutson for his helpful feedback on this paper.
Conventions
Let G be a complex connected reductive Lie group. Fix T a maximal torus, B a Borel subgroup, and B − its opposite, so T = B ∩ B − . Let N and N − denote the corresponding unipotent groups. The Lie algebras of these groups will be denoted g, b, etc. Let ∆ denote the root system of G, with ∆ + and ∆ − the sets of positive and negative roots respectively. For each root α ∈ ∆ + , we let e α be a basis vector for the corresponding root space in g.
Let W denote the Weyl group of G. For π ∈ W , let [π] denote the corresponding Tfixed point on G/B, and letπ denote some lifting of π ∈ W = N (T )/T to an element of N (T ) ⊂ G.
To each π ∈ W we associate the Schubert variety X π = B − · [π], the closure of the B − -orbit through [π] in G/B. Recall that the length of π ∈ W is the codimension of X π .
Let w 0 denote the long word in W . For x 0 , x ∈ G/B we say that x is π-related to x 0 if there is a g ∈ G such that gx 0 = w 0 and gx ∈ X π . Let X π,x 0 denote the Schubert variety associated to π based at x 0 , that is
Let π 1 , π 2 , π 3 ∈ W whose lengths total dim G/B. Consider the space
In other words, x 0 is a point of intersection of the the Schubert varieties X π i ,x i . If the flags x i , i = 1, 2, 3 are sufficiently generic that the three Schubert varieties intersect in isolated points, then we say that x 0 is a solution to the Schubert problem (π 1 , π 2 , π 3 ). Note that the three conditions defining E are transverse, so dim E = dim(G/B) 3 . There are two forgetful maps from E. We have
0 (gx 0 ), the map p 0 is a fibration. Let U ⊂ G/B denote the points where p 123 is finite-to-one, and let E ′ = p −1 123 (U ). Let c π 1 π 2 π 3 be the degree of the covering p 123 | E ′ . Then c π 1 π 2 π 3 is equal to the number of intersection points x 0 of the three Schubert varieties based at a generic triple (x 1 , x 2 , x 3 ). Note that U (and hence E ′ ) may be empty: in fact these sets are empty if and only if the corresponding Schubert problem has no solutions, i.e. if and only if c π 1 π 2 π 3 = 0.
Finally, let us recall that the Schubert intersection numbers c π 1 π 2 π 3 determine the Schubert structure constants of the cohomology ring H * (G/B). If ω π is the cohomology class Poincaré dual to the cycle X π , we have
In all this we have, of course, tacitly made use of the Kleiman-Bertini Theorem [Kl] .
A lemma on vanishing
The next lemma gives a linear algebraic condition for vanishing of Schubert calculus, and is our main technical tool. It is a standard result; we include a proof for completeness.
Let n denote the Lie algebra of N . Let P k be the subspace of n, generated by the e α such that α ∈ ∆ + and π
For a ∈ N , let a· : n → n denote the adjoint action of N on its Lie algebra.
Proof. We'll use the Cartan involution to identify n with n − , denoted a → a T , and the Killing form to identify n * with g/b. Under these identifications
0 (x 0 )) for any x 0 ∈ G/B, in particular for x 0 = [w 0 ]. Thus the Schubert problem has intersection number 0 if and only if
Since U is a Zariski open dense subset of (G/B) 3 , this will happen only if dim(G·p 123 (p
Conversely if this inequality holds, then p 123 is not onto, and c π 1 π 2 π 3 = 0.
For a point
On the Lie algebra level
If this intersection is 0 then S(x) = B − . We now argue that if this last intersection is non-zero then dim S(x) > dim B − . Suppose that on the Lie algebra level, this last intersection is non-zero dimensional. Since, the point is (
we can locally find a smooth, non-vanishing vector field on p 
Moreover by continuity, for t sufficiently small (non-zero), g(t) is not in B − .
Thus dim S(x) = dim B − if and only if this last intersection is 0, hence if and only if
3 A combinatorial game for vanishing of Schubert calculus 3.1 A weak version for G = GL(n)
Before delving into the game in its full splendour, we shall first describe a toned down version in the case of G = GL(n).
We begin with an n × n array of squares S ij , indexed by 1 ≤ i ≤ n and 1 ≤ j ≤ n, and consider only those squares with i < j. In each of the squares we allow tokens to appear. Each token has a label, either 1, 2, or 3, and each kind of token may appear at most once in any particular square. Thus the entries in a square are essentially subsets of {1, 2, 3}. We'll call a token labeled k a k-token, and write k ∈ S ij if a k-token appears in square S ij .
Since the Weyl group is S n we consider the π k as permutations of the numbers 1, . . . , n. The initial configuration of the game is given by the permutations. For i < j if π k (i) > π k (j) the square S ij includes a k-token in the initial configuration. Otherwise it does not. A move is specified by a pair [k, S ij ], where k = 1, 2 or 3 is a token label, and S ij is a square in the array. For every l with j < l ≤ n, if a k-token appears in S jl but not in S il , we move it from S jl to S il . Also for each l with 1 ≤ l < i, if a k-token appears in S li but not in S lj , we move it from S li to S lj . (In Figure 2 the dotted lines are drawn so that they intersect in the square S ij and pass through all the tokens and squares involved in the move.)
Definition. The game is won if at any point there is exactly one token in each square.
Example 1. Figure 2 shows a sequence of 2 moves in the game for the permutations 21435, 32154, 24153, resulting in a win. Observe that any token can only ever move upward and to the right. So, for example, if there are two tokens in the upper right corner square, there is no point in proceeding further. More generally, if at some point in the game there is a subset A of the squares, closed under moving upward and to the right (i.e. (i, j) ∈ A =⇒ (i, j ′ ) ∈ A, ∀j ′ > j and (i ′ , j) ∈ A, ∀i ′ < i), such that the total number of tokens in all the squares in A is greater than |A|, we declare the game to be a loss. Example 2. Figure 3 shows the initial position of the game for the permutations 23154, 41235, 13542. Since there are 7 tokens in the 6 shaded squares, the game is lost, even before any moves are made.
In general losing the game does not provide any information-it may simply be the result of bad play. However the case above is exceptional since the game is a loss before any moves are made.
Definition. If the game is lost before the first move is made, we say the game is doomed. Theorem 1. If the game is doomed, then c π 1 π 2 π 3 = 0.
But the fun part is winning, because of Theorem 2. If the game can be won, then c π 1 π 2 π 3 ≥ 1.
We defer the proofs until we have presented the game in its most general context.
Weak version of the game for general G
Little modification is required for a general group G, although the pictures do become harder to draw.
The game is played on a set of squares S α indexed by the positive roots of G. (For G = GL(n), every positive root can be written in the form α ij = t i − t j for some i < j; the new indexing can be identified with the old indexing via S ij ↔ S α ij .) As before, in each of these squares we allow any combination of the 1,2 or 3-tokens with no label repeated, including the empty combination.
Our initial configuration is such that we have a k-token in square S α iff π −1 k · α ∈ ∆ − . The moves are specified by a pair [k, β] , where k = 1, 2 or 3 is a choice of token label, and β ∈ ∆ + . The actual move is made by the following rule. For each pair of positive roots α, α ′ such that α ′ − α = β, if a k-token occurs in the square S α but not in S α ′ , move it from the first square to the second square.
There is one small caveat: for G = GL(n) it does not make any difference in which order we move these tokens, however for other groups it might. To resolve this ambiguity, we order the relevant α by height and stipulate that we must always move tokens in the highest root squares first.
As before, the game is won if there is exactly one token in each square. For the losing condition, we need the following definition.
Definition. Let A = S α |α ∈ I be a subset of the squares. We'll call A an ideal subset if I is closed under raising operations, i.e. If α ∈ I, then α ′ ∈ I, whenever α ′ , and α ′ − α are both positive roots. (Equivalently, A is a an ideal subset if and only if {e α |α ∈ I} span an ideal in the Lie algebra n.)
The game is lost if there is an ideal subset A such that the the total number of tokens in A is more than |A|. Again, the game is doomed, if this losing condition holds before the first move is made.
Theorems 1 and 2 hold in this case as well.
An example for SO(7, C)
If G = SO(7, C), the root system is B 3 ⊂ R 3 . We'll choose the positive system for which (1, −1, 0), (0, 1, −1), (0, 0, 1) are the simple roots. To draw squares in the plane corresponding to the positive roots, we use a linear projection of B 3 onto R 2 , and place a square centred at the image of each positive root. Figure 4 shows such an arrangement. Let {x 1 , x 2 , x 3 } denote the standard basis for R 3 . An element of Weyl group W = S 3 ⋊ C 3 2 , can be represented by a permutation a 1 a 2 a 3 of 123, where each symbol is either decorated with an overbar or not. This permutation acts on R 3 by the matrix whose i th column is x a i if i is unbarred, and −x a i if i is barred. Figure 5: A simple game for SO(7, C). In this example, π 1 = 213, π 2 =312, π 3 = 123. The highlighted squares show which root β is used in each move. Figure 5 gives an example of a game for SO(7, C). Since the arrangement of squares resulted from a linear projection, of B 3 → R 2 , the addition of roots is linear, and so tokens always move parallel to each other. Arrows in Figure 5 are included not only for all tokens that move, but for all pairs of roots α, α ′ , whose difference is β. Since the game can be won using the moves shown, for π 1 = 213, π 2 =312, π 3 = 123 we have c π 1 π 2 π 3 ≥ 1.
Proof of the vanishing criterion
Proof. (of Theorem 1) At the outset, the set of e α such that a k-token occurs in square S α forms a basis for the space P k . If the the game is doomed because of an ideal subset A, then A's root spaces generate an N -invariant subspace V of n such that
Thus for any a k ∈ N , we have
Thus we certainly cannot have a 1 · P 1 + a 2 · P 2 + a 3 · P 3 = n, hence by Lemma 1, the intersection number is 0.
In the case where the game is doomed as a result of an ideal subset A which is maximal (i.e. A consists of all squares except for a single S α , where α is a simple root), this vanishing condition is seen to be a generalization of the DC-triviality vanishing condition in [Kn] .
Converses and counterexamples
The converse of Theorem 1 is certainly not true. The first counterexamples in GL(n) occur for n = 4. See Figure 6 .
There are also counterexamples to the converse of Theorem 2. The first examples of this in GL(n) occur for n = 5. Figure 7 has only one square with 2 tokens, and one empty square. Any effort to rectify this imbalance winds up moving more than just one token, and so the game cannot be won. However the Schubert intersection number for this triple of permutations is 1. We shall therefore make some refinements to the game, which eliminate this last counterexample, as well as many others.
The general game
The general game is set up identically: we have squares S α indexed by the positive roots, each can contain any combination of the 1,2, or 3-tokens (with no label repeated), and the initial configuration is the same.
The difference is that before each and every move, the set of squares is partitioned into "regions". Initially the squares are all in one region. Suppose A is an ideal subset of the squares, with the property that the total number of tokens in the squares of A is exactly equal to |A|. For every A with these properties, we subdivide each region R into two regions R ∩ A and R ∩ A c . (Empty regions produced in this way can be ignored.) Each region will always have the property that the number of tokens in the region is equal to the number of squares in the region.
The moves are more or less as before, except that any move only involves a single region, and no token may cross from one region to another. A move is specified by a triple [k, β, R], where k = 1, 2 or 3 is a choice of token label, β ∈ ∆ + , and R is a choice of region. Find all pairs of squares S α , S ′ α ∈ R such that α ′ − α = β, and proceeding in order of decreasing height of α, if a k-token occurs in the square S α but not in S α ′ , move it from the first square to the second square.
As before, to win the game we want exactly one token in each square.
Proof of the non-vanishing criterion
Theorem 3. If the revised game can be won, then c π 1 π 2 π 3 ≥ 1.
The following proves both Theorem 3 (directly), and also Theorem 2 by ignoring part 3 of the claim within.
Proof. For V a finite dimensional representation of B, let Gr(V ) denote the disjoint union of all Grassmannians Gr l (V ). Since V has a B-action, so does Gr(V ).
Let U = (U 1 , U 2 , U 3 ) ∈ Gr(V ) 3 . We will call the pair (V,
Note that the set of (
At any point in the game, we have the following data:
1. A set of regions, each of which is the difference of two ideal subsets. Hence the corresponding root spaces can be thought of as spanning a subquotient representation V of the B-representation n.
2. Any subset of {1, 2, 3} on each root. For any region corresponding to the subquotient representation V = V 1 /V 2 , these give rise to subspaces U k = span{ē α |k ∈ S α } (where 000000 000000 000000 Let θ α,k : N α → B 3 denote this composition. We now calculate
Without loss of generality suppose that k = 1. Let
where α ·ē α i =ē α i +α , if α i + α is a root belonging the region corresponding to V m , and 0 otherwise. In the limit as t → ∞, the only term which survives is the one with the highest power of t, which is precisely [±t
5. In the winning position the point (V m , (U m1 , U m2 , U m3 )) has 3 k=1 dim U mk = dim V m and U m1 + U m2 + U m3 = V m and thus is good.
Thus if the game can be won, all states of the game en route to a winning configuration must be good. This includes the initial state, and hence the Schubert intersection number c π 1 π 2 π 3 is non-zero.
Remarks and Variations
Let A be an ideal subset. In the rules of the game, there is a condition for splitting regions along A, namely, that we split along A if and only if the the number of tokens in A equals |A|. The astute observer will notice that this condition is never used in the proof. Essentially this means the proof is valid for a variation of the game in which the player has the option to split regions along any ideal subset A between moves. That said, it is never advantageous to the player to exercise such an option.
Suppose the rules say not to split along A. If we do split along A there will be too many tokens in one region. Since regions can never be rejoined once they are split, the game cannot be won.
Moreover, suppose the rules say to split along A, and the player chooses not to. Of any move that is made subsequently, one of the following two things must be true: either (1) the same arrangement of tokens could have been reached (possibly using multiple moves) if we had split along A, or (2) the move causes the game to be lost.
In particular, the revised game always performs at least as well as, and sometimes better than the weak version of the game.
It is worth noting that the game can be used to determine whether three (or more) Schubert varieties in general position intersect non-trivially, even when the sum of their codimensions does not equal dim G/B. There are two minor modifications to the rules required. One is to change the winning condition to read "at most one token in each square", rather than "exactly one token in each square". (The losing and doomed conditions remain as stated previously.) The other is that it is no longer apriori clear exactly when splitting will be strictly advantageous. Therefore, we must remove the rule telling when to split, and instead, allow the option of splitting along any ideal subsets between moves. Under these modifications, if the revised game can be won, the Schubert varieties in question have at least one point of intersection. If the game is doomed, they do not intersect.
It would be quite surprising and remarkable if the converse of Theorem 3 were true. So far, however, the converse has deftly eluded any counterexamples. In fact the converse of Theorem 3 has been affirmed by an exhaustive computer search for GL(n) for n ≤ 7.
Another modification of the game is to allow only moves involving tokens labeled 1 and 2. This version looks nicer when viewing Schubert calculus as taking products in cohomology. Under this weakening, theorem 3 remains true (obviously), but the converse is false. There are no examples of this for GL(n), n ≤ 5; however, for n = 6 there are a total of four such examples, the first of which is π 1 = 145326, π 2 = 321564, and π 3 = 315264. This is unfortunate, however, there are still further enhancements one can make to the game which dispose of these GL(6) counterexamples. One such modification is to introduce a new kind of move. For this new move, one selects a region R, and a pair of token labels: k 1 = k 2 . The region R must have the property that there is no square in R which contains both a k 1 -token and a k 2 -token. In this case we may replace every k 2 -token with a k 1 -token in the same square. In the notation of the proof of Theorem 3, if k 1 = 1, k 2 = 2, this has the effect of replacing ((U 1 , U 2 , U 3 ), V ) with ((U 1 + U 2 , 0, U 3 ), V ), provided U 1 ∩ U 2 = 0; if the latter is good, so is the former, the proof of Theorem 3 will still hold.
It turns out that Lemma 1 and Theorem thm:win have a nice interpretation in terms of Lie algebra cohomology and Kostant's harmonic forms [Ko] , which we plan to discuss in a subsequent paper.
