Let M be a finitely generated module of dimension d over a Noetherian local ring (R, m) and q the parameter ideal generated by a system of parameters x = (x1, . . . , x d ) of M . For each positive integer n, set
Let q(α) = (x α1 1 , . . . , x α d d ) for all α = (α 1 , . . . , α d ) ∈ Λ d,n . We say that the system of parameters x has the property of parametric decomposition, if the equality q n M = α∈Λ d,n q(α)M holds true for all n 1. The main purpose of this note is to study the question of when a given system of parameters of M has the property of parametric decomposition. Note that Heinzer, Ratliff and Shah [HRS, Theorem 2.4] proved that an R-regular sequence always has the property of parametric decomposition. Later, Goto and Shimoda [GS1, Theorem 1.1] showed that the converse is also true when each element of the sequence is a non-zerodivisor in R. Moreover, they gave in [GS2, Theorem 1.1] a characterization of R with dim R 2, in which every system of parameters of R has the property of parametric decomposition. In order to generalize this result of Goto and Shimoda, let us recall some notions which were defined in [CC] . Before giving proofs for Theorem 1.1 and its corollary in Section 3, we need some basic facts on good systems of parameters and sequentially CohenMacaulay modules, which will be summarized in Section 2. In Section 4 we shall show that the Hilbert-Samuel polynomial of a sequentially Cohen-Macaulay module M with respect to a good parameter ideal (Theorem 4.3) can be effectively computed by using Theorem 1.1 and the dimension filtration D of M .
Preliminaries
Throughout this paper, R is a Noetherian local commutative ring with maximal ideal m and M is a finitely generated R-module with dim M = d. Let x = x 1 , . . . , x d be a system of parameters of module M and we denote by q the ideal generated by x 1 , . . . , x d . For positive integers n, s, we set
q(α)M , and if the equality q n = α∈Λ d,n q(α)M holds true for a system of parameters x of M , we say that x has the property of parametric decomposition. Recall that a filtration
Now, let us briefly give some facts on the dimension filtration and good systems of parameters (see [CC] , [CN] ). Because of the Noetherian property of M , the dimension filtration of M exists uniquely. Therefore, in the sequel we always denote by
In this case, we also say that the dimension filtration D of M has the length t. Moreover, let p∈AssM N (p) = 0 be a reduced primary decomposition of 0 of M , then
By the Prime Avoidance there exists a system of parameters x = (x 1 , . . . ,
is a good system of parameters of M , and therefore the set of good systems of parameters of M is non-empty. Let x = x 1 , . . . , x d be a good system of parameters of M . It easy to see that x 1 , . . . , x di is a good system of parameters of
Thus it suffices to prove that 0 : 
Proof. We argue by the induction on i. The case i = 1 is trivial. Assume
On the other hand, since the sequence
Recall that M is said to be a sequentially Cohen-Macaulay module, if each quotient D i /D i−1 in the dimension filtration of M is Cohen-Macaulay. Note that the notion of sequentially Cohen-Macaulay modules was introduced first by Stanley in [St] for the graded case, and was studied for the local case in [Sch] , [CN] . The following result is an immediate consequence of Lemma 2.2 and the definition of a good system of parameters. With the same methods that used in [GS1] , we can prove the following results which are module versions of Proposition 3.4 and Lemma 2.1 of [GS1] . ( 
for all k, m 1 and 1 i < s.
Proof. By Lemma 3.2 it is enough to show that
for all k, m 1. Indeed, let a be an element of M and (n 1 , . . . ,
If
and the inclusion follows. 
On the other hand, by Lemma 3.3 and the hypothesis, we get x
by Nakayama Lemma. Now we are able to prove Theorem 1.1.
Proof of Theorem 1.1. (i) ⇒ (ii)
. Let x = x 1 , . . . , x d be a good system of parameters of M . We prove by the induction on the length t of the dimension filtration D of M that x has the property of parametric decomposition. The case t = 0 is trivial. Set M = M/D t−1 . Since M is a Cohen-Macaulay module, the sequence x 1 , . . . ,
is a good system of parameters of M for all α ∈ Λ d,n , it follows by Corollary 2.2 that
Note that (β 1 , . . . , β dt−1 , 1, . . . , 1) ∈ Λ d,n for any (β 1 , . . . , β dt−1 ) ∈ Λ dt−1,n and the length of the dimension filtration of the sequentially Cohen-Macaulay module D t−1 is t − 1. Therefore, by the inductive hypothesis we have
. . , x d be a good system of parameters of M having the property of parametric decomposition. We show first that (
and s = 0, . . . , t − 1. Indeed, there exists by Lemma 3.4 a positive integer k such that q i M :
Note by Lemma 2.1 that D s = 0 : M x k ds+1 , so we get
for all i < d s+1 , and the conclusion follows. This implies that depthM/D s d s+1 for s = 0, . . . , t − 1. Now, from the short exact sequences
it follows that D s /D s−1 is Cohen-Macaulay for all s = 1, . . . , t, and the proof of Theorem 1.1 is complete.
Proof of Corollary 1.2. (i) ⇒ (ii).
It is easy to see from the hypothesis that M is a sequentially Cohen-Macaulay module with the dimension filtration D :
for any system of parameters x 1 , . . . , x d of M . This means that every system of parameters of M is good, therefore it has the property of parametric decomposition by Theorem 1.1. 2, we can choose x 2 ∈ m such that x 2 D t−1 = 0 and dim M/(x 1 , x 2 )M = d− 2. We observe that the sequence x 1 , x 2 and x 1 , x 1 + x 2 are part of systems of parameters of M . Therefore, by the hypothesis and Lemma 3.2, (i) we get
Since M/D t−1 is Cohen-Macaulay, it follows from Lemma 2.2 that
Thus x 1 D t−1 = 0 by Nakayama's lemma, which is impossible. Hence mD t−1 = 0.
Hilbert-Samuel polynomials
A parameter ideal q is called a good parameter ideal if it is generated by a good system of parameters. Then, in this section we shall show that for a sequentially Cohen-Macaulay module M the Hilbert-Samuel function H q,M (n) = ℓ(M/q n+1 M ) has a special expression with non-negative coefficients, which can be computed by the dimension filtration, and this function coincides with the Hilbert-Samuel polynomial P q,M (n) for any good parameter ideal q of M and all n 1. Moreover, the sequentially Cohen-Macaulayness of M can be characterized by this expression of the Hilbert-Samuel function. First, we begin with the following lemma which is an easy consequence of Theorem 1.1.
Lemma 4.1. Let q be a good parameter ideal of a sequentially Cohen-Macaulay module M . Then
for all n 1 and i = 0, . . . , t.
Proof. Since q is a good parameter ideal of M , there is a good system of parameters
Then by Theorem 1.1 and Corollary 2.3, we get
Therefore, we obtain by Theorem 1.1 that
n D i and the conclusion follows.
The following result seems to be well-known. But, as we can not find a reference to it, we give a brief proof for the sake of completeness.
Lemma 4.2. Let q be a parameter ideal of module M . Then
Moreover, this inequality becomes an equality if and only if M is a CohenMacaulay module.
Proof.
Moreover, the last inequality becomes an equality if and only if ϕ is an isomorphism, and this condition is clear equivalent to the Cohen-Macaulayness of M . 
for all n 0.
(ii) There exists a good parameter ideal q of M such that
Proof. (i) ⇒ (ii)
. We argue by the induction on the length t of the dimension filtration D of M . The case t = 0 is obvious. Assume that t > 0. By virtue of Lemma 4.1, we have a short exact sequence
Therefore, we have ℓ(M/q n+1 M ) = ℓ(D t−1 /q n+1 D t−1 ) + ℓ(D t /q n+1 D t ). Since D t−1 is a sequentially Cohen-Macaulay module and its dimension filtration is of the length t − 1, it follows from the inductive hypothesis that
Note that D t is Cohen-Macaulay of dimension d = d t , we have
for all n 0 as required.
(ii) ⇒ (iii) is trivial. (iii) ⇒ (i). Since the following sequence is exact
we get ℓ(M/q n+1 M ) ℓ(D t−1 /q n+1 D t−1 ) + ℓ(D t /q n+1 D t ). Therefore, by induction on the length of the dimension filtration we can show that
On the other hand, since
for all i = 0, . . . , t by Lemma 4.2,
It follows from the hypothesis of (iii) that ℓ(
ℓ(D i /qD i ) for all i = 0, . . . , t. Thus D i is Cohen-Macaulay for all i = 0, . . . , t by Lemma 4.2 again, and this completes the proof.
