The nonlinear Scrödinger equation is studied for a periodic sequence of deltapotentials (a delta-comb resp. Kronig-Penney potential) or narrow Gaussian potentials. For the delta-comb the time-independent nonlinear Schrödinger equation can be solved analytically in terms of Jacobi elliptic functions and thus provides useful insight into the features of nonlinear eigenstates of periodic potentials. Phenomena well-known from classical chaos are found, such as a bifurcation of periodic eigenstates and a transition to spatial chaos. The nonlinear Bloch bands exhibit fundamentally new features, such as looped and period doubled bands. The relation of these features to the periodic solutions is analyzed in detail, leading to an analytic expression for the critical nonlinearity for the emergence of looped bands. Finally the results for the delta-comb are generalized to a more realistic potential consisting of a periodic sequence of narrow Gaussian peaks. Furthermore the dynamical stability of periodic solutions in a Gaussian comb is discussed.
Introduction
In the past few years experiments with ultracold atoms and Bose-Einstein condensates (BECs) in periodic potentials led to a variety of spectacular results. In the case of low temperatures, the BEC dynamics can be described in a mean-field approach by the nonlinear Schrödinger equation (NLSE) or Gross-Pitaevskii equation (see, e.g., [1] )
where g is the nonlinear "interaction strength". We will focus on the one-dimensional case, which arises, for example, in confined geometries (see, e.g., [2] and references therein). Another important application of the nonlinear Schrödinger equation is the propagation of electromagnetic waves in nonlinear media (see, e.g., [3] , ch. 8) .
In this paper we analyze some features of the stationary nonlinear eigenstates of the NLSE satisfying ψ(x, t) = exp(−iµt/ )ψ(x). These nonlinear eigenstates fulfill the timeindependent NLSE
We generally restrict ourselves to the case of a repulsive interaction, g > 0, and consequently µ > 0. Some differences that arise for an attractive interaction will be discussed briefly in section 2.4. As a convenient model for a space-periodic structure, we consider a particular simple model system, the delta-comb resp. Kronig-Penney potential
For convenience we set = M = 1 and fix the period of the potential as d = 2π. If the normalization of the wave function is arbitrary, one can rescale the wave function as ψ → ψ/ √ g, leaving two free parameters (λ, µ), otherwise three parameters must be considered. This potential has the great advantage that analytical solutions of the NLSE can be constructed in terms of Jacobi elliptic functions [4] . Analytic solutions of the nonlinear Schrödinger equation for a non-vanishing potential V (x) are very rare and hence it will be of interest to study such a potential in some detail. Its linear counterpart represents a basic model for a quantum mechanical Bloch system (see, e.g. [5] ). This paper is organized as follows: In section 2 we recall some general properties of the nonlinear Schrödinger equation. We introduce the analytical solutions for the free NLSE and for the delta-comb potential. Periodic solutions for the delta-comb and especially their spatial stability and bifurcation scenarios are discussed in section 3. Nonlinear Bloch bands, which recently raised a lot of attention, are analyzed in section 4. This problem was also discussed by Seaman et al. [6] . However, in the present paper we focus on the bifurcation of solutions and the resulting emergence of new Bloch states. We discuss the emergence of looped bands for large nonlinearities and evaluate the critical value of the nonlinearity analytically. Furthermore we link the emergence of 4π-periodic Bloch states to a period doubling bifurcation of periodic solutions. In section 5 we will extend our studies to a more realistic potential, a periodic arrangement of narrow Gaussian peaks. It turns out that the effects observed for the delta-comb, such as bifurcation phenomena or the features of nonlinear Bloch bands, remain qualitatively the same for this Gaussian comb. In addition, we will briefly discuss the dynamical (in)stability for this potential. Narrow Gaussian potential barriers can be realized in a good approximation in current atom-chips experiments. For example the resonant transport of BECs through a sequence of two such peaks is analyzed in [7] .
Solutions of the nonlinear Schrödinger equation
Before discussing particular solutions, we start with some general remarks on the timeindependent nonlinear Schrödinger equation (NLSE) First, we note that the real-valued time-independent NLSE is mathematically equivalent to a classical nonlinear oscillator described by the nonlinear Hill equation y + f (t)y + βy 3 = 0, f (t + T ) = f (t).
Replacing the amplitude y(t) by the wave function ψ(x) and the time t by the position variable x and identifying β = −2g and f (t) = 2(µ − V (x)) one recovers the timeindependent NLSE (2). For V (x) = 0 one recovers the undamped Ueda oscillator (see, e.g., [8] [9] [10] and references therein). Within the framework of nonlinear eigenstates of BECs, this equation has been analyzed in [4] . For a cosine-potential V (x) = V 0 cos(x), the equation (4) is just the nonlinear Matthieu equation, which is a popular example in classical nonlinear dynamics (see, e.g., [8, [11] [12] [13] ). The NLSE with a delta-comb potential V (x) = λδ d (x), or analogously the kicked nonlinear Hill equation, studied in this paper has the advantage that it allows analytical solutions. Further exactly solvable examples can be found when the potential is given in terms of Jacobi elliptic functions [14, 15] . In quantum systems, however, we also encounter complex solutions of the NLSE discussed in sections 4 and 5 in the context of nonlinear Bloch bands and the temporal evolution of a wave function, which is governed by the time-dependent NLSE. Furthermore, the time-independent NLSE (2) can be written as a Hamiltonian system with the conjugate variables (ψ * , ψ ′ ) and (ψ, ψ ′ * ), where ψ ′ = dψ/dx. Introducing the Hamiltonian function
Hamilton's equations read d dx
and analog for (ψ, ψ ′ * ). One important consequence is that the flow in phase space (ψ, ψ * , ψ ′ * , ψ ′ ) is area-preserving. Considering only real-valued solutions, one is left with a two-dimensional phase space (ψ, ψ ′ ). For the special case of a delta-comb,
the solutions are essentially the ones of the free NLSE. Hence we give a brief review of the real solutions of the free nonlinear Schrödinger equation in the following section. The first derivative of the wave function ψ ′ is discontinuous at x = 2πn (cf. [16] )
whereas the wave function itself is continuous. The discontinuity of the delta-comb potential does not affect the area-preserving quality of the flow (ψ(
). To clarify this issue, we linearize the flow in the vicinity of a delta peak at x = 2πn.
As the determinant of the matrix equals unity, the flow is clearly area-preserving.
Real solutions of the free nonlinear Schrödinger equation
The free nonlinear Schrödinger equation has well known real solutions is terms of Jacobi elliptic functions [4, 17] (see, e.g., [18, 19] for an introduction). It will be instructive to calculate the general solution of the free NLSE explicitly. Multiplying equation (2) with V (x) = 0 by ψ ′ and integrating once yields the general solution of the free NLSE in the form
The type of solution of equation (9) strongly depends on the initial values ψ(x 0 ) and ψ ′ (x 0 ), which also determine the constant C via
This dependence on the initial values is illustrated in figure 1 . For initial values of ψ(x 0 ) and ψ ′ (x 0 ) inside the regions marked by sn, dc and nc, the integral in equation (9) can be reduced to the canonical form of the Jacobi elliptic functions sn, dc and nc, respectively. E.g., for ψ ′ (x 0 ) = 0 a simple scaling of the wave functionψ = g/µ ψ and the positioñ x = √ µ x leads directly to the standard forms given in [19] , Chapter 3.
The situation is more involved for initial values in the regions marked by G in figure 1 . A simple scaling is not sufficient any longer, but a transformation t = (s + q)/(s − q) with q = (−4C/g) 1/4 brings the integral (9) to the standard form of the sc function [19] .
Note that the sn-type solutions are periodic, while all other solutions (nc, dc and G) diverge at a finite value of x. This is easily understood in terms of the classical analogon, the nonlinear Hill equation (4) . This equation describes a classical particle with coordinate y moving in a potential U(y) = µy 2 + βy 4 /4 with β = −2g, that is illustrated in figure 2. For g > 0 this potential has a minimum at y = 0 and diverges to −∞ for |y| → ∞. Thus (4) for µ = 1 and g = 1 (solid blue line) resp. g = −1 (dashed red line).
y will diverge as soon as the particle can leave the potential minimum around y = 0. In contrast the motion is always bounded for g < 0.
Hence we focus on the sn-type solutions in the following. For fixed values of µ and g these solutions are explicitly given by
where p denotes the elliptic parameter and L is the period of the wave function. The amplitude A and the period L are fixed by
and
where K(p) denotes the complete elliptic integral of the first kind. However, it should be kept in mind that other types of solutions are appropriate for different initial values as illustrated in figure 1.
Non-diverging solutions for a delta-comb
The real solutions of the nonlinear Schrödinger equation for a delta comb are essentially the ones of the free equation discussed above. Hence we make the ansatz
for x ∈ (2πn, 2π(n+1)) with A n and L n defined in equation (11) . However, two conditions have to be fulfilled at x = 2πn: The wave function is continuous, whereas its derivative is discontinuous according to equation 7. For the sn-type solutions (12) these conditions read I.
where the abbreviations
denotes the complete elliptic integral of the first kind. If |A n sn(u n |p n )| ≤ |A n+1 | the first condition can always be fulfilled by an appropriate choice of the "phase shift" x n+1 . Inserting the first condition into the second one and using the addition theorems of the Jacobi elliptic functions one arrives at
These equations define a discrete mapping f :
, respectively, where we introduced the abbreviations ψ n = ψ(2πn + 0) and ψ ′ n = ψ ′ (2πn + 0) for convenience. In the following we will mainly consider the mapping f in terms of the physical variables ψ and ψ ′ . This is the Poincaré section of the areapreserving flow generated by the NLSE in phase space (ψ, ψ ′ ). However, the mapping f in terms of the abstract parameters p n and x n is more suitable for actual calculations. Note that the discontinuity of the derivative may lead to a divergence of the wave function. As stated above, the sn-type solutions are periodic, while all other solutions of the free NLSE diverge at a finite value of x. Due to the discontinuity of the derivative, the mapping f can map a point (ψ n , ψ ′ n ) inside the sn-region of phase space to a point (ψ n+1 , ψ ′ n+1 ) outside the sn-region. This will generally lead to a divergence of ψ(x) at a finite value of x. We will come back to the question of divergences later in this section.
Dynamics in phase space
It is instructive to have a look at the dynamics in phase space generated by the mapping
For the actual computation we use the mapping f in terms of p n and x n , in fact the equation (14) . We propagate an ensemble of trajectories with randomly chosen initial conditions within the sn-region of phase space (cf. figure  1) . The dynamics within this region is visualized in the figures 3 and 4 for different values of the potential strength λ. The remaining parameters were fixed as µ = 1 and g = 1. First we notice that the dynamics is invariant with respect to a global sign change (ψ n , ψ
, hence the phase space is inversion symmetric. For λ = 0 the phase space is additionally symmetric to the coordinate axes. This symmetry is destroyed with increasing potential strength λ. The dynamics is quasiperiodic for small amplitudes, i.e. in the vicinity of the trivial solution (ψ(x), ψ ′ (x)) = (0, 0). It is chaotic for large amplitudes at the edge of the snregion, corresponding to a stronger nonlinear interaction. The chaotic part of phase space becomes larger with increasing potential strength |λ|. Furthermore, one can identify elliptically stable fixed points. One trajectory around such a fixed point is colored in red to guide the eye. These fixed points will be analyzed in detail in the next section. Note, however, that different fixed points are elliptically stable for λ > 0 and λ < 0. The stability is lost if the potential strength |λ| is increased. In general a trajectory in the region of spatial chaos will diverge at some finite value of x. Such a trajectory is usually mapped close to the edge of the sn-region in phase space, where non-diverging solutions exist (cf. figure 1 ). Due to the discontinuity of the derivative ψ ′ (x) the wavefunction leaves the sn-region. As mentioned above, all non sntype solutions of the NLSE diverge at a finite value of x. Thus also trajectories started in the chaotic part of the sn-region usually diverge at a finite value of x. An example of such a diverging wavefunction is shown in figure 5 for µ = g = 1 and λ = 0.5 (cf. figure  3 ). The initial value (ψ(0), ψ ′ (0)) was chosen as an unstable fixed point off inside the chaotic region plus a small random perturbation. The stability or divergence of a wavefunction depends sensitively on the initial values (ψ(0), ψ ′ (0)). This is illustrated in figure 6 . A colormap shows the point of divergence (the number of spatial periods until a trajectory diverges) in dependence of the initial condition (ψ 0 , ψ amplitudes are quasiperiodic and thus stable. But one can also find initial values that do not lead to divergences for larger amplitudes. These values form an approximately self-similar set in phase space. This is illustrated in figure 6 in the middle and on the right-hand side, where magnifications of the figure on the left-hand side are shown. 
Attractive nonlinearity
For the sake of completeness we also briefly discuss the case of an attractive nonlinearity g < 0 without going into details.
Real solutions of the nonlinear Schrödinger equation for a delta comb can be constructed in terms of the Jacobi elliptic function cn and dn. The cn-type solutions are given by
for x ∈ (2πn, 2π(n + 1)) with
The dn-type solutions read
Note that cn-type solutions exist for µ < 0, leading to p ∈ (0.5, 1], as well as for µ > 0, leading to p ∈ [0, 0.5), whereas the dn-type solutions exist only for µ < 0. Again, two conditions have to be fulfilled at x = 2πn: The wavefunction is continuous, whereas its derivative is discontinuous according to equation (7). As above we can consider the dynamics stroboscopically at 2πn + 0 and thus arrive at the mappingf : figure 7 we plotted examples of the dynamics in phase space in a delta comb of strength λ = −0.1. 
) for an attractive nonlinearity g = −1. and µ = +1 (left) and µ = −2 (right).
An important difference to the case of a repulsive interaction is that one can find a solution of the free NLSE in terms of the non-diverging Jacobi elliptic functions cn and dn for all initial values of a wave function ψ(x 0 ), ψ ′ (x 0 ). This should be compared to the case of a repulsive interaction, in particular to figure 1. Hence the solutions for a delta-comb do not diverge at a finite value of x, regardless of the starting point (ψ 0 , ψ ′ 0 ). The dynamics in phase space around (ψ n , ψ ′ n ) = (0, 0) is illustrated in figure 7 . for λ = −0.1. The solutions are always given by the Jacobi elliptic function cn for µ > 0. For λ = −0.1, the dynamics is still completely regular and one we can identify fixed points again (cf. the left-hand side of figure 7). Trajectories around the trivial fixed points are coloured in red to guide the eye. The dynamics becomes partly chaotic for higher values of λ, but still a wave function cannot diverge at a finite value of x. However, a totally different mechanism of divergence exists in this case. The wave function ψ(x) diverges for x → ∞, if its phase is such that the changes of the amplitude due to the delta kicks accumulate. Revisiting equation (16) one recognizes that this divergence of the amplitude A n implies p n → 0.5. Indeed one finds numerically that most trajectories in the chaotic region of phase space show such a behaviour. For µ < 0 the solution is described either by the function cn or dn, depending on the initial value (ψ 0 , ψ ′ 0 ). The dynamics in phase space is illustrated in figure 7 on the right for λ = −0.1, whereby cn-type solutions are coloured in black and dn-type solutions in blue. One can identify regular islands in a chaotic sea, surrounded by quasi-periodic orbits for large amplitudes. Again the cn-type solutions can diverge for x → ∞ if p n → 0.5.
Complex solutions
Complex solutions of the free NLSE can be found by decomposing the wave function into amplitude and phase
with real-valued functions φ(x) and S(x) ≥ 0. The phase is then given by
with a real integration constant α. In the limit α → 0 one recovers the real-valued snand cn-type solutions described above, which change sign at the zeros of the density. We focus on the special solution [4] S
of the free NLSE with ̺ n = 4K(p n )/L n . Inserting this ansatz into the free NLSE yields the following conditions for the remaining constants
For the delta-comb potential, one can make the ansatz 21 separately for each interval x ∈ (2πn, 2π(n + 1)). The derivative ψ ′ of the the wave function is again discontinuous at x = 2πn according to equation (7) . In terms of the density S(x) this yields
Complex periodic solutions of this type will be discussed in section 3.3. These solutions are of great importance, since they occur for nonlinear Bloch bands (cf. section 4).
Periodic solutions
Real periodic solutions can be viewed as fixed points of the mapping f resp.f, defined in section 2.2. In the following we calculate these solutions explicitly and discuss their spatial stability.
Symmetric and antisymmetric real periodic solutions
One kind of periodic solutions is found for ψ(2πn) = 0. They will be named antisymmetric periodic solutions in the following since they fulfill ψ(2πn − x) = −ψ(2πn + x). In this case the wave function and its derivative are continuous everywhere. The period length of the Jacobi elliptic functions L must fulfill
for m ∈ N. The antisymmetric solutions are 2π-periodic only for even m, since their fundamental period is 4π/m. Note that m is the number of nodes of the wave function in [0, 2π). In the following we will mostly consider the ,,primary resonance" m = 2 with the fundamental period 2π. However, we will show in section 3.2 that this solution bifurcates when λ is varied and new period doubled solutions emerge. Equation (24) yields in terms of the elliptic parameter p
The left side of this equation is bounded from below by (p + 1) The shift x n is given by x n = 0 resp. x n = π. However, these solutions differ only by an overall sign. Note that the solution of equation (25) does not depend on λ. As an example we plotted the antisymmetric periodic solution with m = 2 is shown in figure 8 for µ = g = 1. Furthermore, 2π-periodic solutions can be found which are symmetric around the positions of the delta potentials at x = 2πn, n ∈ Z. This symmetry and the periodicity of the wave function imply that the solution is also symmetric around x = (2n + 1)π, as one can easily see:
Hence the the wave function assumes a maximum or minimum at x = (2n + 1)π, in the middle between two delta potentials. Without loss of generality we conclude that
These solutions differ only by an overall sign, hence only one of them must be considered. Again condition (7) must be fulfilled at the positions of the delta-comb. Because of the periodicity, it is, however, sufficient to evaluate this equation at x = 0 only. A further simplification arises from the symmetry of the wave function, yielding the condition
. Equation (27) correspondingly in the number of nodes of the wave function. Again, these solutions will be labelled by the number m of nodes of the wave function in the interval [0, 2π). In the following we consider the solution with 4m = 2 nodes. Exemplarily this solution is shown in figure 8 for µ = g = 1 and λ = 1. One can easily see that these two solution classes are the only possible 2π-periodic sntype wave functions. Due to the periodicity the elliptic parameter p n is the same for all n, i.e. p n = p. As the elliptic parameter p is fixed, the derivative ψ ′ (x 0 ) at a point x 0 is determined by the wave function ψ(x 0 ) up to a sign. Considering x 0 = 2πn this leaves the possibilities ψ ′ (2πn + ǫ) = ψ ′ (2πn − ǫ), for which one recovers the antisymmetric periodic solutions, whereas the other possibility ψ ′ (2πn+ǫ) = −ψ ′ (2πn−ǫ) leads to the symmetric periodic solutions.
Spatial Stability of the real periodic solutions
As already stated, real periodic solutions of the NLSE in a delta-comb are the fixed points of the mapping f resp.f , defined in section 2.2. Similarly, we can find solutions with a periodicity of 2πr as fixed points of the mapping f r . In the following we discuss the characteristics of these fixed points, especially their spatial stability, in dependence of the control-parameter λ. First we discuss the antisymmetric periodic solutions with L = 2π/m for a repulsive nonlinearity g = 1 and µ = 1. As an example, we consider the solutions with m = 2, which have nodes at x = πn, n ∈ Z, i.e. at the positions of the delta-potentials x = 2πn and additionally in the middle between them. These periodic solutions are found for p ≈ 0.4719 and x = 0 resp. x = π, differing only by an overall sign. To determine the stability of a fixed point numerically we iterate the mapping f , whereas the initial value (p 0 , x 0 ) is chosen as the fixed point plus a small random perturbation.
Furthermore we calculate the stability (or monodromy) matrix of the mappingf
at the fixed point (ψ * , ψ ′ * ). As the mappingf is area-preserving, the product of the eigenvalues exp(±γ) of M is unity. The mapping is unstable if the stability exponent γ is real. Otherwise it is purely imaginary and the mapping is elliptically stable. Then |γ| is called the stability angle. Exemplarily we consider the antisymmetric fixed point with m = 2, which is found to be elliptically stable if λ > 0 and λ is not too large. The stability exponents γ ± are purely imaginary and one finds quasiperiodic orbits around the fixed point. This is shown in figure 9 on the left for λ = 0.14. The fixed point becomes unstable when the controlparameter λ is increased above a critical value λ c ≈ 0.156. This is illustrated in figure 9 on the right for λ = 0.17. In fact, a bifurcation occurs at the critical value λ c and two new fixed points of f 2 emerge. This is illustrated in figure 10 , where ψ n = ψ(2πn) is plotted for the fixed points of f r , r = 1, 2, 4 as a function of λ. One clearly observes a bifurcation scenario. The new fixed point of f 2 no longer fulfills ψ(2πn) = 0, but instead ψ(2πn) = −ψ(2π(n + 1)). A second bifurcation occurs at λ ′ c ≈ 0.178, where the fixed points of f 2 become unstable and four new elliptically stable fixed points of f 4 emerge. These fixed points again become unstable at λ ′′ c ≈ 0.182. One should keep in mind that the NLSE represents a Hamiltonian system and that the period doubling scenario of Hamiltonian systems (cf. [20, 21] ) is different from the familiar Feigenbaum scenario for dissipative systems. For instance, the stable fixed points are always elliptically (resp. neutrally) stable and not asymptotically stable. For λ < 0 the antisymmetric fixed points are unstable. However, large regular regions exist in phase space around the trivial solution ψ(x) ≡ 0 and the symmetric fixed points as long as |λ| is not too large (cf. figure 4) . A "trajectory" started in the vicinity of an antisymmetric fixed point is unstable but it may get trapped in the chaotic sea between the A similar stability behaviour is found for the symmetric fixed point. However, this solution is always unstable for a repulsive delta-comb, λ > 0, and shows a bifurcation scenario for an attractive delta-comb, λ < 0. For small repulsive potentials, a similar trapping scenario occurs as described above for the antisymmetric fixed points in an attractive delta-comb. Again this trapping is lost for stronger potentials, since the regular regions of phase space shrink and the trajectories finally diverge in general. The symmetric fixed points are elliptically stable for an attractive delta-comb as long as λ > λ c . A bifurcation occurs if λ is decreased below the critical value λ c ≈ −0.203. The 4π-periodic states are again elliptically stable up to the next bifurcation. This bifurcation route is illustrated in figure 11 for the symmetric periodic solution with m = 2 nodes in the interval |0, 2π).
Note that also the trivial solution ψ(x) ≡ 0 of the NLSE shows a bifurcation when λ is decreased. The trivial solution is stable for λ ≥ λ (0) c ≈ −0.391, where to new elliptically stable period doubled fixed points emerge. Quasiperiodic orbits around the emerging fixed points are illustrated in figure 4 on the right (coloured in red) for λ = −0.5. The stability of the antisymmetric and the symmetric fixed point with m = 2 is summarized in figure 12 , where the stability exponent Re(γ) is plotted as a function of µ and λ. Figure 13 shows a stability map of several fixed points with different m. One can easily understand the qualitative differences of the stability between λ < 0 and λ > 0 by considering the full phase-space dynamics of the classical analogon (4). An antisymmetric periodic solution is not affected by the delta-comb because of ψ(2πn) = 0. However, a trajectory with a slightly larger classical energy moves ahead of the periodic solution, hence it experiences a kick. This kick will increase the energy of the classical oscillator if λ > 0. The effect of the kicks accumulate and consequently the trajectory becomes unstable. If λ < 0 the kick will lower the energy and stabilize the trajectory. The contrary effect occurs for the symmetric periodic solution. However, the situation is a bit more involved here since the periodic solution itself experiences the delta-kicks.
Complex periodic solution
Complex periodic solutions can be found using the ansatz (21) . By similar arguments as above one finds that the density S(x) = |ψ(x)| 2 must be symmetric around x = 2πn. Hence it must assume a maximum or minimum at x = (2n + 1)π, in the middle between two delta-peaks. Therefore the "phase shift" x n is given by
Using the symmetry of the density, the continuity of equation (23) yields the condition with u = 4K(p)x n /L for a periodic complex solution. An example of such a periodic solution is shown in figure 15 (dashed line). For α → 0 the complex solutions tend to the real-valued sn-type solutions which give rise to antisymmetric periodic solutions as discussed above. In fact, this is exactly what happens at the occurence of loop structures in nonlinear bloch bands at κ = 0 (cf. section 4).
Nonlinear Bloch bands
Recently, nonlinear Bloch states and Bloch bands have attracted considerable attention. New features such as looped Bloch bands [22, 23] and period doubled Bloch states [24] were found. Nonlinear Bloch bands for the delta-comb were first calculated by Seaman et al. [6] . In this section we want to link these results to the properties of periodic solutions discussed in section 3. Bloch states are nonlinear eigenstates of the form
where u κ (x) is 2π-periodic and κ denotes the quasimomentum. The periodic functions u κ (x) fulfill the differential equation
The eigenenergies µ(κ) form the nonlinear Bloch bands. In the preceding sections we analyzed the solutions of the NLSE in dependence of the parameter µ, whereas the normalization of the wave function was arbitrary. For example, periodic states, which are Bloch states for κ = 0, exist for any value of µ > 0 (cf. section 3.1). Considering µ as a parameter is of course not appropriate here, since this would lead to a continuous and multiply degenerate spectrum of µ(κ) for every κ, whereas the corresponding Bloch states differ by their normalization. Consequently we consider 2πN-periodic Bloch states here, whose normalization is fixed as
throughout this section, leading to a discrete Bloch spectrum. The Bloch states and the bands are calculated as described in [23] . 
than in the linear case because of the repulsive mean-field potential. Considering the energy per particle instead of the chemical potential one finds swallow's tail structures instead of the loops [6] . The Bloch states with κ = 0 are strictly periodic and can be chosen real up to the emergence of loops at a critical nonlinearity g loop . These states can be identified with the symmetric resp. antisymmetric periodic states described in section 3.1. It is found that the Bloch state in the lowest band is a symmetric periodic solution with no node, while the state in the first excited band is an antisymmetric periodic solution with m = 2 nodes in the interval [0, 2π). Loops emerge for g > g loop , hence additional Bloch states with κ = 0 come into being. A state corresponding to the self-crossing of a looped band at κ = 0 cannot be chosen purely real, whereas the state at the top of the loop can. It is found that the state at the top of the loop in the first excited band still corresponds to a real antisymmetric periodic solution as for g < g loop . The Bloch state at the self-crossing corresponds to a complex periodic solution as introduced in section 3.3. The Bloch states in the two lowest bands at κ = 0 are shown in figure 15 for g = 1/π and λ = 0.5. The solid lines show the squared modulus of a symmetric periodic solution (ground band, blue) and an antisymmetric periodic solution with m = 2 (first excited band, green). The complex solutions that degenerate at the self-crossing at κ = 0 transform into each other by a sign change of κ and consequently by a sign change of x (cf. equation (32)). The squared modulus of these two solutions is the same and hence symmetric around x = 0 (dashed line in figure 15 ), whereas the phases are antisymmetric: φ(−x) = −φ(x). Using the explicit form of the real and complex periodic solutions one can derive the critical nonlinearity g loop for the emergence of loops in the first excited Bloch band. To this end we reconsider condition (30) for the complex periodic solutions. For g → g loop the complex periodic solution and the real antisymmetric solution merge. In this limit the wave function tends to zero at the positions of the delta-peaks, ψ(2πn) → 0, and its derivative becomes continuous. Hence both sides of equation (30) tend to zero. Consider a complex periodic solution slightly above the critical point. The "wave number" ̺ is written as ̺ = ̺ loop + δ̺, where ̺ loop = mK(p)/π is the wave number at the critical point g = g loop . Expanding equation (30) around ̺ loop with fixed B then yields
Comparing the coefficients of the linear term yields an equation for the elliptic parameter p loop at the critical point
The normalization of the wave function at the critical point yields
where K(p) and E(p) denote the complete elliptic integrals of the first and second kind, respectively. Hence the critical nonlinearity is given by
where p loop is determined by equation (36). One can derive an approximate explicit expression for the critical nonlinearity parameter g loop by expanding the left-hand side of equation (36) up to second order in p loop and substituting the result into equation (38). This yields in second order in p loop
The dependence of g loop on λ is shown in figure 15 on the right for m = 2, which corresponds to the first excited Bloch band. Period doubled Bloch bands (cf. [24] ) are shown in figure 16 for λ = 0.7 and g = 2/5π. As described in section 3.2, the antisymmetric 2π-periodic state, i.e. the Bloch state for κ = 0 in the first excited band, will bifurcate when λ is increased above a critical value λ c . As the normalization is kept fixed, this critical value depends on g. Equivalently this bifurcation occurs when g is increased above a critical value g c while λ is fixed. Now the normalization is fixed according to equation (33) , hence the chemical potential becomes a function of g. This is illustrated in figure 17 on the left. Of course the two 4π-periodic states have the same chemical potential µ because they just differ by a coordinate shift of 2π. The 4π-periodic state is now also embedded into a nonlinear Bloch band that is shown in figure 16 in comparison to the ordinary 2π-periodic Bloch band. This has several implications for the existence and stability of nonlinear Bloch states. The 4π-periodic states exist only after a bifurcation, i.e. for g > g c . They are stable until the next bifurcation. As argued in section 3.2, the corresponding 2π periodic state becomes spatially unstable at this bifurcation. The dependence of the critical value g c on the potential strength λ is shown in figure 17 on the right. This should be compared to the illustration of the stability exponent γ of the 2π-periodic states in figure 12 . The border between stable and unstable regions marks the dependence of λ c on µ for a fixed value of g.
The Gaussian comb
Finally we present some numerical results for a more realistic potential, consisting of a periodic structure of narrow Gaussian peaks,
with ∆x = 0.1. The area of each Gaussian peak is normalized to unity. This particular choice has the advantage that it is similar to the delta-comb discussed above and hence the observed phenomena are also very similar. On the other hand such potentials can be implemented, at least in principle, in current atom-chip experiments (see , e.g., [25, 26] , see also the discussion in [7] ).
Solutions of the time-independent NLSE
Again we consider the solutions of the time-independent nonlinear Schrödinger equation in a spatial Poincare section in phase space. The figures 18 and 19 show (ψ n , ψ Again we find trivial and symmetric periodic solutions, whose spatial stability properties are very similar to the case of a delta-comb. One trajectory around the elliptically stable fixed points is colored in red in the figures 18 and 19 to guide the eye. Again these periodic solutions show a bifurcation when a control-parameter is varied. The bifurcation of the trivial periodic state for λ > 0 is illustrated in figure 20 on the left-hand side. The right-hand side shows a 4π-periodic wavefunction, that emerges in the bifurcation.
Dynamical (in)stability
Up to now only the spatial stability of periodic solutions has been discussed, not considering the temporal behaviour, induced by the time-dependent nonlinear Schrödinger equation
In the following we analyze the temporal stability of the periodic solutions in the Gaussian comb discussed above. The time-dependent NLSE can lead to classical chaotic dynamics [27] and dynamical instability, which usually leads to a depletion of the Bose-condensed phase [28] . Related work on the dynamical stability of the NLSE in a periodic potentials can be found in [15, 29, 30] . The energetical stability of a Bloch state u κ (x) can be calculated from perturbation theory [23, 31] . We make the ansatz
with a small perturbation δu κ (x), that can be decomposed into different modes e ±iqx . A Bloch state u κ (x) is energetically stable and hence represents a superflow, if it is a local minimum of the Hamiltonian
Otherwise a perturbation can lower the energy of the solution and the system becomes energetically unstable and superfluidity is lost, which is also called Landau-instability. Inserting the ansatz (42) into the Hamiltonian and neglecting higher order terms reveals that the Bloch state is energetically stable if the operator
with
is positive definite for all −1/2 ≤ q ≤ 1/2 [23] . Similarly one can deduce the dynamical stability by assuming a time-dependent perturbation
The pertubation δu κ (x, t) grows exponentially in time if the operator σ z M(q) has a complex eigenvalue for some q. Hence the Bloch state u κ (x) is dynamically stable only if the spectrum of σ z M(q) is purely real for all −1/2 ≤ q ≤ 1/2. Note that dynamical instability always involves energetical instability, as shown in [23] . Here we only consider strictly periodic states, which are Bloch states with κ = 0. The eigenvalues ζ(q) of σ z M(q) are calculated for the periodic states discussed above in dependence of the potential strength λ. In figure 21 the maximum imaginary parts of the eigenvalues ζ(q) are plotted, where the maximum is taken over all q ∈ [−1/2, 1/2]. One observes that the spectrum of σ z M(q) is never purely real for the antisymmetric periodic states (except for λ = 0), hence the these states are always dynamically and energetically unstable. The symmetric periodic state is dynamically unstable for attractive potentials and not too strong repulsive potentials. It is stabilized if the potential strength λ exceeds a critival value λ d > 0. However it still is energetically unstable for all values of λ. Similar results are obtained for the delta-comb discussed in the previous sections. The dynamical (in)stability is illustrated in figure 22 , where the time evolution of the squared modulus |ψ(x, t)| 2 of a wavefunction is plotted. The initial state ψ(x, t = 0) is chosen as a symmetric periodic solution for λ = 1 resp. λ = 2 and µ = 1 plus a small random perturbation. According to the results from perturbation theory illustrated in figure 21 , the system is dynamically unstable for λ = 1 and dynamically stable for λ = 2. This is well confirmed by the results of the wavepacket propagation. For λ = 1 the onset of dynamical instability is clearly visible at t ≈ 150, whereas no instability can be observed for λ = 2. Note that the temporal stability of the states is not affected at all by the spatial stability properties. The onset of dynamical instability is solely determined by the spectrum of σ z M(q) and the strength of the initial random pertubation. On the contrary one finds that the parameter values for which a periodic state is spatially or dynamically stable are quite different. The lowest symmetric state is spatially stable only for λ c < λ < 0 (cf. figure 12 ), whereas it is dynamically stable only for λ > λ d > 0. (cf. figure 21) . One can Figure 22 : Time evolution of the squared modulus |ψ(x, t)| 2 of a wave function in a Gaussian comb of strength λ = 1 (left) resp. λ = 2 (right) The initial state ψ(x, t = 0) was chosen as the symmetric periodic solution for µ = 1 plus a small random perturbation.
even increase the potential strength λ slowly through the critical value λ c for a bifurcation without affecting the onset of dynamical instability.
Summary
Summing up, the stationary solutions of the nonlinear Schrödinger equation for a deltacomb resp. Kronig-Penney potential are analyzed. This somewhat artificial model system is of considerable interest since it allows analytical solutions in terms of Jacobi elliptic functions. The analogy to a classical nonlinear oscillator problem, the kicked nonlinear Hill equation is pointed out and the dynamics in phase space is discussed. It is shown that a repulsive nonlinearity typically leads to spatially chaotic dynamics and finally a divergence of the wave function, whereas the wave function always remains bounded for an attractive nonlinearity. Periodic solutions, which are fixed points of the phase space dynamics, are analyzed in detail. The fixed points are spatially stable only for certain parameter values, for which a stability map is calculated. The stability is lost in a Hamiltonian bifurcation scenario, giving rise to new period doubled fixed points. Nonlinear Bloch bands are calculated for the delta-comb showing the celebrated loop structures. It is shown that the Bloch states with zero quasi momentum are just the periodic solutions mentioned above, which are given analytically in terms of Jacobi elliptic functions. The critical nonlinearity parameter for the emergence of loops is calculated analytically. Furthermore the emergence of 4π-periodic Bloch bands is discussed and linked to the period doubling bifurcation of periodic solutions mentioned above.
Finally an extension to a more realistic potential, a periodic arrangement of narrow Gaussian potential barriers, shows that the properties of the stationary solutions remain qualitatively the same as for the delta-comb. In addition the temporal stability of the periodic solutions is analyzed. Antisymmetric periodic solutions are always dynamically unstable, whereas the symmetric periodic solutions are stabilized if the potential strength exceeds a critical value λ > λ d > 0. The properties of stationary states of the nonlinear Schrödinger equation are of fundamental interest for the study of BECs in optical lattices. For example the emergence of loops leads to dynamical instability of BECs in tilted optical lattices because an adiabatic evolution is no longer possible here [32, 33] . But not all solutions in periodic potential must take the form of Bloch states, as it was shown in the present paper. In contrast, most solutions of the nonlinear Schrödinger equation with a repulsive potential will be spatially chaotic or even divergent. This deserves further studies.
