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ABSTRACT 
The problem of finding the conditions for equality of nonzero decomposable 
symmetrized tensors has been considered several times-i.e. given the vectors 
xl,...,xm,y~,...,ym of V, in what conditions one has 
x1* ... *x,=y1* ... *y,#O. (1) 
We present here a necessary condition for (l), introducing the concept of (A, G)-criti- 
cal matrix. We present also some new results on the characterization of the set of the 
matrices A E M,,,(C) satisfying 
d,G(Ax) = d,G(xA) 
for all m-by-m matrices X over C. 
1. INTRODUCTION 
Let m and n be positive integers (m, n > 1). If V is an n-dimensional 
unitary space, we denote by @“V the mth tensor power of V. Let G be a 
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subgroup of the full symmetric group of degree m, and A an irreducible 
character of G. The generalized matrix function d: is defined by 
for all A =(Aij) in the set M,,, (C) of m-by-m complex matrices. The 
symmetrizer T(G, A) is the linear operator on @” V satisfying 
T(G, A)(r,@ . . . @xm) = g c A(a)~,-~~,+3 ... Qx,-I~,) 
UEG 
where 1 1 denotes cardinality. The tensor T(G,AXx,@ . . . @x,) will be 
called a decomposable symmetrized tensor and denoted by 
x1* ... *xm. 
If P is a linear operator of V, then P8 . . * 8 P = @ “P denotes the 
linear operator of 63,” V satisfying 
c3P P(x,@ * * * @xJ= P(Xl)@ .** SP(x,) Vx,,...,x,EV. 
It is well known that 
G31rnP(x1* *a- * x,) = P( x1) * . . . * P( XJ 
The problem of finding the conditions for equality of nonzero decompos- 
able symmetrized tensors has been considered several times in the literature 
[2-7, 9, 10, 121; i.e. given the vectors of V, xi ,..., rrn,yl ,..., y,, it was 
studied in what conditions one has 
x1 * . . . * xm = y1 * . * * * y, # 0. (1) 
We present here a necessary condition for (11, introducing the concept of 
(A,G)-critical matrix. We present also some new results on the characteriza- 
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tion of the set of the matrices A E M,.,(C) satisfying 
d,G(Ax) = d,G(xA) (2) 
for all m-by-m matrices X over C. Note that in [ll] the problem of the 
characterization of the set of nonsingular matrices satisfying (2) was com- 
pletely solved. 
We denote by F,,,, the set of maps from (1,. . . , ml into (1,. . . , n}. If 
o E r,,?%, we identify (Y with the m-tuple (a(l), . . . , a(m)). Given an m-by-n 
matrix A, we denote by 
A(b) 
the matrix obtained from A by deleting the rth column. If cr E r,,, and 
p E F,,,, then A[a 1 p] denotes the k-by-t matrix whose (i, j) entry is 
If A is an n-by-m matrix over C, then A* will denote the conjugate 
transpose of A. The m-by-m identity matrix is denoted by I,. 
2. EQUALITY OF DECOMPOSABLE SYMMETRIZED TENSORS 
DEFINITION. An m-by-n matrix A over C is called (h,G)-critical if it 
satisfies the following conditions: 
(i> dF(A(lr)A(lr)*) = 0, r = 1,. . . , n; 
(ii) d,G(AA*) + 0. 
THEOREM. Let x,, . . . , x,, yl,. . . , ym E V, and assume that x. 
basis of (x1,..., xm) (( ) denotes linear closure). Zf 
,,>. . . , xi, is a 
x1 * * *. *x, = y1 * * *. * y* # 0, (3) 
then there exists an m-by-n matrix A satisfying 
(i) yi = EyclAijrij, i = 1,. . . , m, 
(ii) A is a (h,G)-critical matrix. 
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proof. If (3) holds, we have (yl ,..., y,“) = (x1 ,..., x,,,) [71, and so there 
exists an m-by-n matrix A satisfying 6). 
Let rE{l,..., n), and denote by P, the projection of (xi,, . . ., xi,) over 
(ri,>.. . , xi,_l’ xi,+,,...> xi,) along (xi,). We get 
Pr(Yl) * . . . * PAY,) = @“‘p,(Yl* * * * Y,J 
= Brn P,(x, * . . . * x,,) 
= P,(xl)* ... * P,(x,,)* ... *P&J 
Let ( , ) be an inner product in V such that (xi,, xi,) = ajjk, j, k = 1,. ..,n. 
Since 
PAY,) * . . . * Pr(YJ = 0, 
we have 
o=(pr(Yl)* -.* * p,(Y,“)mY,)* -** * P,(y,)) 
Bearing in mind that P,.(y,) = Ci= l;k + rAik~ikr we get from (4) 
0 = (P,(Yl)* . . . * P,(Y,h P,(Yl) * . . * * P,(y,)) 
= dh” ([ 5 Ait Ajt t=l;t#r I) 
= d,G(A(lr)A(lr)*h 
Using similar arguments we can conclude from (3) that 
(4) 
df(AA*) # 0. 
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REMARK. Let c be an arbitrary function fi-om S, into C. Let T, be the 
linear mapping from W V into W V such that 
T,(W,@ . . . ew,)= c c(a)w,-l&3 ... Qw,-lc,) 
UES, 
and b be the fimction defined by 
b(r)= c c(ar)c(a) VIES, 
UES, 
If we replace (3) by 
VW 1,...,w,=v, 
181. 
T,(x,@ * . . 8x,) = T,( y1c3 . . . 8 y,) # 0, (3’) 
and (A, G)-critical by b-critical (the definition of b-critical matrix is the 
obvious one), then the theorem remains true. 
3. THE IDENTITY d,G(AX) = d,G(XA) 
PROPOSITION 1. Let A be an m-by-n matrix over C. Then 
df(A(lr)A(lr)*) = 0, 
forallr=l,...,n, $andonlyif 
dFA[ela]=O 
for all non-onto maps (Y of r,,,,, where e = (1,. . . , m). 
Proof. If for all r E { 1,. . . , n}, 
d?(A(lr)A(lr)*) = 0, 
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then by the Binet-Cauchy formula [9] we get 
“=F c Id,CA(lr)[elP]12, r = l,...,n. 
PErIn,“- 
Thenforany r-~(l)..., n]andanyp~I~.~_~, 
dyA(lr)[elp]=O. 
Let (Y be a non-onto map of I,,,, and 
rE{l,...,n}\Ima 
( \ denotes the set difference). Consider the map /3 E I,,,,_ 1 defined by 
P(j) = ;;!;_l i 
if o(j) <r, 
if o(j)>f-. 
We have A[ e 1 a] = A(jr)[ e 1 PI. Therefore 
dj\A[elo]=O. 
Similarly, for each r in (1,. . . , n} and p E I ,,,, n_ i, there exists a E I,,,, 
satisfying 
(i) r E Im o, 
(ii) A(jr>[e I /?I = A[e j al. 
Then using once more the Binet-Cauchy formula, we get the result. n 
Let 9 be the set of the m-by-m matrices over C which satisfy the 
conditions of the former proposition. Let %(G, A) be the subgroup of S,, of 
the permutations u satisfying 
where h^,, = A and ils,, o = 0. Let &G,A) be the semigroup of the 
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m-by-m matrices A over C satisfying 
d,G(AX) = d,G(XA) 
for any m-by-m complex valued matrix X. If u E S,, we denote by P(a) the 
permutation matrix (m-by-m) whose (i, j) entry is 
P(a)ij = ‘in(j)’ i=l ,...,m, j=l ,...,m. 
If (Y E r,, and r E Im (Y, then the row a(r) of P(a)[e 1 a] is a zero row. 
Hence the matrices P(a) are in 9. We are going to present a characteriza- 
tion of &G, A). 
PROPOSITION 2. Let A be an m-by-m complex-valued matrix. Then 
A~&G,A)$andonlyifth e o f 11 owing conditions are satisfied: 
(i) A,A*=9. 
(ii) dF(AP(a)> = dF(P(a)A) Vu E S,. 
Proof. “Only if’ part, (i): Assume that A E &‘(G, A), and let o be a 
non-onto map of- T,,,.-We ge 
dFA[ e aI = df(AL,[e Ial) 
=d,G(Z,[ela]r il. 
Since Z,[e I a] has a zero row, the matrix Z,[e 
thus 
1 cu]A has also a zero row; 
Since (Y was arbitrary in Q,,\S,, we conclude using Proposition 1 that 
A E 8. But since A* E &G,A) if A E &G,A), we conclude also that 
A*=&. 
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(ii): This condition it trivially satisfied by the definition of -&G, A). 
“If’ part: Let X be an m-by-m complex-valued matrix. Then 
On the other hand, interchanging the roles of A and X in the above 
equalities, we obtain 
(6) 
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Assume now that A satisfies conditions (8 and (ii>; then, using (i), 
d~A[e]a]=O=d~A*[eIa] VCX E r,,,\s,. 
Therefore 
dFA[eIo]=O=dFA[aIe] t/U E r,,,\s,,. 
Now, by using (5) and (6), 
= df(xA). n 
REMARK. The notions involved being generalized in the sense of the 
previous remark, Proposition 2 also holds for self-adjoint functions from S, 
into C [c is self-adjoint if and only if c(a- ‘) = c(a), o E S,,]. 
COROLLARY. Q(G, A) = S, $uand only $ $(G, A) = {A : A, A* E 9). 
Proof. Remark that if u E %(G,h), then the matrix P(u) E $(G, A) 
[ll, Theorem 6.21. Then, if %,(G, A) = S,, every matrix A satisfies condition 
(ii) of the proposition. 
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On the other hand, if cr E S,\%(G, A) then P(o), P(a)* E 3 and 
~(a) E T?(G, A). For if P(a) E &G, A) then 
d,“( P(aF’ )) = dF( P(a%)) V77-TTSm; 
thus A(ra-‘1 = $a-‘~) for all r E S,,, a contradiction. n 
The above corollary suggests the following question. For which pairs 
(G,A) (G a subgroup of S,,, A an irreducible character of G) do we have 
Q(G, A) = S,,? Remark that Q(G, A) = S, if and only if fi is a class function 
of S,,. Then it is easy to conclude that if (G, A) is a pair such that one of the 
following holds: 
(i) G = S,,, 
(ii) G = {id), 
(iii) G = A,,, and A is the restriction to A,” of an irreducible character 
of S,,, 
iv m = 4, G is the Klein group {(12x34), (13x24), (14x231, id), and 
AG(l) 
then %(G, A) = S,. We are going to prove that these are the only pairs 
(G, A) for which %(G, A) = S,,. 
Assume that G is a proper subgroup of S,,, and %(G, A) = S,,,. Denote by 
V(A) the subgroup of G generated by the permutations u such that 
A(o) # 0. It is easy to see that V(A) is a normal subgroup of S,,. If G = A,, 
by [l, III, Theorem 13.31 we conclude that A is the restriction of an 
irreducible character of S,,. Then we have only to discuss the following two 
cases: 
(a) V(A) = {id}. Let pc be the character of the regular representation of 
G. If V(A) = {id}, then pc is a multiple of A. But 
pc = c x(id)x, ,y E Z(G) 
where I(G) denotes the set of irreducible characters of G. Thus, A is the 
unique irreducible character of G. Therefore G = {id). 
(b) m = 4 and V(A) = ((12x341, (13x24), (14x23), id}. Since V(A) is a 
subgroup of the group G which is properly contained in S,, we have 
ICI=4 or ]G]=B or ]G(=12. 
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If ICI = 8, then G is conjugate to the group 
11 
H= {id, (I2)(34), (I3)(24), (14)(23), (I2), (341, (I324), (I423)}, 
which does not have any irreducible character x satisfying 
Q(H,X) = S,. 
If IGI = 12 then G = A, and hence (iii) holds. If IGI = 4 then G = V(A). 
Since the unique irreducible character A of the Klein group satisfying 














H. Boemer, Representation of Groups, 2nd ed., North Holland, Amsterdam, 
1970. 
J. A. Dias da Silva, Conditions for equality of decomposable symmetric tensors, 
Linear Algebra Appl. 24:85-92 (1979). 
J. A. Dias da Silva and M” da Purifica@o Coelho, Linear groups associated with 
elements of a group algebra, Linear Algebra Appl. 94:165-179 (1987). 
M. Marcus, Decomposable symmetrized tensors and an extended LR decompo- 
sition theorem, Linear and M&linear Algebra 6:327-330 (1978). 
M. Marcus and J. Chollet, Decomposable symmetrized tensors, Linear and 
M&linear Algebra 6:317-326 (1978). 
M. Marcus and J. Chollet, Linear groups defined by decomposable tensor 
equalities, Linear and Multilinear Algebra 8:207-212 (1980). 
R. Merris, Equality of decomposable symmetrized tensors, Canad. 1. Math. 
27:1022-1024 (1975). 
R. Merris and J. A. Dias da Silva, Generalized Schur functions, 1. Algebra 
35:442-447 (1975). 
G. N. de Oliveira and J. A. Dias da Silva, Conditions for equality of decompos- 
able symmetric tensors. II, Linear Algebra Appl. 28:161-176 (1979). 
G. N. de Oliveira and J. A. Dias da Silva, Equality of decomposable sym- 
metrized tensors and *-matrix groups, Linear AZgebra Appl. 49:191-219 (1983). 
G. N. de Oliveira and J. A. Dias da Silva, On matrix groups defined by certain 
polynomial identities, Portugal. Math. 43:77-92 (1985-86). 
G. N. de Oliveira, Ana P. Santana, and J. A. Dias da Silva, Note on the equality 
of star products, Linear and M&linear Algebra 14:157-163 (1983). 
Received 7 November 1988; final manuscript accepted 7 July 1989 
