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Abstract
The notion of an (m; n)-computation was already introduced in 1960 by Rose and further inves-
tigated by Trakhtenbrot in 1963. It has been extended to 1nite automata by Kinber in 1976 and
he has shown an analogue of Trakhtenbrot’s result: The class of languages (m; n)-recognizable
by deterministic 1nite automata is equal to the class of regular languages if and only if 2m¿n.
Furthermore, for a unary alphabet, the class of (m; n)-recognizable languages coincides with the
class of regular languages for all m and n. In this paper, we will present the 1rst structural
property of (m; n)-recognizable languages which is valid for all 16m6 n and for all alphabets.
Kinber’s result for unary alphabets becomes a corollary. This property is also used to show that
certain non-unary languages are not (m; n)-regular and that the class of all (m; n)-recognizable
languages is not closed under the reversal operation. However, this class forms a Boolean algebra.
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1. Introduction
The notion of frequency computations was introduced in 1960 by Rose [12]: An
(m; n)-computation of a function f :∗→N is given by a deterministic Turing machine
M which on n pairwise di=erent inputs produces n output values where at least m of
the n values are in accordance with f. In such a case we say that the Turing machine
computes f with frequency ¿m=n. It was asked whether f is recursive if m is close to
n [11, p. 393]; and this question was answered positively by Trakhtenbrot. He showed
that an (m; n)-computable function f is recursive if 2m¿n. Furthermore, he showed that
there are uncountably many functions being (m; n)-computable whenever 0¡2m6n. In
particular, there are non-recursive functions of this type [13]. Later Degtev, Kummer
and Stephan showed that for 2m6n and 2m′6n′, the classes of (m; n)- and (m′; n′)-
computable functions di=er whenever m =m′ or n = n′ [5, 9]. The exact inclusions,
however, are still unknown (except for some special cases).
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A time bounded version of frequency computations has also been considered. For
example, one may require that the Turing machine which performs the frequency com-
putations works in polynomial time. In this case, the inclusion problem for frequency
classes bears a one-to-one correspondence to the so-called (m; n)-admissible sets, which
can be handled by 1nite combinatorics [3, Theorem 7:3]. Hinrichs and Wechsung
showed that (m + 1; n + 1)P is a proper subset of (m; n)P whenever m¡2n−m [7],
where (m; n)P denotes the class of all sets whose characteristic functions are (m; n)-
computable in polynomial time.
The notion of frequency computations has also been extended to deterministic 1nite
automata, which leads to regular frequency computations and to the notion of (m; n)-
recognizable language. Formal languages are viewed as characteristic functions and
then Trakhtenbrot’s result for functions carries over to regular frequency computations:
The class of (m; n)-recognizable languages equals the class of regular languages if
and only if 2m¿n. If 2m6n, then there are uncountably many subsets of ∗ that
are (m; n)-recognizable as soon as ||¿2. However, when restricted to a one-letter
alphabet, then all (m; n)-recognizable languages are regular for 16m6n. These results
about regular frequency computations are due to Kinber [8], see also [1].
In this paper, we will present structural properties of (m; n)-recognizable languages
which hold for all alphabets and all 16m6n. A priori, since there are uncountably
many (m; n)-recognizable languages, it is not clear to show for any speci1c language
that it is not (1; n)-recognizable for some n. Here we derive a structural property of
(m; n)-recognizable languages which can be viewed as a weak analogue of a pumping
lemma. This property shows immediately that there is no m; n such that a language
like {aibi | i¿0} becomes (m; n)-recognizable. More general, no inherently context-
free language is (m; n)-recognizable. It also shows that the class of (m; n)-recognizable
languages is not closed under the reversal operation which reads words from right
to left. Another corollary is the previously known result that all (m; n)-recognizable
languages over a unary alphabet are regular.
Finally, we show that the union of the classes of (m; n)-recognizable languages forms
a Boolean algebra.
2. Notions and examples
By  we denote a 1nite alphabet and  denotes the empty word. The characteristic
function of a language L⊆∗ is denoted by L :∗→B, where B= {0; 1} is the set
of Boolean values; it is de1ned as L(w)= 1 if w∈L and L(w)= 0 otherwise.
For a word w the set of pre1xes is denoted by Pref (w) and its set of suHxes is
denoted by Su=(w). The notation is extended to languages L⊆∗ by
Pref (L) = {u ∈ ∗ | ∃v ∈ ∗: uv ∈ L}:
The notion of a deterministic 1nite automaton will be used in the following way where
we allow n input tapes (read synchronously) and an output is speci1ed by the type of
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a state. Formally, an n-DFA is a tuple A=(Q;; $; ; q0; ; n), where Q is a 1nite set of
states with initial state q0, the set  is a 1nite alphabet and $ is a new symbol, $ =∈,
the mapping  :Q× (∪{$})n→Q is the transition function, the mapping  :Q→Bn
speci1es the type of a state, and n is the number of components, 16n.
We describe the behavior of such an automaton. For an input vector u=(u1; : : : ; un)
∈ (∗)n, de1ne |u|= max{|ui| | 16i6n}, and q ·u= (q; (u1$‘1 ; : : : ; un$‘n)), where  :Q
× ((∪{$})n)∗→Q is the natural extension of  and ‘i = |u| − |ui| for 16i6n. The
output of the automaton is then de1ned to be the type (q0 · u).
Let 16m6n. A language L⊆∗ is (m; n)-recognized by an n-DFA A if and only if
for each n-tuple u=(u1; : : : ; un)∈ (∗)n of pairwise distinct words, the n-tuples (q0 ·u)
and (L(u1); : : : ; L(un)) coincide on at least m components. A language L is called
(m; n)-recognizable, if there exists an n-DFA A that (m; n)-recognizes L. Note that the
same n-DFA may accept many di=erent languages, in general. The class of all (m; n)-
recognizable languages is denoted by (m; n)REG. The union over all 16m6n of all
classes (m; n)REG is denoted by FREQ-REG. Note that (m; n)REG and FREQ-REG
are closed under complementation for trivial reasons (only the output types have to be
inverted).
Remark 1. In Kinber’s work [8] the input words are right-aligned and padded with $
symbols from the left. It turns out that the classes are incomparable, see Corollary 10
below. However, the following can be shown for every 16m6n: A language L is
(m; n)-recognizable in Kinber’s model if and only if its reversal language L˜ is (m; n)-
recognizable in our model. Thus, by symmetry there is essentially no di=erence between
both models.
Example 2. Let = {0; 1}; x∈R be an arbitrary real number from the half open
interval [0; 1), and bin(x) be the in1nite binary expansion of x (padded with zeros
if necessary). Then the language Lx := {w∈∗ | 0:w¡bin(x)} is (1; 2)-recognizable.
A 2-DFA recognizing Lx (simultaneously for all x∈ [0; 1)) is shown below; the boxed
pairs are the types (= outputs), and a ∗ stands for an arbitrary input. The example is
from [1].
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Example 3. Kinber [8] gave the following example: Let ∈! be an in1nite word.
Then K=Pref () is (1; 2)-recognizable. 1 Again there is one automaton which works
for all . We just have to test whether one input is the pre1x of the other (in which
case we output (1; 0) for the shorter and longer input word, respectively). If the two
inputs are incomparable, then we output (0; 0). In the sequel, the languages K will be
referred to as Kinber languages.
Note that there are uncountably many languages Lx and K; thus there are languages
in (1; 2)REG that are not recursively enumerable. The following example shows that
there are languages in (1; 2)REG which are context-sensitive but not context-free.
Example 4. Consider the Kinber language K de1ned by the in1nite word
 = 0101101110 · · · 1i01i+10 · · · ;
i.e., K =K=Pref (). Then K is in (1; 2)REG by Example 3, and it is context-sensitive
but not context-free. In fact, the language K does not contain any in1nite context-free
subset, so it is a so-called inherently context-sensitive language. (Cf. this with the
statement in Corollary 9 below.)
Remark 5. Frank Stephan and Klaus–JOorn Lange have observed that the class
(1; 2)REG contains non-regular context-free languages (personal communication). In
fact, they have used the same Kinber language K as in Example 4, but they con-
sidered its complement L= {0; 1}∗\K instead. From our remark about complemen-
tation, we have L∈ (1; 2)REG, too. The language L is context-free without being
deterministic context-free. It is a language which is inherently ambiguous.
To see that L is context-free, we represent it as the union of 1ve languages: L1 = {1v |
v∈{0; 1}∗}; L2 = {011v | v∈{0; 1}∗}; L3 = {u00v | u; v∈{0; 1}∗}; L4 = {u01i01j0v | u; v
∈{0; 1}∗ ∧ j = i + 1}; L5 = {u01i01j | u∈{0; 1}∗ ∧ j¿i + 1}. It should be clear that
L=L1 ∪ · · · ∪L5, and that in all 1ve cases, corresponding context-free grammars can
easily be constructed.
3. A structural property of (m; n)REG-classes
For a language L⊆∗ and a number r ∈N we de1ne
Lr = {xyz ∈ L | xy∗z ⊆ L; 16 |y|; and |yz|6 r}:
The language Lr is a union of in1nite regular subsets of L having a particularly simple
structure: the pumping part is not longer than r characters and is near the end of the
string.
1 Kinber actually has to consider the reversal of K, since in his model the input words are right-aligned;
cf. our remark above.
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Note that if we have xy∗z⊆L such that 16|y| and |yz|6r, then we have in fact
xy+z⊆Ls for all r6s. In particular, if L contains some in1nite regular subset R, then
Lr contains an in1nite regular subset of R for almost all r. Now we are ready to state
our main theorem.
Theorem 6. Let L∈ (1; n)REG. Then there exists an r ∈N such that the pre8x closed
language Pref (L\Lr) contains no in8nite regular subset.
Before giving the proof for Theorem 6, we will 1rst state and prove some corollaries.
Corollary 7 (Kinber [8]). Let ||=1; L⊆∗; and L∈ (1; n)REG. Then L is regular.
Proof. Let = {a} be the unary alphabet. From Theorem 6 we know that for some
r ∈N the set Pref (L\Lr) does not contain any in1nite regular subset, but, since ||=1
and Pref (L\Lr) is pre1x closed, this means that Pref (L\Lr) is 1nite. Thus, L\Lr is
1nite as well. The set Lr is regular over unary alphabets for all r since it can be
written as a 1nite union of sets of the form at(as)∗ for suitable t and s. Therefore,
L=(L\Lr)∪Lr is regular.
Corollary 8. Let L∈ (1; n)REG. If Pref (L) contains an in8nite regular subset; then L
contains an in8nite regular subset; too.
Proof. Assume by contradiction that Pref (L) contains an in1nite regular subset, but L
does not. From the latter it follows that Lr = ∅ for all r¿0, hence Pref (L)=Pref (L\Lr).
From Theorem 6 we know that Pref (L) does not contain any in1nite regular subset—a
contradiction to our assumption about Pref (L).
Using this corollary, we can easily prove that there is no n such that the language
L= {aibi | i¿0} is (1; n)-recognizable. This follows from the fact that a∗⊆Pref (L),
but there is no in1nite regular subset of L. In fact we can generalize this example.
A language L⊆∗ is called inherently context-free, if L is in1nite and context-free,
but it does not contain any in1nite regular subset.
Corollary 9. Let L⊆∗ be an inherently context-free language. Then we have L =∈
FREQ-REG.
Proof. The Pumping Lemma for context-free languages shows that Pref (L) contains
an in1nite regular subset (just take the pre1xes ending after the 1rst pumping posi-
tion). Corollary 8 then tells us that L itself must contain an in1nite regular subset,
contradicting our assumption that L is inherently context-free.
By Remark 5 the class FREQ-REG contains context-free languages. But it is open
whether there are deterministic (or unambiguous) context-free languages which are
(1; n)-recognizable without being regular.
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Corollary 8 has another consequence. It shows that the class FREQ-REG is not
closed under reversal. (The reversal operation reads words from right to left, see e.g.
[4].) The non-closure property holds in a strong form:
Corollary 10. There are uncountably many (1; 2)-recognizable languages K such that
the reversal language K˜ is not in FREQ-REG.
Proof. We shall exhibit only one speci1c example of a (1; 2)-recognizable language K
such that K˜ is not in FREQ-REG. It is left to the reader to see that the example can
be modi1ed in order to produce uncountably many of them (over the alphabet {0; 1}).
Consider again the in1nite word
 = 0101101110 · · · 1i01i+10 · · ·
and let K =Pref (). By Example 3 we know that K is (1; 2)-recognizable. An easy in-
spection shows that K has no in1nite regular subsets. Hence the reversal language K˜
has no in1nite regular subsets as well. On the other hand, 1∗ is an in1nite regular
subset of the pre1x closure Pref (K˜). Corollary 8 tells us that K˜ is not in FREQ-
REG.
Corollary 8 fails to show that a language like L= {ww |w∈∗} is not (1; n)-
recognizable, since L contains in1nite regular subsets. However, we can use the
following:
Corollary 11. Let L∈ (1; n)REG. Then there exists an r¿1 such that for all u; v; w∈
∗ the following implication holds:
|uv∗w ∩ L| =∞ ⇒ |uv∗w ∩ Lr| =∞:
Proof. If this corollary did not hold, then for every r¿1 there were words u; v; w∈∗
with |v|¿0 and in1nitely many i such that uviw∈L\Lr . But this implies uv∗⊆Pref (L\
Lr), which means that Pref (L\Lr) contains an in1nite regular subset for all r¿1,
contradicting Theorem 6.
We can now show that for all n the language L= {ww |w∈{a; b}∗} is not in (1; n)
REG. Consider the following set (arb)∗ whose intersection with L is in1nite, because
(arbarb)∗⊆L. But (arb)∗ ∩Lr is empty, therefore is certainly not in1nite.
Proof of Theorem 6. Let L∈ (1; n)REG, and let n be minimal, i.e., for all n′¡n we
have L =∈ (1; n′)REG. Let A be an automaton (1; n)-recognizing L and let Q be its set
of states. We show the assertion of the theorem with r= |Q|.
First, we consider the case n=1. Then L is regular, and from the Pumping Lemma
we know that every word w∈L with |w|¿r has a decomposition w= xyz with 16|y|
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and 16|yz|6r such that xy∗z⊆L. Therefore the set L\Lr is 1nite, and so is Pref (L\
Lr).
Hence, from now on we let n¿1. If Pref (L\Lr) does not contain any in1nite regular
subset, we are done. Hence we assume the contrary, Pref (L\Lr) does contain an in1nite
regular subset. Then Pref (L\Lr) contains a regular subset of the form uv∗ with |v|¿1.
By replacing v by a large enough power like vr!, we may assume that for all q∈Q
the following holds:
q · (; : : : ; ; v) = q · (; : : : ; ; v2): (1)
Let S =Su=(uv) be the 1nite set of suHxes of uv. Using this set, we will construct
an (n−1)-DFA A′=(Q′; ; $; ′; q′0; ′; n−1). The new automaton will be a simulation
of the old one in the following sense: On an input of n − 1 words (u1; : : : ; un−1),
the automaton A′ is led to a state that resembles the state A is led into on input
(u1; : : : ; un−1; uv!) (where the n-th input is cut to the length of the longest ui):
• The set of states is Q′ := {〈q; s〉 | q∈Q; s∈ S}.
• The initial state is q′0 := 〈q0; uv〉.
• For the transition function, let c1; : : : ; cn−1 ∈ (∪{$}), and de1ne
′(〈q; s〉; (c1; : : : ; cn−1)) := 〈(q; (c1; : : : ; cn−1; a)); s′〉;
where the letter a∈ and the suHx s′ ∈ S are uniquely de1ned by either s= as′ or
s=  and as′= v.
• To specify the type function ′, we 1rst de1ne types i for all i¿1: We choose
wi ∈∗ such that uviwi ∈L\Lr and |wi|¿r. Then we let
i(〈q; s〉) := (q · (; : : : ; ; svwi)):
Since there are only 2n di=erent possibilities for the value i(〈q; s〉), at least one
of them has to appear in1nitely often—among these types, we will choose one
arbitrarily and we call it the repeated type *(〈q; s〉). We de1ne the type ′ by
restriction to the 1rst n− 1 components:
′(〈q; s〉) := *(〈q; s〉)|1;:::;n−1:
(The vertical bar means restriction to the components 1; : : : ; n− 1.)
The (n−1)-DFA A′ de1ned above cannot realize any (1; n−1)-recognition of L, since
n was chosen to be minimal. Hence, there are words u1; : : : ; un−1 ∈∗ such that the
vectors ′(q′0 · (u1; : : : ; un−1)) and (L(u1); : : : ; L(un−1)) di=er in all n− 1 components.
Now let m= max{|ui| | 16i6n − 1} and let m be the pre1x of uv! of length m.
Then we have
′(〈q0; uv〉 · (u1; : : : ; un−1))
= ′(〈q; s〉) (where q ∈ Q; s ∈ S; and ms = uvk for some k¿1)
= (q · (; : : : ; ; svwi))|1;:::;n−1 (for some i¿k + 1)
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= (q0 · (u1; : : : ; un−1; msvwi))|1;:::;n−1
= (q0 · (u1; : : : ; un−1; uvk+1wi))|1;:::;n−1
= (q0 · (u1; : : : ; un−1; uviwi))|1;:::;n−1 (because of Eq: (1))
= (b1; : : : ; bn−1; bn)|1;:::;n−1 (for some values bi ∈ B):
Since bi = L(ui) for all i∈{1; : : : ; n− 1}, within the original automaton A, the last
output bn must denote the correct answer, i.e., bn= L(uviwi). But wi was chosen such
that uviwi ∈L, hence bn=1.
Additionally, our choice of wi guarantees its length to be greater than r. Thus for
some decomposition of uviwi into xyz with 16|y| and |yz|6r, the omission or multiple
repetition of y (i.e., the pumping of y) leads to the same state in Q since m6|x|. This
means we always have bn=1 in the repeated type which is correct, since all answers
b1; : : : ; bn−1 remain wrong, hence xy∗z⊆L.
By de1nition, the word xyz is contained in Lr , but we have chosen wi such that
xyz= uviwi ∈L\Lr . This is a contradiction, hence Pref (L\Lr) cannot contain any in1nite
regular subset.
4. Closure under union
It is well known that the class , of all (m; n)-computable sets (16m6n) forms a
Boolean algebra [10, Theorem 2:3]. Since the proof is essentially a purely combinatorial
argument, it can be translated to regular frequency computations. We give a direct proof
here, using Ramsey’s Theorem.
Theorem 12. The class FREQ-REG is a Boolean algebra; i.e.; it is closed under
complementation and 8nite union.
Proof. It is enough to show that for two languages L; K ∈ (1; n)REG, their union
L∪K ∈ (1; N )REG for some N¿1. The value of N depends on some suitable Ramsey
number and will be rather huge. For the moment we let N¿n be any number.
We assume that L and K are (1; n)-recognizable via some automata A and B, respec-
tively. The N -DFA we are going to construct works on an input (u1; : : : ; uN ). We view
{1; : : : ; N} as the set of vertices of a complete hypergraph with edge set (Nn), where (Nn)
is the family of subsets of {1; : : : ; N} having cardinality n. Each hyperedge I ∈ (Nn) is
colored by some vector (c; d)∈Bn×Bn, and the color depends on the input (u1; : : : ; uN )
in the following way. Let I = {i1; : : : ; in}; i6i1¡ · · ·¡in6N . Then c is the output vec-
tor of A when reading (ui1 ; : : : ; uin) as input, and d is de1ned analogously via B.
We have 4n colors and having read (u1; : : : ; uN ), we can store the colored hy-
pergraph in some 1nite control, i.e., we remember the graph in some state. Using
Ramsey’s Theorem (see e.g. [6]) we can choose N large enough such that the exis-
tence of some monochromatic subgraph G of size 4n − 2 is guaranteed. This means
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G⊆{1; : : : ; N}; |G|=4n − 2, and each I ∈ (Nn) with I ⊆G has the same color (c; d).
The 1nite control knows G since it knows the entire hypergraph.
Let k =4n − 2 and G= {i1; : : : ; ik} with 16i1¡ · · ·¡ik6N . We now produce an
output vector (b1; : : : ; bN )∈BN as follows:
b‘ =
{
1 if ‘ = i2j and 1 ¡ 2j 6 k;
0 otherwise:
We claim that at least one output bit b‘ for ‘∈G is correct. In particular, we do not
care for the values b‘ with ‘ =∈G. For simpli1cation of notation, from now on we
assume G= {1; : : : ; k}.
By contradiction assume that all b‘ were wrong (16‘6k). Then, in particular,
u1; u3; : : : ; u4n−3 ∈L∪K and u2; u4; : : : ; u4n−2 =∈L∪K . For the 1rst set of inputs, at least
half of them belong to L or at least half of them belong to K . Thus, without loss of
generality, we can assume u1; u3; : : : ; u2n−1 ∈L. The second set of inputs neither belongs
to L nor to K , thus in particular we have u2; u4; : : : ; u2n =∈L.
Remember that the color of each hyperedge in G is some 1xed (c; d). Let
c=(c1; : : : ; cn), then we 1nd a hyperedge I = {i1; : : : ; in}; 16i1¡ · · ·¡in6k such that
bi‘ = c‘ for all 16‘6n. This is clear, simply because (b1; : : : ; bk)= (0; 1; 0; 1; : : : ; 0; 1).
However, at least one value c‘ is correct. Assume that c‘=1 is correct for some
16‘6n. Then bi‘ =1 and i‘ is even. But then ui‘ =∈L which is a contradiction. If
c‘=0 is correct, then i‘ is odd (and 16i‘62n− 1), and we obtain a contradiction by
ui‘ ∈L.
Remark 13. The construction above is not optimal in the sense that there is an overes-
timation in N . For example, assume that there is a single hyperedge which is colored
by (c; d) with c=(1; : : : ; 1). Then we can simply output 1 everywhere and at least
one bit is correct. So it is not necessary to consider all 4n possible colors. This also
has an inSuence on the choice of k in the proof above. However, these are minor
details which will not lead to a substantially smaller value of N . On the other hand,
Till Tantau observed that, transferring techniques from Beigel [2], one can show that
the union of two languages from (1; n)REG is contained in (1; (2n)2)REG (personal
communication). We will not give the details of his proof, which would require the
introduction of several new notions. Moreover, our construction satis1es another nice
property. Having read (u1; : : : ; uN ) we can point to 2n components, and among these
2n components we know that at least one output bit is correct.
For the concrete examples of Kinber languages or interval languages, direct con-
structions yield much better results. These two examples are presented below.
Example 14. As a 1rst example, consider the union of k di=erent Kinber languages as
de1ned in Example 3, i.e., let 1; : : : ; k ∈{0; 1}! and consider the language
K = K1 ∪ · · · ∪ Kk :
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This language can be (1; k + 1)-recognized by the following (k + 1)-DFA A. Let
u1; : : : ; uk+1 be an arbitrary input. If all inputs are pairwise incomparable with respect
to the pre1x relation, the automaton will output 0k+1—this is correct since for any two
inputs ui and uj (i = j), it can never be that ui ∈K‘ and uj ∈K‘ at the same time;
hence, at most k of the k + 1 inputs can belong to the language K .
If one of the inputs is a pre1x of another, i.e., ui¡uj for some i = j, then ui and uj
are answered with 1 and 0, respectively. It is easy to check that at least one of these
answers is correct.
Thus K can be (1; k + 1)-recognized.
Example 15. As our second example, we consider so-called interval languages (which
are obtained by union and complementation of languages Lx as speci1ed in Example
2). Let I = [0; 1) be a half-open interval and 0¡x1¡ · · ·¡xk¡1 be k¿1 real numbers
within this interval (additionally, we de1ne xk+1 =1). Then the interval language Lx1 ;:::; xk
is de1ned as
Lx1 ;:::;xk =
k=2⋃
i=1
{w ∈ {0; 1}∗ | x2i−1 6 0:w¡x2i}:
We show that each such interval language Lx1 ;:::; xk is (1; k + 1)-recognizable.
We are given k+1 inputs. The automaton (1; k+1)-recognizing Lx1 ;:::; xk can determine
the relative order of the inputs, and assign the output vector (0; 1; 0; 1; : : : ; 0; 1(; 0)) (to
the ordered input). We call this automaton A, and have to show the correctness of its
output.
As the interval I is divided into k + 1 subintervals and we have k + 1 inputs, there
are two possibilities:
(1) All inputs are in di=erent intervals. Then 06u1¡x16u2¡x26 · · ·6uk+1¡xk+1
=1, and all inputs are decided correctly by the automaton.
(2) Two inputs are in the same interval, especially there is a j such that uj and uj+1
are in the same interval. Then the automaton decides exactly one of them correctly.
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