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Abstract
By using Malliavin calculus, explicit derivative formulae are established for a class
of semi-linear functional stochastic partial differential equations with additive or mul-
tiplicative noise. As applications, gradient estimates and Harnack inequalities are
derived for the semigroup of the associated segment process.
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1 Introduction
The Bismut-type formulae, initiated in [4], are powerful tools to derive regularity estimates
for the underlying Markov semigroups. The formulae have been developed and applied in
various settings, e.g., in [6] for stochastic partial differential equations (SPDEs) driven by
cylindrical Wiener processes and [7] for semi-linear SPDEs with Le´vy noise, using a simple
martingale approach proposed by Elworthy-Li [8]; in [15] for linear stochastic differential
equations (SDEs) driven by (purely jump) Le´vy processes in terms of lower bound conditions
of Le´vy measures; in [3, 10] for degenerate SDEs with additive noise, using a coupling
technique; in [9, 11, 18, 19] for degenerate SDEs using Malliavin calculus.
∗Supported in part by NNSFC(11131003), SRFDP and the Fundamental Research Funds for the Central
Universities.
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However, there are few analogues for functional SPDEs (even for finite-dimensional func-
tional SDEs) with multiplicative noise. In this paper we aim to establish explicit Bismut-type
formulae for a class of functional SPDEs with additive or multiplicative noise. Noting that
for functional SDEs the martingale method used in [8] does not work due to the lack of back-
ward Kolmogorov equation for the segment process, and the coupling method developed in
[1, 3, 10, 16] seems not easy to apply provided the noise is multiplicative, we will mainly
make use of Malliavin calculus.
Let (H, 〈·, ·〉, ‖ · ‖) be a real separable Hilbert space, and (W (t))t≥0 a cylindrical Wiener
process on H with respect to a complete probability space (Ω,F ,P) with the natural fil-
tration {Ft}t≥0. Let L (H) and LHS(H) be the spaces of all linear bounded operators and
Hilbert-Schmidt operators on H respectively. Denote by ‖ · ‖ and ‖ · ‖HS the operator norm
and the Hilbert-Schmidt norm respectively. Let τ > 0 be fixed and let C := C([−τ, 0]→ H),
the space of all H-valued continuous functions defined on [−τ, 0], equipped with the uniform
norm ‖f‖∞ := sup−τ≤θ≤0 ‖f(θ)‖. For a map h : [−τ,∞) → H and t ≥ 0, let ht ∈ C be the
segment of h(t), i.e. ht(θ) = h(t + θ), θ ∈ [−τ, 0].
Consider the following semi-linear functional SPDE
(1.1)
{
dX(t) = {AX(t) + F (Xt)}dt+ σ(X(t))dW (t),
X0 = ξ ∈ C ,
where
(A1) (A,D(A)) is a linear operator on H generating a contractive C0-semigroup (e
tA)t≥0.
(A2) F : C → H is Fre´chet differentiable such that ∇F : C ×C → H is bounded on C ×C
and uniformly continuous on bounded sets.
(A3) σ : H → L (H) is Fre´chet differentiable such that ∇σ : H×H → LHS(H) is bounded
on H ×H and uniformly continuous on bounded sets, and σ(x) is invertible for each
x ∈ H .
(A4)
∫ t
0
s−2α‖esAσ(0)‖2HSds <∞ holds for some constant α ∈ (0, 12) and all t > 0.
Recall that a mild solution is a continuous adapt process (X(t))t≥−τ on H such that
X(t) = etAξ(0) +
∫ t
0
e(t−s)AF (Xs)ds+
∫ t
0
e(t−s)Aσ(X(s))dW (s), t ≥ 0.
By (A1)−(A4), equation (1.1) has a unique mild solution (see Theorem A.1 in the Appendix
section), denoted by (Xξ(t))t≥0, the solution with X0 = ξ ∈ C . Let
Ptf(ξ) := Ef(X
ξ
t ), t ≥ 0, ξ ∈ C , f ∈ Bb(C ),
where Bb(C ) is the class of all bounded measurable functions on C . We remark that due
to the time-delay the solution (Xξ(t))t≥0 is not Markovian, but its segment process (X
ξ
t )t≥0
admits strong Markov property, so that Pt is a Markov semigroup on Bb(C ).
The following two theorems are the main results of the paper, which provide derivative
formulae for Pt with additive and multiplicative noise respectively.
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Theorem 1.1 (Additive Noise). Assume that (A1)-(A4) hold with constant σ ∈ L (H).
Then for any T > τ and u ∈ C1([0,∞)) such that u(0) = 1 and u(t) = 0 for t ≥ T − τ ,
(1.2) ∇ηPTf(ξ) = E
(
f(XξT )
∫ T
0
〈
σ−1(∇ΥtF (Xξt )− u˙(t)etAη(0)), dW (t)
〉)
holds for all ξ, η ∈ C and f ∈ C1b (C ), where
Υ(t) :=
{
u(t)etAη(0), t > 0,
η(t), t ∈ [−τ, 0].
Theorem 1.2 (Multiplicative Noise). Assume that (A1)-(A4) hold. Let T > τ and u ∈
C1([0,∞)) be such that u(t) > 0 for t ∈ [0, T − τ), u(t) = 0 for t ≥ T − τ, and
θp := inf
t∈[0,T−τ ]
{
p+ (p− 1)u′(t)} > 0
holds for some p > 1. Then for any ξ, η ∈ C :
(1) The equation
(1.3)


dZ(t) =
{
AZ(t) +
(∇ZtF (Xξt )− Z(t)u(t) )1[0,T−τ)(t)}dt
+(∇Z(t)σ(Xξ(t)))dW (t),
Z0 = η,
has a unique solution such that Z(t) = 0 for t ≥ T − τ .
(2) If ‖σ−1(·)‖ ≤ c(1 + ‖ · ‖q) holds for some constants c, q > 0, then
∇ηPTf(ξ) = E
(
f(XξT )
∫ T
0
〈
σ−1(Xξ(t))
{Z(t)
u(t)
1[0,T−τ)(t)
+∇ZtF (Xξt )1[T−τ,T ](t)
}
, dW (t)
〉)(1.4)
holds for f ∈ C1b (C ).
A simple choice of u for Theorem 1.1 is u(t) = (T−τ−t)
+
T−τ
, while for Theorem 1.2 one may
take u(t) = (T − τ − t)+ such that θp = 1 for all p > 1. Both theorems will be proved in the
next section. In Section 3 these results are applied to derive explicit gradient estimates and
Harnack inequalities of Pt. Finally, for completeness, in the Appendix section we address
the existence and uniqueness of mild solution to equation (1.1) under (A1)-(A4), and the
existence of Malliavin derivative DhX
ξ(t) along direction h and derivative process ∇ηXξ(t)
along direction η as solutions of SPDEs on H .
3
2 Proofs of Theorems 1.1 and 1.2
For the readers’ convenience, let us first explain the main idea of establishing Bismut formula
using Malliavin calculus. Let H1a be the class of all adapted process h = (h(t))t≥0 on H such
that h(0) = 0,
h˙(t) :=
d
dt
h(t)
exists P× dt-a.e. and
E
∫ T
0
‖h˙(t)‖2dt <∞, T > 0.
For ǫ > 0 and h ∈ H1a , let Xξ,ǫh(t) solve (1.1) with W (t) replaced by W (t) + ǫh(t), i.e.,
(2.1)


dXξ,ǫh(t) = {AXξ,ǫh(t) + F (Xξ,ǫht ) + ǫσ(Xξ,ǫh(t))h˙(t)}dt
+σ(Xξ,ǫh(t))dW (t),
X
ξ,ǫh
0 = ξ ∈ C .
If for h ∈ H1a
DhX
ξ
t :=
d
dǫ
X
ξ,ǫh
t
∣∣∣
ǫ=0
exists in L2(Ω→ H ;P), we call it the Malliavin derivative of Xξt along direction h. Next, let
∇ηXξt :=
d
dǫ
X
ξ+ǫη
t
∣∣∣
ǫ=0
be the derivative process of Xξt along direction η ∈ C . If
(2.2) DhX
ξ
T = ∇ηXξT , a.s.,
then for any f ∈ C1b (C )
∇ηPTf(ξ) = E∇ηf(XξT ) = E∇∇ηXξT f(X
ξ
T )
= E∇
DhX
ξ
T
f(XξT ) = EDhf(X
ξ
T ).
Combining this with the integration by parts formula for Dh, we obtain
∇ηPTf(ξ) = E
(
f(XξT )
∫ T
0
〈h˙(t), dW (t)〉
)
.
In conclusion, the key point of the proof is, for given T > τ , ξ, η ∈ C and f ∈ C1b (C ), to
construct an h ∈ H1a such that (2.2) holds.
We are now in a position to complete the proofs of Theorems 1.1 and 1.2.
4
Proof of Theorem 1.1. Let h(0) = 0 and
h˙(t) = σ−1
{∇ΥtF (Xξt )− u˙(t)etAη(0)}, t ≥ 0.
By (A1) and u ∈ C1([0, T − τ ]), we see that h ∈ H1a . Moreover, Υ(t) solves the equation
(2.3)
{
dΥ(t) = {AΥ(t) +∇ΥtF (Xξt )− σh˙(t)}dt, t ≥ 0,
Υ0 = η.
On the other hand, by Theorem A.2 in Appendix, when ∇σ = 0, ∇ηXξ(t) −DhXξ(t) also
solves this equation. Since it is trivial that (2.3) has a unique solution, we conclude that
∇ηXξ(t)−DhXξ(t) = Υ(t), t ≥ 0.
Thus, ∇ηXξT = DhXξT as ΥT = 0 according to the choice of u. Therefore, the desired
derivative formula holds as explained above.
To prove Theorem 1.2, we need the following lemma. Since ∇·F (Xξt ) : C → H and
∇·σ(Xξ(t)) : H → LHS(H) are linear and bounded, (1.3) has a unique strong (variational)
solution for t ∈ [0, T − τ).
Lemma 2.1. In the situation of Theorem 1.2, let (Z(t))t∈[0,T−τ) solve (1.3). Then for any
p > 0 there exists a constant C > 0 such that
sup
t∈[0,T−τ)
‖Zt‖p∞ < C‖η‖p∞, η ∈ C .
Proof. It suffices to prove for p > 2. By Itoˆ’s formula and the boundedness of ∇F and ∇σ,
there exists a constant c1 > 0 such that
d‖Z(t)‖2 =
{
2
〈
Z(t), AZ(t) +∇ZtF (Xξt )−
Z(t)
u(t)
〉
+ ‖∇Z(t)σ(Xξ(t))‖2HS
}
dt
+ 2〈Z(t), (∇Z(t)σ(Xξ(t))dW (t)〉
≤
{
c1‖Zt‖2∞ −
2‖Z(t)‖2
u(t)
1[0,T−τ)(t)
}
dt+ 2〈Z(t), (∇Z(t)σ(Xξ(t))dW (t)〉
holds for t ∈ [0, T − τ). So, for p > 2 there exists a constant c2 > 0 such that
d‖Z(t)‖p = d(‖Z(t)‖2) p2
=
{p
2
‖Z(t)‖p−2d‖Z(t)‖2 + p
2
(p− 2)‖Z(t)‖p−4∥∥(∇Z(t)σ(Xξ(t)))∗Z(t)∥∥2}dt
+ p‖Z(t)‖p−2〈Z(t), (∇Z(t)σ(Xξ(t)))dW (t)〉
≤
{
c2‖Zt‖p∞ −
p‖Z(t)‖p
u(t)
}
dt+ p‖Z(t)‖p−2〈Z(t), (∇Z(t)σ(Xξ(t)))dW (t)〉
(2.4)
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holds for t ∈ [0, T − τ). Since ‖∇Z(t)σ(Xξ(t))‖HS ≤ c‖Z(t)‖ holds for some constant c > 0,
combining this with the Burkhold-Davis-Gundy inequality, we arrive at
E sup
s∈[−τ,t]
‖Z(s)‖p ≤ ‖η‖p∞ + c3
∫ t
0
E sup
s∈[−τ,θ]
‖Z(s)‖pds, t ∈ [0, T − τ)
for some constant c3 > 0. The proof is then completed by the Gronwall lemma.
Proof of Theorem 1.2. (1) Due to (A1) − (A4), it is easy to see that (1.3) has a unique
solution for t ∈ [0, T − τ). Let
Z˜(t) = Z(t)1[−τ,T−τ)(t), t ≥ −τ.
If
(2.5) lim
t↑T−τ
Z(t) = 0,
then it is easy to see that (Z˜(t))t≥0 solves (1.3) and hence, the proof is finished. By Itoˆ’s
formula and (2.4) we can deduce that
d
‖Z(t)‖p
up−1(t)
=
1
up−1(t)
d‖Z(t)‖p − (p− 1) u˙(t)‖Z(t)‖
p
up(t)
dt
≤ −θp‖Z(t)‖
p
up(t)
dt+ C1‖Z(t)‖p∞dt
+
p
up−1(t)
‖Z(t)‖p−2〈Z(t), (∇Z(t)σ(Xξ(t)))dW (t)〉
for some constant C1 > 0. Combining this with Lemma 2.1 we obtain
(2.6) E
∫ T−τ
0
‖Z(t)‖p
up(t)
dt ≤ C2
(
‖η‖p∞ +
‖η(0)‖p
up−1(0)
)
for some constant C2 > 0, and due to the Burkhold-Davis-Gundy inequality
E sup
s∈[0,T−τ)
‖Z(s)‖p
up−1(s)
<∞.
Since u(s) ↓ 0 as s ↑ T − τ , the latter implies (2.5).
(2) Let
h(t) =
∫ t
0
σ−1(Xξ(s))
{Z(s)
u(s)
1[0,T−τ)(s) +∇ZsF (Xξs )1[T−τ,T ](s)
}
ds, t ≥ 0.
We first prove that h ∈ H1a . According to the boundedness of ‖∇F‖ and using the Ho¨lder
inequality, we obtain
E
∫ T
0
‖h˙(t)‖2dt ≤ E
∫ T−τ
0
‖σ−1(Xξ(t))‖2‖Z(t)‖
2
u2(t)
dt + CE
∫ T
T−τ
‖σ−1(Xξ(t))‖2‖Zs‖2∞dt
≤
(
E
∫ T
0
‖σ−1(Xξ(t))‖ 2pp−2dt
) p−2
p ×
{(
E
∫ T−τ
0
‖Z(t)‖p
up(t)
dt
) 2
p
+ C
(
E
∫ T
T−τ
‖Zt‖p∞dt
) 2
p
}
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for some constant C > 0. Combining this with (2.6), ‖σ−1(x)‖ ≤ c(1 + ‖x‖q), Lemma 2.1
and Theorem A.1 below, we conclude that E
∫ T
0
‖h˙(t)‖2dt <∞; that is, h ∈ H1a .
Next, we intend to show that ∇hXξT = DhXξT , which implies the desired derivative
formula as explained in the beginning of this section. It is easy to see from Theorem A.2
below and the definition of h that Γ(t) := ∇ηXξ(t)−DhXξ(t) solves the equation

dΓ(t) =
{
AΓ(t) +∇ΓtF (Xξt )− Z(t)u(t) 1[0,T−τ)(t)−∇ZtF (Xξt )1[T−τ,T ](t)
}
dt
+∇Γ(t)σ(Xξ(t))dW (t), t ∈ [0, T ]
Γ0 = η.
Then for t ∈ [0, T ],{
d(Γ(t)− Z(t)) =
{
A(Γ(t)− Z(t)) +∇Γt−ZtF (Xξt )
}
dt+∇Γ(t)−Z(t)σ(Xξ(t))dW (t),
Γ0 − Z0 = 0.
By Itoˆ’s formula and using (A1)-(A3), we obtain
d‖Γ(t)− Z(t)‖2 ≤ C‖Γt − Zt‖2∞dt+ 2〈Γ(t)− Z(t),∇Γ(t)−Z(t)σ(Xξ(t))dW (t)〉
for some constant C > 0 and all t ∈ [0, T ]. By the boundedness of ‖∇σ‖HS and applying
the Burkhold-Davis-Gundy inequality, we obtain
E sup
s∈[0,t]
‖Γ(s)− Z(s)‖2 ≤ C ′
∫ t
0
E sup
s∈[0,r]
‖Γ(s)− Z(s)‖2dr, t ∈ [0, T ]
for some constant C ′ > 0. Therefore Γ(t) = Z(t) for all t ∈ [0, T ]. In particular, ΓT = ZT .
Since ZT = 0, we obtain ∇ηXξT = DhXξT .
Remark 2.1. Our main results, Theorem 1.1 and Theorem 1.2, are established under
the assumption that the infinitesimal generator A generates a contractive C0-semigroup.
Replacing A and F (x) by A−α and F (x)+αx for a positive constant α > 0, they also work
for A generating a pesudo-contractive C0-semigroup, i.e., ‖etA‖ ≤ eαt.
3 Gradient Estimate and Harnack Inequality
In this section we give some applications of Bismut formulae for Pt with additive and mul-
tiplicative noise respectively.
Theorem 3.1 (Additive Noise). Assume that (A1) − (A4) hold with constant σ ∈ L (H).
Then there exists a constant C > 0 such that
(1) For any T > τ, ξ, η ∈ C and f ∈ Bb(C ),
|∇ηPTf(ξ)|2 ≤ C
(T − τ) ∧ 1PTf
2(ξ).
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(2) For any T > τ, ξ, η ∈ C and positive f ∈ Bb(C ),
(3.1) |∇ηPTf(ξ)| ≤ δ
{
PT (f log f)− (PTf) logPTf
}
(ξ) +
‖η‖2∞
δ{(T − τ) ∧ 1}PTf(ξ), δ > 0.
Proof. By the Jensen inequality and the semigroup property of Pt, it suffices to prove for
T − τ ∈ (0, 1]. Let u(t) = (T−τ−t)+
T−τ
. By Theorem 1.1, the proof is then standard and similar
to that of [10, Theorem 4.2]. We include it below for completeness.
(1) Note that u˙(t) = − 1
T−τ
. Due to the definition of Υ(t) and the boundedness of ‖∇F‖ it
follows that
|∇ΥtF (Xξt )|2 ≤ C‖η‖2∞
for some constant C > 0. By (1.2), Ho¨lder’s inequality and the boundedness of ‖σ−1‖ we
have
|∇ηPTf(ξ)|2 ≤ 2PTf 2(ξ)E
∫ T
0
{
‖σ−1∇ΥtF (Xξt )‖2 +
1[0,T−τ)(s)
(T − τ)2 ‖e
tAη(0))‖2
}
dt
≤ C
T − τ ‖η‖
2
∞PTf
2(ξ)
(3.2)
for some constant C > 0 and all T ∈ (τ, τ + 1].
(2) For t ∈ [0, T ], let
M(t) :=
∫ t
0
〈
σ−1
(
∇ΥsF (Xξs ) +
1[0,T−τ)(s)
T − τ e
sAη(0)
)
, dW (s)
〉
,
which is a mean-square integrable martingale, with quadratic variation process
〈M〉(t) :=
∫ t
0
∥∥∥σ−1(∇ΥsF (Xξs ) + 1[0,T−τ)(s)T − τ esAη(0)
)∥∥∥2ds ≤ C‖η‖2∞
T − τ , t ∈ [0, T ]
for some constant C > 0. In the light of (1.2) and Young’s inequality [2, Lemma 2.4], we
have that for any δ > 0 and positive f ∈ Bb(C )
|∇ηPTf(ξ)| ≤ δ
{
PT (f log f)− (PTf) logPTf
}
(ξ) + δPTf(ξ) logE exp
(1
δ
M(T )
)
.
Moreover, by the exponential martingale inequality, the boundedness of ‖∇F‖ and the def-
inition of Υs,
E exp
(1
δ
M(T )
)
≤
{
E exp
( 2
δ2
〈M〉(T )
)} 12
≤ exp
( C
δ2(T − τ)‖η‖
2
∞
)
holds for some constant C > 0 and all T ∈ (τ, τ + 1]. Therefore, the proof is finished.
According to [10, Proposition 4.1], (3.1) implies the following Harnack inequality. Ap-
plications of these inequalities to heat kernel estimates, invariant probability measure and
Entropy-cost inequalities can be found in e.g. [12, 13, 15].
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Corollary 3.2. Assume that (A1)− (A4) hold with constant σ ∈ L (H). Then there exists
a constant C > 0 such that
(3.3) |PTf |α(ξ) ≤ exp
[ αC‖η‖2∞
(α− 1){(T − τ) ∧ 1}
]
PT |f |α(ξ + η), f ∈ Bb(C ), T > τ, ξ, η ∈ C
holds for any α > 1.
Next, we consider the multiplicative noise case. For simplicity we only consider the
case where ‖σ−1‖∞ := supx∈H ‖σ−1(x)‖ < ∞. The case for σ−1 having algebraic growth is
similar, where the resulting estimate of ‖∇Ptf‖ will be no longer bounded for bounded f ,
but bounded above by a polynomial function of ‖ξ‖∞.
Theorem 3.3 (Multiplicative Noise). Let Assume (A1)-(A4) and assume that ‖σ−1‖∞ <∞.
Then for any p > 1 there exists a constant C > 0 such that
|∇ηPTf(ξ)| ≤ C‖η‖∞
1 ∧√T − τ (PT |f |
p)
1
p (ξ), f ∈ Bb(C ), T > τ, ξ, η ∈ C .
In particular, Pt is strong Feller for t > T − τ .
Proof. It suffices to prove for T ∈ (τ, τ +1]. Let u(t) = (T − τ − t)+, t ≥ 0. We have θp = 1.
Since σ−1 is bounded, for any p > 1 and η ∈ C , it follows from (1.4) that
|∇ηPTf |
p
p−1 (ξ)
(PT |f |p)
1
p−1 (ξ)
≤ E
∣∣∣∣
∫ T
0
〈
σ−1(Xξ(s))
{Z(s)
u(s)
1[0,T−τ)(s) +∇ZsF (Xξs )1[T−τ,T ](s)
}
, dW (s)
〉∣∣∣∣
p
p−1
≤ C1E
(∫ T
0
( |Z(t)|2
u2(t)
1[0,T−τ)(t) + ‖Zt‖2∞1[T−τ,T ](t)
)
dt
) p
2(p−1)
holds for some constants C1, C2 > 0 and all T ∈ (τ, τ + 1], where the second inequality
follows from the Burkholder-Davis-Gundy inequality: for any q > 1 there exists a constant
Cq > 0 such that
E sup
t∈[0,T ]
|M(t)|q ≤ CqE〈M〉
q
2 (T )
holds for any continuous martingale M(t) and T > 0. Then the proof is completed by
combining this with (2.6) with u(0) = T − τ and Lemma 2.1.
Remark 3.1. From Corollary 3.2 and [10, Proposition 4.1], we know that entropy esti-
mation (3.1) plays a key role in establishing the Harnack inequality. However, the entropy
estimation seems to be difficult to obtain for the multiplicative noise case. Hence we can
not adopt the same method as in the additive noise case to derive the Harnack inequality.
In order to establish the Harnack inequality for the multiplicative noise case, one may use
coupling method as in Wang [14], and Wang and Yuan [17]. Since the derivation of the
Harnack inequality for functional SPDEs with multiplicative noise is very similar to that of
[17], we omit it here.
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A Appendix
In this section we give two auxiliary lemmas, where one concerns the existence and uniqueness
of solution of equation (1.1) under (A1)-(A4), and the other one discusses not only the
existence of Malliavin directional derivative but also the derivative process with respect to
the initial data. To make the content self-contained, we sketch their proofs.
Theorem A.1. Let (A1), (A4) hold, and let F : H → H, σ : H → L (H) be Lipschitz
continuous. Then for any p > 2 and initial data ξ ∈ Lp(Ω → C ,F0,P), equation (1.1) has
a unique mild solution (Xξ(t))t≥0, and the solution satisfies
E sup
t∈[0,T ]
‖Xξt ‖p∞ <∞, T > 0.
Proof. Obviously, (A4) remains true by replacing α with a smaller positive number. So, we
may take in (A4) α ∈ (0, 1
p
). Then, by [5, Proposition 7.9] for r = p
2
∈ (1, 1
2α
), for any T0 > 0
there exists a constant C0 > 0 such that for any continuous adapted process Y (s) on H ,
(A.1) E sup
t∈[0,T ]
∣∣∣∣
∫ t
0
e(t−s)Aσ(Y (s))dW (s)
∣∣∣∣
p
≤ C0E
∫ T
0
‖σ(Y (s)‖pds, T ∈ [0, T0].
Using this inequality, the desired assertions follow from the classical fixed point theorem
for contractions. Denote by Hp the Banach space of all the H-valued continuous adapted
processes Y defined on the time interval [−τ, T ] such that Y (t) = ξ(t), t ∈ [−τ, 0], and
‖Y ‖p :=
(
E sup
t∈[−τ,T ]
‖Y (t)‖p
) 1
p
<∞.
Let
K (Y )(t) =
{
ξ(t), if t ∈ [−τ, 0],
etAξ(0) +
∫ t
0
e(t−s)AF (Ys)ds+
∫ t
0
e(t−s)Aσ(Y (s))dW (s), if t ∈ (0, T ].
By (A.1) and the linear growth of F and σ, we conclude that K maps Hp into Hp. For
the existence and uniqueness of solutions, it suffices to show that the map K is contractive
for small T > 0. By the Lipschitz continuity of F and σ, and applying (A.1) for σ(Y1(s))−
σ(Y2(s)) in place of σ(Y (s)), we obtain
‖K (Y 1)−K (Y 2)‖p ≤ CT‖Y 1 − Y 2‖pp, Y 1, Y 2 ∈ Hp.
for some constant C > 0 and all T ∈ [0, T0]. Choosing sufficiently small T such that CT < 1
we can conclude that K is contractive.
Theorem A.2. Assume that (A1), (A2) and (A3) hold, and let ξ, η ∈ C and h ∈ H1a .
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(1) (DhX(t))t≥0 exists and is the unique solution to the equation

dα(t) = {Aα(t) +∇αtF (Xξt ) + σ(Xξ(t))h˙(t)}dt
+(∇α(t)σ(Xξ(t)))dW (t),
α0 = 0.
(2) (∇ηX(t))t≥0 exists and is the unique solution to the equation{
dβ(t) = {Aβ(t) +∇βtF (Xξt )}dt+ (∇β(t)σ(Xξ(t)))dW (t),
β0 = η.
Proof. We only prove (1) since (2) can be proved in a similar way. The argument of the
proof is standard in the setting of semi-linear SPDEs without delay. The only difference for
the present setting is that one has to estimate the sup over time for the norm of the error
process for small ǫ ∈ (0, 1)
Λǫ(t) := Xξ,ǫh(t)−Xξ(t)− ǫα(t), t ≥ 0,
where Xξ,ǫh is the mild solution to (2.1).
(a) There exists a constant C > 0 such that
(A.2) E sup
t∈[0,T ]
‖Xξ,ǫht −Xξt ‖2∞ ≤ ǫ2eC(T+1)E
∫ T
0
‖h˙(t)‖2dt, T ≥ 0.
Indeed, by (A1), (A2) and (A3) we have the following Itoˆ’s formula for ‖Xξ,ǫh(t)−Xξ(t)‖2 :
d‖Xξ,ǫh(t)−Xξ(t)‖2 = 2〈Xξ,ǫh(t)−Xξ(t), A(Xξ,ǫh(t)−Xξ(t))
+ F (Xξ,ǫht )− F (Xξt ) + ǫσ(Xξ,ǫh(t))h˙(t)〉dt
+ ‖σ(Xξ,ǫh(t))− σ(Xξ(t))‖2HSdt
+ 2〈Xξ,ǫh(t)−Xξ(t), (σ(Xξ,ǫh(t))− σ(Xξ(t)))dW (t)〉.
Noting from (A1), (A2) and (A3) that
〈Xξ,ǫh(t)−Xξ(t), A(Xξ,ǫh(t)−Xξ(t))〉 ≤ 0,
‖F (Xξ,ǫht )− F (Xξt ) + ǫσ(Xξ,ǫh(t))h˙(t)‖ ≤ C1(‖Xξ,ǫht −Xξt ‖∞ + ǫ‖h˙(t)‖),
and by the Burkhold-Davis-Gundy inequality
E sup
t∈[0,T ]
∣∣∣ ∫ t
0
〈Xξ,ǫh(s)−Xξ(s), (σ(Xξ,ǫh(s))− σ(Xξ(s)))dW (s)〉
∣∣∣
≤ C1E
(∫ T
0
‖Xξ,ǫh(s)−Xξ(s)‖4ds
) 1
2
≤ 1
2
E sup
t∈[0,T ]
‖Xξ,ǫh(t)−Xξ(t)‖2 + C1
2
E
∫ T
0
‖Xξ,ǫh(s)−Xξ(s)‖2ds
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for some constant C1 > 0, we obtain
E sup
t∈[0,T ]
‖Xξ,ǫht −Xξt ‖2∞ ≤ C2ǫ2
∫ T
0
‖h˙(t)‖2dt+ C2
∫ T
0
E sup
s∈[0,t]
‖Xξ,ǫhs −Xξs‖2∞dt
for some constant C2 > 0. This implies (A.2).
(b) To prove DhX
ξ(t) = α(t) it suffices to show
(A.3) lim
ǫ↓0
1
ǫ
E sup
t∈[0,T ]
‖Λǫ(t ∧ τn)‖ = 0, n ≥ 1,
where τn := inf{t ≥ 0, ‖Xξt ‖∞ ≥ n} ↑ ∞ as n ↑ ∞. To this end, we observe that
Λǫ(t ∧ τn) =
∫ t∧τn
0
e(t−s)A{F (Xξ,ǫhs )− F (Xξs )− ǫ∇αsF (Xξs )
+ ǫ(σ(Xξ,ǫh(s))− σ(Xξ(s)))h˙(s)}ds
+
∫ t∧τn
0
e(t−s)A(σ(Xξ,ǫh(s))− σ(Xξ(s))− ǫ∇α(s)σ(Xξ(s)))dW (s).
(A.4)
Let
γn(s) := sup
‖ξ‖∞≤n,‖ξ−η‖∞≤s
‖∇F (ξ)−∇F (η)‖∞ + sup
‖x‖≤n,‖x−y‖≤s
‖∇σ(x)−∇σ(y)‖HS.
By (A2) and (A3) we have γn(s) ↓ 0 as s ↓ 0 and γn(∞) <∞. Then
sγn(s) ≤ γn(
√
ǫ)s+
s2γn(∞)√
ǫ
, s ≥ 0.
Therefore, there exists a constant C1 > 0 such that
‖F (Xξ,ǫhs )− F (Xξs )− ǫ∇αsF (Xξs )‖∞
≤ ‖∇F‖∞‖Λǫs‖∞ + ‖Xξ,ǫhs −Xξs‖∞γn(‖Xξ,ǫhs −Xξs‖∞)
≤ C1‖Λǫs‖∞ + γ(
√
ǫ)‖Xξ,ǫhs −Xξs‖∞ +
γn(∞)√
ǫ
‖Xξ,ǫhs −Xξs‖2∞,
ǫ‖(σ(Xξ,ǫh(s))− σ(Xξ(s)))h˙(s)‖ ≤ ǫ2‖h˙(s)‖2 + C1‖Xξ,ǫh(s)−Xξ(s)‖2,
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and by the Burkhold-Davis-Gundy inequality
E sup
t∈[0,T ]
∥∥∥ ∫ t∧τn
0
e(t−s)A(σ(Xξ,ǫh(s))− σ(Xξ(s))− ǫ∇α(s)σ(Xξ(s)))dW (s)
∥∥∥
≤ 2E
(∫ T∧τn
0
‖σ(Xξ,ǫh(s))− σ(Xξ(s))− ǫ∇α(s)σ(Xξ(s))‖2HSds
) 1
2
≤ 2E
(∫ T∧τn
0
(‖∇σ‖‖Λǫ(s)‖+ ‖Xξ,ǫh(s)−Xξ(s)‖γn(‖Xξ,ǫh(s)−Xξ(s)‖))2ds
) 1
2
≤ 1
2
E sup
t∈[0,T ]
‖Λǫ(t ∧ τn)‖+ γn(
√
ǫ)E sup
t∈[0,T ]
‖Xξ,ǫh(t ∧ τn)−Xξ(t ∧ τn)‖
+
γn(∞)√
ǫ
E sup
t∈[0,T ]
‖Xξ,ǫh(t ∧ τn)−Xξ(t ∧ τn)‖2
+ C1E
∫ T∧τn
0
(
‖Λǫ(s)‖+ γn(
√
ǫ)‖Xξ,ǫh(s)−Xξ(s)‖
+
γn(∞)√
ǫ
‖Xξ,ǫh(s)−Xξ(s)‖2
)
ds.
Combining this with (A.2) and (A.4) we obtain
E sup
t∈[0,T ]
‖Λǫ(t ∧ τn)‖ ≤ C2
∫ T
0
E sup
s∈[0,t]
‖Λǫ(s ∧ τn)‖ds + C(T )
(
γn(
√
ǫ)ǫ+
γn(∞)ǫ2√
ǫ
)
for some constant C2 > 0 and
C(T ) := eC2(1+T )
(
1 + E
∫ T
0
‖h˙(t)‖2dt
)
, T ≥ 0.
Due to the Gronwall inequality, this implies (A.3).
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