Previous 20 years data (1982 to 2009) have been collected in order to predict the future temperature pattern of Ogun State. The data were preprocessed and aggregated into annual time series to fit for stochastic characterization and modeling of minimum and maximum. Mann-Kendal non-parametric test, Lo's long-range dependency test and spectral analysis were done to detect whether there is trend and seasonal component in the time series The best autoregressive AR-model, moving average MA-model and autoregressive moving average ARMA-models were fitted for all parameters considered, with the aid of Akaike Information Criterion (AIC), and error terms of FE, MAE, MSE and MAPE. AR, MA and ARMA models of order (2), (3) and (1, 2) and (5), (3) and (5, 3) were found to be the best for predicting maximum and minimum temperatures respectively.ACF, PACF and the Box-Jenkins technique were utilized for model type and order selection. The overall results were promising and the prediction scheme applied in this research could be considered in situations where database is a problem during model development. It is therefore recommended that another research be carry out in the area using another method of modeling to compare the results.
INTRODUCTION
Temperature is one of the major input variables for land evaluation and characterization systems, as well as hydrological and ecological models.
These models use air temperature to drive processes such as evapotranspiration, soil decomposition, and plant productivity (Benavides et al., 2007) . Air temperature is an important site characteristic used in determining site suitability for agricultural and forest crops (Benavides et al., 2007) , and it is used in characterizing the habitat of plant species (Rubio et al., 2002; Sanchez-Palomares et al., 2003) and in determining the patterns of vegetation zonation (Richardson et al., 2004) . Modeling temperature therefore, is an important task for efficient agricultural development and sustainability.
Models are simplifications of reality that reflect our understanding of the process they represent. Just as any other tool, the results given by models are dependent on how they are applied, and the quality of these answers is not better than the quality of our understanding of the system (Robin, 2003) . Some models are based solely on empirical equations while others are built on more complex, physically based principles (Butcher et al., 1998) . To gain an insight into the nature of climatic variability within the climate system, it is necessary to study its components in a systematic way
The basic assumption made to implement this model is that the considered time series is linear and follows a particular known statistical distribution, such as the normal distribution.
ARIMA model has subclasses of other models, such as the Autoregressive (AR), Moving Average (MA) and Autoregressive Moving Average (ARMA) models (Box et al., 2008) . For seasonal *Corresponding author: johnmusa@futminna.edu.ng time series forecasting, Hamzacebi (2008) 
DATA COLLECTION AND PREPRO-CESSING
The minimum and maximum temperature data used for this study were obtained from the federal minis- 
Test for Trend, Long-range Dependency and Serial Correlation
Time series data are generally represented in the form:
Where T(t) is the time series, Tr is the trend component, P(t) is the periodic component and ε(t) is the stochastic component. In order to check for the stationarity of the data, the following equations were considered:
Where, X j and X k are the annual values in years j and k, j > k, respectively, and
Source: Ghanbarpour et al. (2007) ; Besaw et al. (2010) and Tesfaye et al. (2006) Where, q is the number of tied groups and t p is the number of data values in the p th group. The values of S and VAR(S) are used to compute the test statistic Z as follows (Longobardi and Villan, 2009; Nail and Momani (2009) . et al. (2014) . Using the Lewi's error scaling system (i.e. considering the MAPE), the prediction was found highly accurate for maximum temperature in all models. While for the minimum temperature, only validation for ARMA model indicated high accuracy, while AR and MA were found to be good. The result of the comparism is as shown in Table 4 . In addition, actual and predicted values were ploted to graphically compare the perfection of the 3 stochastic models used. Figures 2 and 3 shows the pattern of actual and predicted values. (2) with Mean Absolute Percentage Error (MAPE) value of -1.37. The overall results were promising as it conforms to the Lewi's scaling system (MAPE value less than 10), and the prediction scheme applied in this research could be considered in situations where database is a problem during model development. Based on the findings of this study, it is recommended that another modeling method be used using the same data and results obtained be compared to see which of them gives better outcome.
