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1. Introduction
Gersgorin’s Circle Theorem, see [2], from 1931, is simple to prove and yet has seen much service in
providing regions of the complex plane in which eigenvalues must lie. Indeed, in 2004, Richard Varga
produced a fascinating book [4] on the reﬁnements and interconnections of the “localization theory”
that has arisen from that seminal theorem.
We present Gersgorin’s theorem later in this section, but wish to say here that our result is also
simple to prove and is complementary to Gersgorin’s theorem in two different ways. First, it is con-
cerned with eigenvectors rather than eigenvalues, and, second, it examines the consequence of the
eigenvalue not lying within a Gersgorin circle. Though elementary, our result gives a very economical
way to determine where an eigenvector of a narrow bandedmatrix is negligible. There has beenmuch
research in the physics literature on “localization” of eigenvectors, and this work gives an application
for our result. See [1,3].
Now let us return to Gersgorin, and note that the “s” is pronounced as “sh” or “sch.”
E-mail address: parlett@math.berkeley.edu
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
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Deﬁnition. Given any n × n complex matrixM = (mij), the jth Gersgorin discs are deﬁned for j = 1 : n
by
Growj =
⎧⎨
⎩ζ ∈ C||mjj − ζ| 
∑
i /= j
|mji|
⎫⎬
⎭,
Gcolj =
⎧⎨
⎩ζ ∈ C||mjj − ζ| 
∑
i /= j
|mij|
⎫⎬
⎭.
We use the notation p : q to denote either the sequence (p, p + 1, . . . , q − 1, q), if p  q, or (p, p −
1, . . . , q + 1, q), if p  q.
Gersgorin’s theorem. Each eigenvalue λ of M lies in at least one disc Grow
j
and at least one disc Gcol
k
.
Our results consider {Grow
j
}n
j=1 as a sequence rather than a set. It is useful to know whether a disc
belongs to the top or the bottom of the matrix. Thus we do not tolerate permutations (of the rows and
colums) as does Gersgorin.
The simplest form of our result is for a symmetric tridiagonal matrix; if λ /∈ Grow
j
for j = p : n, then
λ’s eigenvector decays monotonically in positions p : n.
When n  2000 and the non-negligible entries of an eigenvector occur in only 100 consecutive
entries it is well worth eliminating large portions of the matrix which do not inﬂuence this eigen
vector.
These ideas can be applied, in one sweep, to a whole group of close eigenvalues.
For our notation, recall that, for a vector v, ‖v‖∞ = maxj |vj|, ‖v‖1 =
∑n
j=1 |vj|.
2. Tridiagonal case
We begin with the case that eventually led to our main result, Theorem 8. The ﬁrst lemma is not
new but sets the stage and reveals the structure of the eigenvector. The second lemma is the crucial
observation.
We say that an n × n tridiagonal matrixM (mij = 0 if |i − j|>1) is unreduced ifmj,j+1mj+1,j /= 0 for
j = 1, . . . ,n − 1. It follows that there is only one eigendirection for each eigenvalue λ ofM. In addition,
ifM is normal, then each eigenvalue is simple; its algebraic multiplicity is 1.
Lemma 1. Suppose that the eigenvector z ∈ Rn for an eigenvalue λ of an unreduced n × n real symmetric
matrix T has no zero entries. Then T − λI permits triangular factorization from top to bottom and from
bottom to top:
T − λI = LD+Lt = UD−Ut,
where L and U are unit bidiagonal matrices (L is lower, U is upper), D+nn = 0,D−11 = 0. Furthermore, z may
be presented in two ways:
z(n) = 1, z(j) =
n−1∏
i=j
(−li), j = n − 1 : 1,
z(1) = 1, z(j + 1) =
j∏
i=1
(−ui), j = 1 : n − 1.
Here li = Li+1, i,ui = Ui, i+1.
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Proof. The deeper part of the lemma is the ﬁrst statement. It is well known that T − λI permits trian-
gular factorization, both down and up, if and only if no proper leading or trailing principal submatrix
of T − λI is singular.
Deﬁne the polynomials χp:q by
χp:q(τ) = det[τIp:q − T(p : q, p : q)].
The three term recurrence governing {χ1:j}j=1:n−1 and {χk:n}k=2:n shows that z(j) is an nonzeromultiple
of χ1:j−1(λ) and χj+1:n(λ). The nonvanishing of the off-diagonal entries is crucial. The factorization of
T − λI exists if, and only if, χ1:j(λ) /= 0, j = 1 : n − 1 and χk:n(λ) /= 0, k = 2 : n. Hence the connection
between no zero entries in z and the factorizations of λI − T .
To see the structure of z, write the eigenvector equation in partitioned form as(
Ln−1 0
e
t
n−1ln−1 1
)(
D+
n−1 0
0 0
)(
Lt
n−1 en−1ln−1
0t 1
)(
◦z
1
)
=
(
0
0
)
,
where en−1 = (0, . . . , 0, 1)t ∈ Rn−1. The equation for
◦z is
Ln−1D+n−1L
t
n−1
◦z = −Ln−1D+n−1en−1ln−1.
Since Ln−1 is invertible by construction and D+n−1 is invertible by the existence of LD
+Lt = T − λI we
see that
Ltn−1
◦z = −en−1ln−1
so that
z(n − 1) = −ln−1,
z(j) = −ljz(j + 1), j = n − 2 : 1,
=
n−1∏
i=j
(−li).
The proof for the other representation is analogous, and is omitted. 
The purpose of Lemma 1 is to show the role of the multipliers {li} and {ui} in the description of z.
For simplicity, abbreviate Tjj by αj and Tj, j+1 = Tj+1, j by βj .
Lemma 2. Under the assumption of Lemma 1, T − λI = LD+Lt = UD−Ut, and suppose λ /∈ Gj. Then
(a) |lj−1|<1 ⇒ |lj|<1, j = 1 : n − 1 (l0 = 0),
(b) |uj|<1 ⇒ |uj−1|<1, j = n : 2 (un = 0).
Proof. The formulae for Gauss elimination yield
d+
j
= αj − λ − lj−1βj−1, (β0 = l0 = 0), (1)
lj = βj/d+j , (2)
as well as
d−
j
= αj − λ − βjuj (βn = un = 0), (3)
uj = βj/d−j+1. (4)
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Since λ /∈ Gj ,∣∣αj − λ∣∣ > ∣∣∣βj−1| + |βj∣∣∣ . (5)
Thus, from (1) and (3),∣∣∣d+j
∣∣∣  ∣∣αj − λ∣∣− ∣∣lj−1∣∣ ∣∣∣βj−1∣∣∣ ,∣∣∣d−j
∣∣∣  ∣∣αj − λ∣∣− ∣∣∣βj∣∣∣ ∣∣uj∣∣ .
Since T is unreduced, βj−1 /= 0,βj /= 0, so that∣∣lj−1∣∣ <1 ⇒ ∣∣∣d+j
∣∣∣ > ∣∣αj − λ∣∣− ∣∣∣βj−1∣∣∣ >0, (6)∣∣uj∣∣ <1 ⇒ ∣∣∣d−j
∣∣∣ > ∣∣αj − λ∣∣− ∣∣∣βj∣∣∣ >0. (7)
Apply (6) in (2) and (7) in (4) to ﬁnd
|lj|< |βj|/(|αj − λ| − |βj−1|),
|uj−1|< |βj−1|/(|αj − λ| − |βj|).
In both cases (5) implies that |lj|<1 and |uj−1|<1 as claimed. 
The value of Lemma 2 occurs when λ /∈ Gj for a string of adjacent indices j = p : q.
Theorem 3. Under the assumption of Lemma 2, that λ’s eigenvector z have no zero entries, suppose
that λ /∈ Gj for j = p : q, 1  p< q  n. If |lp−1|<1, then |lj|<1 for j = p : q, and, from Lemma 1, |z(j)| =(∏q
i=j |li|
)
|z(q + 1)|, j = p − 1 : q. If |uq|<1 then |uj−1|<1 for j = q : p and, from Lemma 1, |z(j + 1)| =(∏j
i=p−1 |ui|
)
|z(p − 1)|, j = p − 1 : q.
Proof. Apply Lemma 2 repeatedly for j = p : q to ﬁnd that |lp−1|<1 implies that |lj|<1 for j = p : q
and, using Lemma 1 and going down from q to p,
|z(j)| =
⎛
⎝ q∏
i=j
|li|
⎞
⎠ |z(q + 1)| for j = q, q − 1, . . . , p, p − 1.
Apply Lemma 2 repeatedly for j = q : p to ﬁnd that |uq|<1 implies that |uj|<1 for j = q − 1,
q − 2, . . . , p − 1, and, using Lemma 1 and going up from p to q,
|z(j + 1)| =
⎛
⎝ j∏
i=p−1
|ui|
⎞
⎠ |z(p − 1)| for j = p − 1 : q. 
Remark 4. In Theorem 3 if λ /∈ G1 then |l1|<1 holds and is not a hypothesis; if λ /∈ Gn then |un−1|<1
and |un|<1 is not a hypothesis. Thus the cases p = 1 and q = n have slightly stronger statements than
in Theorem 3.
Remark 5. When q − p is large enough (say 20) then it often happens that the products in Theorem 3
becomenegligible (say 10-15) and thereoccurs a “valley” in the envelopeof z, (|z(1)|, |z(2)|, . . . , |z(n)|)t,
inside entries p : q, where z is negligible.
Remark 6. It would be wrong to infer that the neglected case, when T − λI does not permit triangular
factorization, is somehow pathological. The eigenvector zwill have zero entries, but if 2 × 2 blocks are
permitted in D+ or D− then factorization exists and the description of z is a little more complicated.
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Our goal in this paper is simplicity, not generality, so we do not pursue this extension here. As an
example,
and the eigenvector for λ = 0 is z = (1 0 −1 0 1)t, and λ ∈ Gj for all j.
Example 1. Consider the largest eigenvalue λ ≈ 10.75 of the well known tridiagonal matrix
W+
21
:= tridiag
⎛
⎝ 1 1 1 1 1 1 110 9 8 · · · 1 0 1 · · · 8 9 10
1 1 1 1 1 1 1
⎞
⎠ .
Then λ /∈ Gj for j = 3 : 19, and its eigenvector z, ‖z‖2 = ztz = 1, declines monotonically from z(3) =
0.235 · · · to z(11) = 0.58 · · · × 10−7 and then returns to z(19) = z(3). However |li|>1, i = 1 : 12, so our
theorem guarantees only that |li|<1, i = 13 : 19. In fact |l20|<1 as well and we conclude correctly
that z(20 : 12) declines monotonically. Similar considerations with ui, i = 10 : 3 show that z(2 : 10)
also declines monotonically. How one ﬁnds a ﬁrst index p with |lp|<1 is beyond the scope of this
paper.
Example 2. A real symmetric matrix of order 2053 arising in nuclear chemistry was reduced to tridi-
agonal form T = Fann2053. Its spectrum lies in (−68, 2). For all real valuesσ< − 10,σ /∈ Gj for j = 975 :
2053. For all the 308 smallest eigenvalues, the envelopes of all their eigenvectors are negligible and
declinemonotonically from locations 985 to 2053. Thuswe can ignore half thematrixwhen computing
these 308 eigenvectors.
On closer inspection eigenpairswith eigenvalue index 303–308 could be computed from the subm-
atrix 1 : 100 but the decline after entry 100 is not monotonic.
3. The general case
It is convenient touseMatlabnotation for submatrices:B(“rows”, “columns”) denotes the submatrix
of B using rows indicated by the list “rows” and columns by the list “columns”.
Lemma 7. Suppose that B ∈ Cn×n has an eigenvalue λ such that B − λI permits triangular factorization
from top to bottom: B − λI = LDU.
Suppose that λ /∈ Grow
k
. Then
‖U(1 : k − 1, k)‖∞ <1 ⇒ ‖U(k, k + 1 : n)‖1 <1.
Suppose that λ /∈ Gcol
k
. Then
‖L(k, 1 : k − 1)‖∞ <1 ⇒ ‖L(k + 1 : n, k)‖1 <1.
Proof. By definition of the Gersgorin discs
λ /∈ Growk ⇐⇒ |bkk − λ|> ‖B(k, 1 : k − 1)‖1 + ‖B(k, k + 1 : n)‖1, (8r)
λ /∈ Gcolk ⇐⇒ |bkk − λ|> ‖B(1 : k − 1, k)‖1 + ‖B(k + 1 : n, k)‖1. (8c)
Abbreviate D(k, k) by dk . We carry the row and columns analysis in parallel. The formulae for Gauss
elimination, row by row, are
dk = bkk − λ −
k−1∑
i=1
B(k, i)U(i, k), (9r)
Beresford N. Parlett / Linear Algebra and its Applications 431 (2009) 20–27 25
U(k, k + 1 : n) = B(k, k + 1 : n)/dk. (10r)
The formulae for Gauss elimination, column by column, are
dk = bkk − λ −
k−1∑
i=1
L(k, i)B(i, k), (9c)
L(k + 1 : n, k) = B(k + 1 : n, k)/dk. (10c)
From (9r),
|dk|≥ |bkk − λ| − ∥∥U(1 : k − 1, k)∥∥∞ ∥∥B(k, 1 : k − 1)∥∥1 ,
so that, from (10r),∥∥U(1 : k − 1, k)∥∥∞ <1 ⇒ |dk|> |bkk − λ| − ‖B(k, 1 : k − 1)‖1 >0. (11r)
Insert (11r) into (10r), then use (8r) to ﬁnd
∥∥U(k, k + 1 : n)∥∥
1
<
‖B(k, k + 1 : n)‖1
|bkk − λ| − ‖B(k, 1 : k − 1)‖1
<1.
From (9c),
|dk|> |bkk − λ| −
∥∥L(k, 1 : k − 1)∥∥∞ ‖B(1 : k − 1, k)‖1,
so that, from (10c),∥∥L(k, 1 : k − 1)∥∥∞ <1 ⇒ |dk|> |bkk − λ| − ‖B(1 : k − 1, k)‖1 >0. (11c)
Insert (11c) into (10c), then use (8c) to ﬁnd
∥∥L(k + 1 : n, k)∥∥
1
<
‖B(k + 1 : n, k)‖1
|bkk − λ| − ‖B(1 : k − 1, k)‖1
<1. 
Before reading the proof of Theorem 8 it may help to look at Fig. F. Note that matrix entries in
Theorem 3 turn into norms of submatrices in the next result.
Theorem 8. Suppose that B − λI permits triangular factorization for some eigenvalue λ of B.
Suppose thatλ /∈ Grow
j
, j=p : q, 1<p< q<n, then ‖U(1 : p − 1, j)‖∞ <1, j=p : q ⇒ ‖U(j, j + 1 : n)‖1
<1, j = p : q.
Suppose that λ /∈ Gcol
j
, j = p : q, 1<p< q<n, then ‖L(j, 1 : p − 1)‖∞ <1, j = p : q ⇒ ‖L(j + 1 : n, j)‖1
<1, j = p : q.
Proof. We proceed by induction on q − p. For q = p the assertions reduce to Lemma 7. Now suppose
that the assertions hold for the range p : q − 1 and examine the case p : q for given 1<p< q<n. The
hypothesis for U splits into two parts:
(H1)
∥∥U(1 : p − 1, j)∥∥∞ <1 for j = p : q − 1,
(H2)
∥∥U(1 : p − 1, q)∥∥∞ <1.
By (H1) and the inductionassumption, ‖U(j, j + 1 : n)‖1 <1 for j = p : q − 1. Inparticular, theentries
|U(i, q)|<1 for i = p : q − 1.
Thus ∥∥U(p : q − 1, q)∥∥∞ <1, (12)
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Fig. F. ThematrixU. For Theorem8, the “hypothesis” submatrix ofU is heavily shaded; the “conclusion” submatrix ofU is lightly
shaded.
so ∥∥U(1 : q − 1, q)∥∥∞ = max {∥∥U(1 : p − 1, q)∥∥∞ , ∥∥U(p : q − 1, q)∥∥∞} <1,
by (H2) and (12).
Now apply Lemma 7 with j = q to conclude that ‖U(q, q + 1 : n)‖1 <1, and so the ﬁrst assertion, con-
cerning U, holds for the sequence p : q. By the principle of ﬁnite induction the U assertion holds for all
values p and q, 1<p< q<n. The argument for the assertion for L is so similar to the one above that
we omit it. 
Remark 9. As with Lemma 7, we have a stronger statement for the cases p = 1 and q = n. If λ /∈ Grow
j
for j = 1 : q then ‖U(j, j + 1 : n)‖1 <1 and ‖L(j + 1 : n, j)‖1 <1 for j = 1 : q.
Remark 10. In general, for λ’s eigenvector z all we can say is, if λ /∈ Grow
j
, j = p : q, then
‖z(p : q)‖∞ < ‖z(q + 1 : n)‖∞.
In Theorem 3 the decline in the envelope entries p : q is apparent as a product of values all less than
1. At the other extreme, for a down-arrow matrix (only the diagonal and last row and column are
nonzero), there is no product effect at all and z(j) = −ujnz(n). Hence, if λ /∈ Growj for j = 1 : q then, for
down-arrow matrices,
‖z(p : q)‖∞ < |z(n)|.
4. Narrow banded matrices
The conclusion of Theorem 8 concerns rows of U. The consequence for eigenvectors is indirect.
In fact, the guarantee of a deep valley in entries p : q fades steadily as bandwidth increases. The
down arrow matrices are an extreme example. When the bandwidth b is small and q − p is large the
valley is still deep.
Lemma 11. Let singular B − λI permit triangualr factorization B − λI = LDU with U, like B, of upper band-
width b;u(i, i + j) = 0 for j> b. Assume that
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‖U(i, i + 1 : n)‖1  ρ<1, i = p : q.
If λ’s eigenvector z satisﬁes
‖z(i + 1 : i + b)‖∞ = |z(i + b)|, i = p : q − b,
then z’s envelope declines from q : p and the rate is bounded by
|z(j)|<ρ
(q+b−j)/b‖z(q + 1 : q + b)‖∞ for j = p : q.
Proof. Since the factorization B − λI = LDU exists thenD(n,n) = 0, z(n) /= 0may be chosen arbitrarily
and Uz = 0. In particular
−z(j) =
min(b,n−j)∑
k=1
U(j, j + k)z(j + k), j = 1 : n − 1,
|z(j)|  ‖U(j, j + 1 : j + b)‖1 ‖z(j + 1 : j + b)‖∞,
 ‖U(j, j + 1 : j + b)‖1 |z(j + b)| for j = p, q − b.
By the hypothesis on U, echoing Theorem 8,
|z(j)|  ρ|z(j + b)|<ρ2|z(j + 2b)|
and so on until
|z(j)|  ρl|z(j + lb)|
for
q + 1  j + lb  q + b.
Thus l = 
(q + b − j)/b and, for all j, the ﬁnal j + lb lies in [q + 1 : q + b]. 
Remark 12. One needs q − p>14b to guarantee negligible values in z’s envelope.
Remark 13. The assumption ‖z(j + 1 : j + b)‖∞ = |z(j + b)| yields the least decline in the envelope, i.e.
the lowest value of l. However the analysis is crude, for the sake of simplicity, and if |U(j, j + 1)| 
|U(j, j + b)| for j = p : q then the decay in the envelope will be more rapid than indicated in the lemma
above.
5. Conclusion
We have shown that for significant matrix classes a sequence p : q of consecutive integers where
an eigenvalue λ /∈ Gj points towards valleys in the envelope of λ’s eigenvector.
We plan to exploit these results computationally in another paper.
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