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Abstract
We study classical query algorithms with post-selection, and find that they are
closely connected to rational functions with nonnegative coefficients. We show that
the post-selected classical query complexity of a Boolean function is equal to the min-
imal degree of a rational function with nonnegative coefficients that approximates it
(up to a factor of two). For post-selected quantum query algorithms, a similar rela-
tionship was shown by Mahadev and de Wolf [15], where the rational approximations
are allowed to have negative coefficients. Using our characterisation, we find an expo-
nentially large separation between post-selected classical query complexity and post-
selected quantum query complexity, by proving a lower bound on the degree of rational
approximations (with nonnegative coefficients) to the Majority function. This lower
bound can be generalised to arbitrary symmetric functions, and allows us to find an
unbounded separation between non-deterministic quantum and post-selected classical
query complexity. All lower bounds carry over into the communication complexity
setting.
We show that the zero-error variants of post-selected query algorithms are equiva-
lent to non-deterministic classical query algorithms, which in turn are characterised by
nonnegative polynomials, and for some problems require exponentially more queries to
the input than their bounded-error counterparts. Finally, we describe a post-selected
query algorithm for approximating the Majority function, and an efficient query algo-
rithm for approximate counting.
1 Introduction
Post-selection is the (hypothetical) power to discard all the runs of a computation in which
a particular event does not occur. For instance, suppose that we have a Boolean formula,
and we wish to find an assignment of values to the variables that makes the formula evaluate
to true. If we are guaranteed that such an assignment exists, then post-selection allows us
to easily find it: we just guess a random assignment of values to the variables, and then
post-select on the event that the formula evaluates to true. Thus, an ordinarily difficult
problem becomes trivial when we have the power to post-select. We might then ask the
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following question: given the power of post-selection, which problems become easy to solve,
and which remain difficult?
The complexity class that captures this model of computation is PostBPP [10, 1]:
bounded-error probabilistic polynomial time (BPP) with post-selection. More precisely,
PostBPP is the class of languages L for which there exist two polynomial-time randomised
classical algorithms A and B such that for all x,
If x ∈ L Pr[A(x) = 1|B(x) = 1] ≥ 2/3
If x /∈ L Pr[A(x) = 1|B(x) = 1] ≤ 1/3
and Pr[B(x) = 1] > 0, where the probabilities are taken over the random bits given to the
algorithm. We can think of the algorithm B as the ‘post-selector’, which tells us whether
or not to accept the output of A. An alternative characterisation of the class is in terms of
computational path lengths: here, in contrast to the class BPP, we allow the computational
paths of a randomised algorithm to have different lengths, so that an input is accepted if
there are at least twice as many possible accepting paths than rejecting paths, and is
rejected if there are at least twice as many possible rejecting paths than accepting paths.
In this view we no longer use post-selection, and instead design our algorithms so that the
number of paths that return the correct answer sufficiently overwhelm the number of paths
that return the incorrect answer. For this reason PostBPP is sometimes called BPPpath.
It is known that PostBPP contains MA and PNP[log] (P with an NP oracle that can be
called a logarithmic number of times), and is contained in PP, BPPNP, and the third level
of the polynomial hierarchy [10]. Hence, PostBPP lies somewhere between the first and
third levels of the polynomial hierarchy. Its quantum counterpart, PostBQP, was shown
by Aaronson [3] to be equal to the class PP. Toda [24] showed that any problem in the
polynomial hierarchy (PH) can be reduced to solving a polynomial number of problems
in PP, and hence that PH ⊆ PPP. Therefore, quantum post-selection appears to be more
powerful than classical post-selection, but the precise difference in computational power is
not entirely clear. Indeed, if PostBPP = PostBQP, then the polynomial hierarchy collapses
– something that is believed to be extremely unlikely. Conversely, the non-collapse of the
polynomial hierarchy would imply that the computational powers of classical post-selection
and quantum post-selection are far apart.
This observation forms the basis of many results in the area of quantum computational
supremacy1 [11, 14]. In particular, if it were possible to efficiently simulate a quantum
computer using a classical computer, then this would imply that a classical computer with
post-selection could efficiently simulate a quantum computer with post-selection (i.e. that
PostBPP = PostBQP) which, as noted above, is generally believed to be unlikely to be
true. Moreover, many non-universal models of quantum computation become universal
1Quantum computational supremacy refers to the experimental realisation of a (perhaps non-universal)
quantum computer that can unambiguously outperform any existing (or soon to exist) classical computer
for some task, and is considered to be an important milestone in the field of quantum computation.
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once post-selection is allowed [5], and so even an efficient classical simulation of one of
these restricted models of quantum computing would lead to a collapse of the polynomial
hierarchy [11]. Therefore, the study of both classical and quantum computation with post-
selection might yield interesting insights into the differences between classical and quantum
computation in general.
In this work, we study the query analogue of the class PostBPP. The query analogues
of complexity classes can often shed light on the differences between various models of
computation: for instance, it is possible to rigorously prove separations between the power
of quantum and classical computation in the query model [4]; however, we do not know
how to prove such strong results in the context of circuit complexity, where important
questions remain open.
In the query model, we count only the number of times that an algorithm needs to access
the bits of the input string to be able to compute some (usually Boolean) function, and
not the total computation time. Recently, the query complexity of post-selected quantum
computation was studied by Mahadev and de Wolf [15]: they showed that the post-selected
quantum query complexity (PostQ) of a Boolean function is equal, up to a constant factor
of 2, to the minimum degree of a rational function that approximates that function. The
link between post-selection and rational approximation was first pointed out by Aaronson
[3], but was made rigorous in [15]. Here, we study the classical analogue of this query
model, and find that the classical post-selected query complexity (which we name PostR)
is related in a similar way to the degrees of rational functions that have only positive
coefficients.
We remark that our lower bounds carry over to the communication complexity setting (see
Section 3.2 for a definition of this model). Post-selected classical communication complex-
ity, which we write PostRCC, has been studied previously: as “approximate majority covers”
in [13], and “zero-communication protocols” in [7], where the term “extended discrepancy”
was coined for the dual characterisation. Go¨o¨s et al. [8] proved a so-called ‘simulation
theorem’, showing that lower bounds in certain query models can yield lower bounds in
their communication analogues. Our characterisation of post-selected classical query com-
plexity in terms of the degrees of rational functions can therefore also be used to derive
lower bounds in the communication complexity setting.
1.1 Organisation
Section 2 provides some definitions that will be useful throughout the paper. In Section 3,
we describe our main results, and then in Section 4 we prove these results. In Section 5, we
prove lower bounds on the post-selected classical query complexity of approximating the
Majority function, and describe an optimal (up to constant factors) algorithm for doing so.
In Appendix B we generalise the lower bound to arbitrary symmetric functions. Finally, in
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Section 6 we describe an efficient post-selected query algorithm for approximate counting.
2 Definitions
We begin by introducing and defining some concepts that will be helpful in understanding
our results. Here and elsewhere, we use the notation [N ] to represent the set of integers
{1, . . . , N}, and we write |x| to denote the Hamming weight of the bit-string x. For an
overview of complexity measures for Boolean functions and their relationships to each
other, see for example the survey paper by Buhrman and de Wolf [6].
2.1 Polynomial approximations
In this work we will concentrate on N -variate polynomials in which the input variables
take on values from {0, 1}. Such an N -variate polynomial is a function P : {0, 1}N → R,
which can be written as P (x) =
∑
S⊆[N ] αSXS , where XS =
∏
i∈S xi, and the αi are real
coefficients. The degree of P is deg(P ) = max{|S| : αS 6= 0}. Since xki = xi for k ≥ 1, we
can restrict our attention to multilinear polynomials, where the degree of each variable is
at most 1 (and therefore the degree of any polynomial is at most N).
For  ∈ [0, 1/2), we say that a polynomial P -approximates a function f : D ⊆
{0, 1}N → R, if |f(x) − P (x)| ≤  for all inputs x ∈ D. The -approximate degree of f ,
abbreviated deg(f), is the minimum degree over all polynomials that -approximate f .
The exact degree of f is usually written as deg(f), and the ‘approximate degree’ of f , for
some constant  bounded away from 1/2 (usually  is chosen to be 1/3) is written as d˜eg(f).
2.1.1 Non-deterministic polynomials
We will also have reason to consider non-deterministic polynomials. A non-deterministic
polynomial for f is a polynomial P : {0, 1}N → R which is non-zero iff f(x) = 1. The non-
deterministic degree of a function f is the smallest degree of a non-deterministic polynomial
for f , and is written ndeg(f).
2.1.2 Nonnegative literal polynomials
As well as non-deterministic polynomials, we will briefly consider nonnegative literal poly-
nomials, introduced by Kaniewski et al. in [12]. These are 2N -variate polynomials over
the variables {xi, (1 − xi) : i ∈ [N ]} with only nonnegative coefficients. For a function
f : {0, 1}N → R+, let the nonnegative literal degree for ‘yes’-instances, ldeg+1 (f), be the
minimum degree over nonnegative literal polynomials that equal f(x) for all x ∈ {0, 1}N .
Similarly, let the nonnegative literal degree for ‘no’-instances, ldeg+0 (f) be the minimum
degree over nonnegative literal polynomials that equal 1−f(x) for all x ∈ {0, 1}N . Finally,
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define ldeg+(f) = max{ldeg+0 (f), ldeg+1 (f)}. The reason for this slightly non-standard
definition of polynomial degree should become apparent later in this section.
2.2 Rational functions
A rational function, or rational polynomial, R = P/Q is the ratio of two N -variate poly-
nomials P and Q, where Q is defined to be non-zero everywhere to avoid division by zero.
The degree of R is defined to be the maximum of the degrees P and Q. As before, we
say that a rational function -approximates a function f if |P (x)/Q(x)− f(x)| ≤  for all
x ∈ D. The -approximate rational degree rdeg(f) of f is the minimum degree over all
rational functions that -approximate f . In this work, we will consider 2N -variate rational
functions over the variables {xi, (1− xi) : i ∈ [N ]} in which all of the coefficients of P and
Q are nonnegative, and call such a function a rational function with positive coefficients
(note that these are not as general as rational functions with arbitrary coefficients – indeed,
if f is a rational function with positive coefficients then f(x) ≥ 0 for x ∈ [0, 1]). We denote
by rdeg+ (f) the minimum degree over all rational functions with positive coefficients that
-approximate f .
2.3 Post-selected classical query algorithms
Here we define the complexity measure PostR: the query complexity of post-selected
(randomised) classical computation with error . First we precisely define what we mean
by a classical post-selected query algorithm.
Definition 1. A classical post-selected query algorithm A consists of a probability distribu-
tion over deterministic decision trees2 that can output 0, 1, or ⊥ (‘don’t know’). Given an
input x, A chooses a decision tree from its distribution (independently of x), and outputs
the answer of that decision tree on input x. For a Boolean function f , we require that the
output of A on x satisfies
Pr[A(x) = f(x)|A(x) 6=⊥] ≥ 1− 
for some choice of  ∈ [0, 1/2).
Note that this definition is similar to the one given for PostBPP in Section 1, in which
we consider a separate algorithm B to be the ‘post-selector’. It is easy to see that the two
views are equivalent – we can consider a single algorithm/decision tree that outputs 0, 1,
or ⊥; or two algorithms/decision trees that each output 0 or 1.
Now we can define the complexity measure PostR.
2A (deterministic) decision tree is an adaptive algorithm for computing Boolean functions that chooses
which input variable to query next based on the answers to the previous queries.
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Definition 2. The -approximate post-selected classical query complexity of a Boolean
function f , written PostR(f), is the minimum query complexity over all classical post-
selected query algorithms that -approximate f .
One might ask what happens if we are allowed multiple rounds of post-selection: that is,
what if we allow a post-selected query algorithm to be used as a subroutine inside another
post-selected query algorithm? In this case, every Boolean function can be computed
up to constant bounded error using only 1 query to the input: we can construct a post-
selected query algorithm that decides, up to arbitrarily small one-sided error, whether some
‘guessed’ string y equals the input x. Then, using this as a subroutine, we can guess a
string y and post-select on it being equal to x. Then we output f(y), which will be correct
with bounded error (of, say, 1/3), and requires only a single query to x (made by the single
call to the subroutine). A more rigorous proof of this observation is given in Appendix A.
2.4 Certificate complexity and non-deterministic query complexity
Let f : D ⊆ {0, 1}N → {0, 1} be an N -bit Boolean function. Then we have the following
definitions:
Definition 3 (Certificate complexity). A b-certificate for an input x is an assignment
Cb : S → {0, 1} to some set S ⊆ [N ] of variables, such that f(x) = b whenever an input
x is consistent with Cb. The size of the certificate Cb is |S|. The b-certificate complexity
Cxb (f) of f on input x is the minimal size of a b-certificate that is consistent with x (where
b = f(x)). The 1-certificate complexity is C1(f) = maxx:f(x)=1C
x(f). The 0-certificate
complexity C0(f) is defined analogously. Finally, we define the certificate complexity of f
to be C(f) = max{C0(f),C1(f)}.
Definition 4 (Non-determinstic query algorithms). A non-deterministic query algorithm
for b-instances is a randomised algorithm whose acceptance probability is positive if f(x) =
b, and zero if f(x) = 1 − b. Then the non-deterministic query complexity on input x,
Nf(x)(f), is the minimum number of queries required by a classical algorithm to achieve
the above behaviour on input x. The non-deterministic query complexity for 1-instances
is N1(f) = maxx:f(x)=1N1(f), and the non-deterministic query complexity for 0-instances,
N0(f), is defined analogously. Finally, the non-deterministic query complexity of f is
defined to be N(f) = max{N0(f),N1(f)}.
If we replace the classical query algorithm with a quantum query algorithm, we obtain
the quantum counterparts of the above complexity measures NQ1,NQ0 and NQ.
The following results from [25] and [26] will prove useful later on:
Lemma 1 ([25], Proposition 1). For any Boolean function f ,
Cb(f) = Nb(f)
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for b ∈ {0, 1}. Therefore,
C(f) = N(f).
Lemma 2 ([26], Theorem 2.3). For any Boolean function f ,
NQ(f) = ndeg(f) ≤ N(f).
Finally, we have the following useful result:
Lemma 3 ([25]). Let f be a non-constant symmetric function on N variables. Suppose f
achieves value 0 on z Hamming weights k1, . . . , kz. Then ndeg(f) ≤ z.
Proof. Since |x| = ∑j xj , then (|x| − k1)(|x| − k2) · · · (|x| − kz) is a non-deterministic
polynomial for f with degree at most z.
In [12], Kaniewski et al. show that the minimal degree of (literal) polynomials with pos-
itive coefficients (i.e. those described in Section 2.1.2) exactly characterises the model of
‘classical query complexity in expectation’: in this model, we consider (classical) query al-
gorithms that, on input x, output a nonnegative random variable whose expectation equals
f(x). For a function f : {0, 1}N → R+, RE(f) is the smallest number of queries that an
algorithm needs to make to obtain the above behaviour for all x ∈ {0, 1}N . In particular,
and using the notation introduced in this section, they show:
Lemma 4 ([12], Theorem 9). Let f : {0, 1}N → R+. Then RE(f) = ldeg+1 (f).
In the special case that f is a Boolean function, a query algorithm that computes f in
expectation is (a slightly more constrained version of) a non-deterministic algorithm for
yes-instances of f . Combining Lemma 1 with a straightforward generalisation of this result,
we have, for any Boolean function f ,
Corollary 1. C(f) = N(f) ≤ ldeg+(f).
3 Overview of Results
Our main result is a tight connection between post-selected classical query algorithms and
rational functions with positive coefficients. This result is essentially the classical analogue
of the one shown by Mahadev and de Wolf in [15]. In particular, we show
Theorem 1. For any Boolean function f : D ⊆ {0, 1}N → {0, 1}, and  ∈ (0, 1/2) we have
rdeg+ (f) ≤ PostR(f) ≤ 2rdeg+ (f).
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That is, the post-selected classical query complexity of a Boolean function is essen-
tially equivalent to the minimal degree of a rational function with positive coefficients that
approximates that function. As in the quantum case ([15]), we obtain a tight relation
between the two complexity measures. This can be contrasted to the ordinary case (i.e.
without post-selection), where the approximate degree d˜eg(f) of a function is only known
to be polynomially related to the randomised query complexity R(f), and where polyno-
mial gaps have indeed been shown to exist [4].
Our next result concerns the special case of exact approximation:
Theorem 2. For any Boolean function f : D ⊆ {0, 1}N → {0, 1} we have
PostR0(f) = N(f) = C(f).
Combining this result with Corollary 1, we have an upper bound on the complexity of
zero-error post-selected classical query algorithms:
Corollary 2. PostR0(f) ≤ ldeg+(f).
There is a long-standing open question, attributed to Fortnow, but given by Nisan and
Szegedy in [17], which asks: is there a polynomial relation between the exact rational degree
of a (total) Boolean function f and its usual polynomial degree? In [15], Mahadev and
de Wolf recast this question in the context of post-selection algorithms: can we efficiently
simulate an exact quantum algorithm with post-selection by a bounded-error quantum
algorithm without post-selection?
By considering exact classical algorithms with post-selection, it is tempting to say that
we have resolved this question in the case where the rational approximation can have only
positive coefficients, but, unfortunately, the results of Theorem 1 break down when  = 0.
What we can state is the following:
Corollary 3. Given a degree-d rational function with only positive coefficients that exactly
represents a Boolean function f , it is possible to construct a post-selected classical query
algorithm A with query complexity at most d, such that when f(x) = 1, A(x) = 1 with
certainty, and when f(x) = 0, Pr[A(x) = 0] ≥ 11+δ for arbitrary δ > 0.
That is, we can obtain an algorithm with arbitrarily small one-sided error, but not an exact
algorithm.
3.1 Separations
It is often instructive to find explicit functions that exhibit a gap between complexity
measures. Here we seek functions that separate post-selected classical query complexity
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from various other complexity measures. In our case, the OR function3 provides a number
of useful separations. A post-selection algorithm for the N -bit OR function is as follows:
• Choose a bit xi, i ∈ [N ] uniformly at random from the input.
• If xi = 1, return 1.
• Else return 0 with probability 1/(2N).
• Else return ⊥ (‘don’t know’).
We post-select on not seeing ⊥ as the outcome. In the case that the input is the all-zero
string, then the algorithm can only ever return 0, conditioned on it not returning ⊥. In
the case that at least one bit is equal to 1, the probability that the algorithm returns 1 is
Pr[return 1|not return ⊥] = Pr[return 1]
Pr[not return ⊥] =
|x|/N
|x|/N + (1− |x|/N) · 1/(2N) ≥ 2/3.
Therefore, we can compute the OR function up to (one-sided) error 1/3 using a single
query to the input, and hence PostR1/3(OR) = 1. By combining this with existing results,
we obtain the following separations:
• A super-exponential separation from bounded-error quantum query complexity (Q2),
since Q2(OR) = Θ(
√
N) due to Grover’s algorithm [9].
• An unbounded separation from exact post-selected classical query complexity: since
C1(OR) = 1 and C0(OR) = N , then C(OR) = N and so by Theorem 2, PostR0(OR) = N .
• A super-exponential separation from quantum certificate complexity QC4, since QC(OR) =
Ω(
√
N), as shown by Aaronson [2]. This separation is interesting, since QC is the
query analogue of the class QMA, and it is not clear whether PostBPP is more pow-
erful than QMA.
Hence, post-selection makes the OR function trivial to compute up to bounded error,
and shows that post-selected algorithms (both quantum and classical) can be much more
powerful than classical, quantum, and non-deterministic (or exact post-selected) query
algorithms. The OR function is an example of a problem that is easy for both quantum
and classical post-selection. Indeed, a simple degree-1 rational function for estimating the
OR function up to bounded error is
POR(x) =
∑N
i=1 xi
+
∑N
i=1 xi
,
3Defined as OR(x) =
{
0 if x = 00 . . . 0
1 o.w.
4See [2] for a definition of quantum certificate complexity.
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for some small and fixed constant  > 0. This polynomial has only positive coefficients,
and thus allows for an approximation by a classical post-selected query algorithm. In
order to separate post-selected classical query complexity and post-selected quantum query
complexity, we must find a function that allows for a low-degree rational approximation,
but does not allow for a low-degree approximation by rational functions with only positive
coefficients.
To this end, in Section 5 we prove a Ω(N) lower bound on the post-selected classical
query complexity of approximating the Majority function, defined on N -bit strings as:
MAJN (x) =
{
1 if |x| > N/2
0 if |x| ≤ N/2 .
This gives an exponential separation between quantum and classical post-selected query
complexities. In particular, we show
Theorem 3. PostR1/3(MAJN ) = Θ(N).
Since PostQ(MAJ) = Θ(logN) [15] and PostR(MAJ) = Θ(N), this result shows that
post-selected quantum computation can be much more powerful than post-selected classi-
cal computation in the query model.
Following this, we generalise the lower bound to any symmetric function f . Write fk = f(x)
for |x| = k, and define
Γ(f) = min{|2k −N + 1| : fk 6= fk+1, 0 ≤ k ≤ N − 1,
Then we show:
Theorem 4.
PostR(f) ≥ 1
8
(N − Γ(f)) ,
for all non-constant symmetric Boolean functions f .
This result is similar to a result of Paturi [19]:
Theorem 5 (Paturi). If f is a non-constant symmetric Boolean function on {0, 1}N , then
d˜eg(f) = Θ(
√
N(N − Γ(f))).
The lower bound from Theorem 4 above can be written in a similar form:
rdeg+(f) = Ω(N − Γ(f))
for any (non-constant) symmetric function f .
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We can use this characterisation to separate non-deterministic quantum query complexity
and post-selected classical query complexity. Consider the N -bit function
f(x) =
{
0 if |x| = dN/2e
1 o.w.
By Lemma 3, we know that NQ(f) ≤ ndeg(f) ≤ 1, since f is 0 on only one Hamming
weight |x| = dN/2e. On the other hand, we have Γ(f) = O(1) and so by Theorem
4, PostR(f) = Ω(N). This gives an unbounded separation between non-deterministic
quantum query algorithms and post-selected classical query algorithms, and also implies
that ndeg(f) ≤ rdeg+(f).
3.2 Relation to communication complexity
Our results have some interesting connections to the communication complexity model. In
this model, we consider two parties, Alice and Bob, who together want to compute some
function f : D → {0, 1}, where D ⊆ X × Y . Alice receives input x ∈ X, Bob receives
input y ∈ Y , with (x, y) ∈ D. Typically, we choose X = Y = {0, 1}n. As the value f(x, y)
will generally depend on both x and y, some amount of communication between Alice and
Bob is required in order for them to be able to compute f(x, y). If D = X × Y , then the
function f is called total, otherwise it is called partial. The communication complexity of
f is then the minimal number of bits that must be communicated in order for Alice and
Bob to compute f .
In the introduction, we mentioned a method for obtaining lower bounds in communi-
cation complexity from lower bounds in query complexity, via the ‘simulation theorem’ of
Go¨o¨s et al. [8]. More precisely, they show that any PostRCC protocol for the composed
function f ◦ gN (where g is a particular small two-party function, often called a ‘gad-
get’5) can be be converted into a corresponding query algorithm for f , which implies that
PostRCC(f ◦ gN ) ≥ Ω(PostR(f) · logN). The authors prove analogous results for other
models of computation, in which the lower bound becomes an equality (up to constant
factors). Interestingly, for post-selection only a lower bound was shown, and so we cannot
use our results to completely characterise the communication analogue of PostR.
In Section 5, we prove a Ω(N) lower bound on the post-selected classical query com-
plexity of approximating the Majority function. In [13], Klauck gives an analogous Ω(N)
lower bound on the post-selected classical communication complexity of approximating the
Majority function. We note that this lower bound could also be obtained by combining the
5In this case, g is chosen to be
• g(x, y) := 〈x, y〉 mod 2, where x, y ∈ {0, 1}b
• The block length b = b(N) satisfies b(N) ≥ 100 logN .
11
lower bound presented in this work with the fact that lower bounds on query complexity
imply lower bounds on communication complexity in the presence of post-selection.
The reader familiar with communication complexity might wonder why Klauck’s lower
bound doesn’t immediately imply the query lower bound, since Alice and Bob can run a
communication protocol in which they just simulate the query algorithm, and hence the
communication complexity is upper bounded by the query complexity. However, in order
to simulate (post-selected) query algorithms in this way we require that the two parties
have access to shared randomness, whereas Klauck’s lower bound assumes that the two
parties only have access to private randomness. This is a somewhat necessary assumption
– if we allow for shared randomness, then all Boolean functions have O(1) communication
complexity [8] unless we incorporate an extra charge of log(1/α) into the communication
cost, where α is the probability that the query algorithm returns ‘don’t know’.
On the other hand, Klauck [13] gives an O(logN) upper bound for approximating the
Majority function in the communication complexity analogue of the class PP. This upper
bound is analogous to the one from [15] for the query complexity analogue of the class
PostBQP = PP, and hence we suspect that Sherstov’s [20] lower bound on the rational
polynomial degree of the Majority function also carries over into the communication com-
plexity setting.
3.3 Techniques
The proof of our main result (Theorem 1) – namely that any degree-d rational function
with positive coefficients can be approximated by a O(d)-query post-selected classical query
algorithm – uses the observation that we can treat such rational functions as probability
distributions over sets of monomials. Hence, given a rational function, we can sample
from the set of monomials and use the probability amplification powers of post-selection
to accurately approximate its value. On the other hand, if the coefficients of the ratio-
nal functions can be negative, or take complex values, then the view that the coefficients
represent probabilities can be replaced by the view that they are ‘amplitudes’ that can in-
teract in complicated ways to produce more complex behaviour. This view is used in [15],
in which post-selected quantum algorithms are used to approximate rational functions by
constructing quantum states whose amplitudes are proportional to the coefficients of the
monomials of the rational functions. Hence, the only difference between classical and quan-
tum post-selected query algorithms is in the use of complex amplitudes over conventional
probabilities – an intuition that fits nicely with our understanding of quantum mechanics.
In order to prove the lower bounds in Section 5, we essentially bound how fast a low-
degree (univariate) rational function can grow around a certain threshold. Similarly to
other lower bounds on the degrees of polynomials that approximate threshold functions
(e.g. [19]), we find that the nearer this threshold is to the ‘middle’, the faster the rational
function needs to grow, and hence the larger its degree needs to be. Crucially, without the
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presence of negative coefficients, there can be no ‘cancelling out’ between the monomials of
the polynomials that form the rational function, and therefore their degrees must be large
enough to allow for rapid growth from 0 to 1 around the threshold value.
Many of the other results in the paper involve the construction of post-selected query
algorithms. Each algorithm follows the same general structure:
• Query some input bits.
• Based on these bits (for example, we might run some deterministic algorithm with
these bits as input), either:
– Accept.
– Reject with some fixed small probability.
• Otherwise return ‘don’t know’.
• Finally, post-select on not seeing ‘don’t know’.
The power of post-selection lies in the ability to decide to return ‘don’t know’ rather than
reject, which allows us to drastically amplify the success probability of the underlying al-
gorithm. For instance, suppose that we want to compute the OR function on N bits, and
are therefore trying to determine if the input string x is all zeroes, or if it contains at least
one 1. In the first step, we can query a single element. If this element is 1, then we know
for certain that OR(x) = 1, and so we return 1. In the case that this bit is not 1, then
we still don’t know whether OR(x) = 0 or 1; however, we have gained some information
about the input: at least one bit is 0. With complete ignorance about the rest of the input
string, we can assign a probability to the event that the other N − 1 bits of the input
string are also zero: namely, 1
2N−1 . So, with probability
1
2N−1 we return 0, and otherwise
we return ‘don’t know’. In this way, if there is at least one input bit set to 1, then we can
amplify the probability that the algorithm will return 1 to a constant greater than, say, 2/3.
An interesting phenomenon of success probability amplification in post-selected query algo-
rithms was observed by Sherstov [20], in the context of rational approximations to Boolean
functions.
Lemma 5. [Sherstov [20]] Denote by R(f, d) the smallest error achievable by a degree-d
rational approximation to the Boolean function f : X ⊆ RN → {0, 1}. Then for all integers
d > 1 and reals t > 2,
R(f, td) ≤ R(f, d)t/2.
Informally, this result says the following: given a rational function that -approximates
a function f , we can obtain a new rational function that 2-approximates f by increasing
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the degree by at most a constant factor of 4. We can then repeatedly apply this proce-
dure to amplify the probability of success further. Sherstov describes how to construct the
new rational function without introducing any negative coefficients, so by Theorem 1 we
would expect to see a similar amplification property for post-selected classical (and quan-
tum) query algorithms. Indeed, we implicitly make use of this observation in our proof of
Theorem 1.
4 Proofs of the main results
4.1 Exact post-selected query complexity = certificate complexity
Here we show that when post-selected query algorithms are not allowed to make mistakes,
they are equivalent to non-deterministic query algorithms.
Theorem 2. For any Boolean function f : D ⊆ {0, 1}N → {0, 1} we have
PostR0(f) = N(f) = C(f).
This result follows from the following upper and lower bounds, and the fact that N = C [25].
• PostR0 ≤ C,
• PostR0 ≥ max{N0,N1} = N.
4.1.1 PostR0 ≤ C
To prove this bound, we construct a PostR0 algorithm A that can compute any Boolean
function f using at most C queries to the input. Given an n-bit input x ∈ {0, 1}N , we
compute f(x) ∈ {0, 1} as follows:
• Choose a random certificate (which can be either a 1-certificate or a 0-certificate) C.
• If x is consistent with C, then output 0 if C is a 0-certificate, or 1 if C is a 1-certificate.
• Otherwise, output ⊥.
Then we post-select on not seeing ⊥. The query complexity follows from the fact that the
algorithm only checks one certificate, whose size will be at most C. To prove correctness,
consider the case where f(x) = 0. In this case, at least one of the 0-certificates will be
consistent with x, and none of the 1-certificates will be. Let the number of consistent
0-certificates be c. Then
Pr[A(x) = 0|A(x) 6=⊥] = Pr[A(x) = 0]
Pr[A(x) 6=⊥] =
c/2N
c/2N
= 1.
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Where the value of the denominator follows from the fact that only a 0-certificate can be
consistent with x and cause the algorithm to not return ⊥. A similar argument holds in
the case that f(x) = 1. Hence, the algorithm will return the value of f(x) with certainty
in all cases.
4.1.2 PostR0 ≥ max{N0,N1} = N
Here we show that, given a zero-error classical post-selected query algorithm, it is possible
to construct a non-deterministic classical query algorithm whose query complexity is equal
to the query complexity of the post-selection algorithm.
Suppose that we are given the description of a PostR0 algorithm for computing some
boolean function f . Such an algorithm is defined by a probability distribution over a set
of decision trees that each output 0, 1, or ⊥ for some input x. If we replace the ⊥ output
with 0, then we obtain a non-deterministic algorithm for ‘yes’ instances: any tree chosen
from the distribution will either output f(x) or 0, thus the probability of the algorithm
accepting is non-zero if and only if f(x) = 1. Likewise, if we replace the ⊥ output with 1,
then we obtain a non-deterministic algorithm for ‘no’ instances. In both cases, the decision
trees themselves have not been changed, and therefore the query complexity of the non-
deterministic algorithm is the maximum of the query complexity of any of the decision
trees, which is just the query complexity of the post-selection algorithm. This is enough
to show that PostR0(f) ≤ max{N0,N1} = N for all f .
By Lemma 1, we have N = C (i.e. the non-deterministic query complexity is the same
as the certificate complexity) [25], and so PostR0 = N = C. This result is perhaps a little
surprising – classical post-selection provides no advantage over non-deterministic query
algorithms when it is not allowed to make mistakes.
4.2 Bounded-error post-selected query algorithms are more powerful
than non-deterministic query algorithms
4.3 PostR1/3 ≤ min{C0,C1}
Here we show that classical post-selection can have a (much) smaller query complexity than
non-deterministic query algorithms when it is allowed to make mistakes. In particular, we
consider the case where the post-selection algorithm must return f(x) with probability
≥ 2/3.
Given some input x ∈ {0, 1}N , we show that it is possible to compute f(x) ∈ {0, 1} up
to bounded-error using at most min{C0,C1} queries with classical post-selection. First we
show that f(x) can be computed using at most C1 queries, using the following post-selection
algorithm:
• Choose a random 1-Certificate C.
• If x is consistent with C, then output 1.
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• Else output 0 with probability 1/2N+1.
• Otherwise, output ⊥.
Then we post-select on not obtaining ⊥. The algorithm only makes use of a single 1-
Certificate, and hence makes at most C1 queries to the input.
To show correctness, first suppose that f(x) = 1. Then there must exist at least one
1-Certificate that is consistent with x. Since there are at most 2N 1-Certificates for f ,
then the probability that at least one randomly chosen 1-Certificate is consistent with x is
≥ 1/2N . Then the probability of seeing 1, post-selecting on not seeing ⊥, is given by
Pr[see 1|not see ⊥] = Pr[see 1]
Pr[not see ⊥]
≥
1
2N(
1− 1
2N
)
1
2N+1
+ 1
2N
=
1
1
2 − 12N+1 + 1
>
1
1
2 + 1
=
2
3
.
On the other hand, suppose that f(x) = 0. Then there is no 1-Certificate C that is
consistent with x. So, regardless of our choice of C, the algorithm always either returns 0
with probability 1/2N+1, or otherwise returns ⊥. Hence, in this case, we have
Pr[see 0|not see ⊥] = Pr[see 0]
Pr[not see ⊥]
=
1/2N+1
1/2N+1
= 1.
So, when f(x) = 1, the algorithm returns 1 with probability at least 2/3. If f(x) = 0, the
algorithm returns 0 with certainty. It does this by making at most C1 queries to x, where
C1 is the maximum size of a 1-certificate for f . This implies that PostR1/3(f) ≤ C1(f).
We can use a similar algorithm to show that PostR1/3 ≤ C0. Consider the following
algorithm:
• Choose a random 0-Certificate C.
• If x is consistent with C, then output 0.
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• Else output 1 with probability 1/2N+1.
• Otherwise, output ⊥.
By a similar proof to the previous case, if f(x) = 0, we return 0 with probability > 2/3. If
f(x) = 1, we return 1 with certainty. Hence, PostR1/3(f) ≤ C0(f).
Combining these cases, we have that PostR1/3 ≤ min{C0,C1} ≤ C, with equality be-
tween the two terms on the right only when C0 = C1.
4.4 Query complexity with classical post-selection ≈ degree of rational
approximation with positive coefficients
Here we prove our main result – that the complexity of post-selected classical query algo-
rithms is tightly characterised by the minimal degree of rational functions with positive
coefficients.
Theorem 1. For any Boolean function f : D ⊆ {0, 1}N → {0, 1}, and  ∈ (0, 1/2) we have
rdeg+ (f) ≤ PostR(f) ≤ 2rdeg+ (f).
To prove this, we begin by showing that for any d-query classical post-selected query
algorithm on the variables {x1, . . . , xN}, there is a corresponding degree-d rational function
over the variables {x1, . . . , xN}∪{(1−x1), . . . , (1−xN )} that has only positive coefficients.
Lemma 6. For all Boolean functions f , rdeg+ (f) ≤ PostR(f)
Proof. Consider a classical post-selected query algorithm with complexity PostR that com-
putes some boolean function f : {0, 1}N → {0, 1} with bounded error . We take the view
that this algorithm consists of a probability distribution σ over a number of determin-
istic decision trees. Each decision tree i computes two functions gi(x) and hi(x), where
x = x1, . . . , xN . The first, g, is the tree’s (proposed) answer to the Boolean function, and
the second, h, is the post-selection function. Each decision tree must compute both of these
functions using at most PostR queries to the input. Denote the decision tree complexities
of gi and hi by D(gi) and D(hi), respectively. Associated to each boolean function gi and hi
are (unique) multivariate polynomials pi and qi [17], such that deg(pi), deg(qi) ≤ PostR(f).
The acceptance probability of the algorithm is given by
Pr
i
[gi(x) = 1|hi(x) = 1] = Pri[gi(x) = 1]
Pri[hi(x) = 1]
=
Pri[pi(x) = 1]
Pri[qi(x) = 1]
.
The latter term is just a rational function P/Q, where P (x) =
∑
i σ(i)pi(x) and Q(x) =∑
i σ(i)qi(x). Since gi and hi are total Boolean functions, the associated polynomials pi and
qi can be written as polynomials in the variables {x1, . . . , xN}∪{(1−x1), . . . , (1−xN )}, and
only positive coefficients. To see this, consider some depth-1 decision tree, which queries
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the input bit xi, and then outputs b ∈ {0, 1} if xi = 1, or 1− b otherwise. Such a decision
tree can be (exactly) represented by the degree-1 polynomial d(x) = bxi + (1− b)(1− xi).
Now consider a depth-T decision tree t, which begins by querying the input bit xt. To
obtain the polynomial that represents this tree, we can start at the root and write the
corresponding polynomial as dt(x) = xtdl(x) + (1−xt)dr(x), where dl(x) and dr(x) are the
polynomials corresponding to the left and right sub-trees of t, respectively. In this way,
the polynomial can be defined recursively in T steps, where at each stage the polynomial
increases in degree by at most 1. When we reach a leaf of the tree, then the depth-1
case is used to determine the coefficient of each monomial in the polynomial. It follows
that the resulting polynomial can be written as a degree-T polynomial in the variables
{x1, . . . , xN} ∪ {(1− x1), . . . , (1− xN )}, and only positive coefficients.
Hence, we have that P and Q are both polynomials with positive coefficients, and
therefore P/Q is a rational function with positive coefficients that -approximates f and
has degree rdeg+ (f) = maxi{deg(pi), deg(qi)} = maxi{D(gi),D(hi)} ≤ PostR(f).
To illustrate, consider the following PostR algorithm for approximating the AND func-
tion6 up to bounded error 1/3:
• Choose a variable xi uniformly at random from x.
• If xi = 0, return 0.
• Else with probability 12N , return 1.
• Else return ⊥.
• Post-select on not seeing ⊥.
Clearly, this algorithm makes one query to the input, and so we would expect the corre-
sponding rational function to have degree 1. In this algorithm, each decision tree is of the
following form:
• Query variable xi, where i is fixed in advance.
• If xi = 0, return 0.
• Else, either return 1 or ⊥.
We require that for each i, there are 2N − 1 trees that output ⊥ in the final step, and only
one that outputs 1. For each i, if we choose a tree uniformly at random, the probability that
it returns 1 is Pr[see 1] = 12N xi. The probability that it doesn’t return ⊥ is Pr[not see ⊥] =
6Defined as AND(x) =
{
1 if x = 11 . . . 1
0 o.w.
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1
2N xi+(1−xi). Hence, choosing i also uniformly at random, the probability that the post-
selection algorithm returns 1 is:
Pr[see 1|not see ⊥] = Pr[see 1]
Pr[not see ⊥] =
1
N
∑
i
1
2N xi
1
N
∑
i
1
2N xi + (1− xi)
=
1
2N
∑
i xi
1
2N
∑
i xi +
∑
i(1− xi)
,
which is a degree-1 rational function in {x1, . . . , xN} ∪ {(1− x1), . . . , (1− xN )}. To check
that this polynomial does indeed approximate the AND function, consider the hardest
case to distinguish, when |x| = N − 1. In this case, we have
Pr[see 1|not see ⊥] =
1
2N (N − 1)
1
2N (N − 1) + 1
=
N − 1
N − 1 + 2N ≤ 1/3.
On the other hand, when |x| = N , we have Pr[see 1|not see ⊥] = 1, and so this polynomial
does indeed approximate the AND function up to one-sided error of 1/3.
The next step in our proof is to show that a post-selected query algorithm can accurately
determine the value of rational functions with positive coefficients.
Lemma 7. For all Boolean functions f , PostR(f) ≤ 2rdeg+ (f).
Proof. Consider an n-bit Boolean function f and a rational function P/Q with degree d =
rdeg(f) and positive coefficients that -approximates f . That is, |P (x)/Q(x)− f(x)| ≤ 
for all x ∈ {0, 1}n. In particular, for each x
• If f(x) = 1,
1−  ≤ P (x)
Q(x)
≤ 1 + 
and hence
(1− )Q(x) ≤ P (x) ≤ (1 + )Q(x).
• If f(x) = 0,
0 ≤ P (x)
Q(x)
≤ 
and hence
0 ≤ P (x) ≤ Q(x).
To approximate f with bounded error , all we need to be able to do is determine, up to
some reasonable level of error, which of these cases is true. Write P (x) =
∑
S⊆[n] αSXS
and Q(x) =
∑
S⊆[n] βSYS , and let γ =
∑
S αS +βS . We will use the notation M ∈ P (resp.
M ∈ Q) to denote the event that the monomial M belongs to the polynomial P (resp. Q).
Consider the following post-selection query algorithm:
19
• Choose k monomials M1,M2, . . . ,Mk (independently, and with replacement) from P
or Q with probabilities p(XS) = αS/γ, p(YS) = βS/γ.
• If all k monomials evaluate to 1, then:
– If all k monomials belong to P , i.e Mi ∈ P ∀i ∈ [k], return 1.
– Else if all k monomials belong to Q, i.e. Mi ∈ Q ∀i ∈ [k], return 0 with
probability r.
– Else, return ⊥.
• Else, return ⊥.
• We post-select on not seeing ⊥.
The query complexity of this algorithm is at most kd. To see correctness, consider the case
f(x) = 1. The probability of the algorithm returning 1, conditioned on not seeing ⊥, is
Pr[see 1|not see ⊥] = Pr[see 1]
Pr[not see ⊥]
=
∏k
i=1 Pr[Mi = 1] · Pr[Mi ∈ P |Mi = 1]∏k
i=1 Pr[Mi = 1] · Pr[Mi ∈ P |Mi = 1] + r ·
∏k
i=1 Pr[Mi = 1] · Pr[Mi ∈ Q|Mi = 1]
=
∏k
i=1 Pr[Mi ∈ P |Mi = 1]∏k
i=1 Pr[Mi ∈ P |Mi = 1] + r ·
∏k
i=1 Pr[Mi ∈ Q|Mi = 1]
=
1
γk
(∑
S:XS=1
αS
)k
1
γk
(∑
S:XS=1
αS
)k
+ r
γk
(∑
S:YS=1
βS
)k
=
(
∑
S αSXS)
k
(
∑
S αSXS)
k + r · (∑S βSYS)k
=
P (x)k
P (x)k + r ·Q(x)k
But since f(x) = 1, we have (1− )Q(x) ≤ P (x) ≤ (1 + )Q(x), and so
P (x)k
P (x)k + r ·Q(x)k ≥
P (x)k
P (x)k + r
(1−)kP (x)
k
=
(1− )k
(1− )k + r .
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We can perform the equivalent calculation for the case f(x) = 0:
Pr[see 0|not see ⊥] = Pr[see 0]
Pr[not see ⊥]
=
∏k
i=1 Pr[Mi = 1] · r · Pr[Mi ∈ Q|Mi = 1]∏k
i=1 Pr[Mi = 1] · Pr[Mi ∈ P |Mi = 1] + r ·
∏k
i=1 Pr[Mi = 1] · Pr[Mi ∈ Q|Mi = 1]
=
r ·∏ki=1 Pr[Mi ∈ P |Mi = 1]∏k
i=1 Pr[Mi ∈ P |Mi = 1] + r ·
∏k
i=1 Pr[Mi ∈ Q|Mi = 1]
=
r
γk
(∑
S:YS=1
βS
)k
1
γk
(∑
S:XS=1
αS
)k
+ r
γk
(∑
S:YS=1
βS
)k
=
r · (∑S βSYS)k
(
∑
S αSXS)
k + r · (∑S βSYS)k
=
r ·Q(x)k
P (x)k + r ·Q(x)k
In the case f(x) = 0, 0 ≤ P (x) ≤ Q(x), and so
r ·Q(x)k
P (x)k + r ·Q(x)k ≥
r ·Q(x)k
kQ(x)k + r ·Q(x)k
=
r
k + r
.
Choosing r =
√
k(1− )k maximises the difference between (1−)k
(1−)k+r and 1− rk+r . With
this choice of r, the probability of failure (i.e. that the algorithm returns 0 when f(x) = 1
and 1 when f(x) = 0) is
pfail ≤
√
k√
k +
√
(1− )k
.
Choosing k = 2, we have
pfail ≤ 
+ (1− ) = .
Therefore, by choosing k = 2 and r = (1 − ), we obtain a post-selected classical query
algorithm that -approximates f , and has degree at most 2rdeg+ (f), implying that PostR ≤
2rdeg+ . Note that the above algorithm still works for polynomials over the variables
{xi, . . . , xN} ∪ {(1− xi), . . . , (1− xN )}, since all we have to do to determine if a monomial
xi, . . . , xd(1 − xi′), . . . , (1 − xd′) evaluates to 1 is check that all xi, . . . , xd = 1 and all
xi′ , . . . , xd′ = 0.
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Following the first version of this paper, Ronald de Wolf pointed out that there is an
alternative proof for Lemma 7 that uses the relationship between polynomials with positive
coefficients and the model of query complexity in expectation:
Proof (Lemma 7). Consider an n-bit Boolean function f , and suppose that there ex-
ists a rational function P/Q with degree d = rdeg(f) and positive coefficients that -
approximates f . Then P and Q are both degree-d nonnegative literal polynomials such
that Q(x) > 0 and |P (x)/Q(x) − f(x)| ≤  for all x. By Lemma 4, there exist classical
d-query algorithms A and B whose expected outputs equal P (x) and Q(x), respectively.
Without loss of generality, we can assume that such algorithms only output either 0 or
some large fixed number m (if the algorithms instead output a lower value m′, we can
replace them with algorithms that output m with probability m′/m, and 0 otherwise, pre-
serving the expected output value). By definition, we have Pr[A(x) = m] = P (x)/m and
Pr[B(x) = m] = Q(x)/m. Consider the following post-selected query algorithm A:
• Run B on input x. If B(x) = 0, return ⊥.
• Otherwise, run A on input x. If A(x) = m, return 1, otherwise return 0.
• Post-select on not obtaining ⊥.
Note that Pr[B(x) = m] = Q(x), which is non-zero everywhere since Q(x) is non-zero
everywhere by definition, and therefore post-selecting on the event that B(x) = 1 is a valid
move. The probability that the algorithm returns 1 is
Pr[A(x) = 1|A(x) 6=⊥] = Pr[A(x) = B(x) = m]
Pr[B(x) = m]
=
Pr[A(x) = m]
Pr[B(x) = m]
=
P (x)/m
Q(x)/m
=
P (x)
Q(x)
,
which is close to f(x) by assumption.
5 Lower bound on the Majority function
In this section we prove a Ω(N) lower bound on the bounded-error post-selected classi-
cal query complexity of the Majority function. We consider the problem of estimating
the Majority function up to error , whose post-selected quantum query complexity is
Θ(log(N/ log(1/)) log(1/)) (where the lower bound was proved by Sherstov [20], and the
corresponding upper bound by Mahadev and de Wolf [15]). Here we prove a lower bound of
Ω
(
N
(
1−
√

1−
))
, by using the relationship between post-selected classical query com-
plexity and the degree of rational functions with positive coefficients.
The main tool that we will use to prove the lower bound is the well-known symmetriza-
tion technique, due to Minsky and Papert [16]:
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Lemma 8. [Minsky and Papert] Let f : {0, 1}N → {0, 1} be a symmetric (i.e. invariant
under permutations of the bits of the input string) Boolean function on N variables, and
let P : {0, 1}N → {0, 1} be a degree-d polynomial that -approximates f . Then there exists
a univariate polynomial p : R→ R,
p(k) = E
|X|=k
[p(x1, . . . , xN )]
of degree at most d, such that p(|x|) = P (x) for all x ∈ {0, 1}N , and hence p -approximates
f .
Our first step is to explicitly write down the form of the univariate polynomials that
correspond to multivariate polynomials in the 2N variables {x0, . . . , xN}∪{(1−x0), . . . , (1−
xN )}.
Claim 1. Let P : {0, 1}2N → {0, 1} be a degree-d polynomial in the variables {x0, . . . , xN}∪
{(1− x0), . . . , (1− xN )}, which is necessarily of the form
P (x) =
∑
S,T⊆[N ]
1≤|S|+|T |≤d
aS,T
∏
i∈S
xi
∏
j∈T
(1− xj).
Then there exists a univariate polynomial p of degree at most d, of the form
p(k) =
∑
S,T⊆[N ]
1≤|S|+|T |≤d
aS,T
(N − |S| − |T |)!
N !
k(k−1) . . . (k−|S|+1)·(N−k)(N−k−1) . . . (N−k−|T |+1)
such that, if P -approximates a symmetric Boolean function f , then p also -approximates
f , and depends only on the Hamming weight of the input string.
Proof. In the usual way, we take the expectation of P over permutations of the input bits,
or equivalently, over all bit strings with the same Hamming weight as the input. That is,
we consider
p(k) = E
|x|=k
[P (x)]
= E
|x|=k
 ∑
S,T⊆[N ]
1≤|S|+|T |≤d
aS,T
∏
i∈S
xi
∏
j∈T
(1− xj)

=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
aS,T E|x|=k
∏
i∈S
xi
∏
j∈T
(1− xj)
 .
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The expectation over strings of Hamming weight k can be written as
E
|x|=k
∏
i∈S
xi
∏
j∈T
(1− xj)
 = (N − |S| − |T |
k − |S|
)/(
N
k
)
=
(N − |S| − |T |)!
(k − |S|)!(N − k − |T |)! ·
k!(N − k)!
N !
=
(N − |S| − |T |)!
N !
· k!
(k − |S|)! ·
(N − k)!
(N − k − |T |)!
=
(N − |S| − |T |)!
N !
k(k − 1) . . . (k − |S|+ 1) · (N − k)(N − k − 1) . . . (N − k − |T |+ 1)
which is a degree (|S|+ |T |) polynomial in k. Hence, p(k) is a degree-d polynomial in k.
We remark that the coefficients aS,T are preserved in the transformation from P to the
univariate polynomial p. Therefore if P is a polynomial with nonnegative coefficients, then
p has the property that all of the coefficients aS,T are nonnegative – a fact that will be
useful later on.
Finally, we check that the symmetrization technique can still be used when working with
rational functions.
Lemma 9. Let R(x) = P (x)/Q(x) be a degree d rational function that -approximates
a symmetric N -bit Boolean function f : {0, 1}N → {0, 1}. Then there exist univariate
polynomials p and q of degrees at most d such that∣∣∣∣f(x)− p(|x|)q(|x|)
∣∣∣∣ ≤ ,
where p(k) = E|x|=k[P (x)] and q(k) = E|x|=k[Q(x)].
Proof. Since P (x)/Q(x) -approximates f(x), we have
f(x)−  ≤ P (x)/Q(x) ≤ f(x) + 
and since Q(x) is positive for all x,
Q(x)(f(x)− ) ≤ P (x) ≤ Q(x)(f(x) + ).
We take the expectation over permutations of the input bits (which is equivalent to taking
the expectation over strings with identical Hamming weights). By Lemma 8, there exist
univariate polynomials p and q such that Eσ[P (σ(x))] = p(|x|) and Eσ[Q(σ(x))] = q(|x|),
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where the expectation is taken over permutations σ ∈ SN . Then since f is invariant under
permutations of the input bits,
Eσ[Q(σ(x))(f(σ(x))− )] ≤ Eσ[P (σ(x))] ≤ Eσ[Q(σ(x))(f(σ(x)) + )]
f(x)Eσ[Q(σ(x))]− Eσ[Q(σ(x))] ≤ Eσ[P (σ(x))] ≤ f(x)Eσ[Q(σ(x))] + Eσ[Q(σ(x))]
q(|x|)f(x)− q(|x|) ≤ p(|x|) ≤ q(|x|)f(x) + q(|x|)
f(x)−  ≤ p(|x|)/q(|x|) ≤ f(x) + 
which proves the result.
Note that if P and Q are polynomials with nonnegative coefficients in the variables
{x0, . . . , xN} ∪ {(1 − x0), . . . , (1 − xN )} (i.e. precisely those polynomials that correspond
to the acceptance probabilities of post-selected classical query algorithms), then p and q
are both of the form described in Claim 1, where each coefficient aS,T is nonnegative.
We are now ready to prove the lower bound.
Theorem 6. PostR(MAJN ) ≥ N2
(
1−
√

1− (1 + o(1))
)
.
Proof. To prove the lower bound, we prove a lower bound on the degree of rational functions
with positive coefficients that approximate the Majority function, and then use Theorem
1 to obtain a lower bound on the post-selected query complexity. To begin, consider a
degree-d rational function P (x)/Q(x), with nonnegative coefficients, that approximates
the Majority function up to error . Then by Lemma 9, there exist univariate polynomials
p and q such that p(|x|)/q(|x|) -approximates the Majority function. Since MAJ(x) = 1
when |x| > N/2 and MAJ(x) = 0 when |x| ≤ N/2, we have the inequalities
(1− )q
(
N
2
+ 1
)
≤ p
(
N
2
+ 1
)
≤ (1 + )q
(
N
2
+ 1
)
(1)
and
0 ≤ p
(
N
2
)
≤ q
(
N
2
)
. (2)
From Lemma 1, we can write
q
(
N
2
)
=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,T bS,T
N
2
(
N
2
− 1
)
. . .
(
N
2
− |S|+ 1
)
· N
2
(
N
2
− 1
)
. . .
(
N
2
− |T |+ 1
)
and
q
(
N
2
+ 1
)
=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,T bS,T
(
N
2 + 1
)
N
2
(
N
2 − 1
)
. . .
(
N
2 − |S|+ 2
) · (N2 − 1) . . . (N2 − |T |+ 1) (N2 − |T |) .
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Defining ∆S,T :=
N
2
(
N
2 − 1
)
. . .
(
N
2 − |S|+ 1
) · N2 (N2 − 1) . . . (N2 − |T |+ 1), these become
q
(
N
2
)
=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,T bS,T∆S,T
and
q
(
N
2
+ 1
)
=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,T bS,T∆S,T ·
(
N
2 + 1
) (
N
2 − |T |
)
N
2
(
N
2 − |S|+ 1
) .
Our approach will be to bound the value of the term on the right for different values of d.
Since |S|+ |T | ≤ d, we have the following lower bound(
N
2 + 1
) (
N
2 − |T |
)
N
2
(
N
2 − |S|+ 1
) ≥ (N2 + 1) (N2 − d)
N
2
(
N
2 + 1
)
=
N − 2d
N
.
Since γS,T , bS,T ,∆S,T ≥ 0 for all choices of S and T , this implies that
q
(
N
2
)
≤ N
N − 2d · q
(
N
2
+ 1
)
. (3)
Combining this with inequalities (1) and (2), we have
p
(
N
2
)
≤  · q
(
N
2
)
≤ N
N − 2d · q
(
N
2
+ 1
)
≤ N
(1− )(N − 2d) · p
(
N
2
+ 1
)
and hence
p
(
N
2
)
≤ N
(1− )(N − 2d) · p
(
N
2
+ 1
)
. (4)
Similarly, we can write
p
(
N
2
)
=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,TaS,T∆S, T
and

(1− )(N − 2d) ·p
(
N
2
+ 1
)
=
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,TaS,T∆S, T · 
(1− )(N − 2d)
(
N
2 + 1
) (
N
2 − |T |
)
N
2
(
N
2 − |S|+ 1
) .
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This time we want to upper bound the value of the term on the right. Again using the fact
that |S|+ |T | ≤ d, we have
N
(1− )(N − 2d)
(
N
2 + 1
) (
N
2 − |T |
)
N
2
(
N
2 − |S|+ 1
) ≤ N (N2 + 1) N2
(1− )(N − 2d)N2
(
N
2 − d+ 1
)
=
N
(
N
2 + 1
)
(1− )(N − 2d) (N2 − d+ 1) .
We consider the values of d for which this quantity is strictly smaller than 1:
N
(
N
2 + 1
)
(1− )(N − 2d) (N2 − d+ 1) < 1

(1− )N
(
N
2
+ 1
)
< (N − 2d)
(
N
2
− d+ 1
)
0 < 2d2 − 2(N + 1)d+
(
1− 
(1− )
)
N(
N
2
+ 1).
This inequality is satisfied when
2d < (N + 1)−
√

1− (N
2 + 2N) + 1.
Once again, using the fact that γS,T , bS,T ,∆S,T ≥ 0 for all choices of S and T , we find that
if d satisfies the above constraint, then inequality (4) cannot be satisfied. Therefore, to
-approximate the Majority function, any rational function with positive coefficients must
have degree at least 12
(
(N + 1)−
√

1−(N
2 + 2N) + 1
)
. In particular, if we take  = 1/3,
then the degree d must satisfy
d ≥ N
8
and so PostR1/3(MAJ) = Ω(N). More generally, we have PostR(MAJN ) ≥ N2
(
1−
√

1− (1 + o(1))
)
.
It turns out that this proof can be generalised in a straightforward manner to encompass
any symmetric function. In Appendix B, we prove the following:
Theorem 7. Let f : {0, 1}N → {0, 1} be any non-constant symmetric function on N bits.
Write fk = f(x) for |x| = k, define
Γ(f) = min{|2k −N + 1| : fk 6= fk+1, 0 ≤ k ≤ N − 1,
and let T be the value of k for which this quantity is minimised. Then
PostR(f) ≥ 1
8
(N − Γ(f)) ,
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and more generally for  ∈ [0, 1/2],
PostR(fT ) ≥ 1
2
(N + 1)±
√
(N + 1)2 − 4
(

1− 
)
(N − T )(T + 1).
Intuitively, Γ(f) is a measure of how close to the middle a ‘step change’ (from 0 to 1, or
vice versa) occurs. For instance, Γ(OR) = N − 1 and Γ(MAJ) = 1.
5.1 Post-selection algorithm for Majority
Here we describe a classical post-selected query algorithm for computing Majority up to
bounded error 1/3, which uses N/2+1 queries to the input. This matches the lower bound
up to a constant factor. Given an N -bit input x, the algorithm is as follows:
• Choose a subset of bits of size N2 + 1.
• If all bits are 1, then return 1.
• Else with probability r return 0.
• Else return ⊥.
We post-select on not seeing ⊥. To see that this algorithm works, consider an input such
that |x| = k. Then the probability of the algorithm returning 1 is
p1 := Pr[see 1|not see ⊥] =
( k
N
2
+1
)/( N
N
2
+1
)
( k
N
2
+1
)/( N
N
2
+1
)
+
(
1− ( kN
2
+1
)/( N
N
2
+1
)) · r
=
1
1− r + r · ( NN
2
+1
)/( k
N
2
+1
)
≥ 1
1 + r · ( NN
2
+1
)/( k
N
2
+1
) .
When f(x) = 1, the hardest case to decide is when k = N2 + 1, and therefore
p1 ≥ 1
1 + r · ( NN
2
+1
)/(N
2
+1
N
2
+1
)
=
1
1 + r · ( NN
2
+1
) .
Choosing r = 1
2( NN
2 +1
)
, we have p1 ≥ 2/3.
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In the case that f(x) = 0, we have k ≤ N2 , and therefore p1 = 0 always. Hence, this
algorithm gives us bounded one-sided error of 1/3.
Since the error is one-sided, we can take r to be arbitrarily small, taking the error ar-
bitrarily close to zero without making any extra queries to the input. In this way, we
obtain an algorithm for approximating the Majority function using at most N2 + 1 queries
for any error  ∈ (0, 1/2).
Conversely, the polynomial degree (both exact and approximate) of the Majority func-
tion is N [19], and hence we can obtain at most a constant factor improvement over the
decision tree complexity by using post-selection.
6 Approximate counting using post-selection
It is possible to characterise PostBPP in terms of approximate counting problems (see
e.g. [18]). This observation provides an alternative perspective on quantum supremacy
results [11], as well as giving us a ‘post-selection free’ way to define the complexity classes
related to PostBPP. Approximate counting was introduced by Sipser [21] and Stock-
meyer [22, 23] as the problem of estimating the number of satisfying assignments to a
given circuit or formula. In the query complexity setting, we can view this as the problem
of estimating the Hamming weight |x| of a bit-string x. In this context, the ‘weak’ approx-
imate counting problem is defined to be the problem of estimating |x| up to a factor of 2,
and ‘strong’ approximate counting to be the problem of estimating |x| up to a factor of
(1 + 1/p) for some ‘accuracy parameter’ p ≥ 1.
Here we show that there exist efficient post-selected classical query algorithms for both
versions of the approximate counting problem. By Theorem 1, this implies that there exist
low-degree rational functions with positive coefficients for approximating the Hamming
weight of a bit-string.
Theorem 8. Given an N -bit string x and an integer p ≥ 1, there exists a post-selected
classical query algorithm that outputs |˜x| such that
1
(1 + 1/p)
|x| ≤ |˜x| ≤ (1 + 1/p)|x|
with probability ≥ 1− , by making at most O(p logN log(logN/)) queries to the input.
Proof. Consider the following algorithm, V(A, x), where A is a ‘guess’ at the value of |x|:
• Choose k input bits uniformly at random, with replacement.
• If xi = 1 for all chosen bits, return 1.
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• Else if xi = 0 for all chosen bits, then with probability r, return 0.
• Else return ⊥.
• Post-select on not seeing ⊥.
Clearly, only k queries are required. The probability of the algorithm outputting 1 is
p1 := Pr[V(A, x) = 1|V(A, x) 6=⊥] = Pr[V(A, x) = 1]
Pr[V(A, x) 6=⊥]
=
(|x|/N)k
(|x|/N)k + (1− |x|/N)kr
=
1
1 + r N
k
|x|k (1− |x|/N)k
.
Our approach will be to guess a value A = 2i for some 0 ≤ i ≤ dlog2Ne. Then by choosing
r appropriately, the algorithm will output 1 with high probability if our guess is at least a
factor of 2 below the true value of |x|, and will output 0 with high probability if our guess
is larger than the true value of |x| by a factor of 2. We will choose r = 2Ak/Nk, so that
p1 =
1
1 + 2A
k
|x|k
(
1− |x|N
)k .
Consider a guess A for which A < |x|/2. In this case,
p1 >
1
1 + 2
2k
(
1− |x|N
)k ≥ 1
1 + 2
2k
(N−1)k
Nk
.
This value is exponentially (in k) close to 1. Now consider a guess A for which A > 2|x|.
In this case,
p1 <
1
1 + 2 · 2k
(
1− |x|N
)k .
Since A > 2|x|, we can assume that |x| ≤ N/2 (since we won’t guess a value of A that is
greater than N), and thus
p1 <
1
1 + 2·2k
2k
=
1
3
.
By taking k = 2, when A ≤ |x|/2, p1 ≥ 2/3, and when A ≥ 2|x|, p1 ≤ 1/3. (Interestingly,
choosing a larger value of k doesn’t help us, since it can only increase the probability that
the algorithm returns 1 when A ≤ |x|/2, but not the probability that the algorithm returns
0 when A ≥ 2|x|).
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As we double our guess A, we will at some point encounter a run of the algorithm that
returns 0 with probability greater than 2/3. At this point, we can stop our search, and
output A as our estimate for |x|. This estimate will be within a factor of 4 of the true
value of |x|, with high probability.
The overall algorithm will be:
1. For i = 0 to dlog2Ne:
(a) Set A = min{2i, N}, and run V(A, x) O(log(logN/)) times.
(b) If the majority of runs return 0, then we return A as our guess at |x|.
(c) Otherwise, continue.
2. If i = dlog2Ne, then return N as our guess for |x|.
By repeating the algorithm V O(log(logN/)) times in step 1(a) and taking the majority,
we amplify the acceptance/rejection probability of the algorithm: if A ≥ 2|x|, the majority
answer will be 0 with probability ≥ 1− logN , and if A < |x|/2, the majority answer will be
1 with probability ≥ 1 − logN . For intermediate values of A, the algorithm might return
0 or 1 with probabilities close to 1/2. In this case, if the algorithm returns 1, we continue
as normal. Else, if it returns 0, then we will be at most a factor of 1/2 away from the true
value of |x|.
In the worst case, when |x| > N/2, then at most m ≤ dlog2Ne rounds of the algorithm
will be performed. In each round, the algorithm erroneously returns 1 with probability
at most / logN . Hence, by the union bound, the probability that the algorithm fails in
at least one of these rounds is at most m/ logN = . Otherwise, the probability that
the algorithm doesn’t return 0 in the first round that it guesses an A ≥ 2|x| is at most
/ logN < . Thus, the algorithm fails with probability at most .
If the algorithm correctly halts after the first guess in which A is larger than 2|x|, then
our estimate will be at most 4|x|. Hence we obtain an estimate |˜x| of |x| such that
|x|
2
≤ |˜x| ≤ 4|x|
with probability at least 1− , making at most O(logN log(logN/) queries to the input.
We can improve the accuracy so that the estimate is within a factor of 2 by increasing
the number of queries by a constant factor. Hence, this algorithm gives a solution to the
‘weak’ approximate counting problem.
We can use Stockmeyer’s trick [23] to obtain an algorithm that can produce an estimate
of |x| such that
1
(1 + 1/p)
|x| ≤ |˜x| ≤ (1 + 1/p)|x|
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for arbitrary p ≥ 1 by repeating the above algorithm O(p) times. This is a solution to
the ‘strong’ approximate counting problem, and we can obtain such a solution using post-
selection by making at most O(p logN log(logN/) queries to the input.
We remark that this algorithm is almost optimal, since any algorithm that makes
substantially fewer queries to the input would be able to violate the lower bound from
Theorem 6. In particular, by choosing p ≥ 1√
1+2/N−1 ≈ N , and  = 1/3 above, we obtain
an algorithm for approximating the Majority function up to accuracy 1/3. Hence, any
sub-linear dependence on p is ruled out by the Majority lower bound.
A Post-selection algorithms with post-selection sub-routines
In this section, we show that if one is allowed to use a post-selection algorithm as a sub-
routine inside another post-selection algorithm, then all Boolean functions can be computed
up to bounded error using only a single query.
The algorithm works as follows: Guess a bit-string y, post-select on it being the same
as the input x (using a single query), and then return f(y). We first construct a verifier
V (x, y), which will accept with certainty if y = x, and reject with a probability arbitrarily
close to 1 when x 6= y. It works as follows:
• Choose an index i ∈ [n] uniformly at random.
• If xi 6= yi, return 0.
• Else, return 1 with probability 1/K, for some K to be determined later.
• Else, return ⊥.
• Post-select on not seeing ⊥.
This procedure requires a single query to x. To see correctness, first consider the case in
which y = x. Then, the probability of seeing 1 is
Pr[see 1|not see ⊥] = Pr[see 1]
Pr[not see ⊥]
=
Pr[xi = yi] · 1K
Pr[xi 6= yi] + Pr[xi = yi] · 1K
= 1.
Now suppose that y 6= x. The hardest case to distinguish is when y differs from x on only
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a single bit:
Pr[see 0|not see ⊥] = Pr[see 0]
Pr[not see ⊥]
=
Pr[xi 6= yi]
Pr[xi 6= yi] + Pr[xi = yi] · 1K
=
1
n
1
n +
(
1− 1n
) · 1K
≥
1
n
1
n +
1
K
=
1
1 + nK
.
We can choose K to be arbitrarily large in order to make this probability as close to 1 as
needed.
Now that we have our verifier, we can use it to find a y such that y = x. The procedure
is similar:
• Choose a y uniformly at random.
• If V (x, y) = 1, return f(y).
• Else, return ⊥.
• Post-select on not seeing ⊥.
Since each use of V (x, y) requires a single query to x, this procedure again only requires a
single query to the input. Let A be the number of inputs in f−1(1), N := 2n, and define
 := 1− 11+ n
K
.
Suppose that f(x) = 1. The probability of seeing 1 is the probability that we choose
a y ∈ f−1(1) multiplied by the probability that the verifier accepts such a bit-string. If
x = y, this happens with certainty, and if x 6= y, this happens with probability at most .
Thus,
1
N
≤ p1 ≤ A
N
(
1
A
+
(A− 1)
A
)
=
1 + A− 
N
.
On the other hand, the probability of seeing the ‘wrong’ answer, 0, is given by the prob-
ability of choosing a y ∈ f−1(0) multiplied by the probability that the verifier accepts,
which happens with probability at most  (since x 6= y in the case that f(x) 6= f(y)):
p0 ≤ (N −A)
N
.
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Finally,
Pr[see 1|not see ⊥] = Pr[see 1]
Pr[not see ⊥]
=
p1
p1 + p0
≥
1
N
1+A−
N +
(N−A)
N
=
1
1 + A− + N − A
=
1
1− + N
≥ 1
1 + N
.
By choosing  = 12N , and hence K = 2nN , we can ensure that this probability is greater
than 2/3. An identical argument follows in the case that f(x) = 0.
Note that we can’t ‘flatten’ this algorithm to obtain one that produces the same result,
but only performs one post-selection step.
B Generalisation of the lower bound to arbitrary symmetric
functions
Here we prove the more general version of the lower bound from Theorem 7, restated here
for convenience:
Theorem 7. Let f : {0, 1}N → {0, 1} be any non-constant symmetric function on N bits.
Write fk = f(x) for |x| = k, define
Γ(f) = min{|2k −N + 1| : fk 6= fk+1, 0 ≤ k ≤ N − 1,
and let T be the value of k for which this quantity is minimised. Then
PostR(f) ≥ 1
8
(N − Γ(f)) ,
and more generally for  ∈ [0, 1/2],
PostR(fT ) ≥ 1
2
(N + 1)±
√
(N + 1)2 − 4
(

1− 
)
(N − T )(T + 1).
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Proof. Since fT 6= fT+1, there must be a step-change in the value of f(x) at the point
|x| = T . Without loss of generality, we can assume that this change is such that f(T ) = 0
and f(T + 1) = 1. Then, assuming that there exists some (univariate) rational function
p(x)/q(x) that -approximates f , we have
q (T ) =
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,T bS,T∆S,T
and
q (T + 1) =
∑
S,T⊆[N ]
1≤|S|+|T |≤d
γS,T bS,T∆S,T · (T + 1) (N − T − |T |)
(N − T ) (T − |S|+ 1) .
In the following, we can assume that |T | ≤ N − T and |S| ≤ T + 1 (since any monomial
with |S| or |T | larger would necessarily equal zero and not contribute to the polynomials
considered above). We can lower bound the term on the right using the fact that |S|+|T | ≤
d:
(T + 1) (N − T − |T |)
(N − T ) (T − |S|+ 1) ≥
(T + 1) (N − T − d)
(N − T ) (T + 1) =
(N − T − d)
(N − T ) .
Hence,
q(T ) ≤ N − T
N − T − d · q(T + 1)
and so
p(T ) ≤ q(T ) ≤ (N − T )
N − T − dq(T + 1) ≤
(N − T )
(1− )(N − T − d)p(T + 1). (5)
The next step is to upper bound the value of (N−T )(1−)(N−T−d) · (T+1)(N−T−|T |)(N−T )(T−|S|+1) . Using |S|+|T | ≤
d, we have
(N − T )
(1− )(N − T − d) ·
(T + 1)(N − T − |T |)
(N − T )(T − |S|+ 1) ≤
(N − T )
(1− )(N − T − d) ·
(T + 1)(N − T )
(N − T )(T − d+ 1)
=
(N − T )
(1− )(N − T − d) ·
(T + 1)
(T − d+ 1) .
We consider the values of d for which this quantity is strictly smaller than 1:
(N − T )
(1− )(N − T − d) ·
(T + 1)
(T − d+ 1) < 1
(N − T )(T + 1)
(1− ) < (N − T )(T + 1)− (T + 1)d− (N − T )d+ d
2
0 < d2 − (N + 1)d+ (N − T )(T + 1)
(
1− 
1− 
)
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Writing α :=
(
1− 1−
)
, the roots of the inequality are given by:
2d = (N + 1)±
√
(N + 1)2 − 4α(N − T )(T + 1)
We can obtain a lower bound by considering the value of (N+1)−√(N + 1)2 − 4α(N − T )(T + 1).
In this case, we have the lower bound
2d ≥ (N + 1)−
√
(N + 1)2 − 4α(T + 1)(N + 1) + 4α(T + 1)2.
If this bound is violated then inequality (5) cannot be satisfied, and hence no rational
approximation can exist with degree smaller than this lower bound.
In particular, if we take  = 1/3, we have
2d ≥ N + 1−
√
(N + 1)2 − 2(N − T )(T + 1)
= N + 1−
√
(N − T )2 + (T + 1)2.
It is straightforward to check that a suitable lower bound is
d ≥ N
8
− 1
4
∣∣∣∣N2 − T
∣∣∣∣ = 18(N − Γ(f)).
As we pointed out in Section 3.1, this result is quite similar to a result of Paturi [19], and
characterises the rational degree (and hence the post-selected classical query complexity)
of symmetric functions.
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