We consider a point-to-point communication scenario where the receiver intends to maintain a specific linear function of a message vector while the transmitter has access to an updated version of the message. The transmitter is required to broadcast a coded version of the updated message while the receiver must use this codeword and the current value of the linear function to update its contents. Under the assumption that the update is sparse and the transmitter does not know the exact value of the update vector, the objective is to design a linear code, with as small a codelength as possible, that allows successful update of the linear function at the receiver. This problem is motivated by applications to distributed data storage systems. A field-size independent lower bound on the codelength and a coding scheme meeting this bound were given by Prakash and Médard recently. However, this scheme requires a field size that grows quickly with the system parameters. In this paper, we provide a field-size aware analysis of the function update problem, including a tighter lower bound on the codelength, and design codes that allow us to trade-off the codelength for smaller field size requirements. Whenever the achieved codelengths equal those reported by Prakash and Médard the requirements on the size of the finite field are matched as well. Further, we identify the family of function update problems where linear coding provides reduction in codelength compared to a naive transmission scheme, and we also show that every function update problem is equivalent to a generalized index coding or functional index coding problem.
I. INTRODUCTION
We consider a point-to-point communication scenario where the receiver stores a linear function Ax of a length-n message vector x over the q-ary finite field F q , where A is an m × n matrix with linearly independent rows, and the transmitter has access to an updated version x + e of the message, where the update vector e is -sparse, i.e., its Hamming weight wt(e) ≤ . Neither of the nodes know the value of the update vector e. The transmitter must convey the information about the updated message to the receiver so that the latter can update its contents from Ax to A(x + e). The objective is to minimize the communication cost, i.e., transmit a codeword (over F q ) with codelength l as small as possible so that the receiver can decode A(x+e) using this codeword and the side information Ax. We refer to this code design problem as the (A, ) function update problem.
The function update problem is motivated by distributed storage systems (DSS) where information is stored in linearly coded form across a number of nodes to provide resilience against storage node failures [1] . An example is the scenario where multiple users can simultaneously edit a single file stored in a DSS. In this case it is possible that a user who wishes to apply his update x+e is unaware of both the current version of the message x stored in the DSS and the update vector e, for instance when another user has recently edited this file [1] . Variations in the (point-to-point) function update problem include the multi-sender case [2] , [3] where a stale node in a DSS is to be updated by the rest of the nodes in the system, and the broadcast case [1] where two nodes (storing different functions) must be updated simultaneously. Problems related to updating linear functions have been considered in [4] , [5] .
It is known that [1] - [3] for any (A, ) problem the codelength l is lower bounded by min(m, 2 ), where m is the rank of A. Note that this lower bound does not take into account the effect of the field size. If m ≤ 2 , this lower bound reduces to l ≥ m, and can be achieved by simply transmitting A(x + e). For the case m > 2 the results in [1] show that l = 2 is achievable using maximally recoverable subcodes of C A , the subspace spanned by the rows of A. These codes are guaranteed to exist if the field size q ≥ 2 n 2 . This requirement on the field size can be prohibitive even for moderate values of and n.
We say that an m × n matrix A is striped if it is of the form A = I a ⊗ C, where I a is the a × a identity matrix, C ∈ F t×K q and ⊗ denotes the Kronecker product. In this case m = at and n = aK. This structure frequently arises in distributed storage systems, where the message x is partitioned into a subvectors, each of length K, each subvector is encoded independently by multiplying with C, and all the encoded subvectors are stored in a single storage node, see Examples 1-3 of [1] . The authors of [1] provide a function update code for the case t = 1 with codelength l = 2 using an [m, m − 2 ] MDS code, which is guaranteed to exist if the field size q ≥ m. In Remark 4 of [1] the authors consider a modified system model for the function update problem, which we identify in Section V-A of this paper to be equivalent to the case where A is striped with the number of stripes a = t. A code construction is given [1] for this modified system model, and hence for the case a = t, that achieves l = 2t over any finite field.
In this paper we provide a field-size aware characterization of the point-to-point function update problem. We first characterize the family of (A, ) function update problems where linear coding can provide gains over the naive scheme of transmitting A(x+e), i.e., conditions on A and for having l ≤ m − 1 (Section III). We provide field-size dependent bounds on the optimal codelength (Section IV) and code constructions for striped systems that allow us to trade-off the codelength for a smaller field size requirement (Section V). Whenever the length achieved by these codes is equal to those reported in [1] , the corresponding requirements on the field sizes are matched as well. We then show that every function update problem is equivalent to a functional index coding or a generalized index coding problem [6] - [8] (Section VI). We hope this result will facilitate the exchange of techniques known for the function update problem and those used in the index coding literature. This paper starts with describing the system model and providing relevant preliminary results in Section II.
An extended version of this paper including the proofs of all theorems, lemmas and more examples is available in [9] .
Notation: Matrices and column vectors are denoted by bold uppercase and lowercase letters, respectively. For any positive integer n, the symbol [n] denotes the set {1, . . . , n}.
II. SYSTEM MODEL AND PRELIMINARIES
We assume that the original message x and the update e are vectors of length n over F q . The m × n matrix A has rank equal to m, m ≤ n. The receiver knows the value of Ax and desires to obtain A(x + e). The transmitter knows x + e, but is unaware of both x and e. We assume that wt(e) ≤ , where is a constant. We will consider only linear coding schemes throughout this paper. Assume that the transmitter uses an l×n encoder matrix H to generate the codeword c = H(x + e).
Here l is the length of the code. The receiver uses c and Ax to decode A(x + e). We say that H is a valid encoder matrix if A(x + e) can be retrieved from c and Ax for every x ∈ F n q and every -sparse e ∈ F n q . The minimum possible codelength among all valid coding schemes for the (A, ) problem will be denoted as l q,opt (A, ) or simply l q,opt . Note that using H = A, i.e., transmitting c = A(x + e) is a valid scheme, since this codeword is exactly the demand of the receiver. We refer this scheme as the naive scheme. Since this scheme has codelength m, we deduce that l q,opt ≤ m.
Let C A and C H be the subspaces spanned by the rows of A and H, respectively. Also let C = C A ∩ C H and let P be a generator matrix of C .
Theorem 1 ([1, Theorem 2]). A matrix H is a valid encoder for the (A, ) function update problem if and only if Py = 0 0 0 for any y ∈ F n q that satisfies wt(y) ≤ 2 and Ay = 0 0 0. We note that [1] provides a proof of only the necessity part of this theorem. For the sake of completeness we provide a complete proof of Theorem 1 in [9] . In [1] it is observed that if H is a valid encoder for the (A, ) problem, then so is P. Now, suppose H ∈ F l ×n q is a valid encoder and is such that C H C A . Denoting the generator matrix of C A ∩ C H by H, we observe that H is also a valid encoder. Since C H is a proper subspace of C H , the number of rows l of H satisfies l < l . Thus it is clear that the encoder H yields sub-optimal codelength. So from now we only consider encoder matrices H ∈ F l×n q such that C H ⊆ C A . Under this assumption, we can write H = SA for some matrix S ∈ F l×m q , and H itself is a generator matrix of C A ∩ C H . Thus Theorem 1 can be restated as follows. A matrix H that satisfies C H ⊆ C A is a valid encoder if and only if Hy = 0 for every choice of y ∈ F n q such that Ay = 0 and wt(y) ≤ 2 . Defining
we thus have that an encoder matrix H that satisfies C H ⊆ C A is valid if and only if Hy = 0 for every y ∈ I(A, ). Defining
we have Note that |I FU | ≤ q m − 1 since I FU ⊂ F m q and 0 0 0 / ∈ I FU .
III. WHEN IS LINEAR CODING NECESSARY
In this section we identify the function update scenarios where the naive transmission scheme is optimal, i.e., l q,opt = m, and the scenarios where linear coding provides strict gains over the naive scheme, i.e., l q,opt ≤ m − 1.
We first observe that the set I FU of vectors is closed under non-zero scalar multiplication. This implies that the set F m q \ I FU is closed under non-zero scalar multiplication too, i.e., if u / be the parity-check matrix of C u . Observe that Sz = 0 if and only if z ∈ C u , i.e., z is a scalar multiple of u. Since I FU is closed under scalar multiplication, we deduce that I FU and C u have no intersection. Thus, Sz = 0 for any z ∈ I FU , and hence, SA is a valid encoder. Therefore
Conversely, if |I FU | = q m − 1, then I FU contains all the non-zero vectors in F m q . Using Corollary 1, if SA is a valid encoder for some choice of S ∈ F l×m q , we observe that the rank of S must be m, and hence, l ≥ m. Hence, we have
and z = Ay is the syndrome of y. Every non-zero z ∈ F m q can be expressed as Ay, where y is the coset leader corresponding to the syndrome z. Since r cov is the largest Hamming weight among the coset leaders, we conclude that every z ∈ F m q can be expressed as a linear combination of at the most r cov columns of A. Conversely, there exists a non-zero syndrome z that is not a linear combination of any r cov − 1 or fewer columns of A. Since I FU is the set of all vectors in F m q that are linear combinations of 2 or fewer columns of A, we conclude that 
IV. BOUNDS ON OPTIMAL CODELENGTH
In this section we will provide a lower and an upper bound on l q,opt that is valid for any A and .
For any m×m invertible matrix K, the problems (A, ) and (KA, ) are identical. To see this, note that Ay = 0 if and only if KAy = 0. From (1) it follows that I(A, ) = I(KA, ).
Together with the fact that the spans of the rows of A and KA are identical, we conclude that H is a valid encoder for the (A, ) problem if and only if it is valid for (KA, ).
We have assumed that rank(A) = m. Thus A contains a set of m linearly independent columns. Now let the matrix K be composed of these columns of A, and let K = K −1 . Clearly KA contains the identity I m as a submatrix. Using (2), we deduce that I FU (KA, ) contains all non-zero vectors of Hamming weight at the most 2 in F m q . Applying this fact with Corollary 1, we deduce that if H = SKA is a valid encoder, any set of 2 or fewer columns of S are linearly independent. Hence, S is an l × m parity-check matrix of a linear code of length m, dimension m − l and minimum distance at least 2 + 1. Let k q (m, 2 + 1) be the maximum dimension among all linear codes over F q with blocklength m and minimum distance at least 2 + 1. Then we conclude m − l ≤ k q (m, 2 + 1). Thus we have proved Theorem 2. For any (A, ) function update problem over F q , l q,opt ≥ m − k q (m, 2 + 1).
Theorem 2 provides a lower bound that is aware of the field size q. This is tighter than the bound l q,opt ≥ 2 given in [1]- [3] . From Singleton bound we know that k q (m, 2 + 1) ≤ m − 2 , and this combined with Theorem 2 yields l q,opt ≥ 2 . We can conclude that if an [m, m − 2 ] MDS code does not exist over F q , then l q,opt > 2 .
We now provide an upper bound on l q,opt (A, ). Let η = max z∈IFU(A, ) wt(z). Suppose S ∈ F l×m q is a parity-check matrix of a linear code over F q with blocklength m and minimum distance at least η + 1. Any set of η columns of S are linearly independent, and hence, Sz = 0 for any z ∈ I FU , since wt(z) ≤ η. From Corollary 1, SA is a valid encoder matrix. Using the largest F q -linear code of blocklength m and distance at least η + 1, we arrive at the proof of the following Theorem 3. The optimal codelength of the (A, ) function update problem over F q satisfies l q,opt ≤ m − k q (m, η + 1).
The bounds in Theorems 2 and 3 immediately lead to the identification of the optimal codelength of the following family of function update problems. Let A S = I a ⊗ C be a striped matrix where C is a 1 × K matrix. In other words, A S is striped and the parameter t = 1. It is clear that each column of A contains at the most one non-zero entry, and η = max z∈IFU wt(z) = 2 . In this case the upper and lower bounds of this section are equal, and the construction used for Theorem 3 yields optimal codelength. Theorem 4. If A S is striped and t = 1, l q,opt (A S , ) = m − k q (m, 2 + 1).
Section IV of [1] provides a code construction for A S and t = 1 with l = 2 based on maximally recoverable subcodes (MRSCs), which requires an [m, m − 2 ] MDS code to exist over F q . If such an MDS code exists, k q (m, 2 +1) = m−2 , and Theorem 4 of our paper yields l q,opt = 2 , matching the result from [1] . On the other hand, unlike the result in [1] , Theorem 4 holds for any finite field F q .
V. CODE CONSTRUCTIONS FOR STRIPED SYSTEMS
In this section we consider (A S , ) function update problems where the m × n matrix A S = I a ⊗ C is striped and C is a t × K matrix. The case t = 1 has been already dealt with in Theorem 4, and hence, we will assume that t > 1 in this section. We provide two constructions that utilize nonintersecting subspaces in F l q and error correcting codes over the field extension F q t , respectively. As before, we will assume that the encoder matrix of the form H = SA S for some choice of S.
Recall that H = SA S is a valid encoder matrix if and only if Sz = 0 0 0 for all z ∈ I FU (A S , ). Also, if z ∈ I FU (A S , ) we know that z = A S y for some y ∈ F n q with 0 < wt(y) ≤ 2 . Suppose we partition y as y Since 0 < wt(y) ≤ 2 , at the most 2 vectors among y 1 , y 2 , . . . , y a are non-zero. Hence at the most 2 vectors among Cy 1 , Cy 2 , . . . , Cy a are non-zero. From the striped structure of A S , note that z i = Cy i for i ∈ [a]. Therefore we have that at the most 2 vectors among z 1 , z 2 , . . . , z a are non-zero. Now for any z ∈ I FU (A S , ) the following three conditions are identical
where
is the sub-matrix of S containing (i − 1)t + 1 th to it th columns of S. We now provide two constructions, first for the special case = 1 and then for the general scenario ≥ 1.
I. Case-1, = 1: To satisfy the condition given in (5) for = 1 it is sufficient that the columns of any two or fewer submatrices among S 1 , S 2 , . . . , S a form a linearly independent set. This requirement will imply that the t columns of each submatrix S i , i ∈ [a] be linearly independent as well. Let S i be the t-dimensional subspace of F l q spanned by the columns of S i over F q . Now to satisfy the linear independence property of the columns of any two sub-matrices among S 1 , S 2 , . . . , S a , we impose the condition S i ∩ S j = {0 0 0} for any i, j ∈ [a] and i = j. That is, we require the subspaces S 1 , . . . , S a to be pairwise trivially intersecting. Further, each S i must be a tdimensional subspace of F l q . Code Construction 1. Our code construction for the (A S , 1) function update problem where t > 1 is based on subspace codes. To construct the matrix S we utilize pairwise trivially intersecting t-dimensional subspaces S 1 , S 2 , . . . , S a of F l q . From the literature on subspace codes [10] - [12] , we know that if l ≥ 2t there exist at least q l−t pairwise trivially intersecting t-dimensional subspaces in F l q . Hence if a ≤ q l−t , or equivalently, q ≥ a 1 l−t , and provided l ≥ 2t, it is possible to find pairwise trivially intersecting t-dimensional subspaces S 1 , S 2 , . . . , S a of F l q . To construct S = [S 1 S 2 . . . S a ] we choose a basis for the i th subspace S i , i ∈ [a], which contains t linearly independent vectors in F l q and assign them as the columns of the sub-matrix S i . After constructing this S matrix, the matrix H = SA S becomes a valid encoder matrix for the (A S , 1) function update problem that achieves any codelength l ≥ 2t provided q ≥ a 1 l−t . Note that this method allows us to work with smaller fields by using a larger value of the codelength, and hence, provides a trade-off between communication cost l and field size q. Noting that a = n/K and that l is an integer, we observe that Construction 1 achieves the codelength l = max{2t, log(n/K) log q + t} over any field F q , where x is the smallest integer greater than or equal to x.
II. Case-2, ≥ 1: As before, we require Sz = 0 for any z ∈ I FU . Equivalently, we must satisfy the condition given in (5) for a given value of ≥ 1. We observe that it is sufficient if the columns of every collection of 2 or fewer sub-matrices among S 1 , S 2 , . . . , S a form a linearly independent set, since at the most 2 vectors among z 1 , . . . , z a are non-zero.
Code Construction 2. Our construction uses a linear code over F q t with block length a and minimum distance d min ≥ 2 + 1 and of maximum possible dimension k q t (a, 2 + 1). LetŜ be thel × a parity-check matrix (over F q t ) of such a linear code wherel = a − k q t (a, 2 + 1). Note that any 2 or fewer columns ofŜ are linearly independent over F q t . Let α be a primitive element of F q t and let p(x) ∈ F q [x] be the primitive polynomial corresponding to α, i.e., p(x) = p 0 + p 1 x + · · · + p t−1 x t−1 + x t is a degree t polynomial and p(α) = 0. The companion matrix corresponding to p(x) is
We now construct a matrix S ∈ Fl t×at q fromŜ by replacing each element ofŜ with a t × t matrix over F q . Let S = [S 1 S 2 . . . S a ] where for each j ∈ [a], S j ∈ Fl t×t q . Further, let
Denote the (i, j) th entry ofŜ asŝ i,j ∈ F q t . Now for each i ∈ [l] and j ∈ [a], we set
Since any 2 or fewer columns ofŜ are linearly independent, it can be shown that the columns of any 2 or fewer block matrices among S 1 , S 2 , . . . , S a are linearly independent, see [10, Theorem 3] . Hence the matrix H = SA S is a valid encoder matrix with codelengthlt. Using, a = n/K, we see that this method achieves the codelength l =lt = t n K − k q t n K , 2 + 1 over any field F q and for any ≥ 1, providing a trade-off between q and l. Since any 2 or fewer columns ofŜ are linearly independent we havel ≥ 2 and hence l ≥ 2 t with equality if and only ifŜ is a parity check matrix of an [a, a − 2 , 2 + 1] MDS code over F q t . Such an MDS code exists if q t ≥ a. Hence we achieve l = 2 t if q ≥ a 1 t = (n/K) 1/t .
A. Comparison of Construction 2 with Remark 4 of [1]
Let us first briefly describe the system model given in Remark 4 of [1] using our current notation. In this model, the authors of [1] consider a set of t independent messages x 1 , . . . , x t ∈ F K q and their updated versions x 1 + e 1 , . . . , x t + e t . The transmitter has access to the updated versions (but not the original versions, as usual) and the receiver knows Cx 1 , . . . , Cx t where C ∈ F t×K q . The transmitter must send a codeword so that the receiver can update its contents to C(x 1 + e 1 ), . . . , C(x t +e t ). We observe that this problem is an (A S , ) function update problem where A S = I t ⊗ C ∈ F t 2 ×tK q , i.e., this is a striped system with number of stripes a = t. Here the update vector e = [e T 1 e T 2 . . . e T t ] T ∈ F tK q and the parameter is the sparsity of e, that is, we assume wt(e) ≤ . The authors of [1] provide a valid code construction for this model with codelength 2t based on an MRSC. This construction is valid over any field F q .
We already know that our Construction 2 in this paper attains l = 2t if q ≥ a 1/t for any striped system (A S , ). To be in the same setting and model as [1, Remark 4] , we set a = t in Construction 2. Thus, we achieve l = 2t if q ≥ t 1/t . Note that t 1/t < 2 for any t ≥ 1. Hence, we conclude that our Construction 2 provides the same codelength as [1, Remark 4] over any finite field F q .
B. Comparison of Code Constructions 1 and 2
We now consider Code Construction 2 when = 1 and then compare the performance with that of Code Construction 1. To obtain a valid code for the (A S , 1) function update problem using the Code Construction 2, we choose a parity check ma-trixŜ ∈ Fl ×a q t of a linear code over F q t of maximum possible dimension with blocklength a and minimum distance 3. Note that any two columns ofŜ are linearly independent. Hence the 1-dimensional subspaces of Fl q t generated by each of the a columns ofŜ are pairwise trivially intersecting. A sufficient condition for a such subspaces to exist is a ≤ (q tl −1)/(q t −1), or its weaker version q ≥ a 1/t(l−1) = a 1/(l−t) . Note that in Code Construction 2, the achieved codelength l =lt is always an integer multiple of t andl ≥ 2. In contrast, Code Construction 1 can achieve any codelength l ≥ 2t, not only multiples of t, with the same requirement on field size q ≥ a 1/(l−t) . This motivates us to consider the Code Construction 1 specifically for the (A S , 1) function update problem.
VI. EQUIVALENT FUNCTIONAL INDEX CODING PROBLEM
In this section we consider a variation of the classical index coding problem for broadcast channels in which each receiver demands a coded version of the information symbols present at the transmitter and already knows a subset of the (uncoded) information symbols as side information. This is a special case of the Generalized Index Coding problem [6] , [7] and the Functional Index Coding problem [8] .
We assume that x = (x 1 , x 2 , . . . , x n ) ∈ F n q is a vector of n information symbols available at the transmitter. There exist K users u 1 , u 2 , . . . , uK in the noiseless broadcast channel. Each user demands a coded version A i x of the information symbols present at the transmitter, where
. . , AK) and X = (X 1 , X 1 , . . . , XK) to denote the demands and side information at all the users, we refer to this problem instance as the (K, n, X , A) functional index coding problem.
A linear encoder for the (K, n, X , A) functional index coding problem transmits a codeword c = Hx, where H ∈ F l×n q is the encoder matrix for the linear functional index code. The code is valid if every user u i can decode its demand A i x from c and side information x Xi . Define I FIC (K, n, X , A) = ∪K i=1 {y ∈ F n q | y Xi = 0 and A i y = 0 0 0}. We have the following code design criterion for (K, n, X , A) functional index coding problem.
Theorem 5 (proof available in [9] ). A matrix H is a valid encoder for (K, n, X , A) functional index coding problem if and only if Hy = 0 for all y ∈ I FIC . Now we construct a functional index coding problem starting from an (A, ) function update problem such that any linear coding scheme is valid for the (A, ) function update problem if and only if it is valid for the constructed functional index coding problem. Suppose A is of size m × n and ≥ 1. We defineK = n 2 if n > 2 andK = n otherwise. The number of information symbols in the constructed functional index coding problem is n and the number of receivers isK. The demands and the side information symbols of theK receivers are as follows. For every possible choice of Q ⊆ [n] such that |Q| = min(2 , n) we define a corresponding user u i in the functional index coding problem with demand matrix A i = A and side information X i = [n] \ Q. Theorem 6. For any given (A, ) function update problem and its corresponding (K, n, X , A) functional index coding problem, I(A, ) = I FIC (K, n, X , A).
Proof. A vector y ∈ I(A, ) iff Ay = 0 and wt(y) ≤ 2 . Let Q ⊆ [n] be any set of size min(n, 2 ) that contains the support of y and P = [n] \ Q. Then we have |Q| = min(n, 2 ) and the sub vector y P = 0. By construction, there exists a user u i in the functional index coding problem such that X i = P and A i = A. Thus, we have y Xi = 0 and A i y = 0. Hence, y ∈ I FIC . Proof for I FIC ⊆ I is similar. Theorem 7. A matrix H = SA for some matrix S is a valid encoder for the (A, ) function update problem if and only if H is a valid encoder matrix for the constructed (K, n, X , A) functional index coding problem.
Proof. We know that H = SA is valid for (A, ) function update problem if and only if Hy = 0 for every y ∈ I(A, ). From Theorem 6, I = I FIC , and hence, this criterion is same as Hy = 0, y ∈ I FIC , which is exactly the code design criterion for the functional index coding problem, see Theorem 5.
