Abstract-In this paper, we propose a metric on the space of finite sets of trajectories for assessing multi-target tracking algorithms in a mathematically sound way. The metric can be used, e.g., to compare estimates from algorithms with the ground truth. It includes intuitive costs associated to localization, missed and false targets and track switches. The metric computation is based on multi-dimensional assignments, which is an NP hard problem. Therefore, we also propose a lower bound for the metric, which is also a metric for sets of trajectories and is computable in polynomial time using linear programming (LP). The LP metric can be implemented using alternating direction method of multipliers such that the complexity scales linearly with the length of the trajectories.
I. I
The goal of multiple target tracking (MTT) is to estimate a collection of trajectories, which represent the evolution of target states over time, from noisy sensor observations [1] . To evaluate the quality of an estimate, one needs a distance function that quantifies the error between the ground truth, which represents the true trajectories, and the estimate. In order to design such a distance function, first we need a space, where both the ground truth and the estimate lie. A natural and minimal representation of the ground truth and its estimates is a set of trajectories [2] , where a trajectory is a sequence of target states with a time of appearance and a certain length. Second, the distance function should be a mathematically consistent metric on the selected space and, therefore, it must meet the properties of non-negativity, identity, symmetry and triangle inequality [3, Sec. 6.2.1].
Besides the above fundamental properties, there are MTTspecific features that should be quantified in the metric on the space of sets of trajectories. For the closely related problem of multi-target filtering, which aims to estimate the current set of targets without forming trajectories, the optimal sub-pattern assignment (OSPA) metric [4] has played an important role over the past years. Given two sets of targets, OSPA matches all the targets in the smallest set to different targets in the other set to define a localization error. The rest of the targets in the largest set are penalized as cardinality error. However, the concept of missed and false targets are more important than cardinality mismatch in MTT [5] . That is, among the matched A. S. Rahmathullah and L. Svensson are with the Signals and Systems Department, Chalmers University of Technology, Gothenburg, Sweden (emails:{sajana, lennart.svensson}@chalmers.se).
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pairs of states, there may be pairs that are significantly well separated to be considered a pair of missed and false targets, and those should be penalized similarly to the cardinality mismatch. These aspects are quantified in a mathematically consistent way by the generalized OSPA (GOSPA) metric [5] .
For sets of trajectories, besides the above mentioned features at the individual time instants, we have an additional challenge posed by the temporal dimension of the trajectories. For instance, it is possible that for a single trajectory in the ground truth we get multiple estimated trajectories that form a good match across time. It is important that the metric provides appropriate costs also in these challenging scenarios, where a track may visually seem to 'switch' between trajectories in the other set. We refer to this aspect as 'track switch'.
In the following, we proceed to review several distance functions to evaluate MTT algorithms [4] , [6] - [11] . Though these distance functions are not defined on the space of sets of trajectories [2] , it is straightforward to extend the ideas to sets of trajectories, and we discuss these distances in the context of space of sets of trajectories for comparison.
The OSPA for tracks (OSPA-T) [7] distance function was proposed as an extension of OSPA to sequences of sets of labeled targets, whose states include unique labels besides the physical state. However, OSPA-T returns counter-intuitive results even when there is a good match between trajectories [6] , [12] and is not a metric [6] . Another distance function that handles track switches is OSPA with track swaps (OSPA-TS), proposed in [12, Sec. IV], but it is limited to a fixed and known number of trajectories with equal lengths. Another related distance function is the OSPA for multiple tracks (OSPA-MT) [6] , but it does not have a clear interpretation in terms of track switches, localization error, and missed and false targets. In the field of computer vision, distance functions that penalize track switches are commonly used [8] - [10] . The most popular distance function in the field is called the classification of events, activities and relationships for multi-object tracking (CLEAR MOT) [8] . CLEAR MOT can handle track switches but in a heuristic manner that can return counter-intuitive results [11] and, in addition, it is not a metric [11] .
The metrics proposed in [11] by Bento solve many of the problems of the aforementioned cost functions and are mathematically consistent. To be precise, the author proposes a family of 'natural' metrics [11, Theorem 3] , that are based on multi-dimensional assignments that belong to the NP hard class of problems and, are, therefore, intractable to compute in general [13] . The author also proposes a 'natural and computable' metric [11, Theorem 9] that is computable in polynomial time using linear programming (LP) [14] . In spite of its appealing characteristics, there are some shortcomings in this metric. First, Bento's metrics give the same penalty to any number of switches (different from zero) that occur at the same time. This strategy therefore tends to underestimate the switching penalty in several scenarios, which we discuss in detail in Section II-C. Specifically, the switching cost scales with the number of time instances when the track switches happen, rather than the overall number of track switches. Another unintuitive feature is that dummy trajectories that are added also contribute to the switching penalty in the same way as real trajectories.
In this paper, we first propose a metric on the space of finite sets of trajectories that does not have the shortcomings of the previously discussed distance functions. Our metric penalizes localization error, false and missed targets and track switches in a clear fashion. We extend the GOSPA metric [5] to trajectories where, contrary to OSPA, targets can be left unassigned. Based on GOSPA assignments, we introduce the concepts of half and full track switches. The resulting metric provides more intuitive results than Bento's computable metric.
To compute the proposed metric, we need to solve an NP-hard multi-dimensional assignment problem [13] , [15] . For problems with few (roughly speaking, less than 10) trajectories, one can use the Viterbi algorithm [16] but for higher number of trajectories, this solution is computationally intractable. Inspired by [11] , we propose a lower bound on our metric, which is also a metric and can be computed in polynomial time using LP [14] , which makes it applicable to sets with more trajectories. For an efficient computation of the LP relaxation metric, we provide an implementation based on alternating direction method of multipliers (ADMM) [17] that scales linearly with the batch duration. Similar to the work on GOSPA [5] for random finite sets of targets, we also adapt this metric to random finite sets of trajectories [2] . This enables us to apply the metric for performance evaluation using Monte Carlo simulation and, in principle, to design optimal estimators.
The outline of the paper is as follows. In Section II, we provide the problem formulation and discuss the challenges in designing a metric for sets of trajectories. Section III presents the proposed metric based on multi-dimensional assignments and, in Section IV, we present the LP relaxation metric and its ADMM implementation. We extend the metric to random sets of trajectories in Section V and in Section VI, we analyze the proposed metric implementations via simulations. Finally, conclusions are drawn in Section VII.
II. P
In this section, we formulate the problem, discuss the challenges in designing a metric for MTT and present some background work.
A. Fundamental properties
Our objective is to design a metric on the space of finite sets of trajectories that has an intuitive interpretation and is computable in polynomial time. Below we unfold the problem.
In MTT, the ground truth and its estimate are collections of trajectories, where each trajectory is a sequence of states representing the evolution of the target states over time where the start and end times of the individual trajectories can vary. Both the ground truth and the estimates can be naturally represented as sets of trajectories [2] . In the set of trajectories representation, each trajectory X ∈ X = {X 1 , . . . , X n X } is of the form (ω, x 1:ν ), where ω ∈ N is the initial time of the trajectory, ν ∈ N is its length and
denotes a sequence that contains target states x 1 , . . . , x ν ∈ R N at ν consecutive time steps starting from ω. Similar notations extend to the trajectory Y ∈ Y = {Y 1 , . . . , Y n Y }. Given a single trajectory X = (ω, x 1:ν ), the set τ k (X) is the state of the trajectory at time k [2] :
In order to design the metric, we only consider trajectories in the time interval from time 1 to T , and we therefore consider trajectories that meet: ω ≤ T and ν ≤ T − ω + 1. Let Υ be the set of all finite sets of such trajectories. Our goal is to define a metric between any two elements in Υ. Any metric must satisfy the non-negativity, symmetry, definiteness and the triangle inequality [18, Sec. 2.15] . We emphasize here that the triangle inequality property, despite its abstractness, has a major practical importance in algorithm assessment [3, Sec. 6.2.1]. Suppose, for instance, that there are two estimates Y and Z for a ground truth X, and that, according to the metric, the estimate Z is close to both the ground truth X and the other estimate Y. Then, according to intuition, the estimate Y should also be close to the ground truth X. This property is ensured by the triangle inequality.
B. Challenges
Besides the fundamental properties, there are specific features to be considered in metrics for sets of trajectories. The properties that apply to metrics for sets of targets, such as localization error and cost due to missed and false targets, are also relevant for metrics on sets of trajectories [5] . However, there are additional challenges posed by the temporal connection of the target states in trajectories, which should also be addressed. Below, we discuss them in detail using examples. We use the notation X for the ground truth set and Y for the estimate set.
In the space of finite sets of target states, the concepts of localization error, missed targets and false targets are important, and are quantified in the GOSPA metric [5] . Assume we have a cut-off distance c > 0, which is the maximum allowable error for a single target state to be considered properly estimated [5] . Given this, some of the targets in the ground truth can be paired up with certain targets in the estimate set if the distance between the pairs is within c. The localization error is the sum of the distances between all such pairs. The remaining targets in the ground truth and the estimate can consequently be interpreted as missed and false targets, respectively.
The above discussion on localization error and missed and false targets can be extended to sets of trajectories by considering the target states of the trajectories at each time instant. Let us study this method using the examples in Figures 1(a) and 1(b), in which states are uni-dimensional and there are two different estimates of target states Y = {Y 1 } for the same ground truth X = {X 1 }. Assuming ∆ c, it can be observed that from time 1 to 4, the states of the ground truth in both the examples have identical localization costs. However, at time step 5, the estimate in Figure 1 (a) has been localized as before, whereas the estimate in Figure 1 (b) has missed the state. If ∆ ≥ c, the interpretation is that the target in X has been missed at all the time steps and Y has false targets at all time steps in Figure 1 (a) and from time 1 to 4 in Figure 1(b) .
It is clear that the concepts of localization error, missed and false targets are relevant to sets of trajectories, which are quantified by the GOSPA cost at each time step [5] . However, it is not sufficient to use the sum of GOSPA costs across time as a metric. We also need to take the temporal dimension of the trajectories into account, which poses the major challenge of track switches [19] - [21] . Below, we provide two examples to illustrate the need of penalizing track switches.
Consider the examples in Figures 1(a) and 1(c). We argue that the estimate in Figure 1(a) is better than the one in Figure 1 (c) as the latter has estimated the trajectory in two parts. However, the sum of GOSPA costs across time yields the same localization error for both estimates. The problem is that the localization cost does not consider how trajectories are connected across time, which prevents it from penalizing Y for splitting tracks. Now consider the examples in Figure 2 . Assuming λ, δ c and ∆ c, we argue that the estimate Y in Figure 2 (a) is slightly better than the estimate Y in Figure 2 (b), because there are two separate tracks Y 2 and Y 3 for X 2 and X 3 in the former example. Though this is just an example, we will return to it when we examine different metrics to study how they handle complicated examples.
There are many other desirable properties, besides the above, that the metric should have. First, in each of these examples we have discussed, if we create a new scenario that repeats both X and Y in isolated places of the space at the same or different time window, both the switching cost and the localization cost should scale accordingly with the repetition. Second, if we flip the time axis, move all trajectories ahead or delay them in time, or move the trajectories in space without changing the distances between them, the costs should remain the same.
C. Bento's natural and computable metrics
Among the distance functions for sets of trajectories that are available in the literature [4] , [6] - [11] , only [11] addresses the problem of track switches while being mathematically consistent and computable in polynomial time. In this section, we discuss the benefits and drawbacks of this metric and study how it handles the examples discussed in the last section. In particular, we focus on the natural metric in [11, Theorem 4] . All these discussions extend to the natural and computable metric in [11, Lemma 9 & Theorem 10] as well.
Bento's natural metric, based on multi-dimensional assignments, is able to address localization costs and penalize track switches. This metric first adds dummy trajectories, with no physical meaning, to both sets such that both sets have equal number of trajectories. At each time step, all trajectories of a set, including the dummy trajectories, are uniquely assigned to trajectories in the other set such that missed and false targets are assigned to the dummy trajectories. Every missed and false target gets a penalty of c 2 . The overall localization cost is the sum over time of localization errors over all assigned pairs and the penalty for missed and false targets. Bento's natural metric adds a penalty γ if there is a change in the assignments between two consecutive time instants, i.e., track switches. The total switching cost is then the sum of these track switches across all pairs of adjacent time instants. The value of the metric is the minimum of the sum of the localization cost and the switching cost over all possible assignments. While this metric penalizes track switches, it has a major drawback. We proceed to illustrate how this metric works in the previous examples to show its pros and cons.
A simple way to discuss the track switches is using the sequences of assignments across time of all the trajectories in one of the sets. We use this representation in this section, until the mathematical notation is introduced in Section III. For instance, the assignment sequence for X 1 in Figure 1 (a) and Figure 1 (b) is (1, 1, 1, 1, 1), denoting that X 1 is assigned to Y 1 at all the time instants. In both the examples, there is no switching cost. However, the estimate in Figure 1 (b) gets the penalty of c 2 for missing the target at the last time instant, which is similar to the way it is handled in sets of targets [5] . The assignment sequence for X 1 of Figure 1 
There is a transition in the assignment sequences between time instants 3 and 4, which implies there is a track switch between those time instants and zero everywhere else. Therefore, the total number of track switches in this case is 1 and the total switching cost is γ. In summary, the estimate in Figure 1 (a) has only the localization cost, whereas the estimate in Figure 1 (c) has an additional switching cost γ. The estimate in Figure 1 (b) has no switching cost, but has a missed target cost along with the localization error that is more than that of Figure 1 (a) for ∆ c. Thus, in this case, the metric behaves as per the arguments in the last subsection.
Even though Bento's natural metric shows satisfactory behavior for the examples in Figure 1 , there is a drawback in the strategy. The number of track switches is at most 1 between two adjacent time instants, irrespective of the number of transitions happening in several trajectories between those time instants. We proceed to discuss this drawback using the example in Figure 2 .
In Figure 2 (a), the assignment sequences for X 1 , X 2 and X 3 are (1, 1, 1,1,1), (2, 2, 2, 1, 1) and (3, 3, 3, 3, 3) , wherē 1 denotes the index of the first dummy trajectory added to Y. This implies that there are transitions between time instants 3 and 4 leading to a track switch, which is penalized by a cost γ. For the case in Figure 2 (b), the assignment sequences for X 1 , X 2 and X 3 are (1, 1, 1,1,1), (2, 2, 2, 1, 1) and (3,3,3, 2, 2), where3 denotes the third dummy trajectory added to Y. Therefore, the switching cost for this case is also γ. So, the estimates in Figure 2 (a) and Figure 2 (b) have the same localization and switching costs implying that they have the identical distances to the ground truth. This behavior is undesirable, if λ c, as we discussed in the last subsection. Another example to illustrate the counter-intuitive behavior of the metric in [11] is to consider a scenario where we have multiple spatially isolated copies of the example in Figure 1 (c) over the same time frame. We naturally expect the localization and the switching cost to scale with the number of copies. However, according to the metric in [11] , only the localization costs scales while the switching cost remains γ since the maximum number of track switches between time 3 and 4 is 1 irrespective of the total number of transitions in these trajectories.
III. A
In this section, we present a metric for sets of trajectories that is based on the multi-dimensional assignment problem [15] and discuss its computational aspects.
A. Overview
Before we present the mathematical formulation, we provide an overview of the proposed multi-dimensional metric using the examples we discussed in Section II. As the name suggests, we allow a trajectory to be assigned to different trajectories at different times while penalizing the multiple assignments. We also allow for the possibility for trajectories to be unassigned, which is denoted using a zero index.
For the examples in Figure 1 , the proposed metric selects the same assignment sequences as Bento's metric and the cost is thus identical to Bento's metric. The example in Figure 1 (a) has only localization cost, whereas the one in Figure 1 (c) has an additional switching cost. In our paper, we refer to this switching between two non-zero indexes as a 'full switch' for reasons that will be made clear towards the end of the subsection. For the example in Figure 1(b) , there is an additional penalty, normally c 2 , for the missed target at time 5, apart from the localization costs.
There are major differences compared to Bento's metric for the example in Figures 2. We discussed earlier that the example in Figure 2 (a) should be slightly better than the one in Figure 2 (b) as the former has two distinct tracks Y 2 and Y 3 for X 2 and X 3 at least for parts of the time frame. We capture this subtle difference by defining 'half switches', when an assignment changes from zero to non-zero, or vice versa, and as the name suggests half switches cost half as much as a full switch, i.e., γ 2 instead of γ. For instance, the optimal assignments for X 1 , X 2 and X 3 for Figure 2 (a) are (1, 1, 1, 0, 0), (2, 2, 2, 1, 1) and (3, 3, 3, 3, 3) respectively leading to 1.5 switches. For the example in Figure 2 (b), the assignment sequences for X 1 , X 2 and X 3 are (1, 1, 1, 0, 0), (2, 2, 2, 1, 1) and (0, 0, 0, 2, 2) respectively leading to 2 switches and switching cost of 2γ. Therefore, the metric value for case in Figure 2 (b) is γ larger than that of Figure 2 (a). Given the interpretation in this section, we next present the mathematical formulation of our multidimensional assignment metric.
B. Multi-dimensional assignment metric
Before we present the metric in Definition 5, we define the base metric and the assignment functions that compose it. Using these, we describe the localization and switching costs, which finally make up the multi-dimensional assignment metric.
and a scalar p such that 1 ≤ p < ∞, we define the following base metric for X, Y ⊂ R N , which have at most one element,
The above metric can be viewed as a simple case of GOSPA metric [5] where we allow the cardinalities of the finite sets to be at the most 1. The role of the parameters c and p are similar to their roles in the OSPA [4] and GOSPA metrics [5] .
The larger the value of p is the more the outliers are penalized. The parameter c plays the role of the cut-off distance.
Definition 2.
Let Π X,Y be the set of all possible assignment vectors between the index sets {1, . . . , n X } and {0, . . . , n Y }. That is, any π ∈ Π X,Y is a vector π ∈ {0, . . . , n Y } n X such that its i th component π i = π i = j > 0 implies that i = i . In the multi-dimensional assignment metric, (π implies that trajectory i in X is unassigned at time k. The above definition of assignment vectors ensures that no two distinct indexes in {1, . . . , n X } are assigned to the same j ∈ {1, . . . , n Y }. However, multiple indexes in {1, . . . , n X } can be assigned to the index 0 implying that the corresponding trajectories are unassigned. Letπ ⊆ {1, . . . , n Y } denote the set of indexes of Y that are left unassigned, according to π.
Definition
where
Note that the 2 nd and 3 rd cases in (4) are not necessary for (3) but will be used later in Section IV-A. Definition 4. For 1 ≤ p < ∞ and γ > 0, we define the switching cost between two assignment vectors π k , π k+1 ∈ Π X,Y as follows:
The terms s π
correspond to no switch when there are no changes in the assignments, a full switch when there is change from one non-zero to another non-zero assignment, and a half switch when there is a change from a zero to a non-zero assignment or vice versa. The parameter γ is the switching penalty. The larger the value of γ is, the higher a track switch costs.
We now present the multi-dimensional metric that is formed by the sum of the localization cost in (3) and the switching cost in (5) across all time instants k.
As we formalize in the below proposition, the above distance function is indeed a metric, which is parameterized by the cutoff c, switching penalty γ and the exponent p. The base metric d b is also a design choice.
The proof for the above proposition is provided as a special case of the proof of the LP relaxation metric in Proposition 3 presented in Section IV.
C. Interpretation
We analyze the different components of the metric in (7) to point out the various features we discussed in Section II-C and compare it with Bento's natural metric.
Let us look at the localization component of (7). At each time instant, the localization component includes the localization error and the cost for missed and false targets which are given by (3) 
correspond to the localized targets at time k, whenever
correspond to the missed and false targets when
, then there is only the localization component, and the metric reduces to the GOSPA metric presented in [5] . We also note that assignments can be made between trajectories that might not exist at that time. This takes into account that two trajectories can be paired but one starts or finishes before the other, as illustrated in Figure 1(b) . As expected, no switching cost is added in this case. Now, we consider the switching cost component, which is given by (5) for adjacent time instants. The term
corresponds to the sum of full and half track switches across all trajectories in X between the time instants k and k + 1. In our metric, the switching cost is defined only on the actual trajectories 1 to n X in X whereas in Bento's metric, the dummy trajectories added to X can also contribute to the switching cost. Additionally, the concepts of full and half switches allow us to provide more intuitive results, as discussed in Section III-A. The switching penalty γ controls the cost of the track switches. For small values of γ, the switching cost is also small and the metric mainly penalizes localization costs, with associated missed and false targets. Therefore, the problem becomes closer to independent GOSPA assignments at each time k. For large values of γ, track switches are severely penalized and the problem becomes closer to assigning entire trajectories in one set to the trajectories in the other set.
D. Computation
The metric proposed in (7) is computed by solving a multidimensional assignment problem which belongs to the NPhard family of problems [13] , [15] . This problem can be solved using Viterbi algorithm [16] , [22] but it is only efficient for small size problems (roughly n X , n Y ≤ 10 in MATLAB). We would like to point out here that the Viterbi solution scales linearly with the duration T , which means that it is tractable to compute (7) also for long trajectories, as long as n X and n Y are small. One can also use methods such as the Lagrangian relaxation [23] to compute the assignment metric sub-optimally. Nevertheless, in the next section, we show that it is possible to get an accurate lower bound on the metric using linear programming which can be computed in polynomial time. It turns out that this lower bound is also a metric for sets of trajectories.
IV. LP
In this section, we show that the metric in (7) can be reformulated as a mixed binary-linear programming problem [24] . When the binary constraints are relaxed, we get an LP problem which provides a lower bound for the metric and is also a metric on the space of finite sets of trajectories. This LP metric is computable in polynomial time. We also discuss an implementation of the LP relaxation metric using ADMM, in which the computation scales linearly with the batch duration T compared to a direct implementation.
A. Binary linear programming formulation
Before we present the binary LP formulation of the metric d (c,γ) p (X, Y), we introduce an equivalent representation of the assignments vectors presented in Definition 2 using binary weight matrices.
Let W X,Y be the set of all binary matrices W of dimension (n X + 1) × (n Y + 1) such that W satisfies the following properties:
where W (i, j) represents the component in the row i and column j of matrix W . The indexes n X + 1 and n Y + 1 correspond to unassigned index 0. The first two properties ensure that no two target indexes in {1, . . . , n X } are assigned to the same j and vice versa. It is immediate to see that there is a bijection between the sets Π X,Y and W X,Y for π ∈ Π X,Y and W ∈ W X,Y :
To illustrate the above bijection, let us consider Figure 1(c) , where the assignment sequence of X 2 is π = (1, 1, 1, 2, 2) . The corresponding weight matrices W k ∈ {0, 1} 2×3 for time
for k = 4, 5 and W k (i, j) = 0 everywhere else.
Lemma 2. The multi-dimensional assignment metric d
(c,γ) p (X, Y) in (7) can be written as
) is given by (4), tr(·) is the matrix trace operator and (·)
† denotes the matrix transpose.
The proof of the above lemma follows immediately from the bijection defined between the sets Π X,Y and W X,Y in (12), (13) and (14), using which (7) and (15) give identical localization and switching costs.
B. LP relaxation metric
In this section, we relax the binary constraints of matrices W k in Lemma 2 and show that the result is a metric that is computable in polynomial time using linear programming. Let W X,Y be the set of all matrices W of dimension (n X + 1) × (n Y + 1) such that W satisfies (8), (9) , (10) and
The main difference to W X,Y is the relaxation of the constraint in (11) and so W X,Y ⊂ W X,Y . The relaxation of the binary constraints can be interpreted as making soft assignments of trajectories from one set to the other. Below, we define a new distance function,d
Definition 6. For 1 ≤ p < ∞, c > 0 and γ > 0, the LP relaxation metric between sets of trajectories X and Y is
where the component
, is given by (16) and W k ∈ W X,Y is given by (8) , (9), (10) and (17).
Proposition 3. The distance functiond
is a metric on the space of finite sets of trajectories and is computable in polynomial time using LP [14] .
The proof of the above proposition is provided in Appendix A. For the examples in Figure 1 and Figure 2 , both the assignment metric in (7) and the LP metric in (18) have identical optimal values and therefore return the same result.
C. Implementation of the LP relaxation metric using ADMM
In this section, we discuss an implementation of the LP relaxation metric using alternating direction method of multipliers (ADMM) [17] . This implementation is important because its computational complexity scales linearly with T . Thus, it is faster than a direct implementation of an LP solver, such as the function 'linprog' in MATLAB. The method also has the advantage that its sub-problems can be parallelized easily.
The LP relaxation metric in (18) is computable using LP in (22) and thus has a polynomial time complexity in the number of variables [14] , which is in the order of n X × n Y × T . Therefore, the LP solutions for the metric computation has a computational complexity that scales polynomially in the batch duration T . This may be undesirable when the batch duration is large, and may be slower than the Viterbi solution, for small values of n X and n Y , whose complexity scales linearly with the batch duration T [16] , [22] . To address this problem, we propose to use ADMM [17] to compute the metric such that the complexity scales linearly with the batch duration T .
Using redundant variables for the weight matrices and indicator functions for the constraints, we formulate the optimization problem for computing the LP relaxation metric in the consensus optimization form in [17, Sec. 7 .2] and, use an iterative ADMM procedure to compute the metric efficiently. The details of the reformulation of the problem are provided in Appendix B. For the LP relaxation metric, the m th iteration of ADMM for computing (22) is given by (63) to (68) in Appendix B.
We now briefly discuss the computational aspects of (63) to (68). First, it is important to observe that in each iteration, the updates for the different variables are performed at individual time instants, which is key to making the complexity of the algorithm grow linearly with T . As discussed in [17, Sec. 3.2.2] , the ADMM iterations in (63) to (68) converge in few iterations to reasonable accuracy, which suffices for practical purposes. Also, the update of Z 2:T , α 2:T and β 2:T in (66), (67) and (57) are straightforward and simple. The optimization problems in (63), (64) and (65) are quadratic programming (QP) problems, which are in fact convex. Therefore, each of these sub-problems is solvable in polynomial time [25] . Besides, in ADMM, it is enough to solve these sub-problems approximately to modest accuracy [17, Sec. 3.4.4] . In our case, we can adjust the accuracy of the sub-problem solutions by adjusting the number of iterations inside the QP solver. In addition to these features, these sub-problems can be easily parallelized. Overall, in principle, the ADMM iterations in (63) to (68) should provide a good trade-off between accuracy and computation time compared to a straightforward implementation of the LP relaxation metric when T is large.
V. E In the previous sections, we studied metrics between deterministic finite sets of trajectories. However, in the Bayesian formulation of MTT, the ground truth is a random quantity and the estimates are sets that depend deterministically on the observed data [1] . For performance evaluation, using, e.g., Monte Carlo simulation, the metric values are averaged over several realizations of the data. In such scenarios, both the estimates and the ground truth can be interpreted as random finite sets. It has been argued in [5, Sec. V] that, in MTT, when estimating the target states, both the ground truth and the estimates are to be viewed as random sets of targets for performance evaluation and algorithm design. Therefore, it is important to have a metric on the space of random sets of targets. These arguments are valid for random sets of trajectories as well. That is, it is important to have a metric on the space of random sets of trajectories such that one can compute mean or root mean squared value of the metric over several instances of the random sets. We proceed to extend the metric proposed in (18) to random sets of trajectories using set integrals [2] .
Let ψ(X, Y) be the joint probability density function on the random sets of trajectories X and Y [3] . We define a distance function between two random sets of trajectories using set integrals [3, Sec. 3.5.3] as follows:
where the set of trajectory integrals are in the trajectory space from time step 1 to T [2] . In the above definition, the integral goes through all possible values of the cardinalities, start times, lengths and target states of trajectories.
is a metric on the space of random sets of trajectories.
The proof of the above proposition is immediately obtained by using the set integral on sets of trajectories instead of the set integral on sets of targets in the proof in [5, App. C].
It should be noted that it usually aids to select p = 2 in (19) to obtain computable optimal estimators. In this case, when we set the Euclidean metric as the base metric d b (·, ·) on R N in Definition 1, we get a sum of squares form inside the expectation. In OSPA/GOSPA metric with known target number, we can obtain the best estimator for p = 2 [26] . Similarly, choosing p = 2 in the proposed metric should in principle help in the calculation of the optimal estimator.
VI. S In this section, we present the simulation results of how the ADMM method discussed in Section IV-C for computing the LP relaxation metric scales linearly with the batch duration T . We also present simulation results of the metric for varying parameter values and also compare them with Bento's metric.
A. Comparison between ADMM and 'linprog' implementations
In this section, we present the simulation results on how the ADMM implementation in Section IV-C and 'linprog' 
Besides these, the metric parameters are set as c = 1, γ = 10 and p = 2 and the augmented Lagrangian parameter ρ = 2 for the ADMM implementation. We have used the 'linprog' and 'quadprog' commands in MATLAB for a direct implementation of the LP relaxation metric and for the QP in ADMM implementation, respectively. With all other parameters fixed, we have varied n max and T and have averaged the computation time and the absolute difference in the metric values between the two algorithms over 200 Monte Carlo iterations. The maximum number of iterations for QP in MATLAB has been set to 5 and the maximum number of ADMM iterations to 100. The ADMM iterations are forestalled if the algorithm has converged to reasonable accuracy. In our implementation, we have checked this convergence by checking if the values of the primal residual (n X + 1)(n Y + 1)
The computation time results are presented in Figure 3 . The simulations have been run on a Windows desktop with Intel i5 processor and 8GB RAM. In our simulations, the 'linprog' implementation of MATLAB ran out of memory for the case when n max = 12 and T = 130 and, therefore, this point is not plotted in the figure. The linear trend of the run time of the ADMM for varying values of T is apparent in Figure 3 . In the simulation, we have noticed that the difference between the values returned by the two implementations is in essence negligible. To give a reference on the size of the error, the maximum of the average error across all the simulations was 2.5% of the value of the metric.
B. Example in MTT using sets of trajectories
Here, we illustrate the behavior of the LP relaxation metric, given by Definition 6, for varying values of c and γ using an MTT example. We also compare the values returned by the LP relaxation metric to Bento's metric. For computation, we have used the 'linprog' implementation, as we get the same results from both 'linprog' and the ADMM methods. We have set p = 1 and d b as Euclidean distance in the metric for these simulations.
We consider a multiple target tracking scenario, where we use the notation, models and the Bayesian closed form solution for sets of trajectories in [2] . We consider a target state x ∈ R 2 that consists of one dimensional position and velocity for ease of illustration. The targets can be born from 2 similar PDFs,
that there are 0, 1 (from either of the PDFs) or 2 new born targets at each time are 0.85, 0.1 and 0.05, respectively. The probability for a target to survive to the next time instant is 0.9, and the corresponding state is governed by the state transition density
We consider a batch duration of T = 22. We consider the standard measurement model [1] . We obtain positional measurements of the targets from the sensors with probability p D = 0.95 with the target measurements generated according to N 1 0 x k , 10 −3 . We observe
Poisson clutter, which is uniformly distributed in the interval (−10, 10) and there is an average of 1 clutter measurement per scan. The position components of the targets in the ground truth and the observed measurements are shown in Figures 4(a) and Figure 4(b) , respectively. The circles and crosses in the figure indicate the appearance and end times of the tracks respectively. It is shown in [2] that the posterior PDF is a mixture with multiple hypotheses. Some of the possible hypotheses for the ground truth in Figure 4 (a) according to the measurements in Figure 4 (b) are shown in Figure 5 .We have plotted the posterior mean of the trajectories conditioned on the different hypotheses. We have considered these hypotheses as we think they are insightful to illustrate the behavior of the metric.
We first analyze the LP relaxation metric between the ground truth and the posterior mean of these hypotheses. We want to point out that the LP relaxation metric and the multi-dimensional assignment metric, computed by Viterbi algorithm, returned the same values for this scenario. The results are presented in Table I . As can be seen from the tables and the figures, for fixed c, when the switching cost parameter γ is increased, the metric values increase for the cases with full or half switches in Figures 5(c) , 5(d), and 5(f). Similarly, for fixed γ, when c is increased, the metric values increase for the cases in Figures 5(b) , 5(c) and 5(e) with missed and/or false targets. For the case in Figure 5 (c) which has a track switch and a false track, the metric value increases for increase in both c and γ. It can also be observed that the case in Figure 5 (a) is always returned as the most accurate one irrespective of the parameters choice, which agrees with intuition. Figures 5(a) , 5(b) and 5(e) which have no track switches. For the case in Figure 5 (f), there is one full switch (or two half switches from the perspective of Y) between time steps 7 and 8 contributing γ as the switching cost to both the metrics and thus resulting in identical metric values. For the cases in Figures 5(c) and 5(e) , the difference between the values is exactly γ. This is because in these cases, there are two full switches between time steps 11 and 12, which according to our metric contributes 2γ as the switching cost to our metric. On the other hand, in Bento's metric, the switching cost contribution is γ regardless of the number of switches at a particular time, which is counter-intuitive. Figure 5 and the ground truth in Figure 4 (a) for varying values of c and γ. c = 5 c = 10 VII. C
In this paper, we have proposed a metric that quantifies the distance between a pair of sets of trajectories. This metric captures the localization error, missed or false targets and track switches in a way that agrees with intuition. When the number of trajectories is small, the metric can be computed using Viterbi algorithm. For larger problems, we have proposed a bound, which is also a metric and can be computed using linear programming. For all the results presented in the paper, the lower bound is identical to the original metric. To compute the LP relaxation metric efficiently, we have proposed an ADMM based algorithm whose complexity scales linearly with the number of time steps and enables parallelization. We have also extended this metric to the space of random sets of trajectories.
A A P P
A. Proof for computability using LP
The proof for the computability of the metric in (18) using LP is along the same lines as in [11, Theorem 10] . First, note that to compute the metric in (18) , it is enough to solve the following optimization problem:
The objective function in the above problem can be written in linear form as arg min
by introducing variables e k ∈ R for k = 1, . . . , T − 1 to the optimization problem with equality constraints
Note that except the above set of constraints, all the other constraints in (8), (9) , (10) and (17) are linear. The above set of equality constraints can be written in an equivalent linear form by introducing additional variables H k (i, j) ∈ R for k = 1, . . . , T − 1 to the optimization problem as follows:
B. Proof for metric properties
The non-negativity, definiteness and symmetry properties of the metric in (18) are immediate from the definition. Below we prove the triangle inequality. The proof in this section is done for the LP relaxation metric, where the optimization is over W k ∈ W X,Y . The proof is analogous for the multidimensional assignment metric in (15) , where the optimisation is over W k ∈ W X,Y ⊂ W X,Y , and therefore also holds for 
To show that (30) holds, we show two separate inequalities for the switching and the localization cost using W X,Y in (27) and we bring them together towards the end.
1) Switching cost inequality:
For the switching cost, we show that
Starting with the left-hand-side (LHS) of (31),
For the above inequality, we have used the inequality of the absolute value norm: l a l ≤ l a l .
For the proof for the above inequality, notice that for a 1 , a 2 , b 1 , b 2 ≥ 0,
Note that in (34), using 
We prove below that difference between the right-hand-side (RHS) and the LHS of (36) is zero. 
Similar proof holds for (37) as well. We use (36) and (37) in the below derivation of the localization cost. 
