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基于公共特征空间的自适应情感分类 
洪文兴 1，杞坚玮 1，王玮玮 1，郑晓晴 1，翁 洋 2 
(1. 厦门大学航空航天学院，厦门 361005；2. 四川大学数学学院，成都 610064) 
摘 要：针对情感分类这一项从文章或句子中得到观点态度的任务，常规情感分类模型大多需要耗费大量人力获取
标注数据．为解决某些领域缺乏标注数据，且其他领域分类器无法在目标领域直接使用的现状，设计了一种新颖的
基于构建公共特征空间方法，使分类模型可从有标注领域向无标注领域进行迁移适应，减少人工标注的成本开销，
实现情感分类的领域自适应．该方法以大规模语料下预训练的词向量信息作为以词为元素的特征，在同种语言中表
达情感所采用的句法结构相似这一假设前提下，通过对领域内特有的领域特征词进行替换的方式构建有标注数据集
与无标注数据集基本共有的公共特征空间，使有标注数据集与无标注数据集实现信息共享．以此为基础借助深度学
习中卷积神经网络采用不同尺寸卷积核对词语不同范围的上下文特征进行抽取学习，进而采用半监督学习与微调学
习相结合的方式从有标注数据集向未标注数据集开展领域自适应．在来自京东与携程共 5 个领域的真实电商数据集
上进行实验，分别研究了领域特征词选择方法及其词性约束对领域间适应能力的影响，结果表明：相较于不采用领
域适应的模型，可提升平均 2.7%的准确率；且在来自亚马逊电商的公开数据集实验中，通过与现有方法进行对比，
验证了该方法的有效性． 
关键词：情感分类；领域自适应；半监督学习；特征重构 
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Domain Adaptation with Common Feature Space for  
Sentiment Classification
Hong Wenxing1，Qi Jianwei1，Wang Weiwei1，Zheng Xiaoqing1，Weng Yang 2 
(1. School of Aerospace Engineering，Xiamen University，Xiamen 361005，China； 
2. School of Mathematics，Sichuan University，Chengdu 610064，China) 
Abstract：Sentiment classification, which extracts the opinions from sentences/documents，has been extensively 
studied. Most of the conventional sentiment classification models require a lot of cost to obtain the labeled data. In
order to solve the problem that a trained classifier from other domain cannot be used directly on the target domain 
which lack labeled data，we proposed a novel domain adaptation model with reconstructing a common feature repre-
sentation. This model makes the classifier from the labeled domain adapt to the unlabeled domain，reduces the cost of 
manual labeling and achieves the domain adaptation of sentiment classification. This model utilizes the pre-trained 
word vectors as the feature of the words. With the premise that the syntactic structure used to express sentiment in the 
same language is similar，a common feature space shared by the labeled and unlabeled data set is reconstructed by
replacing the special domain words that unique to the domain. Therefore，the information sharing between the labeled 
and unlabeled data sets is realized. Based on this，the convolutional neural network in the model uses different size of
convolution kernels to extract the context features of different range of words. With semi-supervised learning and fine-
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tuning learning，the model can be domain adapted from the labeled domain to the unlabeled domain. In experiments 
based on real data from Jingdong and Xiecheng, we separately compared the influence of different domain words se-
lection and different POS constraints on the performance of our model，and found our model can improve the accura-
cy by about 2.7% compared to our baseline. In addition，we compared our model with related works on the public 
data from Amazon，and verified the effectiveness of our model. 
Keywords：sentiment classification；domain adaptation；semi-supervised learning；feature reconstructing 
 
随着互联网上情感文本的爆炸式增长，情感分析
任务愈发受到重视．自动化的情感分类模型可以有
效地帮助政府或企业监测公众反馈并收集市场舆情. 
情感分类的传统方法中，研究者需要收集并整理
大量的标注数据，在此基础上训练他们所关注领域的
情感分类模型．然而现实生活中某些领域缺少标注
数据是十分常见的现象，因此在成本有限的条件下，
在这些领域训练一个可接受的分类模型是一件困难
的工作．为解决这一问题，笔者采用了领域自适应的
思想．研究者可在一个有高质量标注数据的领域训
练分类模型，并将该模型应用在无标注数据的领域
中．但要实现这一过程，有两个问题亟待解决：其一，
需要确定数据中什么信息需要进行领域自适应；其
二，需要知道如何将这些信息从源领域适应至目标 
领域． 
本文提出了两个方案来分别解决上述问题．在
源领域与目标领域之间重构一个公共的特征空间，该
特征空间所包含的信息被两个领域所共享，即为希望
进行领域适应的信息．利用卷积神经网络中不同尺
寸的卷积核抽取并增强这其中有价值的信息，并通过
半监督学习与神经网络微调的方式将这些信息从公
共特征空间向目标领域适应．在此基础上，该模型可
以逐步学习目标领域中的特征信息，并最终应用在目
标领域中． 
综上所述，本文实现了一个可在不同领域之间开
展领域自适应过程的模型训练方法，解决了某些领域
缺乏训练数据的问题．在来自京东、携程与亚马逊的
电商数据集上进行了验证，实验结果证明了该方法的
有效性． 
1 研究现状 
机器学习领域已有大量关于情感分类的研究，其
中最著名是 Pang等[1]基于词语的 unigram、bigram及
词性特征，采用朴素贝叶斯、支持向量机与最大熵模
型进行的对比分析．在 Pang 等[2]另一项工作中将分
类问题转换为排序问题，取得了良好的效果．在这些
情感分类问题的研究中，可从网络博客[3]、新闻[4]与
社交软件[5]上获取高质量的训练数据，然而在另一些
实际领域训练数据十分匮乏． 
解决方案之一是迁移学习中的领域自适应方法，
其普遍方法是采用样例加权[6]，大多数以样例加权为
基础的方法都有一个假设，虽然源领域与目标领域的
边际概率 P(X)可能不同，但其边际条件概率 P(Y|X)
是相同的[7-9]．另一些方法依赖领域中数据特征表达
的转换[10-11]，这些以特征表达为基础的方法通过构建
一个可观测的共同联合分布来对数据表达进行映射，
从而实现领域自适应[12-15]． 
情感分类中特征表达重构的直观方案是构建一
个情感词典作为公共特征并在此基础上进行领域自
适应[16]．结构对应学习则依靠选取支点特征，从句法
结构角度寻找特征映射[11]．而基于谱特征对齐是将
不同领域的词语经过聚合对齐获取共同特征，从而完
成领域自适应[17]．上述方法以及本文所提出的方法
均为词语级别的特征重构方法，所以在实验中将分别
进行对比． 
近年来，卷积神经网络模型在自然语言处理任务
中也表现非常优秀，在语言建模[18]、句子匹配[19]、句
子分类[20]以及许多自然语言处理任务中都有不俗的
表现[21]．深度学习方法在特征抽取中是无监督的过
程，使得其更适合解决领域自适应问题[22]． 
半监督学习是领域自适应的一种常用方法[23-24]，
分类器可在一个小规模高质量标注数据集上初始化，
并从未标注数据集中不断获得标注数据，通过重复训
练改善模型在目标领域的表现[25]．在大规模数据集
上预训练的卷积神经网络通过微调应用在新的领域
已在图像识别领域得到了验证[26]． 
2 模型与方法 
为实现上述两个解决方案，笔者构建了以卷积神
经网络为基础的分类器，设计了基于特征表达重构的
领域自适应方法．模型结构将在第 2.1节阐述，第 2.2
节阐述重构特征表达的过程，在第 2.3 节以伪代码的
形式阐述半监督学习过程． 
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2.1 模型架构 
本文将句子级别的情感分类任务看作词语级别
序列分类问题，借鉴 Kim 等[20]提出的多尺寸卷积核
模型，如图 1 所示，在其基础上添加一层隐藏层作为
半监督学习的特征映射． 
如图所示，词典中第 i个词语 wi被嵌入为一个 K
维的向量 vi．每个句子被表达为词向量构成的序列，
通过截长补短使每个句子序列的长度保持一致． 
在卷积神经网络中，设计了多种尺寸 s 的卷积
核. 卷积核的尺寸代表着取词窗口的宽度，例如当 
s＝3时，卷积核从每 3个词中抽取 1个特征．模型中
有 h 种卷积核尺寸，每种尺寸有 f 个卷积核，通过卷
积可得到 h×f个特征．在池化过程中，采用了最大池
化的操作[21]，即每个特征序列中保留最显著的特征． 
 
图 1 分类模型架构 
Fig.1 Classification model architecture 
上述卷积与池化的过程可称为特征抽取过程，其
后的隐藏层作为特征映射层．模型依照句子的特征
向量对其进行分类． 
2.2 公共特征空间 
不同领域的语料可看作是从一个公共词典里基
于不同概率分布进行采样．笔者认为在同一种语言
中，构建公共特征空间的基础在于表达情感时所采用
的句法是类似的，它们的不同之处主要在于领域特征
词汇的组成．领域特征词汇是个相对的概念，当选定
源领域和目标领域后，一些词语在目标领域中出现非
常频繁而在源领域中几乎不出现，即为目标领域中的
特征词汇，反之亦然．表 1 中列出了服装评论与酒店
评论中的两个例子，其中“裤子”与“面料”即为服装
评论领域相对于酒店评论领域的特征词汇．如上文
所述，这两条例句在表达对所消费商品的认可时，所
使用的句法结构是相似的，即“名词-动词-形容词”的
形式． 
表 1 领域特征词汇示例 
Tab.1 Example of domain words 
领域 句子 特征词汇 
服装评论 这条裤子看着不错，面料很舒服 裤子，面料 
酒店评论 这家酒店的床感觉很舒服，位置也不错 床，酒店，位置
 
笔者将领域特征词汇定义为：在源领域中出现频
次与目标领域中出现频次之比大于特征词汇阈值 hw
的词汇．这样的定义可简单地理解为在一个领域中
大量出现的词汇，通常含有有价值的信息，而在另一
个领域中几乎不出现，则证明该词汇所含有的信息是
前者所特有的，排除了每个领域中都大量出现的助词
性词汇．每个句子中的词汇可看作是该样本的一个
特征，若将在源领域训练的模型直接应用到目标领域
上，大量的独有特征会误导模型的分类效果． 
  因此笔者提出了一种方法，首先选取无意义的符
号替换原有句子中的领域特征词，对领域信息先进行
弱化，待模型训练完成再强化．在领域弱化的过程
中，通过对特征词的替换，可构建一个公共的特征空
间．为更直观地观察领域弱化的作用，图 2(a)、2(b)
中利用 T-SNE 算法将源领域与目标领域的高维词向
量空间转变为二维分布[27]．在可视化图形中可发现，
领域弱化前源领域与目标领域的向量空间重合度较
小，经过领域弱化两个领域的向量空间基本重合，即
领域弱化过程使源领域与目标领域的向量空间更加
相似. 
 
（a）领域弱化前 
 
（b）领域弱化后 
 
图 2 领域弱化前后的特征分布变化
Fig.2 Changes in the distribution of features before and 
after the weakening of domain 
借助预训练的词向量模型，通过计算词向量序列
间的余弦距离可判断两个句子的相似性．如表 2 所
示，经过领域弱化后两个句子趋于相同，因此可利用
该公共特征空间构建训练数据集，以此初始化分类模
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型，并逐步学习目标领域的独有特征． 
表 2 领域弱化示例 
Tab.2 Example of weakening of domain 
领域 句子 相似度
服装评论 这条裤子看着不错，面料很舒服 
0.879 
酒店评论 这家酒店的床感觉很舒服，位置也不错 
弱化后 
这条 X看起来不错，X很舒服 
0.932 
这家 X的 X感觉很舒服，X也不错 
 
该过程的关键点在于如何选取领域特征词．本
文中采用基于统计词频的方式衡量词语在领域语料
中的独特程度，若词语在源领域中出现频次与其在目
标领域中出现频次的比值大于实验设定的领域词发
现阈值，即认为该词语是源领域的特征词，反之亦
然．为更精确选取特征词，本文采用词性约束的方式
对特征词加以限制，分别以最为常见的名词性约束与
形容词性约束选择特征词．在添加词性约束时，词语
在满足频次比值高于阈值，且属于目标词性的条件
下，被选取为特征词． 
2.3 半监督学习过程 
综上所述，基于公共特征空间可构建弱化后的源
领域数据集，记为 Sw，弱化后的目标领域数据集，记
为 Tw，原本的目标领域数据集记为 T，新样本置信度
阈值为 hs．如下用伪代码阐述半监督学习的过程． 
Semi-supervised Learning(Sw，Tw，T，hs) 
 输入：weakened source dataset Sw，weakened target dataset 
Tw，original target dataset T，threshold hs 
 输出：classifier for target dataset C 
 1. 初始化 C 
 2. Train C on Sw 
 3. for sentence_w，sentence in Tw，T： 
 4. label，conf＝Predict(C，sentence_w) 
 5. if conf＞hs 
 6. add(sentence，label)to D 
 7. remove sentence from T 
 8. Fine-tune C 
 9. while D increase 
 10. Train C on D 
 11. for sentence in T 
 12. label，conf＝Predict(C，sentence) 
 13. if conf＞hs 
 14. add(sentence，label)to D 
 15. remove sentence from T 
 16. return C 
在 1、2 行，初始化模型并利用经过弱化的源领
域进行训练．3～7 行模型对目标领域经过弱化的句
子进行分类标注，置信度高于阈值的样本则将其未经
弱化句子与标签一同加入新的训练集 D 中，同时从
目标领域数据集中去除该样本．8 行对模型进行微调
初始化，即固定神经网络中特征抽取部分神经节点参
数，将特征映射部分节点设为可训练状态．9～15 行
在新训练集 D 的基础上重复训练模型，并不断从 T
中获取新的高置信度数据，不断扩充模型训练集．当
D 不再扩增时即停止训练过程，此时的模型即为由源
领域自适应至目标领域的分类器． 
3 实验与讨论 
在构建分类器与半监督自适应过程的基础上，本
节通过一系列对比实验验证该方法的有效性． 
第 3.1 节简要阐述实验所使用的数据集与部分
超参数设置．第 3.2 节展示实验结果，而第 3.3 节笔
者对实验结果进行了讨论，第 3.4 节中笔者在公开数
据集上实验该方法并与现有方法进行比较． 
3.1 数据集与参数设定 
  表 3中列举了实验中所使用的数据集概况． 
表 3 数据集概况 
Tab.3 Information of data sets 
数据集 领域 样本量 词汇量 平均长度
京东 
服装 10 000 8 643 17 
水果 10 000 10 891 20 
掌上电脑 10 000 13 486 23 
洗发露 10 000 10 850 21 
携程 酒店 10 000 30 311 58 
 
上述数据均来自京东与携程电商平台，参照通用
电商评论标注方式，其标签以评论附加的星数确定，
4、5 星为正样本，1、2 星为负样本，3 星默认为不具
有情感极性的评价故而舍弃，数据集中每个领域正负
样本各 5 000 条．实验中采用十折交叉验证的方式对
模型进行验证，最终结果为各次实验的平均表现． 
卷积核尺寸设置为 s＝{3，4，5}，每个尺寸设置
卷积核数 f＝100，即共计 300 个卷积核．隐藏层节点
数量为 100，网络节点中 dropout 概率设为 0.4[28]，且
添加 0.001 的 L2 正则约束以避免过拟合．在训练集
中随机抽取 10%数据作为验证集，在训练过程中以
验证集上模型的表现调整学习速率．词嵌入所使用
的预训练词向量是以中文维基百科所训练的 50 维 
向量[29]． 
3.2 实验结果 
为确定模型训练过程中的若干超参数，如领域词
发现阈值、新样本置信度阈值、领域词的词性约束，
笔者以服装领域评论与水果领域评论进行了一系列
先导实验． 
如图 3 所示，在多组领域词发现阈值的实验中，
模型在阈值为 10时达到最好效果． 
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图 3 模型在不同领域词发现阈值下的表现 
Fig.3  Model performance under different domain word 
discovery thresholds 
图 4 中，在不同置信度阈值的作用下，模型的表
现在 0.999达到最优． 
 
图 4 模型在不同新样本置信度阈值下的表现 
Fig.4  Model performance under different sample confi-
dence thresholds 
在正式对比实验中，以无领域自适应训练的结果
为基线，以在目标领域内训练的结果为最优表现，在
表 4 中展示了不同词性约束下模型的准确率表现情
况，均为十折交叉验证平均结果． 
表 4 模型在不同词性约束下的准确率表现 
Tab.4 Model accuray under different constraints 
实验 
准确率 
C-F C-H C-P C-S 
无自适应 0.861 0.845 0.743 0.836 
无约束 0.866 0.852 0.765 0.848 
名词约束 0.887 0.861 0.758 0.867 
形容词约束 0.793 0.856 0.746 0.838 
目标领域内训练 0.902 0.884 0.917 0.916 
实验 F-H F-P F-S H-P 
无自适应 0.756 0.702 0.839 0.764 
无约束 0.781 0.753 0.872 0.761 
名词约束 0.802 0.754 0.907 0.768 
形容词约束 0.758 0.711 0.842 0.763 
目标领域内训练 0.884 0.917 0.916 0.917 
实验 H-S P-S   
无自适应 0.723 0.763   
无约束 0.741 0.761   
名词约束 0.743 0.762   
形容词约束 0.722 0.758   
目标领域内训练 0.916 0.916   
 
表中 C、F、H、P、S 分别代表服装、水果、酒店、
掌上电脑、洗发露各个领域，C-F 即为以服装为源领
域、F 为目标领域进行实验．以红色字体标出了每组
实验中效果最好的约束条件，从结果中可以看出，以
名词为约束条件所训练的模型取得了最佳的效
果．与无自适应的实验过程相对比，在名词约束下的
特征变换模型准确率平均提升 2.7%，证明该模型能
从一定程度上改善跨领域的自适应过程． 
3.3 讨 论 
在第 1个先导实验中，通过比较模型在不同领域
词发现阈值下的表现可看出，随着阈值增大，领域词
数量逐步减少，模型准确率先增大后减小．在阈值较
小时，过多领域词被替换导致模型没有学习足够的特
征；而当阈值较大时，由于几乎没有领域词被替换，
此时类似无自适应过程． 
第 2个先导实验中，随着新样本置信度阈值的增
大，迭代次数与模型准确率均先增大后减小．当阈值
较小时，对新样本的选取较为宽松，目标数据集中的
样本快速进入新训练数据集，此时训练集中数据质量
较低导致模型准确度较差；而当阈值较大时，训练数
据集很难获取新的训练样本，导致训练集较早停止扩
增，模型迭代训练次数较少，故而准确率较低． 
在对比实验中，对比不同组实验的结果可发现下
列现象. 
掌上电脑领域的模型表现均不甚理想．笔者认
为原因在于该领域与其他日常生活领域相差较远，用
户重叠较少，电子产品的评价主要针对其性能而非给
人的感受，不适用第 2.2 节所述在表达情感时所用句
法大致相近的前提，故而模型训练结果较差． 
服装、酒店、水果领域的自适应效果较好．笔者
认为这源于这些领域均侧重于商品给人的直观感受，
感受的表述上大致相近． 
名词性约束在大多数领域取得了较好的结
果．笔者认为这得益于在预训练词向量的基础上，相
近的形容词类属性特征的聚合程度更好，所以模型训
练效果更好． 
综上，该方法所需的成本较小，在训练情感分类
器的同时能得到领域的特征词典．神经网络的表现
与训练数据量有直接关系，笔者相信该模型在大规模
数据集下有取得更好表现的潜力． 
该实验过程运行于 GTX1080 8G GPU，每次实验
的时间开销约为 2 h．实验中模型通常需要在半监督
学习过程迭代 10次以上才能取得较好的效果． 
3.4 公开数据集实验 
该实验数据集来自亚马逊电商评论数据[11]，涵
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盖书籍、DVD 影像、电器与厨房用具 4 个领域．其中
数据处理方式同上，评分 4、5 星为正样本，1、2 星为
负样本，每个领域分别包含正负样本各 1 000条． 
该实验中采用基于谷歌新闻数据集预训练的
300 维英文词向量模型进行向量嵌入，网络结构与超
参数设置均采用上述中文数据集实验中最优条件，以
名词性约束抽取领域特征词． 
如表 5 所示，模型在书籍与 DVD 影像、电器与
厨房用具领域间的适应效果较好，这一现象与中文数
据集中属性词相近的领域在经过领域弱化后更加相
似是一致的． 
表 5 模型在英文数据集的准确率表现 
Tab.5 Model accuracy on English data set 
源/目标领域 
准确率 
Book DVD Electronics Kitchen 
Book 0.827 0.811 0.772 0.781 
DVD 0.782 0.843 0.743 0.823 
Electronics 0.764 0.786 0.876 0.843 
Kitchen 0.649 0.763 0.812 0.882 
 
同时，参照前期研究者的实验方法，选择其中一
个领域作为目标领域，其余 3个领域作为源领域进行
实验，可得到模型准确率如表 6所示． 
表 6 模型准确率对比 
Tab.6 Comparison of model accuracy  
方法 
准确率 
Book DVD Electronics Kitchen
无自适应 0.690 2 0.724 8 0.734 7 0.792 6
SCL-MI[11] 0.745 6 0.763 0 0.789 3 0.820 6
SFA[17] 0.777 3 0.763 1 0.753 0 0.814 8
SST[16] 0.763 2 0.782 6 0.838 6 0.851 8
本文模型 0.784 5 0.801 4 0.821 5 0.866 7
目标领域内训练 0.832 9 0.846 4 0.883 1 0.891 2
 
可发现在拥有更大训练集的情况下，模型的准确
率得到进一步提高．笔者分析认为原因在于一方面，
源数据集更加具有普适性，在领域弱化过程中与目标
领域会更加相似；另一方面，神经网络在大规模数据
集上能更有效率地抽取特征．与现有方法相比，该方
法所需的开销更小，且能取得较好的效果． 
4 结 语 
本文中，笔者致力于研究多领域中情感分类问题
的领域自适应．设计了一套基于公共特征空间重构
的方法进行领域自适应．以卷积神经网络抽取特征，
半监督学习过程进行特征映射，从而节约大量人力解
决了某些领域无标注数据、无法训练有效分类器的问
题．实验结果表明，该方法在多领域情感分类问题中
能取得良好的表现． 
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