Two methods are commonly employed for evaluating the extent of the uncertainty of evolutionary distances between sequences: either some estimator of the variance of the distance estimator, or the bootstrap method. However, both approaches can be misleading, particularly when the evolutionary distance is small. We propose using another statistical method which does not have the same defect: interval estimation. We show how confidence intervals may be constructed for the Jukes and Cantor (1969) and Kimura two-parameter (1980) estimators. We compare the exact confidence intervals thus obtained with the approximate intervals derived by the two previous methods, using artificial and biological data. The results show that the usual methods clearly underestimate the variability when the substitution rate is low and when sequences are short. Moreover, our analysis suggests that similar results may be expected for other evolutionary distance estimators.
Introduction
It is usually considered that the evolutionary diswhere s is the number of observed transitions and v is tance between two aligned sequences is equal to the subthe number of observed transversions. Using the delta stitution rate between these sequences. Numerous methmethod again, the following estimator of the variance of ods have been proposed to estimate this substitution rate estimator (3) is obtained (Kimura 1980) : from the observed differences between sequences (Zharkikh 1994; Swofford et al. 1996) . The method of Jukes and Cantor's (1969) is the first and the simplest. It primarily applies to nucleotide sequences, but may be ex-
tended to proteins (Kimura 1983) . In this method, the substitution rate is assumed to be the same for all nu-1 cleotide pairs, and the only information we have is the a= number k of observed differences. Then, the evolution-1 -25-v n n ary distance estimator is and
where n is the sequence length. Moreover, the variance of this estimator may be approximated by the delta method (De Groot 1989, p. 429) . We thus obtain an estimator of the variance of estimator (l), which is expressed as (Jukes and Cantor 1969) k 1-k
Other methods take into account unequal rates of substitution among different pairs of nucleotides.
The Kimura's (1980) two-parameter method distinguishes between transitions and transversions, which yields the distance estimator dkim= -iln(l -2X-X)-$ln(l -2i),
b=;
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The estimated variances (2) and (4) express the uncertainty about the true evolutionary distance which arises when using estimator (l), respectively (3). When the hypotheses of the underlying substitution models are satisfied, all these estimators, (l), (2), (3) and (4), are only slightly biased, at least when the distance is not too high and the sequences are not too short (Tajima 1993) . However, even in this case, their use can be misleading. This is easily seen by taking the particular case of two identical sequences. Then, dj, = dkim = 0 and both estimators indicates that the sequences have not diverged. Moreover, this result could be seen as certain because we also have &f, = S$i, = 0. However, even if no difference is observed, mutations cannot be neglected. Basically, the error consists in identifying the estimated variances with their (unknown) true values. Note that the phenomenon we have detected is not uncommon. For example, it also occurs with the parameter p of the binomial law.
terward (Efron and Tibshirani 1993) which data are drawn by resampling from the data. In the percentile bootstrap method, which is generally used in phylogenetic studies, a series of pseudosamples is constructed, each of which consists of n sites, where each site is drawn at random with replacement from the n original data sites. Then, the distribution around the original estimate of the "pseudoestimates" which are obtained from the pseudosamples, provides a view of the distribution of the estimator around the true parameter value. Considering the particular example of two identical sequences, we see that the percentile bootstrap suffers from the same defect as estimators (2) and (4). If two sequences do not differ in the original data set, they do not present any difference in any pseudosample. Therefore, the evolutionary distance between these two sequences is zero, whatever the number of bootstrap resamplings we do. As estimators (2) and (4) do, the percentile bootstrap underestimates in this case the variability of the evolutionary distance. In this paper, we propose using another common statistical method which does not have the same defect: interval estimation. We will show how confidence intervals may be constructed for the Jukes and Cantor ( 1969) and Kimura two-parameter ( 1980) estimators. The percentile bootstrap and formulae (1) and (3) or (2) and (4) may also be used to construct approximate confidence intervals, and a comparison between these approximations and exact intervals allows the extent of the defect detected above to be measured. In the Methods section, we first present the construction of the exact confidence intervals, then the approximations obtained using the percentile bootstrap, and, finally, those which are obtained using formulae (1) and (3) or (2) and (4). In the Results section, a comparison of these confidence intervals is made using realistic parameter values.
Methods
Let us briefly explain the concept of the confidence interval. Instead of trying to evaluate the evolutionary distance, we consider the specification of a range in which this parameter lies, with a fixed probability (1 -q), where q represents the risk, generally fixed at 0.05. If S is the_evolutionary distance, we search for an interval [S, S] , depending on the data and satisfying
with the risk equally shared on the both sides of the interval, i.e., and Pr(8<6)55.
The two bounds, 6 and 8, depend on the data. According to whether we-use the Jukes and Cantor or the Kimura model, the data considered are either k, the number of differences, or s and v, the numbers of observed transitions and transversions, respectively, between sequences. Because these quantities are integer-valued, it is generally not possible to find an interval with a probability equal to 1 -q. Therefore, we have to be satisfied with an interval with a probability greater than, but as close as possible to, 1 -q. This is not uncommon for nonparametric confidence intervals that depend on integer-valued data (see e.g. Kendall and Stuart, 1973, pp. 108-l 10) .
Exact Confidence Intervals Jukes and Cantor Estimator
The data, i.e., the number of observed differences between the two sequences, follow a binomial distribution with parameters n, the sequence length, and p, the probability of observing a difference at a given site. To find the interval estimation of the Jukes and Cantor evolutionary distance, we use the well-known interval estimation of the parameter p of a binomial law (Kendall and Stuart 1973, pp. 108-110) . Indeed, let JC be the function
JC is strictly increasing and we have:
The confidence interval of p is obtained in two steps. First, let K be a binomial variable with parameters n and p. For any fixed value of p, the distribution of K & kno_wn. Then, we define functions K = K(p, n, q) and K = K(p, n, q) as the largest integer K-and smallest -integer K, respectively such that These functions define an interval in which K lies with probability greater than or equal to 1 -q Figure 1 represents this interval as a function of p for n = 100 and rl = 0.05. The graph has a step form because K is integer-valued.
W&en, for example, p equals 0.1, we have K = 4 and K = 16, i.e., K is between 4 and 16 with aprobability greater than or equal to 0.95. Now let k be the observation we have in hand. The second step consists of searching for the set of values of p such that k lies in [K(p, n, q), K(p, n, q)]. This interval can be read from figure 1. Considering a given ordinate k, we read the corresponding abscissae on the curves. These are the upper and lower bounds of the interval of p. Let p = p(k, n, q) and p = p(k, n, q) denote these bounds. When, for example, k equals 10, we read p = 0.05 and p = 0.18, and we then have Pr@ 
i=O \lj
Equations (8) do not have analytical solutions. However, the two cumulative functions are monotonic in p, and the interval bounds can be approximated using the bisection method (Press et al., 1992, p. 353) . In some simple cases, they may also be obtained using statistical tables of the binomial law. When, for example, the sequence length is rz = 50 and no difference is observed, the 0.95 confidence interval for the parameter p is [0, 0.07 11. It becomes [0, 0.0074] when n = 500. The corresponding confidence intervals for 6 are [0, 0.0751 and [0, 0.0074]. Note that the intervals are almost the same for p and 6, which is explained by the fact that JC(x) = x when x is near 0.
Kimura Estimator
Here, the data are the numbers of observed transitions and transversions, s and v, respectively, between the two sequences. These quantities follow a multinomial distribution with parameters n, ps, and pv, respectively the sequence length, the probability of observing a transition, and the probability of observing a transversion at a given site. The probabilities ps and pv depend on the transition mutation rate, (x, and on the transversion mutation rate, l3. Let T be the time elapsed since sequences divergence. We have 
Ps = a + $exp(-*pT) -$P(-4(a + P)T)
and 1 1 PV = 2 -Texp(-8PT).
(9)
Equation (3) gives the evolutionary distance estimator d as a function of the estimators of ps and pv, respectively s/n and v/n. The same relation exists between the evolutionary distance, 6, and the probabilities ps and pv We have
The construction of the confidence interval is more complex for the Kimura estimator than for the Jukes and Cantor estimator. The confidence interval for 6 depends on the confidence region of the pair Cps, pv}, and not on the confidence intervals for ps and pv considered separately, and the two-step procedure explained above is no longer feasible. It appears difficult to construct an interval of the observations for a fixed value of 8, because an infinity of values of the pair (ps, pv} correspond to a given 6. To solve this difficulty, we make an assumption about the relation between ps and pP This relation is obtained assuming that the ratio o/p is known. Such a choice is implicitly made in the Jukes and Cantor model, where the ratio a/p is fixed to 1. In practice, the ratio r = o/B may be chosen using either external knowledge or the Kimura estimator of cxT and PT, which is as follows:
&T
We have to point out that using the ratio estimator ;i instead of the (generally unknown) ratio r is questionable from a statistical standpoint. Moreover, + is not always defined, for example, when s = v = 0. We will see (Results: numerical evaluation) that the first point, i.e., using ;i instead of 7, has little practical impact. Moreover, a default value (e.g., 2) may be employed in the cases where + is not defined.
Using equation (lo), we can substitute 6 and T for (Y and p' in equations (9). We find
According to equations (12), a unique pair (ps, pv} corresponds to a given pair (6, 7). Therefore, we are now able to construct an interval of 8 for any given 7, using the same two-step procedure as above.
First step: Let d = dkim = d(s, v) be the estimator defined in equation (3), and let (S, V, n -S -V) be the values of a multinomial random variable based on n trials and probabilities (ps, pv, 1 -ps -pv). For ps and pv defined as functions of 6 and r in equations (12) . Thus, S = S<S, 7, n,q) and 6 = 6(6, 7, n, q). As before, the limits S and 6 can be defined directly as solutions of the equations
where ps = ps@, 7) and pv = p@, T), and
Equations (13) x PZPW -Ps -PV)n-a-b
where ps = ~~(6, T) and pv = pv(6, 7). and (14) can be solved by successive dichotomies again using the bissection method (Press et al., 1992, p. 353) . The algorithm can be made more efficient by first sorting the possible values of (a, b) by the values (eq. 3) of d(a, b), which depend only on a, b, and n. A Visual C++ PC version of the algorithm is available on request.
. .
The exact 0.95 confidence interval for dkim = 0 with n = 50 nucleotides is [0,0.075], assuming 7 = 2. The interval for T = 4 is identical and is [0, 0.0761 for r = 8. For sequences of 500 nucleotides, the intervals are [0, 0.0074] using either r = 2, 4, or 8. Notice that these intervals depend only slightly on the value of r and are almost the same as those obtained using the Jukes and Cantor estimator.
Bootstrap Confidence Intervals
We do not perform a classical percentile bootstrap here, in the sense that we do not construct pseudosamples within a computer simulation. Indeed, the bootstrap v&z) to directly obtain the analytical expression of the theoretical bootstrap interval, i.e., the value it reaches when the number of pseudosamples tends to infinity.
Jukes and Cantor Estimator
Let f be the observed proportion of differences between two sequences, i.e., f = k/n. Then, the bootstrap resampling law is a binomial with parameters n and JI The computation is now limited to searching for the and the analytical expression of the theoretical bootstrap smallest value satisfying equation (17) Normal-Theory Confidence Intervals -and A usual way to construct confidence intervals is to assume that the estimator follows a Gaussian distribuj=k* =o " tion. This is rarely justified, but can be considered as a
(15) first approximation.
With such an assumption, we can j=O 1 write where k* is as large as possible and k* is as small as possible (because of discontinuity, it is usually not possible to solve the equations perfectly). The theoretical bootstrap confidence interval is [JC(_k"/n), JC(k*/n)], where JC is the function defined above (eq. 6).
There is a fundamental difference between equations (8), which express the exact confidence interval, and equations (15): in the case of the exact interval, we search for a value of the parameter p of the binomial law for a fixed number of differences, while in the bootstrap case, we search for a value of the number of differences for a fixed value of the parameter p (=f). Moreover, equations (15) are identical to equations (7) when p = f This is illustrated by figure 1, where the exact confidence interval is read on the horizontal axis, while the bootstrap confidence interval is read on the vertical axis. For f = 0.1 (k = lo), the exact 0.95 confidence interval is [0.05, 0.181, and the bootstrap interval is [0.04, 0.161.
Kimura Estimator
The construction for the Kimura estimator is similar. If two sequences present so transitions and v. transversions, the bootstrap resampling law is a multinomial with parameters n, s&z, and v&z. The lower bound S* is the greatest value of d(s, v) satisfying:
and the upper bound s* is the smallest value satisfying:
Pr(d(S, V) 5 d(s, v) Ips = so/n; pv = vo/n)
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2' confidence interval is calculated very simply using the estimators given by formulae (1) and (2), respectively (3) and (4). Even if the assumption is unjustified, we will see later that this approach provides intervals similar to bootstrap intervals when the sequences are sufficiently long.
Results
We have presented above various methods to construct a confidence intervals for 6. We now discuss their qualities, assuming that the sequences have evolved according to the Kimura (1980) two-parameter substitution model. Specifically, we first evaluate how each method respects the levels of risk defined by equations (5). Then, we compare the interval bounds these methods provide, using biological and artificial data.
Numerical Evaluation
Assuming the Kimura substitution model and consideriig any given method for obtaining the bounds 6 and 6, we are able to compute the left and the rigG expected risks for fixed values of 6 and T. The left expected risk is the probability that S is greater than_ 6, while the right expected risk is the probability that S is less than 8. The computation method is simple. The probability that 6 is greater than 6 is the sum of the probabilities of each couple (s, v) where such an event is observed. Then, to obtain the left expected risk, we have to compute 6 for all possible values of (s, v) and test for each coup6 if the corresponding 6 is greater than 6. Moreover, the probability of a couple-(s, v) is NOTE.--n is the sequence length, T is the ratio between transition and transversion rates, and 6 is the true Kimura evolutionary distance. The table provides the left, Pr(S < S), and the right, Pr(6 > s), expected risks for various methods to construct confidence intervals. The better a method, the closer to 0.025 from below is the expected risk. Kim? is the exact Kimura interval obtained using the true (but generally unknown) value of T; it represents the best achievable result. Kim?
is the exact Kimura interval obtained using the ? estimate (eq. 11) of T. Norm is the normal-theory Kimura interval. Boot is the percentile bootstrap Kimura interval. JC is the exact interval obtained when assuming the Jukes and Cantor substitution model (T = 1).
where ps = ps(S, 7) and pv = pv(S, T) are obtained from (equations (12). When considering the exact interval for the Kimura estimator with ;i as the value of 7, the computation of the risks poses some problems, because ;i is not defined over all the couples (s, v). When there is no difference, then & = 0 and fi = 0, and we have fixed 7 to 1. In fact, this choice is of little importance, because for a small difference between the sequences, the values of d change little no matter which evolutionary model is chosen. When p = 0 (v = 0) and & > 0 we have considered that ? tends toward infinity in equations (12). The other cases are so unlikely to occur that we have ignored them. Table 1 presents the results obtained for various values of 6, T, and n. The columns labeled Kim7 correspond to the best achievable expected risks. They derive from the exact interval obtained using the Kimura estimator and the true value of 7 (in practice, such an interval cannot be obtained, because the true value of 7 is unknown).
Both risks are less than, but as close as possible to, the fixed value, i.e., 7-42. A good method must provide expected risks near these optimal values.
For the normal-theory and bootstrap methods, the right risk is always greater than 0.025, and the left risk is considerably smaller than the optimal value. Moreover, the sum of both risks is always greater than 0.05. In both cases, the intervals never agree with the conditions imposed. They are staggered in relation to the exact interval, and they are too optimistic, since they provide an interval in which 8 lies with a confidence level less than 0.95. However, the comparison of the risks obtained for n = 50 and n = 500 shows that the normaltheory and bootstrap methods give better results as n increases. The expected risks then become close to the fixed values. Even though the bootstrap interval is a little better than the normal-theory interval, the latter is so simple to compute that it can be used as a first approximation for a sufficiently large n. In the case of the Jukes and Cantor estimator (which corresponds to the assumption that 7 equals 1) the risks, in almost all cases, are closer to 0.025 when 7 = 2 than when r = 16. In other words, this observation confirms the intuitive idea that the result is better when we choose r closer to its true value.
Finally, let us consider the results obtained with the exact interval using the Kimura estimator and ;i as the value of 7 (columns Kim?). In a few cases, the risk is slightly greater than the optimal value, e.g., for n = 50, 7 = 16, and 8 = 0.15, we have Pr(8 < s> = 0.026, while the optimal value is 0.023. In all other cases, the method respects the constraints imposed and, both risks are slightly less than the optimal values. Moreover, their sum is always less than 0.05. Even if this method is a little too pessimistic, it clearly provides the best results. Therefore, it is the reference used below for comparing the methods.
Comparison of the Methods Using Biological and Artificial Data
We used the same nucleotide sequences used by Tajima (1993) to study his unbiased estimator of evolutionary distance. The sequences are human preproinsulin and rat preproinsulin I (Sures et al. 1980) . Preproinsulin consists of four polypeptides: prepeptide, A-chain, B-chain, and C-peptide. Since the substitution rates might be different among different polypeptides, we analyzed them separately. Furthermore, we distinguished the first, second, and third positions in codons. The proportions of differences in first and second positions are so similar that results are only given for the first one. Only a few nucleotides were used in each comparison: n = 23 for prepeptide, n = 21 for A-chain, n NOTE.-+ is the sequence length; Pos indicates the position in codons; k, s, and u are respectively the observed numbers of differences, transitions, and transversions; ? is the estimated (eq. 11) value of the ratio between transition and transversion rates. Kim+ is the exact Kimura interval obtained using + as the value of T. Norm is the normal-theory Kimura interval. Boot is the percentile bootstrap Kimura interval. JC is the exact interval obtained when assuming the Jukes and Cantor substitution model (7 = 1). The better a method, the closer to one are the criteria "length" and "shape." When there is no difference between sequences (k = O), the shape ratio is undefined (-).
= 30 for B-chain, and n = 31 for C-peptide. To complete this study, we also considered longer artificial sequences (n = 500). Exact intervals based on the Kimura estimator model were computed taking ;i as the value of 7. When no differences are observed, ;i is undefined. We then took as the value of ? the estimate of 7 considering the whole sequence, the three positions in the codon together. The bootstrap and normal-theory intervals of the Kimura distance and the exact interval using the Jukes and Cantor estimator were computed as described in the Methods section.
To compare the intervals, we used criteria defined by Efron and Tibshirani (1993) : the ' 'length" = 6-d 8 -6, and the "shape" = --d-6' -
The length measures the variability of the distance estimator, and the shape measures the asymmetry of the interval around this estimator. To simplify the comparison, we considered two criteria, the "length ratio" (LR) and the "shape ratio" (SR). They are defined as the ratios of the length, respectively the shape, of an interval over the length, respectively the shape, of the exact interval obtained using the Kimura estimator with +. This interval has been chosen as the reference because of our results above. Moreover, its construction requires fewer assumptions than the others do. Results are shown in table 2. A good interval must be close to the reference interval, or, equivalently, must provide criteria close to one.
The LR and SR values of normal-theory intervals are always less than one. As above, we can conclude that the normal-theory method provides intervals that differ widely from the reference one. Moreover, the lower bound is negative when the number of differences is low, i.e., k/n = 0. Results become better as II increases. For example, having k/n = 0.5, we have LR = 0.81 and SR = 0.40 for the third position in C-peptide where n = 3 1, and these criteria become, respectively, 0.99 and 0.81 for n = 500. Therefore, it appears that for long sequences and sufficiently large proportions of differences, the normal-theory method provides a satisfactory approximation of the exact Kimura interval. Note that these results are similar to those presented earlier, even though we no longer have the true value of 7 and now use its estimated valuee +.
Both criteria LR and SR are generally closer to one for the bootstrap interval than for the normal-theory interval. The percentile bootstrap method, therefore, provides better results than the normal-theory approach. However, the bootstrap interval tends to underestimate the length and the shape of the reference interval when k/n is low (e.g., first position) and to overestimate them for greater differences, (e.g., third position). Like the normal-theory interval, the bootstrap interval provides a good approximation when n is large (e.g., n = 500) and k/n is not too small, but also not too large.
In almost all cases, the exact interval obtained assuming the Jukes and Cantor substitution model is the closest to the reference one, except in large sequences with a high number (n = 500 and k/n = 0.50). In fact, these two intervals are noticeably different only when k/n is high, and ;i is far from one, i.e., when the Jukes and Cantor substitution model is clearly contradicted by the data. Table 2 seems to confirm the intuitive idea that intervals are close when the distance estimates under the Jukes and Cantor or the Kimura model are similar, and we can legitimately assume that this idea could be extended to more general models which include more parameters. In other words, the Jukes and Cantor interval could be a good (and rather easy to compute) approximation for any model as soon as the distance estimates in both models are close.
Conclusion
We proposed using interval estimation to measure the uncertainty of the Jukes and Cantor or Kimura evolutionary distance estimators. We showed that the interval obtained with the usual approximation methods, per-centile bootstrap and normal-theory, are biased. Both methods are too optimistic.
The expected risk using these methods is very asymmetric and more than the fixed value of the risk. However, we saw that the normal-theory and bootstrap methods provide satisfying first approximations as the sequence length increases and for a sufficiently high proportion of differences. In this case, the normal-theory interval should be preferred because we have its analytical expression directly. However, the bootstrap method has an advantage that other methods do not have: it can be integrated in a complex estimation process, for example, assessing the reliability of estimated phylogenies, as proposed by Felsenstein (1985) .
The exact interval for the Jukes and Cantor estimator is obtained from the confidence interval for the parameter of a binomial law. To construct the exact interval for the Kimura two-parameter estimator, we have supposed that the ratio between the transition and the transversion rates is known. When the Kimura estimator (eq. 11) of this ratio is used, we have shown that this method provides the most satisfying interval even if it tends to slightly overestimate the variability.
