DNA looping participates in transcriptional regulation, for instance, by allowing distal binding sites to act synergistically. Here we study this process and compare different regulatory mechanisms based on repression with and without looping. Within a simple mathematical model for the lac operon, we show that regulation based on DNA looping, in addition to increasing the repression level, can reduce the fluctuations of transcription and, at the same time, decrease the sensitivity to changes in the number of regulatory proteins. Looping is thus able to circumvent some of the constraints inherent to mechanisms based solely on binding to a single operator site and provides a mechanism to regulate not only the average properties of transcription but also its fluctuations.
Introduction
Cells use a wide variety of mechanisms to regulate and perform their functions. Some of these mechanisms are fairly simple. But, more often that not, there seems to be an unnecessary complexity. Consider for instance the lac operon, the system where, together with ! -phage, gene regulation was discovered. 1, 2, 3 It consists of a regulatory domain and three genes required for the uptake and catabolism of lactose (see however, is actually not so simple. In the case of the lac operon, besides 1 O there are two sites outside the control region, the so-called auxiliary operators 2 O and 3 O , which closely resemble 1 O and where the repressor can also bind. At first, these two sites were considered to be just remnants of evolution without any specific function. 2 The reasons were diverse. They are far away from the promoter, so that the repressor's binding to them cannot affect the RNA polymerase directly. They are much weaker than 1 O -2 O is as much as 10 times and 3 O is over 300 times.
Moreover, elimination of either one of them leaves the repression level practically unchanged.
The role of 2 O and 3 O , however, proved to be far from minor: simultaneous elimination of both of these operators reduced the repression level about 100 times.
Such a drastic effect turned out to be mediated by the DNA loops that the lac repressor can induce by binding to two sites simultaneously. 4 Through looping, the auxiliary operators indirectly increase the probability for the repressor to be bound to the main operator.
It is remarkable that, despite its apparent complexity, DNA looping is widely used in gene regulation. It was first discovered in the ara operon 5 and subsequently, in other prokaryotic systems like lac, deo, gal and gln. 6 It is a key element in the regulation of the ! -phage 7 and it is also at play in eukaryotic enhancers, allowing multiple proteins from adjacent and also distal sites to affect the RNA polymerase. 6, 8 Here we analyze how the dynamics of looping affects gene expression and compare it to different alternative regulatory mechanisms. The results of our model are in close agreement with the available experimental data on the lac operon, which spans over three orders of magnitude in the repression level.
In addition, the model shows that DNA looping can be used to circumvent several of the shortcomings that are inherent to simpler mechanisms.
Regulation with and without looping
In Figure 2 we illustrate the main differences in the mechanisms of regulation with and without looping. The system with a single binding site can be characterized by two states (Figure 2a 
Repression level
The description based on states is suitable to tackle, both qualitatively and quantitatively, the effects of looping in gene regulation. Intuitively, looping increases repression because the system is dynamically trapped in the looped state (iv). The system can only leave this state to either the state (ii) or (iii). In any of these two states, the repressor still remains nearby the free operator. Therefore, the most likely event is that repressor is recaptured by the free operator to form the loop again. Thus, with high probability, the system comes back to the state (iv).
This idea of the repressor being dynamically trapped is also a key element in a recently proposed mechanism for protein localization. 9 Proteins with two binding domains for each of the elements of an array will have a high probability of being attached to the array by one or both of its domains at any instant of time because, if the neighboring array elements are close enough, it is likely that when one domain unbinds it will reattach to the array before the other domain unbinds.
It is important to note the differences of DNA looping with what is known in inorganic chemistry as the chelate effect. 10 The chelate effect refers to the fact that the binding of a dimer to a molecule may be far greater than expected from the binding of the constituent monomers separately. It happens because, in the binding, the dimer loses only the translational and rotational entropies of a single molecule in contrast to the entropies of two molecules that the pair of monomers would lose. In our case, in addition to the lost of translational and rotational entropies, one also has to take into account the energetic and entropic contribution of the formation of the DNA loop.
To proceed with the quantitative details, we consider first the single operator case. We will follow the standard statistical thermodynamics approach. 11 The main idea of this approach is that the probability for the system to be in a given state is a function of the free energy of such a state. This function is essentially proportional to the number of ways in which the state can be realized times the exponential of minus the free energy of the state. 11, 12, 13 From these probabilities, one can obtain all the equilibrium properties of the system. In our case, the quantity of interest is the repression level m O R , which is defined as the ratio of the maximum transcription rate ( max t ) to the actual rate ( act t ). If transcription takes place when the repressor is not bound to the main operator, as in our case, the actual transcription rate is the maximum rate times the probability for the main operator to be free. The main operator is free when the system is in the state (i). Therefore,
where P is the probability for the system to be in the state denoted by its subscript, Table 1 ). The free energies obtained in this way are not just what is usually measured in vitro; they also take into account the nonspecific binding of the repressor and the looping between the main operator and nonspecific DNA (see Appendix B); i.e., they also take into account the context of the cell.
In a similar way, one can compute the repression level when DNA looping is involved. As before, the repression level is the inverse of the probability for the main operator to be free, which takes place when the system is in the states (i) and (iii).
Therefore,
In terms of free energies, we obtain is given by
Once Table 1 .)
Using these experimental data and Equation (3), we calculated
case (see Table 2 ). 
Increase in the local concentration
It is interesting to analyze how previous explanations of the effect of the auxiliary operators relate to Equation (3) . To this end, we need to consider the case in which the auxiliary operator is sufficiently strong. In mathematical terms, this can be expressed
 . Under such conditions, Equation (3) simplifies to
where the repression level is as for the single operator case [Equation ( The connection with the increase in the local concentration 15 explanation comes from assuming that when the repressor is bound to the auxiliary operator the sole effect of looping is to reduce the volume in which the repressor can move around the main operator. This is, of course, a very crude approximation, which nevertheless is able to provide some insights. Under this assumption, the decrease in free energy because of looping is given by ln
, where cell V is the volume of the cell and loop V is the volume in which the repressor is allowed to move once it is bound to the auxiliary site. 6, 11 The repression level follows from Equation (1) with
# , which coincides with the result obtained from the increase in the local concentration. 15 Notice, however, that in general, repression through looping extends beyond the concept of local concentration, as shown by Equation (3).
Dynamics and fluctuations
To study the fluctuations in the numbers of protein and mRNA molecules, the dynamics has to be considered explicitly. The new quantities of interest are the transition probability rates between different states. Unfortunately, so far, there is no in vivo measurement of those rates and the in vitro data strongly differs from experiment to experiment. 17 We estimated the rates as explained in the Appendix A, taking into account as much in vivo information as possible.
In Figure 4 we show the typical time courses and the histograms of the number of molecules produced from operons regulated with and without looping. These graphs were obtained from computer simulations using the standard Gillespie algorithm 18 (known as the BKL algorithm in the physical literature 19 ). The basic idea of the algorithm is to choose randomly (with probabilities inferred from the rates 20 
Cell-to-cell variability
The number of repressors is expected to differ from cell to cell. An important property is therefore the dependence of the repression level [Equation ( 3)] on the number of repressors. In Figure 5a we illustrate this dependence for both the looping and the single operator cases. Even more interesting is the possibility to control not only the repression level but also its variability from cell to cell. Looping could in principle be used to adjust (over evolutionary time scales) the levels of phenotypic variability: the strength of the main and auxiliary operators as well as the distance between them could be chosen so that an optimal cell-to-cell variability of the repression level is obtained. In Figure 5b we show an instance of how cell-to-cell variability could be controlled by looping.
Conclusions
The complexity of the cell contrasts with the simplicity of the idealized models aimed at its understanding. In the cell, the numbers of each molecular component are limited and often fluctuate strongly, not only in time but also from cell to cell. In addition, the reactions between components cannot happen at arbitrarily high speeds. The ability to cope with, integrate, and use these constraints is crucial for the functioning of the cell.
Here we have studied how these constraints affect gene regulation. In particular, we have focused on the role of DNA looping, which seems to exhibit an unnecessary complexity when compared to alternative, apparently simpler mechanisms. A well established role of DNA looping is to increase the repression level. In principle, it would be also possible to increase the repression level by just increasing the strength of the operator or the affinity of repressor for the operator.
The results of our analysis suggest that DNA looping, in addition to increasing the repression level can confer other relevant properties to gene regulation systems:
-Compared to simpler alternative regulatory mechanisms, DNA looping is able to reduce the fluctuations in transcription.
-The experimental data seems to indicate that the search of repressor for its target has reached the limits that diffusion imposes to reaction rates; in order for the repressor to find its target faster, this limit would have to be surpassed. DNA looping can circumvent this constraint.
-DNA looping also makes the repression level remain fairly constant with respect to changes in the number of repressors.
It is important to realize that noise and fluctuations are ubiquitous at the molecular level. The cellular function has to be carried out under such conditions.
Regulation systems have evolved to cope with all the constraints that the intrinsic molecular nature of the cell imposes. Uncovering the way in which it is achieved is of fundamental importance for understanding both naturally occurring and artificially designed 24,25 cellular systems.
Appendix A: Transition rates
The transition rates between the different states are basically the association rate constant, a k , which gives the rate for the repressor to find an operator, and the repressor-operator dissociation rate constants, 
,
which together with the equilibrium probabilities
Therefore, if b (or alternatively a ) and one rate constant are known, all the others follow from the free energies for the different states. So far, there is no direct measurement of the in vivo values of those constants. The in vitro data shows a high variability -as much as 100 -fold differences-from experiment to experiment. 17 As a value of the dissociation rate constant for 1 O we have chosen
according to experiments that used a short piece of DNA with just the operator.
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(Other experiments used long pieces of DNA, which can induce looping and actually not provide the dissociation rate constant from a single operator. 17 )
As a value of b , we have assumed 1 b = , which means that the dissociation rate of the repressor from one operator does not depend on whether it is also bound to the other operator. This is reasonable on the grounds that the two operators are far In such a state, one binding domain of the repressor is always bound to the operator but the other domain can be either free or bound to nonspecific DNA forming a DNA loop.
We label the sub-state without nonspecific DNA looping by (ii,0), and the substates with it, by (ii,k). Here, k is an index ranging from 1 to n, with n being the number of possible non-specific DNA binding sites. Then, proceeding as for Equation (1), one obtains that the repression level is given by
which expressed in terms of free energies leads to
where, 
with ( ) 1 ln 1 .
This result coincides with that of Equation (1). Therefore, the two-state description of Figure 2a is equivalent to the more involved description that considers non-specific DNA looping. The advantage of using the simple over the complex description is that, in our case, the relevant parameters are not Table 2 ) as a function of the observed repression. 14 The continuous line is the identity function. we can express these constants in terms of concentrations: 
