to 78% yield). Many aryl bromides function effectively as well, including those that contain functional groups as diverse as ketones, esters, nitriles, trifluoromethyl groups, and fluorides (14 to 18, 75 to 90% yield). Heteroaromatics, in the form of differentially substituted bromopyridines, are also efficient coupling partners (19 to 22, 60 to 85% yield). Moreover, aryl chlorides are competent substrates if the arenes, such as pyridines and pyrimidines, are electron-deficient (23 and 24, 64 and 65% yield). Only products 15 and 19 in Fig. 3 would be accessible by using our previously reported photoredox arylation strategy. Moreover, we are unaware of the general use of C sp 3 -bearing carboxylic acids as reaction substrates in transition metal catalysis, an illustration of the tremendous scope expansion that is attainable by using this dual catalysis technology. These reactions are typically complete in 72 hours at larger scale and 48 hours on smaller scale (see supplementary text).
Next, we investigated the nature of the carboxylic acid coupling partner, as highlighted in Fig. 4A . A wide variety of a-amino acids function effectively in this protocol, including various N-Boc and N-benzyl carbamoyl (N-Cbz) protected heterocycles (25 to 27, 61 to 93% yield). Acyclic a-amino acids, containing indole, ester, and thioether functionalities, are also readily tolerated (28 to 32, 72 to 91% yield). a-oxycarboxylic acids can function as proficient coupling partners, producing a-arylated ethers in high yield over a single step (33, 82% yield). Moreover, we have also found that various phenyl acetic acid substrates function in this coupling protocol with high efficiency (>78% yield, see supplementary text).
To further demonstrate the utility of this dualcatalysis strategy, we sought to demonstrate the direct functionalization of C sp 3 -H bonds with coupling partners derived from aryl or alkyl halides. Given that our decarboxylation-arylation mechanism involves the rapid addition of an a-amino radical to a Ni(II) salt, we sought to generate an analogous a-nitrogen carbon-centered radical via a photoredox-driven N-phenyl (N-Ph) oxidation, a-C-H deprotonation sequence using aniline-based substrates (18) . We presumed that this photomediated N-Ph oxidation mechanism would provide an alternative pathway to the openshell carbon intermediate (corresponding to 4, Fig. 2 ) and should similarly intercept the putative Ni(II) intermediate 8. Assuming that the remaining dual-catalysis mechanism would be analogous to that shown in Fig. 2 , we expected that a range of direct C sp 3 -H functionalization protocols should be possible. Indeed, we were able to demonstrate that dimethylaniline undergoes a-amine coupling with a variety of aryl halides in the presence of Ir[dF(CF 3 )ppy] 2 (dtbbpy)PF 6 and NiCl 2 •glyme ( Fig. 4B ). Electron-deficient and electron-rich iodoarenes give moderate to high yields (34 to 36, 72 to 93% yield). Moreover, aryl bromides are competent coupling partners, enabling the installation of medicinally important heterocyclic motifs (37, 60% yield). Last, control experiments have revealed that the combination of light, photoredox catalyst 1, and the NiCl 2 •dtbbpy complex is essential for product formation in all examples listed in Figs. 3 and 4. This reaction represents a powerful foray into direct C-H activation using orthogonal cross-coupling reactivity.
The authors are grateful for financial support provided by the NIH General Medical Sciences (grants NIHGMS R01 GM103558-01 and R01 GM100985-01) and gifts from Merck, Amgen, Eli Lilly, and Roche. Z.Z. and L.C. are grateful for postdoctoral fellowships from the Shanghai Institute of Organic Chemistry. The authors thank G. Molander and co-workers for graciously offering to concurrently publish a related study that was submitted slightly ahead of our own. The M dwarf star Gliese 581 is believed to host four planets, including one (GJ 581d) near the habitable zone that could possibly support liquid water on its surface if it is a rocky planet. The detection of another habitable-zone planet-GJ 581g-is disputed, as its significance depends on the eccentricity assumed for d. Analyzing stellar activity using the Ha line, we measure a stellar rotation period of 130 T 2 days and a correlation for Ha modulation with radial velocity. Correcting for activity greatly diminishes the signal of GJ 581d (to 1.5 standard deviations) while significantly boosting the signals of the other known super-Earth planets. GJ 581d does not exist, but is an artifact of stellar activity which, when incompletely corrected, causes the false detection of planet g.
A t a distance of 6.3 parsecs, the M dwarf star Gliese 581 (GJ 581) is believed to host a system of planets discovered using the Doppler radial velocity (RV) technique (1-3) and a debris disk (4) . It is considered a local analog to compact M dwarf planetary systems found by the Kepler spacecraft (5, 6) .
Although the periods and orbital parameters of the inner planets b (P = 5.36 days) and c (P = 12.91 days) are unchanged since their initial discovery (1, 2) , the period of planet d was revised from 82 to 66 days (2, 3) upon the discovery of a fourth planet e (P = 3.15 days). Using a combination of data from the High Accuracy Radial Velocity Planet Searcher (HARPS) spectrograph and the High Resolution Echelle Spectrometer (HIRES), planets f (P = 433 days) and g (P = 36.5 days) were reported (7) , and their existence promptly questioned (8) using additional data from HARPS. Although the reported planet f is now believed not to exist, the existence of planet g is still claimed by some groups. Vogt et al. (9) argue for a five-planet circular model (including g) based on dynamical stability, whereas studies based on Bayesian statistics (10) and correlated noise (11, 12) find no evidence for the existence of g. At close to half the period of d, its RV signal strongly depends on the eccentricity assumed for the fit to planet d (9, 13) . The existence of planet d itself has been questioned; an analysis using a correlated noise model (11) reduced its significance to 2 SD, although d is still widely believed to exist by the astronomy community. The Gliese 581 system is also of great interest because three of the planets (c, d, and g) have all been considered at one time to be among the first exoplanets likely to host habitable en-vironments if they were rocky (2, 7, 14, 15) , with d still being considered an excellent candidate. This system continues to be studied intensively [e.g., (16) ]. Because stellar activity is an important source of noise at the RV amplitudes of the GJ 581 planets, we seek herein to investigate the effects of stellar activity on the RVs of GJ 581 in more detail.
Our analysis of correlation between the RVs and stellar activity indicators focuses on the publicly available spectra from the HARPS spectrograph (based on data obtained from the European Southern Observatory Science Archive Facility under request no. 58160). We adopted the newest published HARPS RVs (8) and measured activity indicators for the Ha (I Ha ) (17) and Na I D (I D ) (18) lines using the spectra. Using the cross-correlation functions (CCFs) included with the HARPS spectra, we have calculated the bisector inverse slopes (BIS) as well. We have excluded one spectrum from our analysis, because it is likely a flare event. Visual inspection of the spectra reveals that I D is contaminated by strong night sky sodium emission lines, which are difficult to correct without sky fibers. We therefore constrained our RV analysis to Ha to minimize error.
The RVs of GJ 581 are dominated by the signal of planet b. Upon removing this dominant signal, we detect significant anticorrelation in the RV residuals with I Ha . For the entire data set (239 spectra), the Pearson correlation coefficient is r = -0.31 [probability of no correlation, P(r) = 5 × 10 -7 ]. Examining the BIS for the HARPS data, we also see evidence for a correlation (r = 0.44 over the most active period) between BIS and I Ha , as might be expected if stellar activity is the cause of some RV shifts for GJ 581 ( fig. S10 ).
Frequency analysis of the activity indices indicates that their variability-and thus the induced RV signal-is associated with stellar rotation (fig. S1 ). The periodogram of I Ha shows a strong peak at 125 days, with an additional peak at 138 days caused by phase changes in the rotation signal. The best fit to the time-series I Ha data is obtained when we model individual sinusoids to the periods from December 2005 to September 2007 and January 2010 to July 2011, when the I Ha root mean square (RMS) is twice as high as during the "quiescent" periods in 2005 and 2009. The sinusoidal models yield an average rotation period of 130 T 2 days, whereas the phase and (to a lesser extent) amplitude vary.
The changing phase and amplitude of the activity-induced stellar rotation signal induce a variable effect on the RVs, implying that the slope of the RV-activity correlation is not strictly constant. Instead of evaluating the RV-activity correlation as one fit over the entire data set, we have examined RV as a function of I Ha over each observing season in the HARPS archive. For the December 2005 to September 2007 and January 2010 to July 2011 time frames, we have combined two seasons, because I Ha shows a coherent rotation signal across the seasons, suggesting that the activity behavior remains approximately constant over these times.
We find significant RV-I Ha anticorrelations (r = -0.45, -0.55, and -0.48) for three of the five epochs. These three epochs have RMS values of 1.22 × 10 -3 , 1.10 × 10 -3 , and 1.31 × 10 -3 in I Ha , as opposed to RMS IHa = 4.81 × 10 -4 and 4.19 × 10 -4 in the other seasons, suggesting that the star is approximately twice as active during these times. Although we have removed planets b, c, and e from the RVs, we find that once planet b has been removed, the correlation coefficients do not change significantly before and after removing c and e. The anticorrelation is particularly striking for the 2010 season, shown in Fig. 1 .
We correct the HARPS RVs by subtracting the best-fit RV-I Ha relation from each of the three epochs for which we observed a significant anticorrelation, leaving the other epochs unchanged. A new RV model then can be used to evaluate the effect of the activity correction on the known exoplanets and to determine whether any additional signals exist. We detect the known planets b, c, and e using the generalized Lomb-Scargle periodogram (19) (Fig. 2) . For planets c and e, we observe significant increases in signal power upon correcting for activity. The power of planet c increases from 53.5 to 57.6, while the power of e increases from 23.5 to 30.3. Formally, false-alarm probability (FAP) [from (11) ] scales approximately as e -P ffiffiffi P p for a Lomb-Scargle periodogram with power P; thus, the power increase translates to a decrease in FAP by a factor of 60 for planet c and 800 for planet e.
In contrast, the power of planet d drops from 31.4 to 11.6 after we apply our activity correction. As shown in Fig. 1 , the periodogram power increases as a planet would during periods of high activity but decreases over the epoch with lowest RMS IHa . Planet d has a reported period of 66 days, which is roughly equal to half the stellar rotation period, suggesting that it is a harmonic that loses significance when the rotation signal is removed via decorrelating with I Ha .
In Table 1 , we list the parameters of our threeplanet model to the activity-corrected HARPS RVs. We fit the RVs using the GaussFit (20) and Systemic (21) software packages, finding good agreement between the two. Our model does not differ much from previous fits to planets b, c, and e (3, 8, 9) , except that planet e no longer shows any eccentricity after the activity correction. In the corrected RVs, the 66-day signal appears only at the 1.5-SD significance level in the residual periodogram, and the 33-or 36-day signal does not appear at all. We conclude that the three-planet solution with activity-induced variability fully explains the observations.
We assert that the periodic RV signal at 66 days is an artifact induced by the stellar rotation rather than an exoplanet. Previous studies (3, 7) discounted starspot-induced rotational modulation as the origin of RV signals corresponding to planets d and g because the low photometric variability of the star suggests that any spots present should be too small to create the observed signals. However, spatially localized magnetic Fig. 2 . Periodograms for the HARPS RVs before (blue) and after (red) correcting for stellar activity, with the planets successively subtracted. In the bottom panel, we also show (pink) the periodogram after subtracting four circular Keplerian signals, illustrating that the signal interpreted as 581 g (7, 9) was caused by fitting a sinusoidal signal to the 581d signal and performing, in essence, an incomplete correction for stellar activity.
activity has been observed to influence RV in M stars without producing spots with high optical contrast. Striking similarities exist with our observed activity-RV correlation results for GJ 581 and those reported for Barnard's star, a slowrotating, photometrically quiet M dwarf of similar spectral type. Observations with the Ultraviolet and Visual Echelle Spectrograph (UVES) found an RV-I Ha anticorrelation value of r = -0.498, almost identical to that observed herein (22) . Kürster et al. attribute this phenomenon to magnetically active regions that stimulate Ha emission but do not produce spots of high contrast. These regions impede local convection, leading to an RV shift. Evidence for a relation between chromospheric activity, Ha emission, and convective suppression has also been observed in the form of a temperature/radius dependence on Ha activity for low-mass stars (23) . The anticorrelation (i.e., the negative slope) for RV versus I Ha suggests that the stellar lines used for RV determination are emitted from a region of convective overshoot.
Although the activity-induced RV we observe may not be due to "typical" dark starspots, localized, rotating regions that magnetically alter the convective velocity field would create RV signatures equivalent to spots. In the absence of simultaneous high-precision photometric monitoring, it is difficult to deduce the relative contributions of these different mechanisms. We therefore refer to these as active regions (ARs) hereafter. A single rotating starspot creates an RV signal at the rotation period and injects power at a number of its harmonics, primarily P rot /2, P rot /3, and P rot /4 (24) . For the purposes of exploring the qualitative impact of such ARs on RV, a starspot model should suffice. For a rotation period of 130 days, the activity-induced RV signal always includes significant power near the period of planet d. We present two hypotheses for the lack of an observed signal at the periodogram around 130 days. One explanation lies in the geometry of the star and its ARs. The shape of an activity-induced RV signal changes as a function of the stellar inclination and the latitudes of the ARs, sometimes transferring RV power out of the rotation period into its harmonics. As an illustration, in an analysis using the SOAP (Spot Oscillation and Planet) code (24) (fig. S7 ), for an inclination of 50°for the star [consistent with that of its debris disk (4)] and spots near the stellar equator, the spot-induced RVs are dominated by the 66-day signal. A more important factor, though, is that for the 2010 to 2011 observing epoch, the Ha activity contains two signals of roughly equal power at 128 and 69 days, indicating the presence of two ARs instead of one. In this epoch, we find ( fig. S4 ) that the activity-RV correlation is driven by the 69-day signal rather than the rotation period, indicating that activity is injecting RV power at half the rotation period while two ARs are present. The addition of power at half the rotation period for 109 of 240 observations explains the dominance of the P rot /2 signal.
Our activity analysis also helps explain why the signal ascribed to planet d is not observed in the Keck/HIRES RVs alone (11) . We have computed I Ha for the HIRES spectra, which we show alongside the HARPS measurements in Fig. 3 . The HIRES data only cover the last portion of the active phase from December 2005 to September 2007 and have very little coverage in 2010 to 2011, where two ARs drive the 66-day period. Coupled with the higher reported error bars of HIRES compared with HARPS, this yields a nondetection of the 66-day signal.
The signal of the 33-or 36-day "planet g," the existence of which has already been called into question, is also an artifact of stellar rotation because no hint of it remains after the activity correction. Close to P = P rot /4, it is another harmonic of the rotation period. Furthermore, the signal is only observed when fitting a circular orbit to "planet d," as shown in the bottom panel of Fig. 2 (7-9 ). By fitting a circular Keplerian model to the 66-day signal, Vogt et al. (7) essentially performed an incomplete stellar activity correction, and the signal of "planet g" was simply leftover noise created by stellar activity.
The impact of stellar activity on the GJ 581 system demonstrates the crucial importance of understanding and treating the presence of activity signals in the quest for low-mass planets. Our activity correction clearly distinguishes between planetary and stellar signals and reduces the astrophysical noise in the data sufficiently that the signals of very low-mass planets are recovered at much higher significance. This analysis also naturally explains the correlated (red) noise seen in analysis of the HARPS and HIRES data (11) .
Given the advantages of RV surveys of slowrotating low-mass M dwarfs for RV searches, the physical mechanism that inhibits the convective motion in the stellar atmosphere should be the SCIENCE sciencemag.org 25 focus of additional scrutiny. Magnetic activity that impedes the local convective velocity in solartype stars is invariably accompanied by a dark starspot, so the low contrast of spots in the ARs of Barnard's star and GJ 581 may be a feature unique to low-mass stars. More robust theoretical modeling of magnetohydrodynamics in the atmospheres of old, low-mass stars is required to fully understand this phenomenon. GJ 581d and (the now less widely believed to exist) GJ 581 g were considered to be among the first exoplanets likely to host habitable environments if they were rocky (7, 15) . Given the small number of habitable-zone (HZ) (25) planets discovered by Doppler surveys around M dwarfs, the removal of GJ 581d affects the RV-based estimate of h ⊕ (the fraction of stars hosting lowmass planets in their HZs) around M stars. This has been estimated as h ⊕ = 0:41 þ0:54 −0:13 by the HARPS M dwarf survey (26) . The exclusion of GJ 581d reduces the rate to 33%, still within the stated error limits. More precise estimates of h ⊕ for M stars from Kepler exist [e.g., (5) ], but the various HZ limits used by these estimates prevent direct comparison. Although GJ 581 may still be dynamically capable of accommodating terrestrialmass planets in its HZ, we see no evidence at this time for additional planets in the activity-corrected residuals around our three-planet model.
PALEOCLIMATE

Synchronization of North Pacific and
Greenland climates preceded abrupt deglacial warming Summer K. Praetorius* and Alan C. Mix Some proposed mechanisms for transmission of major climate change events between the North Pacific and North Atlantic predict opposing patterns of variations; others suggest synchronization. Resolving this conflict has implications for regulation of poleward heat transport and global climate change. New multidecadal-resolution foraminiferal oxygen isotope records from the Gulf of Alaska (GOA) reveal sudden shifts between intervals of synchroneity and asynchroneity with the North Greenland Ice Core Project (NGRIP) d 18 O record over the past 18,000 years. Synchronization of these regions occurred 15,500 to 11,000 years ago, just prior to and throughout the most abrupt climate transitions of the last 20,000 years, suggesting that dynamic coupling of North Pacific and North Atlantic climates may lead to critical transitions in Earth's climate system.
A brupt climate transitions observed during the last deglaciation (1, 2) and within the last glacial interval (3) demonstrate that internal climate feedbacks can amplify the effects of relatively weak external climate forcing. Understanding the mechanisms involved in generating past abrupt transitions, which have led to regional warming events of~10°C within 3 to 60 years (2), will help to assess the dynamic nature of climate tipping points.
Fluctuations in the Atlantic Meridional Overturning Circulation (AMOC) are often invoked to explain millennial-scale climate changes in the North Atlantic region (4-6), as well as the socalled bipolar seesaw, which reflects changes in net oceanic heat transport between the southern and northern hemispheres (7, 8) . An interocean seesaw also has been proposed to operate between the North Atlantic and North Pacific, such that poleward heat transport and/or deep-water formation increases in the North Pacific during times of weakened AMOC strength (9) (10) (11) . This remains uncertain, however, because models show conflicting responses for the North Pacific (10) (11) (12) (13) . Paleoclimate reconstructions are similarly in conflict; some support an interocean seesaw (9, 11, 14) , whereas others suggest in-phase behavior between the North Atlantic and North Pacific (15, 16) , and still other studies suggest a blend of northern (atmospheric) and southern (oceanic) influences (17, 18) . If an Atlantic-Pacific seesaw exists, low northward heat transport in one ocean might be partly compensated by high northward heat transport in the other. Conversely, synchronous variations in the two oceans would tend to amplify climate changes in the high northern latitudes by either enhancing or diminishing meridional heat transport.
Changes in the AMOC and Arctic sea ice have been identified as "tipping elements" in the climate system (19) ; both are influenced by poleward heat transport and have the potential for rapid transitions (10 to 100 years) to a new climate state, accompanied by climate and ecosystem effects that are to some degree irreversible (19) . Several diagnostic signs of approach to a tipping point have been proposed, including enhanced spatial correlation (i.e., interconnection or dynamic coupling), increase in short-term variability (i.e., flickering), and critical slowing down (i.e., increased autocorrelation) (20) (21) (22) . Some paleoclimate records document flickering and enhanced variance preceding the abrupt onset of Holocene and Bølling warmth (23, 24) , but evidence for increased autocorrelation before these transitions has been mixed (20, 24, 25) , leading to debate as to whether these transitions are true climate bifurcations (24) . No paleoclimate records have yet shown symptoms of dynamic coupling (see supplementary materials for illustrative model). Here, we document the onset of enhanced correlation between North Pacific and North Atlantic climate variability that shortly precedes the most abrupt warming events of the last deglaciation.
