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Abstract 
Characteristic of sperm movement or sperm motility is one of important quality of sperm. Computer-aided Sperm Analysis 
(CASA) systems have attempted to give more accurate information about sperm motility. For collecting a single good sperm in 
Intracytoplasmic Sperm Injection (ICSI) procedures, achieving correct sperm trajectory is necessary. On the other hand, visual 
tracking of a sperm is a challenging issue because: (i) sperms have similar size and shape, (ii) a good sperm moves fast and has 
unpredictable motions. Furthermore, our sperm videos were taken by regular cameras which have low frame rate (about 20 fps), 
which cause the sperm-motion more abrupt. To address this problem, we propose searching driven stochastic sampling 
framework for visual tracking of abrupt motions. In here, searching algorithm will give promising regions of the target, and thus 
can replace the role of transition model in tracking system. For searching, we employ Coherency Sensitive Hashing (CSH) in a 
window to constrain search space in each frame, called as Search Window. And then for stochastic sampling framework, we 
adopt Smoothing Stochastic Approximate Monte Carlo (SSAMC) to specifically finding the target. The experimental results on 
human-sperm sequences show that: (i) comparing to our previous tracker which use geometric transition dynamic model, the 
proposed tracker can handle abrupt motions robustly, (ii) by using appropriate Search Window, the tracker can localize the sperm 
target and restrict observation of other similar sperms. 
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1. Introduction 
Application of sperm tracking is mainly important in Intracytoplasmic Sperm Injection (ICSI), a medical 
procedure that has enabled the in vitro fertilization of a single sperm which is injected directly into an egg. The 
fertilised egg (embryo) is then transferred to the woman’s womb. Essential steps in the ICSI procedure are the 
selection and immobilization of a good sperm for fertilizing the egg. Typically, sperm immobilization is executed 
under microscope by using a micropipette to manually tap the sperm tail. Because of fast and unpredictable motion, 
selecting and tracking the sperm by manual tools is a laborious task. Furthermore, the current clinical standard for 
sperm immobilization usually requires the use of polyvinylpyrrolidone (PVP) to lower sperm movement. Studies 
have shown that PVP is a synthetic plastic that has adverse effects on embryo development 1.The automation of 
sperm immobilization will overcome the inherent difficulty that exists in manual procedures. A requirement for 
automated sperm immobilization is robust tracking algorithms that are capable of handling abrupt motions. 
In this research, we consider the problem of tracking single object in video sequences of human sperms. 
Characteristic of sperm movement or sperm motility is an essential parameter in the evaluation of sperm quality and 
have great correlationtomale fertility. Recently, Computer-aided Sperm Analysis (CASA) has attempted to give 
more accurate information about sperm motility, suchas sperm velocity and trajectory. However, tracking of a good 
sperm is a challenging problem due to the fast and unpredictable motions. In general, the orientation and location of 
a sperm can simultaneously change in consecutive frames. Furthermore, our video sequences of human sperms were 
taken by low frame rate cameras(about 20 fps), which cause the sperm-motion more abrupt. This limitation is set in 
order to make no difficulty of its availability in every laboratory. Thus our goal is to design a robust tracker for 
human sperm target, which have abrupt motion due to its fast motion and low frame rate camera. Our 
previoustracker 2, which use geometric transition dynamic model, fails to track the target in this challengingscenario 
since the abrupt motion does not follow the motion smoothness assumption. 
The situation would be worsened by the fact that the sperm target is among the many sperms which have similar 
size and shape. Due to free movements of sperms, there is also possibility of occlusion in tracking scenes.Inspired by 
Ravanfar et al 3, we apply a window to constrain search space in each frame, called as Search Window. By using 
Search Window, we can avoid unnecessary observations, and only focus in a specific neighborhood around the 
sperm target. 
2. Related Works 
There are abundant literatures on visual tracking, and two recommended full surveys are provided in Yilmaz et al 
4 and Wu et al 5. Here, we only consider the relevant works that are related to abrupt motion tracking.Kwon et al 6 
proposed tracking algorithm based on the Wang-Landau Monte Carlo (WLMC) sampling method for dealing with 
the local-trap problem in abrupt motions. In their experiment, it demonstrated that the robustness of tracking 
algorithm comes from the sampling strategy instead of the appearance model. Along with similar studies in Bayesian 
framework, Zhou et al 7 proposed abrupt motion tracking algorithm based on stochastic approximation Monte Carlo 
(SAMC)sampling method. To improve the sampling efficiency, they combine the SAMC sampling with a density-
grid-based predictive model. Comparing to WLMC 6, SAMC 7 is more accurate to estimate the posterior distribution. 
The similar finding in comparing WMLC and SAMC is stated in Liang et al 8. Nevertheless, both sampling methods 
have to explore the whole sample space inefficiently with uniforminitial sampling. 
Recently, Zhou9 improve the previous tracking algorithm 7, 6, by employing searching algorithm to search the 
global optimum state in the large solutionspace. The used searching algorithm is based on Coherency Sensitive 
Hashing (CSH) 10. CSH combines Locality Sensitivity Hashing (LSH)11 and PatchMatch12 to quickly ﬁnd matching 
patches between consecutive two images, in order to estimate Approximate Nearest Neighbor Fields (ANNF), which 
give promising regions of the target. 
Our approach for human sperm tracking adopts the above idea to replace the role of transition model with 
searching algorithm in tracking system. For searching, we employ Coherency Sensitive Hashing (CSH) in a window 
to constrain search space in each frame, called as Search Window. And then for stochastic sampling framework, we 
adopt Smoothing Stochastic Approximate Monte Carlo (SSAMC) to specifically finding the target. SSAMC 8 is an 
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improvement of SAMC, by adding a smoothing step to distribute the information contained in each sample to its 
neighboring fields. 
The remainder of this paper is composed as follows: first we discuss SSAMC-based tracker in section 3, and then 
is followed by the description of CSH for estimating approximate nearest neighbor ﬁeld (ANNF) in section 4. In 
section 5, we report the experiment result in human sperm image sequences. Finally, we summarize our work with 
notes on future research in section 6. 
3. Smoothing Stochastic Approximate Monte Carlo (SSAMC) 
3.1.  Bayesian framework 
The visual tracking of moving objects can be modeled as a Markov process for estimating the value of a hidden 
state tx  from a set of observations ^ `tt zzz ...1:1   and a discrete time index t. The main purpose of the tracker is to 
estimate the distribution )|( :1 tt zxp  with the state of the target tx   is position and scale of the object. Based on 
Bayes’ theorem, object tracking problems can be described 13 as follows: 
Prediction: 
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The denominator )|( 1:1 tt zzp  is the normalization factor that ensures that the resultant probability distribution 
)|( :1 tt zxp satisfies the axioms of probability and sums up to 1. Different object tracking problems differ in forms of 
the observation model )|( tt xzp  and the transition model )|( 1tt xxp , and propose different approaches in solving this 
recursion based on their problem requirements.Solving the recursive Bayesian solution is at the core of solving 
object tracking problems. Finally, we can estimate the optimal state of the target at the time t by maximum a 
posterior (MAP): 
)|(maxargˆ :1 ttt zxpX                     (3) 
3.2. Metropolis-Hastings algorithm 
Metropolis algorithm 14 is the first sampling algorithm for implementing the recursive Bayesian 
solutionnumerically. This algorithm is then generalized by Hasting in 1970 15 to allow asymmetric proposal 
distribution to be used. The algorithm is performed in two steps, which called as proposal-decision steps: 
1. Proposal. Draw candidate state txc from a proposal function )|( tt xxQ c given the current state tx . The proposal 
function is usually designed based on the transition model )|( 1tt xxp  as random ‘unbiased perturbation’ of 
current state. 
2. Decision. Compute the acceptance probability D, which is used to determine whether to accept or to reject the 
candidate. The parameter D is the ratio of likelihood between the candidate and the current sample, and then 
multiply by correcting factor for compensating the asymmetric proposal: 
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A fundamental feature of Metropolis-Hastings is its localness, the new state being generated in a neighborhood of 
the current state. This feature allows one to break a complex task into a series of manageable pieces. On the other 
hand, it tends to suffer from the local trap problem when the posterior distribution has multiple separated local 
minima. Consequently, the simulation process can fail to sample from the relevant parts and then the target of 
interest cannot be estimated accurately. 
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To alleviate this type of difficulty, there are two main strategies. One is to use a global updating scheme, for 
example: simulated annealing 16 which introduces new temperature variable for providing a global proposal. The 
other is to sample from an ensemble which each configuration covers certain sample space, so that the local trap 
problem does not exist anymore. The Stochastic Approximate Monte Carlo (SAMC) 8 utilizes the second strategy. 
And its variant, Smoothing Stochastic Approximate Monte Carlo (SSAMC) is an improvement of SAMC, by adding 
a smoothing step for increasing the efficiency. In next section, we discuss SSAMC sampling method and apply it in 
visual tracking problem. 
3.3. SSAMC-based tracker 
The state of the target  StPtt xxx ,  at time t consists of position and scale of the object.And the state space of 
position Sis defined by a set of all possible state position in image, called as image space. Next, we define SW S as 
Search Window, which constrains search space in each frame. By using Search Window, we focus in a specific 
neighborhood around the sperm target and then avoid unnecessary observations. Search Window SW is then divided 
into m disjoint sub-regions, according the energy function E(x): 
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In here, energy function is posterior distribution: )|()( :1 tt zxpxE  . Based on initial experiments, we tune the size 
of Search Window to 30×30 pixel and it is divided into 9 (3×3 pixel) sub-regions (see Fig. 1). If the Search Window 
is too small, the algorithm will not be able to handle abrupt motions. On the other hand, if it is too large, it possibly 
will contain several sperms which confuse the algorithm.Next it is designed an effective sampler to simulate random 
walks in the sub-regions, so that the abrupt motions can be captured,called as weighted trial function 8: 
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Where I(.) is indicator function, itO is the confidence of the i-th sub-region at time t, which controls the sampling 
frequency of this sub-region, and iZ is density of states (DOS) in the i-th sub-region: 
t
E
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The parameter itO controls the similarity between the posterior distribution )|( tt zxp  and the trial distribution
)( txpZ . We can integrate any priors into trial distribution by adjusting this parameter. Here, the approximate nearest 
neighbor field is utilized as prior knowledge, which will discuss in section 4. Furthermore the trial distribution plays 
the key role for defining the acceptance probability in decision step.To increase efficiency, the estimation of 
parameter iZ will be updated each iteration by using smoothing process, which incorporated in the sampling 
algorithm. In next subsections, we discuss three mayor stages in our sampling-based tracking algorithm: proposal-
decision-smoothing steps in detail. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. Search Window SW is divided into 9 equal-size subregions (d= 9) 
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3.3.1. Proposal step 
The suitable choice of the proposal function, based on the motion of target, can impact to the tracking 
performance remarkably. Our proposal function includes two basic moves: global random walk and local random 
walks. The global random walk is performed to anticipate the large motion uncertainty. On the other hand, the local 
random walk is designed to explore around the current state since human sperm is generally moves smoothly. Thus 
the proposal distribution is formulated as:    ttgtttt xxQxxNxxQ |)1(),|(| c¦c c EE                  (8) 
Where the parameter E[0,1]balances the proposal between the global random walk and the local random walk. 
And ),|( ¦c tt xxN is a normal distribution with mean tx P  and variance ),,( 222 syx VVV ¦ . Commonly, we have to 
adjust the corresponding variances of state parameters and assume it does not change over time. The normal 
distribution represents the local random walk.While  ttg xxQ |c  and iEx c  which represents the global random 
walk, is defined as: 
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The proposal   T c ttg xxQ | , if Ei contains at least one patch in ANNF of frame t; otherwise the probability will be 
1-T. 
3.3.2. Decision step 
Suppose that a candidate sample txc has been generated using the above proposal function, thus the acceptance 
probability D is formulated as: 
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In the initialization, density of each sub-region is not set 0, but set according to its confidence as:  iti OZ u 1000exp  
Our acceptance probability has main advantage because during tracking, the confidence value itO always drives our 
sampler to accept the candidate in promising regions. This enhances the sampling efficiency by reducing rejection 
rate. 
3.3.3. Smoothing step 
The SAMC algorithm depends on self-adjusting mechanism, which enables the sampler to explore the entire 
image space. But the SAMC ignores the difference between the neighboring and non-neighboring regions, and then 
it does not reach the maximal efficiency. By distributing the information contained in each sampling to its 
neighboring through updating kiZ , the density parameter in the i-th sub-region at each iteration k, we can improve 
the sampler efficiency. It is the main idea of smoothing-SAMC or SSAMC 8 and implemented by adding a 
smoothing step. 
In our proposal step, multiple sample are generated at each iteration and then we employ a smoothed estimator 
k
if when updating the density parameter 
k
iZ . Parameter kif  is the probability that a sample can be drawn from the i-
th sub-region with energy function Ei at iteration k.  Let 
n
ttt XXX ,,
21   denote a set of n samples accepted in decision 
step. If accumulation of accepted sample in certain region at iteration k is: 
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Thus, by using Nadarya kernel estimation 8, we can calculate the smoothed estimator when there is d sub-regions as: 
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Where M(i-j) measure Eulidean distance between centers of sub-regions Ei and Ej. W(.) is double-truncated Gaussian 
kernel function to control the smoothing scope. After calculating the smoothed estimation kif , we update the density 
parameter with: 
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Parameter kJ is a gain factor, controlling the updating speed of the density parameter. 0k is predefined constant 
and iS  is the desired sampling frequency of each sub-region. Parameter iS  can be thought as our prior knowledge 
about sample space and if we don’t have any knowledge, it simply can be set as uniform distribution. 
4. Coherency Sensitive Hashing (CSH) 
CSH is a method to estimate Approximate Nearest Neighbor Fields (ANNF), which give promising regions of the 
target. A nearest neighbor field between two images is defined as: the most similar patch in another image when 
given specific patch in an image.  In here, given two images at time t-1 and t, we discover the promising regions of 
the target by computing ANNF. Furthermore, it is employed a forward-backward consistency check of the 
correspondence to achieve more accurate field.The confidence of a pixel o in a set of patches 2t is estimated 
according to its incoherence otH 10, which is defined as mapping of a pixel o to the pixel numbers 
o
tM 1  at time t-1, 
by: 
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Given the incoherence otH , we then compute the confidence 
i
tO  of the i-th sub-region at time t as: 
i
t
N
o
o
t
i
t N
H
i
t¦
  1O
           (15)
 
Where itN  is the pixel number in i-th sub-region at time t. The illustration of CSH process: images at time t-1 and t, 
result of a forward-backward matching and confidence map, can be seen at Fig. 2 below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. (a)(b) Image at time t-1 and t with abrupt motion; (c) Forward-backward matching result; (d) the confidence map 9 
In the experiments, the supporting observation model is based our previous research 2 using deep learning and 
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extreme learning machine (ELM). The overall procedure of SSAMC-based tracker is summarized in below 
Algorithm 1.  
 
Algorithm 1The SSAMC-based tracker 
 
A. Initialize SSAMC  
1. Assign the current target as center of Search Window  
2. Set d sub-regions in Search Window  
B. CSH  
1. Compute the incoherence otH   
2. Calculate the confidence itO   
3. Set the initial density of each sub-region as:  iti OZ u 1000exp  
 
C. Sampling method  
a. Draw the candidate according proposal 
distribution  tt xxQ |c  
 
b. Decide the candidate based on the acceptance probability  tt xx |cD   
c. Update the density parameter using the smoothed estimation as: 
dif i
k
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k
i
k
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5. Experiment Results 
In order to evaluate the proposed method, it is done the experiments using a video camera to track the movement 
of a human sperm. The experiments are implemented on Intel i3 2.53 [GHz] CPU (without GPU) and 2 [GB] 
RAM.The experiments are done using 400numbers of sampleusing two video sequences of humansperm with 
difference frame per second (fps). The first video is taken by the high quality microscope from Kokopelli Tech 17. 
And the second one is from RSCM lab using regular cameraswhich have low frame rate (about 20 fps). The 
challenges in our experiment are: fast motion of a good sperm, abrupt motion due to low frame rate in second dataset 
and temporary occlusion during sperm motion. 
5.1. Qualitative Evaluation 
After all important parameters have been carefully set up; both video sequences can be tracked very well, except 
occlusion challenge in second video. This challenge only can be overcome by tuning Search Window carefully. 
A. Fast motion: The experiment is done by choosing a good sperm, which moving fast in first video dataset. The 
SSAMC-based tracker can successfully through the whole sequence, which length is 303 frames. In below figures, it 
is illustratedthe performance of the tracker in facing challenging events in video sequences. Fig.3 shows the 
performance in handling fast motion (frame #23 – frame #83). As shown in that figure, the tracker can overcomethis 
challenge. 
  
(a) frame #23 (b) frame #43 
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(c) frame #63 (d) frame #83 
Fig. 3. Fast motion in first dataset 
B.Low frame rate: Low frame rate in second video dataset, make a sperm move abruptly. Our previous tracker 2 
can never handle this kind of motions, but SSAMC-based tracker can successfully through the whole sequence, 
which length is 150 frames. Fig.4 shows the performance of the tracker in handling abrupt motion successfully 
(frame #12 – frame #72) in second dataset. 
 
  
(a) frame #12 (b) frame #32 
  
(c) frame #52 (d) frame #72 
Fig.4. Abrupt motion in second dataset 
C. Occlusion.Temporary occlusion can be handled easily in first dataset, but this challenge make difficulty in 
second dataset when the tracker has to track abrupt motion too. Because of temporary occlusion, the tracked target 
sometime can change to other non-target sperm. It happens in second dataset since the tracker cannot localize the 
target well. The solution is to tune Search Window carefully, thus the Search Window should not too big. 
Consequently we have to estimate the target abruptness before setting its size.  
6. Conclusion 
In this paper, we have successfully enhancedour previous tracker 2 when facing the abrupt motion using SSMAC 
and CSH. The SSMAC-based tracker has been tested to track human sperm dataset and can overcome the main 
challenges. It is also shown that the performance of tracking algorithm comes from the sampling strategy instead of 
the observation model. There are two main conclusions: (i) comparing to our previous tracker which use geometric 
transition dynamic model, the proposed tracker can handle abrupt motions robustly. The proposed tracker can 
overcome the local trap problem by using SSMAC and speed up the algorithm by utilizing prior knowledge though 
CSH. (ii) by using appropriate Search Window, the tracker can localize the sperm target and restrict observation of 
other similar sperms. The size of Search Window should be tuned carefully because if it is too small, the algorithm 
will not be able to handle abrupt motions. But if too large, it possibly will contain several sperms which confuse the 
algorithm.The developed algorithm is still not efficient because still using many samples and also restricted only to 
track single object and will extend to track multiple objects. These are remaining for our future works. 
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