It is proposed a complex valued channel encoding for multidimensional data. The basic approach contains overlapping of complex nonlinear mappings. Its development leads to sparse representation of multi-channel data, increasing their dimensions and the distance between the images.
Decision-making in the control of complex systems is based on the analysis of multidimensional data. These data need to recognize them and establish functional dependences. The search for effective methods to the pattern recognition is
continued. An essential step in the development of the effective methods of encoding is to create recognition systems, using sparse coding and self-learning [1] . We propose a multi-valued mapping, which improves the possibility of image classification and parameterization data for decision-making for complex multidimensional data.
The most effective encoding methods for different types of information may vary significantly. Now, the capabilities of sparse encoding are widely uses.The implementation details of the efficient numerical optimization methods are given in 2 [2] . Often, there exists aliasing of perception in the machine learning from incomplete data. In particular, it has been studied in the considering of the reinforcement learning. This problem is also arises for the mapping, when there is no one-to-one correspondence between inputs and outputs.
In general, the perception aliasing occurs when there are two training set of data ) , ( To formulate the mapping we choose the channel representation
and train a linear map
Channel data processing allows represent unambiguous and multi-valued values in a unified manner [3] .
The essence of the channel representation is a combination of localized nonlinear mappings with strong overlapping domains. According to Cover's theorem [4] , a non-linear transformation of complex pattern into a space with higher dimension increases the probability of linear separability of sets.
Likewise, a nonlinear mapping may be used to convert the complex problem 
where n is determined by the interval ] 2 ), 1
. To calculate the matrix, connecting the inputs and outputs, the method of least squares is adopted, and
with training sample ) , , (
. As a result, the nonlinear transformation to the space with large dimension allows one to adopt a linear model for relations in this new space. This approach is more naturallly realized in quantum neural networks [5] .
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