with η ∈ [0, 1], κ ∈ [1, ∞[ and N, n ∈ [0, ∞[.
Gaussian Channel Decomposition
As shown in Ref. [4] , a generic phase-covariant singlemode channel Φ y τ of loss/gain parameter τ ≥ 0 and added noise y ≥ |τ − 1| can be expressed as the concatenation of a quantum-limited lossy channel followed by a quantumlimited amplifier Φ = A κ0 • E η0 (see Figure 1 of the main text) with τ = η 0 κ 0 and y = κ 0 (1 − η 0 ) + (κ 0 − 1). Similarly for phase-contravariant single-mode channels, the decomposition reads Φ 
• Additive classical noise channel N n : η 0 = 1/(n + 1), κ 0 = n + 1 (see also [2] );
Linking the minimal entropy to the classical capacity
The m-mode energy-constrained χ-capacity of a BGC Φ is expressed as
with the maximization being performed over all possible ensemble ENS = {p j , ρ j } whose average state ρ = j p j ρ j belongs to the set B E fulfilling the average energy constraint
where
j a j is the total photon number operator in the m modes.
An upper-bound for (2) can be easily obtained by replacing the first term entering the maximization on the rhs with the maximum output entropy attainable within the set B E , i.e.
For the maps (1) this quantity is additive in m and it is attained by [ρ
G being a Gaussian state representing the Gibbs thermal state whose mean energy coincides with E,
(see e.g. [6] [7] [8] [9] ). Accordingly, we can write
In contrast with the conventional version of the min-entropy conjecture [2] , we define here the min-entropy quantity
associated with the map Φ ⊗m , where the minimization is now restricted over the set B (<) due to the concavity of S). This allows us to rewrite the upper bound as
where the last inequality follows by exploiting the fact that for all ρ j entering in one of the allowed ensembles ENS = {p j , ρ j }, the term S(Φ ⊗m [ρ j ]) can be lower bounded by
. This can be seen by noticing that in order to satisfy Eq. (3) all states ρ j which are associated with a not null probability p j must be in B (<) . Finally, owing to the proof of the conjecture (2) of the main text derived in this paper, one gets the simple expression
and hence
It turns out that for the channels (1) these bounds are attainable by exploiting Gaussian encodings formed by Gaussian distribution of coherent states [10] , yielding the expressions given in Eqs. (12), (14), (16), and (18).
Mininal output entropy and classical capacity of the four fundamental Gaussian channels
Exploiting the conjecture (2) of the main text, we simply have to write the explicit expression of S(Φ(|0 0|)) for each of the four fundamental classes of bosonic Gaussian channels. Together with the expression of S(Φ(ρ (E) G )), we can use Eq. (10) to compute the classical capacity for each of the four fundamental channels (as explained, the upper bound is achieved with a Gaussian encoding). The minimal entropy and corresponding capacities are listed below.
• Thermal channel E N η :
• Additive classical noise channel N n :
• Amplifier channel A N κ :
• Contravariant amplifier channelÃ
In all these expressions, the function g(x) = (x + 1) log 2 (x + 1) − x log 2 x refers to the von Neumann entropy of a Gibbs thermal Bosonic state with a mean photon number equal to x.
Classical capacity of an arbitrary single-mode Gaussian channel
Using the same approach, an identity analogous to Eq. (2) of the main text can be shown to hold also for arbitrary nondegenerate single-mode channels Ψ. Indeed, as discussed in Refs. [11, 12] , with few notable exceptions of channels with degenerate noise or signal treated in Ref. [13] all the singlemode channels can be expressed as a proper concatenation of one of the maps Φ of Eq. (1) (1) this however will guarantee the optimality of Gaussian inputs for C(Ψ; E) and the additivity of C χ (Ψ; E) only for large enough values of the mean energy E (see e.g. Refs. [5, 14] ).
Entanglement of Formation
The two-mode Gaussian state ρ(κ, N ) resulting from applying a two-mode squeezing operation U κ to a thermal state ρ (N ) G , of covaraince matrix (2N + 1)diag(1, 1) tensor the vacuum state (covariance matrix diag(1, 1)) reads
The upper bound It is easy to see that the covariance matrix can be decomposed as
where 3 is the covariance matrix of a two-mode squeezed vacuum state ρ(κ, 0), and
The matrix M can easily be shown to be positive, as it can be diagonalized to diag(2κ − 1, 0). This implies that one can generate the Gaussian state of covariance matrix γ out of a two-mode squeezed vacuum state ρ(κ, 0) of covariance matrix γ 0 and applying random correlated displacements (LOCC post-processing) to both modes. This proves an upperbound to the entanglement of formation of such state, as the optimal decomposition can only have lower cost in terms of entanglement, i.e.,
where we used the fact that ρ(κ, 0) is a two-mode squeezed vacuum state and pure.
The lower bound To show that this quantity is also a lower bound for EoF[ρ(κ, N )] one can use the fact that the reduced density matrix of ρ(κ, N ) coincides with the output state A κ (ρ 
where the minimization being performed over the pure state ensembles E = {p j ; |ψ j } of ρ 
