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I. INTRODUCTION 
In connection with the advent of large scale electronic 
digital computers, new interest has been aroused in numerical 
analysis and linear computations. New and improved ways of 
adapting this valuable tool to present-day problems of 
industry and governmental research are constantly being 
sought. Many current problems of research are reduced to 
large systems of linear differential equations iriaich, in turn, 
must be solved. Among the most common industrial problems 
^ich give rise to the need for solving such a system are the 
vibration problem in which the corresponding matrix is real 
and symmetric, factor analysis problems in the field of 
psychology of testing v^iich give rise to the symmetric case, 
atomic energy reactor problems in which the problem reduces 
to a large symmetric one, and finally the flutter problem in 
which the matrix is usually nonsymmetric and complex. 
In the course of solving problems such as those above, 
the linear differential equations are usually reduced to a 
corresponding matrix equation. Frequently the eigenvalues 
and eigenvectors are desired for the appropriate coefficient 
matrix. An extraordinarily great amount of research has been 
performed on the eigenproblem. One of the more efficient 
approaches to this problem involves reduction of the problem 
to consideration of a matrix iftiich is similar to the given 
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matrix and >3hich has a form that can be manipulated more 
easily. Tridiagonalization of the matrix by similarity trans­
formations is one way to obtain such a reduction, 
A major portion of this thesis will be devoted to the 
presentation of a new method for tridiagonalization of an 
arbitrary square matrix. In order to appreciate the value of 
this method, we suggest references which have good biblio­
graphies and discussions of appropriate methods for solving 
the eigenproblem and methods for tridiagonalization. We sum­
marize two methods for solution of the matrix eigenproblem 
which motivated this thesiw. The methods for tridiagonaliza­
tion known to exist are surveyed in order to acquaint the 
reader with them and to permit a more understandable discus­
sion of the new method. 
A summary of the basic notation used throughout this 
thesis will now be given in order to avoid repetitious remarks 
concerning notation. In the ensuing discussions, capital 
Latin letters will represent matrices and small Latin letters 
with a bar over the top will represent column vectors. The 
determinant of a matrix A will be denoted by |A|. The inverse 
of a matrix A will be denoted by A"^, and A' will indicate the 
transpose of A while the transpose of a column vector v will 
be a row vector denoted by v'. The complex conjugate trans­
pose of A will be denoted by A* vhile the complex conjugate 
transpose of a vector will be indicated by v*. The complex 
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conjugate of a complex matrix A will be indicated by A°, of a 
vector V by v°, and of the complex number a by a°. 
All matrices considered in this thesis will be assumed 
to be n X n complex matrices with n > 2; that is, they have n 
columns and n rows unless stated otherwise. The column 
vectors will be assumed to have n components. In particular, 
the column vector which contains a one in its first component 
and zeros for all other components will be denoted by 
The (i,3) position of a matrix will mean the position 
which occurs at the intersection of the i^^ row and 
column. We denote the matrix A by A = (a^j) in order to 
emphasize the symbols used to denote elements of the matrix 
A. In particular, a^^ is the element of A in the (i,]) 
position. 
More notation will be introduced in particular discus­
sions where it is applicable. Such notations will be 
explained as they are introduced. If an exception is made 
to the notation cited above, this will be pointed out vdien it 
occurs. 
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II. KNOWN METHODS FOR THE MATRIX BIGENPROBLEM 
In this chapter, no attempt will be made to discuss the 
details of all the varied methods for solving the eigenvalue 
and the eigenvector problems. The purposes of this chapter 
are to remind the reader that much research has been performed 
on the eigenproblem, to suggest references which have espe­
cially good bibliographies and discussions of appropriate 
methods for solving the eigenproblem, and to indicate the 
basic ideas of two methods which have motivated much of the 
work of this thesis. 
Let A be a matrix whose elements may in general be com­
plex. The problem to be solved is to find numbers X and 
vectors v such that Av = Xv. Each such number X is called an 
eigenvalue, proper value, latent root, or characteristic value 
of the matrix A and each corresponding vector v is called an 
eigenvector, proper vector, latent vector, or characteristic 
vector corresponding to the root or value X. We shall refer 
to the problem of finding the appropriate values and vectors 
as the characteristic value-vector problem or simply the 
eigenproblem. 
White (1958) has an excellent summary of the methods for 
solving the eigenproblem which were known prior to 1958. A 
brief mention of the outline of White's paper will serve to 
indicate the wide range of methods Trtiich have been devised to 
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take advantage of the particular properties of the matrix 
under consideration. After introducing and motivating the 
eigenproblem, the body of the 45 page paper is divided into 
the discussion of the real symmetric case, a generalized 
eigenvalue problem which reduces to the symmetric case, the 
Hermitian case, the real nonsymmetric case, the complex case, 
and finally a summary -which includes recommendations of the 
most practical method or methods for the previously cited 
cases. Householder's 1964 book contains a 44 page biblio­
graphy that includes many of the references cited by White in 
addition to more recent contributions to the eigenproblem. 
Several well qualified researchers including Wiite, 
Householder, Todd, and "Wilkinson seem to agree upon the 
methods which they would usually consider to be among the most 
practical and efficient for the real symmetric case and the 
more general nonsymmetric, real or complex, case. These men 
seem to advocate Givens' method as the most accurate method 
for the real symmetric case and Wilkinson's variation of the 
power method, frequently called the iteration method, for real 
or complex nonsymmetric matrices which have an order in the 
high twenties or higher. Todd (1962) even includes Givens' 
1954 article in a list of four classical papers from the cur­
rent point of view on high speed automatic computers. House­
holder refers the reader to Wilkinson's 1954 article for a 
discussion of simple iteration in practice and cites textbooks. 
6 
such as the one by Paddeev and Paddeeva, for a general treat­
ment of the Iteration method. 
TO-lkinson's method combines the power method, displace­
ment of the origin, Aitken's delta process, and deflation. 
Articles appearing in 1954-55 indicate that Bodewig and per­
haps others did not agree with îi^lkinson concerning the prac­
tical usefulness of the power method. In answer to Bodewig's 
practical refutation of the iteration method for the eigen-
problem, Tfllkinson (1955) claims that Bodewig gave a mislead­
ing impression of the value of the iterative method. He 
points out that the eigenproblem does not have a universal 
solution and that the iterative method is the most useful 
weapon for the non symmetric case although it is not the only 
one used. Particular properties of a given matrix might make 
it advantageous to use some other method. Wilkinson works 
Bodewig's pathological example with reasonable accuracy and 
speed. He seems to have proved his point in favor of the 
power method for the eigenproblem. Osborne's 1958 article 
seems to further substantiate Wilkinson's conclusions. 
In order to indicate the way in which the power method 
and Givens' method have motivated much of the work of this 
thesis, it seems desirable to briefly indicate the basic ideas 
of these methods. The power method is based upon the class!-. 
cal theorem of von Mises to the effect that if x^, Xg, x^ 
are a linearly independent set of eigenvectors of an n x n 
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matrix A and if the dominant eigenvalue is real, then the 
sequence of vectors A^ (k = 1, 2, ...) tends to a vector in 
the direction of x^, the eigenvector corresponding to 
where v is an arbitrary vector not orthogonal to x^. This 
theorem follows by noting that eigenvectors form a basis for 
the n-dimensional vector space, and hence we can express the 
vector V in the form 
(2.1) V = c^x^ + CgXg + ••• + c^x^. 
Since c^x^ (i = 1, 2, •••, n) is also an eigenvector, it can 
be assumed that the original eigenvectors ^2' ^n 
such that V = x^ + Xg + + x^, 
(2.2) Av = Ax^ + AXg + ••• + Ax^ = X-]_x^ + XgXg + ••• + 
and in general 
(2.3) A^ V = X^ x^ + Xg Xg + • • • + X^ x^. 
Thus if jx^l > jXgl > **• > |X^|, then ultimately the term 
X^ x^ will dominate and the sequence {A^ v} will tend to a 
vector in the direction x^. Since A^"^^ v will be approximate­
ly Xj^, the ratio of the corresponding components of 
A^"*"^ V and A^ v will converge to X^ as k approaches infinity. 
We see that difficulties arise when the dominant eigenvalue 
is multiple or complex. In practice it would seldom happen 
that computed eigenvalues would have exactly the same modulus. 
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Basically the power method involves choosing a vector v 
from which the sequence of vectors v^^ = v (k = 1, 2, •••) 
is computed. Since = A v^ (k = 1, 2, •••)> the effi­
ciency of the method would be improved if the number of 
multiplications required by each step of the iteration could 
be decreased. In particular if P is a nonsingular matrix and 
B = P"^AP, then A and B will have the same eigenvalues, and 
the eigenvectors of A will be those of B multiplied by P. The 
stated relationship of the eigenvectors of A and B follows 
since if B û = X u, then P'^AP û = X û and A(P u) = X(P u). 
If B has more zero elements than A does, the product B v would 
in general require fewer multiplications than the product A v. 
This observation was one of the original factors which moti­
vated the author to seek a method for tridiagonalization of 
an arbitrary matrix. 
The second major motivating factor originated from con­
sideration of Givens ' method for real symmetric matrices. It 
appears that the origin for Givens' method was suggested in 
1846 by 0. G. J. Jacobi when he introduced a method for reduc­
ing a real symmetric matrix to diagonal form by means of a 
sequence of plane rotations each causing the largest of the 
off-diagonal elements in the previously obtained matrix to be 
replaced by zero. A plane rotation matrix ^ is a matrix 
which differs from the identity matrix in at most the posi­
tions (i + 1, i + 1), (i + 1, j), (3, i + 1), and (j,j) lAich 
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respectively contain the numbers c^^^, -s^j, Sj_^, and c^^. The 
numbers c^^^ and s^^ are respectively considered to be the 
cosine and sine of some appropriate rotation angle The 
angle ©j^^ is chosen in such a way that the elements a^^ = a^^ 
of the symmetric matrix A are replaced by zeros through a 
similarity transformation determined by the orthogonal matrix 
2 2 
In particular, Given s requires that c^^j + s^^ = 1 and 
°ij®^ij ~ ^ij^'i i+1* choice annihilates the elements a^^ 
and a j » 
Givens' method is based upon the use of plane rotation 
matrices in such a way that the elements of the original 
matrix A are annihilated in the order a-^^, a^^, •••, a^^, ag^, 
ag^j •••, agjj, a^^, •••, a^_2 In this approach, once an 
element is annihilated it is never changed by successive 
rotations. Thus by means of -(n - 1)(n - 2) such similarity 
transformations, a real symmetric tridiagonal matrix, rather 
than a diagonal matrix, results. That is, the resulting 
matrix has only the principal diagonal and symmetric parallel 
diagonals adjacent to it which may contain nonzero elements, 
let B = HAB' = ••• ••• then B Is 
similar to A, and thus B has the same eigenvalues as A. The 
real symmetric tridiagonal form of B yields a Sturm's sequence 
of functions from which the eigenvalues may be computed. 
Givens provides a complete analysis of the problem of finding 
the eigenvalues and provides a practical procedure for evalu-
10 
atlug them. While Givens* original suggestion for handling 
the eigenvector problem encounters difficulties, Wilkinson 
(1958a,b) provides two papers which analyze the problem of 
finding the eigenvectors, and apparently his approach is 
effective and practical not only for the real symmetric tri-
diagonal matrices but also for the nonsymmetric tridiagonal 
matrices. 
Chapter IV contains an algorithm for the tridiagonaliza-
tion of most complex nonsymmetric matrices which has Givens' 
method for tridiagonalization of a real symmetric matric as a 
special case. The literature provides discussions of a number 
of attempts to tridiagonalize an arbitrary complex matrix each 
of ^diich meets with practical or theoretical difficulties. 
This topic is pursued in the next chapter. 
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III. OOM METHODS FOR TRIDIAGOMLIZATION 
In this discussion, a method for tridiagonalization of a 
matrix will mean a method used to construct a tridiagonal 
matrix similar to a given matrix. As was suggested in the 
previous chapter, a tridiagonal matrix is a square matrix 
T = (t^j) such that t^j = 0 for all integers i and j satisfy­
ing Ii - ]I > 1. Although the literature contains terms such 
as Jacobi, triple diagonal, and codiagonal, with or without 
hyphens, as synonyms for tridiagonal, we shall use the term 
tridiagonal almost exclusively throughout this thesis. 
The fact that any square matrix can be tridiagonalized 
follows from the classical theorem on the Jordan canonical 
form which states that any matrix with eigenvalues (i = 
1, 2, •••, n) is similar to a matrix with these eigenvalues 
in the principal diagonal, with zeros and ones along the first 
superdiagonal, and with zeros elsewhere. Although one would 
prefer a diagonal rather than a tridiagonal matrix, we know 
that this is not always possible as a consequence of the 
theorem cited. In particular, a square matrix is similar to 
a diagonal matrix if and only if all the elementary divisors 
of A are linear. 
The purposes of this chapter are to call attention to the 
methods for tridiagonalization available in the literature, to 
give a brief idea of the basic approach used in these methods. 
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and to point out limitations of their use. In order to 
facilitate the discussion, we shall consider the methods as 
they apply to real symmetric, Hermitian, and complex nonsym­
metric matrices. 
Let us consider the real symmetric case first. Accord­
ing to Wilkinson (I960), two of the most successful methods 
for solving the eigenproblem for a symmetric matrix are those 
of Lanczos (1950) and Given s (1954) both of vôiich are based on 
the reduction of the original matrix to tridiagonal form. The 
literature suggests that Lanczos (1950) seems to have been one 
of the first to propose a successful method for tridiagonaliza-
tion. His method applies both to the real symmetric case and 
the more general nonsymmetric case. Householder (1964) gives 
considerable attention to Lanczos' method and leaves the 
impression that it is the most successful method known. 
Wilkinson (1958b) describes the method for the symmetric and 
nonsymmetric cases separately. 
It should be emphasized that methods designed to tri-
diagonalize complex nonsymmetric matrices would tridiagonalize 
symmetric and Hermitian matrices. However, using a more 
general method would usually not be as efficient as using one 
designed to take advantage of the special properties of the 
given matrix. 
Let us consider the mathematical basis of Lanczos' method 
for symmetric matrices. Starting with an arbitrary vector b^, 
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a sequence of orthogonal vectors ïïjj. (k = 1, 2, n) is 
defined by the following relations 
(3.1) ^2 = ^^1 " ®l^l' \+l = " ^ k\-l 
(k = 1, 2, • • •, n - 1) 
where and are chosen to make orthogonal to b^, bg, 
•••, bjj.. If we assume that does not vanish for k = 1, 2, 
•••, n, then the recurrence relation (3.1) would cause b^^^ 
= 0 since b^^^ is orthogonal to n non-zero orthogonal vectors. 
The process therefore terminates naturally at this stage. We 
may write relation (3.1) in matrix form 
(3.2) A(b^b2*«*b^) = "b^) 
oil Pg 
\0 1 \l 
Let B = " ' b^^), and let T denote the tridiagonal matrix 
of the right member of equation (3.2). B can not be singular 
since its columns are non-zero orthogonal vectors. Hence from 
(3.2), we get b"^AB = T, and the tridiagonalization is com­
plete provided b^^ Ô (k = 1, 2, •••, n). 
If there is an integer k < n such that b^ = 0, then the 
process may be continued by Introducing a second set of 
vectors (i = 1, 2, •••, n) defined by the equations 
14 
(3.3) "^ = b^, c^ = b^ for b^ ^ Ô 
and c"^ is an arbitrary vector orthogonal to c^, Og, 
if bj^ = 0. Thus 
(3.4) = kc^ - a^Cj_ - (i = 1, 2, •••, n - 1). 
The numbers and are determined by the relations 
(3 .5)  S  = 
'k-1 k-1 "k-1 k-1 
If bjj. ^ Ô, then c^^ = b^ and as defined in (3.5) is 
positive. On the other hand, if b^ = Ô, then = 0. Pro­
vided the vectors c^ (i = 1, 2, n) are orthogonal and 
non-zero, the matrix C = (c'l^g'•'c^^) is non-singular. Hence 
we get 
/^1 Pî 0 
C'^AO = 
1 ag 
\o 1 o 
n/ 
= T 
so that the tridiagonalization of A is complete. We note that 
if bj^ = 0, then = 0 so that the eigenvalues of A can be 
found from those of the top left matrix in T and the bottom 
right matrix in T separately. Several of the b^ could vanish 
in •which case the procedure should be evident from the above 
discussion. In practice a loss of accuracy is common •when a 
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vector bjj. is calculated by the recurrence relation. This loss 
of accuracy can be avoided by reorthogonalization of each 
computed vector as considered by Wilkinson (1958b). 
Mljfcinson (1958b) describes an interesting relationship 
between the Lanczos' and Givens' methods for tridiagonaliza­
tion of real symmetric matrices. If the vectors of Lanczos' 
method are normalized so that the sum of the squares of the 
components is one, then Givens' transformation is mathemati­
cally identical with the Lanczos transformation provided 
is the starting vector. 
Since Givens' method was indicated in the previous 
chapter, we shall not elaborate on it. However, we point out 
that the Jacobi method, as well as two modifications referred 
to by White (1958) as the serial Jacobi method and the thres­
hold Jacobi method, reduces a real symmetric matrix approxi­
mately to diagonal form and hence to a tridiagonal matrix. 
La Budde (1964) and Kaiser (1964) have each introduced 
algorithms which are Jacobi-like iterative procedures using 
Householder's orthogonal similarity transformations, the type 
discussed in the next paragraph, to reduce the matrix to 
diagonal form. Let us emphasize that the Jacobi-like itera­
tion methods were designed for the eigenvalue problem rather 
than as efficient tridiagonalization methods. 
In the i960 article by Wilkinson cited previously, 
Wilkinson describes Householder's method for solution of the 
16 
matrix elgenproblem as the most satisfactory of known methods 
for the general symmetric case. Householder's method provides 
a procedure for reduction of the matrix to tridiagonal form by 
means of an orthogonal matrix that is obtained as a product of 
a number of simple orthogonal matrices which are not plane 
rotations. He suggests the use of symmetric orthogonal 
matrices, Pj^., of the form defined by 
(3.6) = I - 2Wjj.w^ 
where w^ is a column vector such that w^w^ = 1. The vector 
Wjj. is defined to be a vector with its first (k - 1) components 
equal to zero so that w^ = (0,0, • • • ,0,Xjj.,Xj^^^, • • • ,Xj^). The 
transformation to tridiagonal form is affected by (n - 2) 
similarity transformations using the matrices Pg, P^, ••*, 
P_ , respectively. ll-± 
The first transformation produces the appropriate zeros 
in the first row and column, the second in the second row and 
column, and the k^^, produces the appropriate zeros in 
the k^^ row and column. It can be verified that the transfor­
mation involving Pjj. leaves the zeros in the first (k - 2) rows 
and columns undisturbed. In order to compare the efficiency 
of Householder's reduction with the Givens' and Lanczos' 
methods, Wilkinson states that Householder's method requires 
approximately 2/3 n^ multiplications lAiereas Given s ' method 
requires 4/3 n^ multiplications and Lanczos' method requires 
' 17 
2n^ multiplications vôien reorthogonalization is performed. 
A paper by Eollett and Wilkinson (1961) makes additional 
comparisons of the methods of Householder, Lanczos, and Givens. 
These comparisons occur in connection with a discussion of a 
way in which a method of storage can reduce the time required 
for tridiagonalization by Givens' method. It is pointed out 
that the Householder matrix v^ich produces a given row and 
column of zeros is not the product of Givens' rotation ma­
trices which produce the same row and column of zeros. How­
ever it is shown that the final tridiagonal matrices and the 
products of all the transformation matrices are the same in 
both cases apart from the sign. It is observed that the final 
tridiagonal matrix produced by Lanczos' procedure is the same, 
apart from sign, as the ones produced by the Householder and 
Givens' methods provided the Initial vector in Lanczos' method 
is chosen to be e^ and each vector in the orthogonal system is 
normalized. It is interesting to note that Householder (1964) 
merely mentions his tridiagonalization for symmetric matrices 
^riiile he gives a brief description of Givens' method and a 
more detailed discussion of Lanczos' general method. 
La Budde (1963) describes an algorithm for the reduction 
of a general real matrix to tridiagonal form by a sequence of 
n - 2 transformations. This algorithm is a generalization of 
Householder's method, as described by Wilkinson (I960), used 
to reduce a real symmetric matrix to tridiagonal form. The 
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matrices employed for the reduction are no longer orthogonal 
matrices, but the computation remains in the real domain. 
The transformation matrices are of the type I + 
where and y^ are vectors with zero components in positions 
1, •••, r. If (I + aj,Xj.yy)(I + = I and a^, and are 
non-zero so that a^^ + + y^x^ = 0, then a^ and b^ can be 
chosen arbitrarily and a row and column interchange may be 
incorporated at each stage. This freedom of choice can be 
used to ensure some measure of stability and freedom from 
breakdowns. Unfortunately, there seems to be no way of choos­
ing a^ and b^, except by trial and error, so that a breakdown 
does not occur at the next stage. Also it is necessary at the 
stage of the process that a^ ^ 0 and ^ 0 in 
order to be able to use the formulas suggested for the deter­
mination of the desired transformation matrix. The sufficient 
conditions of the theorem which ensure that the method will 
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succeed also requires that = S a^^a^^ ^ 0. Other 
^ k=3+l 
methods which have been proposed for the reduction to tri-
diagonal form have similar or even more severe weaknesses. 
Wilkinson calls this method one of the more promising algo­
rithms for achieving the reduction. 
In a note on the solution of the eigenproblem for 
Hermitian matrices, Ohen and flilloughby (1958) consider the 
Hermitian analog of Givens* method. The only essential change 
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in the algorithm for tridiagonalization is that the orthogonal 
plane rotation matrices are replaced by corresponding unitary 
matrices. For a given Hermitian matrix A, the (1,3) and (3,1) 
elements can be simultaneously made zero by unitary trans­
formation matrix U. U has u^^^ = Ujj = cos 9, ^ = 
"^3,1+1 ~ e, Upq = ôpq (p ^ i + 1, 3 and q i + 1, 3), 
P = (phase of a^j ) - (phase of a.^ i+i)' tan 9 = 
-(modulus a^j/modulus i+i)• the elements in the 
(i + 1)®^ and 3^^ rows and columns are affected by U. 
The unitary matrices are used to annihilate the elements 
of the Hermitian matrix A in the same order as in Givens' 
method. The zeros created are preserved, and the procedure 
yields a tridiagonal Hermitian matrix. We note that this 
algorithm would handle the real symmetric matrices as a 
special case. 
Since the Lanczos' method for tridiagonalization, in its 
more general form, applies to arbitrary complex matrices, it 
would apply to the Hermitian matrices also as a special case. 
The general algorithm starts with two arbitrary non-orthogonal 
vectors b^ and and constructs two sequences of vectors 
satisfying 
" \\ - ^A-1 (Pi = 0) 
°k+l = " W " ^ k°k.l' 
The numbers and Pj^. are chosen so as to make 
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^k+1 o^'^^osonal to and and similarly to make 
orthogonal to bj^. and b^_2. It has been shown that if bj^ and 
cjj. are non-zero vectors for 1 < k < n, then 
(3.8) 
ôtT. 
'*A*7 bfA 
= Y 
k 
« %-l 
^g.i^k.i 
bjA*" 
'k-1 
^k-l°k-l 
= P 
k' 
As for the symmetric case, the above relations ensure 
that bjj. is orthogonal to ô^_^, °1 similarly c-^ 
is orthogonal to bj^._p b^_2, •••, b^^. These two sets of 
vectors form a biorthogonal set. We now have the possibility 
of either a vector b^ or a vector or both vanishing for 
k < n. If a vector b^ = Ô, the algorithm can be continued as 
indicated in the symmetric case and similarly for the vanish­
ing of a vector ô^. 
The Lanczos' method has two major difficulties. Round­
off errors in computation of the two sets of vectors can 
quickly destroy the biorthogonality of the vectors. This 
difficulty can be overcome by completely re orthogonal!zing the 
two sets of vectors at each stage. A second difficulty arises 
when the product vanishes for some k < n since this 
quantity occurs in the denominator in equations (3.8)» 
Ruthishauser (1953) shows that starting vectors always exist 
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such that for an arbitrary matrix Lanczos' process can be 
continued to completion. Causey and Gregory (1961) discuss 
this difficulty in separate cases. They were successful in 
overcoming this difficulty except in their last case where 
they seem forced to conclude that they could not prevent 
°k+l^k+l ^^0°^ vanishing. They conclude that the only thing 
to do is to choose new starting vectors and begin again. Thus 
while Lanczos' method theoretically can always tridiagonalize 
an arbitrary complex matrix, the practical difficulty #ich 
can result from a poor choice of starting vectors still 
remains. 
Wilkinson (1958b) gives a simple example to illustrate 
the difficulty which can be encountered in the application of 
Lanczos' method. Let 
from which it follows that bgOg = 0. Hence the method fails 
even though the computation is exact and the eigenvalues and 
eigenvectors of A are perfectly determined. 
While Lanczos' method achieves tridiagonalization by 
building up the columns of the transformation matrix explicit­
ly, Bauer (1959) introduces two classes of methods which 
achieve the reduction, in certain cases, by a sequence of 
/ 5 1 -1 
(3.9) A = -5 0 1 
10 1 
, b^ = (.6,-1.4,.3) and c^ = (.6,.3,-.l). 
The algorithm gives b^ = ^ (1.5,-2.5,1.5) and Cg = j(1.8,.6,-.8) 
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similarity transformations applied directly to the given 
matrix. After a short discussion of what Bauer calls the 
basic mapping problem by certain matrices Q and Q"^, he 
describes an n-step reduction technique. 
Consider the sequence of similarity transformations 
(3.10) A (1+1) li 0 
0 0 
where is the identity matrix of order i. We note that 
maps the last (n - i) components of the i^^ column of 
A^^), into multiples of e^ and that maps b*, the last 
(n - i) components of the i^^ row of A^^^, into multiples of 
e|. To start the recursion, let A^*^^ = A, the given matrix, 
and let âg and b^ be arbitrary with bj a^ 4- 0, Then, if A is 
of order n, after n steps the tridiagonal reduction is achieved. 
For the complete reduction A^^^ = Q"^AQ, &q is the first 
column of and bg is the first row of Q. Therefore, a^ 
and ÏÏq correspond to the starting vectors in the mathemati­
cally equivalent Lanczos' method. Since the choices of a^ and 
ÏÏq determine the Krylov sequences involved and influences 
numerical stability, the trivial choice a^ = bg = e-^, vôiich 
eliminates the first step of the process, may not be the best. 
If a and b are two-dimensional vectors, Bauer's solutions 
of the mapping problem degenerate to one solution. The 
matrices Q and in normalized form become 
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(3.11) 
Q = Q -1 1 
? 
, c 
~ -1 
(a^b^ ^  0, P = 
7 
b*a 
*1*1 
Let Q0, 0 = (l,k), work on the axis i,k in the same order as 
u s e d  i n  G i v e n s '  t e c h n i q u e ,  a n d  l e t  jZf " * "  b e  t h e  s u c c e s s o r  o f  0 .  
The recursion relation is 
(3.12) 
V - Yfi 
-1 
^ere and are defined by 
^1 ~ (^#)i,i-l' ^2 = (A^^kfi-l 
^1 ^2 (*#)i-l,k' 
(3.13) 
Starting with ^^0^,0 = ^0 ^^0^0,i " 
b*, 0^%^+,1) applications of the recursion formulas produce a 
trldlagonal matrix. If A is Hermitian or antihermitian, the 
technique is identical with Givens' rotation method except for 
a trivial change of sign in the second column of Q or in the 
second row of Q~^. 
The special forms suggested for the sequential reduction 
to trldlagonal form can not be used in the neighborhood of 
= 0 or b^ = 0. It seems clear that the method could meet 
this form of difficulty quite often. 
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Strachey and Francis (1961) proposed a method for tri-
diagonalization of an arbitrary matrix. Their method employs 
elementary transformation matrices to reduce the matrix first 
to lower almost triangular form and from this form to tri-
diagonal form. A matrix B = (b^j) is lower almost triangular 
if and only if b^^j = 0 for j > i + 1. An elimination trans­
formation of the matrix A is an elementary similarity trans­
formation TAT"^ #iere I consists of the identity matrix with 
one additional off-diagonal element chosen so that one 
particular element of TAT"^ = 0 is zero. For example if t^^ 
= p. = Tflth a^g ^  0, then c^^ will be zero. This 
transformation is referred to as eliminating a^^ with a^g. 
The method of Strachey and Francis uses the element 
immediately to the right of the principal diagonal to elimi­
nate all remaining elements in the same row and to its right. 
The process starts with " " ' " the 
row, the matrix may be transformed by a permutation matrix 
selected to cause the element immediately to the right of the 
principal diagonal of the given row to be the largest in 
absolute value of all elements to the right of the diagonal. 
Hence none of the U's used in the elimination will be greater 
than one in absolute value. 
The elements immediately below the principal diagonal are 
used to eliminate all the other sub-diagonal elements. Pro­
(n - 2)^^ row. Before eliminating the elements of a 
/• 
given 
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ceeding from the first column to the (n - 2)^^ column, the 
elements below the principal diagonal are eliminated so as to 
produce a tridiagonal matrix. 
It should be noted that if an element which is needed 
for the elimination of the elements of a given column is zero, 
then the process must be discontinued since division by zero 
is undefined. In practice this happens sufficiently often to 
be a nuisance. The interchange of columns could not be used 
since it would usually spoil the lower almost triangular form. 
The authors suggest that this kind of hazard is an example of 
the type of difficulty which the designer of a general-purpose 
algorithm must be prepared to face. 
A point which the authors emphasize is that their process 
can be identified with Lanczos' method provided the starting 
vectors are Thus the same difficulties must make their 
appearance also in the Lanczos' method. 
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IV. T-ALGORITHM FOR TRIDIAGONALIZATION 
In the previous chapters, we have made an attempt to 
survey the known research that has been performed on the 
tridlagonalization problem and to show the way this problem 
connects with the eigenproblem. The primary purpose of this 
chapter will be to present a new algorithm, which we will call 
the T-algorithm, for tridlagonalization of arbitrary complex 
matrices. Although the T-algorithm might encounter applica­
tion difficulties, the author feels that it has several 
advantages >riiich can best be discussed after the T-algorithm 
has been presented. When such difficulties arise, a modifica­
tion is suggested. 
It would seem that certain authors try to convey the 
misleading impression that a given technique will always be 
successful. As the previous chapter would suggest, all known 
methods for tridlagonalization of arbitrary complex matrices 
can encounter application difficulties. 
The T-algorithm operates directly upon the given matrix 
and uses similarity transformations to reduce it to tridiag-
onal form. In order to facilitate our presentation, we shall 
find it convenient to make several definitions of our own 
choosing. The theorems and ideas of this chapter, to the best 
of the author's knowledge, are new. The transformation 
matrices employed for the purpose of reduction to tridiagonal 
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form are of the particular form defined in the following 
definition. 
Definition 4.1; A matrix R = (r^j) is a quasi rotation matrix 
if and only if |R| = + 1 and r^^ = (Kroneoker's delta) 
with the possible exceptions of r^p, r^^, r^^, and 
It is important to the development of the T-algorithm 
that we be able to trace the effects of a similarity trans­
formation which involves a quasi rotation matrix. Por this 
purpose, we find the formulas of the following theorem to be 
of significant use. 
Theorem 4.2: Let P be a quasi rotation matrix with w, x, y, 
and z respectively, in the positions (i + 1, i + l), (1 + l,j), 
(3,i +1), and (],3) where i + 1 < j. If the matrices A = 
(a^j) and B = (b^^) are related by the equation B = FAP"^, 
then the elements of A and B satisfy the equations: 
(4.2.1) = a%a if k ^  i + 1,3 and m ^ i + 1,3; 
(4-2.2) bij = + [:- xai,i+i + 
(4.2.3) bji = 
(4.2.4) = ± 1+1 + xaj,i+il 
(4.2.5) j = t !:-==('®i+i,i+i + xey.i+i) 
+ "(«1+1,3 + 
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(4.2.6) bj 1+1 = i [:(yai+i,i+i + 
(4.2.7) tj] = ± [-%(yai+i,i+i+3aj,]+i) " *(yai+l,j+2aj]l]: 
(4.2.8) bi+i Q = *ai+i,m + %&,% " % M 1 + 1,3: 
(4.2.9) bk,i+i = ± [ssk,!,! - " k 1 + l.J; 
(4.2.10) bj.j = + H-'^^k.l+l + k / 1 + 1,J; 
(4.2.11) + SAjm if m ^ 1 + l.J; 
provided the top signs are used in the appropriate equations 
when [P( = 1 and the bottom signs are used when |p( = -1. 
Proof. 
The matrix PA can be described in terms of the matrix A 
by the equation 
(4.2.12) (PA) k. 
4. 
wA 
if k 7^ 1 + 1,3; 
i+l. + k = 1 + 1; 
yAi^l_ + zAj_ If k = j; 
idiere Oj^ denotes the k row of the matrix 0. We note that 
the matrix P" is also a quasi rotation matrix with + z, + x, 
+ y, and + w, respectively, in the positions (1 + 1, 1 + 1), 
(i + 1,3), (3,1+1), and (3,3) provided the top signs are used 
when [P( = 1 and the bottom signs are used when (p| = -1. 
Thus the matrix B = (PA)P"^ can be described in terms of the 
matrix PA by the equation 
(4.2.15) 
B.m = 
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(PA) If m ^ 1 + 1,3; 
± [z(FA) - y(?A) j] if m = i + 1; 
+ [-x(PA) ^^ ^^ + w(PA) ^ j ] if m = j; 
where G denotes the column of the matrix 0 and the sign 
convention is the one previously used. 
Let us consider the derivation of formula (4.2.1). Apply 
the condition that m ^ i + 1,3 to formula (4.2.13) to get that 
the m^^ column of B = PAP"^ is the m^^ column of PA, that is 
B^jjj = (PA) jjj. Since k ^  i+ l,j in formula (4.2.1), formula 
(4.2.12) provides that the row of PA is simply the k^^ row 
of the original matrix A so that (PA)^ = A^ . It follows 
that the elements which satisfy the restrictions placed 
upon k and m in formula (4.2.1) are the same as those located 
in the k^^ row and m^^ column of the matrix PA and hence of 
the matrix A. Thus bj^^ = a^ if k ^  i + 1,] and m ^ 1 + 1,]. 
The derivation of formula (4.2.5) would appear to be much 
more involved than that of formula (4.2.1); however, the 
procedure is nearly the same. Since b^^^ ^ occurs in the 
column of PAP'^, we get from formula (4.2.13) that the 
column of B can be expressed in terms of the columns of PA by 
the equation = + [ -x(PA) + w(PA) ^ ]. Observing that 
^i+l ] will be the element of B^^ in the (i + 1)®^ row, we use 
formula (4.2.12) to get that (PA)^^^ = wA^^^^^ + xAj . In 
particular = **1+1,1+1 + %aj,l+l '^^'l+l.J = 
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wai_^l j + so that formula (4.2.5) now follows. 
By considering the appropriate subscripts and signs and 
by applying the approach suggested by the above examples, the 
remaining formulas of this theorem can be derived directly. 
Formulas (4.2.13) and (4.2.12) actually constitute the proof. 
The T-algorithm is designed to annihilate the elements 
in the symmetric positions (i,j) and (j,i) simultaneously if 
possible. We find two special forms of quasi rotation 
matrices, one of which we now define, to be of particular use 
for this purpose. 
Definition 4.3; The special quasi rotation matrix (which 
will be uniquely determined by the T-algorithm) that annihi­
lates the elements in the (i,j) and (j,i) positions of A will 
be called a T-algorithm matrix associated with A. 
Certain situations that will be described in the T-algorithm 
make it necessary to use quasi rotation matrices of a more 
specialized form. For this reason, we find it convenient to 
use the formulas of the next corollary. 
Corollary 4.4; If Q is a matrix which differs from the 
identity matrix in at most the position (r,s) where q^g = c 
with r ^  s and if the matrices A = (a^j) and B = (b^j) are 
related by the equation B = QAQ then the elements of A and 
B satisfy the equations? 
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(4.4.1) ^km = 
^km if k ^  r and m ^ 8, 
(4.4.2) 
^rm ~ ^ rm + o&sm if m ^ s, 
(4.4.3) tks = \s ' G^tr if k ^  r, 
(4.4.4) ^rs = ars + c&ss 1 o
 
+ cagj.). 
Proof. 
Since |Q| = 1, we can use Theorem 4.2 to prove this 
corollary by making the appropriate identifications of the 
numbers w, x, y, and z and their respective positions. It 
will be convenient to consider the cases s > r and r > s 
separately. 
If s > r, then let r = i + 1, s = j, w = z = 1, x = c, 
and y = 0 in Theorem 4.2. The formulas in the conclusions 
of this corollary follow from the appropriate formulas in 
Theorem 4.2. 
Similarly if r > s, let s=i + l, r = j, w=z=l, 
X = 0, and y = c in Theorem 4.2. Again the formulas in the 
conclusions of this corollary follow from the corresponding 
formulas in Theorem 4.2. 
The T-algorithm is designed to produce a tridiagonal 
matrix by means of a sequence of at most i(n - 1)(n - 2) 
stages. 
Definition 4.5: The (i,]) stage of the T-algorithm is the 
stage which, when completed, produces the matrix lAloh 
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has zeros in the (i,j) and (j,l) positions. 
We note that the special quasi rotation matrices Involved 
in Corollary 4.4 are also special cases of another class of 
matrices in classical matrix theory usually called elementary 
matrices. Since these matrices play an essential role in our 
algorithm, we make the following definition. 
Definition 4.6; The auxiliary T-algorithm matrix associ­
ated with Is a quasi rotation matrix which differs from 
the identity by at most a constant c which occurs in the (r,s) 
position, r ^  s, where r and s will be determined by 1 and j. 
The double subscripts and double superscripts such as 
used in and are to be interpreted as ordered pairs 
of positive integers In the form (i,3) and (l,j-l). Commas 
will be used to separate the double subscripts and super­
scripts only when more than two symbols are necessary as in 
the example of 
A general idea of the way the T-algorithm operates can 
be obtained from the next definition. 
Definition 4.7; The sequence of matrices similar to the 
matrix A defined recursively by 
(4.7.1) A ^ = PijQijA Qij^ij 
(1 = l,2,''',n-2; 1+1 < ] = 3,4,•••,n) 
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and 
(4.7.2) A = 1^2, (i = 2,3,•••,n-2) 
where and are respectively the T-algorithm and 
auxiliary T-algorithm matrices associated with is 
called the sequence associated with A. 
%ien the T-algorithm is successful, the final matrix A^ 
will be tridiagonal. 
Unless specifically stated otherwise, throughout the 
remainder of this thesis will be the auxiliary T-algorithm 
matrix associated with A^'^"^, and P^^ will be the T-algorithm 
matrix associated with We will call 
the sequence of matrices b^'(i = 1,2,'*«, 
n-2; i + 1 < 3 = 3,4,''',n) and = A^^ (i = 1,2, ' " ,n-2) 
the auxiliary sequence associated with A. P^^ will have the 
elements w, x, y, and z, respectively, in the positions 
(i + 1, i + 1), (i + 1,3), (3,i + 1), and (3,3). will 
have the element c in the (r,s) position with r = i + 1 and 
3 < s < n o r s = i + l  a n d  3  <  ?  <  
In order to simplify notation in the description of the 
T-algorithm, we write = (a^j) and - (b^j) rather 
than the natural notation = (a^'^"^) and = 
i (b.' ) that will be used in later discussions. Hence 
1 J 
special care must be taken to distinguish the elements of the 
i 1 — 1 
original matrix A from those of the matrix A . 
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let us Indicate the basic reasoning underlying the T-
algorithm. The reason for requiring that |r| = + 1 for the 
quasi rotation matrices R In Definition 4.1 is to allow the 
simple description of j which was used in the proof of 
Theorem 4.2. Hence the elements of must satisfy wz - xy 
= + 1. By examination of formulas (4.2.2) and (4.2.3) of 
Theorem 4.2, we see that the requirement that Pj_^ is the 
T-algorithm matrix associated with leads to the equa­
tions 
(4-8.1) = 0 
and 
(4.8.2) y^i+l,i + zbji = 0' 
Since G-ivens' method for tridiagonalization of symmetric 
matrices is both accurate and efficient, we require that the 
similarity transformation determined by the product 
of quasi rotation matrices, at the (i,3) stage be exactly the 
same transformation as the corresponding plane rotation matrix 
of Givens' method when the matrix involved in symmetric. Thus 
the quasi rotation matrices to be used by the T-algorithm at 
the (i,3) stage are determined by the nature of the elements 
&ij' &]i' ^ i,i+l' &i+l,i' 
Before making a precise statement of the T-algorithm, we 
make a few additional definitions and observations. We find 
it easier to describe the difficulty which might arise in 
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terms of the next definition. 
Definition 4. 9 ;  A matrix A = (a^j) is sequentially non-
transformable by the T-algorithm matrix associated with A if 
and only if there are integers k (1 < k < n - 2) and m 
(k + 2 < m < n) such that all of the following hold: 
(4. 9 .1 )  aj^  j  =  a^^ =  0  (1  =  1 ,  2 ,  •  •  •  , k - l;i+l  <  j  =  3 ,4, 
(^•9.2) = ^k+l,k ~ ^mk ^  ^k,k+l ^  0, 
and 
(4.9.3) a^j = a^^ =0 (j = k+2,k+3,•••,m-l,m+l,•••,n). 
In order to shorten the descriptive words of the above 
definition, we will simply say that A is sequentially non-
transformable whenever A is sequentially nontransformable by 
the T-algorithm matrix associated with A. We will call any 
matrix which is not sequentially nontransformable a sequen­
tially transformable matrix. 
In the discussion that follows, we make considerable use 
of the next definition which is relatively well known. 
Definition 4. 10 ;  The set S consisting of ordered pairs of 
real numbers is said to be lexicographically ordered by < if 
for any two ordered pairs (r-]_,s^), (rv^Sg) e S, (ri'S^) < 
(rgfSg) if and only if r^ < r^ or r^ = rg and < s^. 
The particular uses of lexicographic ordering that are of 
36 
interest involve ordered pairs of positive integers which 
denote the positions of elements in the given matrix or the 
term from the sequence associated with A. 
The important fact that the auxiliary T-algorithm matrix 
associated with the appropriate matrix at a given stage of the 
process preserves the desired zeros created by previous stages 
is a consequence of the next theorem. 
Theorem 4.11; If according to lexicographical ordering 
(k,m) < (1,3 - 1) for (k = 1,2,•••,i; k+ 1 <m= 3,4,""', n) 
and if the elements of satisfy the equations 
(4.11.1) a^ = = 0, 
then the elements of satisfy 
(4.11.2) - ^ mk ~ 
Proof. 
In this part of the proof, we assume that r < s and hence 
that r = i + 1 and 3 < s < n. In addition, we assume that 
(k,m) < (1,3 - 1) for (k = l,2,***,i; k+ 1 <m= 3,4,'..,n). 
Since according to Definition 4.7 we have i < j, we get that 
k ^  r and k ^  s. Formulas (4.4.1) and (4.11.1) give that 
^km - ^ km = 0 provided m ^ s, and they give b^^^ = a^^^ = 0 
provided m ^ r. We consider the cases of exception separately. 
If m = s, then formula (4.4.3) gives 
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(4.11.3) = ^ks - ^ks " ^ ^'kr* 
Since (k,s) < (i,j - 1) and 3 < s < n, it follows that k < i 
and k+l<i+l=r. Thus (k,r) < (i,j - 1) and k + 1 < r 
so that = 0 by formula (4.11.1). Hence b^g = a^g = 0. 
Similarly if m = r, then formula (4.4,2) yields 
(4.11.4) bjjjj^ = by^ = a^^ + oag%.. 
The assumptions that (k,r) < (i,j - 1), k + 1 < r, r = i + 1, 
and r < s allow us to conclude that k < i and k + 1 < s. 
Hence (k, s) < (i,] - 1) and k + 1 < s so that a^j^ = 0 by 
formula (4.11.1). Thus b^^ = 0 since a^^^ = 0. 
We note the proof for the remaining case s < r follows 
from the above paragraphs by merely interchanging the roles 
of r and s. Hence the proof of this theorem is now complete. 
In terms of the concepts iriaich have been introduced and 
a table vriiich will be described, we can state the definition 
of a new method for tridiagonalization. 
Definition 4.12; The T-algorithm is a method for tridiagonali­
zation of an arbitrary matrix #iich uses the values for the 
T-algorithm matrices and auxiliary T-algorithm matrices 
determined from Table 4.13 and the sequence associated with A. 
The suitable quasi rotation matrices and used by the 
T-algorithm at the (i,j) stage can be determined from the ten 
Table 4.13. Categories for matrices of the T-algorlthm 
Oat. Description X y Z = w C Position 
1 
2 
3 
4 
^i,i+l~^i+l,i"®' both b^^=0 
and bj^=0 
bij=0, bji^b, bi+1,1^0 
bji=o, 
0 
1 
0 
-tij 
0 
-1 
.-.'',11 
ti+l,i 
0 I H
 
H
 
O
H
 
^i,i+l 
I H
 
H
 
O
H
 
5 
5.1 
5.2 
b^lj^O, %!,1+1^0, bl+1,1^0: 
bl,l+lbl+l,l^-tijt]i 
A real; dj^^= ^  ( 
1 1+1^)1 *^,1+1 
A complex but not real; d^^= 
6 
6.1 
6.2 
^i,i+l=®' ^-1+1,1^° 
*]1^&1+1,1 
3^1=&i+l,l 
(Apply Qj^j then 
use Oat. 5 for 
-1 
1 
(3,1+1) 
(3,1+1) 
' 
H
 
OJ 
( 
•
 
•
 
t- 
b-
^±3^^,1+1 
*13=91,1+1 (use Oat. 5) 
1 
-1 
(1+1,3) 
(1+1,3) 
Table 4.13 (Continued) 
Oat. Description X y z = w c Position 
8 
8.1 
8.2 
8.3 
8.4 
8.5 
8.6 
aij=0, aji^O, a^ 
(k does not exist ••• T-algorithm fails) 
^ik^°' ^ki^°' Blk^^i,i+1 
^ih^O, Bki^O' &ik=&i,i+l 
^ik^° ^ki^O; ^im^O, W°î ^im?^H,i+l 
aikJ^O or aj^p^O; aim=ai,i+i 
Sik^b or aj^^O; a^g^=0, (use Cat, 3) 
1 
1 
H
 
H
 
H
 
H
 
H
 
(i+l,k) 
(i+l,k) 
(i+l,m) 
(i+l,m) 
(i+l,m) 
8.7 aijj^O or ami=0 (use Oat, 2) &i,i+l (m,i+l) 
®-im 
9 G^i=0, 
9.1 
9.2 
9.3 
9.4 
9.5 
9.6 
(k does not exist « T-algorithm fails) 
»ik^°' aki?^0, ai%/-ai+i i 
^ik^°* akiT^O, a^k=~®'i+i,i 
aii^O or a^iP^O; a^n/O, a^i?^0; aiQ^-ai+i ^  
Gik^b or a^iF^O; a^n/O, a^^F^O; aim=-ai+i,i 
aik^b or aj^F^O; , a^=0 (use Cat 4) 1 
1 
1 
H
 
H
 
H
 
H
 
H
 
(k,i+l) 
(k,i+l) 
(m,i+l) 
(m,i+l) 
(m,i+l) 
9.7 aik?^0 or a^iF^O; a^^rzO, (use Oat 2) 
-^i+l,i 
(i+l,m) 
smi 
Table 4.13 (Continued) 
Oat. Description X y z = w c Position 
10 
Gi,i+l&l+l,l=-&ij&ji 
10.1 (k does not exist ••• T-algorithm fails) 
10.2 
10.2.1 1 (1+1,k) 
10.2.2 Bik=^l,l+1' Gti=-^i+i,i -1 (i+l,k) 
10.2.3 Blk^&i,i+i' ^kl~"^i+l,i' ^ik^~^i,l+l -1 (i+l,k) 
10.2.4 Bik^^i,i+1' ^ki="^i+l,i' ^ik~""^i,i+l 
1 
2 (i+l,k) 
10.2.5 Gik=&i,i+1' ^ki^""^i+l,i' B'ki^&i+l,i -1 (1+1,k) 
10.2.6 Bik=^i,l+1' ^ki^"^i+l,i' &kl=*i+l,l (use Cat. 5) 1 2 (i+l,k) 
^ik/0 sz ^ ki^O; aj^yo, ami?!o 
(use 10.2 with k (use 10.2 
10.3 replaced by m) with k re-
placed by m) 
10.4 ^ik^o or aj^T^O; , b^^=0', ^±m^-^±,±+2. -1 (m,1+1) 
10.5 
^ik^^ — ^ki^O; ^•im^®' ^1-°' Hm~""^i,i+1 1 (m,i+l) 
10.6 &ik^b or a^iP^O; 1 (l+l,m) 
10.7 ^ik^° 2^ ^ ki^O; ^im=0' ^ i^O; ^ mi="^i+l,i (use Oat. 5) -1 (i+l,m) 
4l 
categories of Table 4.13. The categories are listed according 
to the nature of the elements in the positions (i,]), (],i), 
(l,i + 1), and (i + l,i) as determined by the previous stage. 
Since the matrices perform no useful function in the 
(i,3) stages included in the first five categories, we can set 
c = 0 for these categories. For these categories, the auxil­
iary T-algorithm matrix ^ is simply the identity so that a^^^ 
= bj^j for all appropriate i and j. Hence we shall indicate 
the constant c and its position in the matrix only when 
c / 0. In categories 6 through 10, the matrix is used to 
reduce each of the cases involved to one of the previous five 
categories. Thus for these categories, we indicate the values 
for c and then the category \àiich should be applied to deter­
mine the values for w, x, y, and z. 
While the auxiliary T-algorithm matrix is completely 
determined by the value and position for the constant c, the 
T-algorithm matrix j is completely described by listing the 
appropriate values for w, x, y, and z. A zero check of the 
four elements of the current stage cited previously is a key 
tool for the determination of the category or categories to 
be used in the (i,]) stage. This operation can be performed 
rapidly on a digital computer. When all cases of a given 
category use the same means for obtaining the numbers w, x, y, 
and z, this procedure will be listed only at the bottom of the 
category. 
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We define the constant by the equation 
(4.14) '^13 = ^l,i+l 
2 
^i,i+l ^.1i 
^13 
+ 
^l+l,i 
The alternate values for dj_^ in category 5 are used in order 
to allow the use of only real arithmetic when the original 
matrix A is real. 
Table 4.13 consists of a brief description of the four 
decisive elements of or which determine the 
category to be used followed, when appropriate, by special 
cases with their description. The procedure to be used for 
the determination of the values for w, x, y, and z and also c, 
•when necessary, is indicated on the same line as the descrip­
tion or at the bottom as stated in the previous paragraph. 
We use the abbreviation cat, in the table in place of the 
entire word category. In categories 8» 9> and 10, let k be 
the smallest Integer satisfying ] < k < n and a^^ ^  0 or 
^ki ^  sind let m be the smallest integer satisfying 
k < m < n and a^^j^ ^ 0 or a^^^ 0. The connective or is used 
in the exclusive sense only in Table 4.13; that is, in Table 
4.13 or means exactly one of the statements is valid. 
While Table 4. 13  is long and might involve more program­
ming time than certain of the other methods for tridiagonali-
zation, we repeat that the categories to be used at a given 
stage can be rapidly determined by a digital computer. Be-
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cause of the nature of the elements Involved, it would seem 
that category 5 would be the one most frequently used in 
application. 
We note that the sequence associated with A as defined 
by Definition 4.7 and used in the T-algorithm is developed in 
the order indicated by the following listing; 
A = A^2,A^^,•••,A^^ = A^^.A^^i'-'iA^G = 
The terms of this sequence are ordered according to the 
lexicographic ordering of the ordered pairs used as double 
superscripts. Similar remarks could be made concerning the 
ordering of the auxiliary sequence associated with A. 
Having described the T-algorithm, we now prove an 
important theorem which gives sufficient conditions for tri-
diagonalization of a matrix by the T-algorithm. 
Theorem 4.15: Let A be any complex n x n matrix; and let 
{A^^3 and (i = 1,2, "'',n - 2; i < j = 2,3,"*,n), 
respectively, be the sequence associated with A and the 
auxiliary sequence associated with A. If each = 
1,2,•••,n -2; i + 1 < j = 3,4,•••,n) is sequentially trans­
formable and if according to lexicographical ordering (k:,m) < 
(i,j) for (k = l,2,***,i; k + 1 < m = 3,4,««',n), then the 
elements of A^^ satisfy the equations 
(4.15.1) = 0" 
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The final matrix = T is tridiagonal. 
Proof. 
We note that conclusion (4.15.1) is vacuously true for 
= A, since the hypotheses (k,m) < (1,2) and k + 1 < m 
would require that k = 1, m < 2, and 2 < m. The contradictory 
conditions m > 2 and m < 2 make it clear that the hypotheses 
of (4.15.1) can not be satisfied with 1=1 and j = 2. 
According to formula (4.7.2), we have that A^'^+l = 
(i = 2,3,'**,n - 2). Thus A^'^+^ satisfies our desired con­
clusion (4.15.1) provided does. We shall establish 
the conclusion of this theorem by finite induction. 
Assume that (4.15.1) holds for i = p and j = q - 1 with 
p < n - 2. We observe that if q - 1 = n, then = ^n-2,n 
so that the process terminates for p = n - 2 and = 
aP+1>P+2 for p < n - 2. Thus for the inductive case of 
interest we could use with i = p + 1 and j = p + 2 <n 
rather than with i = p and j = n. Hence without loss 
of generality, we can assume that q - 1 < n. Our objective is 
to show that (4.15.1) holds for i = p and j = q < n and thus 
for all positive integers #ioh are meaningful in the desired 
conclusion. Since (k,m) < (p,q), the lexicographic ordering 
gives that k < p. Noting that p < q, we get that k p + 1 
and k ^  q. Definition 4.7 gives that A^^ = *pq®pq^^''^"^'5pq^pq* 
Theorem 4.11 guarantees that the matrix 
retains all of the zeros which had been created by previous 
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stages of the T-algorithm. Since k p + 1 and k ^  formula 
(4.2.1) gives a^ = and for m / p + 1 and 
m ^ q. If (k,m) < (p,q), then (k,m) < (p,q - 1) except when 
k = p and m = q. Hence conclusion (4.15.1) holds for (k,m) < 
(p,q - 1), m ^ p + 1, and m ^ q. 
Let us consider the case of m = p + 1. Since we assume 
that (k,m) < (p,q) and k + 1 < m, we conclude that k < p. 
Thus = 0» and formula (4.2.9) gives that 
Similarly equation (4.2.8) and the inductive hypothesis give 
that 
We next consider the case of m = q. Equation (4.2.10) 
gives that 
%ien k < p, a?*^ = 0 since = b?'^"^ = 0 as a result of 
km k,p+l kq 
the inductive hypothesis. On the other hand when k = p, the 
T-algorithm determines the elements of and so that 
= a^^ = 0 provided each is sequentially transforma­
ble for (i = 1,2,''',n -2;i+l<]= 3,4,...,n). In a 
similar way, formula (4.2.11) gives that 
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^11 = a" = 
When k < p, the inductive hypothesis provides the result that 
i:l:k = = 0 that aM = o. 
The above paragraphs permit us to conclude that (4.15.1) 
holds for all appropriate positive integers. In particular, 
we note that (4.15.1) holds for = T. Hence the final 
matrix is tridiagonal, and the proof is now complete. 
The fact that sequentially nontransformable matrices can 
arise at some stage in the T-algorithm and the complications 
which result will be discussed in the next chapter. 
Examination of Table 4.13 reveals that the T-algorithm 
can fail only in the first case of one of the three categories 
8, 9, or 10. Let us introduce a matrix which we will again 
call for each of these cases. In case 8.1, let 
= Ai'3-1. For case 9.1, let 
where w = 0, x = -1, and y = z = 1. In case 10.1, let 
= where c = occurs in the (i + 1,3) 
position of Qj_j. For each of these cases, will be 
sequentially nontransformable. 
When the T-algorithm fails at the (i,]) stage, the matrix 
is defined as in the previous paragraph in order that 
the auxiliary sequence and the sequence associated with A can 
be continued. We define: 
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(4.16.1) (3 < m < n), 
(4.16.2) = ^lc,k+l gkn _ ^kn 
(k = 1+1,1+2,•••,n-2), 
Ct.ie.J) and for 
(k = 1+1,1+2,•••,n-2; k + 1 < m = 1+3,1+4,•••,n) 
provided and can be determined from the T-algorlthm 
Table 4.13. The procedure described above will be called the 
modification used by the modified T-algorlthm. If one of the 
cases 8.1» 9.1, or 10.1 occurs at the (k,m) stage, then the 
modification used by the modified T-algorlthm Is repeated 
until Is finally obtained. We now define the modified 
T-algorlthm. 
Definition 4. 17 ;  The modified T-algorlthm Is a method for 
obtaining a lower almost triangular matrix similar to a given 
matrix which uses the modification indicated above at the 
stages where one of the cases 8.1» 9.1, or 10.1 occurs. 
Thus the modified T-algorlthm gives the same choices for the 
T-algorlthm and auxiliary T-algorlthm matrices associated with 
A as does the T-algorlthm except when a seQuentlally nontrans-
formable matrix is encountered. In this event the T-algorlthm 
stops and the modified T-algorlthm takes over to produce a 
^n-2,n is almost lower triangular. A^'2»n is trl-
dlagonal with the exception that non-zero elements will occur 
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in the columns where one of the oases Q.l, 9.1, or 10.1 has 
occurred. Let us now prove the theorem which verifies the 
statements of this paragraph. 
Theorem 4.18: Let < ••• < r^, and let (r^,s^), 
(TgjSg), . (rp,Sp) be the stages where the modification 
used by the modified T-algorithm is applied to the sequence 
associated with A. If 1 < t < p, then the matrix B = 
satisfies: 
(4.18.1) V = ° if (rt - m) > 1; 
t 
(4.18.2) =0 if |r^ - m| > 1; 
and 
(4.18.3) bj^ = =0 if (k,m) < (n - 2,n) 
with (k = 1,2, • • • ,r2_-l,r-j_+l, • • • jrg-ljrg+l, • • *, 
rp-l,rp+l, •••,n - 2; k + 1 <m = 3,4,'",n). 
Proof. 
As a result of the modified T-algorithm, we have that 
the matrix = C = (c^^) satisfies c^ = c^^j^ = 0 
provided (k,m) < (r-j^,n) with k + 1 < m and with the single 
exception of Cg^^^ 0. Let the (i,] - 1) stage of the modi­
fied T-algorithm satisfy (r^+l, r^+3) < (i,]-l) < (n-2,n). 
We note that either there is an integer q such that 1 < q < p 
and (fq.i'Sq.i) < (1,3 - l) < (r^'Sq) or (r^.s^) < (l,j - 1). 
For the integers t such that 1 < r^ < i, we assume that 
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= 0 for |r^ - m| >1, _ q for (r^ - m) >1, and 
that a^^"^ = ~ ^  provided (k,m) < (i,3 - 1) with 
(k = 1,2, • • • ,r2_-l,r^+l, • • • jrg-ljrg+l, • • • ,i; k + 1 < m = 5,4, 
• • •, n). 
We can assume that J - 1 < n since if j - 1 = n we have 
that = ^i+l,i+2 ^ gre i + 1 < n - 2 and thus i + 2 < 
n - 1. Therefore with i replaced by i + 1 and j replaced by 
i + 2, we have that j = i + 2 < n. Thus the assumption 
j - 1 < n can be made without loss of generality. The con­
clusion of this theorem follows if we can show that for 
integers t such that 1 < r^ < i we have that the matrix 
satisfies a^j^ = 0 for |r^ - m| >1, a^^ = 0 for (r^ - m) > 1 
and a^ = a^^ = 0 provided (k,m) < (i,j) with (k = 1,2,'"', 
r2^-l,r^+l, • • • ,rp-l,rp+l, • • • ,n -2; k+l<m = 3,4, ••.,n). 
We have several possibilities to consider. Let us con­
sider the case (?%_!'Sq_i) < - 1) < (^q»Sq) first. If 
1 = rq_i, then we get s^^^ < j - 1 < 3 < n since (rq_3_,s^_^) 
< (i,] - 1). Thus by equation 4.16.1, the modification used 
by the modified T-algorithm has automatically caused A^^ to 
satisfy the desired conclusion. Similarly if (i,3 - 1) = 
(rq,Sq) or (i,j) = the modified T-algorithm again 
causes A^^ to satisfy the desired conclusion. The modified 
T-algorithm will also cause A^^ to satisfy the desired con­
clusion if (rp,Sp) < (l,j - 1) and i = r^. 
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The only remaining possibilities which we must consider 
are the case where < (i,j - 1) < (fq'Sq) and i 
r^_l and the case where (rp,Sp) < (1,3 - 1) and 1 ^  r^. ¥e 
observe that in either case, with 
j and j determined by Table 4.13. The proof for these two 
cases consists of first showing that the transformation deter­
mined by preserves the desired zeros of A^'^""^ and then 
that the transformation determined by P^^ provides the desired 
conclusion for A^»^"^. 
Assume that (k,m) < (1,3 - 1) with (k = 1,2,•••,!; k + 1 
< m = 3,4,•••,n) for this part of the proof. Let P = 
and let the element c for occur in the (g,h) 
position with g < h so that g = i + 1, ] <h < n. According 
to formula (4.4.1), f^ = a^^"^ if k ^  g and m / h. Thus we 
need only investigate fgjjj and fj^ to ensure that the desired 
created zeros of are preserved. In particular, we wish 
to show that fgj^ = 0 for m = 1,2, • • • ,r]_-l,rj^+l, • • • ,rq^_^~l, 
rq_2+l,''',g-2 = i - 1. Formula (4.4.2) gives fg^^ = a^]-l + 
ca^^"^ = 0 since a^^"^ = a^^"^ = 0 as a result of the 
hypothesis concerning the elements of A In a similar 
way, formula (4.4.3) gives fj^ = a^^"^ - oa^^^-l _ q for k = 
1, 2, •••, i - 1. An interchange of the roles of k and g in 
the appropriate above sentences provides the conclusion that 
also preserves the created zeros of for the case 
h < g. Hence this phase of the proof is complete. 
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For this part of the proof, we assume that (k,m) < (l,j) 
with (k = 1,2,''',i; k + 1 < m = 3,4,We note that 
A^j = Using formula (4.2.1), a^ = f^ for k 
i + 1,] and m i + 1,3. Thus if k ^  i + 1,3 and m ^ 1 + l,j, 
the (k,m) positions of A^^ will have the created zeros of P 
and hence of It remains to show that = 0 (k = 
1, 2, i - 1), a^j = 0 (k = 1,2, ..., 1), = 0 (m = 
l,2,''',ri-l,r^+l,''',r^_^-l,rq_i+l,''',i-l), and that a^^ = 0 
(m = l,2,''',ri-l,ri+l,"'',rq_i-l,rq_i+l,''',i). Formulas 
(4.2.9) and (4.2.10), respectively, give = + [I^^k,i+i 
- yffcjD and = ± |:-%fk,i+i + D • Since 
= 0 for k < i - 1, af^j, . = af^ = 0 for k < i - 1. Similarly, 
- k,i+1 kj -
by formulas (4.2.8) and (4.2.11), respectively, a|^ = 1+ X J UJ 
+ xfjm " yfl+l.m + %+l.m = ^ Jm = 
0 for m < i - 1, a^l^ ^  = a^^ = 0 for m < i - 1. The T-
algorithm is devised in such a way that a^j = a^| = 0. Hence 
A^^ has the zero elements desired, and thus the proof of this 
theorem is complete. 
In connection with Theorem 4.18, we observe that the 
column r^ will in general have nonzero elements in positions 
other than (s^,r^) for (m - r^) > 1 and 1 < t < p. This can 
be illustrated by showing what can happen to particular ele­
ments of the column r^. Using the notation introduced in the 
proof of Theorem 4.18, we get that + ^^®t^t 
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from formula (4.2.8) provided i > r^ and r^ ^ j. Since the 
element in the (s^,r^) position was left nonzero by the 
modification of the modified T-algorithm, a^j_ is not 
1+1,rt 
necessarily zero. We note that the element of the (i + l,r^) 
position was zero after application of the modification of the 
modified T-algorithm. Additional discussion of the T-algorithm 
and the modified T-algorithm is included in the next chapter. 
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V. OBSERVATIONS RBLâTED TO TRIDIAGONALIZATION 
As was mentioned in the previous chapter, the author is 
of the opinion that the T-algorithm and its modification has 
several advantages. The objectives of this chapter are to 
discuss the application of the T-algorithm, to suggest appli­
cations for the tridiagonal form in general, and to present 
observations related to tridiagonalization. 
Due to the restrictiveness of the conditions in Defini­
tion 4.9, it seems unlikely that an application of the T-
algorithm -would reach a stage that would result in a sequen­
tially nontransformable matrix. However, it is not difficult 
to construct particular examples of matrices which do have 
this property. Consider the matrix 
a b 0 0 
0 c d 0 
0 e f g 
h 0 i 
v^ere b 0 and h ^  0. Applying the T-algorithm, we get that 
the matrix A^^ = A and that A is sequentially nontransforma­
ble. We note that any auxiliary T-algorithm matrix, any 
T-algorithm matrix, and any product of these T-algorithm 
matrices have their first rows and columns equal to those of 
the identity matrix. It can be shown that A can not be tri-
diagonalized by a similarity transformation which has the same 
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first row and column as the identity. Thus the matrices of 
the type used by the T-algorithm can not tridiagonalize the 
matrix A. Further investigation seems to suggest that a full 
4x4 transformation matrix would be necessary in order to 
tridiagonalize A despite the fact that A differs from a tri-
diagonal matrix in only one position. Equations which 
describe a transformation matrix that will tridiagonalize 
special cases of A have been found. 
As a special case of equation (5.1), we consider 
(5.2) B = 
1 1  1 0 0\ 
0 1 1 0 
0  1 1 1 
\1 0 1 0/ 
We observe that B can be tridiagonalized as follows: 
(5.3) 
/ 0 0 1 0\ /I 1 0 0\ 10  0  -1 0^ / 1 2p 0 
0 p 0 p 0  1 1 0  0 p 0 -p _ 2p 1 -p 
- 1 0  0  0  0  1 1 1  10 0 0 0 -p 1 
0 -p 0 p \l 0 1 ll 0 p 0 pi \ 0 0 0 
0 
P 
1 
T-riaere p = 1/ //2. 
In the development of the T-algorithm, the equations of 
Theorem 4.2 and Corollary 4.4 have been used as predictors, 
in particular for the elements in the positions (i,3), (j,i), 
(i,i + 1), and (i + l,i), in order to determine the values 
for w, X, y, z, and c in Table 4.13. We point out that the 
values for these numbers are unique in the T-algorithm and 
that they were chosen in order to satisfy equations (4.8.1) 
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and (4.8.2) and the condition that Givens' method be a special 
case when the original matrix is real and symmetric. However, 
these conditions could have been satisfied vrith other choices 
for w, X, y, z and c. This freedom might prove to be useful. 
It can be observed that Givens* method, as cited in 
Chapter III, uses plane rotation matrices with c^j, -s^^, 
and c^j, respectively, in the positions occupied by the 
numbers w, x, y, and z in the T-algorithm matrix Noting 
that the plane rotation matrix R^^^ satisfies |R^j| = 1, we 
conclude that the matrix R^^ is a special quasi rotation 
matrix. The decisive numbers c^^ and s^^ for the matrix R^^ 
2 P 
must satisfy c^^ + s^^ = 1 and c^^a^j = s^^a^ We note 
that for real symmetric matrices A only categories 1, 2, and 
5 of Table 4.13 could occur. Hence the conditions imposed 
upon Cj^j and s^^ can be satisfied with c^^ = w= z = 1 and 
= X = y = 0 for category 1, with c^^ = w = z = 0 and s^^ 
= X = -y = 1 for category 2, and finally for category 5 with 
= w= z = b^ i+i/^i;j'^i3 ®i3 ~ ^ ~ -Y = since 
~ 1^1 j I = Thus Rj^ j = 
j and it follows that Givens' method for real symmetric 
matrices is a special case of the T-algorithm. 
We note that all transformation matrices used by the 
T-algorithm and the modified T-algorithm are quasi rotation 
matrices. The condition that |R| = + 1 which is imposed upon 
the quasi rotation matrix R is a reasonable one since the 
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following theorem applies. 
Theorem 5.4: If A Is any n x n complex matrix, then there 
exists a matrix R such that |r| = + 1, RAR~^ = T, and T Is 
trldiagonal. 
Proof. 
According to the classical theorem on the Jordan canoni­
cal form cited in Chapter III, there is a nonsingular matrix 
P such that PAP"^ = J is in Jordan canonical form. Let jp| = 
d, and let Q be a diagonal matrix with ones on the diagonal 
with the exception of = ± l/d. We know that d 0 since 
P is nonsingular. We note that 
(5.4.1) QPAP"V^ = (QP)A(QP)"^ = QJQ"^ = I 
is trldiagonal. This conclusion follows since J is tri-
dlagonal and the multiplication on the left and right by 
diagonal matrices retains the trldiagonal form. Hence with 
R = QP, we get that |R| = + 1, and the proof is now complete. 
^ = V2.nV2,A-3,nV3,nV3,n-l"-^13«13 
the matrices P and Q with appropriate subscripts are the 
T-algorithm and modified T-algorlthm matrices associated with 
A. If this algorithm is successful, then PAP"^ = T where T 
is trldiagonal. Since each of the matrices determined by the 
T-algorithm has a determinant value of + 1, we get that |P| = 
+ 1. Theorem 5.4 shows that tridiagonalization is possible 
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hy means of a transformation whose determinant has a value of 
± 1-
We recall that the T-algorithm can fail only in the first 
case of one of the three categories 8, 9, and 10. Let us 
verify that the cases Q.l, 9.1, and 10.1 are equivalent in 
the sense that one can go directly from any one of these three 
cases directly to either of the other two cases by means of a 
single quasi rotation matrix. 
Theorem 5.5; If A is any n x n complex matrix and if (i,]) is 
the first stage according to lexicographic ordering where one 
of the cases g.l, 9.1, or 10.1 occurs, then these cases are 
equivalent in the sense that for each of these cases there is 
a quasi rotation matrix R such that = B is a matrix 
whose (l,j) stage belongs to either of the remaining cases. 
Proof. 
We note that the proof of Theorem 4.11 allows us to con­
clude that a matrix with the form of the auxiliary T-algorithm 
matri^Q^j preserves the desired zeros created by previous 
stages of the T-algorithm. Similarly the proof of Theorem 
4.15 allows us to conclude that a matrix with the form of the 
T-algorithm matrix also preserves the desired zeros 
created by previous stages. The proof consists of indicating 
the appropriate matrix R which has the form of or and 
which will change each of the cases g.l, 9.1> and 10.1 into 
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either of the remaining cases at the (l,j) stage. We indicate 
the essential information which completely determines the 
appropriate transformation matrix R. 
Let case 8-1 occur at the (i,3) stage. If R is the 
matrix which has the form of ^ and has w = z = 0 and x = 
y = 1, then B = RA^'satisfies the conditions of case 
9.1 at the (i,3) stage. This conclusion follows by noting 
that = 0, 0, ^ 0, = 0, and then 
applying the appropriate formulas from Theorem 4.2 to get that 
^13 ~ ^ iiui ^  ^ji - 4+i,i ^  ^i,i+l = 
^i+1 i ~ 0. On the other hand, if R is chosen to be 
the matrix which has the form of ^ and has c ^ 0 in the 
(i + 1,3) position, then by applying the appropriate formulas 
of Corollary 4.4 we get that b^^ = -ca^'^^^ ^  0, = 
^ 7^ 0, ^i+l,i = 
^i,i+l^i+l,i ~ °^iii+l%i^ ~ ® 
at the (i,3) stage. 
In this paragraph, we assume that case 9«1 occurs at the 
(1,3) stage. If R is the matrix which has the form of and 
has c ^ 0 in the (], i + 1) position, arguments similar to 
those of the previous paragraph show that B satisfies the 
conditions of case 10.1 at the (i,3) stage. However, if we 
choose R with the form of with w = 0, x = -1, and y = z = 
1, then B falls into case 0.1 at the (i,3) stage. 
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We consider the remaining case 10.1. Choosing E with the 
form of j and c = a^j/a^ in the (i + 1,3) position 
transforms into the matrix B which satisfies the con­
ditions of case 8.1 at the (i,j) stage. Similarly using R 
with the form of Qj_^ and c = -aj^/a^^^ in the (],i + 1) 
position puts B into case 9.1 at the (1,3) stage. This com­
pletes the proof of this theorem. 
On the basis of Theorem 5.5, we can conclude that the 
cases 9.1 and 10.1 are equivalent to the case 8.1. Thus if 
we could find a way to annihilate both and with­
out losing the desired zeros created by previous stages of the 
T-algorithm for the sequentially nontransformable matrix of 
case 8.1 at the (1,3) stage, we could trldiagonalize any 
matrix by the resulting algorithm. The author has been 
unsuccessful in his attempts to do this. 
The purpose of introducing the integer k into Table 4,13 
was mentioned earlier; however, we have not commented upon the 
reason for using the smallest Integer m such that k < m < n. 
It can be shown that if we use the integer k where = 0 
or = 0, then it will be necessary to use one of cate­
gories 8, 9 ,  or 10 at the next stage. On the other hand, if 
we use m > k we can avoid the use of an auxiliary T-algorithm 
matrix different from the identity at the next stage. This 
slight additional complication for programming can save 
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valuable machine time. 
Householder (1964, p, 140) calls attention to some of the 
advantages of using a similarity transformation to reduce a 
given matrix to a form involving fewer independent elements 
before solving the eigenproblem. The complete reduction to 
the Probenius form, the companion matrix for the character­
istic equation, should be performed only with caution since 
stability may be decreased. When the complete reduction is 
desired, Householder suggests that it is possible and perhaps 
advisable to make the reduction stagewise, first to lower 
almost triangular form, then from the lower almost triangular 
form to the tridiagonal form, and finally from the tridiagonal 
form to the Probenius form. 
We note that the T-algorithm and the modified T-algorithm 
are well suited for this type of reduction. The T-algorithm 
goes directly to the tridiagonal form when it is successful, 
whereas the modified T-algorithm will produce the almost lower 
triangular form usually with the advantage of many zeros below 
the first subdiagonal. 
We remind the reader that all known methods for tri-
diagonalization of an arbitrary complex matrix can encounter 
difficulties when applied to a given matrix. This is true 
even of Lanczos' method which theoretically can always succeed 
if the proper starting vectors are chosen. We may have dif­
ficulty in choosing these vectors. 
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In (3.9) we gave an example of a matrix A which illus­
trates that Lanczos' method can fail even when the computation 
is exact. The eigenvalues of A are 1, 2, and 3 and corre­
sponding eigenvectors are (0,1,1)', (1,-2,1)', and (2,-3,1)' 
respectively. Applying the T-algorithm to A, we get 
(5.6) 
^13-^13 
/I 0 0\ 
0 
— -f 
V3Ô 
1 5  1 -1\ 11 0 
-5 0 1 
10 1 
\ 
0 
-fl-
aô 
-1 
15 -jl' 0^ 
00 0 
0 -I 
Since the method of Strachey and Francis can be identified 
with a particular form of Lanczos' method, the type of dif­
ficulty encountered by the Lanczos' method can be encountered 
also by the method of Strachey and Francis. This example 
shows that the T-algorithm can succeed when Lanczos' method 
or the method of Strachey and Francis fails. 
We note that La Budde's method for real matrices has a 
requirement that is equivalent to requiring that V 0 
and ^ 0 before a stage can be completed. Examination 
1+J. J X 
of Table 4.13 shows that this is a rather restrictive require­
ment. Tttiereas La Budde's method requires trial and error at 
each of its stages, the T-algorithm determines each transform­
ing matrix uniquely. 
Wtien Lanczos' method fails, we must start the process 
over again and therefore waste all work already performed. 
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The use of the T-algorithm and perhaps the modified T-
algorlthm has the advantage that none of the previous work 
need be wasted if the ultimate goal is to solve the eigen-
problem. When a sequentially nontransformable matrix or its 
equivalent arises, the modified T-algorithm produces an almost 
lower triangular matrix which would usually have many zero 
elements below the first subdiagonal. Literature since 1950 
Contains several papers which propose procedures for obtain­
ing an almost lower triangular matrix similar to an arbitrary 
given matrix. 
¥e remind the reader that the power method can be pro­
grammed to work more efficiently if the number of zeros in 
the matrix used can be increased. Both the T-algorithm and 
its modification result in a matrix which usually has more 
zeros than the original matrix. 
The next theorem provides a tool which could prove useful 
in the process of reducing a given matrix by similarity trans­
formations to a more usable form. 
Theorem 5.7; If Ag = + cl, A^ = PAgP and A^j. = 
A^ - cl where c is a constant, then A^ is similar to A. 
Proof. 
Since A^ = A and Ag = A^ + cl, we get that Ag = A + cl. 
Thus, 
(5.7.1) A3 = PAgP"^ = P(A + cI)P"^ = PAP"1 + cl. 
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Hence, 
(5.7.2) -1 = Aj - cl = PAP , 
and A^ is similar to A. 
The author was not completely successful in using the 
above observation to eliminate the difficulty which can arise 
in application of the T-algorithm. As the next example 
indicates however, the procedure suggested by Theorem 5.7 can 
sometimes succeed. 
Abramov (1963) gives as an example the following matrix, 
(5.8.1) A = 
/O 
0 
1 0 
0 1 
0 0 
He shows that the methods for triangularization proposed by 
Greenstadt and Lotkin fail on A. Applying Theorem 5.7 with 
the constant c = 1 and the matrix 
(5.8.2) P = 
1 0 0\ 
0 10 
•1 -1 1 
gives = 
0 1 
1 1 
0  - 2  
0\ 
1 
1 
The above example illustrates that a sequentially nontrans-
formable matrix can be tridiagonalized. 
We now describe a simple algorithm which can be used to 
tridiagonalize any 3x3 matrix Including the one discussed 
in the previous example. Let A = (a^j) be any 3x3 matrix. 
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If the nature of the elements of A is such that the (1,3) 
stage of the T-algorithm can be determined by one of the first 
seven categories of Table 4.13, then A can be tridiagonalized 
by the T-algorithm. Thus we need only find a method which 
Twlll succeed when the elements of A are such that the (1,3) 
stage of the T-algorithm would involve one of the cases 8.1, 
9.1, or 10.1. The equivalence of these cases, as guaranteed 
by Theorem 5.5, allows us to be able to tridiagonalize any 
3x3 matrix provided we can tridiagonalize a matrix from one 
of these three cases. 
Let A be any 3x3 matrix vjhose elements satisfy the 
conditions of case 8.1 at the (1,3) stage, that is, a^^ = ag^ 
= 0, a^2 ^  0, and a^g ^  0. Let Q be the matrix which has the 
form of the identity except that q^^ = k where k 0 and k ^  
(a^^ - &22)/&12' let B = QAQ"^. Using the formulas of 
Corollary 4.4, we get that b^^ = a^^ = 0, b^^, = 3-31 0, ^ 12 
= a2^2 0, and b^^ = k(a^^ - - ka^g) ^  0 since k 0 and 
k (3^2 - a^gX/a^g. Hence the elements of B are such that 
the use of category 3 of Table 4.13 and the T-algorithm will 
tridiagonalize B. 
We note that if a^g 0 we could perform the tridiago-
nalization by a single transformation rather than using the 
two suggested above. Let Q be the matrix which has the form 
of the identity except that qg^ = ^32' let B = QAQ 
Using formulas (4.4.1) and (4.4.3), respectively, we get that 
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^13 ~ ^13 ~ ^31 ~ ^ 31 ~ ^®'3i/®'32^^32 ~ Thus if a^g 
/ 0, we can tridiagonalize A by this single transformation. 
Hence we can tridiagonalize any 3x3 matrix whose ele­
ments satisfy the conditions of case 8.1 at the (1,3) stage. 
Therefore the previous paragraphs provide a simple algorithm 
for tridiagonalization of any 3x3 matrix. 
We point out that the elements in the (i,i + 1) and 
(i + l,i) positions play a crucial role in the T-algorithm 
and in the desired annihilations of the elements in the i^^ 
row and column. In particular, Table 4.13 shows that the 
T-algorithm will succeed if for each (i,j) stage 
a^ i ^  and a^^ ^ 0 for each row and column 
i (i = 1, 2, n - 2). Using formulas (4.2.8) and (4.2.9) 
to examine the elements which occur in the (i,i + 1) and 
(i + l,i) positions of the matrix after use of any of the 
first five categories reveals that not both of these elements 
can be zero unless no annihilations are necessary in the i 
row and column. However, it is quite possible that one of 
these two elements will be zero after completion of the 
desired annihilations for the i^^ row and column (i = 1, 2, 
• • •, n - 2). 
We observe that Theorem 4.2, Corollary 4.4, Theorem 4.11, 
and the proof of Theorem 4.15 can be used to show that the 
elements of the first (i - 1) rows and columns are left 
unchanged by the auxiliary T-algorithm and T-algorithm 
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matrices of the (i,j) stage. Thus if an element of the posi­
tions (i,i + 1) or (i + 1,1) (i = 1, 2, •••, n - 2) is zero in 
it -will be zero in = T. 
Solution of the eigenproblem for the tridiagonal matrix 
T can be simplified if one or more of the elements t^g, t^^^ 
Vl,n' ^ n,n-l' ^i,i-l' "^1,1+1' "'^i-l.i' "'^i+lji 
•••, n - 1) are zero. In particular if t^ = 0 
or t^_^ ^ = t^+^ i = 0 (1 = 2, 3, •••, n - 1) ^ which can happen 
by use of the T-algorithm, then expansion of the determinant 
|T - Xl( by the i^^ row or the i^^ column, respectively, makes 
it clear that t^^ is an eigenvalue of T. If t-j^g = 0 or tg^ = 
0, then expansion of (T - Xl| by the first row or column, 
respectively, gives that t]^^ an eigenvalue of T. Similarly 
if tjj^_2.,n = 0 or t^ = 0, then t^;^ is an eigenvalue of T. 
When at least one of the numbers t^g, tg^, 
tn,n-l' ti,i_i, "^1,1+1' "^1-1,1' "^i+lji ~ 
n - 1) is zero, the next theorem provides information •which 
enables us to reduce the eigenproblem for T to consideration 
of smaller matrices. 
Theorem 5.9: If P = where A is m x m, B is m x k, 
0 is k X m, and D is k x k, and if B = 0 or 0 = 0; then 
|P| = |A||D|. 
The proof of this well-known theorem follows directly from 
the generalized Laplace's expansion for a determinant and will 
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not be given. 
If at least one of the elements t^g, tg^, t%_2 n' ^n,n-l' 
tl,i_l, ti,i+l' %-l,i' ti+1,1 (1 = 2, 3, •••, n - 1) of 
the tridiagonal matrix T is zero, then it is possible to 
partition the matrix (T - XI) into the form indicated in the 
hypotheses of Theorem 5.9. Thus the eigenvalues for T will 
be those of A and D. 
As we mentioned in Chapter II, Givens made use of the 
fact that the characteristic equation of the real symmetric 
tridiagonal matrix which resulted from the use of his method 
had an associated Sturm sequence of functions. The next 
theorem shows that the Sturm sequence of functions can also 
be used to find the eigenvalues of certain real nonsymmetric 
matrices. 
Let T be a real tridiagonal matrix with = aj_ (i = 1, 
2, •••, n), = 1=1 (1 = 1, 2, ' , n - 1), and = 
(i = 1, 2, •••, n - 1). The matrix T is called Jacobian 
if b^c^ >0 (i = 1, 2, •••, n - 1). 
Theorem 5.10: If T is Jacobian, if bg = Cq = 0, if f^fx) = 1, 
and if {fj_(x)} is the sequence of polynomials defined by 
f^(X) = (X - a^)f^_^(X) - (i = 1> 2, 3, *•*» 
n); then (f^fx)] is a Sturm sequence of functions associated 
with the characteristic function |XI - T| of T. 
Although the author originated and proved a theorem 
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equivalent to Theorem 5.10, a discussion of this result can 
be found in Faddeev and Paddeeva (1963, pp. 30-31). It fol­
lows that all eigenvalues of a Jacobian matrix are real and 
distinct. We note that for any tridiagonal matrix T the 
function f%(X) from the sequence associated with I as 
defined in Theorem 5.10 gives the characteristic function for 
any tridiagonal matrix T. Todd (1962, p. 2^7) states that the 
most economical way for computing the characteristic function 
for any tridiagonal matrix is by means of this sequence. 
Thus if a real tridiagonal matrix T is Jacobian or if we 
can reduce T to Jacobian matrices of order less than n, then 
the associated Sturm sequence could be used to get the eigen­
values of T. If the problem is reduced into two or more 
matrices of order less than n, the procedure suggested by 
Givens (1958) can be used to get the eigenvectors for the 
original matrix. Givens used this approach on upper almost 
triangular matrices. Application of this idea can be made 
even more efficient since T is tridiagonal. Wilkinson 
(1958a,b) also discusses methods for obtaining the eigen­
vectors of tridiagonal matrices. 
Let us consider another interesting consequence of 
Theorem 5.9. 
Theorem 5.11: If P = ® where A is m x m, B is m x k, 
0 is k X m, and D is k x k, then: 
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(5.11.1) |P| 
and 
(5.11.2) (P| 
= |A||D - 0A'^B| If a IS nonslngular; 
= |D||A - Br"^o if D is nonsingular. 
Proof. 
Assume that A is nonsingular, and let 
(5.11.3) L = 
I A"^ 0 
-CA-1 II 
and M = 
A'^B 
0 (D - CA"4) 
We observe that L P  = M so that | L | | p |  = |M|. As a result of 
Theorem 5.9, we get that |L| = |A"^| = l/|A| and |M| = 
|D - CA"^B|. Hence formula (5.11.1) holds. 
For this part of the proof, let D be nonsingular, and let 
(5.11.4) Q = 
I 0 
1-D"^0 D~^ 
and R = 
(A - BD"^0) BD"1\ 
Thus PQ = R so that |P||Q| = R. Using Theorem 5.9, we get 
that |Q| = |D'^| = 1/|d| and |r| = |A - BD"^Cl. Therefore 
formula (5.11.2) is valid, and the proof is complete. 
We note that Theorem 5.11 could be used to simplify the 
calculation of the eigenvalues for tridiagonal matrices which 
satisfy the hypotheses of this theorem even when both B 7^ 0 
and 0^0. Thus this theorem in certain respects generalizes 
Theorem 5.9 . We remark that we can use Theorem 5.11 to 
obtain the sequence of functions indicated in the hypotheses 
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of Theorem 5.10. 
Recent literature suggests that the tridiagonal form of 
a matrix is becoming recognized for its own importance. 
Articles such as those of Asplund (1959) and von Eoldt (1962) 
discuss methods for inversion of matrices which have the tri­
diagonal form. The textbook by Varga (1962) has a discussion 
concerning the inversion of tridiagonal matrices. The text­
book by Henrci (1962) discusses tridiagonal matrices and 
monotone matrices. Some of the theorems which Henrci proves 
could be used to decide, in certain cases, -vriiether or not a 
tridiagonal matrix is nonsingular. 
In quantum-mechanical problems, according to Swalen and 
Pierce (1961), the natural basis for a matrix representation 
of the Hamiltonian operator leads to a matrix with tridiagonal 
form. The rigid asymmetric rotor and Mathieu's equation are 
cited as special examples of such problems. It is not uncom­
mon for current issues of the Mathematical Reviews to Include 
three or more articles concerning problems related to the 
tridiagonal form. 
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