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The two statistical studies of spectra from multiple heavy element transitions in quasar absorption
systems report conflicting results on a varying fine-structure constant, α. Re-analysis of Srianand et
al. [Phys. Rev. Lett. 92, 121302 (2004)] reveals flawed parameter estimation methods. These caused
errors to be underestimated by a factor of ∼ 3 and may contribute to an existing strong bias in ∆α/α
towards zero. Their spectra and absorption profile models actually imply a larger error and smaller
α than their reported ∆α/α = (−0.06±0.06)×10−5 . Our revised value is (−0.44±0.16)×10−5 but
we note that the published models may require detailed revision to derive a reliable measurement.
PACS numbers: 06.20.Jr, 95.30.Dr, 95.30.Sf, 98.80.Es
Introduction.—Absorption lines from heavy element
species in distant gas clouds along the sight-lines to back-
ground quasars are important probes of possible varia-
tions in the fine-structure constant, α, over cosmologi-
cal time- and distance-scales. The many-multiplet (MM)
method [1, 2] utilizes the relative wavelength shifts ex-
pected from different transitions in different species to
probe α with an order of magnitude better precision
than previous techniques. It yielded the first tentative
evidence for α-variation [2] and subsequent, larger sam-
ples saw this evidence grow in significance and internal
robustness [3, 4, 5]. MM analysis of 143 absorption spec-
tra, all from the Keck/HIRES instrument, currently in-
dicate a smaller α in the clouds at the fractional level
∆α/α = (−0.57 ± 0.11) × 10−5 [6]. Clearly, this poten-
tially fundamental result must be refuted or confirmed
with many different spectrographs to guard against sub-
tle systematic errors. First attempts with UVES on the
Very Large Telescope (VLT) in Chile have yielded null
results [7, 8, 9, 10, 11]. Here we revise the only statisti-
cal UVES study to date, that of Srianand et al. [7, 8] who
found ∆α/α = (−0.06± 0.06)× 10−5 from 23 absorbers.
∆α/α is typically measured in a quasar absorption
system using a χ2 minimization analysis of a multiple-
component Voigt profile fit to the absorption profiles
of several different transitions. The column densities,
Doppler widths and redshifts defining the individual
components are varied iteratively until the decrease in
χ2 between iterations falls below a specified tolerance,
∆χ2tol. In our approach, we simply add ∆α/α as an ad-
ditional fitting parameter. The approach of Srianand et
al. [7, 8, 9, 10], following [2], was to keep ∆α/α as an
external parameter: for each fixed input value of ∆α/α
the other parameters of the fit are varied to minimize χ2.
The functional form of χ2 implies that, in the vicinity of
the best-fitting ∆α/α, the ‘χ2 curve’ – the value of χ2
as a function of ∆α/α – should be near parabolic and
smooth. In practice this means that in each separate fit,
with a different input ∆α/α, ∆χ2tol should be set to ≪ 1
to ensure that any fluctuations on the final χ2 curve are
also≪ 1. This is crucial for deriving the 1-σ uncertainty,
δ(∆α/α), from the width of the χ2 curve at χ2min + 1.
Motivations for revising UVES results.—Even a cur-
sory glance at the χ2 curves of Srianand et al. – figure 2
in [7], 14 in [8], 1–6 in [9] and 9 in [10] – reveal that none
could be considered smooth at the ≪ 1 level and, al-
most without exception, the χ2 fluctuations significantly
exceed unity. Again, no matter how noisy the spectral
data, how poorly one’s model profile fits the data or how
many free parameters are being fitted [16], the χ2 curve
should be smooth and near parabolic in the vicinity of the
best fit. The χ2 fluctuations in [7, 8, 9, 10] must there-
fore be due to failings in the algorithm used to minimize
χ2 for each input ∆α/α. Fluctuations exceeding unity
even appear when [8] fit simple simulated spectra (their
figure 2). This leads to spurious ∆α/α values: figure 6 in
[8] shows the results from 30 realizations of a simulated
single-component Mg/Fe ii absorber. At least 15 ∆α/α
values deviate by ≥ 1σ from the input value; 8 deviate by
≥ 2σ and 4 by ≥ 3σ. There is even a ≈ 5σ value. The dis-
tribution should be Gaussian but is obviously not. Also,
the χ2 fluctuations cause the δ(∆α/α) estimates to range
over a factor of ≈ 4 even though all realizations had the
same simulated signal-to-noise ratio and input parame-
ters. None of these problems arise in our own simulations
of either single- or multiple-component systems [5, 12].
Clearly, the results of [7, 8, 9, 10] cannot be reliable
if the χ2 minimization algorithm – the means by which
∆α/α and δ(∆α/α) are measured – failed. Here we cor-
rect the analysis of [7, 8] using the same data and profile
fits.
The data.—Spectra of 23 absorption systems (towards
10 different quasars), comprising mostly Mg/Fe ii tran-
sitions, make up the final sample of [8] who provide de-
tails of the data reduction procedure. These spectra were
kindly provided to us by B. Aracil who confirmed that
the wavelength and flux arrays are identical to those used
in [8]. Two differences remain: (i) The 1-σ error spectra
we use more accurately reflect the real uncertainty in flux
for each spectral pixel. Ref. [8] add two error terms of
2similar magnitude in quadrature, even though each term
should reasonably approximate the actual error. One
term reflects the formal photon statistics while the other
reflects the RMS variation in the flux from the different
exposures. Thus, the error spectra of [8] are generally
≈ 1.3–2 times larger than ours which are derived from
the maximum of the two terms and match well the RMS
flux in unabsorbed spectral regions; (ii) We performed
our own continuum normalization of the absorption pro-
files with a method similar to that employed by [8] – this
has negligible effect on the results presented here.
Analysis method.—The Voigt profile fitting and χ2
minimization are carried out within vpfit, a non-linear
least-squares program designed specifically for analysing
quasar absorption spectra [17], modified to include a sin-
gle value of ∆α/α as a free parameter for each absorp-
tion system [12]. The relative tolerance for halting the
χ2 minimization was set to ∆χ2tol/χ
2 = 2 × 10−7. Ex-
tensive simulations have confirmed the reliability of this
approach [5, 12]. The atomic data for the different tran-
sitions (i.e. laboratory wavelengths, oscillator strengths
etc.) were identical to those used by [8]. It is impor-
tant to stress that we use the same profile fits as [8]:
for each absorption system, the best-fitting Voigt profile
parameters of [8] were treated as first guesses in our χ2
minimization procedure. The relationships between the
Doppler widths of corresponding velocity components in
different transitions were also the same as in [8].
Since ∆α/α is a free parameter, its value is determined
directly during the χ2 minimization of each absorber and
its uncertainty, δ(∆α/α), is derived from the appropriate
diagonal term of the final covariance matrix. As men-
tioned above, our error spectra are significantly smaller
(though more appropriate) than those of [8] and so the
final χ2 per degree of freedom in the fit, χ2
ν
, is typically
≈ 1.5–4 rather than ≈1 as expected if the model fit is
appropriate (see discussion below). vpfit therefore in-




and these are the
values we report here. Simulations similar to those dis-
cussed in [5, 12] confirm that such a treatment yields very
robust uncertainty estimates (see also discussion below).
Results.—The best-fitting values of ∆α/α and the 1-σ
uncertainties are compared with those of [8] in Fig. 1.
Table I provides the numerical results [18]. Many of the
∆α/α values are significantly different to those of [8], typ-
ically deviating from zero by much larger amounts. More-
over, our uncertainty estimates are almost always larger,
usually by a significant margin. The formal weighted
mean over the 23 absorbers is ∆α/α = (−0.44± 0.16)×
10−5. At first glance this indicates a significantly smaller
α in the absorption clouds compared to the laboratory
value and agrees well with our previous results from
HIRES. However, Fig. 1 reveals significant scatter in the
results well beyond what is expected based on our esti-
mates of δ(∆α/α): the value of χ2 about the weighted
mean is 77.6 which, for 22 degrees of freedom, has a prob-
FIG. 1: Our new results (filled circles) are inconsistent with
those of [7, 8] (grey squares) using the same data. The
weighted mean ∆α/α = (−0.44 ± 0.16) × 10−5 is consistent
with our previous HIRES results but the scatter in the new
results may indicate systematic errors in the data and fits.
FIG. 2: Example χ2 curves from our minimization algorithm
(black circles) compared with those of [8] (grey/blue trian-
gles). Fluctuations in the latter indicate failings in the min-
imization routine. The points and error-bars at the minima
indicate best fit values and 1-σ uncertainties; for our curves
they are from the algorithm where ∆α/α is a free parameter.
ability of just 4×10−8 of being larger. It is therefore un-
clear whether these results support our previous HIRES
results or not. Further evidence is provided below that
these results do indeed reflect the data and that the dis-
crepancy with the results of Srianand et al. [7, 8] is due
to strong biases in both the ∆α/α and δ(∆α/α) values
from the latter. Systematic errors likely to affect the
spectra are also discussed.
Biases in previous results.—Part of the motivation for
revising the analysis of [7, 8] was the large fluctuations in
their χ2 curves. Although we include ∆α/α as a free pa-
rameter in our χ2 minimization process, treating it as an
external parameter instead (as in [8]) is a simple matter.
As discussed above, a valid measurement of ∆α/α and
(especially) δ(∆α/α) can only come from a smooth, near
parabolic, χ2 curve. The importance of this point is ob-
vious in Fig. 2 which shows our χ2 curves in two example
absorbers. For all 23 absorbers, we recover smooth, near
parabolic χ2 curves, the minima of which coincide well
with the values of ∆α/α plotted in Fig. 1. Furthermore,
the values of δ(∆α/α) recovered from the width of the χ2
3FIG. 3: The 1-σ uncertainties from our analysis (grey/red
bars) compared with those of [8] (black bars). The tight dis-
tribution of ∆α/α from [8] has a probability of just 3× 10−4
of occurring by chance given our new robust error estimates.
curves near their minima agree with the values recovered
from the covariance matrix analysis above. Thus, it is
clear that our χ2 minimization procedure returns robust
values of ∆α/α and δ(∆α/α).
Figure 2 also shows the χ2 curves of Srianand et al. [7],
digitized from figure 14 in [8], for the two example ab-
sorbers. The χ2 fluctuations discussed are obvious and,
as mentioned above, (i) cause δ(∆α/α) to be underesti-
mated and (ii) may bias ∆α/α towards zero.
The first effect is easy to understand: the minimum
χ2 must, by definition, be found in a downward extreme
fluctuation. Since the fluctuations are >∼ 1, the width of
the ‘curve’ at χ2min + 1 will be underestimated, typically
by factors of order a few. The absorber at zabs = 1.2433
towards Q0122−380, shown in Fig. 2(left), is the ex-
treme example of this problem. The χ2 fluctuations are
∼ 10 here, leading [8] to assign an uncertainty of just
δ(∆α/α) = 0.1×10−5 for this system. Note that different
points on their χ2 curve are separated by this value so,
even in principle, such an error estimate is questionable.
Our robust error estimate is almost a factor of 16 times
larger. Also note that it is far from clear how Srianand
et al. [7, 8] determine δ(∆α/α) in some cases. One such
case is shown in Fig. 2(right) where, following the pre-
vious example, ∆α/α appears to be (−0.8± 0.1)× 10−5
rather than the value quoted by [8], (−0.4± 0.4)× 10−5.
In a few absorbers, the confusion inherent in deriving
δ(∆α/α) from such jagged χ2 curves may have somewhat
ameliorated potentially gross underestimates.
The second effect – that the ∆α/α values of [7, 8] are
biased towards zero – is more difficult to understand.
First, to demonstrate that the effect is significant, Fig. 3
shows the values of ∆α/α from [8] plotted with the 1-σ
uncertainties from our analysis. The ∆α/α values are
clearly more tightly clustered around zero than expected
based on our robust error-bars: the value of χ2 around
the weighted mean of ∆α/α = (0.04 ± 0.16) × 10−5 is
FIG. 4: Wavelength calibration errors calculated using the
method of [14]. These should be subtracted from the values
in Fig. 1. However, they do not explain the scatter in Fig. 1.
just 6.1. For 22 degrees of freedom, a χ2 this low (or
lower) has a probability of only 3× 10−4 of occurring by
chance alone. The explanation for such a strong bias
may be linked, again, to the failure of the χ2 minimiza-
tion algorithm of [7, 8]. One possibility is that, for a
given absorber, the minimization algorithm may have
been run several times with ∆α/α fixed to zero with very
slightly different initial conditions (as one might do when
experimenting with different velocity structures in the
model fit), thus reducing χ2 to a relatively low value even
though the algorithm was impaired. When subsequently
using non-zero values of ∆α/α in individual minimiza-
tions, χ2 would preferentially fluctuate to higher values.
This ‘hysteresis’ would therefore bias ∆α/α towards zero.
Likely systematic errors.—Although Fig. 2 demon-
strates the robustness of our ∆α/α and δ(∆α/α) esti-
mates, the large scatter of the results in Fig. 1 is inconsis-
tent with our previous HIRES results. Furthermore, the
HIRES values had a scatter consistent with that expected
from the δ(∆α/α) estimates [e.g. 2, 5]. What systematic
effects might contribute to the scatter in Fig. 1? We
considered a wide variety of systematic effects on ∆α/α
in [5, 13], the most obvious possibility being wavelength
calibration errors. The quasar spectra are wavelength
calibrated by comparison with exposures of a thorium-
argon (ThAr) emission-line lamp. A simple test for mis-
calibration effects was described in [2] and applied to the
HIRES data in [5, 13]: the basic approach was to treat
the ThAr emission lines near the redshifted quasar ab-
sorption lines to the same MM analysis, thereby deriving
a correction, (∆α/α)ThAr, to the value of ∆α/α in each
absorber. For the HIRES spectra, wavelength calibration
errors contributed negligible corrections, especially since
so many absorption systems (128) were used [5].
This ThAr test was not applied to the results of Sri-
anand et al. [7, 8]. However, recently in [14] we found
that corruptions of the input list of ThAr wavelengths
cause significant distortions of the wavelength scale in
UVES spectra such as those of [8]. From these distortions
it is possible to quantify the value of (∆α/α)ThAr and it
was demonstrated in [14] that the absorber at zabs =
1.2433 towards Q0122−380 [Fig. 2(left)] was, again, par-
ticularly problematic, having (∆α/α)ThAr = 0.4× 10
−5.
This is 4 times larger than δ(∆α/α) from [8] for this sys-
tem. Fig. 4 shows (∆α/α)ThAr for all 23 absorbers, com-
4puted using the method of [14], revealing several other
such cases. However, overall, the corrections due to wave-
length calibration errors are small compared to the scat-
ter in Fig. 1; other systematic errors must dominate.
Another strong possibility is that too few velocity com-
ponents have been fitted to the absorption profiles in
many of the 23 absorbers. If this was the case then one
expects to find values of χ2
ν
for the profile fits exceed-
ing ≈ 1 whereas [8] generally found χ2
ν
∼ 1 for their
fits. However, as we point out above, the error spectra
employed by [8] were set too high by a factor of ≈ 1.3–
2. This is easily cross-checked by comparing the RMS
flux in continuum regions around the absorption profiles
with the 1-σ error spectra. Thus, when more appropri-
ate error arrays are employed, as in our new analysis,
the velocity structures of [8] prove too simplistic, result-
ing in the high values of χ2
ν
≈ 1.5–4. Clearly – and, in
many cases, this is obvious simply upon visual inspection
– more velocity components must be fitted in almost all
23 absorption systems to account for the evident veloc-
ity structure that the high χ2
ν
values reflect. Preliminary
fits which include additional velocity components indi-
cate that ‘under-fitting’ of the absorption profiles has in-
deed caused large, spurious excursions in ∆α/α and may
well be responsible for the bulk of the scatter in Fig. 1.
Simulations of complicated velocity structures confirm
this. These results will be presented at length elsewhere.
Conclusions.—It is crucial to compare results on vary-
ing α from different telescopes/spectrographs. However,
before our previous HIRES results can be compared with
the only statistical UVES sample to date – that of Sri-
anand et al. [7, 8] – the UVES results must prove them-
selves internally robust. Unfortunately, we have failed
to reproduce the results of [7, 8] in any respect. Using
the same data and profile fits for the 23 absorbers as [8]
we find a weighted mean ∆α/α = (−0.44± 0.16)× 10−5
(Fig. 1), cf. (−0.06 ± 0.06) × 10−5 from [8]. The cen-
tral value deviates significantly and the uncertainty is
much larger than the value from [8]. The main reason for
the discrepancy is clear: for most absorbers, and even in
simulations, the algorithm employed by [8] to minimize
the χ2 of the absorption profile fits simply failed to do
so. This is characterized by the large fluctuations in the
χ2 curves of [8] which, in theory and by demonstration
(Fig. 2), should be entirely absent. These fluctuations
cause, in most cases, underestimation of the uncertain-
ties on individual ∆α/α values by factors of order a few.
They may also be the underlying cause of a strong bias
towards zero in the ∆α/α values of [8]: by comparing the
distribution of values with that expected from the true
statistical uncertainties, the observed distribution has a
probability of only 3×10−4 of occurring by chance alone.
However, other, more subtle biases may also contribute.
While we argue that ∆α/α = (−0.44 ± 0.16) × 10−5
is the weighted mean preferred by the data and fits
of [8], we do not argue that it is a final, robust esti-
mate or that it supports our HIRES result of ∆α/α =
(−0.57± 0.11)× 10−5 [6]. The main reason is the scatter
in the individual ∆α/α values well beyond that expected
from the uncertainty estimates (Fig. 1). Although a small
contribution to the scatter comes from inaccuracies in the
wavelength calibration of the quasar spectra, the domi-
nant factor is likely to be that real and statistically signif-
icant velocity structure in the absorption profiles was not
adequately accounted for by [8]. Since their error spec-
tra were significantly overestimated, it is not surprising
that too few velocity components could nevertheless sat-
isfy the requirement that χ2 per degree of freedom be
≈ 1. When using more appropriate error spectra, which
match well the RMS of the flux in unabsorbed regions,
the need for additional components in the fitted profiles
is stark.
Finally, we emphasize that none of the problems dis-
cussed here relating to the analysis of the UVES spectra
are intrinsic to the MM method itself. With careful and
robust quasar absorption analysis, the MM method re-
mains an accurate and precise technique for constraining
fundamental physics from quasar absorption lines.
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5TABLE I: Comparison of results from Srianand et al. [7, 8] and this paper. Columns 1 & 2 give the J2000 and B1950 quasar
names; the quasar emission redshifts are given in column 3. Column 4 gives the redshifts of the absorption systems. Columns
5 & 6 give the values from [8] of ∆α/α and χ2 per degree of freedom, χ2
ν
, for the absorption profile fit. Columns 7 & 8 give
the results of our attempt to reproduce those values. Column 9 gives our estimate of the wavelength calibration errors derived
using the method of [14]. All uncertainty estimates are 1-σ.
Quasar name zem zabs Srianand et al. [7, 8] This work (∆α/α)ThAr





J000344−232355 HE0001−2340 2.280 0.4524 0.2 ± 0.5 1.10 −0.963 ± 0.747 3.27 −0.260± 0.093
J000344−232355 HE0001−2340 2.280 2.1854 0.2 ± 0.3 1.15 3.926 ± 2.431 2.16 0.145 ± 0.099
J000344−232355 HE0001−2340 2.280 2.1872 −0.2± 0.2 1.20 −0.122 ± 0.774 2.10 −0.089± 0.099
J000448−415728 Q0002−422 2.760 1.5419 0.0 ± 0.2 0.66 −4.655 ± 0.988 1.00 −0.090± 0.103
J000448−415728 Q0002−422 2.760 2.1679 0.0 ± 0.4 1.03 0.115 ± 0.731 0.78 −0.102± 0.069
J000448−415728 Q0002−422 2.760 2.3006 −0.4± 0.4 0.99 −0.075 ± 1.001 2.54 −0.066± 0.086
J011143−350300 Q0109−3518 2.410 1.1827 0.0 ± 0.8 0.98 0.249 ± 0.764 1.70 0.011 ± 0.107
J011143−350300 Q0109−3518 2.410 1.3489 −0.6± 0.4 1.08 −2.724 ± 1.144 2.28 0.091 ± 0.083
J012417−374423 Q0122−380 2.189 0.8221 0.0 ± 0.9 0.87 1.062 ± 0.859 2.27 −0.088± 0.078
J012417−374423 Q0122−380 2.189 0.8593 −0.3± 0.2 1.29 −4.803 ± 0.941 2.81 0.027 ± 0.078
J012417−374423 Q0122−380 2.189 1.2433 −0.1± 0.1 0.89 −2.447 ± 1.579 4.10 0.376 ± 0.095
J024008−230915 PKS0237−23 2.223 1.6359 0.2 ± 0.7 0.82 −0.124 ± 0.498 2.00 −0.062± 0.105
J024008−230915 PKS0237−23 2.223 1.6372 0.6 ± 0.6 1.16 1.539 ± 0.939 2.93 0.054 ± 0.068
J024008−230915 PKS0237−23 2.223 1.6574 0.3 ± 0.5 0.92 0.510 ± 0.514 2.29 0.121 ± 0.127
J045523−421617 Q0453−423 2.660 0.9084 −0.4± 0.4 1.82 −1.507 ± 0.549 4.21 −0.141± 0.122
J045523−421617 Q0453−423 2.660 1.8584 0.4 ± 0.4 1.13 0.315 ± 0.712 3.77 0.467 ± 0.118
J134427−103541 HE1341−1020 2.134 0.8728 0.0 ± 0.2 1.19 −0.100 ± 0.567 2.49 −0.065± 0.071
J134427−103541 HE1341−1020 2.134 1.2767 −0.1± 0.2 1.01 0.524 ± 2.062 4.30 0.531 ± 0.097
J134427−103541 HE1341−1020 2.134 1.9154 0.8 ± 0.3 1.49 0.767 ± 0.627 2.08 0.058 ± 0.072
J135038−251216 HE1347−2457 2.534 1.4393 0.0 ± 0.5 1.10 −1.272 ± 0.767 4.60 0.024 ± 0.114
J212912−153841 PKS2126−158 3.268 2.0225 −0.1± 0.4 1.19 −2.725 ± 1.344 2.65 0.034 ± 0.111
J222006−280323 HE2217−2818 2.406 0.9425 −1.2± 0.7 0.90 −1.453 ± 0.852 2.43 −0.258± 0.114
J222006−280323 HE2217−2818 2.406 1.5558 0.2 ± 0.5 1.22 0.183 ± 0.639 2.93 −0.112± 0.114
