Abstract This paper considers the efficient construction of a nonparametric family of distributions indexed by a specified parameter of interest and its application to calculating a bootstrap likelihood for the parameter. An approximate expression is obtained for the variance of log bootstrap likelihood for statistics which are defined by an estimating equation resulting from the method of selecting the first-level bootstrap populations and parameters. The expression is shown to agree well with simulations for artificial data sets based on quantiles of the standard normal distribution, and these results give guidelines for the amount of aggregation of bootstrap samples with similar parameter values required to achieve a given reduction in variance. An application to earthquake data illustrates how the variance expression can be used to construct an efficient Monte Carlo algorithm for defining a smooth nonparametric family of empirical distributions to calculate a bootstrap likelihood by greatly reducing the inherent variability due to first-level resampling.
Introduction
used a nested bootstrap method to generate an analogue of partial likelihood. The basic procedure when applied to an estimator T for a parameter θ and a data set x 1 , . . . , x n , which is assumed to be a random sample from a distribution function F, proceeds as follows. Generate a first-level bootstrap sample x * 1 , . . . , M, use a second-level of bootstrapping to estimate the density of T * * , the estimator computed from a second-level sample x * * 1 , . . . , x * * n . In its most general form this is done by using Monte Carlo simulation and kernel density estimation. However, it is usually much more efficient to use a density approximation, e.g. a saddlepoint method (Davison and Hinkley 1988; Kuonen 2005) if it is available to replace the direct simulation at the nested second-level of bootstrap resampling. Evaluating each density at t, the observed value of T for the original data set, gives M likelihood points at t * 1 , . . . , t * M . A complete likelihood can be computed by applying a curve-fitting algorithm to these points. Algorithm 1 gives a summary of the steps of the numerical procedure.
An inherent source of variation in the above algorithm is due to the random mechanism used to select the first-level populations and parameter values. However, for each value of t * in a suitable interval for parameter values, our objective is to determine the expectation of the log bootstrap likelihood with respect to first-level populations with parameters very close to t * . In Algorithm 1 this is simply achieved by the use of step 4 to remove the substantial variation about the expectation, but it seems highly desirable to reduce this variation at an earlier stage by directly averaging the first-level populations themselves.
To illustrate the variability of simulated populations consider first-level bootstrap samples for the earthquake data set studied in Sect. 4. The observations are the time intervals in days between the worldwide earthquakes from 1990 to 2010 which resulted in at least 1,000 people being killed. In this example there are n = 24 observations, and the parameter of interest is the mean interval between earthquakes. Figure 1 shows four first-level P * m populations. For each population, some values in the original data set do not appear in the population while other values can appear several times. For example, in population P * 4 none of the lower values appear but a value just below 500 days appears four times. In fact, the populations shown in Fig. 1 have been simulated to have a parameter value t * , to be the same as the mean of the original data set, i.e. t = 297.75, but even so it is evident that the populations differ significantly, and thus have considerable variability, due to the nature of sampling. We note that
