Wavefront sensing and conjugate adaptive optics in wide-field microscopy by Li, Jiang
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2017
Wavefront sensing and conjugate
adaptive optics in wide-field
microscopy
https://hdl.handle.net/2144/27186
Boston University
BOSTON UNIVERSITY
GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
WAVEFRONT SENSING AND CONJUGATE ADAPTIVE
OPTICS IN WIDE-FIELD MICROSCOPY
by
JIANG LI
B.S., Peking University, 2007
M.S., Chinese Academy of Sciences, 2010
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2017
© 2017 by
JIANG LI
All rights reserved
Approved by
First Reader
Jerome C. Mertz, PhD
Professor of Biomedical Engineering
Second Reader
Thomas Bifano, PhD
Professor of Mechanical Engineering
Acknowledgments
First of all, I would like to express my utmost gratitude to my advisor, Professor
Jerome Mertz, for his continuous supports and inspirations during my years in Boston.
With his tremendous wealth of knowledge and a great fount of ideas, Jerome has
guided me through this challenging but rewarding journey. His guidance has helped
me to shape the engineering way of viewing and solving optical problems. Jerome
has been a kind and warm mentor and friend, to whom I will never be able to thank
enough.
I would like to thank Professor Thomas Bifano, who has helped me unwaveringly
during my days working in the Photonics Center. Despite his profound achievement in
both academia and industry, what I find most impressive is his humor and optimism. I
will never forget the metaphor he made about numerical simulations and his ceaseless
exuberance of joking about the deformable mirrors.
I would like to thank past and present members of the Biomicroscopy Lab for
putting together the great working atmosphere. Joined the lab with a background
in physics, I was clueless about engineering. Tim Ford taught me many during my
first year, from operating drilling machine to coding camera SDKs, which I feel very
grateful. I would like to thank Roman Barankov, David Giese, Jean-Charles Baritaux,
and Cliff Chan for all those memorable conversations. I would like to thank Rouhui
Yang, Cong Ba, Timothy Weber, Sheng Xiao, and Jean-Marc Tsang Min Ching for
being a fabulous group of colleagues to work with.
I would like to thank members of the Precision Engineering Research Lab - Chris
Stockbridge, Hari Paudel, William J. Shain, Devin Beaulieu and Nicholas Vickers,
who have always been helpful and resourceful. And also thanks to Ali Ibrahim for
providing me biological samples.
I would like to give my special thanks to Professor Shyamsunder Erramilli in the
iv
physics department and my graduate program coordinator Mirtha Cabello for all the
help and support they provided.
Lastly, I would like to thank my thesis committee members - Professor Pankaj
Mehta and Professor Lei Tian for taking time to review my thesis and serve on my
defense.
v
WAVEFRONT SENSING AND CONJUGATE ADAPTIVE
OPTICS IN WIDE-FIELD MICROSCOPY
JIANG LI
Boston University, Graduate School of Arts and Sciences, 2017
Major Professor: Jerome C. Mertz, PhD
Department of Biomedical Engineering
ABSTRACT
The quality of microscopy imaging is often degraded by sample-induced aberra-
tions. Adaptive optics (AO) is a standard approach to counter such aberrations. In
common practice of AO, an active optical correction element, usually a deformable
mirror (DM), is usually inserted in the pupil plane of the objective lens, namely pu-
pil AO. However, as first proposed in the astronomy community and now gradually
recognized by the optical microscopy community, the placement of the DM in a plane
conjugate to a primary sample-induced aberration plane can be more advantageous,
especially in situations where the aberration is spatially varying and arises mainly
from a dominant layer. We refer to this technique as conjugate AO.
In this thesis, we describe two novel implementations of sensor-based conjugate
AO in wide-field microscopy, as well as the wavefront sensing techniques we deve-
loped for these implementations. Our first implementation is in trans-illumination
configuration. The wavefront sensor is based on a technique called partitioned aper-
ture wavefront (PAW) sensing, previously developed in our lab for quantitative phase
contrast imaging. Our second conjugate AO is implemented with fluorescence mi-
croscopy. The wavefront sensing strategy is based on oblique back-illumination. In
vi
both implementations, we addressed the key challenges of developing wavefront sen-
sors that are capable of operating with uncollimated light, which exhibits large diver-
ging angles and may arbitrarily distribute as well. We show that both conjugate AO
systems and their wavefront sensors are not only robust, well-suited for video-rate
imaging, but also provide large corrected field of view, which is only limited by the
microscope itself.
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1Chapter 1
Introduction
Optical microscopy has been the workhorse tool for biological and medical research
since the day of its invention. Despite hundreds years of revolutionary development,
the imaging performance of a microscope remains susceptible to all sorts of aberrati-
ons. Even with perfect components and alignment, its performance is still inevitably
affected by the optical properties of the specimens, which would pose the so called
sample-induced aberrations. When imaging into biological samples, its refractive in-
dex heterogeneity will lead to a broadening of the focal spot (Neil et al., 2000). These
aberrations adversely affect the resolution and contrast of microscope images, ulti-
mately limiting the depth and field of view (FOV) of the imaging. This is a major
problem for in vivo imaging and imaging in deep tissue.
The problem was first attempted and solved in the astronomy community. As-
tronomers face the similar trouble when imaging celestial bodies using ground-based
telescopes. Sir Isaac Newton was probably the first person expressed his concern,
when he wrote ”for the air through which we look upon the stars is in perpetual tre-
mor...” (Newton, 1979). Indeed the constant atmospheric turbulence detrimentally
affect the imaging of telescopes. When stars are too close to each other, the blurs
make them indistinguishable as shown in Fig. 1·1. 1n 1953 Horace Babcock published
his pioneering paper (Babcock, 1953a) suggesting active compensation to the atmos-
pheric turbulence, which lay down the groundwork for adaptive optics. After half
a decade of development (Babcock, 1990), adaptive optics has become a standard
2part for most ground-based telescopes (Tyson, 2015) which significantly improves the
quality of imaging (Fig. 1·1).
Figure 1·1: The telescopic image of the multiple star is dominated
by atmospheric turbulence, and barely shows any structure (left); with
adaptive optics, the multiple star image is clearly seen (right). (Tyson,
2000)
Although established quite early in astronomy, the idea of compensating aberrati-
ons actively using AO in microscopy only took off in 1990s with the first application
appeared in ophthalmology (Dreher et al., 1989; Liang et al., 1994). Given the signifi-
cant differences of image formation between telescope and microscope, the migration
was quite successful, although it is not without limitations (Booth, 2007a; Girkin
et al., 2009; Kubby, 2013).
1.1 Adaptive Optics
Typical AO implementations consist of three principal components, namely the wa-
vefront sensor, wavefront corrector, and control computer. While there can be a
number of ways to configure the components, the most conventional type is shown in
Fig. 1·2.
If we borrow the metaphor used in (Tyson, 2000), the wavefront sensor can be
3thought as the eye of AO system, which detects aberrations and sends the results to
the brain - the computer. The computer then sends out appropriate commands to
the deformable mirror (DM, the hands) to correct the aberrations.
DM driver
ComputerWavefront
sensor
Beam splitter
Aberration
source
Distorted
wavefrontPlane wave
Deformable mirror
Corrected wavefront
Clear image
Figure 1·2: Standard configuration of AO system. Plane wavefront
is aberrated by the aberration source. The wavefront sensor quantifies
the distortion. Computer send commands to DM to compensate for
the distortion so that the plane wavefront is restored.
1.1.1 Wavefront Sensors
Before diving into the working principles of wavefront sensors, we want to mention
that a large branch of AO implementations in microscopy involves indirect wavefront
sensing and tends not to incorporate a sensor (Booth, 2007a). The major reason is
that the detection of wavefront relying on backscattered or fluorescence light can be
very hard. Sensorless AO relies on optimization algorithm to determine the appropri-
ate amount of correction to apply on the DM. The algorithm often involves abstaining
a sequence of images, utilizing optimization algorithms such as genetic or hill climbing
(Sherman et al., 2002; Wright et al., 2005), to optimize a pre-defined image quality
metric, such as total intensity, contrast, or sharpness (Olivier et al., 2009) et al. Given
4the advantage of simpler hardware, sensorless AO has many drawbacks in practice.
One reason is that the appropriate metric is often specimen dependent, which, in the
absence of guide stars, often fails to converge correctly. Another disadvantage is that
the optimization can be time-consuming and making in vivo microscopy infeasible.
Shack–Hartmann Wavefront Sensor
Shack–Hartmann wavefront sensor (SHWS) (Platt and Shack, 2001) is one of the most
commonly used wavefront sensors, particularly in ophthalmology area. It consists
of a lenslet array and a CCD or CMOS camera placed on the back focal plane of
the lenslet. Each lenslet creates a focal spot on the region of pixels behind the
lenslet. If the incoming wavefront is flat, the focal spots will lie in the center of the
region. If the wavefront is distorted, the focal spot with shift according to the slope
of the wavefront. Each lenslet samples the local averaged gradient of the incoming
wavefront. The gradient map of the wavefront can be deduced from the measurement
of the foci shifts.
Figure 1·3: Shack–Hartmann wavefront sensor: Laser creates a virtual
light source in the retina. The lenslet array creates focal spots on the
camera chip according to the wavefront aberration (Wikipedia, 2011).
SHWS has the benefit of being achromatic, meaning it can be used with quasi-
broadband light (e.g., fluorescence). But a SHWS exhibits both poor spatial resolu-
5tion and limited dynamic range. The latter constraint means it has poor tolerance to
angular diversity and can be operated only with quasi-collimated light. In general,
this too imposes the requirement of a well-defined guide star in the sample. In opht-
halmology SHWS is often used with along with laser generated guide stars (Thaung
et al., 2009).
Curvature Sensor
First develop in astronomy (Roddier, 1988, 1990; Roddier and Roddier, 1993) and
then introduced to ophthalmology in 2006 (Dı´az-Douto´n et al., 2006), curvature sen-
sor is a relatively lower cost solution for wavefront sensing. Its principle relies on the
intensity changes as light propagating along the optical path. Under paraxial approx-
imation and small propagation distance, the changes are associated by the Transport
of Intensity Equation (TIE) (Teague, 1983)
k
∂
∂z
I(ρ, z) = −∇ρ · [I(ρ, z)∇ρφ(ρ, z)] , (1.1)
where φ(ρ, z) is the wavefront. For two planes P1 and P2 separated by s from the
pupil plane at z0, it can be derived (Dı´az-Douto´n et al., 2006)
I1 − I2
I1 + I2
= − s
k
[
∇2φ(ρ, z)] + δ(e) ∂
∂n
φ(ρ, z0)
]
. (1.2)
The first term on the right-hand side corresponds to the curvature of the wavefront,
and the second term represents the outward pointing normal (unit vector n) deriva-
tives on the edge of the pupil’s signal.
Beside lower cost compare to SHWS, another main advantage of this sensor is
that it can measure higher-order aberrations for its large dynamic range.
6Figure 1·4: Wavefront curvature sensor geometry (Tyson, 2015).
Pyramid Sensor
Another novel wavefront sensor uses a pyramidal prism in the image plane to create
four sub-images that are relayed to four detectors (Ragazzoni, 1996; Ragazzoni and
Farinato, 1999; Iglesias et al., 2002; Iglesias, 2011). The intensity in each of the
detectors is used to obtain the wavefront slopes along x and y directions,
Sx =
I1 + I2 − I3 − I4
I1 + I2 + I3 + I4
Sx =
I1 − I2 − I3 + I4
I1 + I2 + I3 + I4
.
(1.3)
Unlike SHWS which requires point sources, pyramid sensor can sense wavefront
with extended sources. The drawback of this sensor comes from the use of the py-
ramid, which suffers from achromatic aberrations and distortions. This technique also
requires extensive prior calibrations. In Chapter 2, we will describe another advanced
wavefront sensing technique which also works with extended sources and obviates
these problems.
1.1.2 Wavefront Correctors
.
7(a) (b)
Figure 1·5: (a) Working principle of the pyramid wavefront sensor.
The pyramid prism splits the light at the pupil plane into four separate
images (only two are drawn); (b) the pyramid prism. Adapted from
(Burvall et al., 2006; Iglesias et al., 2002).
MEMS Deformable Mirror
Microelectromechanical systems (MEMS) DMs are the most widely use wavefront
Correctors in today’s biological imaging AO systems. Fig. 1·6 (b) shows a photograph
of MEMS DM from Boston Micromachines Corporation (BMC), which is also the one
we are going to use in this thesis. The MEMS DMs are fabricated using polysilicon
surface micromachining fabrication methods, and is composed of coated continuous
or segmented membranes (Fig. 1·6(a)) that can be deformed by individual actuators.
The DMs are controlled by applying voltages to the actuator electrodes to pull down
the membranes through electrostatic forces.
The advantage of the MEMS DM are its response rates, limited hysteresis and high
precision (less than 1 nm actuation is achieved for fine wavefront control). Another
major advantage compared to its preceding technologies, is that MEMS DMs cost
almost an order of magnitude less. However, the number of segments in MEMS DMs
are limited (100 to 1000), which restrains its power of correcting high order wavefront
distortions.
8Figure 1·6: (a) Cross-section of continuous (upper) and segmented
(lower) MEMS DMs; (b) Photograph of a fabricated DM with 140
active actuators supporting a continuous DM. Reprinted from (Bifano,
2011).
Liquid Crystal Spatial Light Modulators
Liquid crystal spatial light modulators (LC-SLM) by changing the index of refraction
of the liquid crystals. Based on the optical and electrical anisotropy of the liquid
crystal, either the phase or amplitude of the wavefront, or both, can be modulated.
(Ji et al., 2010; Milkie et al., 2011) have demonstrated a pupil-segmentation based
adaptive optical approach in a two-photon fluorescence microscope to improve the
imaging signal and resolution.
The biggest advantage of LC-SLM is that it can have much more segments than
DM. LC-SLM is basically a miniaturized LCD and typically has a similar number
of pixels (Holoeye LC-R 720, 1280). Also it can also be very easily controlled from
a computer graphics card. With its large number of pixels, LC-SLM can be used
to correct high order wavefront distortions, such as focusing light through highly
scattering media.
Compared to DM, there are a few disadvantages of LC-SLM. First, it only work
with polarized light, which might cause light efficiency problems when operating with
9Figure 1·7: Focusing light through highly scattering media. (a) A
plane wave is focused on a disordered medium and a speckle pattern is
transmitted.(b) The wavefront of the incident light is shaped by SLM
so that scattering makes the light focus at a point. Reprinted from
(Vellekoop and Mosk, 2007).
weak fluorescence signals. Secondly, the refresh rate of liquid crystal is limited to
approximately 100 Hz, while MEMS DM can easily reach 10 kHz. Thirdly its phase
can be varied only from 0 to 2pi, which might be circumvented through phase wrapping
though.
1.1.3 Control System
In a AO system, a computer determines what correction should be applied to DM
actuators, based on the measurement of the distortion from wavefront sensors. These
corrections can be applied in an open-loop fashion, where a measurement is taken
and then a correction is blindly applied. Another approach is closed-loop, where a
measurement is taken and a correction is applied and measures again to check the
consequence of that correction. The closed-loop approach often involves feedback
and iterations. Adaptive optics systems are almost always closed loop (Tyson, 2015).
With the help of feedback and iterations, closed-loop alleviate the linearity require-
ment to the measurement of the wavefront sensors.
10
1.2 Outline of the Thesis
The topic of this dissertation is to report two novel implementations of conjugate AO,
and the wavefront sensing techniques we developed along with, to further the fields
towards more effective and practical AO implementations.
In Chapter 2 we study the so-called partitioned aperture wavefront sensing (PAW)
technique. PAW is a simple phase contrast technique we developed that is fast (singe
shot), achromatic (works with broadband light), light efficient (works with extended
sources). With the help of a lens assembly, four images are simultaneously acquired
with off-axis detection geometry. The four images can then be used to compute the
phase gradient of the specimen. We will discuss experimental details of building PAW,
and present two methods of wavefront reconstruction based on Fourier integration and
optimization theory. In the end, we check the SNR and resolution of PAW. Chapter
2 lays down the foundation and theoretical framework of wavefront sensing for the
entire dissertation.
In Chapter 3 we start with discussing the field of view (FOV) advantage of a novel
AO implementation, namely conjugate AO. We look into the factors that limit FOV
of standard AO and discuss how conjugate AO overcome the limitation. In the second
part of Chapter 3, we report an implementation of conjugate AO in trans-illuminated
wide-field configuration, using PAW as the wavefront sensor. We solve the problem of
applying PAW with arbitrarily distributed sources and give the interpretation from
both statistical and ray optics. We will focus on experimental details to illustrate the
success and limitation of this implementation. The feed-back control algorithm and
system calibration procedures are also detailed.
Chapter 4 expands the conjugate AO to a fluorescence microscopy implementation.
PAW yields poor signal to noise ratio when sensing wavefront through scattering
media. For fluorescence microscopy through scattering media, we adopted another
11
wavefront sensing strategy, namely oblique back-illumination microscopy, which was
developed earlier in our lab. We will compare the performance of PAW and OBM
under this implementation and state the reason why we choose OBM. The design of
the setup and details of the experiment will be presented.
Finally, in Chapter 5 we state conclusions, examine the limitations of the current
research, and discuss possible future directions of AO and wavefront sensing.
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Chapter 2
Partitioned Aperture Wavefront Sensing
2.1 Introduction
Biology specimens, such as living cells and thin tissue slices, are very often too thin
to exhibit noticeable absorptions under standard microscopes. One way to solve
this problem is to stain the sample, but this will cause other problems and is also
impractical for living tissues and in vivo experiments. Another solution is to use
phase contrast microscopy, which was first described by Dutch physicist Frits Zernike
(Zernike, 1935). When light field travels through transparent samples, even though
its amplitude does not change, its phase shifts due to refractive index variations of
the samples. Phase contrast technique utilizes this wavefront shifts, and converts
it to intensity changes so that it can be detected by sensors, which are sensitive to
intensities only.
Since Zernik’s first invention, various phase contrast techniques have been de-
veloped. According to the spatial coherence of the illumination light used, these
techniques can be categorized into two large groups. The first group uses spatially
coherent illumination, with Zernike phase contrast microscopy being the most typi-
cal one, and other strategies like Schlieren microscopy (Dodd, 1977), spiral phase
microscopy (Bernet et al., 2006), in-line holography (Popescu et al., 2004), off-axis
holography (Cuche et al., 1999), etc.
A disadvantage of using spatially coherent light source is its low illumination
throughput. The second group overcomes this by using spatially incoherent illu-
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mination. The most popular example is differential interference contrast (DIC) by
Nomarski (1955). Another large variety of techniques generate similar phase contrast
images to DIC by partially blocking the light path either before or after the sample.
Variations of this method are referred to as oblique (Piekos, 1999) or axial (Inoue´,
2013) illumination when the light is partially blocked on the illumination path, or
Schlieren imaging (Dodd, 1977) when it is on the detection path. Yi et al. (2006)
made a rigorous description that encompasses all these techniques by including the
possibility of partially blocking both illumination and detection paths, namely graded
field microscopy. The phase contrast imaging technique presented in this chapter is
called Partitioned Aperture Wavefront (PAW) imaging (Parthasarathy et al., 2012).
And as you will see in the following sections, this technique is also a kind of graded
field microscopy in general. It has the advantages of being quantitative, achromatic,
light efficient and single-shot.
Before ending this section, we briefly digress with a bit of nomenclature. In the
area of adaptive optics, the device that measures the curvature of the optical wavefront
is called ’wavefront sensor’. However, in microscopy, the curvature or the phase of the
wavefront is not well defined when the illumination is spatially incoherent. When we
talk about shape of the wavefront in this case, what we really mean is the averaged
local tilt angles of the optical flux density F (ρ), which is defined as
F (ρ) =
∫
L(ρ, sˆ)sˆ d2sˆ, (2.1)
where L(ρ, sˆ) is the light radiance(or brightness or specific intensity), and sˆ is a unit
direction vector, considered here with a net forward component, leading to the wave
front tilt angle Θ(ρ) = F (ρ)/I(ρ), with I(ρ) being the light intensity. When phase
contrast microscopy is used in adaptive optics to measure the shape of the wavefront,
it becomes the ’wavefront sensor’. And depending on whether the illumination is
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spatially coherent or incoherent, the measurement can be either the curvature of the
wavefront or the local tilt angles of the optical flux. Therefor, I will interchange
the usage of the term ’wavefront sensing’ and ’phase contrast’ throughout this thesis
depending on the context, with the fundamental working principle behind being the
same.
2.2 Principle of Partitioned Aperture Wavefront Imaging
Figure 2·1: (a) PAW setup. (b) Image of the Fourier plane on the
face of the lenses assembly. Dashed lines indicate light path through
without tilt. The solid square indicates that the light is refracted by the
phase gradient of the sample. (c) Four lenses assembled in a quatrefoil
pattern. Reprinted from Barankov et al. (2015).
Fig. 2·1 depicts the layout of a PAW imaging setup. The sample is illuminated in
Ko¨hler trans-illumination mode. After traveling through the sample, the light goes
into a 3f imaging configuration (fe and fd). The PAW lens assembly fd is an array of
four off-axis lenses cut and assembled in a quatrefoil pattern, as shown in Fig. 2·1(c).
Each lens of the assembly will project one image onto the camera. When no object
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is present, the four images will have equal intensity. When a phase object is imaged,
the intensity redistributes among the four images. Since the lens of the assembly is
put off-axis, the four images will be acquired in oblique-detection mode, with each
corresponding to a different oblique angle. From basic Fourier optics, we know that
the tilt angle in the image plane corresponds to a shift in the Fourier plane. From
Fig. 2·1(b) we can see how the light gets redistributed into the four lenses.
Image Plane
Sample Plane
PAW lens array
(front view)
1
2
4
3
a
δa
θ
Figure 2·2: Principle of PAW. Dashed lines indicate light path without
tilt. The solid shades indicate the light that is refracted by the phase
gradient of the sample.
To derive the relation between the wavefront shape and the image intensity chan-
ges, we assume a simple case when a spot on the sample takes a small tilt angle θ
along x direction, as shown in Fig. 2·2. Angle θ induces a translation along x on the
Fourier plane. To simplify the calculations, here we assume that the back aperture
of the condenser is square so that the projection pattern on the Fourier plane is also
square. It is easy to see that
a = 2NAife (2.2)
δa = θxfe . (2.3)
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Since the intensity of the corresponding pixel on each quadrant images is simply the
integration of the area of the light projection on each lens, we can get
I1 + I2 = (a/2 + δa)a = (NAife + θxfe)a (2.4)
I3 + I4 = (a/2− δa)a = (NAife − θxfe)a . (2.5)
So that,
(I1 + I2)− (I3 + I4)∑
Ii
=
θx
NAi
, (2.6)
where
∑
Ii = I1 + I2 + I3 + I4 . We can derive the formula for θy in a similar way.
Finally, we have
θx = NAi
(I1 + I2)− (I3 + I4)∑
Ii
θy = NAi
(I1 + I4)− (I2 + I3)∑
Ii
,
(2.7)
where θx and θy is the local wavefront tilt angle, with the unit of radians. The term
on the right-hand side corresponds to pixelwise contrast between the four images.
The relation between wavefront tilt angle and wavefront shape is given by
θx(x, y) =
2pi
λ
∂φ(x, y)
∂x
θy(x, y) =
2pi
λ
∂φ(x, y)
∂y
.
(2.8)
As shown in equation 2.7, the math is just a simple arithmetical calculation so
that it can be done very fast on a computer. Also due to the pixelwise nature of the
formula, it can be parallelized straightforwardly.
With proper boundary conditions, we can solve this 2D differential equations to
get the wavefront shape φ(x, y). Fig. 2·3 shows an experimental example.
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e f
g
Figure 2·3: PAW images of cheek cells. Scale bar: 20µm. (a - d)
Simultaneously acquired four quadrant images on the camera, I1,2,3,4
(e) image of θx (f) image of θy (g) Quantitatively reconstructed phase
image. Adapted from Parthasarathy et al. (2012)
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2.3 Wavefront Reconstruction
In this section, we deal with the wavefront reconstruction, in other words, solve equa-
tion 2.8 to get wavefront φ(x, y) given its measured gradient θx and θy. Sometimes
refereed to as surface reconstruction in other areas, wavefront reconstruction from a
gradient field is an important topic, not only in the optical imaging area but also
in computer vision (Agrawal et al., 2006), seismology (Robein, 2010), etc. At first
glance, one might tend to attack the problem by taking direct line integration. Mat-
hematically it works, however difficulty arises when there is noise, and noise always
exists in the acquired images by camera. In this case, when integration from an initial
point, the error will accumulate and propagate toward the distant points (Wu and
Li, 1988). In this section, we describe two reconstruction algorithms, spiral phase
Fourier integration (Arnison et al., 2004) and Tikhonov regularization (Bertero and
Boccacci, 1998). Both algorithms suppress noise to some lever, and run fast, which
is another major concern for us.
2.3.1 Spiral Phase Fourier Integration
Fourier transform is a general technique for solving partial differential equations
(PDE), because transformation of a PDE will lead to simpler equation forms: de-
rivative turns into factors of ik,
φ˜(k) = F (φ(x)) (2.9)
∂
∂x
φ˜(k)→ i2pikφ˜(k) . (2.10)
This simpler equation can be solved easily, and then inverse Fourier transformed back
to get the solution.
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To begin with, we define a complex phase gradient function G(x, y) as
G(x, y) =
∂φ(x, y)
∂x
+ i
∂φ(x, y)
∂y
. (2.11)
Then take a Fourier transform to both sides of the equation
F (G(x, y)) = i2pikxF (φ(x, y))− 2pikyF (φ(x, y)) . (2.12)
We get,
F (φ(x, y)) =
F (G(x, y))
i2pi(kx + iky)
, (2.13)
where kx and ky is spatial frequencies, which take units of 1/length. If we normalize
them into unitless numerical ramp from -N/2 to N/2, equation 2.13 changes to
F (φ(x, y)) =
F (G(x, y))
i2pi(kx + iky)
× FOV , (2.14)
where FOV is the image field of view in physical units. An inverse Fourier transform
of the equation above will give us φ(x, y). To avoid the singularities of the origin
where k2x + k
2
y = 0, we set it to C, which corresponds to an arbitrary integration
constant. Also since φ(x, y) can only take real values physically, even though it might
be a complex number due to noise and computations errors, we force it to real values
by taking its real part. We obtain finally
φ(x, y) =

Real[F−1{F (G(x,y))×FOV
i2pi(kx+iky)
}] k2x + k2y 6= 0
C k2x + k
2
y = 0
(2.15)
When looking close into the above equation, we see that it is equivalent to a
low-pass filtering, with the filter being 1/(kx + iky). So when φ(x, y) is solved, its
high spatial frequency mode is suppressed. We will see that the following Tikhonov
regularization method solves this problem.
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2.3.2 Tikhonov Regularization
A direct deconvolution can be used to improve the contrast of the image. However
since the transfer function is zero at spatial frequencies beyond the bandwidth of the
system, noise at theses frequencies will be dramatically amplified, and results in poor
results. The usual way is to convert the reconstruction to a least-square optimization
problem (Bertero and Boccacci, 1998; Tian and Waller, 2015; Harker and O’Leary,
2015). The goal is to seek the solution which minimizes the value of the cost function
minimize
∑
j=x,y
∣∣∣I˜j(k)−Hj(k) · φ˜(k)∣∣∣2 + µ ∣∣∣φ˜(k)∣∣∣2 , (2.16)
where I˜j(k) represent the Fourier transform of the normalized differential intensity
images along x and y directions
I˜x(k) = F{(I1 + I2)− (I3 + I4)∑
Ii
}
I˜y(k) = F{(I1 + I4)− (I2 + I3)∑
Ii
} .
(2.17)
Hi(k) is the tilt transfer functions of the PAW system, derived from Barankov et al.
(2015)
Hx(k) = 2ig˜−(kx)g˜+(ky)
Hy(k) = 2ig˜−(ky)g˜+(kx) ,
(2.18)
where
g˜−(q) =

q, 0 ≤ q < 1/2
1/2, 1/2 ≤ q < β − 1/2
β − q, β − 1 ≤ q < β
0 q ≤ β
(2.19)
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g˜+(q) =

1− q, 0 ≤ q < 1/2
1/2, 1/2 ≤ q < β − 1/2
β − q, β − 1 ≤ q < β
0 q ≤ β
(2.20)
Here the spatial frequency k is normalized to unitless values by the detection aperture,
|k| ≤ 1/ad, where ad = λ/(2NAd) . And β = NAd/NAi is the ratio of the detection
aperture and the illumination aperture. The solution of equation 2.16 is equivalent
to Tikhonov regularization, and finally we obtain
φ(r) = F−1{
∑
H∗j (k) · I˜j(k)∑ |Hj(k)|2 + µ } , (2.21)
where µ is an empirical parameter and we set it to 0.01.
a b
Figure 2·4: Images of phase reconstruction. (a) Fourier integration.
(b) Tikhonov regularization. The sample used is etched gold membrane
on a silicon wafer, with feature thickness of ∼100 nm.
Figure 2·4 shows a comparison of the results of the two phase reconstruction met-
hods. We can see that Tikhonov regularization shows better contrast on high spatial
frequency places, although it is more complicated and slightly more computationally
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expensive.
2.4 Ko¨hler Illumination for PAW
In this section, we examine the requirement of illumination for PAW. As have menti-
oned before, we use Ko¨hler trans-illumination for PAW the setup. However, strictly
speaking, a standard Ko¨hler configuration will not be good enough for PAW imaging
and you will see the reason in the fallowing.
The most simple Ko¨hler illumination is nothing more than 2f configuration, with
halogen lamp (or LED) in the front focal plane of the condenser lens and the sample
to be illuminated on the back focal plane, as shown in Fig. 2·5. As the light from the
LED
ff
plane 0 plane 1condenser
Figure 2·5: Ko¨hler illumination
filament sends out uniformly to all directions, after Fourier transformation from the
lens, the intensity will distribute uniformly over the whole sample plane. While for a
standard microscope this is good enough, PAW requires more. When we explain how
PAW measures the wavefront of the light, we do not explicitly state if it is induced by
the sample, or from the illumination itself. And here arises the difficulty, PAW can
not distinguish them. To measure the phase shifts induced by the sample, we need
to guarantee that the wavefront is flat before it goes through the sample.
We consider the field on plane 0 in Fig. 2·5. The non-monochromatic fields gene-
rated by thermal sources such as halogen lamp or LED can be characterized by the
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mutual intensity (Mertz, 2010)
J0(ρ0,ρ
′
0) = 〈E0(ρ0)E∗0(ρ′0)〉 , (2.22)
where 〈· · · 〉 denotes the average over time. If the field is quasi-homogeneous, the
mutual intensity J0(ρ0,ρ
′
0) can then be written as
J0(ρ0c,ρ0d) = I0(ρ0c)µ0(ρ0d) , (2.23)
where I(ρ0c) is the intensity function, µ(ρ0d) is the coherence function, and
ρ0c = (ρ0 + ρ
′
0)/2
ρ0d = ρ0 − ρ′0 .
(2.24)
If the field is furthermore incoherent, µ(ρ0d) becomes a Dirac function, then we have
J0(ρ0c,ρ0d) =
1
λ2
I0(ρ0c)δ
2(ρ0d) , (2.25)
where the prefactor λ2 is introduced for dimensional consistency, but also because the
coherence area of radiating spatially incoherent fields is roughly λ2.
The mutual intensity at plane 1 is can then be obtained
J1(ρ1c,ρ1d) = (
k
f
)2
∫∫
e−i2pi
k
f
(ρ1c·ρ0d+ρ1d·ρ0c)J0(ρ0c,ρ0d)d2ρ0cd2ρ0d
= (
1
f
)2
∫∫
e−i2pi
k
f
ρ1d·ρ0cI0(ρ0c)d2ρ0c .
(2.26)
In the event that only the light intensity at plane 1 is interested, the equation
above simplifies to
I1(ρ1c) = J1(ρ1c, 0) = (
1
f
)2
∫∫
I0(ρ0c)d
2ρ0c , (2.27)
which is clearly a constant. So again we’ve proved that under Ko¨hler configuration,
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the light intensity distribution at plane 1 is uniform.
We can then examine the wavefront shape at plane 1. As we have mentioned at
the beginning of this chapter, PAW reveals the average local tilt angle Θ1(ρ1) of the
flux density F1(ρ1), as defined by
F1(ρ1) =
∫
L1(ρ1, sˆ)sˆ d
2sˆ
Θ1(ρ1) = F1(ρ1)/I1 .
(2.28)
Θ1(ρ1) = (0, 0) corresponds to a flux density at plane 1 directed along the optical axis,
which is what we want. The mutual intensity and radiometry is linked by (Ishimaru,
1999; Petruccelli et al., 2013)
J1(ρ1c,ρ1d) =
∫
L(ρ1c, sˆ)e
i 2pi
λ
ρ1d·sˆd2sˆ , (2.29)
which, from Eq. 2.28, leads to
∇ρ1dJ1(ρ1c,ρ1d)|ρ1d=0 = i
2pi
λ
F (ρ1c) . (2.30)
Combined with equation 2.26, we obtain
Θ1(ρ1) = − 1
f 3
∫
ρ0cI0(ρ0c)d
2ρ0c . (2.31)
Due to the shape of the filament at plane 0, I0(ρ0c) is not a constant, so the integral
above will take a non-zero value, which corresponds to an averaged global tilt angle
of the flux, although uniform over plane 1. So when taking a measurement of the
sample using this illumination, the results will be superposed with this global tilt.
Although it could be removed by filtering away the DC term using a high pass filter,
it will reduce the dynamic range of the measurement. To remove this global tilt
angle, we put a diffuser on plane 1 and add another lens, as shown in Fig. 2·6. The
diffuser on plane 1 will erase any tilt angles and guarantee Θ1(ρ1) = (0, 0). Follow the
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Figure 2·6: Modified Ko¨hler illumination
same procedure, we can prove that the intensity distribution on plane 2 is uniform.
Similarly, the flux angle on plane 2 is
Θ2(ρ2) = −λ(k
f
)2
∫∫
ρ1cI1(ρ1c)d
2ρ1c . (2.32)
Since I1(ρ1c) is already a constant value, finally we have Θ2(ρ2) = (0, 0).
In summary, the ideal illumination setup for PAW would be a 4-f configuration,
with a diffuser in the Fourier plane. The illumination numerical aperture NAi is
determined by the size of the aperture at plane 1. The shape of the aperture should
be squared, and aligned to the axis of the PAW lens assembly, in order to have
quantitative phase measurements.
2.5 Dynamical Range
The dynamic range of PAW is defined by NAd and NAi. First of all, in order for
Eq. 2.7 to be accurate over the full dynamic range, NAd >= 2NAi is required. If
NAd < 2NAi, as illustrated in Fig. 2·7(b), the intensity changes of the four quadrant
images become non-linear to the sample tilt angle δθ when δθ > NAd − NAi.
From Fig. 2·7(c) it is easy to see that once δθ exceeds NAi, the intensity contrast
of Eq. 2.7 stays constant. In summary, the full dynamical Range of our PAW system
is NAi provided NAd >= 2NAi.
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Figure 2·7: Illustration of the dynamic range of PAW. Dashed square
in black color depicts the detection NAd. Dashed square in red color
depicts the illumination NAi. Shaded red square depicts the refracted
light through sample. Assume the angle of refraction by the sample is
δθ. (a) NAd = 2NAi and δθ < NAi; (b) NAd < 2NAi and NAd−NAi <
δθ < NAi; NAd = 2NAi and δθ > NAi.
Ideally, when NAd is defined by the back aperture size of the objective lens, we
make NAi = NAd/2 to maximize the light power and minimizes the error caused by
edge defects in our PAW lens assembly.
2.6 Noise Characteristics
We consider the respective SNR associated with a measurement of tilt angle θ. As-
sume SNR is limited by shot noise and camera readout noise σr, the variance can be
derived from Eq. 2.7
σ2x,y =
(NA2i − θ2x,y)Itot + 4σ2r(NA2i + θ2x,y)
I2tot
, (2.33)
where Itot and σr are measured in photocounts. Hence we have the signal to noise
ratio
SNRx,y =
θx,yItot√
(NA2i − θ2x,y)Itot + 4σ2r(NA2i + θ2x,y)
. (2.34)
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When θx,y is small, and illumination is sufficient so that shot noise dominants, we
have
SNRx,y ≈ θx,y
NAi
√
Itot. (2.35)
2.7 Resolution
The lateral resolution of PAW, similar to DIC, is defined the diffraction limit. Notice
that the numerical aperture is defined from the illumination, so in the ideal case the
lateral resolution is λ/(2NAd) from Rayleigh criterion.
The tilt angle resolution, or the axial resolution of the reconstructed wavefront,
is limited by noise in the system, such as shot noise, camera noise, or mechanical
uncertainties in the optical path. (Barankov and Mertz, 2013) demonstrated a surface
topography system based on reflection PAW, with the axial resolution approaching
sub-nanometer range.
28
Chapter 3
Conjugate Adaptive Optics
3.1 Introduction
The imaging performance of the optical microscope is very often by degraded the
refractive index structure of specimens, or the so-called aberrations. Adaptive op-
tics (AO) is a valuable tool to counter such aberrations and help to restore the high
resolution (Booth, 2014). Most commonly demonstrated implementations of AO mi-
croscopy have made the assumption implicitly that the aberration over the entire
field of view (FOV) does not change. While this might be true for the optical sy-
stem caused aberrations, such as spherical aberration, it is unlikely to be valid for
specimen-induced aberrations. (Schwertner et al., 2004) have shown sample-induced
aberrations can change significantly over a microscope’s FOV. Fig. 3·1 shows a de-
tailed map of the sample-induced aberration throughout the imaging region (Zeng
et al., 2012). Another common example is an uneven interface between the surface of
the specimen and the surrounding medium. As we are going to show in the following
section, this specially varying aberration is going to greatly reduce the corrected area
of the FOV (Fried, 1982). One can intuitively imagine, if the aberration changes
over the FOV, with the same AO correction, some area may be corrected, but other
areas might be made even more aberrated. In principle, this can be solved in scan-
ning microscopy by adjusting the correction as the scanning going on. However, the
updating rate of the correction process is much slowing than the pixel rate in scan-
ning microscopy, making this method unrealistic, and not to mention the widefield
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microscopy where there is no scanning. Under such circumstances, conjugate AO has
been proposed to deal with spatially varying aberrations.
Figure 3·1: Aberration map of fixed mouse hippocampus. (a) Two-
photon excited fluorescence image at a depth of 80µm, (b) correspon-
ding total aberration map, and (c) superposition of (a) and (b). (d)–(f),
aberration coefficient maps for (d) astigmatism, (e) coma and (f) sp-
herical aberration. Adapted from (Zeng et al., 2012)
The basic idea of AO is to insert an correction element, usually deformable mirror
(DM) in the optical path to compensate the optical phase aberrations. In most
common cases, the DM is inserted in the back pupil plane of the objective, which we
will refer to as pupil AO. And it suffers from the FOV limitation problem when the
aberration is not spatially invariant.
As adaptive optics was first suggested in astronomical imaging (Babcock, 1953b),
it is also known to the astronomical imaging community that the corrected FOV
could be extended by optically conjugating multiple deformable morris to planes
in the atmosphere at different distances from the telescope aperture (Beckers, 1988;
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Johnston and Welsh, 1994; Ragazzoni et al., 2000; Tokovinin et al., 2000). The idea is
that if there is a dominant plane generating most of the aberration, then a DM placed
to an optically conjugate plane to this primary plane of aberration can dramatically
increase the corrected FOV. The method is called conjugate AO, or more generally
multi-conjugate AO (MCAO) when there is more than one DM involved. Although
suggested in astronomy community very early, this method starts to gain interest in
microscopy community quite recently. (Kam et al., 2007; Simmonds and Booth, 2013;
Wu and Cui, 2015) showed the potential benefits of conjugate AO using numerical
simulations, (Mertz et al., 2015; Paudel et al., 2015) further demonstrated the field
of view advantage experimentally in both widefield and scanning microscopy.
3.2 Principle of Conjugate Adaptive Optics
This section is adapted from (Mertz et al., 2015). Consider a standard 4-f imaging
system shown in Fig. 3·2. We plug a single layer of aberration (phase screen) at
distance z to the focal plane.
Figure 3·2: Basic 4-f imaging system layout
(Mertz et al., 2015) derived the effective PSF of this system to be
PSF(ρ) = e−σ
2
φPSF0(ρ) + (1− e−σ2φ) 1
piζ2
e−ρ
2/ζ2 . (3.1)
PSF0(ρ) is the initial PSF of the 4-f system without aberration layer. The phase
screen is assumed to encompass many uncorrelated, statistically homogeneous phase
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features, charactered by a variance σ2φ and length scale lφ. ζ is a predefined length
scale
ζ = zλ
√
1 + σ2φ/pilφ . (3.2)
A plot of PSF(ρ) is shown in Fig. 3·3. From equation 3.1 and its plot, we can see it
features two components with apparent physical meanings. The first term corresponds
to the ballistic light attenuated by a factor e−σ
2
φ due to the loss of scattering. The
second is a broad blurred background due to the scattering.
Figure 3·3: Plot of the aberrated PSF
When the pupil AO configuration is adopted, the corrected FOV is estimated to
have a diameter
a0 ≈ 2lφ√
1 + 2σ2φ
. (3.3)
Apparently, the FOV becomes smaller with increasing phase variations. When the
phase varies slowly and has a longer characteristic length, the FOV becomes larger.
However, if we adopt the conjugate AO configuration, the FOV can be as large as
the size of the DM projected on the phase screen, and when the DM is sufficiently
large, conjugate AO could correct over the full microscope FOV. Fig. 3·4 shows the
comparison of the experiment results under two different AO configurations.
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a
b
c
d
e
f
Figure 3·4: FOV comparison between pupil AO and conjugate AO.
(a-c) Widefield images of stained mammal elastic cartilage slice with (a)
no AO, (b) pupil AO and (c) conjugate AO. (d-f) Two-photon excited
fluorescence images of 1 µm beads with (d) no AO, (e) pupil AO and
(f) conjugate AO.
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3.3 Trans-illuminated Wide-field Microscopy with Conjugate
AO
This section is derived from (Li et al., 2015).
With theoretical framework built from both chapter 2 for wavefront sensing and
this chapter for conjugate AO, we are ready to describe a practical implementation
of sensor-based conjugate AO system.
3.3.1 Conjugate AO Setup
Our setup is illustrated in Figure 3·5.
Red light from light emitting diode was collected by aspheric condenser lenses
and then send to the back aperture of the condenser, where a diffuser and a square
aperture was placed. The diffuser and square aperture were necessary for making
good Ko¨hler illumination for the following PAW wavefront sensor(see discussion in
2.4). Imaging to the science camera is provided by three 4-f relays in series, where
the imaging optical path is displayed in red. The total imaging magnification is 4.6×,
with NA 0.46 defined by the pupil of the 20× objective.
Aberration Layer
To introduce aberrations in the imaging path, we inserted a controlled phase screen at
a distance of z ≈ 500 µm from the focal plane. This phase screen consisted of a layer
photoresist (AZ P4620) film with thickness of 30 µm coated on a piece of 170µm
thick microscope coverslip. A laser mask writer (Heidelberg DWL66) was used to
print a 2D sinusoidal patterned array with peak-to-valley height 3.5 µm, and period
300µm onto it. We used a white-light interferometer (Zygo NT6000) to verified it
independently (see Fig. 3·6). To make phase screen sufficient to significantly degrade
the imaging quality of our microscope, it was placed 500 µm above the object.
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Figure 3·5: The conjugate AO setup with PAW sensor.A trans-
illuminated sample followed by a phase screen is imaged onto a science
camera (lenses f1-5) with magnification 4.6× (imaging path in red; ver-
tical dashed lines denote intermediate image planes). A deformable
mirror (DM) is inserted into the optical path conjugate to the phase
screen and imaged with a PAW sensor comprising a main lens f6 and
quatrefoil lens f7 (inset) in a 3f configuration (wavefront sensing path in
green). A PAW field stop prevents overlap of the four oblique-detection
images projected onto the PAW camera. The DM and PAW sensor are
mounted on a translatable stage enabling adjustable conjugation. Lens
focal lengths: f1 = 50mm, f2 = 100mm, f3 = 100mm, f4 = 300mm, f5
= 250mm, f6 = 200mm, f7 = 250mm.
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Figure 3·6: Zygo measurement of the phase screen.
Wavefront Corrector
To compensate for the aberration, we use the strategy of conjugate AO. A deformable
mirror is inserted in a plane optically conjugated to the phase screen, tilted off-axis
by about 15° to enable a separation of the reflected light.
Wavefront Sensor
The wavefront sensor in our case is a PAW sensor comprised of a main lens and a
quatrefoil lens that projects four oblique-detection images I1...4 onto the PAW camera
(see Chapter 2 for details). The optical path for the wavefront sensing is displayed
in green (Fig. 3·5). The PAW sensor here measures the wavefront at the DM plane,
which, in turn, is conjugate to the phase screen plane. It thus senses the composite
aberrations due to the phase screen and DM combined. Ideally, the aberrations
induced by the phase screen and DM should cancel one another, and non-aberrrated
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imaging at the science camera should be restored, which is the goal of conjugate AO.
Table 3.1: Hardware specifications of widefield conjugate AO
LED Thorlabs M625L3, 625nm
Condenser Olympus, water immersion, adjustable NA 0.1-1.4
Objective Olympus UMPlanFL, 20× , NA 0.46
Deformable mirror BMC, MultiDM, 12× 12 actuators, 400 µm pitch
Science camera Thorlabs DCC1545M CMOS, pixel size 5.2 µm, 8 bit
PAW camera Photonfocus MV1-D2080-160-CL, pixel size 8 µm, 12 bit
Note that we mounted the DM and PAW sensor on a mechanical stage that can
translate along the axis of the science camera imaging path, as encircled by gray
dashed lines in Fig. 3·5. In this way, the DM and PAW sensor can be translated
to keep conjugate to the aberration layer, and at the same time, the optical path
length from the sample to the science camera stay unchanged so that the imaging is
unaffected.
3.3.2 PAW Sensing with Arbitrarily Distributed Illumination
In section 2.4 we have discussed the critical role the illumination plays for correct
PAW sensing. Basically, to get a quantitative measurement, PAW requires Ko¨hler
illumination with both intensity and angular distribution being uniform. However,
from the setup in Fig.3·5 we immediately see that it is impossible. Because the phase
screen is illuminated by the light that propagates through the sample. Thus the
illumination source for PAW becomes unknown in advance and, in general, arbitrarily
distributed.
To begin with, we consider the basic problem as depicted in Fig. 3·7. We assume
that both the object and the phase screen are infinitely thin. The 2D object is located
at the focal plane of our imaging system, and the 2D phase screen is located at an
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Figure 3·7: Geometry of focal and aberration planes.
out-of-focus plane a distance z from the focal plane. The light field at the object plane
is taken to be incoherent, both spatially and temporally (e.g., a 2D distribution of
fluorescent molecules). The phase screen is taken to be weakly scattering, imparting
only paraxial tilt angle changes to the wavefront.
The PAW sensor in our system (not shown) is going to be focused onto the plane
of the phase screen. Our goal here is to measure the aberrations induced by the phase
screen using only the illumination provided by the object, whose intensity I0(ρ0) is
arbitrarily distributed.
PAW sensor measures the average local tilt angle Θ(ρ) of the flux density F (ρ).
The last quantity is defined in the same way like chapter 2 by
F (ρ) =
∫
L(ρ, sˆ)sˆd2sˆ , (3.4)
where L(ρ, sˆ) is the light radiance, and sˆ is a unit direction vector, considered here
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with a net forward component, leading to
Θ(ρ) =
F (ρ)
I(ρ)
. (3.5)
As we have seen before (section 2.4), in general I0(ρ0) is not uniformly distributed
and hence Θ(ρ) is not equal to (0, 0), even in the absence of the phase screen. We
thus have
Θ(ρ) = Θz(ρ) + Θa(ρ) , (3.6)
where Θ(ρ) is the total tilt that PAW measures, Θz(ρ) the flux density direction
in the absence of the phase screen, and Θa(ρ) the change in flux density direction
induced by the phase screen. Our problem, therefore, reduces to how to extract Θa(ρ)
from Θ(ρ), or, said differently, how to first estimate Θz(ρ) (henceforth the subscript
z will denote parameters at plane z in the absence of the phase screen).
To address this problem, we note that our PAW sensor is not operating alone.
Another camera is also at work, namely the science camera focused on the object
plane. As a result, the intensity distribution I0(ρo) at the focal plane is partially
known since it can be estimated directly from the science camera image. This image
is only an estimate because of the blurring due to the phase screen. Nevertheless, it
can be exploited to obtain an estimate of Θz(ρ) and we will see in the sections how
this estimate converges to the clear image. Our strategy to do this comes from the
convergence of two basic principles in optics. The first principle is the well-known
Van Cittert-Zernike (VCZ) theorem (Born and Wolf, 1980)
Jz(ρc,ρd) =
1
z2
∫
I0(ρ0)e
i 2pi
λ¯z
(ρc−ρo)·ρd cos θ cos θ′d2ρ0 , (3.7)
where Jz(ρc,ρd) is the mutual intensity at plane z, λ¯ is the average light wavelength,
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and we have made use of the centered coordinate system
ρc = (ρ+ ρ
′)/2
ρd = (ρ− ρ′)
(3.8)
and taken the small angle approximation.
The tilt angles θ and θ′ are shown in Fig. 3·7. In our small angle approximation
we have
cos θ cos θ′ ≈ (1− |ρ− ρ0|
2
2z2
)(1− |ρ
′ − ρ0|2
2z2
)
≈ 1− |ρ− ρ0|
2 + |ρ′ − ρ0|2
2z2
= 1− |ρc + ρd/2− ρ0|
2 + |ρc − ρd/2− ρ0|2
2z2
≈ 1
1 + |ρc − ρo|2/z2 + ρ2d/4z2
.
(3.9)
We note that the VCZ theorem is valid provided I0(ρo) is spatially incoherent, which
is also exploited here and will be discussed in detail in the following text.
The second principle we will make use of is the fundamental link between coherence
and radiometry provided by (Ishimaru, 1999)
Jz(ρc,ρd) =
∫
Lz(ρc, sˆ)e
i 2pi
λ¯
ρd·sˆd2sˆ , (3.10)
which, from Eq. 3.4, leads directly to
∇ρdJz(ρc,ρd)|ρd=0 = i
2pi
λ¯
Fz(ρc) . (3.11)
(This same equation, obtained differently, can be found in (Petruccelli et al., 2013)).
Here we basically followed the same procedure as we have done in section 2.4, with
the exception that in section 2.4 it was a 2f system so that the conversion was an
exact Fourier transform while here we have to use VCZ theorem to deal with the free
space propagation.
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Set ρd in Eq. 3.10 to zero, we get the intensity distribution at the phase screen
plane
Iz(ρ) =
1
z2
∫
I0(ρ0)χ(
|ρ− ρ0|
z
)d2ρ0 , (3.12)
where χ(ψ) = 1/(1 + ψ2). Combine Eq. 3.7 and Eq. 3.11, we obtain
Θz(ρ) =
1
z3Iz(ρ)
∫
(ρ− ρ0)I0(ρ0)χ( |ρ− ρ0|
z
)d2ρ0 . (3.13)
Eq. 3.12 and Eq. 3.13 provide an estimate of the wavefront tilt at plane z in the
absence of the phase screen, based only on a measurement of the arbitrary object
distribution I0(ρo) provided by the science camera (and a knowledge of z). With the
additional measurement of Θ(ρ) provided by our PAW sensor, we are now equipped
to estimate Θa(ρ) = Θ(ρ)−Θz(ρ), corresponding to the aberrations introduced by
the phase screen itself. Once estimated, Θa(ρ) can be directly compensated by AO.
In the case of conjugate AO, this involves simply applying the opposite (or phase-
conjugate) aberrations to the deformable mirror.
Ray-optics interpretation
As an aside, Eq. 3.12 and Eq. 3.13 can be shown to satisfy the transport of intensity
equation (TIE) (Teague, 1983)
∂
∂z
Iz(ρ) = −∇ρ · [Iz(ρ)Θz(ρ)] . (3.14)
which is in agreement with the generalization of the TIE to partially coherent illumi-
nation from (Petruccelli et al., 2013; Paganin and Nugent, 1998; Zysk et al., 2010).
These results may also be interpreted from a simple ray-optics point of view. In
Fig. 3·7, we assume the light field at object plane has an arbitrary angular probabi-
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lity distribution of tilt angles P (θ), normalized such that∫
P (θ)d2θ = 1 . (3.15)
Each point at the object plane independently emits rays whose angular distributions,
upon propagation to the aberration plane z, are weighted by P (θ). Hence the intensity
distribution at aberration plane z can be written as an integral
Iz(ρ) =
1
z2
∫
P ((ρ− ρ0)/z)I0(ρ0)d2ρ0 . (3.16)
Similar to Eq. 3.4 and Eq. 3.5, we have
Θz(ρ) =
1
z3Iz(ρ)
∫
(ρ− ρ0)P ((ρ− ρ0)/z)I0(ρ0)d2ρ0, (3.17)
where we have the normalization condition
1
z2
∫
P ((ρ− ρ0)/z)d2ρ0 = 1 . (3.18)
Under different illumination conditions, P (θ) can take different forms, as show in the
following table.
Table 3.2: Angular distribution function for different illuminations
Illumination type Angular distribution function
Coherent P (θ) = δ2(θ)
Ko¨hler (NAi = a) P (θ) =
{
1
pia2
θ ≤ a
0 θ > a
Gaussian P (θ) = 1
pia2
e−θ2/a2
Lambertian P (θ) = 12 cos(θ)
VCZ (incoherent) P (θ) = 1
1+θ2
Plots of these distributions are shown in Fig. 3·8.
Note that Eq. 3.12, Eq. 3.13, Eq. 3.16 and Eq. 3.17 are all simple convolutions,
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Figure 3·8: Plot of angular distribution functions under different il-
lumination configurations.
meaning that they can be computed numerically in an efficient manner. In our ex-
periment, since the illumination is Ko¨hler, P (θ) in Eq. 3.12 should take the uniform
window function
P (θ) =

1
pia2
θ ≤ a
0 θ > a .
(3.19)
However in our experiment, the Gaussian distribution
P (θ) =
1
pia2
e−θ
2/a2 (3.20)
shows better results. The reason is probably that, in the numerical computation, a lot
of convolutions and Fourier transforms are involved. And Gaussian filter, in general,
behaves better than uniform window (or ”box”) filter. Nonetheless, the Gaussian
distribution is a very close approximation to Eq. 3.19.
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It is also worth to mention that in our derivation of Eq. 3.12, we assumed small
angle approximation and incoherent illumination for VCZ theorem, which strictly
speaking is not valid in our case. However, we do think that the statistical optics
derivation provides us more physical insight and hopefully some heuristic significance.
In practice we utilized Eq. 3.16 from ray-optics.
3.3.3 Camera Registration
There are two cameras in our setup. They are under different magnifications and
have different pixel sizes. Also there are distortions and rotations due to optical mis-
alignments. In order to use the image acquired by science camera as an estimation of
I0(ρ0) in Eq. 3.12, camera calibration and image registration must be done properly
before further computation could proceed.
We use affine transformation (Ford, 2013) to register for the geometric distor-
tions, including translation, scale, shear, and rotation as illustrated in table 3.3
(MathWorks, 2017), where tx,y specifies the displacement, sx,y are scale factors, shx,y
are shear factors along x and y axis respectively, and q the angle of rotation.
Affine transformation maps the coordinate system homogeneously asx′y′
1
 = M
xy
1
 . (3.21)
M is the affine transformation matrix, which is a composed matrix defined as
M = MtransMscalMshearMrot . (3.22)
We find the transformation matrix M between the two cameras in a calibration pro-
cedure. A 1951 United States Air Force (USAF) resolution target (Edmund Optics)
is used as the object and is focused to the two cameras respectively to acquire two
images. The two images are first pre-scaled according to their magnifications and
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(a) (b)
(d)(d)(c)
Figure 3·9: Affine transformation of USAF images. (a) USAF image
taken with science camera; (b) USAF image taken with PAW camera,
only one quadrant is shown. The background is the deformable mir-
ror; (c) a blend of images (a) and (b) to show their mismatch; (d) a
blend of images (a) and affine transformation of (b). The mismatch is
significantly reduced.
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Table 3.3: Illustration of affine transformation
Affine Transform Example Transformation Matrix
Translation

1 0 0
0 1 0
tx ty 1

Scale

sx 0 0
0 sy 0
0 0 1

Shear

1 shy 0
shx 1 0
0 0 1

Rotation

cos(q) sin(q) 0
− sin(q) cos(q) 0
0 0 1

pixel sizes, so that the images will roughly be the same size. Then we use the cross-
correlation method to find the relative shift between those two images. Once the two
images are scaled and shifted as shown in (a) and (b) in Fig. 3·9, we find the affine
matrix mapping their coordinates using optimization algorithm. The affine matrix
we find in the example of Fig. 3·9 is
M =
 1.0239 0.0075 0−0.0172 1.0288 0
−3.3595 −11.4293 1.0000
 (3.23)
Once the affine matrix is found, it can be used for image registration, which is done
in the following way. For each pixel in the registered image, a query coordinate is
generated as x′y′
1
 = M
x0y0
1
 . (3.24)
Then the pixel of the registered image at (x0, y0) will take on the value of the unre-
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gistered image at the coordinate of (x′, y′). The results of affine transformation are
shown in (d) in Fig. 3·9. We use MATLAB functions to do this, the code is included
in appendix A.
Note that the camera calibration only needs to be done once. Once the affine
matrix M is found, it can be used in real time for image registration during the
experiments.
3.3.4 Reconstruction Matrix of the Deformable Mirror
Once we measured the wavefront of the aberration, we can put its compensation onto
the deformable mirror (DM) to correct it. This is done by relating the wavefront sen-
sor signals to the DM actuator commands. Assuming that the DM can be described
as a linear superposition of the actuator influences, the equation that relates the DM
actuator commands to the wavefront sensor signals is through the equation(Tyson,
2015)
y = Ba , (3.25)
where y is the wavefront slopes measurement, a is the voltage commands applied to
DM actuators, and B is the coupling matrix
y =

y1
y2
...
ym
 ,a =

a1
a2
...
an
 ,B =

B11 B12 · · · B1n
B21 B22 · · · B2n
...
...
. . .
...
Bm1 Bm2 · · · Bmn
 . (3.26)
m is the number of pixels of the measured wavefront slope image, and n is the
number of DM actuators. The values of matrix B is found by determining how
the wavefront slope changes along with each DM actuator. To find B, we apply unit
voltage command to the actuators one after another. Since the DM is conjugate to
PAW sensor, we can measure the change of the wavefront directly. For each actuator
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command
ai =


0
...
1 ith
...
0
, (3.27)
We have two wavefront slope images, along x and y directions respectively (chapter 2),
θx = NAi
(I1 + I2)− (I3 + I4)∑
Ii
θy = NAi
(I1 + I4)− (I2 + I3)∑
Ii
.
(3.28)
We rearrange these two matrices θx and θy into a column vector (assuming the image
has N ×N pixels)
yi =

θx11
θx12
...
θxNN
θy11
θy12
...
θyNN

. (3.29)
After measuring all of the actuators, from linear algebra (Strang, 2009), we have
B =
[
y1 y2 · · · yn
]
. (3.30)
During the real-time experiments, once we have the wavefront slope of the aber-
ration, the required actuator commands to correct it is an inversion of Eq. 3.25
a = B−1y . (3.31)
However, we can not take a direct inverse of B from Eq. 3.30, because B is not square.
The number of actuators of our DM is 144, and the pixel number of the PAW images
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is 1000 × 1000. In other words, the dimension of B is 2 ∗ 106 × 144. To get around
this problem, a pseudoinverse function pinv() in MATLAB is used. It uses singular
value decomposition (SVD) method implicitly. The method is easy to explain. The
m× n(m > n) matrix B can be factorized as
B = USVT , (3.32)
where U is a m×m orthogonal matrix, V is a n× n orthogonal matrix, and S is a
m× n diagonal matrix with nonnegative diagonal elements in decreasing order as
S =

s1 0
s2
. . .
0 sn
...
...
0 · · · 0

(3.33)
Then the inverse of B is straightforwardly (Strang, 2009)
B−1 = VS−1UT , (3.34)
and since S is diagonal, its inverse is simply
S−1 =

s−11 0
s−12
. . .
0 s−1n
...
...
0 · · · 0

. (3.35)
B is a very large matrix and to compute its SVD can be time consuming. For-
tunately this only needs to be done once during the calibration stage. B−1 will be
used in real time during the experiment. B−1 is usually referred to as reconstruction
matrix in AO.
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In practice, the matrix θx and θy is binned to 100× 100 to reduce the computa-
tional cost. The binning essentially decreases the lateral resolution of the wavefront
sensor, however, because the DM we used only has 144 actuators, this would not
cause any trouble for us.
3.3.5 Feedback Control Algorithm
We used a closed loop feedback algorithm to control the DM. The iterative steps for
correcting the wavefront are summarized below:
1. Acquire science camera image I0(ρ0).
2. Acquire PAW camera image I1,2,3,4(ρ). This happens at the same time with the
previous step.
3. Compute the illumination-induced wavefront tilt Θz(ρ) according to Eq. 3.16
and Eq. 3.17.
4. Compute PAW measurement ot tilt Θ(ρ) = [θx(ρ), θy(ρ)] according to Eq. 3.28.
5. Compute the net tilt induced by the aberration layer, Θa(ρ) = Θ(ρ)−Θz(ρ).
6. Compute the DM actuator voltage V , based on the pre-calibrated reconstruction
matrix B−1,
V (n) = V (n−1) − gB−1ya , (3.36)
where g is a feedback gain factor (of order unity), and n is a feedback iteration
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START
Take a snapshot on 
PAW sensor
Take a snapshot on 
Science camera
Calculate composite  
tilt angle Ѳ
Estimate sample 
induced tilt angle Ѳz
Calculate aberration 
induced tilt angle
Ѳa = Ѳ - Ѳz
Calculate and apply 
DM voltage
an+1 = an – gB
-Ѳa
Image good 
enough?
STOPYES
NO
Figure 3·10: Block diagram of the iterative aberration correction pro-
cess. Note that even though the criteria for stopping the iteration writes
’image good enough’, it only take one iterations the most to converge.
Do not confuse this with image based AO.
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number. ya is a column vector rearranged from matrix Θa(ρ) in such way
ya =

Θ
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a11
Θ
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a12
...
Θ
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aNN
Θ
(y)
a11
Θ
(y)
a12
...
Θ
(y)
aNN

. (3.37)
7. Iterate the steps above a few times.
This whole process is also shown as a flowchart in Fig. 3·10.
As we have mentioned before, I0(ρ0) acquired from science camera is blurred
due to the aberration layer. Hence the computation in Eq.3.17 is also an estimate.
But with this iterative feedback algorithm, the aberration will be corrected by DM
gradually, so that I0(ρ0) will also converge to a clear image, making the computation
in Eq.3.17 better.
3.3.6 Experiment Results
To verify the accuracy of our VCZ theorem, we put a USAF target (shown in
Fig. 3·11(a)) out of the focal plane of the PAW sensor by a distance of z and mea-
sure its phase with PAW (Fig. 3·11(b)). Then we compute the resulting phase using
Eq. 3.17 and the phase reconstruction method in section 2.3, the result is shown in
Fig. 3·11(c). We can see that the numerical computation and the experimental me-
asurement matches very well, both in landscape and scale. The slight residue of the
mismatch may due to the error of the registration of the two cameras. Remember
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(a)
(b)
(c)
Figure 3·11: VCZ theorem verification. (a) image of the amplitude
object; (b) PAW phase measurement when the object is out of focus;
(c) VCZ phase computation. Scale bar unit: radian.
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we register the science and PAW cameras using images lying at their focal planes re-
spectively, but here our calculation is based on the image that is out of the focal plane.
And mis-alignment of the optical axis would cause deviations off the registration.
Imaging of USAF Target
To test the performance of our system, we begin with a 1951 USAF calibration
target (Edmund). As we can see, the image was degraded significantly by the phase
screen, albeit unevenly (shown in Fig. 3·12(a)). For example, the smaller features
of the target (zoomed inset) are particularly degraded and largely indistinguishable
(Fig. 3·12(c)). Of note is the fact that the sample here is extended across the entire
imaging FOV. Moreover, it is non-symmetric and highly nonuniform, presenting large
intensity swings spanning close to the full dynamic range of the science camera, which
applied great challenges to our wavefront computation in Eq. 3.17. Despite these
extended, large, nonuniform intensity swings, our sensor-based method of conjugate
AO was able to substantively improve imaging quality using the illumination from
the sample alone, without any additional requirement of localized guide stars, etc.
The improvement was attained rapidly, in only a few feedback iterations.
Also evident is one of the key advantages of conjugate AO over standard (pupil)
AO, namely that the correction FOV is large, here spanning almost the entire surface
area of the DM projected onto the sample (discounting the peripheral actuators, the
active surface area is 10 × 10 actuators, corresponding to 540µm× 540 µm at the
sample).
Imaging of Mammal Elastic Cartilage Slide
As a second demonstration, we used a Verhoeff’s stained mammal elastic cartilage as
a sample (Carolina Biological Supply Co.). Again, sensor-based conjugate AO was
able to improve image quality, almost to the level of a reference image acquired in the
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(a) (b)
50 µm
(c) (d)
Figure 3·12: Conjugate AO results of a 1951 USAF target sample
under aberrated phase screen. Images without (a) and with (b) AO
correction; (c) and (d) are corresponding zooms of the highlighted re-
gions with red squares.
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absence of the phase screen and with the DM replaced by a flat mirror (though some
errors occur near the DM periphery, see Fig.3·13. Also shown is the final wavefront
correction pattern applied to the DM. As expected, this has converged to roughly
the negative of the 2D sinusoidal array wavefront aberrations presented by the phase
screen.
Fig. 3·14 are two frames from a video (Li et al., 2015) which shows the conjugate
AO working in real time. Once again, image quality is improved.
Feed-back Convergence Rate
To characterize the image improvement from AO, we define a metric using the nor-
malized rms error referenced
RMS =
√〈(Iao − I0)2〉
〈I0〉 , (3.38)
where the angle brackets denote an average over all image pixels, and Iao and I0 are
respectively, the image obtained with AO correction and the reference image obtained
in the absence of aberrations. A plot of this RMS error is shown as a function of
feedback iteration number for various values of the feedback gain g in Fig. 3·15.
When g is too small, the convergence rate is modest; when g is too large, the
system is driven into oscillation. An optimal feedback gain that leads to the fastest
rate of stable convergence is found to be close to 1. At this gain setting, about 4
or 5 iterations are sufficient to achieve near-maximal AO correction. In our case,
the time required per iteration was roughly 1s, limited by the speed of our Matlab
software (hardware limitations such as the 34 fps of our PAW sensor camera and
the 30kHz update rate of our DM were not a bottleneck). It should be noted that
we made no special efforts to optimize the speed of our software, which we expect
could be significantly increased by proper streamlining or operation with a graphical
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(a) (b)
(c)
50 µm
(d)
Figure 3·13: Images of mammal elastic cartilage with no aberrati-
ons (a: no phase screen, DM flat), uncorrected (b: phase screen, DM
flat), and corrected (c: phase screen, AO on). Optimized DM actu-
ator pattern is shown in panel (d). Note apparent periodic structure
corresponding to the negative of the phase screen structure.
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(a)
(b)
50 µm
Figure 3·14: Aberrated images of mammal elastic cartilage without
(a) and with (b) AO correction.
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Figure 3·15: Convergent rate of AO correction as a function of feed-
back iteration. Normalized RMS image error is shown for different
feedback gains g.
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processing unit (GPU).
3.3.7 Discussion
In summary, we have demonstrated the feasibility of sensor-based AO in a widefield
microscope configuration (as opposed to the much more common scanning microscope
configuration). Our technique makes use of a wavefront sensor that, with the help
of the science camera, requires no guide stars and uses the arbitrarily distributed
sample itself as the illumination source. We note that SH sensors have also been
used with extended sources using numerically intensive image cross-correlation algo-
rithms (Poyneer, 2003; Knutsson et al., 2005; Sidick et al., 2008), but this requires
high magnification to compensate for the limited tilt dynamic range of SH sensors,
or large lenslets that compromise spatial resolution. For these reasons, extended-
source SH sensing has mostly been limited to weakly extended solar imaging (Tyson,
2015). In contrast, partitioned-aperture sensing requires only simple image arithme-
tic, provides high spatial resolution (pixel limited), and can operate with much more
extended sources even at low magnifications, making it more amenable to microscopy
applications.
A key advantage of sensor-based over image-based AO is that it provides a direct
measure of wavefront rather than a measure obtained through iterative trial and error
which, in the absence of guide stars, often fails to converge correctly. Another key
advantage is that it has the potential to be much faster, by orders of magnitude.
Despite these advantages, some words of caution are in order. A first caution
comes from limitations in the AO correction element. To properly cancel wavefront
distortions produced at the aberration plane, the conjugate correction element must
provide commensurate spatial resolution and dynamic range. Here our correction
element was a DM of only modest resolution (number of actuators) and dynamic
range (stroke), meaning our system was able to operate only with aberrations that
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were relatively long range and weak. Though we designed our aberrations photo-
lithographically to be within the range of our DM specifications, limitations in these
specifications may still have been responsible for residual errors, as manifested in Fig.
3·15. (Another cause of residual errors might be the tilt angle of our DM with respect
to the aberration plane, undermining proper conjugation.)
A second caution comes from a limitation of PAW sensing itself. While PAW
provides a significantly larger dynamic range than SH wavefront sensing, its dynamic
range still remains bounded. Specifically, PAW operates under the condition that the
NA used to illuminate the wavefront plane of interest (here the aberration plane) be
smaller than the NA used to detect this plane (Parthasarathy et al., 2012). In ca-
ses of sample trans-illumination where the illumination NA can be readily controlled
by an aperture stop, this condition can be easily met. In these cases, the angular
distribution function χ(ψ) in Eqs. 3.12 and 3.13, which is applicable to illumination
derived from a spatially incoherent source a distance z from the plane of interest,
should be replaced by a narrower distribution function applicable to a partially cohe-
rent source. For example, in our demonstration experiments, our detection NA was
0.46 and we adjusted our illumination NA to be about 0.2. Such an adjustment of
illumination NA would be more difficult in the case of fluorescence imaging. In such
a case, the angular distribution of ψ at the aberration plane becomes limited either
by the range of |ρc − ρ0|/z, as determined by the distribution and distance of the
fluorescent sources, or by the range of χ(ψ), which imparts a soft cutoff to ψ even in
conditions where |ρc − ρ0|/z is large. This cutoff occurs at an NA of about 0.7 (in
air), meaning that the detection NA should be higher than this value in the extreme
case of very extended fluorescent sources not far from the aberration plane. However,
in the event that such high detection NA is impractical one must resort instead to
controlling the range of |ρc − ρ0|/z, for example by limiting the spatial extent of the
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fluorescent sources with a field stop in the excitation optics.
A third caution comes from the assumptions made throughout this work. Specifi-
cally, we only considered a very simplified geometry where the sample and aberration
planes are planar and separated by a well defined distance z. Such a geometry may
be encountered in practice, for example when imaging a fluorescent layer situated
behind an aberrating interface (e.g. in light sheet microscopy, retinal imaging, etc.).
In general, however, both the sample and aberrations may be axially distributed. Our
technique, therefore, should be generalized to accommodate both out of focus sour-
ces and multiple aberration planes. For example, it is not clear to what degree the
FOV benefits of conjugate AO are preserved in the case of multiple aberration planes.
Certainly multi-conjugate AO can help preserve these benefits, as is well known from
astronomical imaging (Beckers, 1988). Numerical simulations (Simmonds and Booth,
2013; Wu and Cui, 2015) have also suggested that benefits subsist even in the case of
conjugate AO with a single correction element. Such benefits, however, remain to be
demonstrated experimentally in microscopy applications with thick samples.
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Chapter 4
Conjugate Adaptive Optics in
Fluorescence Microscopy
This chapter is largely derived from (Li et al., 2016).
4.1 Introduction
In chapter 3 we dealt with conjugate AO in transmission microscopy. There the
sample is irradiated with an trans-illumination beam and the image was formed based
on the sample’s absorption and scattering to the light. In fluorescence microscopy, it
is the emissions from fluorescent molecules that are of interest. Despite the difference
of the origin of signals, a wide-field transmission microscope can be easily modified
into a fluorescence microscope, with only the need of a few bandpass filter and LED
light sources. Hence naturally in this chapter we would like to extend our application
of conjugate AO into fluorescence microscopy.
Conjugate AO has been applied in scanning fluorescent microscopy configurations
using both one (Thaung et al., 2009) and two-photon (Paudel et al., 2015) excitations,
both are based on scanning techniques Despite many advanced microscopy techniques
available, wide-filed microscopy is still the most wildly used one for biological studies,
due to its capability of performing video-rate, high-resolution imaging, as well as
straight-forward, error-immune setup. For all these reasons, we decided to build a
wide-field fluorescence microscopy.
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4.2 The Dilemma of Wavefront Sensing
One might na¨ıvely think we could migrate the PAW sensing with arbitrarily distribu-
ted illumination technique developed previously (section 3.3.2) into fluorescence mi-
croscopy with ease, as we thought in the beginning. However, the van Cittert–Zernike
(VCZ) theorem we developed to accommodate possible nonuniformities in the spatial
distribution of the object, while worked well with extended transillumination, did not
work as well with extended fluorescence.
First of all, our VCZ algorithm did not work well with sparsely distributed sources,
which are almost always the case for fluorescent samples as shown in Fig. 4·1.
Figure 4·1: Two-photon fluorescence imaging of the GFP-labeled neu-
rons in mouse brain. (a) Three-dimensional reconstruction. (b) Indi-
vidual images at specified depths. Reprinted from (Niederriter et al.,
2017).
We defined the average local tilt angle Θ(ρ) and the flux density F (ρ) in Eq. 3.4.
Both are averaged terms and should be treated statistically. When in extreme cases
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where the sources are very sparsely distributed, the definitions no longer have clear
physical meanings and VCZ algorithm which uses them as foundation fails.
z
θ
z
(a) (b)
Figure 4·2: Average local tilt angle under differently distributed sour-
ces. (a) Densely distributed source. The local tilt angle is averaged over
the cone of light; (b) sparsely distributed source. The local tilt angle
can not be defined in the same way with clear physical meanings.
Secondly, to make things even more complicated, the sparse source could distri-
buted arbitrarily in 3D, which makes the parameter z in our VCZ formula invalid.
Thirdly, and most egregiously, while PAW sensing can tolerate a high degree of
spatial incoherence, it fails when the incoherence becomes too severe. More precisely,
PAW requires the angular diversity of the source illumination to be smaller than
the numerical aperture (NA) of the detection optics (ideally it should be half the
detection NA as we have discussed in Chapter 2).
In our case, when the source illumination comes from fluorescent molecules near
the detection focal plane, the detection NA becomes so overfilled that the PAW sensor
becomes hardly sensitive to flux-density tilts at all.
To address the aforementioned three problems, we tried many different strategies.
First we tried to use the excitation light instead of the fluorescence light. However
under epi-illumination geometry, it is hard to distinguish the light from direct re-
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flection and the back scattering light undergone multi-scattering, and they carry the
information of the aberration wavefront in different ways. Trans-illumination geo-
metry could potentially solve the problem, however trans-illumination is difficult, if
not impossible, in many imaging applications such as in vivo imaging in thick tissue.
Eventually, we turn to an alternative strategy where the illumination source for wa-
vefront sensing comes not from fluorescence, but from light delivered into the sample
externally.
4.3 Oblique Back-illumination Microscopy
Transillumination is difficult for most in vivo imaging in thick tissue, we choose an
alternative wavefront sensing strategy involving illumination delivered from the same
side as the detection optics. Namely, we choose oblique back-illumination microscopy
(OBM). As its name suggests, OBM is similar in principle to oblique illumination
microscopy, with the notable difference that it takes epi-illumination geometry, where
the illumination source and detection optics reside on the same side of the sample, as
shown in Fig. 4·3. In fact, OBM and PAW are conceptually similar, the former being
based on oblique illumination and the latter being based on oblique detection, which
leads directly to phase contrast. Because the light source is delivered externally in
OBM, its power can be adjusted to be arbitrarily high, mitigating the problem of weak
signal. Because it undergoes backscattering within the sample, it provides extended-
source illumination that is highly homogeneous and dense, mitigating that problem
of source nonuniformity or sparsity. Finally, as detailed as follows, OBM is expected
to be more tolerant of angular diversity than PAW in cases when the illumination
is highly spatially incoherent, making it a better choice than PAW in epi-detection
strategies based on multiply scattered back illumination.
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Figure 4·3: OBM setup. Illumination from two LEDs is projected into
a thick sample by optical fibers. The illumination light is redirected
back to the objective through multiple scattering in the sample. Inset:
Oblique trans-illumination is partially blocked by the back aperture
of the objective. The local gradient of the index of refraction causes
changes to the amount of blocked light, and hence causes changes in
the image intensity. Reprinted from (Ford, 2013).
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4.4 Comparison between PAW and OBM
To compare the performance of PAW and OBM, we adopt here the simple one-
dimensional (1-D) model shown in Fig. 4·4, while noting that an extension to two-
dimensional (2-D) is straightforward. In this model, a sample-induced local change
in tilt δθ of the illumination flux density at the microscope front focal plane (object
plane) leads to a shift δx = fδθ of the illumination intensity distribution at the back
focal plane (aperture plane), where f is the focal length of the objective, and we have
adopted a small tilt angle approximation. The half-aperture size is denoted by a.
Monte Carlo simulations (Kienle et al., 1996) have shown that the diffuse reflectance
obeys a cos θ dependence on polar angle direction, known as Lambertian distribution
(Mandel et al., 1996; Wolf, 2007).
The I(θ) = cos θ distribution, when taken a Fourier transform, on the back aper-
ture of the objective lens will be I(x) = cos x. When a sample feature, such as a
density variation, causes the illumination tilt angle to change, this leads to a lateral
shift of the intensity distribution I(x) by a distance δx, which in turn can be moni-
tored as a change in power transmitted through the aperture, as shown in Fig. 4·5.
4.4.1 PAW
In the case of PAW, the aperture is partitioned into two half-apertures (in 1-D), and
the total powers I− and I+ transmitted through these half-apertures are measured
simultaneously as
I− =
0∫
−α
cos(θ − δθ)dθ
I+ =
α∫
0
cos(θ − δθ)dθ ,
(4.1)
68
a
x0+δx
a-a I1 I2 I1-a
PAW OBM
δx
θ0
Figure 4·4: Principles of PAW and OBM wavefront sensing. Solid red
lines indicate the cones of illumination arising from back-illumination in
the absence of aberrations at the focal plane. Shaded red areas indicate
the sample-induced tilt of these cones caused by aberrations, and the
resultant shift of parabolic beam profile at the back aperture plane by
a distance δx. In PAW, the powers I1 and I2 through half-apertures
are measured simultaneously. In OBM, they are measured sequentially
through the full aperture (only I1 shown – the measurement of I2 would
involve changing the sign of θ0).
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where α is the maximum collection angle, limited by the NA of the objective lens
α = arcsin(
NA
n
) . (4.2)
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Figure 4·5: illumination intensity distribution at the back focal plane
(aperture plane). The blue line indicates the intensity distribution in
normal incidence, when no sample present. The red line indicates the
distribution shift when the phase gradient of the sample tilts the beam.
So we have
I+ − I−
I+ + I−
=
sin(α− δθ)− sin(α + δθ) + 2 sin(δθ)
sin(α− δθ) + sin(α + δθ)
= tan(α/2) tan(δθ) .
(4.3)
Hence,
δθ(PAW) ≈ 1
tan(α/2)
I+ − I−
I+ + I−
. (4.4)
4.4.2 OBM
In the case of OBM, the powers I− and I+ transmitted through the full aperture are
measured sequentially while changing the sign of θ0 (Fig. 4·4). Follow the similar
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procedure,
I− =
α∫
−α
cos θ − θ0 − δθdθI+ =
α∫
−α
cos θ + θ0 − δθdθ . (4.5)
So we obtain
I+ − I−
I+ + I−
= tan θ0 tan δθ . (4.6)
Hence,
δθ(OBM) ≈ 1
tan(θ0)
I+ − I−
I+ + I−
. (4.7)
In both cases of PAW and OBM, we may write
δθ = η
∆
Σ
= η
I+ − I−
I+ + I−
, (4.8)
where
η(PAW) =
1
tan(α/2)
η(OBM) =
1
tan(θ0)
.
(4.9)
To compare the performance of PAW and OBM, we can compare the respective SNRs
associated with a measurement of δθ. Assuming the dominant noise sources are either
shot noise or camera readout noise (characterized by σr), we find (section 2.6)
SNR =
δθ
η
Σ√
Σ + 2σ2r
≈ δθ
η
√
Σ , (4.10)
where Σ and σr are in units of photoelectrons per exposure time (i.e. unitless), and the
approximation comes from the assumption that the illumination power is generally
ample. We thus see that SNR contains two contributions, one purely geometric, cha-
racterized by η, and another depending on detection-associated noise, characterized
by Σ.
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Finally, we arrive at
SNR(OBM)
SNR(PAW)
≈ η
(PAW)
η(OBM)
√
Σ(OBM)
Σ(PAW)
≈ 2θ0
NA
√
Σ(OBM)
Σ(PAW)
,
(4.11)
where NA is the detection numerical aperture of the wavefront sensor.
Bearing in mind that Σ(OBM) is generally twice as large as Σ(PAW) because OBM
utilizes the full detection aperture while PAW only uses half, we conclude that OBM
outperforms PAW when the ratio 2
√
2θ0/NA is greater than unity. In our case,
NA = 1 (see below), meaning that OBM should outperform PAW for θ0 larger than
20°.
While it is difficult to evaluate θ0 in practice, numerical simulations (Ford, 2013)
suggest that it is somewhere on the order 30° (see Fig. 4·6), meaning that OBM
is likely to be favorable, thus motivating the use of OBM as a wavefront sensor
for conjugate AO. We emphasize again that our ultimate goal is to obtain improved
fluorescence imaging, even though we are not using the fluorescence itself for wavefront
sensing.
Note that we can actually combine PAW with OBM to obtain better SNR. For
each oblique back illumination direction of OBM, we acquire half of the PAW image
at the corresponding darkfield side, so that we have
I−− =
0∫
−α
cos(θ − θ0 − δθ) = − sin(θ0 + δθ) + sin(α + θ0 + δθ)
I++ =
α∫
0
cos(θ + θ0 − δθ) = − sin(θ0 − δθ) + sin(α + θ0 − δθ) .
(4.12)
Hence
I++ − I−−
I++ + I−−
= tan(α/2 + θ0) tan δθ . (4.13)
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Figure 4·6: Diffuse reflectance obliquity estimated with Monte Carlo
simulation. SDS: source-detector separation; l∗s : transport mean free
path length. (Ford, 2013)
Apparently, the SNR for this case is
SNR ≈ (NA + 2θ0)δθ
√
Σ . (4.14)
Albeit for the SNR increase, we eventually adopted OBM alone as our wavefront
sensor for the simplicity of the setup.
4.5 Experiment Setup
Our setup is illustrated in Fig. 4·7. Broadly, it consists of two components, one for
wavefront sensing (OBM) and the other for fluorescence imaging. The illumination
for wavefront sensing is provided by four red LEDs, coupled into optical fibers symme-
trically distributed about the microscope objective. The offset separation of the fiber
ends from the objective axis is ∼3 mm, as ensured by a 3D-printed holder. The LEDs
are activated sequentially, and the illumination from the fibers undergoes multiple
scattering so that a portion is redirected backward into the objective, whereupon it
becomes imaged by the OBM wavefront sensor. The optical path includes a unit-
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20X
Science camera
OBM camera
Red LED
Blue LED
BS2BS1 DM
TL
Phantom tissue
Figure 4·7: Illustration of fluorescence conjugate AO setup. Red
shaded areas indicate the imaging path for OBM wavefront sensing,
while green shaded areas indicate the fluorescence imaging path. Das-
hed lines represent conjugate planes associated with fluorescence ima-
ging. BS = dichromatic beamsplitters. TL = tunable lens. The total
microscope magnification is ≈ 22×.
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magnification relay, a DM tilted ∼10◦, followed by another unit magnification relay
to the OBM camera. A 10mm aperture is inserted in this last relay, which defines the
overall numerical aperture of the OBM wavefront sensor (NAd ≈ 0.4) . A bandpass
filter(620/30 nm) ensures that only the red LED light is incident on this camera.
Table 4.1: Hardware specifications of fluorescence conjugate AO
Red LED×4 Thorlabs M625L3; 625nm
Blue LED Thorlabs M490L3; 490nm
Optical fiber ×4 Thorlabs BFL48-1000; 0.48 NA; 1 mm core
Objective Olympus XLUMPlanFL; 20×; 1.0 NA; 2 mm WD; water immersion
Deformable mirror BMC, MultiDM, 12× 12 actuators, 400 µm pitch
Science camera PCO Edge 4.2 LT, pixel size 6.5 µm, 16 bit
OBM camera Photonfocus MV1-D2080-160-CL, pixel size 8 µm, 12 bit
Tunable lens TL, Opotune EL-10-30-Ci
BS1 Semrock, dichroic mirror; long pass; 505 nm cutoff
BS2 Semrock, dichroic mirror; short pass; 562 nm cutoff
The fluorescence excitation source is a blue LED. The excitation light is directed
by a long wave pass dichromatic mirror (BS1) into the sample via the microscope
objective. The resultant fluorescence signal is epi-collected and reflected by the DM,
whereupon another long pass dichromatic mirror (BS2) directs the fluorescence to the
science camera via a 2× magnification relay and emission filter (531/40 nm).
4.5.1 Fiber Holder
In order to fix the four fibers to the objective housing with correct spacing and
orientation, a fiber holder was designed and made with a 3D printer. See Fig. 4·9.
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Figure 4·8: Photograph of fluorescence conjugate AO setup.
Figure 4·9: Illustration of fiber holder. Solidworks model (left) and
actual photograph (right).
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4.5.2 Tunable Lens
Besides the wavefront sensor, another difference from the previous trans-illumination
conjugate AO of the last chapter is that an electrically tunable liquid lens (TL) placed
in the Fourier plane of the last relay enables the imaging depth to be conveniently
adjusted while maintaining conjugation of the OBM camera with the aberration plane.
The tunable lens relieved the use of the mechanic translation stage, making the optical
alignment less complicated and easier to operate.
The tunable lens can vary its focal length between −600 mm and 75 mm. We used
a current driver (Thorlabs, LEDD1B, T-Cube LED Driver) to change its focal length.
The optical power (1/focal length) of TL increases linearly with current (Fig. 4·10).
Figure 4·10: Relation of optical power to current for EL-10-30 lenses
at 30 ◦C. (Optotune, 2017)
Here we use ABCD ray tracing matrices to study the relation between the focal
length of TL and the shifts of the focal plane. Consider the simplified optical setup
of Fig. 4·11, the imaging train can be written as matrices multiplication,
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[
x1
θ1
]
=
[
1 fr
0 1
] [
1 0
−1/fr 1
] [
1 fr
0 1
] [
1 0
−1/fTL 1
]
[
1 fe
0 1
] [
1 0
−1/fe 1
] [
1 fe
0 1
]
[
1 ftube
0 1
] [
1 0
−1/ftube 1
] [
1 ftube
0 1
]
[
1 fobj
0 1
] [
1 0
−1/fobj 1
] [
1 fobj
0 1
]
[
1 0
0 n
] [
1 z
0 1
] [
x0
θ0
]
.
(4.15)
We have
x1 = (
fefrn
fTLM
+
frMz
fe
)θ0 +
fr
fe
Mx0
θ1 =
fe
fr
1
Mn
θ0 ,
(4.16)
where M = ftube/fobj is the magnification of the microscope, n is the refraction index
of the sample. In order to have a clear image, x1 has to be independent of θ0, which
requires
fefr
fTLMn
+
frMz
fe
= 0 . (4.17)
Hence we obtain
z = − 1
M2
f 2e
fTL
n . (4.18)
z varies linearly with 1/fTL, meaning that it also varies linearly with current. This
result may also be found in (Fahrbach et al., 2013; Giese et al., 2014).
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Figure 4·11: The relation between TL focal length and position of
the focal plane.
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4.5.3 Composite Phantom Tissue
To mimic the fluorescence imaging in scattering tissue, we designed a composite
phantom consisting of three layers shown in Fig. 4·12. To mimic spatially varying
aberrations at the sample surface, the top is a phase screen consisting of a layer
photoresist (AZ P4620) film with thickness of 30 µm coated on microscope coverslip.
A laser mask writter (Heidelberg DWL66) was used to print a 2D sinusoidal patterned
array with peak-to-valley height 10 µm, and period 300 µm onto it.
The middle layer, which is the fluorescent sample we are going to image, is a
16µm section of mouse kidney stained with Alexa Fluor 488 (ThermoFisher F24630,
FluoCells® Prepared Slide #3).
The bottom is a 15 mm thick scattering medium made of 2 µm diameter polys-
tyrene beads embedded in 2% (w/v) agarose. This scattering medium was designed
to roughly mimic tissue, and is required to obtain back illumination from multiple
scattering. We followed the recipe in (Ford et al., 2012): a 30 mL solution of 2%(w/v)
agarose (Sigma A5093-100G) and 5% 2µm diameter polystyrene beads (Polysciences
19814-15) in distilled water is heated to 75 ◦C in a heated bath. The mixture is then
poured into a 60 mm × 50 mm Petri dish (Corning 430166). The phantom was co-
vered with paraffin film to give it a smooth surface and then cool naturally to room
temperature. The estimated optical properties (using Mie theory) were l∗ ≈ 74 µm,
l∗s ≈ 1 mm and g = 0.93.
4.5.4 Control Algorithm
We follow the same procedure discussed in section 3.3.4 to calibrate DM and build
the reconstruction matrix B−, which links local flux-density tilts θx and θy to voltages
V applied to the DM actuators. Once calibration was completed, the AO could be
engaged. This was performed in a closed-loop feedback implementation similar to the
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z
Scattering Media
Fluorescent Slide
Phase Screen
Figure 4·12: Composite phantom tissue. Top: phase screen made
of photoresist on glass slide; middle: slide containing a 16µm cryostat
section of mouse kidney stained with Alexa Fluor 488 wheat germ ag-
glutinin (W-11261), Alexa Fluor 568 phalloidin (A-12380) and DAPI
(D-1306); bottom: scattering media made of agarose and 5% 2µm di-
ameter polystyrene beads. z ≈ 300 µm.
one described in the previous chapter.
The science camera and OBM camera runs independently. For OBM wavefront
sensing, four red LEDs drivers were triggered sequentially. Each LED illumination
was triggered to overlap with one science camera exposure. Illumination gating and
camera exposure timing were synchronized with a data acquisition card (National
Instruments PCI-6221). Five lines of digital output were used, the triggering signal
waveform is shown in Fig. 4·13.
The iterative steps for correcting the wavefront are summarized below:
1. LED1 turns on, acquire OBM image I1
2. LED2 turns on, acquire OBM image I2
3. LED3 turns on, acquire OBM image I3
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Figure 4·13: Triggering signal waveform. Five lines of digital output
used, with four for LED driver, one for camera exposure. Each LED
illumination was triggered to overlap with one science camera exposure.
4. LED4 turns on, acquire OBM image I4
5. Compute the phase gradient of the aberration layer
θx =
1
tan(θ0)
(I1 + I2)− (I3 + I4)∑
Ii
θy =
1
tan(θ0)
(I1 + I4)− (I2 + I3)∑
Ii
(4.19)
6. Compute the DM actuator voltage V , based on the pre-calibrated reconstruction
matrix B−1,
V (n) = V (n−1) − gB−1ya , (4.20)
where g is a feedback gain factor (of order unity), and n is a feedback iteration
number. ya is a column vector rearranged from θx and θy.
7. Iterate the steps above a few times.
This whole process is also shown as a flowchart in Fig. 4·14.
The feedback loop converges at about the same rate as the trans-illumination case
of chapter 3, which is about 5 iterations. OBM requires four images to compute the
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Turn up LED1-4 and 
acquire four images 
sequentially 
Compute aberration 
layer tilt angle Ѳa
Calculate and apply 
DM voltage
Vn+1 = Vn – gB
-Ѳa
Image good 
enough?
STOPYES
Figure 4·14: Block diagram of the iterative process of OBM AO.
tilt while PAW runs with single exposure; on the other hand, the computation here is
relatively simple, without the need of VCZ theorem et al. Overall the AO correction
speed here is comparable with the last chapter.
The science camera runs independently of the AO part. The imaging frame rate
is thus only limited by the exposure time which is determined by the fluorescence
intensity level. In our case, the exposure time is set to 10 ms, and the frame rate
10 Hz accordingly.
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4.6 Results
4.6.1 Phase Screen
First of all, to demonstrate the accuracy of our OBM wavefront sensor, a wavefront
measurement obtained by OBM is illustrated in Fig. 4·15(b). This can be directly
compared with a measurement obtained by a commercial white-light interferometer
(Zygo NT6000), as shown in Fig. 4·15(a). Manifestly, the two measurements are simi-
lar despite the fact that the OBM measurement was obtained using multiply scattered
illumination that traversed a non-uniform sample. It should be noted that, while it
is important that OBM reveals the correct aberration features, it is not as important
that is reveal the correct aberration amplitudes. In particular, a simple scaling er-
ror in OBM becomes readily corrected by our closed-loop feedback implementation
(hence the benefit of feedback).
4.6.2 Mouse Kidney Section
Figure 4·16 shows images of the mouse kidney section before and after conjugate AO
correction. As can be seen, the initial fluorescence image is severely blurred. After
using conjugate AO, the image quality is greatly improved (albeit not perfectly – see
Discussion below). To verify that AO led to a final DM pattern that was indeed
complementary to the aberration pattern, we used OBM to measure the DM pattern
alone, as illustrated in Fig. 4·15(c). Unlike pupil AO, which typically provides only
a limited correction FOV in the presence of spatially-varying aberrationsMertz et al.
(2015), conjugate AO is able to correct over almost the entire image FOV (here ∼
400µm×400µm), limited only by the size of the DM itself. Moreover, our OBM
sensor is able to measure wavefronts at almost half video rate (requiring four frames,
each at 40 Hz rate), enabling the conjugate AO to be performed in real time. (Li
et al., 2016) provides a video demonstrating dynamic AO correction when the sample
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was sporadically translated by hand. Feedback convergence took only a fraction of a
second.
4.7 Discussion
We have shown that OBM can effectively enable wavefront sensing for widefield fluo-
rescence microscopy applications in thick samples using an epi-illumination geometry
and without the use of guide stars. When sample-induced aberrations are primarily
confined to a single plane, such wavefront sensing can be used to perform closed-loop
conjugate AO, enabling the possibility of fast AO corrections over a large FOV.
A few issues remain to be addressed. First, as in our previous demonstration of
conjugate AO based on trans-illumination, the aberrations we corrected were somew-
hat artificial. Namely, they were known aberrations of well characterized structure,
separated from the fluorescent object by a gap. While such a geometry involving a sin-
gle, well-defined aberration layer can often be found in practice (e.g. retinal imaging
or imaging dominated by interface aberrations), more general geometries involving
volumetric distributions of aberrations would doubtless be more difficult to compen-
sate with simple conjugate AO, and may require a generalization to multi-conjugate
AO. Nevertheless, it should be pointed out that even a single DM can provide conju-
gate AO correction over a relatively long axial rangePark et al. (2015); Paudel et al.
(2015), meaning that a single DM is likely to be effective at providing an average
volumetric aberration correction, even if the aberrations are widely distributed in the
axial direction.
Moreover, our setup was not ideal. For example, our DM was somewhat tilted
relative to the focal plane and to both camera planes. Better geometries properly
compensating for this tilt might improve the accuracy of our AO correction. The use
of a DM with a greater number of actuators might also improve accuracy.
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(a)
(b)
(C)
Figure 4·15: Phase-screen aberrations measured by (a) Zygo and (b)
OBM. (c) DM shape measured by OBM, confirming that is is com-
plementary to the shape of the phase screen aberrations. Scale bar
100µm.
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(a)
(b)
Figure 4·16: Fluorescence images of an aberrated fluorescently-
labeled mouse kidney section (a) without and (b) with conjugate AO
correction. Scale bar 50µm.
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Finally, we performed wavefront sensing using the red light while intending to
correct the imaging performance for green light (fluorescence). Our assumption here
was that these colors are close enough that chromatic dispersion plays little role. In
the event that this assumption might not hold, we could always perform wavefront
sensing using green light, that is, the same color light as fluorescence, however this
would preclude the possibility of performing wavefront sensing and fluorescence ima-
ging simultaneously. This would somewhat reduce the speed of our AO correction,
which has already been slowed by the requirement of four OBM camera exposures
rather than just one. As it stands, our system is somewhat hybrid in that it is closed
loop for the externally supplied illumination light, while it remains open loop for the
fluorescence light, which ultimately is the signal of interest. For example, it may be
beneficial to supplement our sensor-based AO with an additional image-based AO al-
gorithm to better refine the fluorescence image correction (e.g. using the sensor-based
solution as an initial guess to an image-based solution).
Our goal here is more proof-of-principle in nature. Specifically, we demonstrate
that OBM can indeed provide a viable wavefront sensing strategy for potential fluo-
rescence imaging applications in thick, scattering media tissue using conjugate AO.
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Chapter 5
Conclusion
5.1 Summary
Our goal of this research has been to implement conjugate AO into wide-field mi-
croscopy. The implementations would provide a large corrected FOV in microscope
applications involving spatially varying sample-induced aberrations. In addition, the
implementations would retain the advantage of the fast imaging of wide-field acqui-
sition.
Towards this, we built our first conjugate AO setup in trans-illumination geo-
metry. The development of our technique addressed two key challenges. The first
challenge was the development of a wavefront sensor that exhibits large dynamic
range capable of operating with relatively uncollimated light from extended sour-
ces. For this we used PAW sensing, considering its advantage of high-resolution,
single-shot, achromatic (works with broadband light), high dynamic range, and most
importantly, being able to work with extended sources. The second challenge was to
modify PAW sensing to enable it to work for our system. The challenges came from
that illumination became arbitrarily shaped when it went through the sample. To
address this, we developed VCZ theorem to utilize additional information provided
by the science camera (i.e., the imaging camera focused on the object) to compute
wavefront in accommodation with PAW. In this regard, our technique is similar to
strategies involving joint estimation of object and aberrations (Paxman et al., 1992;
Allen and Oxley, 2001; Petruccelli et al., 2013; Jingshan et al., 2015), though it is
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faster and more direct. We demonstrated that with the augmented PAW at work,
the system were able to identify and correct sample-induced aberrations efficiently.
In order to furthermore demonstrate the viability of conjugate AO in in vivo fluo-
rescence imaging, we built our first conjugate AO setup with fluorescence microscopy.
Devising a suitable wavefront sensor for this implementation was even more challen-
ging. The illumination not only went through the fluorescent object that was to be
imaged, but also underwent a large amount of scattering from the tissue below. The
NA of the illumination became too large due to the multi-scattering and PAW was
no longer suitable for the scenario. We eventually resorted to OBM, which has been
demonstrated to provide both phase and amplitude imaging (i.e., wavefront imaging)
in arbitrarily thick scattering samples (Ford et al., 2012; Ford and Mertz, 2013; Mertz
et al., 2014; Giese et al., 2014). The light source was delivered externally in OBM,
then underwent backscattering within the sample, providing extended-source illumi-
nation that was highly homogeneous and dense. From our SNR analysis, OBM is
expected to be more tolerant to angular diversity than PAW in cases when the il-
lumination is highly spatially incoherent. Moreover, the illumination and detection
optics are on the same side of the sample, making OBM a better choice for imaging
samples of any thickness.
These two implementations demonstrated the feasibility of conjugate AO in wide-
field microscopy. We were able to detect and correct the sample-induced aberrations in
an highly efficient manner and a large compensated FOV was achieved. Even though
the two setups are still very preliminary, the field of AO applied to microscopy is
advancing rapidly. Given the potential benefits of widefield, sensor-based conjugate
AO, we hope the general strategy presented here will constitute a step forward in this
advance.
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5.2 Future directions
Throughout the work, we have made the assumption that the sample-induced aber-
rations are from a single, dominant layer. However, in reality this may not be true.
In cases where aberrations do not originate solely from a dominant layer but from
a distributed volume, more than one DMs could be used, with each DM conjugate
to planes at different z. This strategy was first proposed in astronomy (Dicke, 1975;
Beckers, 1988), known as multi-conjugate AO (MCAO). Implementations of MCAO
in astronomy have been achieved and demonstrated with effectiveness of achieving
large FOV (von der Lu¨he et al., 2005; Marchetti et al., 2007).
Our wavefront sensors are conjugate to image plane and sensitive to wavefront
slopes. They have no response to the spatially invariant phase changes, such spheri-
cal aberration. (Thaung et al., 2009) demonstrated a dual-conjugate adaptive optics
(DCAO) system. The setup comprises two deformable mirrors, one conjugate to the
pupil and one conjugate to a image plane. Five guide stars and a SHWS were used.
We also built a wide-field microscope combining conjugate AO and pupil AO (Beaul-
ieu, 2016). The conjugate AO part was implemented the same way as Chapter. 3,
and pupil AO was done in a sensorless AO approach relying on genetic algorithm
optimization. By combing conjugate and pupil AO, both the spatially variant and
invariant aberrations were corrected and a large compensated FOV was achieved.
However the genetic algorithm optimization was pretty slow, making it infeasible for
video-rate correction. One could perhaps make the pupil AO also sensor based, but it
will inevitably add costs and complexity to the system, which contradicts to our goal
of building a simple AO system. An alternative approach would be sensorless AO
with faster algorithms. Many different optimization algorithms have been extensively
investigated (Villoresi et al., 2004; Booth, 2007b; Minozzi et al., 2013) and can be
separated into two categories: stochastic and imaged-based. (Jian et al., 2014; Wong
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et al., 2015) demonstrated a sensorless OCT AO for in vivo retinal imaging. We could
potentially develop algorithms that combine conjugate AO and pupil AO to greatly
simplify the setup.
The experimental results shown in this thesis have been concerned mostly with
the compensation of low-order aberrations, which we made with photoresist film. In
reality, the low-order aberrations are often accompanied with high-order wavefront
variations, or even multi-scattering. The DM we used only has 140 actuators, which
can not compensate high-order aberrations. One possible solution is to use DM
with more actuators, such as the one in (Paudel et al., 2015) (Kilo-DM, Boston
Micromachines Corp., 1020 segmented actuators). Another choice with lower cost
could be LC-SLM. The advantage of LC-SLM is its large number of pixels. Perhaps
the optimal solution would be combining LC-SLMs with large stroke DMs , along
with fast optimization algorithm, to correct different kinds of aberrations.
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Appendix A
Matlab code for camera registration
function [] = camera registration(chart one, chart two, resize scale)
%% find affine transfromation matrix of the two cameras
% chart one, chart two, USAF images acquired from the two cameras
% resize scale, pre-scaling factor to make the two iamges to same size
% resize scale = (M1*Pixel size2)/(M2*Pixel size1)
% rescale the camera#2 to the size of carema#1
chart two = imresize(chart two, resize scale);
% figure; imshow(chart two,[]);
% c = imfuse(chart one, chart two);figure;imshow(c,[]);
%% Choose subregions interactively for registration of shifts
[sub one,rect one] = imcrop(chart one,[]); % pepper
[sub two,rect two] = imcrop(chart two,[]); % onion
close;
%% Normalized Cross-Correlation and Find Coordinates of Peak
c = normxcorr2(sub one,sub two);
figure, surf(c), shading flat;
%% Find the Offset Coordinates Between the Images
% offset found by correlation
[~, imax] = max(abs(c(:)));
[ypeak, xpeak] = ind2sub(size(c),imax(1));
corr offset = [(xpeak-size(sub one,2))
(ypeak-size(sub one,1))];
% relative offset of position of subimages
rect offset = [(rect two(1)-rect one(1))
(rect two(2)-rect one(2))];
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% total offset
offset = corr offset + rect offset;
xoffset = offset(1);
yoffset = offset(2);
%% See if the Onion Image was Extracted from the Peppers Image
xbegin = round(xoffset+1);
xend = round(xoffset+ size(chart one,2));
ybegin = round(yoffset+1);
yend = round(yoffset+size(chart one,1));
% extract region from peppers and compare to onion
extracted two = chart two(ybegin:yend,xbegin:xend,:);
if isequal(chart one,extracted two)
disp('onion was extracted from peppers')
end
%% Pad the Onion Image to the Size of the Peppers Image
recovered one = (zeros(size(chart two)));
recovered one(ybegin:yend,xbegin:xend,:) = chart one;
% figure, imshow(recovered one,[]);
%% Crop the peeppers image to the size of the onion image
rect chart two = [xbegin,ybegin,xend-xbegin,yend-ybegin];
recovered two = imcrop(chart two,rect chart two);
%% Use Blending To Show Images Together
figure, imshowpair(chart one,recovered two,'blend');
%% use affine transform
[optimizer, metric] = imregconfig('multimodal');
optimizer.InitialRadius = optimizer.InitialRadius/3; %/3
optimizer.Epsilon = 1.5e-4; %1.5e-4;
optimizer.GrowthFactor = 1.02; %1.02
optimizer.MaximumIterations = 200; %500
% crop away the edges
chart one = chart one(50:end-50, 50:end-50);
recovered two = recovered two(50:end-50, 50:end-50);
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tform = imregtform(recovered two, chart one, 'affine', optimizer, ...
metric);
movingRegistered = ...
imwarp(recovered two,tform,'OutputView',imref2d(size(chart one)));
figure, imshowpair(chart one, movingRegistered,'blend');title('chart ...
affined');
% save the computed values
save(camera registration.mat, 'resize scale', 'offset', 'tform');
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