[1] This paper presents results of validating the Collection 4 Moderate Resolution Imaging Spectroradiometer (MODIS) leaf area index (LAI) product using LAI data collected in a 3 Â 3 km agricultural (grasses and cereal crops) area near Avignon, France, and 30 m resolution Enhanced Thematic Mapper (ETM+) image. Estimates of the accuracy, precision, and uncertainty with which the ETM+ data convey information about LAI underlie the derivation of a 30 m resolution reference LAI map by accounting for both field measurement and satellite observation errors. The 30 m reference LAI was then extrapolated from sampling points to a 58 km 2 area without loss in the quality and was degraded to a 1 km resolution LAI map. The latter was taken as a reference to assess the quality of the MODIS LAI product. Comparison of the reference and corresponding MODIS retrievals suggests that Collection 4 MODIS LAI is accurate to within an accuracy of 0.3 with a precision and uncertainty of 0.23 and 0.38, respectively. It was found that the Collection 3 MODIS land cover product, input to the Collection 4 operational LAI algorithm, misclassified the 58 km 2 area as broadleaf crops. The use of correct biome type in the operational processing improves the accuracy in LAI by a factor of 2 with an almost unchanged precision and uncertainty. Our results also indicate that the retrieval of LAI from satellite data is an ill-posed problem; that is, small variations in input due to observation errors result in a very low precision of the desired parameter. Any retrieval technique based on a simple model inversion or empirical relationships is unable to generate stable retrievals. The use of information on input errors in the retrieval technique is necessary to generate solutions to the ill-posed problem. The MODIS operational LAI algorithm meets this requirement.
Introduction
[2] Green leaf area index (LAI) and fraction of photosynthetically active radiation (FPAR) (0.4 -0.7 mm) absorbed by vegetation characterize vegetation canopy functioning and energy absorption capacity. LAI and FPAR are key parameters in most ecosystem productivity models and global models of climate, hydrology, biogeochemistry, and ecology [Sellers et al., 1997] . For effective use in largescale models these variables must be collected over a long period of time and should represent every region of the terrestrial surface. The Moderate Resolution Imaging Spectroradiometer (MODIS) is an instrument on board the NASA Terra and Aqua platforms for remote sensing of the Earth's atmosphere, oceans, and land surface. The MODIS standard products include LAI and FPAR. These parameters have been operationally produced from day 1 of science data processing from MODIS. As MODIS LAI and FPAR data become publicly available through the Earth Resources Observation System (EROS) Data Center Distributed Active Archive Center (EDC DAAC), product quality must be ensured through validation.
[3] In general, validation refers to assessing the uncertainty of satellite-derived products by analytical compar-ison to reference data (e.g., in situ, aircraft, and highresolution satellite sensor data), which are presumed to represent the target values [Justice et al., 2000] . However, the uncertainty assessment of these products is not straightforward. The 1 km resolution of the MODIS LAI product significantly exceeds the plot size typically used for LAI field measurements. Thus a procedure is needed to correlate the scale of the LAI measurements to the scale of the MODIS pixels. One way of doing this is to employ both field measurements and high-resolution satellite data to produce validated fine-resolution reference LAI maps over a sufficiently extended area, to aggregate these to 1 km resolution, and to use them as benchmarks to validate the MODIS products [Tian et al., 2002a [Tian et al., , 2002b . Disagreement between the reference and MODIS LAI can be expressed in terms of accuracy and precision. The former indicates the deviation (or bias) of the mean LAI from a known value, while the latter characterizes the ability to reproduce this value with a given accuracy. We will follow this approach in our paper.
[4] Several complicated issues arise when one attempts to implement the foregoing strategy. For example, field LAI values are usually obtained by converting downward radiation fluxes measured below the vegetation canopy. Conversion equations are based on certain assumptions which are often not met in reality. This lowers the measurement accuracy. Further, because of spatial heterogeneity the precision of field measurements, especially in the case of sparse vegetation canopies, can be quite low. Also, highresolution satellite data provide reflective properties of vegetated surface with a certain accuracy and precision, e.g., as a consequence of imperfect atmospheric correction, calibration and geolocation errors, and other reasons. Errors in field and satellite data propagating through extrapolation procedures aggravate these tendencies and, consequently, can result in a reference LAI map of unacceptable quality.
The problem then arises as to how the impact of the errors on the reference map can be minimized. This paper has two goals. First, on the basis of information on field measurement and satellite observation errors we derive a reference LAI map of the highest possible quality. Then, this map is used to achieve the second goal: validation of the MODIS LAI product.
[5] The flow of this paper is as follows. Details relevant to collection of LAI data and satellite products used in this study are given in section 2. The aim of section 3 is to derive a set of reference LAI values which account for measurement and observation errors and agree closely with both collected LAIs and those derived from Enhanced Thematic Mapper (ETM+) data. The ability of various retrieval techniques to reproduce the reference values is analyzed in section 4. In section 5 we check if the scaledependent parameters in the Collection 4 operational LAI and FPAR algorithm are valid. The generation of 30 m resolution maps and their analyses are presented in section 6. Results validating the MODIS LAI product (section 7) and concluding remarks (section 8) complete the paper. Definitions of the accuracy, precision, and uncertainty used in this study are given in Appendix A.
Data Used in This Study

In Situ Data
[6] A 3 Â 3 km agricultural area in Alpilles $25 km southwest of Avignon, France (43.81°N, 4.75°E), was chosen for field data collection to validate the MODIS LAI product. This area is one of the Validation of Land European Remote Sensing Instruments (VALERI) experiment sites (available at http://www.avignon.inra.fr/valeri) (F. Baret et al., VALERI: A network of sites and a methodology for the validation of land satellite products, submitted to Remote Sensing of the Environment, 2004). The site is composed of young and fully grown wheat (42.1%), wheat with senescent regrowth (10.6%), bare and partially bare with weeds (30%), orchards (4.1%), grasslands (5.3%), marsh field (5%), and fallow fields (2.9%).
[7] Leaf area index was measured with a LAI-2000 plant canopy analyzer at this site during the period from 26 February to 15 March 2001. The measurements were taken mostly right before sunrise and after sunset. LAI values were calculated according to Miller's derivation [Miller, 1967] , which is the default method used by LAI-2000. It should be noted that the LAI-2000 converts canopy gap fraction into LAI under the assumption of random spatial distribution of leaves. However, actual foliage distribution is not random which invalidates this assumption. Therefore values from Miller's formulae give an effective leaf area index. The effective LAI underestimates true values for this site Weiss et al., 2004] .
[8] The 3 Â 3 km plot was divided into nine 1 Â 1 km grids (Figure 1a ). In the middle grid, data were collected on two transects of $1 km at 50 m intervals from west to east and from southwest to northeast. There were 34 valid readings collected on these transects. In addition, 15 points outside the centrally located grid were selected to represent the distribution of young and fully grown wheat in the whole 3 Â 3 km plot. At each sampling point, data were collected at 4 m intervals on two 20 m lines which form a regularly shaped cross ( Figure 1b ) for a total of 12 local points. One above-canopy and four below-canopy LAI-2000 measurements were taken at each local point to obtain one local LAI value. The average of 12 local LAI values was assigned to LAI at the sampling point. GPS locations of the center of each cross were made. The location accuracy without differential correction of GPS is about 10-15 m since the deliberate selective availability error was removed from the U.S. GPS system from 2 May 2000 onward. Figure 2a presents [10] The Collection 4 product is projected on the sinusoidal 10°grid, where the globe is tiled for production and distribution purposes into 36 tiles along the east-west axis and 18 tiles along the north-south axis, each approximately 1200 Â 1200 km. The tile coordinate system starts at (0, 0) (horizontal (h) tile number, vertical (v) tile number) in the upper left corner and proceeds rightward (horizontal) and downward (vertical). For each 1 km pixel the product file provides LAI, FPAR, and two quality control variables. A description of data format has been detailed in the FPAR LAI user's guide (available at http://cybele.bu.edu/modismisr/products/modis/userguide.pdf). The Collection 4 MODIS LAI product from tile h18v04 with the Alpilles site is used in our investigation.
Collection 3 MODIS Land Cover Product
[11] In the MODIS LAI/FPAR algorithm, global vegetation is stratified into six canopy architectural types, or biomes . The six biomes are grasses and cereal crops (biome 1), shrubs (biome 2), broadleaf crops (biome 3), savannas (biome 4), broadleaf forests (biome 5), and needleleaf forests (biome 6). Collection 3 MODIS land cover product (MOD12Q1) includes a special layer containing the six-biome land cover which is consistent with the LAI/FPAR algorithm and is used as input to the Collection 4 LAI/FPAR operational algorithm. Collection 3 MODIS land cover product is based on 1 year of MODIS observations [Friedl et al., 2002] . Tile h18v04 is used in our investigations. 
ETM+ + + + Data
[12] We selected a subset of a Landsat ETM+ image from 15 March 2001 (path 196, row 90) containing the Alpilles site. The ETM+ subset has a spatial resolution of 30 m and covers a 10 Â 10 km region. In this study, we use data from band 1 (blue, 450-515 nm), band 2 (green, 525 -605 nm), band 3 (red, 630-690 nm), band 4 (nearinfrared (NIR), 780-900 nm), band 5 (1550-1750 nm), and band 7 (2090-2350 nm) to generate 30 m resolution LAI maps using different retrieval techniques. The subset is in the universal transverse Mercator (UTM) projection. The image was atmospherically corrected using the 6S radiative transfer code [Vermote et al., 1997] . Aerosol optical depth at 550 nm, input to the 6S code, was obtained by exponential interpolation of data from the Aerosol Robotic Network [Holben et al., 1998 ]. Figure 2c shows reflectances of pixels where LAI measurements were taken. The fully grown and young wheat canopies are separated sufficiently well in the spectral space. A denser canopy (fully grown wheat) exhibits high NIR and low red reflectance. For the young wheat the opposite effect is seen: high red and low NIR reflectance. An increase in LAI decreases red and increases near-infrared reflectance. Such behavior is seen in canopies with background of intermediate brightness [Shabanov et al., 2002] . On average, the reflectance of fully grown wheat is $0.03 and $0.40 in the red and NIR bands, respectively. For the young wheat the ETM+ reflectance is 0.1 and 0.25 in the red and NIR spectral bands, respectively.
Reference Values
[13] The biggest challenge for validation of moderate-(100 -1000 m) and coarse-(>1 km) resolution LAI products is the extrapolation of scarce field data from sampling points to a sufficiently extended area. One way of doing this is to employ both field measurements and highresolution satellite data (10 -30 m) to produce validated fine-resolution LAI maps over a sufficiently extended area, to aggregate these to 1 km resolution, and to use them as benchmarks to validate the MODIS products [Tian et al., 2002a [Tian et al., , 2002b ]. An important step in the implementation of this approach is the derivation of an accurate site-specific relationship between LAI and surface reflectance using field measurements and satellite data which, in turn, can be taken as a reference. Various retrieval techniques can be tested for their ability to reproduce the relationship and, consequently, for their ability to extrapolate field data.
[14] We have 49 pairs [L k , E k ] of field-measured LAI, L k , and observed ETM+ spectral surface reflectance, E k , of pixels where corresponding LAI measurements were taken (Figure 3 ). In the case of error-free data, observed relationships [L k , E k ] can be taken as reference values. A small perturbation, however, is likely to result in a change in a true relationship. Errors in atmospherically corrected ETM+ data and field-measured LAIs are sources of the perturbation. Here we focus on the following problem: Given 49 pairs [L k , E k ] and their errors, how should values of L k and E k be changed within field measurement and satellite observation errors to achieve the most accurate relationship between LAI and ETM+ surface reflectance? The modified pairs will be taken as reference values. They should provide stable relationships in both forward and inverse modes. In the forward mode, i.e., prediction of surface reflectance given LAI, variation in LAI due to field measurement errors should involve corresponding variation in surface reflectance within the satellite observation errors. For the inverse mode, i.e., prediction of LAI given surface reflectance, variation in surface reflectance data due to satellite observation errors should not cause variation in corresponding LAI to fall outside of the measurement errors. The stable relationship converts observed reflectance (measured LAI) to LAI (reflectance) as follows: It replaces the observed reflectance (measured LAI) with the closest reference value and returns the corresponding reference LAI (reflectance). The predicted value will be accurate to within measurement and observation errors. Our goal in this section is to derive 49 pairs of LAIs and spectral surface reflectance satisfying the stability conditions.
[15] Figure 3 illustrates our approach. To examine stability of the forward mode (case A), one selects a LAI value of the kth pixel. Because of measurement errors a true LAI for this pixel belongs to an interval around the selected value. Next, one forms a set of measured LAIs whose values fall in this interval and evaluates coefficients of variation (standard deviation/mean) of LAI and corresponding ETM+ reflectance in the red and NIR spectral bands. By repeating this procedure for each pixel one obtains relationships between variations in LAI and corresponding ETM+ reflectance. We will show that the forward mode satisfies the stability condition. Stability of the inverse mode (case B) is examined in a similar manner (Figure 3 ). This mode, however, appears to be very sensitive to small variations in surface reflectance, indicating that the prediction of LAI given surface reflectance is an ill-posed problem [Tikhonov et al., 1995] . Finally, by accounting for both measurements and observation errors (case C) we derive 49 pairs of LAIs and spectral surface reflectance satisfying the stability conditions.
Case A: Stability of the Forward Mode
[16] To assess the impact of measurement errors on the prediction of surface reflectance, we form 49 groups of data, with varying surface reflectance and almost constant values of field LAI, using 49 pairs [L k , E k ], k = 1, 2, . . ., 49, of field LAIs, L k , and observed ETM+ reflectance, E k = (e 3 k , e 4 k ), in the red, e 3 k , and NIR, e 4 k , spectral bands as follows ( Figure 3 ). The kth group identified by L k includes those ETM+ observations for which corresponding field LAIs differ from L k by an amount equal to or less than the measurement error; that is,
, is approximated by a step function; that is, s(L) = 0.14 if LAI < 1, and s(L) = 0.53 otherwise. Here 0.14 and 0.53 are averages of standard deviation values shown in Figure 2b over LAI < 1 and LAI ! 1, respectively. The correlation (not shown here) between L k , k = 1, 2, . . ., 49, and mean values over associated groups (i.e., over L j for which jL k À L j j s(L k )) is very strong; R 2 = 1, slope is 0.97, and offset is 0.01. If measured values L k are treated as true values and elements from the associated groups are treated as their estimates, the proximity between them is characterized by a relative accuracy, uncertainty, and average relative precision of 2%, 6%, and 13%, respectively (see Appendix A for definitions of the accuracy, precision, and uncertainty).
Thus, to every L k , there corresponds a set of pairs [L j , E j ] with varying surface reflectance and ''almost'' constant value of the leaf area index.
[17] The correlation between observed, E k , and mean reflectance taken over the corresponding group is shown in Figure 4a . The observed and mean reflectances in red and NIR spectral bands are correlated sufficiently well ( Figure 4a ) and agree to within a relative accuracy of 2% for red and 1% for NIR spectral bands (Table 1 ). This suggests that the accuracy in the prediction of surface reflectance given LAI is comparable with the accuracy in LAI. The relative uncertainties (RMS/mean) in the mean red and NIR reflectances with respect to observed values are 27% and 7%, respectively. As one can see from Figure 4b , reflectances from groups can reproduce observed ETM+ reflectance with a relative precision (standard deviation/mean) of 25% at red and 8% at NIR wavelengths. An overall relative precision, (25% + 8%)/ 2% $ 16%, is comparable to the relative precision of field measurements (13%). Thus variation in LAI values due to measurement errors results in comparable variation in corresponding surface reflectance.
Case B: Instability of the Inverse Mode
[18] Let M = (m 3 , m 4 ) be a vector of true values, m 3 and m 4 , of the atmospherically corrected ETM+ reflectance in the red (band 3) and NIR (band 4) spectral bands. In-orbit radiances measured by satellite-borne sensors are transformed through an atmospheric correction algorithm into an observation E = (e 3 , e 4 ) of M. Various error sources and factors which are not accounted for by the algorithm cause the observed surface reflectances e 3 and e 4 to deviate from their true values m 3 and m 4 . We treat the observations as independent random variables with finite variances s k 2 , k = 3, 4, and assume that the deviation e k = (e k À m k )/s k , k = 3, 4, follows Gaussian distribution. The random variable
Figure 3. Derivation of reference values. Group k in case A consists of pairs of measured LAI values L kal which are ''close'' to L k and corresponding ETM+ surface reflectances E kal . Similarly, group k in case B includes ETM+ surface reflectances E kbl being ''close'' to E k and respective measured LAI values L kbl . Group k in case C is obtained by merging groups k in cases A and B.
characterizing the proximity of atmospherically corrected data E to true values M has a chi-square distribution with two degrees of freedom. A value of c s 2 2 indicates a good observation quality [Martonchik et al., 1998; Wang et al., 2001] . Dispersions s = (s 3 , s 4 ) are precisions in the atmospherically corrected ETM+ surface reflectance in the red and NIR spectral bands, respectively, which, in turn, are parameterized in terms of their relative values, i.e., a 3 = s 3 / e 3 and a 4 = s 4 /e 4 . Note that the relative precision is used by the MODIS LAI algorithm as input. Since only one observation of ETM+ surface reflectance per pixel was available for this site, we use theoretical estimates to specify the relative precisions, namely, a 3 = 15% and a 4 = 6% [Wang et al., 2001 [19] We form another 49 groups of data using 49 [L k , E k ], k = 1, 2, . . ., 49, with varying LAIs and almost constant surface reflectances (Figure 3) . The kth group identified by E k includes those measured L j for which corresponding observed ETM+ reflectance E j is equal to E k within the observation precision, i.e., c s 2 [E k À E j ] 2. The correlation between E k , k = 1, 2, . . ., 49, and mean values over corresponding indistinguishable observations (i.e., over E j for which c s 2 [E k À E j ] 2) is very high ( Figure 5 ); they almost lie on the 1:1 line with negligible offsets. The R 2 for red and NIR spectral bands is $0.99. The relative uncertainty (RMS/mean) is 5% at red and 2% at NIR wavelengths with biases being <0.001. The relative precision (standard deviation/mean) varies with groups between 0% (only one pair in the group) and 15% (mean is 7%) for red and does not exceed 7% (mean is 3%) for NIR spectral band. Thus, if E k are treated as true values and the indistinguishable observations are treated as their estimates, the proximity between them is characterized by a relative accuracy, uncertainty, and average relative precision of 1%, 5%, and 7% in red and 1%, 2%, and 3% in NIR spectral band, respectively. Thus, to every E k , there corresponds a set of pairs [L j , E j ] with varying LAIs and almost constant values of ETM+ reflectance.
[20] Figure 6 demonstrates the response of LAI to indistinguishable variations in surface reflectance. Measured L k and mean values over corresponding groups are well correlated (R 2 = 0.95) and close to the 1:1 line (slope is 0.94; offset is 0.09); the relative uncertainty (RMS/mean) is 20%. If measured L k are treated as true values and elements from associated groups are treated as their estimates, they agree to within a relative accuracy (bias/mean) of 1% ( Figure 6a and Table 1 ). The relative precision (standard deviation/mean) varies significantly with LAI and can be as high as 130% (Figure 6b ). Its mean value is 40%.
[21] For LAI < 1, mean and measured values are poorly correlated; that is, field-measured LAIs can vary significantly with mean values essentially unchanged (Figure 6a ). The relative uncertainty and mean relative precision calculated for these LAIs are 46% and 65%, respectively. For LAI ! 1 the correlation is stronger (R 2 = 0.60), less uncertain (RMS/mean is 14%), and more precise (standard deviation/mean is 15%). Measured L k and mean over corresponding groups agree to within a relative accuracy of 1% in both cases.
[22] Thus the inverse mode magnifies the uncertainty and precision in the red surface reflectance by a (sensitivity) factor of about 4 and 9 (Table 1) , respectively, making the prediction highly sensitive to input data errors and, consequently, unstable. This result suggests that the retrieval of LAI from satellite data should be treated as an ill-posed problem. The sensitivity factors can be reduced if both measurement and observation errors are used by the retrieval technique [Tikhonov et al., 1995] (see also section 3.3). The MODIS LAI/FPAR algorithm uses the radiative transfer equation and observation precision to establish relationships between LAIs and surface reflectances. This made it possible to reduce the precision sensitivity factor to $1. 2 (Huang et al., manuscript in preparation, 2004) . It should be emphasized that the use of error information in the retrieval technique is a must to achieve this level of stability [Knyazikhin et al., 1998a [Knyazikhin et al., , 1998b . This is consistent with common knowledge that the estimation of the LAI given reflectances is an ill-posed problem, while prediction of the radiation field given LAIs is a well-posed problem [Vladimirov, 1963] .
Case C: Stable Relationship
[23] To assess the overall impact of measurement and observation errors on the relationship between satellite data and field LAI, we form 49 sets of data by joining respective groups introduced in sections 3.1 and 3.2 and in Figure 3 . Thus the kth group identified by measured LAI, L k , and ETM+ reflectance, E k , is the set of pairs that belongs to at least one of the kth group from cases A and B (Figure 3) . For each group, mean values of the ETM+ surface reflectance and field LAI were calculated. The former are taken as reference reflectances which account for both measurement and observation errors. Figure 7a shows correlation between observed and reference reflectances. The relative uncertainties are 17% and 5% at red and NIR spectral bands, respectively (Table 1) . They agree to within a relative accuracy of 1%. The reference surface reflectance represents the corresponding observed value with a relative precision of 20% for red and 6% for NIR spectral bands. Both the relative uncertainty and precision, on average, are lower than those obtained in case A.
[24] Mean and field LAI almost lie on the 1:1 line (R 2 = 0.99, slope is 0.96, and offset is 0.07) and agree to within an accuracy of 1% ( Figure 7b and Table 1 ). The relative uncertainty is 28% for LAI < 1, 7% for LAI ! 1, and 10% for the entire LAI range. The relative precision varies with LAI between 15% and 160% (mean is 51%) for LAI < 1 and between 0% and 22% (mean is 11%) for LAI ! 1. Its mean value over the entire LAI range is 33%. If both measurement and observation errors are taken into account, the correspondence between LAI and ETM+ reflectance is more precise and less uncertain compared to those obtained in case B. This improvement has resulted from a redistribution of uncertainty and precision values attributed to LAI in case B between LAI and surface reflectance in case C. For example, the 65% precision of LAI in case B has been partitioned between the precision in LAI (33%) and red reflectance (20%) in case C (Table 1 ). The use of uncertainty information is primarily responsible for a better correspondence between measurements and observations. [25] For each group of ETM+ surface reflectances a mean simple ratio (SR) was calculated. LAI and mean SR appeared to be linearly related,
The R 2 is 0.94 with a RMS of 0.36. LAI values obtained by applying this relationship to the 49 reference reflectances are taken as reference values for satellitederived LAI. Figure 8 demonstrates the proximity of measured and reference LAI values. There is a very strong correspondence between them. The relative uncertainty is 26%. If the measured LAIs are taken as true values, the reference LAIs estimate their mean values over LAI < 1 and LAI ! 1 with relative accuracies of 9% and 1%, respectively.
Empirically Based Retrieval Techniques and MODIS LAI and FPAR Algorithm
[26] The aim of this section is to derive relationships between LAI and ETM surface reflectance using various techniques and to test for their ability to predict the reference LAI values. Relationships which provide the best agreement will be used to extrapolate field data.
Simple Ratio -Based Regression Method
[27] Normalized difference vegetation index (NDVI), SR, greenness, and brightness are often used for LAI retrievals [Jordan, 1969; Tucker, 1979; Myneni et al., 1995; Knyazikhin et al., 1998a; Elvidge and Chen, 1995; Butera, 1986; Baret et al., 1988; Nemani et al., 1993; Brown et al., 2000; Wang et al., 2004; Crist and Cicone, 1984; Kauth and Thomas, 1976; Jackson, 1983] . The leave-one-out crossvalidation technique [Cawley and Talbot, 2003; Gong, 1986; Efron and Gong, 1983] was used to test these indices for their ability to produce a fine-resolution LAI map. An index which minimizes the root mean prediction error sum of squares while keeping the bias within the standard error is taken as the best candidate [Katila and Tomppo, 2001] . This technique provides an almost unbiased estimate of the extrapolation ability of the model performance on previously unseen data. We found that only the SR-based relationship satisfies the above criteria in our particular case. This relationship is given by
Note that derivation of this equation is based on the ordinary least squares regression method which assumes error-free surface reflectance [Curran and Hay, 1986] . Errors in the SR lead to a downward biased estimate of the true regression slope. This effect falls off with increasing R 2 [Hausman, 2001] . In our case the R 2 of equation (2) (0.94) is higher than that of equation (3) (0.85). This suggests that equation (2) provides a closer approximation to the relationship between LAI and ETM+ surface reflectance.
[28] Equation (3) takes on negative values for SR < 1.1 (NDVI < 0.05), indicating very low vegetation density. Under the SR-based empirical model the inequality SR < 1.1 is taken as an indicator of nonvegetated pixels. Reflectance of these pixels is linearly related, i.e., NIR = red + 0.02 (R 2 = 0.98; RMS error is 0.013). This linear regression describes the distribution of nonvegetated pixel on the red- NIR plane, or soil line [Kauth and Thomas, 1976] . This regression curve will be used in section 7 to adjust the MODIS algorithm to generate a 30 m fine-resolution LAI map.
Neural Network Retrieval Technique
[29] We use the neural network technique to derive a mapping function between ETM reflectance at six spectral bands (six input variables) and LAI (one output variable) for given illumination and viewing geometry and site-specific architecture of the vegetation canopy. The back propagation neural network [Rumelhart et al., 1986] available in the MATLAB (version 6) software (The MathWorks, Inc., available at http://www.mathworks.com) was used to derive the map. Two hidden layers with four and two nodes were selected to specify the architecture of the neural network. Two log-sigmoid and linear functions were used to establish the connection between input, two hidden, and output layers. Six parallel networks were run simultaneously. The median value of the six predictions was taken as a final result.
Fine-Resolution MODIS LAI/ / / /FPAR Algorithm
[30] The MODIS LAI/FPAR algorithm uses a biome classification map and atmospherically corrected spectral reflectance as well as model and input precisions to retrieve LAI. It compares measured reflectances with those determined from a suite of canopy models, which depend on biome type, canopy structure, and soil/understory reflectances. The canopy/soil/understory models with which simulated and measured surface reflectances agree within a model and observation precision are used to derive the distribution of all possible solutions, i.e., LAI distribution functions. The mean values of these distribution functions are archived. Thus the operational algorithm was designed to process data in a fashion similar to case C. The threedimensional transport equation is used to simulate canopy reflectances as a function of biome type, Sun view geometry, and canopy/soil patterns [Myneni, 1991] . The precision sensitivity factor is $1.2 (Huang et al., manuscript in preparation, 2004) .
[31] The MODIS LAI/FPAR algorithm adjusted to process ETM+ data [Tian et al., 2002a [Tian et al., , 2002b [Tian et al., , 2002c will be used here to generate a 30 m resolution LAI map. There are two parameters in the MODIS LAI/FPAR algorithm which allow accounting for site-specific features. They are the spectral single-scattering albedo [Tian et al., 2002c; Wang et al., 2004] and background reflectance. The leaf spectrum was not available for this site, and thus we use a mean leaf spectrum for grasses (MODIS semiannual report, 1 January 1998 to 30 June 1998). The soil line derived from ETM+ data (section 4.1) was used to specify patterns of sitespecific background reflectances. Precisions in atmospherically corrected ETM+ reflectance in the red and NIR spectral bands were set to 20% and 10%, respectively.
Comparison of Retrieval Techniques
[32] The simple ratio relationship (equation (3)), neural network technique, and fine-resolution MODIS LAI/FPAR algorithm were applied to process 49 ETM+ reflectances of the sample points (Figure 1 ). Figure 9 demonstrates the proximity of these retrievals to the reference and measured LAI values. We see that the retrievals correlate with the reference values more strongly than with their fieldmeasured counterparts. The R 2 values, slopes, and offsets for the simple ratio -based LAI (SR LAI) and neural network-based LAI (NN LAI) relative to the reference are very close (Figures 9a and 9c) . The relative accuracy and uncertainty for the entire LAI range are À1% and 19% for the SR LAI and +5% and 32% for NN LAI, respectively. We exclude the neural network retrievals from further analyses since they rank below the SR-based LAI in quality.
[33] Predicted MODIS LAI and the reference are very well correlated (R 2 = 0.9; slope is 1) and agree within an accuracy and uncertainty of 0.3 (relative value is 16%) and 0.58 (relative value is 30%), respectively. To compare, Figure 9d demonstrates correlation between field and MODIS LAIs which appears to be less accurate.
[34] It will be recalled that the reference provides the effective LAI which, in our case, underestimates true values Weiss et al., 2004] . The MODIS algorithm, in turn, is designed to retrieve true LAI values. This explains why the MODIS algorithm overestimates the reference values in this particular case. Since the precision sensitivity factor for the MODIS algorithm is $1.2, the retrieval precision is about 1.2 Â 20% = 24%, where 20% is the precision tolerance level used by the MODIS algorithm. The overall precision of the SRLAI is also 24%. It was calculated by applying equation (3) to the groups introduced in case C and evaluating the mean and standard deviation for each of them. Thus the SRLAI and MODIS LAI are comparable in terms of precision. The difference between true and effective LAI therefore can be obtained by comparing the SR and MODIS algorithm -based retrievals. As one can see from Figure 10 , the true LAI, on average, differs from its effective counterpart by 0.28. The difference, 0.28 + 0.07 À 0.30 = 0.05, between offsets in MODIS LAI -SR LAI plus SR LAI -reference and MODIS LAIreference relationships can be treated as the accuracy in MODIS LAI and SR LAI retrievals to reproduce reference LAIs.
Scaling of the MODIS Algorithm
[35] As demonstrated in section 4.3, the fine-resolution version of the MODIS algorithm can generate a 30 m LAI field with satisfactory accuracy, precision, and uncertainty. However, when the spatial resolution of the imagery becomes significantly coarser than 30 m, then, in general, both the degree of biome mixing within a pixel and the number of mixed pixels in the imagery is increased. If LAI is to be retrieved using data with a pixel size that almost guarantees substantial mixing, the retrieval uncertainty can be quite high if the resolution of the data is not considered in the retrieval technique. Thus the retrieval algorithm must be scale adjustable to allow for spatial-scale effects. Scaling is a process by which it is established that LAI values derived from coarse-resolution sensor data should equal the arithmetic average of values derived independently from fine-resolution sensor data. The MODIS LAI and FPAR algorithm addresses this issue explicitly through two resolution-dependent parameters [Knyazikhin et al., 1998a [Knyazikhin et al., , 1998b Panferov et al., 2001; Wang et al., 2003; Smolander and Stenberg, 2003] . A methodology proposed by Tian et al. [2002c] was applied to specify the scale-dependent parameters for the Collection 4 MODIS LAI and FPAR algorithm. The aim of this section is to check if the scaledependent parameters in the Collection 4 operational LAI and FPAR algorithm are valid for the Alpilles site.
[36] Let L T denote LAI values at a resolution of 1 km obtained by averaging 30 m retrievals produced by the fineresolution MODIS algorithm. We aggregate the 30 m ETM+ reflectance data to 1 km resolution. Let L denote a LAI value obtained directly from 1 km resolution surface reflectance data using the Collection 4 MODIS operational algorithm. The relative difference between L T and L, RDL = jL T À Lj/L T , characterizes LAI error incurred by first aggregating reflectances to 1 km resolution and then performing LAI retrievals. The RDL varies with the spatial resolution, and pixel heterogeneity and can be quite high if the resolution of the data is not considered in the retrieval technique [Tian et al., 2002c] . Allowing an overall model and input precision of 20%, the fine-resolution biome 1 look-up table was scaled up in such a way that mean RDL < 20% for biome 1 (grasses and cereal crops) irrespective of within-pixel heterogeneity [see Tian et al., 2002c, Figure 9 ]. Here RDL is the mean relative difference over grasses and cereal crops (biome 1).
[37] The fine-resolution LAI/FPAR algorithm was applied to produce a 30 m LAI map for a 10 Â 10 km area centered on the Alpilles site. LAI values, L T , at 1 km resolution were obtained by averaging 30 m LAI retrievals. A 1 km pixel is attributed to biome 1 if the percent of 30 m subpixels with this biome type exceeds 85%. There were 58 pixels satisfying this condition. Figure 11 shows histo- grams of L T and L for these pixels. Both histograms localize the most probable value of LAI. However, 1 km LAIs derived from 1 km resolution surface reflectance data vary between 0.5 and 1.5, while 87% of values aggregated from 30 m retrievals fall in this interval. In spite of this discrepancy the mean RDL over all 1 km biome 1 pixels does not exceed a threshold value of 20% (RDL = 12%). Mean LAIs obtained by averaging 30 m retrievals and derived directly from 1 km resolution data agree to within an accuracy of 0.15 with a precision and uncertainty of 0.21 and 0.20, respectively. This result suggests that scaling parameters in the operational algorithm are valid for the Alpilles site.
Comparison of SR and MODIS Fine-Resolution Maps
[38] The fine-resolution LAI/FPAR algorithm and the SR relationship were applied to produce 30 m LAI maps of a 10 Â 10 km area centered on the Alpilles site. The correlation between 30 m MODIS LAI value and 30 m SR LAI is shown in Figure 12a . One can see that the SR LAI can vary significantly with the MODIS LAI essentially unchanged. Because of a high value of the precision sensitivity factor of the empirical relationship (section 3.2), variations within an observation precision typically of about 13-20% (Huang et al., manuscript in preparation, 2004) make the retrievals highly unstable. The MODIS algorithm, in turn, is insensitive to such variations in input since the precision sensitivity factor is $1.2. Inaccuracies in input therefore do not have such a dramatic impact on the stability of MODIS retrievals. This situation is detailed in case B when LAI values predicted by the empirical relationship exhibit high variations due to observation errors. To account for these factors, the empirically based retrievals should be averaged over LAIs corresponding to ''indistinguishable'' surface reflectances (section 3.2). Since MODIS algorithm retrievals are stable with respect to the observation precision, the expected values can be obtained by averaging SR LAIs corresponding to a given value of the MODIS LAI. As one can see from Figure 12b , the relationship between averaged SR LAI values and MODIS retrievals coincides with the one derived from the reference (Figure 10 ), indicating that both MODIS LAIs and averaged SR LAI agree with the reference LAIs. This finding suggests that the empirically based retrievals are of low quality and that they should undergo an additional processing to obtain the reliable product.
[39] The analyses presented here and in section 3.2 indicate that the retrieval of LAI from satellite data is an ill-posed problem; that is, small variations in input due to observation errors result in a very low precision of the desired parameter. Any retrieval technique based on a simple model inversion or empirical relationships is unable to generate stable retrievals [Tikhonov et al., 1995] . The pair, observations and their inaccuracies [Tikhonov et al., 1995, p. 3] , ''is, in general, the minimal information necessary to construct approximate solution for ill-posed problems.'' Examples presented here and in section 3 give a good illustration of this fundamental mathematical result. Note that the operational MODIS algorithm admits the minimal information pair and therefore is able to generate stable retrievals (Huang et al., manuscript in preparation, 2004) . LAI maps into the sinusoidal 10°grid. A 10 Â 10 km area centered on the Alpilles site and overlapped with the MODIS standard product was extracted from the reprojected image. Information about coregistration errors was not available to us. Two LAI maps at 1 km resolution were obtained by averaging 30 m SR LAI and 30 m MODIS LAI amplified with the adjusted SR LAIs. The 1 km pixels are attributed to biome 1 if the percent of 30 m subpixels with grasses exceeds 85%. There were 58 pixels satisfying this condition which were selected for our further analysis.
MODIS Product
[41] Figure 13 shows the relationship between 1 km LAI fields aggregated from the 30 m SR and MODIS LAIs. Since the 1 km pixels are quite homogeneous with respect to the biome type, the relationship is expected to be close to that derived directly from 30 m LAI fields using only those pixels for which 30 m MODIS retrievals are available. Such a relationship is shown in Figure 12b , which, as expected, almost coincides with one shown in Figure 13 . This indicates that the substitution of the missing 30 m MODIS retrievals with the adjusted SR LAIs has not involved the loss in the quality of the 1 km LAI map aggregated from the 30 m MODIS LAI retrievals. This map is taken as a reference 1 km LAI map. Figure 14 shows a fine-resolution LAI map and a contour plot of 1 km resolution LAIs.
[42] The Collection 4 MOD15A2 product for 14 March 2001 is used in our analysis. The Alpilles site is located in tile h18v04, line 744, and sample 411. A 10 Â 10 km area centered on the Alpilles site which overlays the reference 1 km LAI map was extracted from the Collection 4 MOD15A2. Fifty-eight pixels specified earlier were selected for further analysis. Note that more than 85% of the selected area is occupied by biome 1 (grasses), while the Collection 3 MODIS land cover product maps it as biome 3 (broadleaf crops). The main algorithm either fails or produces incorrect LAI values in such cases Tian et al., 2000; Huang et al., manuscript in preparation, 2004] . For the selected area, there were no algorithm failures, and thus the retrieval quality is impacted by biome misidentification. To estimate this impact, we reprocessed tile h18v04 using the operational algorithm and the correct biome map. Both the Collection 4 MODIS product and the reprocessed LAI values are compared against the 1 km reference map.
[43] Figure 15 shows distributions of the Collection 4, reprocessed, and reference LAI values. Distributions of the reference and reprocessed values appear to be closely allied. Both plots localize the same most probable value of LAI. Mean LAIs over the 58 km 2 area for these retrievals are coincident. The MODIS operational algorithm, however, overestimates the most probable mean LAI by 0.2. Deviations of the MODIS product and reprocessed LAIs from the reference values are shown in Figure 16 . Thus the accuracy, precision, and uncertainty in the Collection 4 MODIS LAI (reprocessed LAI) are 0.2 (0.0), 0.36 (0.25), and 0.48 (0.48), respectively.
[44] It should be noted that the precision of the mean reference LAI over the 58 km 2 area is 0.4; that is, reference values exhibit essential variations within the selected area. (Figure 14b ), which contain 18 and 12 pixels, respectively. Each patch can be represented by a mean reference LAI value with a precision of 0.06. The MODIS product overestimates the reference mean by 0.3. Its precision and uncertainty are 0.23 and 0.38, respectively. The reprocessed values are accurate to within 0.15 with a precision and uncertainty of about 0.20 and 0.25, respectively. In both cases the retrieval precision does not exceed 0.24, which is the product between the precision sensitivity factor, 1.2, and the model-observation precision, 0.2. These accuracy statements refer to a homogeneous patch of about 12-18 km 2 .
Conclusions
[45] The biggest challenge for validation of moderateand coarse-resolution LAI products is the extrapolation of scarce field data from sampling points to a sufficiently extensive area. One way of doing this is to employ both field measurements and high-resolution satellite data to produce validated fine-resolution LAI maps over a sufficiently extended area, to aggregate these to 1 km resolution, and to use them as benchmarks to validate the MODIS products. Retrieving LAI from high-resolution satellite data and field LAI at sampling points, or the extrapolation procedure, is a key element in the implementation of this strategy.
[46] Two factors, errors in field LAI and highresolution satellite data, have significant impact on the extrapolation of field data. If these factors are ignored, small variations in field and satellite data due to measurements and observation/processing errors result in a low precision of the extrapolated LAI field irrespective of the extrapolation procedure used. In examples presented in this paper the extrapolation precision appeared to be $1 order of magnitude lower than observation and measurement precisions. This result indicates that the retrieval of LAI from satellite data is an ill-posed problem. As such any retrieval technique based on a simple model inversion or empirical relationships is unable to produce stable retrievals [Tikhonov et al., 1995] . The pair, observations and their inaccuracies [Tikhonov et al., 1995, p. 3] , ''is, in general, the minimal information necessary to construct approximate solution for ill-posed problems.'' On the basis of this fundamental mathematical result we derived a 30 m resolution reference LAI of sampling points which accounts for both field measurement and satellite observation errors and agrees with field-and satellitederived LAI within accuracy and precision of measurements and observations. The 30 m reference was then extrapolated from sampling points to a 58 km 2 area without loss in the quality and was degraded to a 1 km resolution LAI map. The latter is taken as a reference to specify quality of the MODIS product. Comparison of the reference and corresponding MODIS retrievals suggests satisfactory performance of the MODIS LAI algorithm.
Appendix A: Accuracy, Precision, and Uncertainty
[47] Here we follow S. W. Miller (VIIRS vegetation index (VVI) ATBD (version 5), National Polar-Orbiting Operational Environmental Satellite System, Silver Spring, Maryland, 2002 , available at http://npoesslib.ipo.noaa.gov/ atbd_viirs_v5.htm). Consider a single true value, T, of a satellite product or field-measured value at the pixel level. Various error sources cause an estimate X i of T to deviate from T. The index i indicates that any arbitrary number, N, of such estimates can be made. The accuracy, A, is defined as
where m is the average of all the measured values X i corresponding to a single true value T. The accuracy is also called a bias, and it is a direct comparison between the measurements X i and the true value T. The precision, P, is defined as the standard deviation of the measurements:
Both the accuracy and precision are defined for measurements corresponding to a single value of T.
[48] Consider a number of true values, T k , and their estimates, Y k , k = 1, 2,. . ., M. The uncertainty, U, is defined as
The uncertainty is alternatively known as the RMS error between the measurements X k and the true value T k .
[49] The relative accuracy (precision) is defined as accuracy (precision) normalized by the average of all the measured values X i corresponding to a single true value T. The relative uncertainty is the ratio U/T , where T is the average of all T k . Figure 16 . Distribution of the differences between Collection 4 LAI and the reference (C4) and between reprocessed LAI and the reference (C4B). 
