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Abstract
This paper studies the operator dd∗ + d∗d acting on q-forms on an unbounded domain with smooth boundary, where d is the
exterior derivative and d∗ is the adjoint of d calculated using the Sobolev space topology. The domain of d∗ is determined and an
expression for d∗ is obtained. The operator dd∗ + d∗d gives rise to a boundary value problem. Global regularity is obtained using
weighted norms and global existence is obtained by using the theory of compact operators.
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1. Introduction
Let Ω be a bounded domain in RN+1 having smooth boundary. Consider the exterior derivative operator d acting
on q-forms with coefficients in L2(Ω):
L2q(Ω)
d−→ L2q+1(Ω) d−→ · · · .
Let d∗ be the adjoint of d in the L2 topology. In [3], the elliptic operator dd∗ + d∗d is studied.
The equation (dd∗ + d∗d)φ = α makes sense only if φ ∈ domd∗ and dφ ∈ domd∗, which are actually boundary
conditions. Thus, the author studies the boundary value problem⎧⎨⎩
(dd∗ + d∗d)φ = α in Ω ,
φ ∈ domd∗,
dφ ∈ domd∗.
(1)
The author gives necessary conditions for (dd∗ + d∗d)φ = α to be solvable and regularity statements are also
given.
In their paper Hodge Theory in the Sobolev Topology for the de Rham Complex, Fontana, Krantz and Peloso study
the boundary value problem (1) on smoothly bounded domains and the upper half space using the Sobolev topology
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and a new boundary value problem arises. They give a complete existence and regularity theory for smoothly bounded
domains and for the upper half space.
In this paper, we will prove corresponding results on an unbounded domain Ω with smooth boundary. As in [2], we
see that the Hodge operator = dd∗ + d∗d is an elliptic pseudo-differential operator. We will establish a condition
for when φ and dφ are in dom d∗, and we will give an expression for d∗ (calculated in the W 1 topology). A global
regularity theory for solutions φ to the boundary value problem is obtained by using weighted norms and, from this
result and some functional analysis, we establish a global existence theory of solutions to the boundary value problem.
2. The domain of d∗
In order to study the boundary value problem (1), we need to first determine (domd∗) ∩ Λq(Ω), and to give an
expression for d∗.
Let x′ = (x0, x1, . . . , xN−1) and f ∈ C∞. Let Ω = {(x′, xN) ∈ RN+1 | xN > f (x′)}.
Proposition 1. The (q + 1)-form ψ lies in (domd∗)∩Λq+1(Ω) if and only if∑
|I |=q
∑
|K|=q+1
j=0...N
(
KjI
∂ψK
∂n
∂ρ
∂xj
)
dxI = ∇N1ψ	N1 = 0 on bΩ,
where N1 is the normal vector field on Ω and 	 is the contraction operator.
Proof. For the unbounded domain Ω with smooth boundary, we will assume that the coordinates are normalized so
that −1 f (x′) 1 whenever −1 xj  1, j = 0, . . . ,N − 1.
Recall that, by definition, ψ ∈ domd∗ if and only if there is a constant cψ such that for all φ ∈Λq , we have∣∣〈dφ,ψ〉1∣∣ cψ‖φ‖1.
Notice that
〈dφ,ψ〉1 = 〈φ,d ′ψ〉1 +
∑
|I |=q
k=0...N
∫
bΩ
DkφI
( ∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
)
+
∑
|I |=q
∫
bΩ
φI
( ∑
|K|=q+1
j=0...N
KjIψK
∂ρ
∂xj
)
,
and that the first and last terms are bounded by cψ‖φ‖1. Thus, we consider the remaining term
N∑
k=0
∫
bΩ
DkφI
[ ∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
]
.
We write
Dk = Tk + ∂ρ
∂xk
∂
∂n
,
where Tk is the tangential part of Dk , in a suitable neighborhood of the boundary. So
N∑
k=0
∫
bΩ
DkφI
∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
=
N∑
k=0
∫
bΩ
TkφI
∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
+
N∑
k=0
∫
bΩ
∂ρ
∂xk
∂φI
∂n
∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
=
N∑
k=0
∫
bΩ
φIT
∗
k
∑
|K|=q+1
KjIDkψK
∂ρ
∂xj
+
∫
bΩ
∂φI
∂n
∑
|K|=q+1
KjI
∂ψK
∂n
∂ρ
∂xj
.j=0...N j=0...N
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N∑
k=0
∫
bΩ
φIT
∗
k
[ ∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
]∣∣∣∣∣ cψ‖φ‖1.
Thus if[ ∑
|K|=q+1
j=0...N
KjI
∂ψK
∂n
∂ρ
∂xj
]
≡ (∇N1ψ	N1)I = 0 on bΩ,
then ψ ∈ domd∗.
Conversely, suppose that ψ ∈ domd∗ ∩Λq+10 (Ω) and ∇N1ψ	N1 = 0 on the boundary of Ω . We seek a contradic-
tion.
We may suppose (by multiplying by a constant and scaling) that ψK , |K| = q + 1, are real and∑
|K|=q+1
j=0...N
KjI
∂ψK
∂n
∂ρ
∂xj
 1 when |xj | 2, j = 0, . . . ,N.
Now, set φI(x′, xN) = (xN − f (x′) + )3/4χ(x′, xN), where χ is a C∞ function such that χ ≡ 1 on {|x0| 
1/2} × · · · × {|xN | 1/2} and χ ≡ 0 on {|x0|> 1} × · · · × {|xN |> 1}.
We claim that there is a constant C > 0, independent of , such that
(i) ‖φI‖W 1(Ω) C, 0 <   0,
and
(ii)
∫
RN
∂φI
∂n
[
−
∑
|K|=q+1
j=0...N
KjI
∂ψK
∂n
∂ρ
∂xj
]∣∣∣∣
xN=f (x′)
∼ 1
1/4
as  → 0.
After establishing (i) and (ii), we will have our contradiction: it is not possible to find a constant such that the
mapping φ → 〈dφ,ψ〉1 is bounded on W 1q+1(Ω); thus ψ cannot be in domd∗.
To prove (ii), we notice first that
∂φI
∂n
(x′, xN)
∣∣∣∣
xN=f (x′)
=
N−1∑
k=0
∂f
∂xk
[
−3
4
−1/4
(
∂f
∂xk
)
χ
(
x′, f (x′)
)+ 3/4 ∂χ
∂xk
]
− 3
4
−1/4χ
(
x′, f (x′)
)− 3/4 ∂χ
∂xN
.
Therefore,∫
RN
∂φI
∂n
[
−
∑
|K|=q+1
j=0...N
KjI
∂ψK
∂n
∂ρ
∂xj
]∣∣∣∣
xN=f (x′)
=
∫
RN
[
N−1∑
k=0
(
∂f
∂xk
[
−3
4
−1/4
(
∂f
∂xk
)
χ
(
x′, f (x′)
)+ 3/4 ∂χ
∂xk
])
− 3
4
−1/4χ
(
x′, f (x′)
)− 3/4 ∂χ
∂xN
][
−
∑
|K|=q+1
KjI
∂ψK
∂n
∂ρ
∂xj
]∣∣∣∣
xN=f (x′)
.j=0...N
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∂f
∂xk
[
3/4
∂χ
∂xk
]
→ 0 and 3/4 ∂χ
∂xN
→ 0.
Also, the hypothesis∑
|K|=q+1
j=0...N
KjI
∂ψK
∂n
∂ρ
∂xj
= 0
on bΩ , together with the conditions on χ , gives us as  → 0 that∫
RN
∂φI
∂n
[
−
∑
|K|=q+1
j=0...N
KjI
∂ψK
∂n
∂ρ
∂xj
]∣∣∣∣
xN=f (x′)
∼ 1
1/4
.
Next, we prove (i). Now,
‖φI‖W 1(Ω) =
∫
Ω
|φI |2 dV +
N−1∑
k=0
∫
Ω
∣∣∣∣∂φI∂xk
∣∣∣∣2 dV + ∫
Ω
∣∣∣∣∂φI∂xN
∣∣∣∣2 dV,
and by computation, we see that the first term is bounded by a constant.
Also,
∂φI
∂xk
(x′, xN)= 34
(
− ∂f
∂xk
)(
xN − f (x′)+ 
)−1/4
χ(x′, xN)+
(
xN − f (x′)+ 
)3/4 ∂χ
∂xk
= 3
4
(
− ∂f
∂xk
)(
xN − f (x′)+ 
)−1/4
χ(x′, xN)+Φ,
where Φ ∈ C∞0 (Ω) and is uniformly bounded in . By computation, we see that the last two terms are also bounded
by a constant.
So, (i) is established, and we have the required contradiction. The proposition is also proved. 
To give an expression for d∗, we note that (for ψ ∈ domd∗)
〈dφ,ψ〉1 = 〈φ,d ′ψ〉1 +
∑
|I |=q
∫
bΩ
φI
( ∑
|K|=q+1
j=0...N
KjIψK
∂ρ
∂xj
)
+
∑
|I |=q
k=0...N
∫
bΩ
φIT
∗
k
[ ∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
]
.
We write d∗ψ = d ′ψ +Kψ and we want to determine Kψ .
Proposition 2. Let ψ ∈ domd∗ ∩Λq+1(Ω). Then Kψ is a q-form whose components satisfy⎧⎨⎩
(Kψ)I −Δ(Kψ)I = 0 in Ω ,
∂(Kψ)I
∂n
=∑ |K|=q+1
α,j=0...N
KjI T
∗
α
[
TαψK
∂ρ
∂xj
]+ [∑Nj=0 KjIψK ∂ρ∂xj ] on bΩ .
Proof. We have
〈dφ,ψ〉1 = 〈φ,d ′ψ〉1 + 〈φ,Kψ〉1,
and from above, we see that for ψ ∈ domd∗ ∩Λq+1(Ω),
〈φ,Kψ〉1 =
∑
|I |=q
∫
bΩ
φI
∑
|K|=q+1
j=0...N
KjIψK
∂ρ
∂xj
+
∑
|I |=q
k=0...N
∫
bΩ
φIT
∗
k
∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
.
We also have
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∑
|I |=q
∫
Ω
φI (Kψ)I +
∑
|I |=q
k=0...N
∫
bΩ
φIDk(Kψ)I ∂ρ
∂xk
−
∑
|I |=q
k=0...N
∫
Ω
φIΔ(Kψ)I
=
∑
|I |=q
∫
Ω
φI
[
(Kψ)I −Δ(Kψ)I
]+ ∑
|I |=q
∫
bΩ
φI
∂(Kψ)I
∂n
.
Therefore∑
|I |=q
∫
Ω
φI
[
(Kψ)I −Δ(Kψ)I
]+ ∑
|I |=q
∫
bΩ
φI
∂(Kψ)I
∂n
=
∑
|I |=q
∫
bΩ
φI
∑
|K|=q+1
j=0...N
KjIψK
∂ρ
∂xj
+
∑
|I |=q
k=0...N
∫
bΩ
φIT
∗
k
∑
|K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
,
implying that⎧⎨⎩
(Kψ)I −Δ(Kψ)I = 0 in Ω ,
∂(Kψ)I
∂n
=∑ |K|=q+1
j=0...N
KjIψK
∂ρ
∂xj
+∑Nk=0 T ∗k ∑ |K|=q+1
j=0...N
KjIDkψK
∂ρ
∂xj
on bΩ .
The result follows by writing DkψK = TkψK + ∂ρ∂xk
∂ψK
∂n
and noting that ψ ∈ domd∗. 
Now d∗ = d ′ +K gives us
dd∗ + d∗d = d(d ′ +K)+ (d ′ +K)d = dd ′ + dK+ d ′d +Kd = dd ′ + d ′d + dK+Kd ≡ −Δ+GΩ,
where GΩ = dK+Kd .
Using the results of Propositions 1 and 2, we can rewrite the boundary value problem (1) as⎧⎨⎩
(−Δ+GΩ)φ = α in Ω ,
∇N1φ	N1 = 0 on bΩ ,∇N1dφ	N1 = 0 on bΩ .
(2)
3. The diffeomorphism ψ
The boundary value problem (2) on RN+1+ was studied in [2]. In order to make use of their results, we change the
boundary value problem on Ω to a boundary value problem on RN+1+ via a diffeomorphism.
Let ψ :Ω → RN+1+ be a C∞ diffeomorphism such that ψ(x0, . . . , xN) = (s0, . . . , sN ), where s = (s0, . . . , sN ) are
the standard coordinates of RN+1. Then, for j = 0, . . . ,N ,
dsj =
N∑
k=0
∂sj
∂xk
dxk.
Via the diffeomorphism ψ−1 :RN+1+ →Ω , where, for j = 0, . . . ,N ,
xj =ψ−1j (s0, . . . , sN ),
our q-form φ is transformed into the q-form φ˜ as follows:
φ˜ = (ψ−1)∗(φ) = ∑
|I |=q
φI
(
ψ−1(s)
) ∑
|K|=q
π∈∑N
sgn(π)
∂ψ−1i1
∂sπ(k1)
· · ·
∂ψ−1iq
∂sπ(kq )
dsk1 ∧ · · · ∧ dskq ≡
∑
|K|=q
φ˜K ds
K,
where we have used(
ψ−1
)∗(
dxI
)= (ψ−1)∗(dxi )∧ · · · ∧ (ψ−1)∗(dxiq )1
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ψ−1
)∗
(dxj )=
N∑
k=0
∂ψ−1j
∂sk
dsk,
and where
∑
N is the set of permutations of {0,1, . . . ,N} and sgn(π) is the signature of the permutation π .
In these coordinates, we have
dφ˜ =
∑
|I |=q
∑
|K|=q+1
j=0...N
(
KjI
∂φ˜I
∂sj
)
dsK
and
d ′φ˜ = −
∑
|I |=q
( ∑
|J |=q−1
j=0...N
IjJDj φ˜I
)
dsJ .
Let N1 =∑Nj=0 ∂ρ∂xj ∂∂xj be the normal vector field on Ω , and N2 = − ∂∂sN be the normal vector field on RN+1+ . Then
we have
Proposition 3. There exists a C∞ function ψ :Ω → RN+1+ such that ψ∗(N1) = N2 on the curve xN = f (x′), where
ψ∗(N1) is the push forward of N1 under ψ . Also, ψ is a diffeomorphism in an -neighborhood of bΩ .
Proof.
We want to find a diffeomorphism ψ such that
ψ∗(N1)(s0, . . . , sN )=N2(s0, . . . , sN ).
By definition,
ψ∗(N1)(s0, . . . , sN )=
⎡⎢⎢⎢⎢⎣
∂ψ0
∂x0
∂ψ0
∂x1
. . .
∂ψ0
∂xN
∂ψ1
∂x0
∂ψ1
∂x1
. . .
∂ψ1
∂xN
...
...
. . .
...
∂ψN
∂x0
∂ψN
∂x1
. . .
∂ψN
∂xN
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
∂ρ
∂x0
∂ρ
∂x1
...
∂ρ
∂xN
⎤⎥⎥⎥⎥⎦
where ρ(x′, xN)= f (x′)− xN . So, we see that
ψ∗(N1)(s0, . . . , sN )=
N∑
j=0
N∑
k=0
[
∂ρ
∂xk
∂ψj
∂xk
]
dsj .
So, we need to find ψ such that, for j = 0, . . . ,N − 1,
N∑
k=0
∂ψj
∂xk
∂ρ
∂xk
= 0 (Aj )
and
N∑
k=0
∂ψN
∂xk
∂ρ
∂xk
= −1 (AN )
on xN = f (x′).
For j = 0, . . . ,N , let bj be C∞(RN+1) functions. Consider
ψ(x′, xN)=
(
x0 + b0(x′, xN)
(
xN − f (x′)
)
, . . . , xj + bj (x′, xN)
(
xN − f (x′)
)
, . . . ,
xN−1 + bN−1(x′, xN)
(
xN − f (x′)
)
,
(
xN − f (x′)
)+ bN(x′, xN)(xN − f (x′))).
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become for j = 0, . . . ,N − 1,(
1 − bj
(
∂f
∂xj
))(
∂f
∂xj
)
+
∑
k=0...N
k =j
(
−bj ∂f
∂xk
)(
∂f
∂xk
)
+ bj = 0 (A′j )
and
N−1∑
k=0
(
− ∂f
∂xk
+ bN
(
− ∂f
∂xk
))(
∂f
∂xk
)
+ (1 + bN)(−1)= −1. (A′N )
So, we require bj (x′, f (x′)) to be smooth functions on the curve xN = f (x′) satisfying
bj
(
x′, f (x′)
)= ∂f∂xj∑N
k=0
( ∂f
∂xk
)2 + 1 (A′′j )
and
bN
(
x′, f (x′)
)= −∑N−1k=0 ( ∂f∂xk )2∑N
k=0
( ∂f
∂xk
)2 + 1 . (A′′N )
We wish to extend bj (x′, f (x′)) to all of RN+1. Let  be small enough so that the lines normal to xN = f (x′) do not
intersect in an -neighborhood of xN = f (x′). Let (x˜0, . . . , x˜N ) be a point in this -neighborhood. Extend bj (x′, xN)
to b˜j (x˜0, . . . , x˜N ) by letting b˜j (x˜0, . . . , x˜N ) = bj (x′, f (x′)), where x′ is the point on the curve xN = f (x′) such that
the line containing (x˜0, . . . , x˜N ) and (x′, f (x′)) is normal to xN = f (x′) at x′.
Next, let χbj (x0, . . . , xN) be a C∞ cut-off function such that
χbj (x
′, xN)=
{1 in 2 -nd of boundary,
0 outside -nd of boundary.
Then, we extend b˜j (x˜0, . . . , x˜N ) to a function Bj (x′, xN) in all of RN+1 by setting Bj (x′, xN) = χbj (x′, xN)×
b˜j (x˜0, . . . , x˜N ).
Then, the diffeomorphism that we want is
ψ(x′, xN)=
(
x0 +B1(x′, xN)
(
xN − f (x′)
)
, . . . , xj +Bj (x′, xN)
(
xN − f (x′)
)
, . . . ,
xN−1 +BN−1(x′, xN)
(
xN − f (x′)
)
,
(
xN − f (x′)
)+BN(x′, xN)(xN − f (x′))),
since Bj (x′, f (x′))= bj (x′, f (x′)). 
4. Regularity
Let {Op}p∈N be an open covering of Ω = {(x′, xN) ∈ RN+1 | xN  f (x′)} with valence k and satisfying the fol-
lowing two conditions: (1) If Op ∩bΩ = ∅, then Op is contained in the -neighborhood of bΩ given in Proposition 3.
(2) For each p, there is a positive integer kp such that for all x ∈Op , kp − 0 < |x|< kp + 1, for some 0 < 0 < 1.
Let {ηp} be a partition of unity subordinate to {Op} such that ( ∂∂n )ηp = 0 on a tubular neighborhood of bΩ. Let φ
be a solution to the boundary value problem (2).
Now, the open sets Op for fixed p such that Op ∩bΩ = ∅ are interior to Ω , and interior regularity follows from [2].
We concentrate on those Op such that Op ∩ bΩ = ∅.
We could obtain a boundary regularity result by using a diffeomorphism from Ω to RN+1+ ; however, the constant
will depend on the particular diffeomorphism. In order to obtain a boundary regularity result in which the constant
does not depend on any particular diffeomorphism, we introduce weight function spaces.
We define the weighted norm of a q-form φ with weight ws(x) to be
‖φ‖2s,ws =
∑ ∑∥∥∥∥( ∂α∂xα φI
)
ws
∥∥∥∥2
0
.|I |=q |α|s
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such ψ∗(N1)=N2 as in Proposition 3. We note that V is a neighborhood of bRN+1+ . Let ψp ≡ψ |Op . We assume that
the derivatives of ψp and ψ−1p are bounded; i.e. there exist C∞ functions gα,β, and hα,β, such that∣∣∣∣(∂ |β|(ψp)∂xβ
)α∣∣∣∣ gα,β,(kp),
for x ∈Op and∣∣∣∣(∂ |β|(ψ−1p )∂tβ
)α∣∣∣∣ hα,β,(kp),
for t ∈ψ−1p (Op), and where(
∂ |β|(ψp)
∂xβ
)α
≡
(
∂β1(ψp)
∂xβ1
)α1(∂β2(ψp)
∂xβ2
)α2
· · ·
(
∂βm(ψp)
∂xβm
)αm
and (
∂ |β|(ψ−1p )
∂tβ
)α
≡
(
∂β1(ψ−1p )
∂tβ1
)α1(∂β2(ψ−1p )
∂tβ2
)α2
· · ·
(
∂βm(ψ−1p )
∂tβm
)αm
.
We note that gα,β,(kp) and hα,β,(kp) are reciprocals of each other.
In particular,∣∣Jac(ψp)∣∣ C max|α|=N+1
|β|=1, =0...N
[
gα,β,(kp)
]
and ∣∣Jac(ψ−1p )∣∣ C max|α|=N+1
p|β|=1, =0...N
[
hα,β,(kp)
]
.
We look at some inequalities.
Lemma 1. The q-form φ satisfies
‖φ‖s,ws  C‖φ˜‖s ,
where the weight ws =ws(x) is
ws(x)≡ 1
maxq|α|q+s, |β|s+1,[gα,β,(|x|)] ×
1
(max|α|=N+1, |β|=1,[hα,β,(|ψ(x)|)])1/2 .
Proof.
‖φ‖2s,ws =
∥∥(ψ)∗(φ˜)∥∥2
s,ws

∑
|I |=q
∑
||s
∑
j
∫
U
ηj (x)
∣∣∣∣∂ ||φ˜I∂t (ψ(x))
∣∣∣∣2 1max |α|=N+1
|β|=1,
[hα,β,(|ψ(kj )|)] dx0 . . . dxN

∑
|I |=q
∑
||s
∑
j
∫
V
ηj
(
ψ−1(t)
)∣∣∣∣∂ ||φ˜I∂t (t)
∣∣∣∣2 1max |α|=N+1
|β|=1,
[hα,β,(|ψ(kj )|)]
∣∣Jacψ−1∣∣dt0 . . . dtN

∑
|I |=q
∑
||s
∫
V
∣∣∣∣∂ ||φ˜I∂t (t)
∣∣∣∣2 dt0 . . . dtN = C‖φ˜‖2s . 
Now, we look at the opposite inequality.
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‖φ˜‖s  C‖φ‖s,w˜s ,
where the weight w˜s = w˜s(t) is
w˜s(t)≡ max
q|α|q+s
|β|s+1,
[
hα,β,
(|t |)] · ( max
|α|=N+1
|β|=1,
[
gα,β,
(∣∣ψ−1(t)∣∣)])1/2.
Proof. We proceed as above:
‖φ˜‖2s  C
∑
|I |=q
∑
|m|s
∑
j
∫
V
ηj
(
ψ−1(t)
)∣∣∣∣∂ |m|∂tm (φI (ψ−1(t)))
∣∣∣∣2 max
q|α|q+s
|β|s+1,
[
hα,β,(kj )
]2
dt0 . . . dtN
 C
∑
|I |=q
∑
|m|s
∑
j
∫
U
ηj (x)
∣∣∣∣ ∂ |m|∂xm (φI (x))
∣∣∣∣2 max
q|α|q+s
|β|s+1,
[
hα,β,(kj )
]2| Jacψ |dx0 . . . dxN
 C
∑
|I |=q
∑
|m|s
∫
U
∣∣∣∣ ∂ |m|∂xm (φI (x))
∣∣∣∣2 dx0 . . . dxN
 C‖φ‖2s . 
We have computed these inequalities with weighted norms with a view to proving a regularity result for this
boundary value problem where the constant does not depend on any diffeomorphism transforming Ω to RN+1+ .
We use Lemmas 1 and 2 to prove our regularity result.
Theorem 1. The q-form φ on a neighborhood of bΩ satisfies
‖φ‖s+2,ws+2  C
(‖α‖s,w˜s + ‖φ‖s+1,w˜s+1).
The constant C depends on Oj , s, and ηj .
Proof. By Lemmas 1 and 2, and Theorem 11.3 from [2] we have:
‖φ‖s+2,ws+2  C‖φ˜‖s+2  C
∑
j
‖η˜j φ˜‖s+2  C
∑
j
(∥∥η˜j1(−Δ+GRN+1+ )(η˜j φ˜)∥∥s + ‖η˜j φ˜‖s+1)
 C
∑
j
(∥∥η˜j ˜(−Δ+GΩ)(φ˜)∥∥s + ∥∥−η˜j Δ˜φ +Δ(η˜j φ˜)∥∥s
+ ∥∥η˜j1GRN+1+ (η˜j φ˜)− η˜j1η˜j G˜Ωφ∥∥s + ‖η˜j φ˜‖s+1)
 C
∑
j
(‖η˜j α˜‖s + ∥∥η˜j1GRN+1+ (η˜j φ˜)− η˜j1η˜j G˜Ωφ∥∥s + ‖η˜j φ˜‖s+1)
 C
∑
j
(‖η˜j α˜‖s + ‖η˜j φ˜‖s+2 +C‖η˜j1φ˜‖s + ‖η˜j φ˜‖s+1)C∑
j
(‖η˜j α˜‖s + ‖η˜j1φ˜‖s+1)
 C
∑
j
(‖ηjα‖s,w˜s + ‖ηj1φ‖s+1,w˜s+1)C∑
j
(‖ηjα‖s,w˜s + ‖φ‖s+1,w˜s+1)
 C
(‖α‖s,w˜s + ‖φ‖s+1,w˜s+1). 
Finally, we have one more inequality which we will use to prove the existence statement.
Proposition 4. Fix p. Let kp be such that kp − 0 < |x|< kp + 1 for all x ∈Op . Then there exist constants c0 and c1
such that
c0‖φ‖1  ‖φ‖1,w1  c1‖φ‖1.
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‖φ‖21,w1 =
∑
|α|1
∥∥∥∥( ∂α∂xα φ
)
w1
∥∥∥∥2
0
=
∑
|α|1
∫
Op
∣∣∣∣ ∂α∂xα φw1(x)
∣∣∣∣2 dV.
The weight, on a fixed Op , has a maximum value, say c1, and a minimum value, say c0. Thus
‖φ‖21,w1  c1
∑
|α|1
∫
Op
∣∣∣∣ ∂α∂xα φ
∣∣∣∣2 dV = c1‖φ‖21
and
‖φ‖21,w1  c0
∑
|α|1
∫
Op
∣∣∣∣ ∂α∂xα φ
∣∣∣∣2 dV = c0‖φ‖21. 
5. Existence
We want to study the existence of a solution to the boundary value problem (2) for α ∈ Λ1(Ω) from an abstract
Hilbert space point of view. We follow the same method as in [2].
Let W 1q,w1 be q-forms such that the weighted norm ‖ ·‖1,w1 is finite. Let Λqw1(Ω) be the set of q-forms with smooth
coefficients in W 1q,w1 . Let
D ≡ {φ ∈Λqw1(Ω): φ,dφ ∈ domd∗}.
For φ,ψ ∈D, we define the bilinear forms
Q(φ,ψ) = 〈dφ,dψ〉1 + 〈d∗φ,d∗ψ〉1 + 〈φ,ψ〉1
and
Q1(φ,ψ)= 〈dφ,dψ〉1,w1 + 〈d∗φ,d∗ψ〉1,w1 + 〈φ,ψ〉1,w1 .
We first claim thatD is dense in W 1q,w1 . Let φ be any q-form in Λ
q
w1 with coefficients smooth up to the boundary. It
suffices to find a ψ ∈Λqw1(Ω) of small norm such that φ+ψ ∈D. We use local coordinates in a tubular neighborhood
of bΩ , so that x = (x′, xN) with x′ ∈ bΩ and xN = dist(xN , bΩ) parametrizing the normal direction. Set
ψ1(x
′)= ∇n(φ	n)|bΩ
and
ψ2(x
′)= ∇n(dφ	n)|bΩ dψ1(x′).
Set
ψ(x)=
(
−xN dxN ∧ψ1(x′)− 12x
2
Nψ2(x
′)
)
χ(xN),
where χ ∈ C∞0 [−2,2], χ = 1 in [−, ] and ‖χ‖1  C−1/2. Then, as in [2, page 65], ‖ψ‖1 < C1/2 and φ +
ψ ∈D.
Now, let D˜ be the closure of D in the topology induced by Q1. We wish to check that D˜ is still contained in W 1q,w1 .
Let {φn} be a Cauchy sequence in D in the Q1 topology. By the definition of Q1, we see that {φn} and {dφn} are
Cauchy sequences in W 1q,w1 . Let φ be the W
1
q,w1 limit of {φn}. We see that d is closed in W 1q,w1 , and since adjoints are
always closed, it follows that d∗ is also closed. So we have
dφn → dφ.
If φ = 0 in W 1q,w , then1
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n
Q1(φn,φn)= lim
n
[〈dφn, dφn〉1,w1 + 〈d∗φn, d∗φn〉1,w1 + 〈φn,φn〉1,w1]
= 〈dφ,dφ〉1,w1 + 〈d∗φ,d∗φ〉1,w1 + 〈φ,φ〉1,w1 = 0.
Thus, φn → 0 in the Q1 topology. So, the inclusionD ↪→W 1q,w1 extends to D˜ ↪→W 1q,w1 . So, D˜ is a subspace of W 1q,w1 .
In order to continue our analysis, we apply the Friedrichs extension theorem to show that there exists a canonical
self adjoint operator
T :W 1q,w1 → D˜
which is bounded in the W 1q,w1 topology, is injective, and such that
Q1(T φ,ψ)= 〈φ,ψ〉1,w1 .
Now, if we set F = T −1, then
Q1(φ,ψ)= 〈Fφ,ψ〉1,w1 ∀φ ∈ domF, ψ ∈ D˜.
Notice that F = d∗d + dd∗ + I when restricted to D:
Q1(φ,ψ)= 〈dφ,dψ〉1,w1 + 〈d∗φ,d∗ψ〉1,w1 + 〈φ,ψ〉1,w1 = 〈d∗dφ,ψ〉1,w1 + 〈dd∗φ,ψ〉1,w1 + 〈φ,ψ〉1,w1
= 〈(d∗d + dd∗ + I )φ,ψ 〉1,w1 .
The following proposition comes from [1].
Proposition 5. On D, we have T ≡ (I + dd∗)−1 + (I + d∗d)−1 − I = F−1.
Let us assume that the Q1-unit ball is compact in W 1q,w1 . Then, it follows that T is a compact operator [1]. Notice
that if T α ∈D, then T α is the unique solution of the boundary value problem{
(d∗d + dd∗)φ + φ = α in Ω ,
φ,dφ ∈ domd∗
for α ∈W 1, because if T α ∈D, then d(T α) and T α ∈ domd∗ and
(d∗d + dd∗)(T α)+ (T α)= (d∗d + dd∗ + I )(T α)= F(T α)= α.
Now, we wish to determine what conditions are needed to solve{
(d∗d + dd∗)φ = α in Ω ,
φ,dφ ∈ domd∗.
Let Q0 be the bilinear form on D˜ defined by
Q0(φ,ψ)= 〈dφ,dψ〉1,w1 + 〈d∗φ,d∗ψ〉1,w1 .
So φ is a solution to (∗) exactly when φ ∈D and
Q0(φ,ψ)= 〈α,ψ〉1,w1 ∀ψ ∈ D˜.
But notice that this equality holds if and only if
Q1(φ,ψ)=Q0(φ,ψ)+ 〈φ,ψ〉1,w1 = 〈α + φ,ψ〉1,w1 .
By the Friedrichs extension theorem, we need only solve the equation
(F − I )φ = α (∗∗)
with φ ∈ domF .
Thus setting θ = Fφ, we have the equation
θ − T θ = α.
By the theory of compact operators, the above equation has a solution θ for all α orthogonal to the finite dimensional
subspace H ≡ ker(I − T ). The following theorem is from [4].
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for all z with T ∗z = λz.
We want to solve the equation
θ − T θ = α.
By the above theorem, T θ = θ − α has a solution if and only if −α ⊥ β for all β with T ∗β = β . Since T is self
adjoint, we have T θ = θ − α has a solution if and only if
−α ⊥ β ∀β with Tβ = β i.e. ∀β ∈ ker(T − I ).
So, T θ = θ − α has a solution θ if and only if α is orthogonal to ker(T − I ). We note that ker(I − T ) is exactly
ker(F − I ).
Hence for α orthogonal to ker(I − T ), we have that φ = T θ is the solution of equation (∗∗). Notice also that if
φ ∈D, then equation (∗∗) reduces to (∗). Moreover, Z ≡ (F − I )(D) is a dense subspace of H⊥ ⊂W 1, i.e. Z⊥ =H.
Thus, once we have proven the assertion about Q1, we will have proved the following theorem:
Theorem 3 (Existence). The boundary value problem⎧⎨⎩
(dd∗ + d∗d)φ = α in Ω ,
φ ∈ domd∗,
dφ ∈ domd∗
has a finite dimensional kernel H and finite dimensional cokernel. The problem has a solution φ ∈D for α ∈Z ⊂H .
Now, we need to prove the claim that the Q1-unit ball is compact in W 1q,w1 . We start with a lemma.
Lemma 3. The Q1-unit ball is compact in W 1q,w1 on the bounded set Op (as defined in Section 4).
Proof. For φ ∈ D, we restrict φ to Op . Then, we define Q1p(φ) ≡ ‖dφ‖21,w1 + ‖d∗φ‖21,w1 + ‖φ‖21,w1 and Q(φ) ≡
‖dφ‖21 + ‖d∗φ‖21 + ‖φ‖21 on Op . The Q1p-unit ball is defined to be {Q1p(φ): ‖φ‖1,w1  1}, and the Q-unit ball is
likewise defined to be {Q(φ): ‖φ‖1  1}.
Let {φk} be a sequence of q-forms in D restricted to Op such that ‖φk‖1  1/c1, where c1 is the constant from
Proposition 4. We note that since ‖φ‖1,w1  c1‖φ‖1, we have that ‖φk‖1,w1  1 also. We need to show that there
exists a convergent subsequence of Q1p(φk).
Now, since the Q-unit ball is compact on bounded sets [2], there is a subsequence {Q(φk)} which converges in
W 1q to Q(φ) such that ‖φ‖1  1. So, {Q(φk)} is a Cauchy sequence. Let  > 0. Choose M so large that for m,n >M ,
we have Q(φkm)−Q(φkn) < . Then, we have∣∣Q1p(φkm)−Q1p(φkn)∣∣
= ∣∣‖dφkm‖21,w1 − ‖dφkn‖21,w1 + ‖d∗φkm‖21,w1 − ‖d∗φkn‖21,w1 + ‖φkm‖21,w1 − ‖φkn‖21,w1 ∣∣

∣∣c1‖dφkm‖21 − c0‖dφkn‖21 + c1‖d∗φkm‖21 − c0‖d∗φkn‖21 + c1‖φkm‖21 − c0‖φkn‖21∣∣

∣∣c1Q(φkm)− c0Q(φkn)∣∣ c∣∣Q(φkm)−Q(φkn)∣∣< c.
So, {Q1p(φkm)} is a convergent sequence, and the result follows. 
Now, we use this lemma to show the Q1-unit ball is compact in W 1q,w1 .
Theorem 4. The Q1-unit ball is compact in W 1q,w1 .
Proof. Let {φk} be a sequence of q-forms in D such that ‖φk‖1  1/c1, where c1 is the constant from Proposition 4.
We note that since ‖φ‖1,w1  c1‖φ‖1, we have that ‖φk‖1,w1  1 also. We need to show that there exists a convergent
subsequence of Q1(φk).
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there is a subsequence of {Q1p1(φk)}, say {Q1p1(φkm)}, which converges to {Q1p1(φ)}.
Next, consider the sequence {φkm}. When we restrict this sequence to Op2 , then Lemma 3 tells us that there is a
convergent subsequence of {Q1p2(φkm)}, say {Q1p2(φkmn )}.
Continuing in this manner (and renumbering each time), we obtain a converging sequence {Q1p(φj )} ={Q1(φj )|Op } in W 1q,w1(
⋃
k Opk ). We have
Q1(φ1)|Op1 Q1(φ2)|Op1 Q1(φ3)|Op1 . . . Q1(φp1)|Op1 ∈W 1q,w1(Op1),
Q1(φ1)|Op2 Q1(φ2)|Op2 Q1(φ3)|Op2 . . . Q1(φp2)|Op2 ∈W 1q,w1
(⋃2
k=1 Opk
)
,
Q1(φ1)|Op3 Q1(φ2)|Op3 Q1(φ3)|Op3 . . . Q1(φp3)|Op3 ∈W 1q,w1
(⋃3
k=1 Opk
)
,
...
...
...
. . .
Notice that if  < n, then {Q1(φj )|Opn } is a subsequence of {Q1(φj )|Op }. Thus, for any j,n and  (with  < n),
we can find a k so that {Q1(φj )|Opn } = {Q1(φk)|Op } on W 1q,w1(
⋃n
m=1 Opm).
Let us consider the sequence {Q1(φn)|Opn }. We will show that this sequence converges in W 1q,w1(Ω). Let  > 0.
First notice that there is a number N such that for j, k > N we have∣∣Q1(φj )|Opn −Q1(φk)|Opn ∣∣< 2 .
So, for n,m, j, k > N with m< n and k chosen so that {Q1(φj )|Opn } = {Q1(φk)|Opm } we have∣∣Q1(φn)|Opn −Q1(φm)|Opm ∣∣< ∣∣Q1(φn)|Opn −Q1(φj )|Opn ∣∣+ ∣∣Q1(φj )|Opn −Q1(φk)|Opm ∣∣
+ ∣∣Q1(φk)|Opm −Q1(φm)|Opm ∣∣
<

2
+ 0 + 
2
< .
So, the sequence converges, and the theorem follows. 
Thus we have shown that for α orthogonal to the kernel of the boundary value problem⎧⎨⎩
(dd∗ + d∗d)φ = α in Ω ,
φ ∈ domd∗,
dφ ∈ domd∗
there is a solution φ in D.
6. Conclusion
We have been studying the boundary value problem on an unbounded domain Ω with smooth boundary obtained
from the elliptic pseudo-differential equation (dd∗+d∗d)φ = α, where the adjoint d∗ is calculated in the W 1 topology.
The domain of d∗ was determined, and an expression for d∗ was found. Regularity and existence results are given.
The author would like to continue to study the boundary value problem on unbounded domains in which the adjoint
operator d∗ is calculated in the Ws topology.
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