Abstract. Energy saving algorithm for smart home energy consumption budget optimization under the SVM model using a simple particle swarm optimization algorithm to find the optimal value caused by the slow speed gradient value based on PSO algorithm is proposed to optimize the use of machine learning algorithm GDPSO algorithm (Gradient Descent based on down Particle Swarm Optimization Algorithm). First of all, the establishment of energy structure and energy consumption model of optimal hyperplane selection of penalty factor and Gauss the appropriate parameters; secondly, parameter selection and optimization of energy consumption model for smart home energy-saving emission reduction requirements using GDPSO algorithm, and improves the efficiency of the optimal SVM parameters to improve the accuracy of solution. A simulation example shows the effectiveness of the algorithm.
Introduction
With the rapid development of smart home networking and smart home appliances in the rapid spread of the technology, electrical energy consumption in the use of different smart appliances energy-saving emission reduction and the user experience is an important problem facing. The national energy board released the national energy science and technology planning documents clearly should invest more efforts in the research and development of key technology with intelligent electrical energy saving and emission reduction, the state has made instructions on energy use and optimization of energy saving and emission reduction. How to realize intelligent electrical appliances intelligent control and energy saving and emission reduction has become a key issue in the development of smart home.
Literature [1] , in view of the existing support vector machine model, the accuracy of the parameter selection problem, proposed a parameter optimization method based on particle swarm optimization, for solving super parameter search issues beyond the scope, and the logarithmic scale parameters to further improve the search efficiency of particle swarm optimization method; Literature [2] , this paper presents a particle swarm algorithm and gradient descent method algorithm combining the local minima in the research of energy value problems by using gradient descent method instead of the original algorithm, improving the convergence speed, improved accuracy and efficiency; Literature [3] , based on the gradient descent of improved wavelet neural network parameter optimization in local minima and oscillation effect shortcomings of the algorithm, that solve the general mathematical model is hard to describe the energy consumption in the process of multi-factor quantitative analysis is feasible for gradient descent method.
Based on the above literature, this paper puts forward a method to improve the emission reduction algorithm model. This paper proposes a smart home energy-saving and emission reduction algorithm based on cloud environment. First of all, to make the optimal hyperplane for the current state of energy consumption based on SVM energy consumption model, using the Lagrange function to simplify the model, construct a simple structure and mapping model. Secondly, using the GDPSO method, combined with the energy model of optimal hyperplane selection optimization model of energy consumption parameters, build better classifier, the prediction results to obtain the optimal energy consumption. The simulation results show that the prediction accuracy of the algorithm is better than the existing algorithms for the energy consumption prediction.
Smart Home Energy Management Model
Energy consumption in smart home electrical equipment is a reliable basis for the formulation of energy saving and emission reduction plan, but the power is instability and unpredictability of consumption, if the relative quasi energy consumption prediction degree and develop energy-saving scheme, can effectively adjust the intelligent appliances work and energy consumption, so as to achieve the purpose of energy saving. Now there is a common energy consumption prediction method of time series, artificial neural network, and support vector machine because of its nonlinear fitting ability and good generalization ability, in other areas such as energy consumption prediction is also outstanding contribution. In this paper, based on the support vector machine, particle swarm optimization algorithm is used to optimize the gradient descent method.
Establishment of Energy Consumption Model of Support Vector Machine
For the smart home energy saving system of a support vector machine [4] , which contains the N dimension in different time optimal energy consumption, can be divided into data to establish the nonlinear hyperplane, which ( , PP xy ) with electrical energy saving control of intelligent user state.
Assuming that there is a given training sample {( 
as Lagrange coefficient, most of the problems in practical application are nonlinear problems. We will enter the energy consumption training samples {( 
Thus, the problem is transformed into a dual problem: In formula (7), 
Parameter Selection of SVM Energy Consumption Model
Through the upper part of the algorithm, we found that the use of SVM energy consumption model has two parameters need to be selected, the penalty factor C and Gauss kernel function parameters of the energy consumption classification plane. In this paper, a new algorithm is proposed--Particle swarm optimization [5] (PSO) algorithm and gradient descent method [6] applied in the prediction of real-time energy consumption of intelligent appliances, the relative accuracy of the algorithm is relatively high efficiency of the algorithm.
Each individual is abstracted as a particle with no mass or volume in the search space of the N dimension, and at a certain speed in the search space. We put the energy consumption classification of plane penalty factor C and Gauss kernel function parameters were abstracted into particle swarm M. In this algorithm, a set of particles are randomly initialized in the solution space. Each particle is tracked 
Gradient Descent Method for Particle Swarm Optimization Model Selection
The gradient descent method is used to reduce the maximum value of the function gradient in the direction of the negative gradient, the n-dimensional unconstrained minimization problem is transformed into a series of objective function along the negative gradient direction of one-dimensional search. We will have the formula in iterative constrained optimization
the search direction is negative gradient vector or unit negative gradient vector, the iterative formulas of two kinds of expressions are obtained:
    
According to the gradient iteration formula (7) or (8) a number of one-dimensional search, the initial point of each iteration takes the end of the last iteration, the iteration point can be approximated to the minimum point of the objective function.
Further optimization of energy consumption model parameters by gradient descent method: (1) Data preprocessing, energy consumption of raw data analysis, data grouping, feature extraction and normalization operation, finally obtained the experimental data, and then grouped experimental data, divided into training samples and testing samples according to a certain proportion. (5) if the termination condition is reached, the output result is judged according to the termination condition, If the cycle to find a suitable model of energy consumption penalty factor C and kernel function variables  will be the two SVM model parameters for energy consumption prediction, if not in conformity with the termination condition to step (3), until the termination condition is satisfied.
Energy Consumption Data Processing and Normalization
The energy consumption has the characteristics of random fluctuation, and the accurate prediction of short-term energy consumption is a complex task. Therefore, it is necessary to analyze the original data and extract the appropriate input features to improve the prediction accuracy of the model. Because of the difficulty of obtaining real-time energy consumption data, so this paper uses the University of California at Berkeley published the North American energy market smart home energy consumption data of electricity market and energy consumption, intelligent appliances [7] data, from June 11, 2009 to August 21st a total of 70 days of data as the basis, from June 11th to August 21st 1450 sets of data as training data, from June 21st to June 30th 250 group data as test data.
Energy Consumption Data Normalization Research on Energy Saving Algorithm Based on SVM
In the analysis of energy consumption data in order to avoid the different characteristics of the data due to the difference in the size, the number of different levels of the prediction error is large, the characteristics are not obvious, the common method is to normalize the data processing [8] . The formula is as follows:
In formula, X t as time t raw data value, X t represents the normalized value of t moment data, distributed in the range [0, 1] 
. This method can be used in the MATLAB environment mapminmax () function to achieve. Although there are many factors affecting the short-term real time energy consumption, it has a strong volatility T MP    , but through the further analysis of the data, we can see that the short-term energy consumption has a certain regularity.
Energy Consumption Data Dimensionality Reduction
Because of the strong correlation between the above features, this paper uses the Elastic Net [9] algorithm which can effectively deal with the strong correlation variables to reduce the dimension of the feature. Linear regression model:
In type:
, ,..., 
Can be constructed Elastic Net algorithm model: According to the above principle, we need to reduce the dimension of the feature variable, greatly reduce the operation and reduce the simulation time.
Simulation Experiment
The original data is normalized, and then according to the characteristics of variable regression algorithm, set the PSO parameters, the population size of 20, the number of iterations is 200, the number of C and  in the range of [-5,5] , parameter selection and optimal parameters for C=0.34966,  =1.6425, M for 0.0027 variance. As shown in figure 2: In order to test the validity of our model, we use the fuzzy neural network [10] and wavelet neural network [11] to compare the two neural network methods. PSO gradient descent algorithm based on SVM energy consumption model, as shown in figure 3: Fuzzy prediction results shown in Figure 4 , Figure 5 shows the neural network and wavelet neural network, the prediction accuracy is compared with the SVM model and PSO based on the gradient descent algorithm, the variance of M were 0.2243, 0.3135 higher than the mean variance model algorithm, thus effectively prove the accuracy and feasibility of the proposed regression model.
