Abstract. We study the "symmetry integral", say I f , of some arithmetic functions f : N → R; we obtain from lower bounds of I f (for a large class of arithmetic functions f ) lower bounds for the "Selberg integral" of f , say J f (both these integrals give informations about f in almost all the short intervals [x − h, x + h], when N ≤ x ≤ 2N ). In particular, when f = d k , the divisor function (having Dirichlet series ζ k , with ζ the Riemann zeta function), where k ≥ 3 is integer, we give lower bounds for the Selberg integrals, say J k = J d k , of the d k . We apply elementary methods (Cauchy inequality to get Large Sieve type bounds) in order to give I f lower bounds.
Introduction and statement of the results.
We give lower bounds of symmetry integrals (here sgn(0)
for a large class of arithmetic functions f : N → R. For a motivation to study I f , see esp. [C] . A related integral is the, say, Selberg integral, defined as
where the mean-value M f (x, h) depends "weakly" on x and is expected to depend linearly on h (esp., it's of the kind h times a polynomial in log x, see the following). It is a kind of "main term" of the sum in the "short interval" [x, x + h] (i.e., h = o(x)); so, we may expect it to approximate (x ∈ N, x → ∞ here), when f = g * 1, (compare [C1] )
While the former integral measures the almost-all (i.e., for all N ≤ x ≤ 2N , except o(N ) of them) symmetry (around x) of f in the short (since h = o(x)) interval [x − h, x + h], the Selberg integral gives an "average value" to f in [x, x + h], for a.a. (abbrev. almost all, s.i. shortens short intervals) these s.i.
Actually, it is a matter of evidence that knowing the (average) values of f into a.a.s.i. gives immediate information about the relative symmetry of f ; however, let's go into more precise details and let's give an explicit connection between these two integrals:
and, using the "modified Vinogradov notation", i.e. (in general, F : N → C, here)
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so to leave (arbitrarily) small powers, assuming now on f essentially bounded, i.e. f (n)≪ 1, we have
where the last remainder comes from "tails", i.e. terms ≪ h 3 (see that M f (x, h)≪ h is a consequence of the previous remarks on M f and f ≪ 1). We may assume, of course, that the difference
is a.a. small (i.e., its mean-square is "small"), due to the fact (compare the above, about M f choice) that M f is "weakly" dependent on x (like the case M k following, for f = d k with generating Dirichlet series ζ k ).
Then, ignoring these contributes together with the negligible ≪ N + h 3 , we derive a lower bound of J f , starting from a lower bound of I f , here.
(We'll give a more precise calculation, following, for the more interesting cases f = d k , see the above.)
We start simply remarking that the definition of "mixed symmetry integrals" (compare [C5] ):
allows us to give a lower bound to I f , applying (expand the inner square), abbrev.
to get (∀N, h which are feasible)
(1)
Here (1) is true ∀f, f 1 : N → R (any couple of real arithmetic functions).
However, in order to give a non-trivial lower bound to I f , we need I f1 to be "smaller" than 2I f,f1 . (That's the reason why we will give our general lower bound for "mixed" integrals, but not for "pure" ones.)
It will turn out, from our general result (next Theorem, compare the Lemma at next section), that the choice f = d k (general k−divisor function) and f 1 = d (i.e., k = 2, divisor function) gives non-trivial lower bounds for d k symmetry integral; then, previous connection implies lower bounds for its Selberg integral, J k := J d k . This lower bound for J k is (ignoring logarithms) of the same order of magnitude of the diagonal (compare [C4] , where this order of magnitude is required as an upper bound, to treat 2k−th moments of ζ).
In order to simplify the exposition, we need to compare our variables to our main variable, i.e. N → ∞, from the point of view of exponents, using, say, L := log N ("logarithmic scale") :
is the "auxiliary level" of our mixed integral (in the following Theorem).
We explicitly remark that any inequality involving these quantities will be implicitly assumed to be sharp (compare §1 of [C3] ): esp., our width will always be positive (i.e., ∃ε 0 > 0, absolute, with θ > ε 0 > 0.).
Our methods are elementary, as we apply a kind of Large Sieve Inequality, using the spacing property of Farey fractions (see the Lemma at next section).
We indicate, as usual, the distance to integers (of any α ∈ R) as α := min n∈Z |α − n|.
Our results are the following.
Theorem. Fix width 0 < θ < 1/2, level 0 < λ < 1 and "auxiliary level" δ, with θ < δ < λ and
, with both 1 ≤ g 1 ≪ 1 and 1 ≤ g≪ 1; set f 1 := g 1 * 1, f := g * 1. Then, defining the Ramanujan coefficients of an essentially bounded arithmetic function F : N → C as
where, say, G def = F * µ≪ 1 has finite support (so to ensure absolute convergence), we have
whence, with an absolute constant,
Furthermore, assuming also that g(ℓq) ≥ g(q) ∀ℓ ≤ Q, ∀q ≤ Q ℓ , we get the (absolute) lower bound
Our "main" consequence is for the symmetry integral of d k and for its Selberg integral, J k , in the:
We explicitly remark the coincidence that the width < 1 k is the range of h for which the J k upper bound of the kind above (but it's a lower one !) is required, in order to get the (highly!) non-trivial bound (in [C4] ) of ζ 2k integral-mean.
The paper is organized as follows:
⋄ in section 2 we state and prove our Lemma (on a "discrete mixed integral"); ⋄ in section 3 we apply the Lemma (and an asymptotic formula) to prove our Theorem; ⋄ last section contains the proof of the Corollary, with some comments and remarks.
2. Statement and Proof of the Lemma. Our Lemma, following, deals with "mixed symmetry integrals", defined above as:
where f = g * 1, f 1 = g 1 * 1; actually, the mean-square in the Lemma is a discrete one (a sum !), not an integral (like in the previous version of this paper). This is done in order to apply Lemma 2 in [C-S] (a kind of Large Sieve inequality, see its proof), dealing with Farey fractions (i.e., j/ℓ, r/t, with (j, ℓ) = 1 = (r, t), see the proof) and exploiting their "well-spaced" property (compare ( * ) in the proof of the Lemma).
By the way, the first appearance of these ("mixed") integrals is in [C5] , where (from the Cauchy-Schwarz inequality) they have non-trivial bounds, whenever one of the two "pure" (symmetry) integrals has one:
Furthermore, we recall that the proof of the Lemma we use from our Acta Arithmetica paper relies solely on the Cauchy inequality. Hence, the present Lemma inherits the elementary character from that one.
In fact, it comes from the properties (see [C-S] ) of the function
This discrete mixed integral is linked to I f,f1 (N, h), see Thm. proof ( §3). We treat the sum (and not the integral, as mistaken in v1, previous version !) of this double sum over these "character-like" functions. However, the Lemma still holds for I f,f1 (N, h) (as stated in v1, but will be proved within Thm. proof in §3).
We can (with Ramanujan coefficients R ℓ (f ) defined in the Thm. above) state and show our
proof. Abbreviate n ≡ a(q) for n ≡ a(mod q) and, from additive characters orthogonality [V] ,
get the Fourier coefficients (of previous finite Fourier expansion), see [C-S] ,
By the way, this last relation highlights: the sum above, performed over t|ℓ, is non-negative. Then
(apply previous properties of χ q expansion), with, say, α : 
From the above property of χ q we may use :
whence the (remainders, i.e. the) off-diagonal terms are
and, using the definition of Ramanujan coefficients (see Thm.), we get the desired estimate.
3. Proof of the Theorem. proof. First of all, we link I f,f1 (N, h) with the discrete mixed integral of the Lemma: define
Here the x is intended both real (in ) and natural (in ); but the integral doesn't see the x ∈ N. Due to the hypothesis θ < 1/2 (⇒ θ < 1), this error term is o(N h). Now, this sum is
which is not treated in the Lemma, because here (x ∈ N and 1 ℘ = 1 if ℘ is true, 0 otherwise) :
i.e. the dash means that n = x is counted with "−" sign and n = x − h is not counted. If we consider
we have that the present mean-square and the one in the Lemma differ by ≪ N h. This is not negligible. However, the same proof of the Lemma, applied to (the dash takes r = 0 with "−" and doesn't count r = −h), we may repeat Lemma proof verbatim to
getting (see the above; by the way, this recovers the Lemma in version v1)
This holds for θ < 1/2 (as we use it for the Thm.), but is true in the Lemma hypotheses, joining θ < 1. An immediate application of this gives Thm. equation, using R ℓ (f ), R ℓ (f 1 )≪ 1 ℓ above, since δ + λ < 1.
Then, due to :
where we used log
Hence, the main term is ≫ N h, whence o(N h) can be neglected (with an absolute constant in the ≫):
Recall, always in our calculations, that g 1 , g ≥ 1 and the sum over t|ℓ is ≥ 0, see Lemma proof. For the same reasons, the additional hypothesis on g gives at once I f,f1 (N, h) lower bound:
4. Proof of the Corollary. Remarks and comments.
proof. We recall the definition of symmetry sum for f (see Thm. proof)
and, in particular, for f = d k (the k−divisor function, generated by ζ k ), we write
where, considering that (in our symmetry sum)
1/k , do the following:
, and so on.
has on 1 factor, and ∀j ≤ k − 1,
has j factors with restrictions (which are independent of x !).
We obtain immediately that the symmetry sum S ± k (x) equals (we'll ignore the constants k−dependence)
In these remainders, q >
gives (from our hypotheses k > 2 and θ < 1/k) that h = o(q), whence the interval [
x+h q ] contains (at most) one integer m (the m−sum is "sporadic") and this, in turn, implies that the remainders are :
since the q−sum, too, contains at most one integer (sporadicity from: θ < 1/k).
However, from Cauchy-Schwarz inequality, this contributes ≪ N h, giving "interference" with the lower bound (of the same order of magnitude, say diagonal-like). We need a slight improvement on this bound for the remainder; this is done estimating its mean-square (recall, we're to find a lower bound for its N ≤ x ≤ 2N integral!): bounding S ± k (x)≪ h (trivially), the contribute in the integral due to these remainders becomes (apply the sporadicity argument to the inner q−sum)
which is o(N h), since (recall: k > 2) we have width θ < 1/k < 1 − 1/k. Now on, we will ignore all of the o(N h) contributes to our integrals. Writing "∼" to mean we're leaving (such) negligible remainders, we are left with
where we set Q := (N − h) 1−1/k ; whence, we are enabled to say that λ := 1 − 1/k is the level. In fact, the same arguments of our Lemma give the same estimates for non-diagonal terms in the case we have the further limitation q ≤ x−h (N −h) 1/k , which depends on x, since ( * ), in the Proof of the Lemma, holds whatever limitations hold on the summation interval; also, we get from the second sum a positive (better, non-negative) contribution, for our symmetry integral (say, "on the diagonal").
Hence, we will ignore the second sum (from a positivity argument, to be applied soon again).
Finally, we may also ignore (see the remarks, following soon after) the parts inside g having limitations on the factors (say, consider g(q) := d k−1 (q), here). In all, we are left, after applying the Theorem (with δ auxiliary level, θ k < δ < 1/k, D := [N δ ] and g 1 = 1; also, d k−1 (ℓq) ≥ d k−1 (q)), to saying that (1), together with the bound ([C2] , compare [C-S] ) I g1 * 1 (N, h) ≪ N hL 3 (thanks to exponent 3 < k + 1, ∀k > 2), gives
as in Theorem proof (0 < θ < δ), having used [T] 2h<n≤D 1 n t≤ D n µ(t) t 2 log
together with partial summation [T] (compare [C-S] Corollary 1 calculations, p.199 on); hence
this last inequality coming from partial summation (see [D] or [T] ) and (Lemma 1.1.2 of) Ch.1 of [L] , as
.. , n k−1 n 1 ···n k−1 ≤x 1 n 1 · · · n k−1 ≫ k (log x) k−1 .
As regards the lower bound for Selberg integral J k , we apply previous connection, with (in [C4] 
details)
M k (x, h) := hP k−1 (log x),
where P k−1 (log x) is a k − 1 degree polynomial in log x, whence
