A simple clustering method is proposed for extracting representative subsets from lengthy data sets.
INTRODUCTION
Large data sets can often cause difficulties in practice as well as in analysis, where it may require lots of computational resources such as memory and time. Although the computational power keeps on increasing, the complexity of the problems analyzed also increases. For example, applications that involve evolutionary methods may contain large numbers of resource intensive evaluations that require considerable computational time (e.g., Karunasingha et al. ) . In such cases the usual practice is to use a randomly chosen smaller subset of data, at least, in the exploratory stage. However, such a random subset is not necessarily representative of the total data or the system under investigation. Therefore, a methodology that can extract a smaller set of most representative data from a large data record is highly desirable.
Clustering, a means of finding patterns in the data (Ghahramani ), may be used to extract a smaller set of data from large data records. The choice of the 'best' clustering method for a given application is problem dependent This study proposes a new, simpler clustering technique, for function approximation, with only one single parameter of which the optimal value can be easily found with much less computational effort compared to finding four optimal parameters in SCM. Its effectiveness in extracting system representative smaller subsets from total data sets is also demonstrated. It should be noted that in this paper a subset of data, which provides similar prediction performance as the total data set, is regarded as a 'representative data set' or a 'system representative subset' of the total data records. The method is developed with phase space prediction of chaotic time series in mind; however, applications on a synthetic benchmark data set and Mekong river flow prediction show that the method is effective on other multivariate data sets as well. Three univariate time series, namely, a noisy Lorenz series, Mississippi River flow series, and Wabash River flow series are also used for demonstration. After a brief explanation on chaotic time series analysis in the next section, the new clustering technique is introduced. This is followed by its application, results, and the conclusions of the study.
CHAOTIC TIME SERIES ANALYSIS
Short-term prediction of hydrological/meteorological time series using deterministic chaotic dynamical systems approach has become an alternative to the conventional linear stochastic approach (e.g., Sivakumar ; Karunasinghe & Liong ; Yu & Liong ). In chaotic time series analysis, a prediction model for a dynamical system is directly constructed from the past records of a single variable observed as a time series, say, x 1 , x 2 . . . x n . Using time delay coordinate method (e.g., Packard et al. ; Takens ), the dynamics of the time series can be embedded in an m dimensional space called phase space. The m dimensional vectors X i , given by
where In phase space prediction, the basic idea is to set a functional relationship between the current state X t and future state X tþT in the form
where T is referred to as lead time or prediction horizon. At time t, for an observation value x t , the current state of the system is X t , where X t ¼ x t , x tÀτ , . . . x tÀ(mÀ1)τ À Á and similarly the future state at time t þ T is X tþT . In the functional relationship (Equation (2)), we are only interested in forecasting the first component, x iþT of X iþT , the search is limited to a map F T :R m ) R (see Equation (3)), which interpolates the pairs (X i , x iþT ) instead of a function
For a chaotic system, the predictor F T that approximates f T is necessarily nonlinear. Multilayer perceptron (MLP) models (Haykin ) with m-dimensional phase space vectors X i as the inputs and the scalars x iþT as the outputs are used in this study to approximate a map F T :R m ) R, valid over the entire phase space, i.e., a global fit. Note that Equation (3) is a special case of the more general function approximation problem of approximating function f in the map y ¼ f(x), using the available data
. . . , N where x i ∈ X, X ⊆ R m is the mdimensional input space (independent variables) and
where Y is the output space (dependent variable)
NEW CLUSTERING METHOD
In deriving relationships using lengthy data records redundancy of data can occur due to at least two reasons: (1) The selection of points lying far from other points is achieved in the algorithm in a way that an additional parameter determining a stopping criterion is eliminated.
Algorithm
The simple clustering algorithm can be given as follows.
Assume that these points have been normalized so that they lie in a unit hypercube. This makes it possible for the only parameter of this method, d, defining the neighborhood, to be specified without using the domain specific knowledge.
Step 1: Calculate a density measure for each point X i .
A Gaussian 'influence function', which indicates the influence of each data point on a certain data point, is used as the density measure, Step 2: Select the point with the highest density as the first cluster center.
Step 3: Set the density measure of the selected cluster center and the density of points closer than d from the selected cluster center to zero.
Step 4: Select the point with the next highest density measure. If its density measure is greater than zero select the point as a cluster center and go to step 3. Or stop.
Note that no additional parameter is required as a stopping criterion.
In Equation (4), the radius within which the points contribute significantly to the potential P i for the calculation of P i is approximately 2d while the neighborhood size (or the minimum distance between two cluster centers) is d.
APPLICATION OF THE PROPOSED CLUSTERING METHOD Data used
The effectiveness of the proposed clustering algorithm to extract a compact set of system representative patterns Lorenz model is given by the following three ordinary differential equations: The impedance of a certain type of an alternating current series circuit can be expressed by the form given in
where x 1 , x 2 , x 3 and x 4 are resistance, angular frequency, inductance, and capacitance, respectively. This function has been widely used for benchmarking regression problems in different applications (e.g., Vapnik ; Roth ;
Martinez-Estudillo et al. ).
In this study this function is used to generate a multivariate data set. It should be noted that this is not a time series data set. With the domain
that has been used in the said studies, a data set of 7,000 records was randomly generated using uniform distributions.
Then, to simulate real life situations, for training data, both the inputs (i.e., x 1 , x 2 , x 3 and x 4 ) and the output f(x) were contaminated with zero mean Gaussian noises with standard deviations of 5% of the standard deviation of each variable.
These noise added data were used in the study. as given in Equation (7) where ST i (t) is the flow measured at ith upstream station on tth day. Prediction performance is evaluated in terms of four error measures: (1) two relative error measures, the normalized root mean square error (NRMSE) given in Equation (8a) and modified coefficient of efficiency (MCE) recommended in Legates & McCabe () given in Equation (8b); (2) two absolute error measures, mean absolute error (MAE) given in Equation (9a) and root mean square error (RMSE) given in Equation (9b).
In Equations (8a), (8b), (9a), and (9b), x i is the observed value,x i is the predicted value, n is the number of points predicted, and x is the average value of the time series. A zero/ one value in NRMSE/MCE indicates a perfect prediction, while a value greater than one/less than zero for NRMSE/ MCE indicates that the predictions are no better than using the average value of the time series. A zero value in MAE and RMSE represents a perfect prediction.
For the comparative study, subsets were obtained with SCM and their prediction performances were compared with those of subsets obtained with the proposed clustering method. SCM was used for comparison purposes for several reasons. The study uses SCM as the only method, to the best of the authors' knowledge, that has been tested for function approximation purposes using several prediction methods.
Cluster centers of SCM are a subset of the original data.
Other widely used techniques, such as k-means clustering, produces centers which are not necessarily data points.
Such 'artificial' points may not be acceptable in function approximation problems. As such, investigating whether and how the existing clustering methods, that have been developed for the purpose of classification, could be incorporated for function approximation require further studies that are beyond the scope of this study. SCM has four parameters, namely: (1) radius of influence (R) of a cluster center; (2) the accept ratio (AR), that determines whether data point will be accepted as a cluster center; (3) the reject ratio (RR), that determines whether a data point will be rejected as a cluster center; (4) squash factor (SF), that determines the neighborhood of a cluster center within which the existence of other cluster centers are discouraged.
It is tedious to use a trial and error approach for finding optimal values for them. Therefore, a micro-genetic algorithm Then, these subsets were used to make the prediction on the test set using local averaging nonlinear prediction (NLP) method (Karunasinghe & Liong ) to approximate functions, f, in Equations (3), (6), and (7). The prediction accuracy on the test set was used as the fitness indicator in mGA. The procedure was repeated until the stopping criterion was met. The maximum number of evaluations (i.e., number of SCM parameter sets tested) was limited to 1,000, based on previous experience, and was used as the stopping criterion. The NLP, instead of MLP, was used for fitness evaluation in mGA to reduce the time taken to find optimal SCM parameters. For more details of this procedure readers are referred to Doan et al. () .
Information content in clustered data
The subsets obtained by the proposed method were tested for information content compared to those of random subsets of similar sizes. The quadratic Renyi entropy (Renyi ) is used for this purpose. Entropy is calculated for clustered subsets and randomly chosen subsets of the same size.
Entropy is a measure of the system randomization. The larger the entropy the more information involved in the sample and better the randomization of the sample is (Jiang et al. ) . For a continuous random variable X with probability density function p(x) the expression for quadratic Renyi entropy is given by Equation (10)
Employing nonparametric density estimation using Gaussian kernel, Ð p 2 (x)dx can be estimated using the sample points x 1 , 2 , . . . , x N as in Equation (11) 
where
and σ is the width of the Gaussian kernel. Then, the quadratic Renyi entropy is given by Equation (13):
The width of the Gaussian kernel (also called the kernel size or bandwidth) in Equation (12) is a free parameter that needs to be selected by the user. Therefore, the resulting values of entropy depend on the kernel size selected and they have little absolute meaning, but they gauge performance in a relative sense when comparing data generated with the same set of parameters (Principe ) . There is no definite criterion to choose a value for σ. Methods available to find an optimal value for σ include cross-validation methods, bootstrapping methods, reference rules, etc. (Brabanter et al. ) . This study used the Silverman's rule given in Equation (14), which was found to be sufficient for many applications by Principe (). In Equation (14), N is the number of samples, d is the data dimensionality, and σ X is the data standard deviation.
RESULTS
Effectiveness of the extracted sets is evaluated by comparing their prediction performance with that of using the total data set. The prediction errors on the validation sets using the models trained with entire training data are given in Mississippi River flow data. The kernel width was chosen using Equation (14). Clearly, the entropy of a clustered subset is larger than that of a randomly chosen subset of data with the same number of patterns. In order to make sure that this finding is independent of the particular value chosen for σ, H R2 was calculated using 0:5σ opt and 1:5σ opt as well. Both produced similar results as in Figure 5 . Similar trends were observed for all the other data sets as well. This means that a subset obtained with the proposed clustering method is rich in information content compared to random selection of the same size. 
In Equation (15), m is the number of input variables which is an integer, therefore 13m is an integer. 
Problems in choosing SCM parameters
The reason for using mGA to find optimal parameter sets for SCM should better be discussed in more detail. On the other hand, in SCM, the variation of the size of subsets with its parameters is not monotonic. As an example, some SCM parameter sets and the sizes of the subsets they produced on Mississippi data are shown in the second and third columns of Table 2 . The parameter set (3) is the mid point of the values in parameter sets (1) and (2). Ideally, we expect this set to produce a subset of which the size falls between 978 and 2,297. In this case the parameter set (3) produced a subset of size 1,027, which is between 978 and 2,297, however, this value is very much closer to 978. In a worse example, the parameter set (4) which has values between parameter set (1) and (2) produced a subset of size 442, which is outside the range of size has contributed to the efficiency of the proposed method.
Remark on using subsets of time series data
It should be noted that when extracting subsets of data from time series data, the complete temporal sequence of the data set will not be preserved. In this study, the data have been extracted for the purpose of prediction model building where the modeling methods do not require the whole temporal sequence of the underlying process. For example, in building models of the form given in Equation (3), the pairs (x iþT , X i ); i ¼ 1, 2, ::::, n are treated as independent patterns, which do not require any particular ordering.
Whatever the required time, correlations are included within the pairs (x iþT , X i ) themselves, by using time delayed values (see Equations (1) and (7)).
Some similarities and differences of the proposed clustering method and SCM
The SCM and the proposed clustering method share several similarities. Both the methods select a subset of original data as cluster centers. They use a similar density measure to evaluate the potential of a data point as a cluster center.
Thus, both methods give priority to points closely surrounded by other points as cluster centers. The SCM discourages closely spaced cluster centers whereas the new clustering method eliminates the selection of cluster centers which are closer than a certain distance. The SCM discourages points, lying far away from other points, being selected as cluster centers, whereas the new clustering method ensures the selection of such points. Thus the proposed clustering method tries to strike a balance between two seemingly contradicting objectives; choosing sparsely situated points while still encouraging more points to be selected from densely populated areas in the data space.
Unlike almost all other clustering methods, the proposed method ensures the selection of points lying in less dense areas of data space. This is expected to be useful in function approximation problems where such points represent important infrequent events of dynamical systems. However, it can be disadvantageous in situations where such points are outlying due to noise rather than due to system dynamics. Although the proposed method was developed considering the phase space prediction of chaotic time series, it was shown to be equally effective as SCM on other multivariate data sets as well.
CONCLUSIONS
A new, simple clustering algorithm is proposed for data extraction for function approximation. The purpose of the extracted data is to serve as a representative data set of the total data set. The proposed 'simple clustering method' has only a single parameter to be specified, and suitable values for this parameter can be found more efficiently than with, for example, SCM, which has four parameters, without the necessity to adopt computationally costly methods like mGA. A foolproof method to find suitable values for this single parameter is also proposed. A comparison of times taken by SCM coupled with mGA and the proposed simple clustering method with the said method for parameter selection shows that the simple clustering method is orders of magnitude more efficient than SCM. Yet the simple clustering method is shown to be equally effective as SCM in extracting system representative subsets. Having a single parameter and its monotonic variation with the subset sizes contribute to efficient derivation of subsets of required sizes using the simple clustering method. Further, the extracted subsets are shown to contain more information content than randomly selected subsets.
The effectiveness of the subsets extracted was tested only for the prediction model formulation aspect. On the tested data sets, subsets of approximately 30-50% of the total data sets provided the same level of prediction accuracy as using the total data sets. Four different error measures supported the finding. The method was shown to be effective on phase space prediction of univariate time series data and on multivariate data sets. Demonstrations carried out on one univariate synthetic chaotic time series data set (Lorenz) , one benchmark multivariate synthetic data set (Friedman) , two univariate river flow series data sets, and one multivariate river flow series data set confirm the findings. Further investigation of the new technique on different multivariate data sets and on different function approximation applications is being pursued and will serve to show its robustness.
