In this paper we consider a version of the Kantorovich's theorem for solving the generalized equation F (x) + T (x) ∋ 0, where F is a Fréchet derivative function and T is a set-valued and maximal monotone acting between Hilbert spaces. We show that this method is quadratically convergent to a solution of F (x) + T (x) ∋ 0. We have used the idea of majorant function, which relaxes the Lipschitz continuity of the derivative F ′ . It allows us to obtain the optimal convergence radius, uniqueness of solution and also to solving generalized equations under Smale's condition.
Introduction
In this paper we are interested in the solution of the generalized equation
where F : Ω → H is a Fréchet differentiable function, H is a Hilbert space, Ω ⊆ H an open set and T : H ⇒ H is set-valued and maximal monotone. As is well known, the generalized equation (1) covers wide range of problems in classical analysis and its applications. For instance, systems of nonlinear equations and abstract inequality systems. If ψ : H → (−∞, +∞] is a proper lower semicontinuous convex function and T (x) = ∂ψ(x) = {u ∈ H : ψ(y) ≥ ψ(x) + u, y − x }, ∀ y ∈ H, then (1) becomes the variational inequality problem F (x) + ∂ψ(x) ∋ 0, including linear and nonlinear complementary problems; additional comments about such problems can be found in [5, 10, 12, 17, 24, 25] , and the references cited therein.
The organization of the paper is as follows. In Section 2, some notations and important results used throughout the paper are presented. In Section 3, the main result is stated and in Section 3.1 properties of the majorant function, the main relationships between the majorant function and the nonlinear operator are established. In Section 3.2 the main result is proved, the uniqueness of the solution and some applications of this result are given in Section 4. Some final remarks are made in Section 5.
Preliminaries
The following notations and results are used throughout our presentation. Let H be a Hilbert space with scalar product ., . and norm . , the open and closed balls at x with radius δ ≥ 0 are denoted, respectively, by B(x, δ) := {y ∈ X : x − y < δ} and B[x, δ] := {y ∈ X : x − y δ}. We denote by L (X, Y ) the space consisting of all continuous linear mappings A : X → Y and the operator norm of A is defined by A := sup { Ax : x 1}. Recall that a bounded linear operator G : H → H is called a positive operator if G is a self-conjugate and Gx, x ≤ 0 for each x ∈ H. The domain and the range of H are, respectively, the sets dom H := {x ∈ X : H(x) = ∅} and rge H := {y ∈ Y : y ∈ H(x) for some x ∈ X}. The inverse of H is the set-valued mapping H −1 : Y ⇒ X defined by H −1 (y) := {x ∈ X : y ∈ H(x)}. Definition 1. Let H, be a Hilbert space, Ω be an open nonempty subset of H, h : Ω → H be a Fréchet derivative with derivative h ′ and T : H ⇒ H be a set-valued mapping. The partial linearization of the mapping h + T at x ∈ H is the set-valued mapping
is the Newton iteration for solving the equation h(x) = 0. Now, we recall notions of monotonicity for set-valued operators.
Definition 2. Let T : H ⇒ H be a set-valued operator. T is said to be monotone if for any x, y ∈ dom T and, u ∈ T (y), v ∈ T (x) implies that the follwing inequality holds:
A subset of H × H is monotone if it is the graph of a monotone operator. If ϕ : H → (−∞, +∞] is a proper function then the subdifferential of ϕ is monotone. Definition 3. Let T : H ⇒ H be monotone. Then T is maximal monotone if the following implication holds for all x, u ∈ H: u − v, y − x ≥ 0 for each y ∈ domT and v ∈ T (y) ⇒ x ∈ domT and v ∈ T (x). (5) An example of maximal monotone operator is the subdifferential of a proper, lower semicontinuous, convex function ϕ : H → (−∞, +∞]. The following result can de found in [26] . Lemma 1. Let G be a positive operator. The following statements about G hold:
2. If G −1 exists, then G −1 is a positive operator.
As a consequence of this result we have the following result: Lemma 2. Let G be a positive operator. Suppose that G −1 exists, then for each x ∈ H we have
Proof. See Lemma 2.2 of [24] .
Let G : H → H be a bounded linear operator. We will use the convention that G := 1 2 (G + G * ) where G * is the conjugate operator of G. As we can see, G is a self-conjugate operator. From now, we assume that T : H ⇒ H is a set-valued maximal monotone operator and F : H → H is a Fréchet derivative function. The next result is of major importance to prove the good definition of Newton's method. Its proof can be found in [22, Lemma 1, p.189].
Lemma 3 (Banach's lemma). Let B : H → H be a bounded linear operator and I : H → H the identity operator. If B − I < 1 then B is invertible and
Local analysis of Newton's method
In this section, we study the Newton's method for solving the generalized equation (1) , which is based in the partial linearization of this equation, see [12] (see also, [4] ). For study the convergence properties of this method, we assume that the derivative F ′ satisfies a weak Lipschitz condition on a region Ω relaxing the usual Lipschitz condition. The statement of the our main result is: 
for all x, y ∈ B(x 0 , κ). Moreover, suppose that
and the following conditions hold,
h2) f ′ is convex and strictly increasing.
h3) f (t) = 0 for some t ∈ (0, R).
Then, f has a smallest zero t * ∈ (0, R), the sequences generated by Newton's method for solving the generalized equation F (x) + T (x) ∋ 0 and the equation f (t) = 0, with starting point x 0 and t 0 = 0, respectively,
are well defined, {t k } is strictly increasing, is contained in (0, t * ) and converges to t * , {x k } is contained in B(x 0 , t * ) and converges to the point x * ∈ B[x 0 , t * ] which is the unique solution of the generalized equation
Moreover, the sequences {x k } and {t k } satisfies,
for all k=0,1,..., and the sequences {t k } and {x k } converge Q-linearly as follows
If, additionally
then the sequences, {t k } and {x k } converge Q-quadratically as follows
for all k = 0, 1, . . . .
Remark 2.
When F ≡ 0 and f ′ satisfies a Lipschitz-type condition, we will obtain a particular instance of Theorem 4, which retrieves the classical convergence theorem on Newton's method under the Lipschitz condition; see [16, 23] .
Remark 3. Since T is monotone maximal, if there exists a constant c > 0 such that
for each y ∈ H, then there exist an unique point x k+1 such that the first inclusion in (8) holds. The proof of this result can be found in [24, Lemma 2.2]. Hence, if for each k, there exist a constant c > 0 such that (12) holds, then the sequence generated by (8) is well defined.
From now on, we assume that the hypotheses of Theorem 4 hold.
Basic results
In this section we will establish some results about the majorant function f : [0, R) → R and, some relationships between the majorant function and the set-valued mapping F + T. For this, we begin by reminding that Proposition 3 of [11] state that the majorant function f has a smallest root t * ∈ (0, R), is strictly convex,
Moreover, f ′ (t * ) 0 and f ′ (t * ) < 0 if, and only if, there exists t ∈ (t * , R) such that f (t) < 0. Let
Note that t * ≤t. Since f ′ (t) < 0 for all t ∈ [0,t), the Newton iteration of the majorant function f is well defined in [0,t). Let us call it n f : [0,t) → R such that
The next result will be used to obtain the convergence rate of the sequence generated by Newton's method for solving f (t) = 0. Its proof can be found in [11, Proposition 4] .
The definition on {t k } on (8) is equivalent to the following one
The next result contain the main convergence properties of the above sequence and its prove, which is a consequence of Lemma 5, follows the same pattern as the proof of Corollary 2.15 of [9] .
Corollary 6. The sequence {t k } is well defined, strictly increasing and is contained in [0, t * ). Moreover, it satisfies second inequality in (10) and converges Q-linearly to t * . If also satisfies assumption h4 then {t k } satisfies the second inequality in (11) and converges Q-quadratically.
Therefore, we have obtained all the statements about the majorant sequence {t k } on Theorem 4. Now we are going to establish some relationships between the majorant function and the set-valued mapping F + T. In the sequel we will prove that the partial linearization of F + T has a singlevalued inverse, which is Lipschitz in a neighborhood of x 0 . Since Newton's iteration at a point in this neighborhood happens to be a zero of the partial linearization of F + T at such a point, it will be first convenient to study the linearization error of F at a point in Ω
In the next result we bound this error by the linearization error of the majorant function f , namely,
Lemma 7. Take x, y ∈ B(x 0 , R) and 0 ≤ t < v < R. If x − x 0 ≤ t and y − x ≤ v − t then
Proof. Since x + τ (y − x) ∈ B(x 0 , R), for all τ ∈ [0, 1] and F is continuously differentiable in Ω, the linearization error of F on (15) is equivalent to
which combined with the assumption in (6) and after some simple algebraic manipulations we obtain
Now, using the convexity of f ′ , the assumptions x − x 0 ≤ t and y − x < v − t, v < R we have
for any τ ∈ [0, 1]. Combining these inequalities we conclude that
which, after performing the integration we obtain the desired result.
In the next result we will present the main relationships between the majorant function f and the operator F . The result is a consequence of Banach's lemma and its statement is:
exists. Moreover,
Proof. Firstly note that
Take x ∈ B[x 0 , t], 0 ≤ t < t * . Thus f ′ (t) < 0. Using (17), (6) and taking into account h1 and h2 we obtain that
Thus, by Banach's lemma, we conclude that
exists. Moreover by above inequality,
On the other hand, using (18) we have
Take y ∈ H. Then, it follows by above inequality that
which implies, after of simple manipulations that
Since F ′ (x 0 ) is a positive operator and
exists by assumption, we obtain by Lemma 2 that
Therefore, combining the two last inequalities we conclude that F ′ (x)y, y ≥ 0, i.e, F ′ (x) is a positive operator. exists, thus by Lemma 2 we have that for any y ∈ H
Note that F ′ (x)y, y = F ′ (x)y, y , thus by the second part of Lemma 8 and h 2 we conclude that F ′ (x) satisfies (12) and consequently, the Newton iteration mapping is well-defined. Let us call N F +T , the Newton iteration mapping for F + T in that region, namely, N F +T :
Using (4) we conclude that the definition of the Newton iteration mapping in (20) is equivalent to
Therefore, one can apply a single Newton iteration on any x ∈ B(x 0 , t * ) to obtain N F +T (x) which may not belong to B(x 0 , t * ), or even may not belong to the domain of F . Thus, this is enough to guarantee the well-definiteness of only one iteration of Newton's method. To ensure that Newtonian iterations may be repeated indefinitely or in particular, invariant on subsets of B(x 0 , t * ), we need some additional results. First, define some subsets of B(x 0 , t * ) in which, as we shall prove, Newton iteration mapping (21) are "well behaved". Define
Lemma 9. For each 0 ≤ t < t * we have K(t) ⊂ B(x 0 , t * ) and N F +T (K(t)) ⊂ K(n f (t)). As a consequence, K ⊆ B(x 0 , t * ) and N F +T (K) ⊂ K.
Proof. The first inclusion follows trivially from the definition of K(t). Take x ∈ K(t). Using definition (22) and (13) we concluded that
Definition of Newton iteration mapping in (21) implies that for all x ∈ K(t) we have
and consequently, using (13) and (24), the last inequality imply
For simplify the notations define x + = N F +T (x) and y = L F (x + , 0) −1 . Thus, from (21) we have
As T is a maximal monotone, it follows that
which implies that
Since, by Lemma 8, F ′ (x) is a positive operator and F ′ (x)
exists, we obtain from Lemma 2 that
Note that F ′ (x + )(y − x + ), y − x + = F ′ (x + )(y − x + ), y − x + , this together (27) and (26) yields that
Hence, after simple manipulations, above inequality becomes
Due to x + = N F +T (x) we have from (25) that x + − x 0 ≤ n f (t). Then, taking into account that f ′ is increasing and negative, it follows from (28) , using second part in Lemma 8, (15) and Lemma 7 we obtain that
On the other hand, using the definition (13), after some manipulations we conclude that
and because x + = N F +T (x), (13) and the second inequality in (24) imply x − x + ≤ n f (t) − t, thus inequality in (29) becomes
Therefore, since (25) implies x + − x 0 ≤ n f (t) we conclude that the second inclusion of the proposition is proved. The third inclusion K ⊆ B(x 0 , t * ) follows trivially from (22) and (23). To prove the last inclusion N F +T (K) ⊂ K, take x ∈ K. Thus x ∈ K(t) for some t ∈ [0, t * ). From the second inclusion of the proposition, we have N F +T (x) ∈ K(n f (t)). Since n f (t) ∈ [0, t * ) and using the definition of K in (23) we concluded the proof.
Convergence analysis
To prove the convergence result, which is a consequence of the above results, firstly we note that the definition (20) implies that the sequence {x k } defined in (8) , can be formally stated by
or equivalently,
First we will show that the sequence generated by Newton method is well behaved with respect to the set defined in (22) .
Corollary 10. The sequence {x k } is well defined, is contained in B(x 0 , t * ), converges to a point x * ∈ B[x 0 , t * ] satisfying 0 ∈ F (x * ) + T (x * ). Moreover, x k ∈ K(t k ), for k = 0, 1 . . . and
Proof. From assumption in (7), Remark 4, assumption h1 and definitions (22) and (23) we have
We know from Lemma 9 that N F +T (K) ⊂ K. Thus, using (31) and (30) we conclude that the sequence {x k } is well defined and rests in K. From the first inclusion on second part of the Lemma 9 we have trivially that {x k } is contained in B(x 0 , t * ). To prove the convergence, first we are going to prove by induction that
The above inclusion, for k = 0, follows from (31). Assume now that x k ∈ K(t k ). Then combining Lemma 9, (30) and (13) we conclude that x k+1 ∈ K(t k+1 ), which completes the induction proof. Now, using (32) and (22) we have
which, combined with (30) and (8) becomes
Taking into account that {t k } converges to t * , we easily conclude from the above inequality that
for any k 0 ∈ N. Hence, we conclude that {x k } is a Cauchy sequence in B(x 0 , t * ) and thus it converges to some x * ∈ B[x 0 , t * ]. Therefore, using again (33) we also conclude that the inequality in the corollary holds.
, F is a continuously differentiable mapping, x k converges to x * and T is maximal monotone, we conclude that 0 ∈ F (x * ) + T (x * ).
We have already proved that the sequence {x k } converges to a solution x * of generalized equation F (x) + T (x) ∋ 0 and x * ∈ B(x 0 , t * ). Now, we will prove that this convergence is Q-linearly and that x * is the unique solution of F (x) + T (x) ∋ 0 in B(x 0 , t * ). Furthermore, by assuming that f satisfies h4, we will also prove that {x k } converges Q-quadratically to x * . For that, we need of the following result: Lemma 11. Take x, y ∈ B(x 0 , R) and 0 ≤ t < v < R. If
then the following inequality holds
Proof. For simplify the notations define z = N F +T (x). Since 0 ∈ F (y) + T (y) using (21) and that T is maximal monotone we have
which, after simple manipulations, implies that
Since x − x 0 ≤ t < t * we obtain by Lemma 8 that F ′ (x) is a positive operator and
exists. Thus from Lemma 2 we have
Combining F ′ (x)(z − y), z − y = F ′ (x)(z − y), z − y , with (36) and (35) yields that
Now, using Lemma 8 and Lemma 7 together with the assumptions of the lemma we obtain
As, 0 ≤ t < t * , f ′ (t) < 0. Using definition of e f (t, v), (13) and the assumption f (v) ≤ 0 we have
To end the proof, combine the two above inequalities.
Corollary 12. The sequences {x k } and {t k } satisfy the following inequality
As a consequence, the sequence {x k } converges Q-linearly to the solution x * as follows
Additionally, if f satisfies h4 then the sequence {x k } converges Q-quadratically to x * as follows
Proof. For each k, we can apply Lemma 11 with x = x k , y = x * , t = t k and v = t * , to obtain
Thus inequality (38) follows from the above inequality, (30) and (14) . Note that by the first part in Lemma 5, (14) and Corollary 10 we have
Combining these inequalities with (38) we obtain (39). Now, assume that h4 holds. Then, by Corollary 6, the second inequality on (11) holds, which combined with (38) imply (40).
Corollary 13. The limit x * of the sequence {x k } is the unique solution of the generalized equation
Proof. Suppose there exist y * ∈ B[x 0 , t * ] such that y * is solution of F (x) + T (x) ∋ 0. We will prove by induction that
The case k = 0 is trivial, because t 0 = 0 and y * ∈ B[x 0 , t * ]. We assume that the inequality holds for some k. First note that Corollary 10 implies that
we may apply Lemma 11 with x = x k , y = y * , t = t k and v = t * to obtain
Using inductive hypothesis, (30) and (14) we obtain, from latter inequality, that (41) holds for k + 1. Since x k converges to x * and t k converges to t * , from (41) we conclude that y * = x * . Therefore, x * is the unique solution of
Some special cases
In this section, we will present some special cases of Theorem 4. When F ≡ {0} and f ′ satisfies a Lipschitz-type condition, we will obtain a particular instance of Theorem 4, which retrieves the classical convergence theorem on Newton's method under the Lipschitz condition; see [16, 23] . A version of Smale's theorem on Newton's method for analytical functions is obtained in Theorem 15.
Under Lipschitz-type condition
In this section, we will present a version of classical convergence theorem for Newton's method under Lipschitz-type condition for generalized equations. The classical version for F ≡ {0} have appeared in Rall [16] and Traub and Wozniakowski [23] . exists and, there exists a constant K > 0 such that B(x 0 , 1/K) ⊂ Ω and
Moreover, suppose that
Then, the sequence {x k } generated by Newton's method for solving F (x) + T (x) ∋ 0 with starting
is well defined, is contained in B(x 0 , t * ) and converges to the point x * which is the unique solution of F (x) + T (x) ∋ 0 in B(x 0 , t * ), where t * = 1 − √ 1 − 2bK/K. Moreover, the sequence {x k } satisfies for any k = 0, 1, . . . ,
Proof. Since f : [0, 1/K) → R, defined by f (t) := (K/2)t 2 − t + b, is a majorant function for F at point x 0 , the result follows by invoking Theorem 4, applied to this particular context.
Remark 5.
The above result contain, as particular instance, several theorem on Newton's method; see, for example, Rall [16] , Traub and Wozniakowski [23] and Daniel [3] . See also [29] .
Under Smale's-type condition
In this section, we will present a version of classical convergence theorem for Newton's method under Smale's-type condition for generalized equations. The classical version has appeared in corollary of Proposition 3 pp. 195 of Smale [22] , see also Proposition 1 pp. 157 and Remark 1 pp. 158 of Blum, Cucker, Shub, and Smale [1] ; see also [7] . < +∞.
Moreover, suppose that B(x 0 , 1/γ) and there exists b > 0 such that
and α := bγ ≤ 3 − 2 √ 2. Then the sequence {x k } generated by Newton's method for solving F (x) + T (x) ∋ 0 with starting point x 0
is well defined, is contained in B(x 0 , t * ) and converges to the point x * which is the unique solution of F (x) + T (x) ∋ 0 in B[x 0 , t * ], where t * = (α + 1 − (α + 1) 2 − 8α)/4γ. Moreover, {x k } converges Q-linearly as follows
Additionally, if α < 3 − 2 √ 2, then {x k } converges Q-quadratically as follows
x * − x k 2 , k = 0, 1, . . . .
Before proving above theorem we need of two results. The next results gives a condition that is easier to check than condition (6) , whenever the functions under consideration are twice continuously differentiable, and its proof follows the same path of Lemma 21 of [8] .
Lemma 16. Let Ω ⊂ H be an open set, and let F : Ω → H be an analytic function. Suppose that x 0 ∈ Ω and B(x 0 , 1/γ) ⊂ Ω, where γ is defined in (45). Then for all x ∈ B(x 0 , 1/γ), it holds that F ′′ (x) ≤ 2γ/(1 − γ x − x 0 ) 3 .
The next result gives a relationship between the second derivatives F ′′ and f ′′ , which allow us to show that F and f satisfy (6), and its proof is similar to Lemma 22 of [8] . f ′′ ( x − x 0 ), for all x ∈ B(x 0 , κ), then F and f satisfy (6).
[Proof of Theorem 15] . Consider f : [0, 1/γ) → R defined by f (t) = t/(1 − γt) − 2t + b. Note that f is analytic and f (0) = b, f ′ (t) = 1/(1 − γt) 2 − 2, f ′ (0) = −1, f ′′ (t) = 2γ/(1 − γt) 3 . It follows from the last equalities that f satisfies h1 and h2. Combining Lemma 17 with Lemma 16, we conclude that F and f satisfy (6) . Therefore, the result follows by applying the Theorem 4.
