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INTRODUCTION
Let G be an undirected graph. A vertex coloring of G is the assignment of a color to every vertex such that no two adjacent vertices have the same color. The chromatic number χ(G) of G is the minimum number of colors used in a vertex coloring of G. A stable set is a set of pairwise non adjacent vertices. Hence, a vertex coloring of G is a partition of its vertex set into stable sets called color classes. The Vertex Coloring Problem (VCP) is to determine the chromatic number of a given graph. This well known NP-hard problem [4] has many real world applications in many engineering fields, including scheduling, timetabling, register allocation and frequency assignment [20] . While exact algorithms [2, 9, 11, 12, 15, [17] [18] [19] can hardly solve instances with more than 100 vertices, real world instances can have thousands of vertices, and the use of approximate algorithms, heuristics or metaheuristics is then necessary.
The best known polynomial-time algorithm for approximating χ(G) has an approximation ratio of O(n(log log n) 2 /(log n) 3 ) [10] , where n is the number of vertices in G. Metaheuristics for the VCP generally produce colorings with much less colors, but without any performance guarantee. The first ones, proposed in the eighties, were based on simulated annealing [3, 14] and tabu search [13] . Nowadays, a much wider variety of metaheuristics is available, a bibliography being maintained by Chiarandini and Gualandi [6] . A vast majority of these metaheuristics solve the k-VCP which is, for a given integer k, to determine whether a graph admits a vertex coloring that uses at most k colors. An upper bound on the chromatic number is therefore needed to fix an initial value for k which is then decreased until no solution to the k-VCP can be found. Such an upper bound is typically obtained by using fast heuristics for the VCP.
The most popular fast heuristics for the VCP are based on greedy constructive procedures. These algorithms sequentially color the vertices following some rule for choosing the next vertex to color and the color to use. The best known such heuristics are the DSATUR [1] and RLF [16] algorithms. Computational studies on these algorithms [7] have shown that RLF outperforms DSATUR in terms of quality on most instances, while RLF is more time consuming with a complexity of O(mn) to be compared with the O(n 2 ) complexity of DSATUR, where n is the number of vertices and m the number of edges.
The aim of this paper is to propose new greedy algorithms for the VCP that can compete with basic metaheuristics. In particular, we will show that greedy choices made in the RLF algorithm can be modified in a very simple way, often with the effect of reducing the number of colors used. The new proposed RLF-like algorithms have a complexity that ranges from O(mn) to O(mn 2 ).
In the next section, we describe the standard RLF algorithm, as well as some of its variations. The proposed alternative greedy choices are given in Section 3. Computational experiments are reported in Section 4, where we compare the new RLF-like algorithms with the standard RLF as well as with DSATUR, and the Tabu Search metaheuristic.
THE RLF ALGORITHM AND SOME VARIATIONS
The Recursive Largest First (RLF) algorithm was proposed in 1979 by F. Leighton [16] . Roughly speaking, this algorithm builds a sequence of stable sets, each one corresponding to a color class. Let C be the next color class to be constructed, let U denote the set of uncolored vertices and let W be the set (initially empty) of uncolored vertices with at least one neighbor in C. Every time a vertex in U is chosen to be moved to C, all its neighbors in U are moved from U to W. The first vertex v ∈ U to be included in C is one with the largest number of neighbors in U. The rest of C is built as follows : while U is not empty, the next vertex to be moved from U to C is one having the largest number of neighbors in W. Ties are, if possible, broken by choosing a vertex with the smallest number of neighbors in U.
For a vertex u ∈ U, we denote its number of neighbors in U and W, respectively, with A U (u) and A W (u). Also, when v is the first vertex placed in a color class, we denote with C v the color class that contains it. Given a vertex v, the algorithm in Figure 1 summarizes how C v is constructed by the RLF algorithm. The construction of C v can easily be implemented by updating the numbers A U (x) and A W (x) each time a vertex is removed from U. More precisely, A W (x) is initially (when W = ∅) set equal to 0 for all x ∈ U, and the initial values A U (x) can easily be obtained in O(m) time. Then, each time a vertex w is moved from U to W, A W (x) is incremented by one unit and A U (x) is decreased by one unit for all neighbors x ∈ U of w. Also, when a vertex u ∈ U is moved from U to C v , A U (x) is decreased by one unit for all neighbors x ∈ U of u. Hence, there are O(m) such updates, and since the selection of the next vertex to be moved to C v can be done in O(n) time, the construction of C v has a total complexity of O(m + n|C v |).
Construction of C v
As mentioned above, the RLF algorithm constructs a sequence of such stable sets. It is summarized in Figure 2 . Since every vertex belongs to exactly one color class, the overall complexity of the RLF algorithm is O(km + n 2 ), where k is the number of colors used. The RLF algorithm has therefore a O(mn) worst case complexity.
Algorithm RLF Input A graph G.
Output A coloring of the vertices of G.
Construct C v and assign color k to all vertices in C v . end while Several greedy choices are made by the RLF algorithm. The first one occurs when selecting the first vertex v to be placed in a color class. Also, the selection of the next vertices to be placed with v in C v is based on greedy choices. As observed by Johnson et al. [14] , better results can be obtained by modifying these choices, which explains why they proposed two variations of the RLF algorithm.
First variation: algorithm RLF*
The greedy choices made during the construction of C v aim to minimize the number of edges in the residual graph G ′ obtained by removing the colored vertices from the original graph. Let P denote the problem of finding a color class C such that the number of edges in the residual graph G ′ is minimized. The RLF* algorithm iteratively builds color classes by solving P with an exact procedure.
Second variation: algorithm XRLF
The XRLF algorithm plays with four parameters T, L, R, E in the following way.
-Each color class is built first, by generating a given number T of stable sets I 1 , · · · , I T , and then, by choosing as a color class the stable set I i that induces a residual graph G ′ with a minimum number of edges. -The first vertex placed in each I i is chosen at random among the uncolored vertices. Then, additional vertices are added to I i until the number of vertices in U is less than a fixed limit L. The rest of I i is obtained by using an exhaustive search with always the same aim of minimizing the number of edges in the residual graph G ′ .
-The selection of additional vertices to be added to I i (when |U| > L) is done as follows: R vertices w 1 , · · · , w R are chosen at random in U, and a vertex w j with the largest value A W (w j ) is added to I i . -Color classes are obtained in this way until the residual graph contains less than a fixed number E of vertices, in which case, an exact coloring algorithm is used to build the last color classes.
As noticed by Johnson et al. [14] , RLF* solves a series of NP-hard problems, but there is no guarantee that it produces a coloring with χ(G) colors. Concerning XRLF, different values can be assigned to the four parameters E, R, T, L. In particular, if E = L = 0, T = 1, and R is sufficiently large, then XRLF is similar to the original RLF, while if E = 0 and L = n, then XRLF is equivalent to RLF*.
Both RLF* and XRLF combine the greedy choices of the standard RLF with exact non polynomial-time procedures. In this paper, we rather propose RLFlike algorithms with a polynomial-time complexity. They are obtained from the original RLF by changing some of the greedy rules. As will be shown, these very simple modifications make it possible to get an algorithm that produces much better results than the original RLF, and even competes with basic metaheuristics.
ALTERNATIVE GREEDY CHOICES
In what follows, we use the same notations as in the original RLF. In particular, for a vertex x ∈ U, A W (x) denotes the number of neighbors of x in W. When a vertex x is moved from U to W, the value A W (x) is frozen in that sense that it is not updated anymore. Hence, the value A W (x) for a vertex x ∈ W is equal to the last value A W (x) before the move of x to W. Now, we describe two modifications of the greedy choices made in RLF.
Alternative greedy choice for the selection of the next vertex to be placed in C v .
The first greedy choice for which we propose an alternative is the one done when selecting a vertex w v to be placed in C v . For a vertex u ∈ U, the value A W (u) is a kind of similarity measure between u and the vertices already in C v . Indeed, it corresponds to the number of uncolored neighbors of u, which are also neighbors of vertices in C v . The RLF algorithm selects the vertex u ∈ U with maximum value A W (u). We propose another selection rule. For every vertex
where N(u) is the set of neighbors of u and d(w) is the number of uncolored neighbors of w at the beginning of the construction of C v . The next vertex to be placed in C v is then chosen among those with maximum value B(w). The idea behind this rule is twofold and can be explained as follows. Let G ′ be the graph induced by the uncolored vertices at the end of the construction of C v :
• by maximizing ∑ w∈W∩N(u) d(w), we aim to favor the choice of a vertex u with mainly uncolored neighbors w of large degree in W so that the maximum degree in the residual graph G ′ is minimized;
• by maximizing ∑ w∈W∩N(u) A W (w), we aim to have many vertices in the residual graph G ′ similar to those in C v , so that the next color class can be as large as C v .
In other words, we choose a vertex u with the largest value B(u), we break ties by choosing a vertex with the largest value A W (u), and if this is not sufficient, by selecting one with the smallest value A U (u).
As was the case for the values A W (u) and A U (u) in the original RLF algorithm, the initial values for B(u) can easily be obtained in O(m). Then, each time a vertex
Hence, this does not change the complexity of the construction of the stable set C v . The procedure is summarized in Figure 3 .
Construction of C v based on function B Input A set U of uncolored vertices and a vertex
Initialize W as the set of vertices in U adjacent to v.
Remove v and all its neighbors from U and set
Move u from U to C v , and move all neighbors w ∈ U of u to W. 
end while

Alternative selection of the first vertex of a color class.
We propose to change the selection rule for the first vertex v to be placed in a color class. In the RLF algorithm, v is a vertex with a maximum number A U (v) of neighbors in U. We propose several alternatives.
(a) The first one is to build a stable set C v for every uncolored vertex v and to choose one that induces a residual graph with a minimum number of edges. This gives an algorithm with total complexity O(mn 2 ). (b) In order to avoid increase the complexity from O(mn) to O(mn 2 ), we propose to construct a stable set C v for a constant number M of uncolored vertices v, having the highest values A U (v).
(c) A solution in-between is to follow alternative (b), but with M = ⌊pn⌋ and 0 < p < 1, which also gives an O(mn 2 ) overall complexity, but approximately decreases the total computing time by a factor p when compared with alternative (a).
COMPUTATIONAL EXPERIMENTS
While the proposed changes to the original RLF algorithm might seem of little importance, we show in this section that their impact on the performance of the algorithm is significant. We analyze the results obtained by eight versions of the proposed algorithm. These versions are denoted α-RLF-β, where α = A or B, and β = n, 10%, 10, 1:
• α = A means that we use the standard values A W (u) to decide which vertex u is added to C v , while α = B stands for the proposed alternative that uses values B(u); • The various values for β indicate which strategy we follow to determine the first vertex v of a color class: β = n is for alternative (a); β=10 or 1 are for alternative (b) with M =10 and 1, respectively; β = 10% is for alternative (c) with p = 0.1.
Hence, A-RLF-1 is the standard RLF algorithm, both α-RLF-1 and α-RLF-10 have an O(mn) complexity, and both α-RLF-10% and α-RLF-n have an O(mn 2 ) complexity. Because α-RLF-10, α-RLF-10% and α-RLF-n are about 10, n 10 and n times slower than α-RLF-1, we also consider the 10-RLF, 10%-RLF and n-RLF algorithms which consist of applying the standard RLF 10, n 10 and n times, respectively, and to store only the best of the produced colorings. The β-RLF and α-RLF-β algorithms have therefore comparable computing times, which helps to better analyze the impact of the proposed selection rules for the first vertex of a color class. Note that when the standard RFL is applied several times on an instance, the results may differ from one run to another run, because ties in the greedy choices are broken randomly.
We have tested the A-RLF-β and β-RLF algorithms on random graphs R n,d constructed as follows : given a positive integer n and a real number d ∈ [0, 1], R n,d has n vertices and all n(n−1) 2 ordered pairs of vertices have a probability d of being linked by an edge. Computational results on R n,d graphs with n = 700, 800, . . . , 1500, and d = 0.1, 0.5, 0.9 are reported in Table 1 . Each result is an average on 5 instances. We indicate the average number of colors produced by each algorithm, as well as the average computing times in seconds (shown in parenthesis), using a 3 GHz Intel Xeon X5675 machine with 8 GB of RAM. In Figure 4 , we represent the evolution of the computing time (using an logarithmic scale) for d = 0.5 and d = 0.9 when the number of vertices increases. The top curve corresponds to 10 −8 mn 2 = 10 −8 dn 3 (n − 1)/2, and indicates the expected shape of the curves for algorithms A-RLF-10% and A-RLF-n. We observe that the A-RLF-β algorithms are faster than the β-RLF ones, which means that the construction of a stable set C v for a number M of vertices v increases the computing time by a factor smaller than M. But the increase is real and makes the A-RLF-10% and A-RLF-n less attractive for large graphs. For example, while RLF finds a coloring of R 1500,0.9 in 6 seconds, about 100 minutes are needed by A-RLF-n. But the number of colors is reduced from 407.4 to 332, which represents a gain of 18%. For comparison, applying the RLF algorithm n = 1500 times on the same graph (i.e., using n-RLF) decreases the number of colors by only 7 units. These absolute and relative (in percent) gains in colors of the A-RLF-β and β-RLF algorithms with respect to the standard RLF are shown in Figure 5 for d = 0.5 and 0.9. Similar curves can be obtained by comparing B-RLF-β with β-RLF. We clearly observe that the alternative selection rules (i.e., parameter β) for the first vertex of a color class have very positive impact on the performance of the RLF algorithm. We have tested the eight versions of the α-RLF-β algorithm on the DIMACS benchmark graph coloring instances that come from various sources. For a detailed description of these instances, the reader can refer to [20] . We only report results for the seemingly most challenging instances, those for which the DSATUR algorithm is not able to produce a coloring with k colors, where k is the best known upper bound on χ(G). This gives a total of 63 instances with 36 ≤ n ≤ 10, 000 and 290 ≤ m ≤ 990, 000. Two measures are used to analyze the performances of the algorithms. The first one is the total absolute percent deviation (TAPD) from the best known results. More precisely, for a set S of instances, let b s be the best known upper bound on the chromatic number of s ∈ S, and let a s be the number of colors produced by one of the algorithms. The TAPD of this algorithm is then defined as follows :
This measures gives more importance to results on graphs with a large number of colors. For example, assume that there are only two instances s 1 and s 2 in S with b s 1 = 10 and b s 2 = 100. If an algorithm Algo 1 finds a coloring of s 1 with 11 colors and a coloring of s 2 with 100 colors, then its TAPD is 100 110 = 0.909. If a second algorithms Algo 2 finds a s 1 = 10 and a s 2 = 110, then its TAPD is 10 times larger, which means that Algo 1 could appear to be better than Algo 2 . Both algorithms have, however, similar results since they have reached the best known upper bound on one of the two instances, and produced a coloring with 10% more colors then the best known upper bound on the other instance. To compensate such a bias, we also compute the average relative percent deviation (ARPD) which is defined as follows :
For the above example, both algorithms Algo 1 and Algo 2 have an ARPD of 5. The detailed results of our experiments on DIMACS benchmark instances appear in Table 2 . Each line in the table corresponds to a particular graph. The first columns indicate the name, the number of vertices, and the number of edges of the considered graph. The next column displays the best known upper bound k on the chromatic number. Note that all versions of the α-RLF-β algorithm possibly make random choices when choosing a first vertex v for a color class C v , or the next vertices to be added to C v . Such choices occur when ties cannot be broken by the proposed selections rules. Each algorithm was therefore run 10 times, and we report the minimum (column min), the average (column av.) and the maximum (column max) numbers of colors used by each version of the algorithm. The last line of table 2 indicates the total number of colors for the 63 instances. In Figure  6 , we indicate the TAPDs and ARPDs associated with the best, average and the worst results of each algorithm. 9.9 10 10 10 10 9 9.7 10 10 10 10 10 10 10 9 9.6 10 queen9 9 81 2,112 10 11 11.1 12 11 11.8 12 10 10.7 11 10 10.9 11 10 10.4 11 10 10.5 11 10 10.7 11 For β = 1, we observe that the standard function A, proposed by Leighton, produces better results than function B. The difference between the best and the worst results is however much smaller with α = B than with α = A, which indicates that the proposed alternative greedy choice is more stable. This becomes even more evident with β = 10. Indeed, while the best minimum and average results are obtained with α = A, the best worst case comes with α = B. For β = 10%, the difference in terms of total number of colors between the worst and the best case with α = A is 58 (2435-2377) while this difference is equal to 41 (2436-2395) with α = B. Interestingly, by comparing the TAPDs, we observe that A-RLF-n has better best case than B-RLF-n, but worse average and worst cases. The gap between the total average number of colors produced by A-RLF-1 and the best known upper bound k is equal to 485.4 (2621. . This gap is reduced to 234 (2370-2136) with A-RLF-n, which represents an improvement of 51.8%. When comparing B-RLF-1 with B-RLF-n, the improvement is even larger since the difference between the total average number of colors and k is reduced from 527 (2663-2136) to 227.8 (2363.6-2136), which corresponds to an improvement of 56.8%. The majority of this improvement is already obtained by setting β = 10 instead of 1. Indeed, the gain is of 30.3% for α = A and of 33.4% for α = B. The importance of modifying the greedy choices made in RLF is very clear on some instances. One of the best illustrations is given by instance school1 where the standard RLF algorithm uses 26 colors while A-RLF-10 and B-RLF-10 find colorings with only 16 colors. The best known upper bound for this instance is 14, and is reached with β = 10% and β = n. Another good example is instance flat300 20 where the best coloring produced by RLF uses 36 colors, while only 20 colors are used by A-RLF-n and B-RLF-n (which is the chromatic number of the considered graph). Note however that the standard RLF eventually produces better results than all proposed variations. For example, for instance DSJR500.1c, RLF uses 89 colors, while the best coloring obtained with all proposed alternatives contains 90 colors. It is important to mention that the improvement in quality obtained by using β = 10% or β = n instead of β = 1 or β = 10 has a price. Indeed, we report in Table 3 the average computing times of the A-RLF-β algorithms (similar times are needed by the B-RLF-β algorithms). For example, for instance DSJC1000.9, the best coloring produced by RLF uses 275 colors and is obtained in 2 seconds, while only 236 colors are used by A-RLF-n, such a coloring being obtained in about 14 minutes. Also, the optimal coloring in 100 colors of instance qg.order100 is obtained by RLF in 16 seconds, while 15 hours are needed by A-RLF-n, and 5 hours by A-RLF-10%. But for instances of a reasonable size like flat300 20, the reduction from 36 to 20 colors mentioned above is obtained in one second. Also, for instance school1, one second is sufficient to reduce the number of used colors from 26 to 14. It is also interesting to observe that while A-RLF-n and B-RLF-n show similar behaviors, they produce very different results on some instances. For example, B-RLF-n is able to find a coloring with 92 colors for DSJR500.1c while the best coloring produced by A-RLF-n for this instance contains 4 additional colors. On the opposite, the best coloring produced by B-RLF-n for wap03 has 51 colors, while colorings with only 47 colors were found by A-RLF-n. In summary, the two algorithms seem complementary, which explains why we now report results obtained by running both A-RLF-β and B-RLF-β, and keeping only the best of the two produced colorings. This new algorithm, called AB-RLF-β is compared to DSATUR [1] and to the Short Tabu algorithm studied in [8] , which consists in taking the best result of 5 runs with 100,000 iterations of the TABUCOL algorithm of Hertz and de Werra [13] . Comparisons between these algorithms are shown in Table 4 , while their TAPDs and ARPDs appear in Figure 7 . The first four columns of Table 4 are the same as those in Table 2 . The next columns display the best result produced by DSATUR (column DS), the minimum, average and maximum numbers of colors used by each version of the AB-RLF-β algorithm, and finally the best result produced by Short Tabu (column ST). The last line of Table 4 shows totals on the 63 instances. We observe that while the best total number of colors used by α-RLF-n is 2342 for α = A and 2348 for α = B (see Table  2 ), it is reduced to 2326 by AB-RLF-n, which is even better than the total of 2331 colors produced by Short Tabu. The best TAPDs and ARPDs of the AB-RLF-β algorithms, as well as those of DSATUR, RLF and Short Tabu are shown in Figure  8 . We see, for example, that while DSATUR has a TAPD of 27.95%, the standard RLF reduces it to 20.8%, and the AB-RLF-n algorithm to 8.9%, which corresponds to an additional gain of 11.9%. A perfect illustration of the effectiveness of the proposed algorithms is given by instance DSJC1000.9. The DSATUR algorithm finds a coloring with 297 colors, while only 275 are necessary with RLF. With α-RLF-n, we were able to gain 39 (275-236) additional colors, which is 6 units better than the result produced by Short Tabu. The coloring with 236 colors that we have obtained is however 14 units above the best results produced by more complex and more time-consuming metaheuristics. 
CONCLUSION
The RLF algorithm is a very popular heuristic for the vertex coloring problem, mainly because it is easy to implement and has a relatively low complexity in O(mn). Since various greedy choices made in RLF can have a very big impact on the performance of the algorithm, we have proposed alternative choices. Experiments have shown that much better colorings can be obtained with these alternative greedy choices. The proposed AB-RLF-n algorithm has an O(mn 2 ) complexity, and competes with basic metaheuristics like Short Tabu. The difference between the number of colors used and the best known upper bound is, on average, reduced by more than 50% when compared with the standard RLF. More than 30% of this improvement can be obtained with AB-RLF-10 which is an O(mn) algorithm, like RLF. By implementing the different versions of our algorithms, we have not sought to optimize the code, our goal being rather to demonstrate the quality gain that can be achieved by modifying the greedy choices made in the standard RLF algorithm. Better implementations based on the same ideas as those presented in [5] would certainly lead to faster algorithms. We finally note that the AB-RLF-n algorithm is a perfect candidate for a parallel implementation since each color class is obtained by choosing among different stable sets C v (one for every uncolored vertex v), and these stable sets can be generated independently by different processors.
