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a b s t r a c t
This work is motivated by the necessity to improve heart image tracking. This technique
is related to the ability of generating an apparent continuous motion, which is observable
through the variation of intensity from a starting image to an ending one. Given two images
ρ0 and ρ1, we calculate an evolution process ρ(t, ·) which transports ρ0 to ρ1 by using
the optimal extended optical flow. Such a strategy is found to be well suited for heart
image tracking, provided the motion is controlled by a statistical model. In this paper we
use viability theory to give sufficient conditions to handle the optimal extended optical
flow subject to a point-wise statistical constraint by using Parzen’s approximation. The
strategy is implemented in a 1D case and the numerical results which are presented show
the efficiency of the proposed strategy.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Modern medical imaging modalities can provide a great amount of information to study the human anatomy and
physiological functions in both space and time. In cardiac Magnetic Resonance Imaging (MRI) for example, several cross-
section images, or slices, can be acquired to map the heart in 3D and at a collection of discrete time samples over the cardiac
cycle. From these partial observations and in order to study the heart’s dynamics, the challenge is to somehow interpolate
from these input data throughout the cardiac cycle [1,2].
Image tracking or image interpolation in the time domain deals with the metamorphosis of one image to another.
Therefore it is a technique which is widely used in the motion of pictures. Given a pair of images, image tracking aims
to find a sequence of intermediate images, such that the first image in the sequence matches the first given image (starting
image) and that the last image also matches the second given image (ending image). The challenge is to find a precise
process to interpolate the image intensity functions between the two images. Many algorithms have been proposed for
image tracking. Some of the most popular approaches are mesh warping [3] or field warping [4]. The idea of using optimal
mass transportation or optical flow for tracking is widespread; thus giving an exhaustive bibliography is not part of the
scope of this article. Let us mention for example [5,6] where a strategy similar to ours is proposed. Through these studies,
smoothing terms or comparison terms, based on statistics or not, are added to the functional to beminimized. Our objective
is not to add extra terms since we are interested in using the proposed method in the context of a dynamic elastic model
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for cardiac image analysis [7]. There is extensive amount of work in the area the statistics of optical flow. Let us quote for
example [8,9] or [10]. In these works, the optical flow equation (1) (i.e the Transport equation) is considered as a constraint
to be satisfied in which the velocity v is unknown. To specify the velocity v, a statistical dissimilarity, evaluated with the
images has to be minimized. The proposed method here is somewhat different. The optimal velocity v of the optical flow
equation is determined by minimizing the kinetic energy to transport the starting image towards the ending image. By
adding a statistical constraint built from a reference dataset, we intend to control the transport process. The feasibility of
the proposed method for real-world applications (for 2D data for example) is subjected to the computation of the optimal
velocity v, which in this case is more involved (see [11]). Nevertheless, a medical image dataset in 1D will be considered at
the end of Section 4, in order to evaluate this method.
The aim of this article is to present, in the context of extended optical flow, a methodology combining data originating
from different modalities for heart image tracking problems. A statistical constraint must be introduced. The requirement
to consider a constraint comes from the necessity to supervise motion during the interpolation phase.
The paper is organized as following: we will first end the introduction by specifying the extended optical flow model.
Section 2 will allow us to explain the statistical constraint built with Parzen’s density approximation. In Section 3, a viability
necessary condition is proposed for the extendedoptical flow subject to a statistical constraint. Finally, Section 4 is devoted to
numerical examples. Since for space dimensions greater than one the optimalmass transport transformation is considerably
more complex; only the 1D space will be considered in numerical examples to circumvent technical difficulties, thus
reducing images to curves. Two toy problems will also be presented to evaluate the ability of this method to satisfy the
constraint. Then a medical image dataset will be discussed.
2. Optimal extended optical flow method
2.1. The O.E.O.F. method
If we denote by ρ the intensity function, and by v the velocity of the apparent motion of brightness pattern, an image
sequence is considered via the gray-value map ρ : Q = (0, 1) × Ω → R where Ω ⊂ Rd, the support of images, for
d = 1, 2, 3 is a bounded Lipschitz’s domain. If the points of the imagemove according to the velocity field v : Q → Rd, then
gray values ρ(t, X(t, x)) are constant along motion trajectories X(t, x). This is expressed with the optical flow equation:
d
dt
ρ(t, X(t, x)) = ∂tρ(t, X(t, x))+ (v | ∇Xρ(t, X(t, x)))Rd = 0. (1)
The assumption that the pixel intensity does not change during the movement is in some cases too restrictive. A
weakened assumption called sometimes the extended optical flow, replaces the intensity preserving by a mass preserving
which reads:
∂tρ + (v | ∇xρ)Rd + div(v)ρ = 0. (2)
The previous equations led to an ill-posed problem for the unknown (ρ, v). Variational formulations or relaxed minimizing
problems for computing jointly (ρ, v) have been proposed first by [5] and after by many other authors. Here our concern
is somewhat different. Finding (ρ, v) simultaneously is possible by solving the optimal mass transport problem (see
problem (3)).
Let ρ0 and ρ1 denote the cardiac images between two times arbitrary fixed to zero and one, the mathematical problem
reads: find ρ the gray level function defined from Q with values in [0, 1] verifying{
∂tρ(t, x)+ div(v(t, x)ρ(t, x)) = 0, in (0, 1)×Ω;
ρ(0, x) = ρ0(x); ρ(1, x) = ρ1(x). (3)
The velocity function v is determined such as it minimizes the functional:
inf
ρ,v
∫ 1
0
∫
Ω
ρ(t, x)‖v(t, x)‖2dtdx. (4)
Thus we get an image sequence through the gray-value map ρ.
In the next paragraph, we will show the way in which the velocity v is computed in a 1D case. For general properties
of optimal transportation, the reader is referred to the book of Villani [12]. Let us consider a positive continuous function
(ρ0,Ω0) and a bounded one from above and from below by positive constants continuous function (ρ1,Ω1). HereΩ0 and
Ω1 are bounded intervals. Assume that∫
Ω0
ρ0(x)dx =
∫
Ω1
ρ1(y)dy,
ConsiderM : Ω0 → Ω1 a measure preserving map∫
Ω0
f (M(x))ρ0(x)dx =
∫
Ω1
f (y)ρ1(y)dy ∀f ∈ C0(R;R);
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with the requirements that:
M = arginf
u
∫
Ω0
|(u(x)− x)|2ρ0(x)dx. (5)
Since we deal with intervals and with continuous functions, M is an increasing diffeomorphism. A mapping M defined as
above, is a redistribution of mass between ρ0 and ρ1 and verifies:
ρ0 = M ′ρ1 ◦M. (6)
The density ρ1 is the image measure of ρ0 by M . Let us give the following result due to Benamou–Brenier in case where
Ω0 = Ω1 = Ω [11,13].
Theorem 1. The Kantorovich–Wasserstein distance between ρ0 and ρ1 verifies:
d2(ρ0, ρ1) = inf
ρ,v
∫
Ω
∫ 1
0
ρ(t, x)|v(t, x)|2dtdx, (7)
where (ρ, v) are solution to: 0 ≤ ρ{
D1ρ + D2(vρ) = 0 in (0, 1)×Ω;
ρ(0, ·) = ρ0; ρ(1, ·) = ρ1 inΩ. (8)
Moreover, the infimum is reached for the couple (ρ, vM), with M defined by (6), and X(t, x) = (1 − t)x + tM(x) which for all
continuous function f verifies:∫
Ω
∫ 1
0
f (t, x)ρ(t, x)dtdx =
∫
Ω
∫ 1
0
f (t, X(t, x))ρ0(x)dtdx. (9)
This yields vM(t, x) = M(X−1(t, x))− X−1(t, x).
If the functions ρ0, ρ1 are less regular we have to deal with a weak (integral) formulation instead of the differential equation
(6) (see (19) in [11]).
2.2. Numerical approximation of the 1D optimal extended optical flow
Set Ω = (0, 1) and let J be fixed, define ∆x = 1J ; xj = j∆x for 0 ≤ j ≤ J , and introduce a subdivision {xj}Jj=0 of the
intervalΩ . The following implicit Euler’s scheme is used to approximate the solution to Problem (6).M j+1 = M j +∆x
ρ0(xj+1)
ρ1(M j+1)
for 0 < j < J − 1
M0 = 0.
(10)
As a consequence of the Picard’s fixed point theorem, we can easily compute approximation of the optimal mass preserving
mappingM .
Lemma 2. Assume ρ0 is a continuous positive function and ρ1 is a K-Lipschitz’s function bounded from above and from below by
positive constants. Set ∆x0 <
(min ρ1)2
K max ρ0
, then for all∆x ≤ ∆x0 Problem (10) has one solution.
Let N be fixed, define ∆t = 1N ; tn = n∆t . In order to compute an approximate solution to the Transport equation (8) with
a finite difference scheme, for all (tn, xj) we need to compute the velocity vM(tn, xj) = M(X−1(tn, xj)) − X−1(tn, xj) with
X(tn, xj) = (1− tn)xj + tnM(xj). For evaluating X−1(tn, xj) a linear interpolation of functionM is used, and the zero zj of the
function xj = (1 − tn)zj + tnM(zj) is computed. Introduce the J × J matrix A where z± stands respectively for the positive
or the negative part of z, defined by:
A = I +∆tdiag(D2vM(tn+1, ·))+ ∆t
∆x

|vM(tn+1, x1)| −v−M(tn+1, x1) 0 ·−v+M(tn+1, x2) |vM(tn+1, x2)| −v−M(tn+1, x2) 0
0 · · ·
· · |v−M(tn+1, xJ−1)| −v−M(tn+1, xJ−1)
0 0 −v+M(tn+1, xJ) |vM(tn+1, xJ)|
 . (11)
Since vM(t, 0) = vM(t, 1) = 0, the J-vector %n+1 of the approximate solution to the Transport equation (8) solves:
%0(j) = ρ0(xj), 0 ≤ j ≤ J ,
A%n+1 = %n. (12)
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3. Statistical constraint
To track the heart motion from two images, it is possible to apply the method described in the previous paragraph.
However, such strategy may lead to unsatisfactory results because some part of the heart’s shape may evolve differently.
The continuity constraint on the overall motion of the heart’s structure is too general. From a reference dataset of some
healthy volunteers, a statistical dynamicmodel of the heart is proposed in [14]; [15] is using Parzen’s windowing technique.
In this section we will derive a statistical model in the simpler 1D situation in which images are simple curves with values
in (0, 1) and we will specify the statistical constraint we intend to associate to the Optimal Extended Optical Flow model.
3.1. Statistical data
In this section, we will be keeping the notations introduced in the previous one. We are dealing with a statistic of P
discretized curves at the collection points xj, 0 ≤ j ≤ J for a collection times tn, 0 ≤ n ≤ N denoted by Snjp .
Let us introduce the following hypothesis:
H1 For each parameter (tn, xj) fixed, {Sp(tn, xj) = Snjp }Pp=1 are considered as realizations of real random variables
Snj1 , S
nj
2 , · · ·, SnjP valued in (0, 1), independent and having the same probability law, which admit a uniformly continuous
density with respect to the Lebesgue’s measure gnj.
Let us evaluate gnj(·), the density of the probability law, with a Gaussian Parzen kernel:
gnj(r, s) = 1
Pr
√
2pi
P∑
p=1
e−
(s−Snjp )2
2r2 ∀s ∈ R; (13)
r = P−η where η can be chosen such that the approximate probability density function gnj converges, when P goes to
infinity, towards the probability density function gnj. Set EP
[
(gnj(r, s) − gnj(s))2
]
the mean squared error with respect to
gnj, then we have the following asymptotical error estimate (Theorem 1.1 p. 6 [16]).
Lemma 3. Assume that the density gnj has a Lipschitzian derivative. Then there exist positive constants α, C such that for
r = αP− 15 :
sup
s∈R
EP
[
(gnj(r, s)− gnj(s))2
]
≤ CP− 45 . (14)
When (13) is used as an estimator, an important point is to specify the value of r the size of the window. To determine the
optimal value of r , it is necessary to have gnj which is unknown. Thus in literature, replacing it by a Gaussian kernel, the
standard deviation of which σ is computed with the statistical data, the value of r = σ
(
4
3P
) 1
5
is proposed. Such a strategy
suffers some criticism (see [16] Remark p. 18). Here we propose a more effected way of determining r(s) the size of the
window. Let us start with a remark. Denoting by δap the Dirac’s measure at the point ap, set u0 = 1P
∑P
p=1 δap then u the
solution to the heat equation on R assuming the initial condition u0 is given by
u(t, y) = 1
P
√
4pi t
P∑
p=1
e−
(y−ap)2
4t ∀y ∈ R; (15)
(see [17] Theorem 1 p. 47 and Remark i p. 48). On one hand, replacing ap with S
nj
p in (15), we have:
gnj(r(s), s) = u
(
r(s)2
2
, s
)
∀s ∈ R, (16)
and r(s) has the role of time. On the other hand, the function u satisfies the following ordinary differential equation:
d
dt
u(t, s) = ∂
∂t
1
P
√
4pi t
P∑
p=1
e−
(s−Snjp )2
4t = Bnj(t, s). (17)
Consider s as a parameter in (17) and write one step of an implicit Euler’s scheme for the O.D.E (17). We formerly have:
u1(s) = u0(s)+∆tBnj(∆t, s). (18)
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Thus according to crude adaptive time step method for O.D.E. ([18] p. 86 ’3eme type de controle’), choosing a tolerance
Tol = P− 15 we determine a size of window rnj independent of s for the function gnj defined by:
√
Tol
max
(
1, Bnj(Tol, s)
) ≤ √Tol
max
(
1, max
0≤s≤1
Bnj(Tol, s)
) = rnj. (19)
Numerical tests showing the efficiency of the method will be given in the last section.
3.2. Constraint
Let us introduce the constraint. For each parameter p, spline interpolationwithin the data {Sp(tn, xj)}Pp=1, in time from1 to
N and space from 1 to J generates a C1 application {Sp(t, x)}Pp=1 from Q to [0, 1]. According to (13), the P values {Sp(t, x)}Pp=1
are used to estimate a density functions g(t, x, s) associated to the random variable S, the expectation value is denoted by S.
Let σ be an upper bound of the empirical standard deviation of the statistical data {Snjp }Pp=1, We require that the solution
ρ of the O.E.O.F. satisfies:
P(|ρ(t, x)− S(t, x)| ≤ kσ) = 1, for any (t, x) ∈ Q . (20)
From the Tchebychev’s inequality, we know that
P(|S(t, x)− S(t, x)| ≤ kσ) ≥
(
1− 1
k2
)
, for any (t, x) ∈ Q . (21)
Since the intersection of the events involved in (20) and (21) is included in the event involved in (22), combining (20) and
(21) leads to
P(|ρ(t, x)− S(t, x)| ≤ 2kσ) ≥
(
1− 1
k2
)
, for any (t, x) ∈ Q . (22)
Define the function h by:
h(t, x, u) = C −
∫ u+2kσ
u−2kσ
g(t, x, s)ds for any (t, x) ∈ Q , u ∈ R, (23)
with
C = min
x∈Ω
∫ ρ0(x)+2kσ
ρ0(x)−2kσ
g(0, x, s)ds. (24)
For numerical computations we will take k = 32 , and we will deal with statistical data the standard deviation of which
verifies max( 554 ,
C
6 ) ≤ σ . We end this section by specifying the point-wise constraint we want to impose to ρ the solution
to the O.E.O.F. equation:
h(t, x, ρ(t, x)) ≤ 0 for any (t, x) ∈ Q . (25)
4. Statistical viability and O.E.O.F.
We first give viability theoretical conditions which insure that, for (t, x) ∈ Q = [0, 1] × Ω , the graph of the O.E.O.F.
solution (t, x, ρ(t, x)) evolves in a given domain of constraint D which needs not to be convex. When these conditions are
not satisfied we compute a relaxed solution to the transport equation such that its graph stays in the domain D. Then to
simultaneously use O.E.O.F. from ρ0 to ρ1 and to take account of the statistical model S
nj
p , we apply these viability results to
the O.E.O.F. equation with D = −1h (] − ∞, 0]) where h is defined in (23). This allows us to take into account the statistical
model Snjp . When the O.E.O.F. solution is not compatible with the statistical model S
nj
p , the relaxed solution of the O.E.O.F.
depends on the residues of the O.E.O.F. for the P realizations (t, x) ∈ Q 7→ Sp(t, x) defined in Section 3.2.
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4.1. Viability of transport equation
Basically the following results have been given for ordinary differential equation by Perron (1915), proved by Nagumo
(1942), widely expanded by Aubin [19,20] who gave an exhaustive bibliography. The theory of viability needs the notion
of contingent cones introduced by Bouligand (1930) and independently by Severi (1930), developed in [21]. However the
calculus of contingent cones remains something uneasy to handle except for convex subsets. For numerical simulations,
we needed to handle a contingent cone condition which can be computed. When the constraint is the pre-image of a
convex subset through a regular application hwhich can be vector-valued, we give a numerical expression of it. Here, under
restrictive hypotheses adapted to the studied cases, we use results proved in [22].
We still note Ω an opened bounded interval of R, Q =]0, 1[×Ω , Q1 an open subset of R2 which contains Q , I a closed
interval ofR and U an opened subset ofR3 which contains Q × I . We consider here h an application in C1(U,R), D a convex
closed subset of R and we specify the point-wise constraint by :
h(t, x, u) ∈ D : or (t, x, u) ∈ D = −1h (D). (26)
Bymean of autonomous characteristicmethod the transport equation is viewed as a family of ordinary differential equations
[22, Chap. II]. So we introduce the time–space Transport operator >· = (β(t, x) | ∇t,x·) associated with a initial condition
at time t = 0, where the C1 velocity β(t, x) equals (1, VM(t, x)), and where (· | ·) is the Euclidian scalar product.
Theorem 4 (Viability for Regular Transport). Let ρ0 and ρ1 be continuous on Ω , bounded from above by one. Suppose ρ1
Lipschitzian and bounded from below by a positive constant. Assume that f is bounded and continuous on Q1 × R, Lipschitzian
with respect to u. Let ρ0 satisfy the constraint :
∀x ∈ Ω (0, x, ρ0(x)) ∈ D = h−1(D).
Then the classical solution ρ ∈ C1(Q ,R) to the transport equation (27){>ρ(t, x) = f (t, x, ρ(x)) in Q ;
ρ(0, x) = ρ0(x), (27)
satisfies the constraint (26), provided h has the maximal rank property on U and there exists ε positive such that : ∀(t, x, u) ∈ U
such that for z = (t, x, u) 6∈ D we have:
(∇dD(h(z)) | Dh(z)(F(z)))+ ε ≤ 0, (28)
where Dh(z)(F(z)) = D1h(z)+ D2h(z)VM(t, x)+ D3h(z)f (t, x, u) and where dD stands for the distance to D.
Remark that the O.E.O.F solution is solution to the Transport equation (27) with fM(t, x, ρ) = −∂xVM(t, x)ρ truncated at a
sufficiently large level not reached by fM for ρ ∈ [0, 1].
Lemma 5 (Viability for Regular Transport O.E.O.F.). Assume the hypotheses of Theorem 4 are satisfied. Then D is viable with
respect to fM(t, x, ρ) for the Transport equation (27). That is to say that the O.E.O.F solution satisfies the constraint.
Remark 4.1. ForΩ an opened bounded convex subset ofRp, Cafarelli’s regularity theorem,[12] p 140 provides a C1 velocity.
Keeping the samehypotheses as in Theorem4with h an application inC1(U,Rm), whereU is an opened subset ofRp+2which
contains Q × I , and D a convex closed subset of Rm (m < p+ 2), the viability result remains true.
4.2. Computation of a relaxed solution
When the condition (28) is not satisfied, we define a relaxed Transport equation which has a solution ρn satisfying the
constraint (25). Let dD be the signed distance to the subsetD , set z = (t, x, u) ∈ U , fix n ∈ N;  ∈ R and define the functions
ϕn and G by:
ϕn(z) = [1− n[dD(h(z))]−]+; G(z) =
[(∇dD(h(z)),Dh(z)F(z))m + ε]+(∇dD(h(z)),D3h(z))m . (29)
Let us mention that our strategy is not to change the velocity (and thus the flow) when the constraint is not verified, but
to change the right hand side of the Transport equation so that the condition (28) is satisfied, which leads to the previous
definition of G.
Lemma 6 (Relaxed Viability for O.E.O.F.). Assume the hypotheses of Theorem 4 to be satisfied, in particular D3h does not vanish
on U. Let n and  be fixed define fn by fn(z) = fM(z)− ϕn(z)G(z), then ρn solution to{>ρn = fn(ρn) in Q ;
ρn(0, ·) = ρ0 inΩ, (30)
verifies the constraint h(t, x, ρn(t, x)) ∈ D .
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Fig. 1. Mean of realizations (left), transportation without constraint (right).
Fig. 2. Constraint (left), constraint solution (right).
Since the solution of Problem (30) is specified in form of a fixed point, let us give the algorithm we propose to compute it.
• assume ρkn to be known compute ρk+1n solution to{>ρk+1n = fn(·, ·, ρkn) for (t, x) ∈ Q ;
ρk+1n (0, x) = ρ0(x) for x ∈ Ω. (31)
• If ∥∥ρk+1n − ρkn∥∥L2(Q ) ≤ precis stop; else k = k+ 1; repeat.
Note that the hypothesis: h is of rank one is necessary for computing G since D3h is involved and has to be nonzero. In
case where h has monotonicity properties with respect to ρ, or assuming the limit problem has at most one solution, it is
possible to take the limit when n goes to infinity, andwe get a differential inclusion (see [22] Chap. 4). For the completeness,
let us end this section with the expression of Dh(·)F(·)
ep(t, x, u) = e−
(u+kσ−Sp(t,x))2
2r2 − e−
(u−kσ−Sp(t,x))2
2r2
Dh(t, x, u)F(t, x, u) = 1√
2pirP
p=P∑
p=1
ep(t, x, u)
[
>Sp(t, x)− fM(t, x, u)
]
.
(32)
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Fig. 3. Window bandwidth for t = 1 (left), constraint solution (right).
Fig. 4. Initial and final curves (left), O.E.O.F solution (right).
5. Numerical simulations
In this section two different examples will be discussed, and a medical dataset will be presented. The first one consists
in the transportation of the curve ρ0 : x 7→ 12 (1+ sin(pix)2 ) towards the curve ρ1 : x 7→ 12 (1+ [sin(2pi(x− 0.1))]+).
Let g be a power density probability function: g(z)dz = kzλdz. Parameters k, λ are fixed for each xj in such way that the
following holds true:
∫ 1
0 kz
λdz = 1; ∫ 10 zkzλdz = xj. Let U be a random variable, the law of which is the uniform law on
the interval [0, 1]. Set F(y) = ∫ y0 kzλdz, then realizations of the random variable associated to the pdf g are computed with
realizations of F−1(U).
A statistic ρpi of perturbations of the curves ρi is built with {xj, ρi(xj + F−1(αp))}Pp=1 where  = 0.1, P = 50 and αp ∈
[0, 1] is chosen randomly for 1 ≤ i ≤ 2. We have a family of points {ρ j,pi }j=1,J;p=1,P . A family of curves {ρpi (x)}p=1,P are then
generated by using spline interpolation. Then the curves are sampled on the points {xj}j=1,J . Finally a collection of sampled
surfaces {Sp}p=1,P at points {tn, xj}N;Jn=1;j=1 is computed by taking linear time interpolation: Sp(t, x) = tρp1(x)+ (1− t)ρ0(x).
The standard deviation σ = 0.1158, and the constant C = .99 in (25). Time and space steps are taken equal to 0.01. In the
Fig. 1, the mean model (Sm empirical mean of statistics Sp(t, x)) is depicted on the left, the transportation of ρ0 towards ρ1
without constraint is depicted on the right.
In the two next pictures (Fig. 2), when the bandwidth of the window Parzen r = 0.0449, the computed constraint (25)
is presented on the left and the constraint O.E.O.F. solution is presented on the right. The discretized Algorithm (31) has
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Fig. 5. Constraint O.E.O.F (left), constraint O.E.O.F with adaptive bandwidth (right).
Fig. 6. Mean model (left).
converged with a precision equals to 5e−5 after 20 iterations at each time step. The same example in case where the
bandwidth of the window Parzen has been adapted accordingly to formulas (19) is presented in Fig. 3.
Now we consider another example where the mean statistical model (see Fig. 6) is much different from the O.E.O.F
solution (see Fig. 4). For this example σ = 0.2291 and the constant C = 0.8968 in (25). The discretized Algorithm (31) has
converged with a precision matching 5e−8 after 6 iterations at each time step.
Comparison between the constraint solutions with a constant bandwidth and an adaptive one is given in Fig. 5.
5.1. A medical image dataset
In what follows, the proposed method is evaluated to analyze medical images of the left heart’s ventricle.
5.1.1. Initial image and final image
We pick, from a clinically validated database [23] images of left ventricle, two 2D images of short axis MRI slices, one at
the beginning, the other at the end of systole for a patient. Each image is complemented by two circles manual segmented,
the external and internal one (see Figs. 7 and 8).
We extract frompreceding images a ray coming through the center of the external circle and the length ofwhich depends
on the radius of the internal circle. So, ρb(t, x) is the gray level intensity in (t, x). It has been regularized with respect to x
variable (see Figs. 9 and 10) yielding the gray level intensity function (t, x) 7→ ρ(t, x).
We get from the synthetic image generator ASSESS [24] an analyticmodel of healthy individuals.We take a random series
of 100 subjects to calculate the corresponding statistical dynamic model, the standard deviation of which is σ = 0.1051.
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Fig. 7. Beginning of systole slice (left), external circle (center), internal circle (right).
Fig. 8. End of systole slice (left), external circle (center), internal circle (right).
Fig. 9. Beginning of systole-ray-initial image and its regularization.
Algorithm (4.2) is applied. Moreover the O.E.O.F solution subject to the statistical point-wise constraint is obtained after
20 nonlinear iterations. The computing time on a standard laptop, by usingMATLAB library, is about 7min long. Furthermore
It should be mentioned that no effort has been made in order to optimize the computational cost (see Figs. 11–13).
To summarize, in this work, we present amathematical method for the fusion of statistical informationwhen themotion
is described with a PDE model. That allows to handle an image tracking problem. The efficiency of the method has been
tested with two 1D toy problems, and has been evaluated with a medical image dataset. The merit of the proposed method
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Fig. 10. End of systole-ray-initial image and its regularization.
Fig. 11. Initial (blue) and final (red) curves (left), O.E.O.F solution (right). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
Fig. 12. Mean model from statistics.
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Fig. 13. Constraint O.E.O.F solution (left), active constraint (right).
consists in its mathematical formulation. The spatial dimension of the problem does modify the way in which the statistical
constraint is handled. So its extension to 2D situations is possible, provided an efficient numerical method is used for
computing the optimal velocity. Furthermore, this method allows us to locate easily the discrepancy of the analyzed images
with the dynamical statistical model.
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