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Spectral asymptotics on the Hanoi attractor
Elias Hauser1
Abstract
The Hanoi attractor (or Stretched Sierpin´ski Gasket) is an example
of a non self similar fractal that still exhibits a lot of symmetry.
The existence of various symmetric resistance forms on the Hanoi
attractor was shown in 2016 by Alonso-Ruiz, Freiberg and Kigami
[4]. To get self adjoint operators from these resistance forms we
have to choose a locally finite measure. The goal of this paper is
to calculate the leading term for the asymptotics of the eigenvalue
counting function from these operators.
1 Introduction
The goal in this paper is to calculate the the leading term in the asymptotics of the
eigenvalue counting function for a class of operators on the Hanoi attractor, which
is a non self similar set.
Spectral asymptotics is an important tool in physics, for example to calculate how
heat or waves propagate through media. For bounded domains Ω ⊂ Rn the Dirichlet
Laplacian has non negative discrete spectrum. The eigenvalue counting function
NΩD(x) has the following asymptotic behaviour
NΩD(x) =
τn
(2pi)n
Voln(Ω)x
n
2 + o(x
n
2 ) (1)
where τn is the volume of the unit ball in Rn. This result is originally due to Weyl
[16]. In the 70s the interest in fractals grew thanks to Mandelbrot. Their fine
structure can be usefull in a better modelling of many naturally occuring structures
and processes. To be able to do analysis on fractals one needs a Laplacian. One way
to construct this operator is called the analytical approach which is due to Kigami.
In [10] he defined the Laplacian on the Sierpin´ski Gasket as the limit of renormalized
discrete Laplacians on approximating graphs. The intuitiv generalization of (1) to
Laplacians on fractals would be
NFD (x) = CdHd(F )x
d
2 + o(x
d
2 ) (2)
where d = dimH(F ) is the Hausdorff-Dimension of F , Hd(F ) the d-dimensional
Hausdorff-measure of F and Cd a constant that only depends on d. This was
conjectured by Berry in [5] and [6]. However this turned out to be false. Shima
[15] and Fukushima-Shima [8] calculated the eigenvalues of the Laplacian on the
Sierpin´ski Gasket via the eigenvalue decimation method. The leading term in the
asymptotics is 12
ln 9
ln 5 which does not coincide with the Hausdorff-Dimension. Another
discovery was, that there is no constant in the asymptotic behaviour in front of
the leading term but periodic behaviour. Later Kigami and Lapidus calculated
the leading term for a class of fractals in [11], namely p.c.f. self similar fractals.
Another generalization is from Kajino [9], where he calculated the leading term for
self similiar fractals in general.
The Hanoi attractor is a non self similar set, that still exhibits a lot of symmetry.
In [1] the set was analyzed geometrically by Alonso-Ruiz and Freiberg by calculating
its Hausdorff-Dimension. This set got its name by the connection to the game ”The
towers of Hanoi”, which can also be found in [1].
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Let p1, p2, p3 be the vertex points of a equilateral triangle with side length 1 and
for α ∈ (0, 1)
Gi(x) :=
1− α
2
(x− pi) + pi, i ∈ {1, 2, 3} =: A
e1 := {λG2(p3) + (1− λ)G2(p3) : λ ∈ (0, 1)} e2, e3 analog
Then there exists a unique compact set Kα with
Kα = G1(Kα) ∪G2(Kα) ∪G3(Kα) ∪ e1 ∪ e2 ∪ e3
This set is called Hanoi attractor or Stretched Sierpin´ski Gasket (SSG) since the
contraction ratios are smaller than the ones of the Sierpin´ski Gasket and the gaps
are filled with one-dimensional lines. Also define Σα as the unique solution to
Σα = G1(Σα) ∪G2(Σα) ∪G3(Σα)
The sets Kα for α ∈ (0, 1) are pairwise homeomorphic [4, Prop. 2.4] and since
the resistance forms only depend on the topology of Kα we can omit the parameter
α in the notation.
Figure 1: Hanoi attractor
We need to introduce some common notation. Let A := {1, 2, 3}, for w ∈ Am
with m ∈ N0:
• Gw = Gw1 ◦ . . . ◦Gwm (with Gw = id for the empty word w ∈ A0)
• V0 := {p1, p2, p3}, Vm :=
⋃
w∈Am Gw(V0)
• ewi := Gw(ei)
• Kw := Gw(K), Km :=
⋃
w∈Am Kw
• Jm := K\Km
• Σw := Gw(Σ), Σm :=
⋃
w∈Am Σw
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We refer to Σ as the fractal part and to J = K\Σ as the line part of K.
There are two prior works concerning spectral asymptotics on the Hanoi attrac-
tor. The first is also by Alonso-Ruiz and Freiberg [2]. There they constructed a
Dirichlet form and calculated the leading term in the asymptotics of the eigenvalue
counting function of the associated operator. This leading term turns out to be the
same value as for the Sierpin´ski Gasket, namely ln 3ln 5 . The resistance form used cor-
responds to one coming from a fixed sequence of matching pairs (see chapter 2)and
the measure is the sum of the normalized Hausdorff-measure on the self similar part
and a scaled lebesgue measure on the line part (compare to chapter 5). However
the scaling parameter is chosen in such a way, that the influence of these edges is
not too big.
Another work is by Alonso-Ruiz, Kelleher and Teplyaev [3]. The approach
in this work is by the use of quantum graphs. The Hanoi attractor is viewed
as a so called fractal quantum graph. The measure used on the one-dimensional
edges is more general than the one in [2], however there is no mass on the higher
dimensional fractal part. Therefore the calculated leading term in the asymptotics
of the eigenvalue counting function turns out to be smaller than ln 3ln 5 .
In this work we combine the two works and generalize them to a class of re-
sistance forms. These resistance forms were introduced by Alonso-Ruiz, Freiberg
and Kigami in [4]. These resistance forms consist of two parts. One belongs to the
higher dimensional part of the Hanoi attractor and is very similar to the resistance
form of the Sierpin´ski Gasket. The other one belongs to the one-dimensional edges.
As mentioned the choice of the resistances is not unique. Therefore there exists
a whole class of resistance forms on the Hanoi attractor. In [4] the authors treat
the so called completely symmetric ones, that exhibit the intuitiv symmetries. This
term is defined in the work. It is also shown that each of the completely symmetric
resistance forms is of the discussed art.
In the current work we use these resistance forms and choose a suitable measure
to get regular Dirichlet forms and thus self adjoint operators with non negative dis-
crete spectrum. This spectrum can be analyzed in terms of the eigenvalue counting
function and its asymptotic behaviour.
This paper is organized as follows. In chapter 2 the construction of the resistance
forms from [4] is briefly discussed. To be able to do the calculations we need to
set some conditions on the resistances. These conditions are introduced in chapter
3 following some important estimates for the resistance forms. In chapter 4 the
Hausdorff-Dimension of the Hanoi attractor is calculated with respect to resistance
metric coming from a resistance form that fulfills the conditions. This value is more
usefull for the analysis of a set, than the one calculated with respect to the euclidean
metric. In chapter 5 the measures that are used are introduced. After stating the
results of this work in chapter 6, the proofs follow in chapter 7. This paper closes
in chapter 8 with some generalizations on the conditions.
2 Recapitulation of Hanoi attractor and resistance
forms
To be able to study analysis on the Hanoi attractor we need to introduce a resistance
form on K. A definition of resistance forms can be found in [14]. The choice of the
resistance form is not unique and so we get different operators and different spectral
asymptotics. The construction of these resistance forms was carried out in [4]. The
following paragraph will include a brief recapitulation of this construction.
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Figure 2: Resistances
In Figure 2 you can see the first graph approximation of K beside the graph
that just contains the vertices p1, p2 and p3. Due to symmetry we want to have
the resistances on the smaller triangles all equal r and also all equal ρ on the
edges adjoining them. This electric network should be equivalent to the one on
the right with all resistances equal 1. A quick calculation with the help of the
∆− Y -transformation leads to
5
3
r + ρ = 1
Such a pair (r, ρ) is then called a matching pair. In the next graph approximation
the smaller triangles get divided further in the same fashion.
Figure 3: Resistances in the m+ 1 graph approximation
In general in the m+ 1 graph approximation the left triangle in Figure 3 has to
be equivalent to the right one with all resistances δm. The same calculation as for
the first graph approximation shows, that it has to hold that
δm+1 = δm · rm+1 and γm+1 = δm · ρm+1
with a matching pair (rm+1, ρm+1) i.e.
5
3rm+1 + ρm+1 = 1. Notice that the resis-
tances of the edges connecting adjoining cells from the previous graph approxima-
tions do not change.
We get for the m-th graph approximation, that
δm = r1 · · · rm and γm = r1 · · · rm−1ρm
with 53ri + ρi = 1 for all i. Such a sequence R = (ri, ρi)i≥1 of matching pairs is
also called a compatible sequence because each of those sequences will lead to a
resistance form on K.
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With these resistances we can define a quadratic form. This form will consist of
two parts. One part is very similar to the usual resistance form on the Sierpin´ski
Gasket. For u ∈ `(K) define
QΣ0 (u, u) := (u(p1)− u(p2))2 + (u(p2)− u(p3))2 + (u(p3)− u(p1))2
QΣm(u, u) :=
∑
w∈Am
QΣ0 (u ◦Gw, u ◦Gw)
EΣR(u, u) := lim
m→∞
1
δm
QΣm(u, u)
However this form ignores the adjoining edges of the Hanoi attractor. To get
a form on the whole K we need a second part. This can be achieved with the
usual one-dimensional Dirichlet energy summed over all edges. With ξewi (t) =
(1 − t)(ewi )− + t(ewi )+, t ∈ (0, 1), where (ewi )− and (ewi )+ are the endpoints of ewi ,
define
DIk(u, u) :=
∑
w ∈ Ak−1
i ∈ {1, 2, 3}
∫ 1
0
(
d(u ◦ ξewi )
dx
)2
dx
EIR(u, u) :=
∞∑
k=1
1
γk
DIk(u, u)
Now we define the sum of the two parts as our final quadratic form:
ER(u, u) := EΣR(u, u) + EIR(u, u)
The form ER is defined on
FR =
{
u ∈ C(K) : ER(u, u) <∞, u|ewi ∈ H1(ewi ),∀w ∈ Am,m ∈ N0
}
where H1(ewi ) = {u ∈ `(ewi ), u ◦ ξewi ∈ H1(0, 1)}. One of the main results of [4] is
that for a sequence of matching pairs R = (ri, ρi)i≥1 the form (ER,FR) is indeed a
regular resistance form.
The construction of these resistance forms can be studied in much greater detail
in [4].
3 Conditions and estimates of the resistance forms
The goal is to study the Hanoi attractor. One way to analyse a set is to study its ge-
ometric properties. Probably the most significant geometric value is the Hausdorff-
Dimension. To calculate it, we have to choose a metric. Since the Hanoi attractor
can be embedded in the R2 we could choose the euclidean metric. This value was
calculated in [1]. However it depends on α. Since the resistance forms do not de-
pend on α we want to choose another metric that shares this characteristic. The
resistance metric only depends on the resistances, therefore only on the sequence of
matching pairs R, and furthermore it reflects the analysis of the set much better.
We also want to study the analysis of the Hanoi attractor, in particular the spectral
asymptotics.
In the self similar case, these calculations can be done with the help of the self
similar scaling properties of the resistance forms. Since we are not in the self similar
case we do not have these tools. We are able to get some estimates on the resistance
forms, but to be able to do these calculations we need to introduce some conditions
5
on the sequences of matching pairs.
Conditions on the sequences of matching pairs R = (ri, ρi)i≥1:
1
3 ≤ r < 35 :
∞∑
i=1
|r − ri| <∞
For r = 35
∞∑
i=1
ρi <∞, and (ri)i mon. increasing
These conditions ensure, that ri → r fast enough. For r = 35 we need the additional
condition, that the convergence is monotone.
With these conditions we get estimates for the rescaling of the resistance forms.
However the next lemma holds for all sequences of matching pairs where (ri)i≥1
converges.
Lemma 3.1: If ri → r, then
EΣR(u, u) = r−1
3∑
i=1
EΣR(u ◦Gi, u ◦Gi)
Proof :
EΣR(u, u) = lim
m→∞
1
δm
QΣm(u, u)
= lim
m→∞
1
δm
3∑
i=1
QΣm−1(u ◦Gi, u ◦Gi)
= lim
m→∞
δm−1
δm
1
δm−1
3∑
i=1
QΣm−1(u ◦Gi, u ◦Gi)
= lim
m→∞
1
rm
1
δm−1
3∑
i=1
QΣm−1(u ◦Gi, u ◦Gi)
= r−1
3∑
i=1
EΣR(u ◦Gi, u ◦Gi)
Corollary: If ri → r, then
EΣR(u, u) = r−m
∑
w∈{1,2,3}m
EΣR(u ◦Gw, u ◦Gw)
Now for the line part of the resistance form. Here we don’t have an equality,
but we get upper and lower estimates. The conditions on the sequences of matching
pairs ensure, that
R? :=
∞∏
i=1
r−1ri ∈ (0,∞)
6
Therefore (am)m≥1 := (
∏m
i=1 r
−1ri)m≥1 converges in (0,∞) and is thus bounded
from above and below. There exist κ1, κ2 ∈ (0,∞) such that
κ1 ≤ am ≤ κ2, ∀m
and thus:
Lemma 3.2:
κ1r
m ≤ δm ≤ κ2rm, ∀m
With this, we get estimates on the line part of the resistance form.
EIR(u, u) =
∞∑
k=1
1
γk
DIk(u, u)
≥
∞∑
k=m+1
1
γk
DIk(u, u)
=
∑
w∈Am
∞∑
k=1
1
γ˜k
DIk(u ◦Gw, u ◦Gw)
with
γ˜k = γm+k = r1 · · · rm+(k−1)ρm+k
For these new resistance factors for the edges we have two cases:
For r < 35 the sequence (ρk)k≥1 converges to 1− 53r > 0 and is thus bounded from
below by a constant κ3 > 0.
γ˜k =
δm+k−1
δk−1
ρm+k
ρk
γk
≤ κ2
κ1
rm
1
κ 3
γk
= K˜rmγk
For r = 35 the monotonicity gives the same estimate with K˜ = 1.
⇒ EIR(u, u) ≥
1
K˜r
−m ∑
w∈Am
∞∑
k=1
1
γk
DIk(u ◦Gw, u ◦Gw)
=
1
K˜r
−m ∑
w∈Am
EIR(u ◦Gw, u ◦Gw)
and therefore with K := min{1, 1/K˜}
Lemma 3.3:
ER(u, u) ≥ Kr−m
∑
w∈Am
ER(u ◦Gw, u ◦Gw)
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4 Hausdorff-Dimension in resistance metric
The topology of K is the same with either the euclidean or the resistance metric
RR coming from one of the completely symmetric resistance forms described before
[4].
That means the closure of J = K\Σ = ⋃w∈Am,m∈N0,i∈{1,2,3} eiw with respect to RR
is the same as with the euclidean metric.
Considering K = Σ∪J , we have dimH,RR K = max{dimH,RR Σ,dimH,RR J} where
dimH,RR denotes the Hausdorff-Dimension calculated with respect to the the resis-
tance metric RR.
Lemma 4.1: dimH,RR J ≤ 1
Proof : To see this, we show that dimH,RR(e
i
w) ≤ 1 for each i ∈ {1, 2, 3} and
w ∈ Am. The result follows with the σ-stability of the Hausdorff-Dimension.
de denotes the diameter with respect to the euclidean metric.
x, y ∈ eiw ⇒ RR(x, y) ≤ γ|w|+1 · |x− y| · de(eiw)−1
Hsδ,RR(eiw) = inf
{∑
dRR(Ui)
s|{Ui}i δ-covering of eiw
}
,
with dRR(Ui) = sup
x,y∈Ui
RR(x, y) ≤
γ|w|+1
de(eiw)
sup
x,y∈Ui
|x− y| = γ|w|+1
de(eiw)
de(Ui)
⇒ Hsδ,RR(eiw) ≤
(
γ|w|+1
de(eiw)
)s
· Hsδ,e(eiw)
⇒ HsRR(eiw) ≤
(
γ|w|+1
de(eiw)
)s
· Hse(eiw)
⇒ H1RR(eiw) ≤
γ|w|+1
de(eiw)
H1e(eiw) <∞
And therefore dimH,RR(e
i
w) ≤ 1.
Lemma 4.2: Let R = (ri, ρi)i≥1 be a sequence of matching pairs that fulfills the
conditions, then there exists c > 0, such that
dRR(Σw) ≤ c · rm, for all w ∈ {1, 2, 3}m, m ∈ N
Proof : Let a, b ∈ Σw, then there exist x, y ∈ Σ with Gw(x) = a and Gw(y) = b.
min{ER(u, u) : u ∈ FR, u(a) = 0, u(b) = 1} = RR(a, b)−1
Let u˜ be the function for which the minimum is attained. Then u˜ ◦Gw ∈ FR due
to Lemma 3.3 and (u˜ ◦ Gw)(x) = 0 and (u˜ ◦ Gw)(y) = 1, therefore it is one of the
functions for which the energy is minimized to calculate RR(x, y).
From Lemma 3.3 we have
ER(u, u) ≥ Kr−m
∑
w˜∈Am
ER(u ◦Gw˜, u ◦Gw˜)
and if we loose all m-cells but Kw we have
ER(u, u) ≥ Kr−mER(u ◦Gw, u ◦Gw)
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⇒ RR(x, y)−1 ≤ ER(u˜ ◦Gw, u˜ ◦Gw) ≤ K−1rmER(u˜, u˜) = K−1rmRR(a, b)−1
⇒ RR(a, b) ≤ K−1rmRR(x, y) ≤ K−1rm sup
x˜,y˜∈Σ
RR(x˜, y˜) ≤ crm
This holds for all a, b ∈ Σw, therefore dRR(Σw) ≤ crm
Lemma 4.3: Let R = (ri, ρi)i≥1 be a sequence of matching pairs that fulfills the
conditions, then it holds for all x ∈ Σ, that there is a constant c > 0, such that
# {w ∈ {1, 2, 3}m | RR(x,Σw) ≤ crm} ≤ 4, for all m ∈ N
Proof :
RR(x, y)−1 = min{ER(u, u) : u ∈ FR, u(x) = 0, u(y) = 1}
For a fixed u ∈ FR with u(x) = 0 and u(y) = 1 we have
RR(x, y) ≥ 1ER(u, u)
We are looking for such a u, so that this estimate is good enough. Let w ∈ {1, 2, 3}m,
y ∈ Σw and x ∈ Σ\Σw.
Define um on Vm as
um(l) = 1, for all l ∈ Gw(V0) and any l ∈ Vm adjoining Gw(V0)
um(l) = 0, otherwise
Figure 4: Construction of um
In figure 4 the construction of this function is illustrated where y lies anywhere in
the 2-cell which is marked with ”y”.
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Then define u ∈ FR as the harmonic extension of um. The extension u is
constant 1 on Kw (and therefore Σw) and constant 0 in all but at most three m-
cells differing from Kw. For x in these m-cells where u is constant 0 we can use this
function to get an estimate of RR(x, y) for all y ∈ Σw.
ER(u, u) ≤ 3 · 2 1
r1 · rm = 6
1
δm
From Lemma 3.2 we get
⇒ ER(u, u) ≤ 6
κ1
r−m
⇒ RR(x, y) ≥ κ1
6
rm
For fixed x there are at most four m-cells for which this construction does not work.
We therefore have the desired result.
Theorem 4.4: Let R = (ri, ρi)i≥1 be a sequence that fulfills the conditions, then
dimH,RR(K) =
ln 3
− ln r
Proof : From Lemma 4.2 and 4.3 it follows with [12, Theo. 2.4] that
dimH,RR(Σ) =
ln 3
− ln r
From Lemma 4.1 we know, that
dimH,RR(J) ≤ 1 ≤ dimH,RR(Σ)⇒ dimH,RR(K) = dimH,RR(Σ)
Remark: For r = 35 this is the same value as for the Sierpin´ski Gasket with the
usual resistance form.
5 Measures and operators
To get Dirichlet forms and Laplacians on K we need a measure µ on K. This
measure has to fulfill a few requirements. It has to be supported on K and has to
be locally finite (in particular finite due to the compactness of K).
We want to describe the measure on K as the sum of a fractal- and a line-part in
accordance to the geometric appearance of K.
It is clear how the fractal part of µ has to be choosen. If we distribute the mass
equally on all m-cells of K we get the normalized Hausdorff-measure on K:
µf (Kw) = µf (Σw) =
1
3|ω|
However this measure is too rough to measure the line parts. These parts of K
are just ignored by µf . That means we need another measure µl which is able to
measure J . How should the mass of the line segments scale to get an appropriate
measure on J? For a, β > 0:
µl(ei) = a,∀i ∈ {1, 2, 3}
µl(e
w
i ) = aβ
m,∀i ∈ {1, 2, 3}, w ∈ Am
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For µl(J) <∞ it has to hold, that β ∈ (0, 13 ).
µl(J) = 3a+ 3
2βa+ 33β2a+ · · ·
= 3a
∞∑
k=0
(3β)k
=
a
1
3 − β
!
= 1
⇒ a = 1
3
− β
If β → 0 then more mass is distributed to the longer edges. For β → 13 the mass is
distributed more equally which displays the geometry better.
We can now define the measure we will be using by the sum of those two parts:
µ :=
1
2
(µl + µf )
How does this measure scale for smaller cells? For the fractal part this is clear due
to its definition:
µf (Kw) =
1
3|w|
The measure µl on the line part exhibits another scaling. Since
1 = 3|w|µl(Kw) +
∑
w˜:|w˜|<|w|,i
µl(e
i
w˜)
= 3|w|µl(Kw) + 3a
|w|−1∑
k=0
(3β)k
= 3|w|µl(Kw) + (1− (3β)|w|)
⇒ µl(Kw) = β|w|
For µ we get the following estimates which will be usefull later on.
β|w| ≤ µ(Kw) ≤
(
1
3
)|w|
as well as for B ∈ B(R2)
β|w|µ(B) ≤ µ(Gw(B)) ≤
(
1
3
)|w|
µ(B)
With these measures we can define Dirichlet forms and therefore operators on
L2(K,µ). Since (K,RR) is compact we have the following result with DR :=
FR ∩ C0(K)E
1
2
R,1 = FR.
Lemma 5.1: (ER,DR) is regular Dirichlet form on L2(K,µ).
Proof : From [14, Theo. 9.4] and [4, Theo. 5.16] it follows that (ER,DR) is a regular
Dirichlet form.
11
Introducing Dirichlet boundary conditions we get another Dirichlet form with
D0R := {u ∈ DR : u|V0 ≡ 0}.
Lemma 5.2: (ER|D0R×D0R ,D0R) is a regular Dirichlet form on L2(K\V0, µ).
Proof : Since V0 is finite it follows with [13, Prop. 2.19] that is a resistance form
and therefore a Dirichlet form. It is regular since D0R is dense in C0(K\V0) with
respect to ||.||∞.
We denote the associated self adjoint operators with dense domains by −∆µ,RN
resp. −∆µ,RD .
Lemma 5.3: −∆µ,RN and −∆µ,RD have discrete non negative spectrum.
Proof : Since (K,RR) is compact it follows with [14, Lemma 9.7] that the inclusion
map ι : DR ↪→ C(K) with the norms E
1
2
R resp. || · ||∞ is a compact operator.
Since the inclusion map from C(K) to L2(K,µ) is continuous the inclusion from
DR to L2(K,µ) is a compact operator and therefore with [7, Theo. 5 Chap. 10] the
spectrum of −∆µ,RN is discrete and non-negative. Since D0R ⊂ DR the same follows
for −∆µ,RD by [7, Theo. 4 Chap. 10].
6 Results
Due to Lemma 5.3 we can write the eigenvalues in nondecreasing order and study
the eigenvalue counting functions. Denote by λN,µ,Rk the k-th eigenvalue of −∆µ,RN
resp. λD,µ,Rk for −∆µ,RD with k ≥ 1. Now define
Nµ,RN (x) := #{k ≥ 1 : λN,µ,Rk ≤ x}
Nµ,RD (x) := #{k ≥ 1 : λD,µ,Rk ≤ x}
Since D0R ⊂ DR we immediately get
Nµ,RD (x) ≤ Nµ,RN (x), ∀x ≥ 0
We want to study the asymptotic behaviour of the eigenvalue counting func-
tions. The next theorem is the main result of this work.
Theorem 6.1: Let R := (ri, ρi)i≥1 be a sequence of matching pairs that fulfills the
conditions. Then there exist constants 0 < C1, C2 < ∞ and x0 > 0, such that for
all x ≥ x0:
C1x
1
2d
R
S (K) ≤ Nµ,RD (x) ≤ Nµ,RN (x) ≤ C2x
1
2d
R
S (K)
with
dRS (K) =
ln 9
ln 3− ln r
This value is the leading term in the spectral asymptotics. We will call it the
spectral dimension of the Hanoi attractor. For r = 35 this is the same value as for
the Sierpin´ski Gasket with the usual resistance form [11]. Another observation is,
that the measure scaling parameter β of the line part does not show in the leading
12
term.
We see that the choice of the sequence of matching pairs has a big influence on
the analysis on K.
Remark: With dimH,RR(K) =
ln 3
− ln r it holds, that
dRS (K) =
2 dimH,RR(K)
dimH,RR(K) + 1
This relation was shown to hold for p.c.f. self similar sets in [11] and is now
valid for a non self similar set.
7 Proof of Theorem 6.1
Since µ and R are fixed throughout the whole proof we will omit them in the
following whenever it is clear.
The main technique for the proof is the Dirichlet-Neumann bracketing as in [9],
where it was applied to self-similar sets. We split the proof in the upper and lower
estimate.
I: Upper estimate
The upper bound is obtained by successively adding new Neumann boundary con-
ditions at the points Vm\V0 thus making the domain bigger and therefore increasing
the eigenvalue counting function. This is done by defining the domains
DKm : = {u ∈ L2(Km, µ|Km) : ∃f ∈ D : f |Km = u}
= {u ∈ L2(K,µ) : u|Kcm = 0,∃f ∈ D : f |Km = u}
DJm : = {u ∈ L2(Jm, µ|Jm)∃f ∈ D : f |Jm = u}
= {u ∈ L2(K,µ) : u|Jcm = 0,∃f ∈ D : f |Jm = u}
Considering DJm we see, that if we take f to be harmonic on all of the m-cells, we
get
DJm =
⊕
w ∈ An, n < m
i ∈ {1, 2, 3}
H1(eiw)
It is obvious, that DKm ⊥ DJm and
D ⊂ DKm ⊕DJm
On this bigger domain we define the form E˜ on f = g + h, with g ∈ DKm , h ∈ DJm
E˜(f, f) := EΣ(g, g) +
∞∑
k=m+1
1
γk
DIk(g, g) +
m∑
k=1
1
γk
DIk(h, h)
and
EKm(g, g) = EΣ(g, g) +
∞∑
k=m+1
1
γk
DIk(g, g)
EJm(h, h) =
m∑
k=1
1
γk
DIk(h, h)
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Lemma 7.1: (E˜ ,DKm ⊕ DJm), (EKm ,DKm) and (EJm ,DJm) are regular Dirichlet
forms with discrete non negative spectrum and E˜ = EKm ⊕ EJm .
Proof : (EJm ,DJm) is just the sum of scaled Dirichlet energys on one-dimensional
edges, hence it is a regular Dirichlet form on L2(Jm, µ|Jm) with discrete non-negative
spectrum. Since Km is closed (EKm ,DKm) is a regular resistance form due to [14,
Theo. 8.4] and hence a regular Dirichlet form on L2(Km, µ|Km) with [14, Theo.
9.4]. Due to the same Theorem [14, Theo. 8.4] it follows that the associated
resistance metric equals the restriction of R to Km × Km. Since Km is closed
therefore (Km, R|Km) is compact. The rest of the argument works like the proof of
Lemma 5.3. The results for E˜ follow immediately.
We denote by N(E ,D, x) the eigenvalue counting function of a regular Dirichlet
form which is the same as the one for the associated self adjoint operator. For the
eigenvalue counting functions of the mentioned forms this means:
NN (x) ≤ N(EKm ,DKm , x) +N(EJm ,DJm , x), ∀x ≥ 0
The introduction of the Neumann boundary conditions at Vm\V0 leads to the
decoupling of the m-cells and the edges adjoining them. Therefore the calculations
can be done seperately.
I.1: Fractal part (EKm ,DKm)
Define a set of measures on K as follows
µw := µ(Kw)
−1µ ◦Gw
µw is a measure on the whole K but it just reflects the features of µ on Kw. We
notice, that
µw(K) = µ(Kw)
−1µ(Kw) = 1, ∀w
as well as ∫
K
u ◦Gwdµw = µ(Kw)−1
∫
Kw
udµ
In the following proof we use the so called uniform poincare´ inequality (see [9]) for
a CPI ∈ (0,∞) and all u ∈ D:
E(u, u) ≥ CPI
∫
K
|u− u¯µw |2dµw
where u¯ν =
∫
K
udν. The constant CPI is independent of w. That this holds can be
seen easily: Let M := supp,q∈K RR(p, q) <∞.
ME(u, u) ≥ RR(p, q)E(u, u) ≥ |u(p)− u(q)|2
⇒
∫
K
∫
K
ME(u, u)dµw(q)dµw(p) ≥
∫
K
∫
K
|u(p)− u(q)|2dµw(q)dµw(p)
≥
∫
K
(
u(p)−
∫
K
u(q)dµw(q)
)2
dµw(p)
=
∫
K
|u(p)− u¯µw |2dµw(p)
⇒ E(u, u) ≥ 1
Mµw(K)2
∫
K
|u− u¯µw |2dµw = 1
M
∫
K
|u− u¯µw |2dµw
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Since there are 3m independent cells in DKm the 3m first eigenvalues are all 0,
because the functions that are constant on eachm-cell are inDKm . We are interested
in the first non-zero eigenvalue λm3m+1.
Let u ∈ DKm be a normalized eigenfunction to the eigenvalue λm3m+1, then
u is orthogonal to every v that is constant on the m-cells (since this is a linear
combination of eigenfunctions to lower eigenvalues).
λm3m+1 = EKm(u, u)
= EΣ(u, u) +
∞∑
k=m+1
1
γk
DIk(u, u)
≥ Kr−m
∑
w∈Am
E(u ◦Gw, u ◦Gw)
PI≥ Kr−m
∑
w∈Am
CPI
∫
K
|u ◦Gw − u ◦Gwµ
w
|2dµw︸ ︷︷ ︸
=:?
For ? we have∫
K
(u ◦Gw − u ◦Gwµ
w
)2dµw
=
∫
K
(u ◦Gw)2dµw − 2
∫
K
u ◦Gw · u ◦Gwµ
w
dµw +
∫
K
(u ◦Gwµ
w
)2dµw︸ ︷︷ ︸
≥0
≥ 1
µ(Kw)
∫
Kw
(u)2dµ− 2 1
µ(Kw)
∫
Kw
u · u ◦Gwµ
w
dµ︸ ︷︷ ︸
=0, since u orth. on const.
=
1
µ(Kw)
∫
Kw
u2dµ
⇒ λm3m+1 ≥ Kr−m
∑
w∈Am
CPI
1
µ(Kw)
∫
Kw
u2dµ
≥ r−m K · CPI
maxµ(Kw)
∫
K
u2dµ
≥ r
−m
3−m
K · CPI = Cu
(
3
r
)m
We have, λm3m+1 ≥ Cu(3/r)m, that means
x < Cu(3/r)
m ⇒ N(EKm ,DKm , x) ≤ 3m
For x ≥ Cu take m ∈ N such that Cu(3/r)m−1 ≤ x < Cu(3r−1)m
⇒ N(EKm ,DKm , x) ≤ 3m ≤ 3 · 3m−1 = 3
(3
r
) ln(3)
ln(3/r)
m−1
= 3
((
3
r
)m−1) ln(3)ln(3/r)
≤ 3
(
x
Cu
) ln(3)
ln(3/r)
≤ 3C−
ln(3)
ln(3/r)
u︸ ︷︷ ︸
C′2:=
x
ln(3)
ln(3/r)
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I.2: Line part (EJm ,DJm)
Due to the decoupling through the Neumann boundary conditions the domain and
form split into
EJm =
⊕
w ∈ An, n < m
i ∈ {1, 2, 3}
1
γ|w|+1
∫ 1
0
(
d(· ◦ ξeiw)
dx
)2
dµ
DJm =
⊕
w ∈ An, n < m
i ∈ {1, 2, 3}
H1(eiw)
Then it holds for the eigenvalue counting function that
N(EJm ,DJm , x) =
∑
w ∈ An, n < m
i ∈ {1, 2, 3}
N
(
1
γ|w|+1
∫ 1
0
(
d(· ◦ ξeiw)
dx
)2
dµ,H1(eiw), x
)
The scaling parameter for the measure on the line part scales the integral in the
following way:
1
γ|w|+1
∫ 1
0
(
d(u ◦ ξeiw)
dx
)
dµ =
1
γ|w|+1 12aβ
|w|
∫ 1
0
(
d(u ◦ ξeiw)
dx
)2
dx
Therefore there is a 1:1 correspondence of the eigenvalues between the standard
Neumann Laplacian on (0, 1) and the restriction of the energy to one edge.
N
(
1
γ|w|+1
∫ 1
0
(
d(· ◦ ξeiw)
dx
)2
dµ,H1(eiw), x
)
= N(−∆N |(0,1), 12aβ|w|γ|w|+1x)
With
N(−∆N |(0,1), x) ≤ 1
pi
√
x+ 1, ∀x ≥ 0
we get
N(EJm ,DJm , x) ≤
m∑
k=1
3k∑
j=1
N(−∆N |(0,1), 12aβk−1γkx)
≤
m∑
k=1
3k∑
j=1
1
pi
√
1
2aβ
k−1γkx+ 1
=
m∑
k=1
3k
pi
√
1
2aβ
k−1γkx+ 3k
≤ 3
2
(3m − 1) +
√
a√
2pi
√
x
m∑
k=1
√
9kβk−1κ2rk−1
≤ 3
2
3m +
3
√
aκ2√
2pi
√
x
m−1∑
k=0
√
9βr
k
From here on we have to distinguish a few cases. For now assume that 19r < β:
N(EJm ,DJm , x) ≤
3
2
3m +
3
√
aκ2√
2pi(
√
9βr − 1)
√
9βr
m√
x
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For the fractal part we looked for the m for which Cu(3/r)
m−1 ≤ x < Cu(3/r)m.
Therefore
N(EJm ,DJm , x) ≤
3
2
3m +
3
√
aκ2√
2pi(
√
9βr − 1)
√
9βr
m
√
Cu
3
r
m
=
3
2
3m +
3
√
aκ2Cu√
2pi(
√
9βr − 1)
√
9β3
m
Since β < 13 we get a constant C
′′
2 , such that for x with Cu(3/r)
m−1 ≤ x < Cu(3/r)m
we have
N(EJm ,DJm , x) ≤ C ′′2 · 3m
For β = 19r we can change to β˜ = β +  with
1
9r < β˜ <
1
3 and get the same results.
With the same calculations as for the fractal part we get the same order ln(3)ln(3/r)
for the upper bound. That means for x ≥ Cu there exists a constant C2, such that
NN (x) ≤ C2x
ln(3)
ln(3/r)
Now we go back to earlier and handle the case β < 19r. In this case we have
N(EJm ,DJm , x) ≤
3
2
3m +
3
√
aκ2√
2pi
√
x
m−1∑
k=0
√
9βr
k
≤ 3
2
3m +
3
√
aκ2√
2pi
√
x
∞∑
k=0
√
9βr
k
≤ 3
2
3m +
3
√
aκ2√
2pi
1
1−√9βr
√
x
The first part handles exactly as before to give the same order as in the fractal case
and the latter part is of lower order, or the same order if r = 13 . Therefore we have
the desired result.
II: Lower estimate
The idea here is to successively add new Dirichlet boundary conditions on the points
Vm thus lowering the eigenvalue counting function.
D0m := {u ∈ D0 : u|Vm ≡ 0}
D0w := {u ∈ D0m : u|Kcw ≡ 0}, w ∈ Am
D0ewi := {u ∈ D
0
m : u|(ewi )c ≡ 0}, w ∈ Am, i ∈ {1, 2, 3}
Then we have
Lemma 7.2: (E|D0m×D0m ,D0m), (E|D0w×D0w ,D0w) and (E|D0ew
i
×D0
ew
i
,D0ewi ) are regular
Dirichlet forms with discrete non negative spectrum.
Proof : The proof for (E|D0m×D0m ,D0m) works just like the one of Lemma 5.2 and the
rest like Lemma 7.1.
We also get the following estimate
N(E0m,D0m, x) ≤ ND(x), ∀x ≥ 0
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Due to the finite ramification and the condition, that the functions in D0m have
to be zero in Vm, this domain splits into the domain restricted to the different parts.
D0m =
( ⊕
w∈Am
D0w
)⊕

⊕
w ∈ An, n < m
i ∈ {1, 2, 3}
D0ewi

That means for the eigenvalue counting function ∀x ≥ 0∑
w∈Am
N(E|D0w×D0w ,D0w, x) +
∑
w ∈ An, n < m
i ∈ {1, 2, 3}
N(E|D0
ew
i
×D0
ew
i
,D0ewi , x) ≤ ND(x)
Again due to the decoupling, the individual eigenvalue counting functions can
be calculated seperately.
II.1: Fractal part (E|D0w×D0w ,D0w)
We want to get an upper estimate on the first eigenvalue of (E|D0w×D0w ,D0w) which
is positive due to the Dirichlet boundary conditions. This estimate gives us a lower
estimate for N(E|D0w×D0w ,D0w, x). The first eigenvalue can be calculated via the
following fact
λw1 = inf
u∈D0w
E(u, u)
||u||2
⇒ λw1 ≤
E(u, u)
||u||2 , for each u ∈ D
0
w
The idea is to find an u ∈ D0w which is ”good enough”.
Figure 5: Construction of um
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In Kw we look for the biggest cell where there are no Dirichlet boundary condi-
tions. This is a m+ 2-cell (choose any of those). Set
u˜m|Vm+2 =
{
1 , on this cell and any adjoined vertices
0 , anywhere else
Then extend u˜m harmonic to um ∈ D0w. The energy of this function is calculated
by
E(um, um) = 6 · δ−1m+2
≤ 6
κ1
r−(m+2)
We need a lower estimate for the L2-norm of um to get an upper estimate of λ
w
1 .
There is a m+2-cell Kw˜ in Kw with |w˜| = m+2 where um is constant 1. Therefore
||um||2 =
∫
Kw
|um|2dµ
≥
∫
Kw˜
|um|2︸ ︷︷ ︸
=1
dµ
= µ(Kw˜)
⇒ λw1 ≤
6
κ1
r−(m+2)
µ(Kw˜)
For the mass of m-cells we have
3mµ(Kw) = 3
m 1
2
(µf + µl)(Kw)
≥ 1
2
3mµf (Kw)
=
1
2
Therefore
λw1 ≤
2 · 6
κ1
(3r−1)m+2
=
12(3r−1)2
κ1︸ ︷︷ ︸
Cl:=
(3r−1)m
For x ≥ Cl(3r−1) choose m ∈ N such that
Cl(3r
−1)m ≤ x < Cl(3r−1)m+1
For these x it holds, that there is at least one eigenvalue smaller than x from
(E|D0w×D0w ,D0w):
N(E|D0w×D0w ,D0w, x) ≥ 1
⇒
∑
w∈Am
N(E|D0w×D0w ,D0w, x) ≥ 3m =
1
3
(
(r−13)m+1
) ln(3)
ln(r−13)
≥ 1
3
C
ln(3)
ln(r−13)
l︸ ︷︷ ︸
C1:=
·x
ln(3)
ln(r−13)
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II.2 Line part (E|D0
ew
i
×D0
ew
i
,D0ewi )
In the previous calculations we saw that the fractal part already gives a lower bound
with the same order as the upper bound. Therefore the influence of the line part
can not be bigger than the fractal part. We can use the trivial estimate∑
w∈An,n≤m−1,i
N(E|D0
ew
i
×D0
ew
i
,D0ewi , x) ≥ 0
This suffices to show the desired result.
8 Generalization
If we no longer demand that rm → r, we need other conditions.
Let
r∗ := lim sup
m→∞
rm <
3
5
r∗ := lim inf
m→∞ rm ≥
1
3
The conditions on the sequence of matching pairs should be, that the elements of the
sequence which are above r∗ and below r∗ behave nicely. This could be expressed
as ∑
m:rm>r∗
1− (r∗)−1rm <∞∑
m:rm<r∗
1− (r∗)−1rm <∞
With this we should get upper and lower estimates on δm and thus for the energy.
The conditions are equivalent to
0 <
∏
m:rm>r∗
(r∗)−1rm <∞
0 <
∏
m:rm<r∗
(r∗)−1rm <∞
Then we get constants κ∗, κ∗ with
1 ≤
∏
k≤m:rk>r∗
(r∗)−1rk ≤ κ∗, ∀m
κ∗ ≤
∏
k≤m:rk<r∗
(r∗)−1rk ≤ 1, ∀m
Since rk > r
∗ in the first product we have that k∗ > 1 and analogously k∗ < 1.
With that we get estimates for δm.
δm = r1 · · · rm
=
 ∏
k≤m:rk≤r∗
rk
 ·
 ∏
k≤m:rk>r∗
rk

≤ (r∗)#{k≤m:rk≤r∗} · κ∗(r∗)#{k≤m:rk>r∗}
≤ κ2(r∗)m
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There is also a bound from below:
δm = r1 · · · rm
=
 ∏
k≤m:rk≥r∗
rk
 ·
 ∏
k≤m:rk<r∗
rk

≥ (r∗)#{k≤m:rk≥r∗} · κ∗(r∗)#{k≤m:rk<r∗}
≥ κ∗(r∗)m
A quick calculation shows, that these equalities also hold for every product of m
different ri. This leads for γ˜k = r1 · · · rm+k−1ρm+k to
γ˜k ≤ K1(r∗)mγk
and
(r∗)−m
∑
w∈Am
EΣR(u ◦Gw, u ◦Gw) ≤EΣR(u, u) ≤ (r∗)−m
∑
w∈Am
EΣR(u ◦Gw, u ◦Gw)
1
K1 (r
∗)−m
∑
w∈Am
EIR(u ◦Gw, u ◦Gw) ≤EIR(u, u)
for the whole energy with K := min{1, 1/K1}
ER(u, u) ≥ K(r∗)m
∑
w∈Am
ER(u ◦Gw, u ◦Gw)
To get these estimates for r∗ = 35 we again need the monotonic decrease of (ρk)k≥1
to get the estimates for all γ˜k. But then we are in the case where rm → 35 .
These estimates are enough to apply the same proofs as before to get more gen-
eral results. For the Hausdorff-Dimension in resistance metric we get the following
result:
Theorem 8.1: Let R = (ri, ρi)i≥1 be a sequence of matching pairs that fulfills the
conditions (of chapter 8), then
ln(3)
− ln(r∗) ≤ dimH,RR(K) ≤
ln(3)
− ln(r∗)
Proof : The proofs of Lemma 4.2 and Lemma 4.3 work exactly the same with r∗
resp. r∗ instead of r. These Lemmata are exactly responsible for the upper and
lower bound in the proof of [12, Theo. 2.4].
The results of chapter 6 can also be generalized to these weaker conditions on
the sequences of matching pairs.
Theorem 8.2: Let R = (ri, ρi)i≥1 be a sequence of matching pairs that fulfills the
conditions (of Chapter 8), then there exist constants 0 < C1, C2 < ∞ and x0 > 0,
such that for all x ≥ x0:
C1x
1
2d
R
S,1(K) ≤ Nµ,RD (x) ≤ Nµ,RN (x) ≤ C2x
1
2d
R
S,2(K)
with
dRS,1(K) =
ln 9
ln 3− ln r∗ , d
R
S,2(K) =
ln 9
ln 3− ln r∗
Proof : The proof in chapter 7 works again if we use the estimates of δm, γm and
ER from above and change r to r∗ resp. r∗ for the upper resp. lower bound.
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