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A b s t r a c t. The Integrated Carbon Observation System Re- 
search Infrastructure aims to provide long-term, continuous ob- 
servations of sources and sinks of greenhouse gases such as car-
bon dioxide, methane, nitrous oxide, and water vapour. At ICOS 
ecosystem stations, the principal technique for measurements of 
ecosystem-atmosphere exchange of GHGs is the eddy-covariance 
technique. The establishment and setup of an eddy-covariance 
tower have to be carefully reasoned to ensure high quality flux 
measurements being representative of the investigated ecosys-
tem and comparable to measurements at other stations. To fulfill 
the requirements needed for flux determination with the eddy-
covariance technique, variations in GHG concentrations have 
to be measured at high frequency, simultaneously with the wind 
velocity, in order to fully capture turbulent fluctuations. This 
requires the use of high-frequency gas analysers and ultrasonic 
anemometers. In addition, to analyse flux data with respect to 
environmental conditions but also to enable corrections in the 
post-processing procedures, it is necessary to measure additional 
abiotic variables in close vicinity to the flux measurements. Here 
we describe the standards the ICOS ecosystem station network 
has adopted for GHG flux measurements with respect to the setup 
of instrumentation on towers to maximize measurement precision 
and accuracy while allowing for flexibility in order to observe 
specific ecosystem features.
K e y w o r d s: ICOS, tower set up, protocol, greenhouse gas, 
eddy covariance technique
INTRODUCTION
Knowledge on the response of greenhouse gas (GHG) 
fluxes between ecosystems and the atmosphere to climatic 
variability is crucial for the prediction of future atmos-
pheric GHG levels. The balance between GHG sources 
and sinks is regulated by biotic and abiotic factors and is 
still highly uncertain (e.g. Le Quéré et al., 2016). Several 
networks distributed over the globe such as Euroflux, 
Ameriflux, Asiaflux, OzFlux or NEON (Aubinet et al., 
2000; Baldocchi et al., 2001; Keller et al., 2008; Yamamoto 
et al., 2005) aim to satisfy the needs for high quality data 
and to reduce uncertainty in trace gas flux observations 
above different natural and anthropogenic influenced eco- 
systems. Evolving from previous European GHG and 
carbon observation programs and networks, the pan-
European research infrastructure ICOS (Integrated Carbon 
Observation System) established as an observation network 
for greenhouse gases (GHG) across the European conti-
nent (Franz et al., 2018). ICOS captures the requirements 
for an environmental research infrastructure by providing 
long-term series of harmonized high-precision data, and 
integrates observations in the atmosphere, at terrestrial eco-
systems and oceans. Within the ecosystem component of 
ICOS, fluxes of CO2, methane (CH4), water vapour (H2O) 
and heat are measured together with ecosystem variables 
needed to understand the processes behind the exchange 
dynamics. In ecosystem-atmosphere exchange studies, the 
eddy-covariance (EC) flux measurement technique has 
become the methodology of choice for the determination 
of trace gas exchange (Baldocchi, 2003). It is therefore the 
most important observation component at ICOS ecosystem 
stations, where the instruments used for flux measurements 
are deployed from masts or towers, at suitable heights 
above the ecosystem of interest.
The EC method is based on simplifications of the mass 
balance equation, and its integration over a control volume 
which extends horizontally on a representative surface and 
vertically from the soil level to the measurement height 
(Finnigan et al., 2003; Foken et al., 2012; Nicolini et al., 
2018). After applying the Reynolds decomposition, spatial 
integration over a control volume of height z, neglecting 
the horizontal turbulent flux divergence and the horizontal 
variation of the vertical flux, the flux F of a scalar con-
stituent χs exchanged by an ecosystem is given by (Aubinet 
et al., 2005; Feigenwinter et al., 2010; Foken et al., 2012; 
Nicolini et al., 2018):
(1)
where: Vm is the molar volume of dry air, u, v and w are 
the wind components, respectively, in the direction of the 
mean wind (x), the lateral wind (y) and normal to the sur-
face (z). Overbars refer to the Reynolds averaging operator. 
The first term on the right hand side (RHS) of Eq. (1) is the 
turbulent vertical flux Fχs-turb at height z, which is all that is 
left over after vertical integration of the flux divergence and 
can be measured by an EC system at the reference height z 
above the surface roughness elements. The second term on 
the RHS refers to the rate of change in storage of the 
scalar Fχs-stor, and can be estimated from vertical profile 
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measurements as described in a related paper of this issue 
about storage terms. The third and fourth terms denote 
the non-turbulent vertical and horizontal advection flux-
es, respectively. Lateral gradients can be neglected in 
conditions of atmospheric stationarity and horizontal 
homogeneity. Often, advection is considered on a campaign 
basis due to the need of intensive measurement equipment 
and the difficulties in measuring all terms with the required 
accuracy (e.g. Aubinet et al., 2010; Feigenwinter et al., 
2008). In standard applications, Eq. (1) reduces to the first 
two terms on the RHS and Eq. (1) becomes:
(2)
For the case of carbon dioxide (CO2), Fχs is defined as 
the net ecosystem exchange (NEE), the sum of CO2 released 
from the soil and plants and CO2 taken up by plants through 
photosynthesis.
EC measurements are performed on a tower or a mast 
located inside an ecosystem and thus enable the most direct 
and accurate way to estimate turbulent fluxes of energy and 
gases without disturbing the ecosystem. In addition, the 
area sampled with the EC method possesses longitudinal 
dimensions ranging between a hundred meters and some 
kilometers (Schmid, 1994). However, the area represented 
by EC measurements – the source area or footprint – is a com- 
plex function of the observation level, surface roughness, 
and atmospheric conditions (Schmid, 2002; Vesala et al., 
2008; Rannik et al., 2012). EC measurements can be per-
formed almost continuously over extended periods of time 
(> a decade) and the averaging over long periods reduces ran-
dom sampling errors to relatively small values (Baldocchi, 
2003). Automated data acquisition and post-processing 
procedures allow to ensure data coverage, quality assur-
ance and control (QA/QC, Foken et al., 2012; Mauder et 
al., 2013; Rebmann et al., 2012; Vickers and Mahrt, 1997). 
At ICOS ecosystem stations, the instruments used for 
flux measurements are deployed from masts or towers, at 
suitable heights above the ecosystem of interest. High-
frequency gas analysers and sonic anemometers are key 
elements in the measurements of CO2 and H2O exchange 
using the EC technique. However, neither an international 
standard nor a list of recommendations for the sensors have 
been firmly established as each of the gas analysers as well 
as the sonic anemometers have their advantages and dis-
advantages. Depending on climatic conditions, personal 
experience and financial situation of the research groups, 
different instruments are currently deployed. In a long-term 
environmental research infrastructure it is crucial to ensure 
maximum comparability between stations. For this reason, 
standardised methods and sensors are  required (Franz et al., 
2018; Hinckley et al., 2016), despite the lack of knowledge 
on systematic and random differences between different 
implementations (Baldocchi, 2003; Haslwanter et al., 2009; 
Lasslop et al., 2008; Richardson et al., 2012), especially 
over medium and long-term time scales (e.g. several years). 
As a result, within the ecosystem component of ICOS scien- 
tific experts from different observations networks across 
the globe agreed based on best knowledge at this time to 
select a single model in each instrument category for the 
first period of the project and a single standardised way of 
the instrument setup and configuration across all stations. 
It should be noted here that design refinements, improve-
ments and exchanges of sensors are desired and have to 
be expected during the succession of a long-term research 
project. In this paper, we summarise the present best prac-
tice application of the EC method as agreed among experts 
across the globe and concentrate on the instrumentation 
needed to determine sensible (H) and latent heat (λE) and 
carbon dioxide (FCO2) fluxes together with the sensors for 
variables that are needed for reproducible flux data evalua-
tion at ICOS ecosystem stations. We present the background 
and rationale for the selection of gas analyser-anemometer 
pair, setup and guidelines for operational activities during 
the initial phase of ICOS-RI. In addition, the selection of 
a flux tower location and requirements for the tower design 
will be briefly discussed since much of this information is 
already provided in other publications such as e.g. Burba 
(2013), Munger et al. (2012) and some design and instru-
mental criteria are adopted from networks such as the 
National Ecological Observatory Network (NEON: https://
www.neonscience.org/) and AmeriFlux (http://ameriflux.
lbl.gov/), all of them contributing to the network of net-
works: FLUXNET (Baldocchi et al., 2001; https://fluxnet.
fluxdata.org/). Trace gas fluxes beyond CO2 and H2O, issues 
accounting for storage fluxes as well as post-processing 
procedures are treated in related papers of this issue. 
METHODOLOGY
As part of the requirement for a high level of harmoni-
zation across different sites, all primary data collected to 
capture carbon and water fluxes at ICOS ecosystem sta- 
tions are generated according to ‘protocols’ that were de- 
veloped within the ICOS ecosystem community by exter-
nal and internal experts in their respective areas over the 
last couple of years. From these protocols, ‘instructions’ 
where extracted by the Ecosystem Thematic Centre (ETC), 
which include details about the technical implementation 
of all data to be acquired at ICOS ecosystem stations. The 
instructions are available via the Carbon Portal (www.
icos-etc.eu/documents/instructions). All continuous and 
campaign-based data are processed centrally at the ETC. 
Despite the goal to collect high-quality data at all sites that 
contribute to the network, compromises between scientific 
requirements, engineering standards, cost and practicability 
might become necessary. Therefore, necessary adjustments 
need to be discussed and agreed on with the ETC prior to 
implementation.  
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Core measurements of ICOS ecosystem stations are 
biosphere-atmosphere CO2 and water fluxes determined 
via the EC technique. To ensure inter-site comparabil-
ity across the network, the standardisation starts with the 
establishment of the field infrastructure, namely the mast or 
tower to achieve being above the canopy of an ecosystem 
and the thorough installation of all instruments including 
documentation. In addition to flux measurements, at each 
ICOS ecosystem station a large set of auxiliary abiotic vari-
ables are measured that are essential for correction of EC 
data (Foken et al., 2012; Ibrom et al., 2007a,b), interpreta-
tion of the observed fluxes and the parameterization of land 
surface models. Besides the continuous acquisition of pri-
mary meteorological variables, site characteristics, carbon 
and nitrogen stocks in biomass and soils as well as survey 
campaigns of e.g. leaf area index and understory harvest 
are considered and described in related papers of this issue.
SITE SELECTION AND SITE CHARACTERIZATION
Principles and practical issues of flux site selection
The establishment and setup of a new EC tower has to 
be carefully reasoned to ensure flux measurements of high 
quality and representativeness of the investigated ecosys-
tem. Detailed requirements for setting up an EC station 
are reviewed in the respective literature (Lee et al., 2004; 
Burba, 2013; Baldocchi et al., 1988). First steps to be con-
sidered are the tower design and location, which is often 
defined by ecosystem type, power availability, permissions 
and infrastructural limitations or accessibility. 
Site selection should minimize systematic biases that 
may be caused by changing land cover within the flux 
source area, by topography which may result in non-neg-
ligible advection, and by obstacles that can cause flow 
distortion (Belcher et al., 2008; Rannik et al., 2006; 
Sogachev et al., 2005) while being fully representative of 
the system investigated. Such disturbances are contradict-
ing the assumptions made in the theoretical derivation of 
the EC equations and can hardly be accounted for in the 
post-processing.  
The contribution of the station to the network to cover 
different geography, climate, elevation, biomes, stand ages 
and different management types are important site selec-
tion criteria within ICOS. Ideally, each major ecosystem 
type should be represented in each major (pedo-) climatic 
region (Zscheischler et al., 2017). For this, a pre-screen-
ing of aspired measuring sites jointly with the Ecosystem 
Thematic Centre (ETC) of ICOS is recommended to evalu-
ate the coverage within a region.
There are several quantitative approaches to this ques-
tion. For instance, NEON (http://www.neonscience.org/) 
uses a cluster analysis over environmental variables fol-
lowing Hargrove and Hoffman (1999, 2004) with a system 
engineering approach to identify regional ecological rep-
resentativeness. So far, in ICOS, new stations have been 
established to cover ecosystem types that were not present 
in the previous networks (such as lakes or urban sites) or 
have turned out to be vulnerable to future climate change. 
The uncertainty in predicting GHG and energy fluxes 
from EC stations to continental scales is depending on 
the number and spatial distribution of samples. Analysis 
with Artificial Neural Networks can support the selection 
of additional stations to quantify the representativeness of 
continental to global flux estimates (Papale et al., 2015).
Once an ecosystem or a region of interest has been 
identified, the spatial representativeness and location bias 
of measurements should be determined a-priori (Schmid, 
1997; Schmid and Lloyd, 1999; Kim et al., 2006) by 
ground-based investigations of the heterogeneity of e.g. 
leaf area index, crown closure, or soil conditions in com-
bination with remote sensing information. Ideally, the 
target area of interest within the ecosystem has to be large 
enough to be clearly identifiable by satellite and/or a model 
grid cell in addition to general fetch requirements for EC 
measurements. However, there are typical European land-
scapes where this criterion is difficult to meet in practice 
even though their value and potential to reduce uncertain-
ties of surface GHG fluxes for a network such as ICOS 
would be high (Kaminski and Rayner, 2017). Logically, 
exceptions from the standard approach may become neces-
sary and site-specific characteristics of new locations have 
to be evaluated by expert groups within the ETC and the 
Monitoring Station Assembly (MSA) of ICOS-Ecosystems 
in detail with respect to their value to the network, fetch 
uniformity, and orography, respectively.
Practical issues for site selection
Before establishing a new ICOS ecosystem station, 
long-term access and collaboration with the owners have 
to be negotiated. This requires for example permits with 
respect to natural reserve regulations that influence access 
and station construction. Year-round regular road access, 
availability of a grid power and data link (e.g. landline data 
connection, mobile phone network, microwave link, satel-
lite link) are preferable, but should not be limiting factors 
in case a site would scientifically fit into the network and 
high data quality can be ensured. Electrical power (at least 
2.5-3 kW with a continuous year-round availability) has to 
be ensured for ICOS Class 1 and Class 2 stations (high-
est and intermediate levels of standardisation requirements, 
respectively, Franz et al., 2018; Gielen, et al., 2017), while 
avoiding exhaust from e.g. diesel generators. The tower 
safety has to be ensured on a long-term basis as well (for 
example, trees may be too close to the tower construction). 
Safety regulations must be fulfilled when working on the 
tower scaffoldings and the masts.
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Site characterization
Each ecosystem flux station within the ICOS network 
has to be characterized with respect to the ecosystem type 
such as forest, grassland, agricultural land, wetland, or 
other ecosystem types respectively. Information that stays 
unchanged such as geographic conditions and coordinates, 
elevation, topographic setting, slope, land use history, soils, 
and climate (long-term, usually 30-year averages for tem- 
perature and precipitation), have to be reported to the meta- 
data database part via the ‘Biological, Ancillary, Distur- 
bance and Metadata’ (BADM) system. The BADM system 
is based on an international system agreed across the flux 
networks globally, in particular between AmeriFlux and 
European networks (Baldocchi, 2014), http://ameriflux.
lbl.gov/data/badm-data-templates/, and ICOS Ecosystem 
Instructions at http://www.icos-etc.eu/icos/documents/
instructions/badm) with specific changes for ICOS data. 
Station-related metadata concerning the instrumentation, 
the location of measurement systems, and alignment of 
booms have to be reported to the ETC. Ecosystem type 
details, such as stocking rate or biomass per area, have to 
be described according to the respective protocols for ancil-
lary data and in related papers of this issue. Characteristics 
that may change over time, such as species composition, 
canopy structure and scales of heterogeneity also have to 
be communicated via the metadata system.
TOWER PLACEMENT AND DESIGN
Placement of the tower and dimension of mast
The general tower setup requirements described here 
are primarily based on principles described in Munger et 
al. (2012). The key point for the location of an EC tower 
is to represent the ecosystem of interest, hence the basic 
requirements (e.g., adequate fetch conditions for all desired 
wind directions, homogeneity, etc.) have to be met. For the 
selection of the tower type, an optimal solution that best 
achieves the precision and accuracy required to satisfy the 
scientific objectives, such as minimizing flow distortion and 
biases by preferential airflows, and maintaining the ecolo- 
gical integrity of the site has to be found. The specific tower 
design depends on the type of the ecosystem. Over short ve- 
getation or small obstacles, a slim mast is sufficient. Over 
tall vegetation, a bigger tower is needed that is slim enough 
to avoid influences on the wind field but also robust 
enough to ensure safe access for maintenance and to with 
stand environmental extremes over the lifetime. Guyed scaf- 
fold towers can be used for heights above 30 m, while free-
standing towers may be used for lower heights. In any case, 
a cross-section of 2 x 3 m should not be exceeded (Munger 
et al., 2012). General requirements for the placement and 
design of the EC tower are listed in the appendix A1.
The presence of the tower structure itself can signifi-
cantly affect the airflow of interest by distorting the wind 
velocity and wind direction nearby. Although such dis-
tortion is particularly important for tall tower structures 
over forests, short crops and grasslands are also affected, 
especially in the presence of the nearby housing used to 
store instrumentation, computers and other hardware. Such 
sources of flow distortion should be minimized as much as 
practically feasible. The remaining distortion and chimney 
effects by the tower structure should be investigated in spe-
cial campaigns (Serafimovich et al., 2011) or via modelling 
approaches (Griessbaum and Schmidt, 2009).
Natural airflow streamlines diverge when encounter-
ing an obstacle at every scale, from the multi-meter tower 
structure to the few-millimeter instrument spar or cable, 
resulting in the separation of the very same flow which 
is used to compute the fluxes. Flow distortion affects the 
measurements in a way that is difficult-to-impossible to see 
and correct, and should be minimized with regard to the 
principles as listed in the appendix A1.
Height of the measurement (based on Munger et al., 
2012)
The consistency of measurement heights among towers 
in different ecosystems within the ICOS network is vital 
to provide comparable data with similar uncertainties. The 
following criteria have to be considered: (1) sensors should 
be placed high enough to capture the exchange fluxes in 
the well-mixed surface layer above the plant canopy and 
simultaneously to avoid influences on the measurements by 
the roughness layer or individual roughness elements close 
to the tower. (2) sensors have to be placed low enough to 
ensure that the footprint does not extend beyond the fetch 
of interest during stable atmospheric conditions (e.g. during 
nighttime). A pre-calculation should ensure a flux contribu-
tion from the area of interest of at least 90% (‘high quality’ 
according to e.g. Göckede et al., 2004) also under stable 
conditions for at least 50% of the time to ensure appropri-
ate data coverage for different wind directions and varying 
weather conditions.
Site and system dependent specific recommendations
We prescribe recommendations by Munger et al. (2012) 
for the determination of the tower/measurement height 
(hm), adjusted to give more flexibility due to real-world 
limitations such as restricted fetch conditions. The height 
above the canopy of the measuring system must be identi-
fied with the centre of the sonic anemometer path and its 
value depends on the canopy height (hc) of the ecosystem of 
interest. The canopy height value used to establish hm does 
not need to be particularly accurate: the average expected 
height of the dominant canopy layer is considered compli-
ant. When measurements are performed too close to the 
ground or canopy to capture turbulent transport, this will 
result in anomalies in the shape of the spectral peak, which 
can be detected as suggested by Burba (2013). In this case, 
flux values may be biased by local effects and the repre-
sentativeness for the investigated surface may be in doubt.
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For low surface heights such as grasslands, croplands 
and shrublands with a mean canopy height (hc) below 1.75 m, 
hm must be comprised between hm= 1.67 hc and hm= 6 hc. 
For forested or more structurally complex ecosystems, hm 
should be between hm= 1.67 hc and hm= 2 hc. Anyhow, hm 
cannot be lower than 2 m, and must always be discussed 
and agreed with the ETC, especially when a trade-off is 
needed (e.g. very tall canopies). 
For croplands, grasslands and plantations with a fast-
changing canopy height and stations with fast-changing 
snow cover heights, the tower design has to allow for 
changing measurement heights, either by changing the tow-
er height (e.g. telescopic mast) or by moving the sensors, to 
ensure the same source area over time. Measurement height 
should be changed such that hm – 0.67 hc = const ±10%, but 
at most every second week during the vegetation period or 
during the snow pack season, respectively. Assuming a bare 
soil at the beginning of the vegetation cycle and a hm = 2 m, 
no changes are needed until hc reaches 1.2 m. However it 
is recommended to start raising hm before the vegetation 
reaches 1.2 m (e.g. around 0.5-0.8 m) and then keep hm – 
0.67 hc constant. Changing surface heights (due to growth 
and snow pack) as well as changing measurement heights 
must be documented via the ICOS BADM system as this 
has to be considered in the post-processing. 
These recommendations reflect the experiences from 
field studies and will guarantee the quality that is achiev-
able in the field over homogeneous surfaces. How large the 
homogeneous surface must extend around the tower, i.e. 
the fetch requirement for a surface representative meas-
urement at hm, needs to be estimated prior to installation 
with footprint models and micrometeorological field data 
if available (e.g. Kljun et al., 2015) and section on spatial 
representativeness.
Instrument installation on booms
Eddy covariance and radiation instrumentation have to 
be installed away from the main tower on booms to mini-
mize the direct effect of the tower structure on the mean 
airflow and reflection effects on the measured radiation. 
The amount of instrumentation located in the vicinity 
of the EC turbulence measurements has to be reduced to 
a necessary minimum needed for corrections of EC data and 
their interpretation. This includes the incoming and outgo-
ing short- and longwave radiation (typically measured with 
a four-component net radiometer), as well as diffuse and 
direct photosynthetic active radiation as described in the 
related paper of this issue about radiation measurements. 
Furthermore, air temperature, moisture, and air pressure are 
needed for precise correction of the measured fluxes, and 
have to be located within a vertical distance of about 0.5 m 
from the flux instrumentation. As a reference for the carbon 
dioxide- and water vapour mixing ratios measured by the 
EC infrared gas analyser (IRGA), the mixing ratios have 
also to be measured at the same height by one individual 
inlet of the profile system. 
The flow distortion around the 3D sonic anemometer 
should be minimized as much as practically possible. The 
remaining unavoidable distortion by the other instruments, 
cables, supporting arms has to be carefully documented. 
The supporting boom for the sonic anemometer together 
with inlets for gas analysis with the IRGA has to be direct-
ed into the prevailing wind direction (considering local 
circulations, day-night, and land-sea breeze) to maximize 
exposure time for the wind blowing from the desired land 
cover type. More than one prevailing wind direction has 
to be considered by an optimized arrangement of the sonic 
boom. Except for very strong slopes, the sonic anemometer 
has to be oriented horizontally. Within these positioning 
priorities for flux instrumentation, radiation sensors should 
be directed to the south (in the northern hemisphere) to 
avoid shading effects of the tower itself. In case of a conflict 
with prevailing winds from the south, the higher priority 
has to be given to the EC instrumentation. It is impera-
tive that no other sensors or ancillary equipment shall be 
mounted on the boom containing the 3D sonic anemometer 
and the IRGA, nor shall these be placed within a horizontal 
distance of 1m from the center of the anemometer. 
The 3D sonic anemometer measures a vertical wind 
vector, a very small component of the overall large mean 
airflow, which is then used directly for computing the flux-
es, corrections, and QA/QC (quality assurance and quality 
control) parameters, respectively. So the anemometer (see 
below for details) has to be mounted in a way to minimize 
any potential distortion. It should be placed at the end of 
the boom containing the IRGA head, facing away from the 
tower structure. To minimize cross-talk error, the center of 
the (virtual) sphere that encloses the IRGA inlet funnel (see 
below for details) has to be located in an area between the 
two vertical sonic arms and between the horizontal boom 
and the lower transducer (Fig. 1). The relative position of 
the tube inlet and the sonic path is setting a lower limit on 
the system time response. A simple parameterization of the 
transfer function describing the effect of lateral separation 
has been proposed by Moore (1986). It suggests that the 
EC system cut-off frequency (i.e., the frequency at which 
original fluctuations are reduced by a factor of 2) mainly 
depends on the lateral separation distance between sensors 
and on wind velocity. A more detailed analysis has been 
proposed by Horst and Lenschow (2009) who showed that 
this frequency depends on wind direction, stability condi-
tions and would not be equivalent for vertical or horizontal 
separation (see also Kristensen et al.,  1997).
However, the simple approach by Moore (1986) is suf-
ficient for providing an order of magnitude of maximum 
available frequencies and it shows that separation distances 
lower than 15 cm are sufficient to achieve cut off frequen-
cies higher than 5 Hz for most wind velocity conditions. 
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This constraint may be as important as those imposed by 
the gas sampling system (GSS). IRGA tube inlet position-
ing should thus result in a compromise: the gas sampling 
point should be as close as possible to the sonic anemom-
eter measurement volume, but it should minimally distort 
the flow inside this volume (Fig. 1). Thus, it is recommend-
ed that the tube inlet is as compact as possible.
Booms have to be stable enough such as to support the 
instrumentation. This may require an additional supporting 
structure for the IRGA-tubing to avoid torque and oscil-
lations of the tubing. Specific requirements for instrument 
placement on booms are listed in the appendix A1.
ULTRASONIC ANEMOMETRY IN ICOS EC-FLUX 
SYSTEMS
Fast-response three-dimensional wind and air tempera-
ture measurements are required for the EC technique and 
carried out with ultrasonic anemometers. Ultrasonic ane-
mometry includes no moving parts, and electronic delays 
are small and well characterized. The time constant is small 
enough to allow high sampling frequencies with a single-
sample interval (firing period) that is usually shorter than 
the Kolmogorov time-scale (for HS-100 individual firing 
interval is 10-2 s). In addition, ultrasonic anemometers can 
be operated continuously over long periods of time (> year) 
and can withstand, or recover from, severe weather con-
ditions. The general principles of sonic anemometry are 
described sufficiently well in the manufacturers’ manuals 
and in several relevant publications (Aubinet et al., 2012; 
Burba, 2013; Foken, 2008; Lee et al., 2004). 
Recent instrument performance reviews of commercial-
ly available 3D ultrasonic anemometers (henceforth: sonic 
anemometers) have not been able to identify a single perfect 
anemometer for scientific applications in a wide variety of 
ecosystems as covered within ICOS (Christen et al., 2000; 
El-Madany et al., 2013; Mauder et al., 2007; Mauder and 
Zeeman, 2018; Vogel and Feigenwinter, 2011; Vogt et al., 
1997). Instead, the currently available models are seen to 
have specific advantages and disadvantages (Frank et al., 
2016; Huq et al., 2017). Nonetheless, ICOS policy requires 
a selection of a single standard sonic anemometer at least 
during the initial phase of ICOS. 
The horizontally symmetrical research-grade ultra-
sonic anemometer, model HS-100 (Gill Instruments Ltd, 
Lymington, UK) was chosen as the initial ICOS-Ecosystem 
standard instrument (note: the HS-50 model differs from 
the HS-100 only in the maximum sampling rate and may 
also be used). The HS-100 is a non-orthogonal 3-axis 
anemometer that features a horizontal head design and 
stainless steel construction, mounted on a short horizontal 
arm (ca. 1 m length). The head of the anemometer contains 
a built-in inclinometer (rated accuracy of ±0.3° from -10° 
to +10° of inclination). A full description of the instrument 
specifications is available from the manufacturer at: http://
www.gillinstruments.com/data/datasheets/HS-100-Web-
Datasheet.pdf (GILL, 2017).
Neither the Gill HS-100 instrument, nor any other cur-
rently available commercial model, are seen as ideal for the 
broad range of environmental conditions expected at ICOS 
stations (i.e., from Mediterranean and even tropical stations 
to sub-arctic climates, high winds, all types of precipitation 
including hoar-frost and riming; exposure to a range of UV 
radiation or ozone concentrations). Especially ice coating 
may lead to high data losses during winter in cold regions. 
The EC Working Group of the ICOS-Ecosystems MSA 
together with the ETC recommends that: (i) heating (possi-
bly by application of heating tape) may be added to the HS 
anemometer when absolutely required; (ii) nn additional 
sonic anemometer has to be used, with data processed by 
the station team, and sent to the ETC. 
In cases when heating is applied to the sensor arms, the 
instrument needs to be recalibrated with the heating device 
installed. If the standard system should fail for substantial 
periods of time, the additional EC system may be used to 
fill the data gaps. Such an arrangement satisfies the require-
ments for a network-wide standard, but also facilitates the 
identification and characterization of systematic and ran-
dom uncertainties, and serves as the experimental basis for 
future improvements of EC technology and future develop-
ments of the ICOS standards. 
If an alternative EC system is used in addition to the 
ICOS EC system at a particular station, care must be taken 
to distance it from the standard system far enough to avoid 
flow distortion, cross-talk or aerodynamic wake effects, 
but close enough for the two systems to have identical flux 
footprints. 
HIGH-FREQUENCY CONCENTRATIONS OF CO2 AND H2O
High-frequency CO2 and H2O concentrations are meas-
ured with a non-dispersive infrared (NDIR) absorption 
analyser (commonly referred to as infrared gas analyser 
– IRGA). The radiation source used in IRGAs is a spec-
trally broadband filament source. An optical filter is used 
Fig. 1. Scheme of LI-7200 gas analyser tube and inlet with Gill-
HS sonic anemometer. The rain cap of the GA must be placed in 
the light blue area as shown in the scheme, between the two verti-
cal arms and between the sonic boom and the lower transducers 
(picture by Dario Papale, according to ‘Instructions for Turbulent 
Flux Measurements of CO2, Energy and Momentum’ provided by 
the ETC).
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to isolate a range of wavelengths corresponding to an 
absorption band of the gas being measured. In addition to 
the absorption band, dual-wavelength single-path IRGAs 
use a reference band where the radiation is not absorbed 
by any component in the sampling path. The transmit-
tance is computed as the ratio of optical power transmitted 
through the gas to the detector in the sample band where 
radiation is absorbed, divided by optical power transmitted 
through the gas in the reference band where radiation is not 
absorbed (Fratini et al., 2014; Munger et al., 2012; Welles 
and McDermitt, 2005).
IRGAs can be designed for either open-, enclosed-, or 
closed-path configurations. A closed-path analyser has an 
internal sample cell that is flushed with the sample air, while 
open-path sensors sampling cell is located in the ambient 
air in situ. Each of these two traditional configurations has 
its advantages and weaknesses listed by Burba et al. (2010). 
The more recent enclosed design tends to maximize advan-
tages and minimize weaknesses of open- and closed-path 
designs. The enclosed analyser is fundamentally based on 
the open-path system and it is therefore weatherproof, but it 
uses a closed-path sampling configuration similar to closed-
path devices, which prevents data loss during precipitation. 
The instrument is designed to be used with a short intake 
tube, which minimizes frequency losses in comparison 
with traditional closed-path design. The remaining losses 
nonetheless remain significant and still require spectral 
corrections (Fratini et al., 2012). The design also allows 
to minimize the need for density corrections (Webb et al., 
1980) due to the high-frequency measurements of the air 
temperature and pressure inside the sampling cell which 
are precisely aligned with the measurements of CO2 and 
H2O concentration, both electronically and in terms of sam-
pled flow (Burba et al., 2010, 2012; Furtaw et al., 2012a, 
2012b). As a result of these advantages, the enclosed design 
was selected as the standard design during the initial phase 
for the ICOS network. 
Field tests and analysis started by ICOS in 2010 used 
the original version of the enclosed IRGA (e.g., LI-7200, 
LI-COR Biosciences, Lincoln, USA), the only one avail-
able at that time, and continued for the following 3 years 
using both original and updated versions of the instrument. 
As a result of these tests, the most recent version of LI-7200 
was chosen as the initial ICOS-Ecosystem standard instru-
ment for high-frequency CO2 and H2O flux measurements. 
The analyser protocol summarized here has been deve- 
loped based on the tests and specifications determined by 
a combined working group from ICOS MSA, NEON and 
external experts to assure inter-comparability.
In order to correctly compute fluxes using EC approach, 
the trace gas concentrations measured by the analysers 
must be converted into dry mole fractions. Usually, the 
conversion must be done using high frequency measure-
ments, before covariance computation. Alternatively, the 
effects of air density fluctuations can be accounted for dur-
ing post-processing using density corrections (Webb et al., 
1980). When temperature and pressure of the sampled air 
are measured at a fast rate across the sampling cell and pre-
cisely aligned with the water vapor and gas concentrations, 
the conversion may be done on high-frequency data either 
inside the instrument (e.g., LI-7200) or during the post-
processing stage before the covariance computation (Burba 
et al., 2012; Ibrom et al., 2007a,b; Nakai et al., 2011). If 
the ‘instantaneous’ conversion is not used, applying the 
density corrections to the closed-path or enclosed instru-
ment requires some care. Only the formula employing 𝑤′𝑇′ 
(with T’, the fluctuation of cell temperature aligned with 
CO2 time series) may be used, and not the one referring to 
sensible heat flux measured at the ecosystem level (Eq. (44) 
in Webb et al., 1980). It is recommended to store all inter-
mediate variables in either of the two approaches to be able 
to check measurement quality at a later time (see section on 
data acquisition and appendix A5).
Another important feature of closed-path and enclosed 
IRGAs is the pumping system that transports air from the 
sampling point to the analyser cell. Cell air renewal rate and 
air flow through the pumping system are often the main lim-
itations on the system response time. The positioning of the 
air sampling tube inlet, dimensions and material of the tube, 
type of filters or flow rates, must be chosen as a trade-off 
between several, sometimes concurrent constraints ex- 
plained below. Further details on this are provided in 
Aubinet et al. (2016) and Metzger et al. (2016).
High-resolution IRGA variables
The scalar intensity of an atmospheric constituent s 
may be described by several variables (ISO, 2009): mass 
concentration (ρs, kg m-3) or concentration (cs, mol m-3) rep-
resents the mass or the amount of substance of s per volume 
of air, respectively. The mass fraction (kg kg-1) is the ratio 
of the mass of s divided by the mass of the mixture. The 
mole fraction (χs, mol mol-1) is the ratio of the amount of 
substance of s divided by the total amount of substance of 
the mixture (also equal to the ratio of the constituent partial 
pressure to the total pressure), the dry mole fraction (χs,m, 
mol mol-1) is the ratio of the amount of substance of s to 
that of dry air. These variables are related to temperature, 
pressure and water vapor content via the ideal gas and the 
Dalton laws. Conversion factors are given in Table 1.
Among these variables, only the dry mole fraction is 
a conserved quantity of the substance in the presence of 
changing temperature, pressure and water vapour content 
(Kowalski and Serrano-Ortiz, 2007). However, infrared 
gas analysers measure substance amount in the volume that 
is not a conserved quantity in these conditions. Therefore, 
concentration variations may appear in the absence of pro-
duction, absorption or transport of the component. For 
this reason, the turbulent flux, that is representative of the 
ecosystem source/sink intensity, is the covariance of the 
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vertical wind velocity and the component dry mole frac-
tion. All variables available from the analyser that have to 
be acquired are listed in Table A1.
Important issues to be considered:
Spectral attenuation:
Although the LI-7200 is able to capture turbulence up to 
20 Hz, high-frequency fluctuations may be reduced due to 
the system setup. Most important causes of high-frequency 
attenuation are the air mixing through the gas sampling 
system (GSS) and the separation between the IRGA sam-
pling point and the sonic anemometer (Aubinet et al., 2016; 
Metzger et al., 2016). It is crucial that the spectral attenua-
tion of the instrument and the sampling system as a whole is 
measurable and kept in an acceptable range. This is particu-
larly important for H2O, which strongly interacts with the 
tube walls and filter surfaces, and for which the level of the 
interaction depends on relative humidity, tube age and wall 
contamination (Fratini et al., 2012; Ibrom et al., 2007a,b; 
Leuning and Judd, 1996; Mammarella et al., 2009).
Gas sampling issues:
The gas sampling system (GSS) transports the air from 
the sampling point to the analyser cell. In order to guaran-
tee high-quality measurements, the GSS has to meet several 
constraints, which are sometimes conflicting:
•   minimize high-frequency spectral attenuation of concen-
tration measurement
• maximize attenuation of temperature fluctuations
• minimize pressure drop in the measurement cell
• minimize cell contaminations 
• minimize pump-induced pressure fluctuations
• minimize power consumption
• minimize airflow perturbation at the sampling point 
• minimize temperature fluctuations caused by direct irra-
diation on the IRGA.
To make this possible, several parameters must be 
adjusted such as the characteristics of the pumping system 
(general layout, pump type, flow controller, buffer), the 
tube (material, shape, heating), the filter (material, type, 
heating) as well as the system dimensions (tube diameter 
and length, volume flow, filter choice). 
General layout of the gas sampling system
The system consists of the inlet rain cap, filter, sampling 
tube, IRGA, potential buffer, flow controller and the flow 
module or a pump whose output is returned to the open 
air (Fig. 2). The elements upstream from the IRGA cause 
a pressure drop related to the flow rate, filter and rain cap 
characteristics, and tube dimensions. Per specifications of 
the high-speed differential pressure sensor used in LI-7200, 
this pressure drop must not exceed 10 kPa. Downstream of 
the analyser, the air passes through a buffer that dampens 
pump-induced fluctuations, a flow controller that maintains 
flow at a fixed value and, finally, the pump. Alternatively, 
buffer, flow controller and the pump can be replaced by 
an integrated flow module specifically designed for the 
LI-7200 (LI 7200-101). However, per manufacturer speci-
fication this system cannot provide a pressure pull larger 
than 3.5 kPa, so the flow restrictions (e.g., filter graining, 
filter clogging and tube length) have to be kept at accepta-
ble levels in order to maintain a desirable flow rate (see also 
Metzger et al. (2016), Aubinet et al. (2016)). A stronger 
pump might be necessary to avoid the necessity of frequent 
filter changes in polluted areas.
Pump:
The pump should provide a flow rate that is higher 
than 9.6 l min-1 in order to maintain 10 cell renewals per 
second (10 Hz). Pump capacity must significantly exceed 
the nominal flow rate selected for the system to lengthen 
pump longevity. Robustness and durability of the pump 
are fundamental. Brushless pumps have been identified as 
Ta b l e  1. Conversion factors between variables describing the scalar intensity of an atmospheric constituent 
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a suitable option for continuous operation due to their reli-
able endurance, providing a flow rate of around 30 l min-1 
for thousands of hours. 
A water collector should be placed between the head 
of the analyser and the pump or flow controller in order to 
avoid flow controller and pump damage by condensation. 
The pump should further be ventilated to avoid overheating 
or condensation inside the pump box.
Flow controller:
The system must be completed by a flow controller, 
compatible with the pump, which should be able to maintain 
the required flow (10-15 l min-1). The need for a thermostat 
should be considered to prevent damage when the flow is 
off. Indeed, many flow controllers become extremely hot 
and might break in case of pump stopping.
Buffer:
The buffer is necessary to attenuate the pressure fluc-
tuation that could be induced by the pump. It is simply 
a dead volume (about 5 l) placed between the analyser and 
the flow controller. Spherical buffers withstand more pres-
sure fluctuations than volumes extended along the direction 
of the sampling flow. In and out ports should be placed in 
the order that the flow passes through the buffer. When the 
integrated flow module (LI 7200-101) is used instead of the 
pump, no buffer is needed.
LI-7200 Flow module:
The LI-7200-101 flow module consists of an integrated 
system including a fan blower and a flow controller. It pro-
vides a constant programmable flow rate between 10 and 
18 sl min-1, under pressure drops between 0.5 and 3.5 kPa. 
As the system does not produce appreciable pulsations, no 
buffer is needed. The pump requires about 13 W power dur-
ing normal operation (around 0.5-1 kPa pressure drop) but 
this could increase up to 35 W under extreme clogging of 
the filter. The capacity of the LI7200-101 module to pro-
duce a sufficient flow rate to ensure the cell refreshment at 
5-10 Hz frequency in presence of filters is discussed in the 
section on ‘General system dimensioning’.
Tube:
In ICOS, only one specific tube dimensioning is accept-
ed: the tube has to have an inner diameter of 5.33 mm and 
a length of 71.1 cm which is supplied with the packages 
7200-040 and 7200-050 (LI-COR Biosciences, Lincoln, 
Nebraska). This tube length represents the best trade-off 
between avoiding flow perturbation in the sonic sampling 
volume, minimizing temperature fluctuations and high-fre-
quency concentration losses in the tube. The tube material 
has to be as inert as possible with respect to CO2 and water 
vapour. Stainless steel with a smooth inner surface is re- 
commended. Turns and dead volumes can create vortices 
contributing to high-frequency losses and must be avoided.
Tubing must be heated and insulated in order to pre-
vent water condensation and sorption on the tube surfaces 
which could strongly affect the cut-off frequency for the 
H2O measurements. The heating power shall be chosen 
such that the combined effect of pressure drop and the heat-
ing reduce the relative humidity in the IRGA sampling cell 
during sampling mode to ≤ 60% for ambient dew points 
≤ 30°C. An additional constraint is that the temperature dif-
ference between the cell inlet and outlet should not exceed 
5°C. A heating power of 4 W m-1 allows the system to meet 
these requirements (Metzger et al., 2016).
Filter:
The intake filter is required in polluted locations to 
avoid rapid cell contamination and premature destruction, 
by dust particles, of the in-flow fast response thermocou-
ples located at the cell inlet and outlet. The contamination 
deposition on the cell windows can potentially introduce 
biases in gas measurements and calculated fluxes (Fratini 
et al., 2014), and in the absence of the intake filter, would 
require more frequent cleaning. On the other hand, filters 
can perturb the air flow near the anemometer, cause addi-
tional pressure drop in the cell, and may attenuate measured 
gas concentrations. The latter effect is becoming more 
important when the filters become dirty or wet.
The choice of a filter aims at minimizing these draw- 
backs. The following criteria for determining filter charac-
teristics were considered when selecting the Swagelok® 
FW stainless steel filter with 2 µm pore diameter as 
compliant:
• Compromise between porosity and pressure drop: The 
pressure drop is inversely related to pore diameter and 
filter material. The pressure drop should be as small as pos- 
sible in order to limit power consumption, avoid the neces-
sity of using powerful pumps and allow internal IRGA 
post–processing for pressure compensation. The optimal 
pore size should be adapted at each station, according to 
Fig. 2. General layout of the gas sampling system. Image com-
bined by Marc Aubinet. The LI-7200 head scheme was drawn by 
Jon Gooding and is a courtesy of LI-COR Biosciences provided 
by George Burba.
ICOS EDDY COVARIANCE FLUX-STATION SITE SETUP 481
its degree of pollution but has to be reconciled with ETC. 
After careful testing and selection (Aubinet et al., 2016; 
Metzger et al., 2016) the 2 μm pore diameter was rec-
ommended as a good compromise between pressure drop 
and pollution filtering.
• Compromise between pressure drop and filter volume: 
At a given porosity, filters with large exchange surfaces 
would probably provoke lower pressure drops. However, 
as they constitute dead volumes, they could affect high-
frequency fluctuations. Small volume filters are therefore 
generally recommended.
• Filter material: The filter material should be as inert as 
possible with respect to CO2 and H2O. Stainless steel and 
Teflon filters fulfil these requirements. However, Teflon 
filters have several times the flow resistance of a metal 
mesh filter with similar mesh size. In addition, while 
a metal mesh filter has a single and defined pore size, 
each Teflon filter comprises a distribution of pores of 
different sizes, with the nominal pore size falling some-
where within this distribution (Metzger et al., 2016).
• Ease of use: As the filter must be changed regularly, and 
sometimes in difficult conditions on top of high towers, 
practicability is an important criterion. Digitally monitor-
ing the flow rate and cell pressure drop helps to detect the 
need for changing the filter.
• Filter position: the filter is positioned after about half of 
the tube section that is heated, thus an additional heating 
is not required. If small-volume filters are used in such 
a position, the filter-related perturbation of the airflow in 
the anemometer sampling volume is negligible.
Rain cap – bug screen:
It is necessary to install a rain cap and a bug screen at the 
tube entrance to avoid filter clogging by raindrops, snow-
flakes, insects and coarse dust particles. The size of the cap 
must be limited in order to not perturb winds near the sonic 
anemometer path. Turns, dead volumes, connectors and 
necks have to be avoided, even when very short, because 
they can cause vortices and create mixing volumes lead-
ing to  high-frequency losses. Only the rain cap 9972-072 
(LI-COR Biosciences, Lincoln, Nebraska) is accepted by 
the ETC. Both rain cap and bug screen need to be cleaned 
regularly.
General system dimensioning:
A summary of all constraints on the filter type, tube 
dimensions and flow rate is provided in the appendix A3. 
All constraints are expressed in terms of tube dimensions 
(diameter and length), volume flow rate and filter charac-
teristics. Independently, experiments were developed in 
order to obtain filter characteristics (Aubinet et al., 2016; 
Metzger et al., 2016) with respect to the relation between 
flow rate and pressure drop or cut-off frequency.
Analyser calibration and maintenance
Instrument calibration by the factory, field calibra-
tions and maintenance of the GSS have to be performed as 
described in the respective ecosystem instructions (http://
www.icos-etc.eu/icos/documents/instructions). For each 
factory calibration, the manufacturer has to provide the 
certificate including new polynomial coefficients based 
on calibrations performed for each individual gas analyser 
over a range of gas concentrations for each of multiple tem-
perature levels covering the ambient measurement range. 
In order to reduce data losses during critical time periods, 
the factory calibration should be scheduled outside the 
growing season, whenever possible. 
DATA ACQUISITION
In order to be able to calculate EC fluxes, one needs to 
quantify the turbulent fluctuations of both the vertical wind 
velocity and air temperature or the scalar quantity of inter-
est. In addition to the components directly needed for flux 
calculations, all available raw data and diagnostics have to 
be acquired and stored to ensure high data quality.
Hardware
The sonic anemometer HS-100/50, gas analyser LI-7200 
including the analyser interface unit (AIU) LI-7550, the 
device logging fast data streams from EC instrumenta-
tion, and the device logging slower data streams from the 
complementary meteorological, radiation and soil data are 
the principal components of ICOS EC stations. It is vital 
for correct EC flux computation that the analyser and the 
anemometer are set up in a way to either have synchronized 
clocks (much preferred) or at least to have synchronized 
precisely aligned data sets. In addition, the diagnostics 
from the sonic anemometer and the gas analyser have to 
be collected and aligned with the wind components, sonic 
temperature, gas concentrations, fast air temperature and 
pressure in the sampling cell, etc. It is not a trivial task 
because all of these components have their own instrument 
clocks drifting at different rates and directions, and all use 
their own different communication protocols. 
This requires a fully digital data acquisition system able 
to synchronize and align different clocks and data streams 
coming via multiple communication protocols. The main 
hurdle with such a data acquisition is to assure precise clock 
synchronization between the three instruments: IRGA, 
sonic anemometer and data acquisition device itself; with-
out the risk of introducing jitter, undersampling, lag times, 
and other issues in signals from these devices. Otherwise, 
fluxes can be underestimated or severely biased. The device 
that collects the slow complementary data does not have to 
be as tightly synchronized to the analyser and anemometer, 
but should still be well in-synch.
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There are several options available for doing this using 
a variety of loggers, computers, and/or new acquisition 
devices. Each configuration has specific advantages and 
disadvantages, but all must have clocks synchronized with 
the standard time (atomic clock) of the respective time zone 
or UTC via GPS, radio clocks (e.g. DCF77) or internet 
connection, and all must provide the possibility for remote 
connection by land-line or cellular network.
Three possible options exist aiming to fulfil the fully 
digital 10/20 Hz data acquisition requirements, even though 
none of them is fully tested and confirmed at the stage of 
submitting this document and other systems might arise: 
• Acquisition using a traditional data logger:
a. sonic data (2 status bytes, wind components, sonic tem-
perature) via RS232/RS422/RS485;
b. gas analyser data (e.g. mixing ratios, densities and 
absorptance of CO2 and H2O, AGC, cell pressure, Tin, 
Tout, block temperature, diagnostic value) via SDM (so 
far SDM is a closed proprietary protocol by Campbell® 
Scientific), RS232/RS422/RS485 or Ethernet;
c. low-frequency data from LI-7200 flow module via RS232.
• Acquisition with a conventional computer which can 
be adapted to collect multiple streams of high-frequency 
EC data:
a. sonic data (2 status bytes, wind components, sonic tem-
perature) via RS232/RS422/RS485;
b. gas analyser data (e.g. mixing ratios, densities and 
absorptance of CO2 and H2O, AGC, cell pressure, Tin, 
Tout, block temperature, diagnostic value as well as low-
frequency data from LI-7200 flow module) via RS232 or 
Ethernet TCP-IP.
•  Acquisition with a weatherized flux computer 
(SmartFlux 2/3, LI-COR) specifically designed for high-
speed clock synchronization of the EC data acquisition 
(Ediger and Riensche, 2017):
a. sonic data (2 status bytes, wind components, sonic tem-
perature) via RS232/RS422/RS485;
b. gas analyser data (e.g. mixing ratios, densities and 
absorptance of CO2 and H2O, AGC, cell pressure, Tin, 
Tout, block temperature, diagnostic value as well as low-
frequency data from LI-7200 flow module) via Ethernet 
PTP. 
In addition, temperature and humidity from slow sen-
sors may be logged by the same devices. Data streams can 
be merged online and written together to the same file, pre-
fixed by a common timestamp. Time stamps can be set by 
the data logger or the computer device.
Synchronized data streams have to be guaranteed in any 
of the suggested acquisition types to avoid unrecognized 
underestimations of fluxes and new developments have to 
be tested. The advantages of a datalogger-based acquisi-
tion are mainly the low power consumption and historical 
outdoor durability. The disadvantages include: (i) possible 
inability to synchronize clocks from the three devices using 
public and open protocols, specifically the inability to cor-
rectly synchronize data streams from the Gill HS-50/100 
(via serial) with the LI-COR LI-7200 (via TCP Ethernet); 
(ii) inability to conduct full flux processing; and (iii) lack 
of data visualization.
A conventional computer may be used for data collec-
tion, on-line flux processing and additional data storage. 
It has the superior processing power and can easily push 
data files to the ICOS Carbon Portal server, including han-
dling communication errors. If equipped with a monitor, it 
can also be used for graphic presentation of raw and pro-
cessed data. Several other advantages include phenocam 
control, communication with biomet loggers, network-
level visualizations of live data via a web browser, etc. 
The disadvantages include: (i) the relatively high costs of 
purchasing, installing, protecting, and maintaining a PC at 
a field site, (ii) the need of grid power typically required 
to operate the computer; (iii) the practical complexity of 
properly timestamping the incoming HS-50/100 serial data 
so it can be aligned and synchronized with the LI-7200 data 
coming via the Ethernet.  The latter is technically very com-
plex and may require significant testing at a specific station. 
It is highly recommended to take precautionary measures 
in case the power supply fails. Computers and most data 
acquisition software can be configured to resume their work 
and data logging automatically after a power outage so that 
no operator’s action is required. In addition, the installa-
tion of an uninterruptible power supply (UPS) can help to 
bridge short power outages by providing emergency power 
to the computer as well as to the EC instrumentation, effec-
tively helping to avoid an immediate restart of the system 
and therefore data loss. UPS units are also capable of cor-
recting common utility power problems like voltage spikes, 
which otherwise might interfere with data acquisition and 
reduce data quality. An email alert can be sent to the user to 
inform about power problems. 
ADDITIONAL MEASUREMENTS NEEDED 
TO ACHIEVE HIGH-QUALITY EC FLUXES: AIR 
TEMPERATURE, HUMIDITY AND AIR PRESSURE
In order to perform corrections in the post-processing 
procedures, it is necessary to measure air temperature and 
air humidity as well as air pressure in the same height as 
the EC data are acquired. Such a correction is the so-called 
Schotanus or SND-correction (Schotanus et al., 1983) 
that considers the difference in measured sonic (acoustic) 
temperature compared to actual air temperature. It is most 
important that air temperature and humidity are measured 
at the same height as the gas concentrations and wind speed 
components for EC calculations. But these instruments 
should be far enough to avoid flow distortion. Above tall 
vegetation, carbon dioxide and water vapour concentra-
tions have to be measured along the tower to account for 
storage processes below the measurement height of the EC 
system.
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Air temperature
The air temperature is defined as ‘the temperature 
indicated by a thermometer exposed to the air in a place 
sheltered from direct solar radiation’ (WMO, 2008, 2014).
Units, ranges and ecosystems:
The physical unit of thermodynamic temperature (T) 
is Kelvin (K). The unit Kelvin is defined as the fraction 
1/273.16 of the triple point of water. For most meteorologi-
cal purposes temperature measurements are expressed in 
Celsius degree (°C), derived from Kelvin by the linear rela-
tion t = T - 273.16. 
The range of values requested by the World 
Meteorological Organization (WMO) for air temperature 
measurements is -80 to +60°C. Considering the whole range 
of climates and ecosystems that could be monitored within 
the ICOS network this range can be reduced, also to reduce 
technical and economical requirements. Maintaining lin-
earity and precision levels for proper measurements along 
this whole range would be extremely difficult if not impos-
sible in practice. An acceptable measurement range for 
ICOS stations is thus -55 to +55°C.
Technical requirements:
The physical quantity itself requires specific arrange-
ments for the sensors to avoid interferences mainly from 
radiation and heat dissipation due to various elements such 
as e.g. precipitation, fog, deposition or bodies with diffe-
rent thermal capacity in close proximity. Generally, this 
problem is mentioned as radiation error and is a big concern 
in the air temperature measurement because it is difficult to 
quantify (Foken, 2008). Here, we consider only measure-
ments of air temperature representative of the atmospheric 
surface layer and roughness sub-layer in the proximity of 
the ecosystem canopy top, i.e. the value that must be used 
in conjunction with flux measurements. The air tempera-
ture measurement method for heat storage estimation in 
canopy space follows the same principles when measure-
ment heights are fitted to the storage measurements for CO2 
and H2O.
The instrument for measurements of air temperature in 
close vicinity of the EC measurements has to provide charac-
teristics similar to WMO standards: accuracy and precision 
have to be high enough to allow a measurement uncertainty 
in the order of magnitude of 0.1 K in the range -40 to +40°C 
and lower than 0.3 K outside this range, as stated by WMO 
(2014), and a response time in the range 20 to 40 s or lower 
(see appendix A6 for definitions of accuracy, precision and 
response time). Long-term stability and robustness under 
all weather conditions are required to avoid corrosion or 
other physical deformation in order to provide stability 
over a period of at least two years. However, these require-
ments are defined for ideal working conditions and it is not 
always possible to achieve these during routine field opera-
tions. As a consequence, also thermometers with an overall 
accuracy of 0.2 K in the measuring range -30 to 45°C can 
be accepted for ordinary measurements (WMO, 2014). 
For each thermometer normally the accuracy depends on 
temperature and the reference best accuracy value of 0.2 K 
is referred to the thermometer in ideal conditions after ini-
tial calibration from the factory. Accuracy variations in the 
measuring range can still be accepted up to a value of two 
times the reference value, i.e. 0.4 K.    
Variability in time and space:
Air temperature varies continuously with time accord-
ing to interactions between daily radiation cycles, synoptic 
meteorological variations and changing surface properties. 
Site characteristics, trends and minimum and maximum 
values, together with other meaningful statistics, can be 
derived from previously collected datasets or from pre-
existing stations in proximity to the study site to evaluate 
range and time variations of this variable for the specific 
site. The time resolution of the air temperature measure-
ments must allow detection of changes in the order of 
0.033 Hz with a dense enough time series of samplings. 
It means that the step response time (A6 for definition) of 
the sensor selected for specified accuracy and precision 
levels must have an order of magnitude of 30 s. Lower 
frequency variations, i.e. with periods ranging from a few 
hours to several years, can have amplitudes of several tens 
of Kelvin, depending on the climate and the microclimate 
of the specific site. For this, air temperature measurements 
generally do not bear significant challenges except for the 
risk of sensor drifts if not avoided by proper maintenance. 
However, the quantification of time resolution of the over-
all measurement system is not straightforward because of 
the thermal inertia of the sensor itself and, most impor-
tantly, the ventilated screen that has to be used to avoid 
radiation errors (see below). The overall delay induced by 
system response to air temperature fluctuation is generally 
not exactly determined. A sampling frequency of 0.033 Hz 
(T=30 s) is enough to detect temporal variations of air.
Measurement method and instrument recommendations:
In combination with EC measurements, air tempera-
ture is required to be measured at the same height as the 
gas analyser and the sonic anemometer are placed. Main 
requirements are to avoid shadowing and any possible 
emission or absorption from surrounding elements. WMO 
requires a minimum distance of 1.5 m from all other struc-
tures and instruments and prescribes a minimum height of 
2 m, above the ground (WMO, 2008). This last require-
ment does not consider ecological characteristics of the 
surfaces of interest, in particular, canopy height and rough-
ness length. Air temperature and air humidity measured in 
conjunction with EC measurements have to be installed 
without affecting each other and such as to avoid shad-
owing, thermal interaction and flow distortion. Basically, 
a good compromise has to be found for each site once the 
measurement height for the EC system has been defined. 
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Radiation from different sources can affect air tempera-
ture measurements, e.g. from sun, clouds, ground and object 
close to the sensor. Also, precipitation and condensation 
affect measurements. Moreover, deposition of dust, aero-
sols and any other material affects significantly response 
characteristics of the thermometers. Clean screens or 
shields are mandatory and must be considered part of an air 
temperature measuring system. Generally, the screens can 
be used as a physical support of the system (Fig. 3). They 
must allow for sufficient air circulation between sampling 
volume of the thermometer and the atmosphere, preventing 
from an imbalance between absorbed and dissipated heat. 
A comprehensive description of radiation shields types and 
uses is available on the WMO guide, together with specific 
literature references on this issue (ISO, 2007; Lacombe et 
al., 2011; WMO, 2008). In the framework of ICOS, a white 
screen (double cylinder) with forced ventilation (5-7 m s-1) 
is required to ensure proper air circulation. The screens 
for air temperature can also be used to host the air relative 
humidity. 
According to the previously mentioned general descrip-
tion and rational, the use of electrical thermometry among 
those indicated by WMO is recommended because it pro-
vides reliable estimates of the temporal variation. Among 
the different electrical methods (electrical resistance ther- 
mometry, semiconductor thermometry, resistor ther-
mometry) the recommended method for air temperature 
measurements is the resistance thermometry with platinum 
(Pt) thermistors (e.g. PT100 or PT1000, where 100 and 
1000 indicate the resistivity in Ohm of the sensing element) 
because they both provide high level of metrological cha- 
racteristics (accuracy, precision, sensitivity, step response 
time) at acceptable cost. Between thermistors, the plati-
num-based resistance thermometers are widely used due to 
their stability over time and because these resistances have 
a high-temperature coefficient, to provide high sensitivity 
of the device. Moreover, they have a good linearity in the 
typical measurement range.
Recommended instruments:
PT100 or PT1000 thermistors for air temperature 
(Accuracy: ±0.1K for the sensing probe, excluding screen 
and datalogging errors, precision: ±0.1 K, step response 
time: ~20 s (WMO, 2008) are offered from various manu-
facturers. Calibration has to be provided from the producer 
with internationally recognized standard (e.g. NIST, BIPM/
JCGM (2008), BIPM/JCGM (2008), etc.) or through 
national metrology institutions. 
Air humidity
According to WMO, the relative humidity (RH) of 
the air is defined as ‘the ratio (in percent) of the observed 
vapour pressure to the saturation vapour pressure with 
respect to water at the same temperature’. In contrast, 
specific air humidity is defined as “the ratio between the 
density of water vapour and the density of moist air”, and 
dew point temperature TDP as ‘the temperature at which 
moist air saturated with respect to water at a given pres-
sure has a saturation mixing ratio equal to the given mixing 
ratio’. These quantities are particularly relevant because 
air relative humidity is mostly directly measured and con-
nected with the other variables and can even be evaluated 
with higher precision as for example with a dew point mir-
ror (see below).
Relative humidity is expressed in percentage values, 
being a ratio of two values of the same entities, i.e. vapour 
pressures. RH shows an indifferent behaviour depending 
on both climatic and meteorological constraints. Therefore, 
time evolution does not have typical seasonal patterns as is 
the case for solar radiation or temperature. For each ecosys-
tem and climate only maximum and minimum values can 
be stated. The maximum value is 100% during condensa-
tion conditions, while minimum values for all ecosystems, 
except hyper-arid systems, rarely drop below 10%. A rea-
sonably extended range of values that could be expected is 
5-100%. 
The dewpoint temperature is the temperature at which 
moist air saturates with respect to water at a given pres-
sure. The dewpoint temperature can be measured precisely 
with a chilled-mirror hygrometer. The most widely used 
systems employ a small polished reflecting surface, cooled 
electrically by using a Peltier-effect device, and sense con-
densation with an optical detector (WMO, 2008). For Class 
1 stations, high precision measurements of the dew point 
with such a device are recommended. Conversions into any 
other moisture measure can be performed with air tempe-
rature and pressure.
Technical issues:
Most of the RH sensors must be shielded to protect the 
probes from the interference with radiation, wind and any 
other external force that could affect water vapour interac-
tion with the detector. In particular, sensors that are based 
on electrical capacitive hygrometers must be protected 
Fig. 3. Examples of radiation shields (left: meteoclima with 
forced ventilation according to ISO17714:2007 (https://fischer-
barometer.de/meteoclima/de/index.php), image kindly provided 
by meteoclima, right: Vaisala DTR13 but with only natural venti-
lation, HMP155 Quick Reference Guide - M210913EN-C), image 
kindly provided by Vaisala.
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from rain, solar radiation, wind, and dust or frost deposi-
tion. This is similar to shielding for measurements of air 
temperature so that sensors for air temperature and relative 
humidity can be placed in the same screen. A good natural/
forced air circulation must be guaranteed by the enclosure 
to avoid the formation of microclimates in the measuring 
volume. For the housing, only appropriate materials, non-
adsorbing or non-desorbing liquid water and water vapour 
must be used.
The selected instrument has to fulfil criteria requested 
for WMO working standards for accuracy and precision, 
which has to be high enough to allow a measurement uncer-
tainty in the order of magnitude of 2% in the range of 5 
to 100% relative humidity (WMO, 2014) and a response 
time in the range of 20 to 40 s or lower (see appendix A6 
for definitions of accuracy, precision and response time). 
Long-term stability and robustness under all weather con-
ditions have to be guaranteed in order to provide stability 
over a period of at least two years. 
Variability in time and space:
Like most other micrometeorological variables, RH can 
vary in time and space within the footprint of the micro- 
meteorological tower. This is mainly true if relevant in- 
homogeneity of the surface occurs on small spatial scales, 
i.e. on the order 100 m to 102 m, or if the vertical variation 
inside the canopy is of interest (e.g. forests). The time evo-
lution of this variable is primarily driven by radiation, wind 
and moisture content at the surface and the half-hourly time 
scale used to estimate other micrometeorological variables 
is adequate in this case. Turbulent fluctuations are not re- 
levant for this variable. This means that the step response 
time (see A6) for specified accuracy and precision levels 
must of the order of 30s. Measurements of a vertical water 
vapour profile should be performed in conjunction with 
the CO2-profile to be able to consider storage fluxes of 
water vapour below the EC measurements.
Measurement method and instrument recommendations:
Several methods are accepted by the WMO for the 
measurement of RH (WMO, 2014) by:
1. electrical capacitive hygrometry,
2. dew point temperature estimation by condensation on 
chilled mirrors,
3. the psychrometric method,
4. absorption of electromagnetic radiation (infra-red or ultra- 
violet).
Most common and easy to use instruments based on 
electrical capacitive hygrometers are slightly less accu-
rate than chilled mirrors but provide a reasonable level of 
accuracy in the measurement range with continuous time 
series and have a shorter response time which makes them 
suitable for ICOS requirements. The accuracy is in general 
between 2 and 3%. 
The method based on chilled (or frozen) mirrors for the 
estimation of the dew point temperature allows the best 
accuracy in measurements of RH, with the only drawbacks 
of being an indirect measurement method and the slow 
response time, generally not compliant with the required 
threshold of 20 s. Moreover, the instruments do not require 
particular shielding, one of the most relevant feature to 
be considered because the screen can introduce a signifi-
cant and difficult to estimate the source of errors. The dew 
point mirror has to be used together with a small pump that 
provides the gas flow over the chilled surface. The inlet of 
the airstream should be close to the EC and accompanying 
measurements.
The electrical capacitive hygrometers are the default kind 
of instrument to measure RH at ICOS stations and, if pos-
sible, in combination with higher accuracy measurements 
through chilled mirror hygrometers for cross-calibration of 
the sensors and methods. The chilled-mirrors could be used 
as a temporary reference for field calibration and check of 
the default capacitive hygrometers, whenever its long-term 
use is hard to achieve. However, their installation is not 
mandatory at ICOS ecosystem stations.
Air pressure
The atmospheric pressure on a given surface is the force 
per unit area exerted by virtue of the weight of the atmos-
phere above. The pressure is thus equal to the weight of 
a vertical column of air above a horizontal projection of 
the surface, extending to the outer limit of the atmosphere 
(WMO, 2014).
The fundamental physical unit for atmospheric pressure 
p is Pascal (Pa) and corresponds to a force of one Newton 
orthogonally exerted above one square meter surface: 1 Pa 
= 1 N m-2. 
The range of physically measurable values depends on 
the synoptic variation of atmospheric pressure as well as 
on altitudinal variations because the air pressure decreases 
exponentially with altitude above sea level. An extended 
range of ICOS ecosystem measurement stations is 650 – 
1080 hPa.
The lowest limit of 650 hPa is significantly lower than 
normal atmospheric pressure values at most of the ICOS 
ecosystem stations and can be increased to achieve better 
accuracy within the measured amplitude range. The low-
est reference value (p0) can be considered 850 hPa at sea 
level and then the height adjusted value decreases accord-
ing to the barometric pressure law (constant temperature 
and humidity): 
(3)
h: height above sea level, g: acceleration due to gravity, 
M: molar mass of dry air, R: universal gas constant, T0: sea 
level standard temperature.
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Technical requirements:
The level of accuracy needed for pressure measure-
ments to satisfy the requirements of various meteorological 
applications is adopted from the WMO (2008) protocol 
but can be relaxed especially with respect to measure-
ment range according to typical values for the respective 
station considering site elevation and long-term minima 
and maxima. Barometers with recent designs make use 
of transducers which transform the sensor response into 
pressure-related quantities. The measurement method for 
the purpose of continuous sampling has to be an electro- 
nic barometer fulfilling requirements according to WMO 
standards or as close as possible to this. For accuracy and 
precision, WMO states that the ideal accuracy for air pres-
sure sensors is 0.1 hPa (WMO, 2014). For ICOS ecosystem 
stations, this accuracy requirement can be relaxed to a mea- 
surement uncertainty threshold of 0.3-0.5 hPa to make 
the choice and installation of the sensor more feasible. 
Precision should be ±0.5 hPa and the response time in the 
range of 20 to 40 s. The long-term stability and robustness 
to all weather conditions has to be guaranteed in order to 
provide stability over a period of at least two years.
Variability in time and space:
Except for extreme meteorological events such as tor-
nadoes or hurricanes, the air pressure variations are slow 
compared to high-frequency time scales of EC measure-
ments and normally belong to timescale ranges between 
1 minute and few hours. 
The atmospheric pressure has to be measured at the 
measurement station because its value is needed to char-
acterize meteorological conditions and to correct other 
measurements. However, the atmospheric pressure is not 
changing significantly on horizontal scales of the order of 
102 m and vertical of 10 m. This means that the barometer 
doesn’t strictly need to be placed at small distances from 
the EC system as other measurement devices do. An elec-
tronic barometer measures the atmospheric pressure of the 
surrounding space or any space that is connected to it via 
a tube. This tube has to be connected to a static pressure 
head to avoid pressure fluctuations caused by wind gusts. 
For the wind-induced dynamic pressure fluctuations, some 
specific screen or device is normally available by the pro-
ducers. To avoid mechanical vibrations a positioning at the 
measurement station has to be chosen that should reduce 
as much as possible any interference with other devices. 
Screening of direct solar radiation and rain is advisable. 
Recommended instruments:
Instruments should be selected from the category of 
electronic barometers.
Air temperature and relative humidity sensors have 
to be placed at the same location as this is needed for the 
calculation of other humidity entities as mentioned above. 
The atmospheric pressure can be measured at other heights 
and be re-calculated for the measurement height using 
elevation difference, air temperature and humidity of the 
air column between the pressure sensor and the humidity 
sensor. All sensors for air temperature, moisture and pres-
sure are run in continuous mode with a sampling and data 
logging rate of minimum 0.033 Hz, corresponding to 2 sam- 
ples per minute, to detect time evolution of the variables. 
Raw data with instrument units and physical units collected 
must be stored and transmitted to the ETC daily. All post-
processing is centrally performed by the ETC. In addition 
information such as calibration sheets, positions of the 
sensors, date of modifications or malfunctioning must be 
provided through metadata.
Back-up meteorological data
Relevant meteorological variables that drive ecosys-
tem processes and are needed for EC quality insurance 
have to be provided additionally by an autonomous mete-
orological station. This meteorological station has to have 
an independent power supply and shall be able to store all 
data at least internally. However, regular automatic data 
transfer to the home institution should be preferred. Also, 
sampling and storage procedures may be relaxed compared 
to the procedures described above. The station shall be 
equipped with sensors for the determination of the incom-
ing shortwave radiation, air temperature, air humidity and 
precipitation similar to the above-described standards 
with measurement heights around 2.5 m from the soil and 
avoiding shading or thermal influence from surrounding 
infrastructures, ecosystem or vegetation elements (WMO, 
2014). The station has to be in a distance less than 1 km 
from the main station to ensure meteorological variables to 
be representative of the ecosystem under investigation. For 
tall vegetation such as forests, a clearing close to the main 
station may be difficult to find within a distance of 1 km. In 
such case the backup-instrumentation may be installed on 
the tower itself, supported by an independent power supply 
and an independent data acquisition. 
Logbook and meta-data
A (possibly online) logbook has to be kept. The log-
book has to include IRGA and sonic factory calibration 
coefficients, all maintenance operations with their date and 
weather conditions, all calibration operations with their 
date, temperature, observed zero and span offsets of the 
analyser before calibration and all intermediate zero read-
ings. All this information, as well as general information 




The spatial representativeness and location bias of flux-
tower measurements need to be determined, meaning the 
area from which the observed fluxes originate, should be 
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estimated and described. A flux footprint is an essential 
tool for selecting the measurement station, for the planning 
of EC experiments and interpretation of resulting data. 
The flux footprint describes the ‘field of view’ or ‘source 
area’ of the EC system, providing the relative contribution 
of each surface element to the measured vertical flux. It 
depends on measurement height, surface roughness and 
atmospheric stability. The footprint for EC flux measure-
ments typically covers an area of a few hectares to square 
kilometres. Variations in footprint size and wind direction 
lead to a more or less regular or irregular sampling of the 
areas surrounding the tower. The degree of heterogeneity 
within the footprint of the tower will be evaluated by an 
intensive sampling of the soil and vegetation as described 
in other papers of this issue.
Footprints cannot be measured directly but are derived 
based on atmospheric dispersion models or analytical solu-
tions of the diffusion equation. For both, footprint models 
and measurements of atmosphere-surface exchange, ide-
ally, the area in the flux footprint should be horizontally 
homogeneous and of flat terrain with a well-developed tur-
bulence field. Hence the species coverage, canopy height 
and thermal properties of the surface of interest should not 
vary significantly. In reality, these prerequisites are never 
fully met and typically the setup is optimized for certain 
wind directions or parts of the area of interest. Besides 
variations of the vegetation, height or structure, soil type 
and soil properties may vary, and groundwater depth may 
fluctuate locally. Such surface inhomogeneities directly 
influence the sources or sinks of the constituent measured 
and may complicate interpretation of the origin and repre-
sentativeness of the observed flux. 
Inhomogeneity modifies the footprint by modifying the 
turbulent flow field. In the case of a patchy terrain, know- 
ledge of the source area and strength is required (Vesala 
et al., 2008). Also, edge effects occur commonly as a con-
sequence of a limited fetch in many European forest sites 
(Eder et al., 2013; Kröniger et al., 2017). Model simula-
tions suggest that abrupt roughness changes perturb both 
the flow and concentration fields in and above plant cano-
pies, leading to significant horizontal and vertical advection 
of CO2 (Sogachev et al., 2008). 
The influence of surface heterogeneity on the flux 
data quality can be evaluated using footprint modelling 
(Chasmer et al., 2011; Foken and Leclerc, 2004; Göckede 
et al., 2004). The area in the direct surrounding of the tower 
(which is often not representative due to canopy cutting, 
flow distortion by tower and fences, etc.) contributes more 
to the measured flux if surface roughness is high, boundary-
layer conditions are very unstable or if the measurement 
height is small (Kljun et al., 2002). Moreover footprint 
models are extremely sensitive to surface roughness and 
refined estimates of the roughness length and displace-
ment height parameters at each site, normally referred to 
in literature as zo and d (Foken, 2008; Leclerc and Foken, 
2014). Turbulence profiles or LIDAR data, can lead to an 
improved agreement between modeled and experimentally 
estimated footprints (Arriga et al., 2017; Heidbach et al., 
2017; Kljun et al., 2015), resulting in a better interpretation 
of the ecosystem fluxes for each EC station.
Several theoretical approaches have been proposed 
for the determination of the footprint. These models can 
be classified into four categories: Analytical models, 
Lagrangian stochastic models, large-eddy simulations and 
ensemble-averaged closure models, as summarized by 
Schmid (2002), Vesala et al. (2008) and Leclerc and Foken 
(2014). Some of these models have been used for deriving 
simplified parameterizations that require minimal compu-
tational efforts. Because of their theoretical simplicity and 
their ease of use, these parameterizations and analytical 
models are especially suitable for practical applications 
such as EC measurement site design (Horst and Weil, 1992, 
1994; Hsieh et al., 2000; Kljun et al., 2004, 2015; Kormann 
and Meixner, 2001; Schmid, 1994). Additionally, practi-
cal applications have been developed that simplify these 
original algorithms in user-friendly online tools (Vesala et 
al., 2008). Examples are the parametrization by Kljun et 
al. (2004, 2015) that can be found at http://footprint.kljun.
net or the ‘Footprint calculator’, a simplified version of 
the SCADIS closure model (Sogachev and Sedletski, 2006). 
Within the ICOS-network, the parameterization by Kljun 
et al. (2015) is applied, as this footprint model uses an opti-
mal combination of different existing methods.
It should be noted that the above models are limited to 
flat and homogeneous surfaces. Analytical approaches are 
further constrained to surface layer conditions. Simple and 
fast footprint models only provide approximate results for 
complex terrain and tall vegetation, for which more sophis-
ticated models such as Sogachev et al. (2004) and Steinfeld 
et al. (2008) are preferable but still computationally too 
expensive to be applied on continuous long-term data sets.
Often, the one-dimensional crosswind-integrated foot-
print (IF) is of main interest to EC measurements. It may 
be further expressed as cumulative footprint (CIF), i.e. 
effective fetch. CIF provides a criterion for estimating the 
minimum fetch required for a representative flux measure-
ment, meaning that a certain percentage of the observed 
flux must originate from the surface of interest. Here we 
suggest a CIF of minimum 80% for an acceptable measure-
ment, where the footprint function is integrated from the 
footprint peak location into all directions along constant 
levels of footprint values until the contribution of interest 
(i.e. 80%) is obtained (taking into account possible direc-
tional variations). CIF should be calculated for different 
meteorological conditions representing day-night differ-
ences and seasonal variation. As turbulence measurements 
are seldom available for the site design phase, typical com-
binations of input variables required for the model should 
be assumed. Another possibility is to use actual turbulence 
statistics if these are available for the site (from a close-by 
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meteorological station). In both approaches, the effect of 
measurement height and surface rougness on footprint size 
and extent can be tested.
Both these exercises may be conducted by using the 
simple analytical models or simplified parameterisations 
listed above. The required input data depend on the model. 
For example, the following input data are needed when 
calculating CIF with the model presented by Kormann and 
Meixner (2001): measurement height, roughness length, 
wind speed or friction velocity, and Obukhov length. The 
model of Kljun et al. (2004) and the two-dimensional 
models of Hsieh et al. (2000), Detto et al. (2006), and Kljun 
et al. (2015) are applicable in a wider range of atmospheric 
conditions. For a full application they will need estimates 
of the planetary boundary layer height as input (see sugges-
tions in Kljun et al. (2015) for estimation of the planetary 
boundary layer), as well as the vertical wind speed variance 
or the lateral wind speed variance, respectively. 
RESULTS AND DISCUSSION
The increasing need for earth observation strategies 
including terrestrial carbon observations requires networks 
to determine spatial distributions and temporal evolutions 
of terrestrial fluxes and stocks of carbon and related entities 
(Raupach et al., 2005). Eddy covariance measurements can 
be made on a quasi-continuous basis to assess ecosystem 
exchange of trace gas and water fluxes between ecosystems 
and the atmosphere. The technique allows the evaluation 
of ecosystem fluxes across a spectrum of timescales, rang-
ing from hours to years (Baldocchi, 2003; Baldocchi et al., 
2001) and enables thereby the detection of inter- and intra-
annual variations of the terrestrial net ecosystem exchange 
in response to environmental variables. In addition, EC 
data are highly valuable for the improvement and evalu-
ation of land surface models and their parameterizations 
especially with respect to the biogeochemical processes 
(Baldocchi, 2014; Haughton et al., 2018; Post et al., 2017; 
Tramontana et al., 2016). The EC technique is a widely 
accepted methodology in the scientific community around 
the globe and has thus evolved as the method of choice in 
the last decades in several regional and global networks 
such as Euroflux, AmeriFlux, NEON, SAEON, AsiaFlux, 
OzFlux and FLUXNET (Aubinet et al., 2000; Baldocchi 
et al., 2001; Novick et al., 2017; Yamamoto et al., 2005; 
Keller et al., 2008; van Jaarsveld et al., 2007). However, 
only when applying the instrumentation properly and per-
forming a well-established data post-processing, fluxes 
become comparable across different regions, ecosystems 
and sites. Open questions with respect to GHG exchange, 
e.g. the inter-annual variability or long-term trends can only 
be detected with stable and standardised methods. In paral-
lel to the development of the instrumentation, especially so 
for trace gases, tools to describe data quality (Foken and 
Wichura, 1996; Vickers and Mahrt, 1997), flux uncertainty 
(Billesbach, 2011; Mauder et al., 2013), footprints (Kljun 
et al., 2015; Leclerc and Foken, 2014; Sogachev et al., 
2004; Vesala et al., 2008) and their combination (Göckede 
et al., 2008) have been further addressed and are applied 
within the ecosystem component of ICOS.
Although the EC technique has matured substantially 
over the last decades (Aubinet et al., 2012, Baldocchi et al., 
2017) and can now be applied successfully by non-special-
ists, it has by no means reached a true ‘plug-and-play’ level 
(Eugster and Merbold, 2015; Baldocchi, 2014). Several 
issues and unsolved questions with regard to the tech-
nique itself remain active research topics today and have 
largely prevented the formulation and adoption of univer-
sally accepted standards in instrumentation, data analysis, 
and uncertainty estimation. The latter point, in particular, 
applies to both the EC-system as a whole as well as to its 
component instruments. Several studies exploring sources 
of systematic bias (and proposing correction schemes), 
or random and systematic uncertainty for various aspects 
or components of EC systems have been published (e.g. 
Mauder et al., 2013; Richardson et al., 2012). The most 
likely reason for thwarting significant progress in system-
atic and random uncertainty estimation is the absence of an 
absolute reference to gauge EC systems performance. The 
same difficulty applies to the turbulence measurement part 
of the system (usually by ultrasonic anemometer) because, 
(1) the magnitude and spectral range of common atmos-
pheric boundary-layer turbulence cannot be reproduced 
in a wind-tunnel, and (2) laboratory calibrations against 
absolute velocity standards do not represent the conditions 
which the sensors are exposed to in the field. As a result, 
the transferability of such calibrations and instrument qual-
ity assessments (often only available by the instrument 
manufacturers) to the field remains limited. While field 
calibrations only address inter-comparisons of different 
sensors or systems with unknown absolute errors, they 
often shed more light on the behavior of random instru-
ment uncertainty as a function of environmental conditions 
(Billesbach, 2011; Dragoni et al., 2007; Finkelstein and 
Sims, 2001; Loescher et al., 2006; Richardson et al., 2006).
The challenge of large flux networks, established with 
the goal of detecting perturbations of the global carbon 
cycle as well as driving forces modulating GHG fluxes, is 
to ensure comparability of flux data over time and space 
(Baldocchi et al., 2016, 2017). Therefore within ICOS, 
it was decided to standardise the instrumentation at all 
sites across the network for the key variables such as net 
exchange of CO2, H2O and energy. Driving and accompa-
nying variables are also measured, acquired and transferred 
in a standardised way, even though more flexibility is given 
with respect to the selection of instruments. For the EC 
instrumentation it was decided to use the same instruments 
-namely the GILL HS and the LI-7200 – at all stations 
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during the initial phase of ICOS. However, ICOS will 
consider new technologies during its runtime in case of an 
improved performance compared to the initial instrument 
set. In addition to the stations that will deliver their data in 
a standardised manner, either as Class 1 or Class 2 stations, 
additional data are provided to the ICOS network from 
ecosystem sites with lower standards but valuable eco-
logical contributions. Over time, these Associated stations 
may also standardise their measurements according to the 
protocols for more reliable cross-site synthesis. But these 
stations also offer the possibility to develop and test new 
techniques. Especially with respect to the EC instrumenta-
tion and data acquisition new developments are needed to 
ensure best practice on a long-term basis. An extension of 
the network  should not only consider new sites and eco-
systems but also spatial replications of EC measurements at 
the ecosystem scale to increase the statistical power of flux 
measurements and thus the ability to provide statistically 
robust flux estimates for larger areas (Hill et al., 2017). 
The aim of flux networks is to compare ecosystems in 
different areas around the globe. However, we also have to 
ensure that the investigated ecosystems are representative 
beyond the flux footprint and capture natural variabil-
ity of climatological and biological conditions to enable 
reasonable upscaling for continental carbon balance deter-
mination (Chu et al., 2017). Bearing this in mind, we have 
to ensure that the results achieved across time, biomes and 
ecosystems stay comparable by regular calibration, stand-
ardisation and traceability of methods.
CONCLUSIONS
1. Carbon cycle perturbations need to be determined 
in a standardised way with high-precision and long-term 
observations of C, N and other GHGs based on in-situ 
measurements.
2. The ICOS ecosystem station network provides GHG 
fluxes and complementing measurements for terrestrial 
and freshwater ecosystems to identify and understand their 
exchange dynamics as well as their role in C cycling with 
regard to climate change.
3. Reliability and comparability of acquired data over 
time and space are assured by the high level of standardisa-
tion of the hardware, software and field operation across the 
ICOS network.
4. The determination of trace gas and energy exchange 
between the biosphere and the atmosphere with the EC 
technique – the core measurements at ICOS ecosystem sta-
tions – are performed with the same sets of instrumentation 
to avoid methodological differences. 
5. The extension of the network has to consider new 
developments while ensuring comparability over time and 
space.
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A1: EC tower requirements 
General requirements for placement and design of the EC tower: 
 The area around the tower has to be large enough to provide sufficient fetch in all desired wind directions 
(see section on spatial representativeness).  
 The surface should ideally be flat and homogeneous. 
 Flow distortion by tower structure and chimney effects have to be minimized. 
 The prevailing wind direction, local circulation patterns, as well as day/night and seasonal patterns of the 
wind direction should be determined in advance of setting up the tower. 
 Practical requirements such as power availability (line power is mandatory for Class 1 and Class 2 
stations) and year-round accessibility of the site for maintenance should be considered during the planning 
stage. 
 The tower structure has to be robust, stable and able to withstand environmental extremes such as the 
strong winds and ice loads. 
 The tower has to provide safe access to the instrumentation for field staff including the ability to carry 
equipment up to the instruments location. 
 Instruments have to be placed on the tower so that their exposure time to the desired land cover type is 
maximized and flow distortion from supporting structures and other instruments is minimized. 
 Tower and instruments should be reasonably protected against damage from lightning, birds and insects. 
Tower deflection and oscillations (based on Munger et al., 2012)  
 Any movement in the tower that co-varies either with the turbulent fluctuations of wind speed or a scalar 
of interest contributes to systematic uncertainty in the measurements. 
 Movement of the tower should be restricted to 0.02 m s-1 (i.e. the accuracy to measure wind speed), and 
should not have moments that co-vary with the wind between 1 and 20 Hz (harmonic effect). 
 Fast-response accelerometers can be used to quantify tower motion. Point-by-point corrections would 
require also fast response inclinometer measurements to determine the rotation rate vector as well as the 
acceleration vector. 
 Note that tower movement due to personnel working on the tower does not co-vary with wind or scalar 
exchange but might disturb the wind field. 
Placement of the tower and dimension of mast 
 At the wind facing side (upstream) of the tower the wind speed decreases. The upwind distance that is 
affected by flow distortion is proportional to the cube of the obstacle size and decreases with the cube of 
the distance (Wyngaard, 1981, 1988).  
 At the lee side (downstream) of the tower, wind speeds are also attenuated. This effect reduces with 
increasing wind speed (more rapid restructuring of the turbulent flow) and is affected by the length and 
width of the obstacle. 
 Chimney effects are observed when heating of the tower base and structure induces convective circulation 
that reinforces the vertical deflection of the airflow, thus moving even more air up. Chimney effects 
depend on the mass and heat capacity of the foundation and the tower, the shape of the tower, the degree 
of disturbance to the canopy (clearing/cutting trees for tower construction) and the amount of net radiation 
at the station. These effects are unavoidable but should be minimized by minimizing the concrete 
foundation and tower structure. 
 
 
Specific requirements/suggestions for instrument placement on booms 
 Radiation sensors should ideally be positioned 1.5 m away from the tower structure (see Carrara et al., 
this issue). To ensure regular cleaning of the sensors, especially on tall towers, the boom has to be 
movable and proper levelling has to be ensured. 
 Each boom shall be able to support total equipment weight, regardless of the position on the boom and 
weather conditions. 
 The vertical position of the boom arms shall have a maximum tolerance of ± 0.1m around the intended 
mounting heights. 
 The horizontal and vertical mounting angles of the instruments (radiation, rain, wind, wind direction 
should be accurate within ±5 degrees. 
 In order to enable the reliable determination of an aerodynamic plane for eddy-covariance flux 
measurements, periods of maintenance work on the eddy-covariance boom or on sensors attached to it 
have to be recorded via the BADM system.  
 The movement of all sonic anemometers can be measured with an automated 3-Axis Accelerometer and 
a 2-axis inclinometer. 
 To ensure proper functioning of the IRGA, the supporting infrastructure to which the IRGA head and the 
inlet is attached shall avoid vibrations in the frequency range from 130 Hz to 170 Hz (LI-COR, 2014). 
A2: High-resolution sonic anemometer variables 
 3 Cartesian wind velocity components, instrument-aligned coordinates: u, v, w [m s-1], where (u, v, w) is 
a right-hand system on Cartesian space (x, y, z), so that u (x) is aligned with the instrument arm (positive 
in direction of the sensor head) and w (z) is pointing upward.  
 Sonic temperature: Tsonic [K], derived from transit times [s] and speed of sound [ms-1])  
Auxiliary sonic data  
 Inclinometer values (x- and y-axes) [degrees] 
 Diagnostic value from instrument [-]  
All variables available from the sonic anemometer that have to be acquired are listed in Table 2 and in case of 
updates can be accessed via http://www.icos-etc.eu/icos/documents/instructions. 
 
A3: General Gas Sampling System (GSS) dimensioning 
In summary, all constraints on the filter type, tube dimensions and flow rate are: 
 A cell renewal rate of at least 10 volume exchanges per second, implying a flow rate larger than 9.6 sl 
min-1 
 A transfer function cut-off frequency determined on power spectra as high as possible (ideally above 3 
Hz) 
 A pressure drop in the cell that is lower than 10 kPa (if using the LI-7200-101 flow module, this limit is 
reduced to 3.5 kPa). 
A4: Sensor Calibration Procedures 
All eddy covariance instrumentation including the sensors for companion variables has to be calibrated every 
second year in the factory or by local sellers. Cross-comparison performed with other higher quality sensors 
available at the site can be performed more frequently. In an optimized network, the best solution would be to 
circulate a set of reference instruments owned by the TC and circulated across the sites on a regular basis. 
For air temperature, moisture, and air pressure standardised calibration and re-calibration procedures have to be 
performed every 2 years or as specified by the ETC. 
 
 
A5: Technical Issues on EC data Acquisition Software 
It has to be ensured that the hardware settings in the data acquisition software tools are correct and appropriate. 
Depending on the software, measurement frequency, number and order of additional analogue or serial input 
channels have to be specified. The sonic anemometer azimuth alignment has to be fixed in the acquisition software 
and be stored as meta-data to get horizontal wind components directly as an output, especially when the real-time 
calculation of fluxes and wind direction is required, but also to enable correct post-processing.  
Sampling frequency 
The sampling frequency should be set to 20 Hz whenever possible but certainly above smooth surfaces. 10 Hz is 
sufficient over forests and is the minimum requirement within the ICOS network. To correlate simultaneous 
measurements, the IRGA and the 3D-sonic anemometer electronic sampling lag time (to be avoided by above data 
acquisition schemes) shall be reported to the cyberinfrastructure system with an accuracy of ± 1 ms. Each recorded 
sample must have a timestamp. The maximum accepted drift of clocks between IRGA and sonic is one sample 
size, e.g. 1/20 s at 20 Hz, but ultimately should be avoided. 
Near real-time raw data should be transferred to both the site investigator and the Carbon Portal (https://www.icos-
cp.eu/) to provide the opportunity for an instant feedback. Fluxes may be calculated on site and all diagnostics 
have to be stored to ensure the possibility of offline quick looks for immediate reactions in case of problems with 
the system. Preferably, data should be compressed (i.e., zip file bundles) before sending to help minimize 
bandwidth and the possibility of communication breakdowns when transferring larger unzipped files.  
Data transmission to the Carbon Portal 
Data must be stored at a raw level, i.e. with a logging frequency equal to the sampling frequency and be provided 
in 30-min ASCII (zip) or binary (TOB1) files to the Carbon Portal including all necessary meta data. 
Table A1: List of mandatory variables from infrared gas analyser and sonic anemometer required for ICOS 
ecosystem stations (Class 1 and 2). 
Variable description ICOS label SI Unit 
1st horizontal sonic wind component (x-direction) U m s-1 
2nd horizontal sonic wind component (y-direction) V m s-1 
Vertical sonic wind component (z-direction) W m s-1 
Sonic temperature T_SONIC K 
Sonic status type indicator SA_DIAG_TYPE - 
Sonic status value (hexadecimal) SA_DIAG_VALUE - 
CO2 concentration density CO2_CONC mmol m-3 
H2O concentration density H2O_CONC mmol m-3 
CO2 raw power in the sample wavelength CO2_POW_SAM - 
H2O raw power in the sample wavelength H2O_POW_SAM - 
CO2 raw power in the reference wavelength CO2_POW_REF - 
H2O raw power in the reference wavelength H2O_POW_REF - 
CO2 molar fraction (in humid air) CO2 µmol mol-1  
H2O molar fraction (in humid air) H2O mmol mol-1 
CO2 dry mole fraction (in dry air) CO2_DRY µmol mol-1  
H2O dry mole fraction (in dry air) H2O_DRY mmol mol-1 
Temperature of the measurement cell T_CELL degree C 
Cell temperature where the samples enters the cell T_CELL_IN degree C 
Cell temperature where the samples exits the cell T_CELL_OUT degree C 
Pressure in the measurement cell PRESS_CELL kPa 
Difference of pressure between cell and box PRESS_DELTA kPa 
Flow pressure in the sampling line FLOW_PRESS kPa 
Volume flow rate in the sampling line FLOW_VOLRATE l min-1 
Diagnostic value of GA (16bit binary) GA_DIAG_CODE - 
Power provided to the tube for heating GA_TUBE_HEAT W 





Step response time 
The duration between the instant when an input quantity value of a measuring instrument or measuring system is 
subjected to an abrupt change between two specified constant quantity values and the instant when a corresponding 
indication settles within specified limits around its final steady value. 
Measurement accuracy 
The accuracy specifies the closeness of agreement between a measured quantity value and a true quantity value of 
a variable. 
Measurement precision 
The precision specifies the closeness of agreement between indications or measured quantity values obtained by 
replicate measurements on the same or similar objects under specified conditions. 
Sensitivity of a measuring system 
The sensitivity specifies the quotient of the change in an indication of a measuring system and the corresponding 
change in a value of a quantity being measured. 
 
