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Autonomous mobile robots have become an important presence in various fields of 
work, but are restricted by short operation times due to the limitations of their onboard 
energy sources. This factor bottlenecks applications of mobile robots in many situations.  
In this thesis, a data-driven power consumption model is developed based on the motion 
data of the robot.  A path planning algorithm combining the rapid-exploring random tree 
and artificial potential field was developed for navigation. From this, a combined 
framework utilizing model predictive control as the control strategy to optimize motion 
and conserve power is proposed. The algorithm is implemented in a popular research 
platform, TurtleBot3, for validation in a dynamic environment. These tests were conducted 
on a flat surface using five different obstacle configurations, with obstacles being hidden 
from initial detection. The experimentation results demonstrate the effectiveness of the 
proposed algorithm framework in reducing the required power and calculation time. 
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Chapter 1. Introduction  
1.1 Background and Motivation 
 
Automation is becoming increasingly relevant in modern-day life. It is now prevalent not 
only in industrial spheres but also in the military, in agriculture, and within the home. For 
years we have been utilizing automation to increase the quality of human life [1]. 
Productivity, accuracy, and efficiency have improved while simultaneously reducing risk 
to human health caused by monotonous physical work or occupational hazards. The 
applications of automation allow people more free time to be allocated to other tasks. For 
companies, it also means a reduction in human labour costs and expenses. The presence of 
robots has provided many new job opportunities. However, it has also been responsible for 
eliminating others [2]. With the continuous ongoing development of technology, 
automation will only continue to improve and grow.   
Robots are a popular form of automation, and just like general automation products, they 
can be used in many different circumstances, such as in factories, home environments, 
military, agriculture and even in medicine [3]. They can be applied for a variety of 
functions, such as performing repetitive tasks like packaging or moving boxes, vacuuming, 
checking for bombs, and planting and watering seeds, to name a few. They can also be used 
in social situations, like caring for the elderly (with studies on the topic mostly from Japan 
as opposed to other countries, and have more focus on companion types of robots instead 
of physical health assistance robots) or keeping children entertained and educated [4, 5]. 
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Popular examples of robots used in education include the Lego Mindstorms, and a well-
known companion robot is the AIBO by Sony [6]. 
There are a multitude of existing robot designs due to the variety of their applications. They 
can be stationary, such as robotic manipulators seen in factories, or mobile ones like 
Amazon warehouse robots. They can even be a mix of both, where the manipulator 
appendage is attached to the mobile robot base.   
 
Fig 1.1. Amazon mobile robots [7] 
 
Despite the differences in robots regarding their appearances and performable tasks, they 
share a few similar functionalities in regard to how they work in terms of locomotion, 
cognition, perception and navigation. For their locomotion, all robots have a form of 
kinematic and dynamic model, as well as a variety of control theories that are used to dictate 
how they move. Their perception, the means by which they view their surroundings, is 
dictated by external sensors. Examples are the light detection and ranging sensor (Lidar) 
which uses a laser to detect obstacles, the ultrasonic sensor which uses sound waves, the 
infrared sensor which emits radiation to detect objects, and cameras for sensing the external 
environment, including sonars (sound-based sensor) that can be used in underwater 
situations. There are also internal sensors that are used to measure the state of the robot, 
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such as encoders which count the rotation of the robot’s joints and can be used to calculate 
position. Velocity sensors can be used to determine the velocity of the robot, and by 
extension the acceleration. Voltage and current sensors can be used to determine how much 
power the robot is using. Cognition is the robot’s ability to read and analyze all sensor data 
to determine its next steps, and navigation is the robot’s ability to determine how it should 
move in a location while using path-planning strategies to avoid obstacles [8].  
Even with their many capabilities, robots still have their limitations. They are only as 
intelligent as they are programmed to be and depending on their energy source, there is a 
limit to how long they can run. Whereas robots that are powered via an outlet can run for 
as long as the outlet can provide electricity (and assuming there is no mechanical failure), 
the same cannot be said for mobile robots, especially ones that rely on a portable energy 
source such as batteries or fuel cells [9]. It is possible to use other forms of energy to power 
a mobile robot, but even those are limited in terms of run time and heavily dependent on 
the size of the robot. Gas for example, which can be used in larger mobile robots, needs 
eventual refuelling. However, it is a non-renewable energy source and is not eco-friendly. 
Renewable energy sources are also an option, such as solar or wind, but cases where the 
robot goes indoors or does not have access to renewable energy, it would still require a 
form of portable energy storage. This makes batteries a much more popular energy source 
for mobile robots since it is easy to implement and acquire. Rechargeable batteries in 
particular are commercially more sought out, and can be used for longer periods. They can 
also be recycled, making them more eco-friendly compared to fossil fuels.   
There is however a considerable limitation to batteries, that being the length of their life 
cycle. For each time the battery is charged then discharged, or simply sitting at rest, its 
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available capacity reduces. This is called battery degradation. This degradation results in 
the battery running for shorter amounts of time because the amount of energy it can store 
has decreased. Battery degradation occurs the most when the battery goes through a charge 
cycle, hence why it is important to be able to efficiently use as much of a single charge as 
possible. By decreasing the number of times needed to charge the battery, effects such as 
capacity degradation can be reduced and the battery life can be prolonged. To improve the 
efficiency of battery usage in a system, there are a variety of methods that focus on 
modelling the battery to best prolong the lifespan. One can work towards prolonging the 
lifespan by assessing the battery life [10] or by using a battery management system (BMS) 
to better control the amount of power sent to each component of the robot. Proper storage 
can also help. For a mobile robot, optimizing the software is another method to prolong 
battery life. Swanborn et al. [11] provides a list of where power and energy are most heavily 
consumed, as well as a list of possible solutions that might make the system more energy 
efficient. These include a decreased number of motion changes, a slower motion overall, a 
decrease of idle time, and using a more advanced motion algorithm.  
Navigation is not only a major contributor to the motion of the algorithm, but it is also 
highly important to the autonomy of the algorithm. It is the navigation algorithms that 
motion is derived from. From navigation, the mobile robot receives a planned path that it 
uses to avoid obstacles while the robot heads for a goal. On a known map, the mobile robot 
only sees the known obstacle locations. However, in a real environment, there may always 
be changes in obstacle placement, such as having new or hidden obstacles that the map did 
not indicate or were placed after the map’s creation. Additionally, there may also be the 
need to account for obstacles that are moving. This makes dynamic path-planning a highly 
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important topic of study in relevant research. A dynamic path-planning algorithm allows 
for more spontaneity in the navigation of the robot, in case it encounters moving or 
unexpected obstacles [12].   
There are a variety of different navigation strategies when it comes to path-planning, which 
can be split into multiple different categories. These categories can be listed as grid-based 
strategies, which include A* or D*, artificial potential field, geometric algorithms, and 
sampling-based algorithms such as rapidly-exploring random tree (RRT) [12]. Further 
research also includes variations of these algorithms. Research in path-planning is 
constantly evolving, as there is always a possibility of discovering newer methods to 
improve upon existing ones.  
The motivations include generating a power reduction model through power prediction 
using motion data, reducing computational cost for real-time calculations, and using a 
combined control framework to implement on a physical robot.  The objectives are to create 
a methodology that would allow for a more energy-efficient navigation control system that 




The main objectives of this research are to design and develop a control strategy on a 
mobile robot so that the power consumption of the battery can be conserved by optimizing 
the motion in a dynamic map environment. This control strategy outputs robot control 
commands on a remotely controlled, battery-powered physical robot as it moves 
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simultaneously using real-time data. The power consumption prediction model would be 
trained offline based on real robot motion data. Since mobile robots, in general, have 
conceptual similarities in navigational algorithms, with the main difference being the 
models used in their control strategies, this study, in particular, would look at a small 
differential drive 3-wheeled robot that utilizes the robot operating system (ROS).  
The detailed objectives of this research include: 
1.  To model a data-driven power consumption prediction for a LiPo battery-based on 
the motion data of a differential-drive, 3-wheeled mobile robot. 
 
2. To develop a path-planning method that reduces the computational cost of when 
the robot is moving in real-time while avoiding obstacles along the way.  
 
3. To design a non-linear model predictive control (NMPC) based strategy that 
optimizes the power consumption, local goal movement and obstacle avoidance 
 
4. To develop a cost function for the above objectives and to tune the weighting factors 
and constraints to obtain optimal performance. 
 
5. To make a comparative study on the effectiveness of using the power consumption 







To the knowledge of the researcher, the main contribution of this research is: 
1. An adaptive methodology for a data-driven power consumption model based on the 
motion of the robot. 
 
2. The implementation of a reduction in power consumed through the motion control 
of the robot, using power consumption prediction on a real robot.  
 
3. A path-planning algorithm that uses the RRT* and artificial potential field path-
planning methodologies for obstacle avoidance and robot navigation in a dynamic 
environment.  
 
4. The combined framework under an NMPC control strategy for robot navigation 
through a variety of obstacle configurations   
 
1.4 Outline 
The following shows how the thesis is organized: 
• Chapter 1 Introduction introduces the current technologies on which this study is 
based upon as well as the difficulties that have arisen in this field. The motivation, 




• Chapter 2 Literature Review introduces mobile robot configurations and reviews 
existing navigational and power consumption methods where the research gaps are 
identified and illustrated.  
 
• Chapter 3 Methodology introduces the differential drive model that would be used 
as the basis for the robot’s model used in the NMPC. Then explains the problem of 
robot navigation with power consumption to be solved which is then formed under 
an NMPC framework with a TurtleBot3 as a platform where the objectives are local 
goal navigation, obstacle avoidance and power consumption prediction based on 
real robot motion data. 
 
• Chapter 4 Results and Discussion presents the experimentation details and results 
that the real robot presented based on the NMPC power consumption strategy with 
potential field obstacle avoidance. The analysis of the power consumption results 
is also provided.  
 
• Chapter 5 Conclusion and Future Works looks at an overview of what was 
discussed in this work and lists possible future improvements.  
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Chapter 2. Literature Review  
The review will first look at the different kinds of mobile robots, then at various methods 
of path planning and how they’ve been applied to autonomous wheeled robots or vehicles 
since, despite a difference in the platform, there are similarities to the methods in terms of 
navigation. It will also look at existing literature in the realm of energy conservation and 
the methodologies used there, as well as the control strategies used to implement motion 
in the robot. Finally, the research gaps in existing literature will be identified and analyzed. 
2.1 Types of Robots 
 
Mobile robots are capable of traversing a multitude of environments, with several types of 
functions applicable to them. They are a very popular tool and can be used in both industrial 
and domestic settings. Some wide known applications of mobile robots involve vacuuming, 
transportation of objects, and military usages (such as sweeping for mines). These robots 
can not only be remotely controlled but can also move autonomously. They can have 
wheels, tracks, or legs, and may be used to traverse underwater and aerial environments as 
well. A great deal of research has thus been focused on optimizing their movement and 
construction. For these robots, autonomy is a huge aspect, and the autonomy of mobile 
robots is a thoroughly investigated topic. Since the robot’s ability to traverse a multitude 
of environments is one of its most important features, navigational methods for the robot 
have been heavily explored. When the robot traverses an environment, there are many 
factors to consider how it moves, what kind of environment it is in, and what obstacles are 
in the path. No matter the type of mobile robot, whether it be on land, in water, or air, they 
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all have similarities in terms of planning their navigation. Hence, people have developed 
various path-planning methods to improve robot movement. All path-planning algorithms 
are under certain categorizations, based on their main method of planning. Some of the 
known ones include grid-based search, artificial potential field, geometric algorithms and 
sampling-based algorithms. All these types of path-planning methods, with variation to the 
modelling behind the robot, can be adjusted to work for the robot’s navigation.  
     However, the movement of the robot is not the only relevant factor. If the user has a 
task for the robot to complete at a far distance, the robot must be able to move in a way for 
it to conserve as much of its energy and in as little time as possible to ensure that it can 
reach the destination. The kind of energy the robot uses may limit the range of the robot. 
Some robots may be able to use renewable energy such as solar panels or, in the case of 
the Mars rovers, nuclear energy. However, there are a good number of robots that utilize 
some form of rechargeable battery. These batteries tend to have a greater limitation 
compared to the other renewable energy sources since, after long and continuous usage, 
the battery will degrade. Thus, it is necessary to decrease the number of times the batteries 
need to recharge, which elongates the battery’s life cycle.  
Robots of each type have their own variety of configurations. Wheeled robots can range 
from a minimum of 2 wheels to a maximum of however many the producer can afford. 1-
wheeled (unicycle) robots do exist, as shown in [13] However, they are not the most stable 
of robot types. Nonetheless, some of its theoretical aspects, such as the kinematics and the 
variations of the kinematics, can be applied to the robots with a higher wheel-count. Many 
robots have their kinematics be based on the unicycle robot as shown by [14]. This is 
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because this is the traditional robot kinematic and is easier to understand. From the unicycle 
model, further kinematics for each configuration can be derived.  
 
Fig 2.1. Single wheeled robot 
 
2-wheeled robots are some of the simpler robots. Each wheel is powered by a motor 
individually, and the drive method is called differential drive. This means that when the 
robot turns, depending on the rate of the turn, one of the wheels would either move slower 
or begin moving in the opposite direction. Despite the simplicity of 2-wheeled robots, they 
are not the most stable, as it is very easy for the robot to tip either forward or backward. 
One of the most well-known examples of a 2-wheeled robot is the Roomba [15]. 3-wheeled 
robots can be driven using a differential drive or with steering. With differential drive, the 
two larger wheels are powered by individual motors while the third wheel is present for 
stability and is free-turning. If the third wheel is used for steering, then the two connected 
wheels on the same axle are powered by one motor while the third wheel is powered by a 
separate motor that controls the heading of the wheel. 4-wheeled robots can have a variety 
of steering methods. The first method is similar to differential steering with the exception 
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that there are two freewheels. Two motors are attached to what are usually the two front 
wheels, and the motors power the wheels individually while the third and fourth wheels in 
the back are mainly for balance. The second method is a tank-like motion where the four 
wheels are all powered individually but still connected along the track. The two wheels on 
the left are a pair, as are the two on the right. The pairs are connected so that they turn in 
the same direction. The third method is to steer the robot like a car. This means that two of 
the wheels, either the front two or the back two, would be connected on a single axle while 
the other two wheels are powered individually [8]. The specific kinematic model for the 
robot that is focused in this paper is the differential drive. Which is a model that can be 
applied on 2-wheeled, 3-wheeled and 4-wheeled robots [16]. This model would be looked 
at in detail in chapter 3.  
 





Fig 2.3. 3-Wheeled robot configuration 
 
 
Fig 2.4. (a) 4-Wheel robot configurations (b) 4-Wheeled delivery robot  
 
Robots with more than 4 wheels are less commonly seen. However, they have a great 
presence in space exploration. The Mars rovers by NASA are 6 wheeled robots that have 
all of their wheels touching the ground. This is done by the special chassis and suspension 
system that the robot has, where the arms of the system are much longer than what would 
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be seen on more commonly known mobile robots or autonomous vehicles [13]. Robots 
such as the Mars rover utilize nuclear fusion and solar energy as a power source. However, 
on earth, using nuclear fusion in a robot is not a viable solution due to the larger number 
of risks nuclear energy presents. Thus, the required calculations and methodologies applied 
on a Mars rover may not fully correlate to a robot on Earth.   
 
Fig 2.5. Mars rover Perseverance [17] 
  
For wheeled robots, with every increase in the number of wheels, not only will the energy 
requirement rise, but so does the complexity of the dynamics. For example, a 4-wheeled 
robot may have more flexible maneuverability, but would consequently require more 
energy than a 2-wheeled robot due to the larger load and number of actuators required to 
move it. This increase in energy requirement makes it even more important to optimize the 
control of the motion in a simplified manner. Due to the adaptability of the method, 
developing a power consumption model based upon motion data is useful and can be 
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applied to various robots despite them not having identical configurations. Furthermore, 
the concept behind various path-planning algorithms applies to all types of robots since the 
method is not robot specific, however, when being applied to a physical robot, the size and 
shape have to be considered as even if a control strategy may stay the same, the tolerance 
for avoidance may change.   
Unmanned aerial vehicles (UAVs), or more popularly known as drones, utilize propellers 
to fly. Depending on the size and type, the range of motion and method of control may 
change. The main configurations of UAVs are called fixed-wing, helicopter, and multi-
copter. These systems tend to be 6-DOF, thus increasing the complexity of the kinematics. 
They can be powered either through batteries or gas for the larger UAVs and have been 
used in as many different applications as land mobile robots. UAVs are highly useful for 
military purposes such as surveillance, for transportation purposes such as Amazon 
delivery, or for agricultural purposes, to name a few [18].  The methodology of using a 
power prediction model using motion can also be used on unmanned aerial vehicles (UAV) 
as shown in [19, 20]. This shows that a data-driven power consumption prediction model 
can be used on all kinds of mobile robots as long as the correct data inputs are selected 




Fig 2.6. Quadcopter UAV  
 
 
2.2 Hardware Components of Robot 
 
For this research, the robot used is the TurtleBot3, a 3-wheeled differential drive robot. 
This means that two of the wheels are powered individually with the third wheel, which 
tends to be smaller in size, free rotating. The mobile robot is comprised of a combination 
of different components in order to operate as shown in Fig. 2.7. These components include 
sensors, computers, and actuators, which together are capable of accomplishing a task 
while moving in an environment. This section takes a look at some of the detailed 




Fig 2.7. Robot’s component configuration 
 
The onboard computer of the robot is the raspberry pi. Its main function is to allow 
communication between the robot’s controller and the host computer which remotely 
controls the robot. This communication is set up through ROS. To get this communication 
started, the ubuntu 16.4 operating system is installed onto the raspberry pi, where the Wi-
Fi communication would be set up.  
The controller used on the robot is the OpenCR 1.0, an open-sourced Arduino UNO-based 
controller module for ROS. It is from here that power from the battery is transferred to all 
other components of the robot, and is where the data from these components are stored to 
be sent to the computer. It also does calculations that determine the pulse-width modulation 
(PWM) to be sent to the motors. It contains some sensors within itself, such as an inertial 
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measurement unit containing a 3-axis gyroscope, an accelerometer and a magnetometer. It 
has numerous pins and ports for the hardware communication between the components and 
is programmed under the Arduino software. Fig. 2.8 shows an image of the Raspberry Pi 
and the OpenCR controller. 
 
Fig 2.8. a) Raspberry Pi 3B b) OpenCR 1.0 
 
The actuators on this robot are by the Dynamixel XL430-W250. This is a cored motor with 
a contactless absolute encoder as the joint’s position sensor. There are various methods to 
control this motor, position, PWM, and velocity. For this robot, the control is done through 
velocity. This means that the user sends a velocity to the motor, which is then set as the 
goal velocity. This velocity gets converted into the desired velocity trajectory using an 
acceleration profile, which then goes through a PI controller that outputs a PWM, which 
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subsequently goes through a limiter that sets the final PWM value for the motor after going 
through an inverter [21]  
 
Fig 2.9. Velocity controller 
 
The battery of the robot powers the components of the entire system. For the TurtleBot3, 
the battery used is a 3 cell Lithium polymer battery (LiPo) with a nominal voltage of 11.1 
and a capacity of 1800 mAh. Lithium polymer batteries (or more specifically lithium-ion 
polymer batteries) differ from regular lithium-ion batteries due to the material used for the 
electrolyte. Usually, the electrolyte is in the form of liquid, while LiPo batteries use gelled 
polymer as the electrolyte [22]. The benefits of LiPo batteries are that they are safer, more 
flexible, and lighter in comparison to their liquid electrolyte counterparts, but still just as 
volatile if handled and cared for poorly [23]. However, the gelled polymer is less 
conductive, which means that the battery would have less capacity by comparison [24].  
This makes good and proper care of the battery even more important since the battery is 
subject to degradation. Degradation of the battery cells can be both physical and chemical, 
with some of these degradation mechanisms being caused by various factors such as time 
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(batteries at rest will always have some degradation), external temperature (high or low 
temperatures are detrimental to the battery), high current load (both input and output can 
cause mechanical stress and high internal temperatures), high or low voltage cells (storage 
or use at either of these conditions) and too much change in energy cycles (excessive charge 
and discharge cycles) [25]. To minimize the degradation damage done to the battery, it is 
advantageous to limit the causes of the degradation. Preventing the robot’s operation and 
storage in high heat or low temperatures is one consideration, as well as changing the 
method for the control of motion so that a lower current load is used and the number of 
charge cycles is lowered. The control of motion is the method that is focused on for this 
study.  
 
Fig 2.10. Battery used in TurtleBot3 with specifications listed 
 
Light distance and range (Lidar) sensors are sensors that aim rapid pulses of laser light at 
the surroundings. If there is an object, the light is reflected back to the sensor and the time 
it takes for this reflection to return is used to calculate the distance and angle the object is 
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from the lidar. This creates a cloud of points that represents a model of the object [26, 27]. 
The lidar used in this research, is a 360 degree, 2D lidar. This means that the lidar can see 
the whole circumference around the lidar but cannot see the height of the object. 
 
Fig 2.11. Light distance and range sensor on TurtleBot3  
 
The lidar is fairly accurate with an accuracy of about 15 mm and a distance range from 
120mm ~ 3,500mm [21]. An example of the point cloud as shown on Matlab can be seen 




Fig 2.12. Point cloud derived from laser scan in the global coordinate system 
 
The current sensor used is the ACS712 hall effect sensor. Hall effect sensors utilize 
magnets to sense the current. As the current goes through the sensing plate, the magnetic 
field causes a voltage based on this current to be sent out. This voltage is what is read by 
the OpenCR code and gets converted into current. The conversion equation is as follows: 
 
𝑉𝑟𝑎𝑤 =  
𝑉𝐶𝐶
1023
× 𝑉𝑖𝑛 (2.1) 






where VCC is the supply voltage of a value of 5, 𝑉𝑟𝑎𝑤 is the raw voltage data from the 








Path-planning is a heavily researched topic because it is an important feature for any sort 
of autonomous robot or vehicle. There are a variety of different path-planning algorithms 
such as A*, potential field, RRT*, genetic algorithm-based and their variations being some 
of the more well-known, and each of these falls under overarching categories. The 
categories and algorithms will be explained below: 
 
2.3.1 Grid-Based 
Grid-based algorithms utilize cells to determine the best path. From the starting cell, the 
algorithm looks to adjacent cells to determine whether the next cell is feasible (if there is 
an obstacle) and if it’s getting closer to the goal. The algorithm will keep looking at the 
next cell until it reaches the goal, where the algorithm proceeds to find and determine a 
cost for each of the cells, along with the connected cells, that results in the lowest path [29]. 
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A* and D* algorithms are some of the more widely known methods of grid-based path 
planning. Saranya et al. [30] look to a comparison between A*, D* and a modified D* 
algorithm on a Lego NXT Mindstorms robot. It was determined that A* works better and 
faster in a static environment and is simple to implement, but their modified D* works 
faster in a dynamic environment compared to D* and is less complex than D*. However, 
A* is still able to work with complex environments as evidenced by [31], where a least-
squares policy iteration is combined with A* to generate a hierarchical path-planning 
optimization where A* is used to create a more general path while the LSPI is used to 
generate a more optimal local path. A down-side to grid-based algorithms, however, is their 
computational complexity in regards to the memory space of the program [32]. A larger 
map with more grids would result in longer computational time and may not always have 
the smoothest paths. At times, the resulting paths can have very sharp turns, which are not 
efficient for the robot as not all robots are capable of such maneuvers, and even the edge 







Fig 2.14. A* at various time steps a) Timestep 1, b) Timestep 2, c) Timestep 3, d) 
Timestep 4 
 
2.3.2 Potential Field 
 
The artificial potential field algorithm utilizes the concept of attractive and repulsive forces. 
Obstacles generate a repulsive force that pushes the robot away, while the goal generates 
an attractive force that pulls the robot towards it. These forces are all assigned virtually and 
a gradient is applied to determine the optimal path based on the steepness of the gradient 
[12]. The application of potential fields with nonlinear model predictive control-based 
algorithms has been done on unmanned surface vehicles (autonomous ships) to traverse a 
dynamic coastal environment in [33]. Potential field algorithms can also be used in 
autonomous vehicles as shown by [34], where a model predictive path-planner controller 
based on the potential field was used. This showcases the effectiveness of potential field 
algorithms in a dynamic environment, as both on coastal shorelines and a driven road, there 
are a lot of unexpected obstacles and the potential field is capable of adapting to these 
conditions. However, the flaw to the potential field is that it may trap itself in a local 
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minimum in some scenarios [35]. This tends to occur when the repulsive and attractive 
forces equal each other, which usually causes the robot to stop moving.  
 




Sampling-based algorithms like the randomly-exploring rapid tree (RRT), its variant, 
RRT* and the probabilistic roadmap (PRM) generates random nodes and look for the 
connections between the nodes to create the shortest path that goes from the start to the 
goal [36]. PRM takes in the configuration space and notes the free space on the map. It 
then places nodes all over the map at random and connects all nodes to create a multitude 
of possible trajectories, which allows it to then figure out where the from start to goal path 
is after it has found all possible trajectory connections. RRT and its variant RRT* differs 
from PRM as RRT generates a selection of nodes of specified distances, and from these 
initial nodes, it expands randomly (like tree-branches) until it reaches the goal [37]. 
However, the path results from RRT are not always the smoothest or most ideal, as it can 
generate paths that, though feasible, are not optimal or considered the “shortest and 
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smoothest” path. The variant RRT* furthers the ability of RRT by generating nodes until 
the algorithm deems the path can no longer be optimized or it reaches the maximum 
number of search iterations. La Devin Connell [38] places the RRT* star in a dynamic 
environment and showcases its robustness at planning and replanning an optimal path. 
However, it makes no mention of the length it takes for the algorithm to plan and replan 
the path. Xinyu et al. [39] utilize a combined method of potential field and RRT* called 
potential guided RRT*. The method is shown to be effective in generating an optimal path 
in a short amount of computation time. However, the resulting paths are very close to the 
obstacles and if applied to real environments, depending on the size of the robot, may result 
in a collision. It also does not account for a dynamic environment, which is where real-
world applications are usually seen in. RRT* requires a longer computational time when 
finding the optimal path, which decreases the efficiency and is also less beneficial when 
running the program in a real environment, where the robot is expected to constantly be in 
motion. For the robot to stop moving to recalculate a new path if there are unexpected 












2.3.4 Heuristic Path-Planning 
 
Heuristic algorithms are popular when it comes to dynamic global path planning, especially 
the genetic algorithm (GA). These approaches focus on using optimization techniques such 
as ant colony optimization [40, 41], particle swarm optimization [42, 43] and simulated 
annealing [44, 45], to name a few, and are generally more efficient than the other 
approaches mentioned above. However, they may not always solve the path-planning 
problem or be the most optimal solution [46]. A good representation of how GA is used 
for path planning is shown by [47]. However, when utilized in combination with other path-
planning approaches, it can be more effective as explained in [48]. 
 
2.4 Power Analysis in Mobile Robots 
 
When looking at the power consumption minimization of battery-powered mobile robots, 
there are a few methodologies applied. These methodologies typically require the user to 
know and understand more information about the system that is being used, which can be 
implemented into a complex model that may be difficult to compute or implement in a 
wider variety of systems. Abdilla et al. [49] use a power model to determine an endurance 
model for a UAV, to establish how long the UAV can run. The power model would require 
information about the rotor’s thrust and efficiency, which is affected by the UAV’s weight 
and propeller size. Not all of the information can be easily gathered without extensive 
experimentation. The paper, though it validates their model, doesn’t further indicate what 
it can do to improve battery usage. Battery management for rescue robots is studied in [50], 
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where they consider what system on the robot might cause more power consumption and 
how much the robot may consume overall. Mei et al. [51] develop a power model from 
real data results to determine how to reduce the power consumption of mobile robots. They 
created their model by determining the coefficients for generic power consumption models 
for motion, sensor, and the controllers, as well as the embedded computer. Afterwards, they 
look at techniques on how power consumption can be reduced, but with no implementation. 
An energy consumption model is developed by [52], which is then implemented into an 
omnidirectional robot. The energy consumption model requires a mathematical analysis of 
the kinetic energy, frictional energy, heat energy from motors, and mechanical energy from 
frictional torque in the motors. The model is then implemented as a cost for the ROS 
dynamic window approach local trajectory planner. Despite the effectiveness of the model, 
the experiments were limited to a local planner and a global planner was not implemented, 
nor does it demonstrate performance in a more complicated environment. The energy 
consumption model is also complicated due to requiring a significant amount of 
information in order to implement the model, such as the moment of inertia and frictional 
torque of the actuator. Cauwer et al. [53] present a data-driven approach for energy 
consumption on electric vehicles. It uses a neural network to create a speed profile 
prediction and linear regression model to estimate the energy consumption. The resulting 
prediction was shown to be fairly accurate. However, it does not show the amount of time 
it would take to run the vehicle, and although it may work well for a global setting, it 
doesn’t cover what would happen locally and in response to unexpected changes to the 
path. A power model was created by gathering the power consumption of each component 
for their robot [54]. The techniques they used involved shutting down idle components and 
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scheduling the time of the tasks. Despite the results demonstrating a detectable decrease in 
power consumed, this model requires knowledge of the power consumption of each 
component, which is less efficient to test for compared to taking to account the power 
consumption of the whole system.  
 
2.5 Research Gaps 
 
As reviewed thus far, there exists a variety of path-planning algorithms, each with their 
own pros and cons. Most literature in path planning focuses on static environments, which 
when implemented in a real environment will not perform the same. Environments are 
always changing, even with an initial mapping of the area, hence having a path-planning 
algorithm that can adapt to a dynamic environment is extremely important. Use of heuristic 
path-planning algorithms is fairly popular for dynamic path-planning [47]. However, 
heuristic algorithm path-planning will not always generate the most optimal result. In 
addition, many methods focus on recalculating the path, which increases the computational 
cost of the algorithm. Hence, in this thesis, artificial potential field was combined with an 
initial path planning algorithm to reduce the computation cost.  
There are a few ways to consider the power consumption of mobile robots. One is to 
develop power models for individual components of the robot, then place them together 
afterward to be used in the overall system [52, 54]. However, this would require multiple 
different tests on the system components, as opposed to only the motors, in order to gather 
all the data needed to develop the mathematical models. Another method of preserving 
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power is to pre-plan an energy-efficient path for the robot, which can be useful if the robot 
is in a static environment. Finally, the last method is to make the motion more energy-
efficient [54]. This thesis optimizes the motion of the robot in order to reduce the power 
consumed based on data-driven methodology, which is more versatile compared to model-




In this chapter, various mobile configurations were introduced and some of their 
functionalities were discussed. Afterwards, the hardware components of the robot platform 
were explained in detail. Various path planning algorithms’ operations were analyzed, as 
well as how they were implemented. Later, literature reviews of existing power analysis of 
robots were viewed and their research gaps considered. Finally, research gaps, in general, 





Chapter 3. Methodology 
3.1 Modelling of Differential Drive Robots 
Since the experimental tool used is a TurtleBot, a 3-wheeled differential drive robot, it is 
necessary to determine the kinematics of the TurtleBot for model predictive control in order 
to determine the control of the robot. 
 
 
Fig 3.1. Geometry and coordination of the robot 
 
Differential drive robots are wheeled robots with two independently motor-driven wheels. 
The motion of the robot can be modelled in the form of the following equation which is 
















where x and y represent the global planar coordinates, 𝜃 represents the orientation with 
respect to the x-axis, and 𝑣 and 𝜔 indicate the linear and angular velocities. ?̇?, ?̇? and ?̇? are 
the velocities in the x coordinate, y coordinate, and angular velocity respectively. This is 
the model that will be used with the non-linear model predictive control (NMPC) in order 
to obtain the control actions of 𝑣 and 𝜔 for the robot. From this, it can also be noted that 
the differential drive robot follows the nonholonomic constraint: 
 ẋ𝑠𝑖𝑛𝜃 − ẏ𝑐𝑜𝑠𝜃 =  0 (3.2) 
 
3.2 Problem Formulation 
 
As mentioned in the objective, the research is focused on generating an NMPC-based 
control strategy, using a new combination of a primary and secondary path-planning 
algorithm with consideration to power-saving through motion optimization. The control 
inputs to the robot would be the linear and angular velocity and the state variables would 
be the position (x, y), orientation (𝜃), and the SoC of the robot. In order to optimize the 
motion, the cost function must be minimized based off of these three objectives: 1) the 
local goal, 2) obstacle avoidance and 3) power consumption prediction. Eq. 3.3 represents 
the generalized function for the NMPC.  
 
𝐽𝑐𝑜𝑠𝑡 = ∑ 𝑓(𝑋𝑘
∞
𝑘=1
, 𝑈𝑘) (3.3) 
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where 𝐽𝑐𝑜𝑠𝑡 is the cost that is meant to be minimized for each iteration and 𝑓(𝑋𝑘, 𝑈𝑘) is a 
function that correlates the state and control variables to a cost at one time step for the 
whole of the prediction horizon. This formulation would be discretized based on the robot’s 
kinematic model. The local goal objective utilizes the reference path to the final goal, 
generated from the RRT* algorithm. It is determined by choosing a point a few steps ahead 
on the reference path (from the closest point to the current position of the robot). The power 
consumption prediction objective is determined using the power prediction model, which 
is obtained from motion data. The obstacle avoidance objective utilizes an artificial 
potential field, where the closest obstacle point is set to generate the repulsion force and 
the local goal is set to generate the attraction force. Since the objectives are the distance to 
the local goal, the power consumption cost, and the obstacle avoidance cost, Eq. (3.3) can 
be expanded as shown below. 
 𝐽𝑐𝑜𝑠𝑡 =  𝑤1 ∗ 𝛴𝐽𝑙𝑜𝑐𝑎𝑙𝑔𝑜𝑎𝑙  +  𝑤2 ∗ 𝛴𝐽𝑝𝑜𝑤𝑒𝑟 + 𝑤3 ∗ 𝛴𝐽𝑂𝐴 (3.4) 
𝐽𝑙𝑜𝑐𝑎𝑙𝑔𝑜𝑎𝑙 is the cost of the local goal, where the distance gap between the local goal and 
the positions on the prediction horizon is minimized.  𝐽𝑝𝑜𝑤𝑒𝑟 is the power consumption 
prediction based on a data-driven model shown in Eq. (3.8), and 𝐽𝑂𝐴  is the obstacle 
avoidance cost is based on artificial potential fields governed by Eq. (3.9-3.11). 𝑤1, 𝑤2, 𝑤3 
represents the weighting factor that controls the trade-off between costs. The values of 
these weights are 2, 0.001, and 12 respectively. These weights were tuned manually and 
were decided upon by observing how the robot acts as well as the final cost value for each 
time step. The tuning is done systematically through activating, deactivating and changing 
the values individually until the final weight values were obtained. Since the cost of 
distance gap to local goal is required to get the robot to the final destination, this cost is 
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always active. Afterwards, the cost of power consumption is activated and the weight is 
adjusted to get the approximate value so that the robot is capable of reaching the final 
destination while showcasing power conservation. Then the cost of power consumption is 
deactivated and cost of obstacle avoidance is activated to obtain the approximate value of 
the weight for obstacle avoidance. With both these values obtained, the cost of power 
consumption and obstacle avoidance gets activated so that further adjustments to the weight 
value can be done which results in the final weight values mentioned above. The tuning of 
the weights is required due to the necessity of equalizing the importance of the objectives 
for the NMPC.   
 




The platform that will be used to analyze this problem is the TurtleBot3, a differential-
driven 3-wheeled robot operating system (ROS) based robot, and a Linux computer that 
contains Matlab. The specifications of the platforms and how they communicate would be 
discussed. 
 
3.3 Platform Specifications 
 
The sections below list the specifications of the apparatuses used. 
3.3.1 TurtleBot 3 






Fig 3.3. TurtleBot3 a) Front view, b) Side view, c) Angled view 
 
The TurtleBot3 is a small (L:138 mm, W: 178 mm, H: 192 mm) 3-wheeled differential 
drive robot with a third caster wheel for stability. The system is coded under the robot 
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operating system (ROS), an open-source robot software development system. It consists of 
a Lidar, IMU, two motors, and an 11.1V LiPo battery. The full hardware specifications are 
listed in the following table: 
 
Table 3.1 TurtleBot3 specifications [21] 
Specification Value 
Max translation velocity 0.22 m/s 
Max rotational velocity 2.84 rad/s 
Max payload 15 kg 
Size (LxWxH) 138mm x 178mm x 192mm 
Weight 1.1 kg 
Climbing Threshold 10mm or lower 
Single Board Computer (SBC) Raspberry Pi3 Model B+ 
Microcontroller Unit (MCU) 32-bit ARM Cortex®-M7 with FPU (216 MHz, 462 
DMIPS) 
Motors XL430-W250 (Cored) 
Laser Distance Sensor 360 Laser Distance Sensor LDS-01 
Inertial Measurement Unit GyROScope 3 Axis 
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Accelerometer 3 Axis 
Magnetometer 3 Axis 
Battery Lithium polymer 11.1V 1800mAh / 19.98Wh 5C 






Table 3.2 Lidar specifications [21] 
Lidar Specification Value 
Distance range 120mm ~ 3,500mm 
Distance Accuracy ±15mm 
Distance Precision ±10 mm 
 
3.3.2 Host Computer 
The host computer is an ASUS laptop with the following specifications: 
Table 3.3 Host computer specifications 
Specification Detail 
CPU Intel Core i7 - 4500U, 1.8GHz 
Memory 7.7 GB 
HDD 1 TB 
Operating System Linux Ubuntu 16.04 LTS 
 
3.4 Robot Communication 
The code that dictates the control actions from NMPC is written in Matlab on the host 
computer, which allows for ease of debugging and implementation. Therefore, it is 
necessary to establish communication between Matlab and the robot. Additionally, unless 
44 
 
the TurtleBot is connected to a display through HDMI, it is unable to show the user how 
to run its functions without the use of a host computer. Thus, the robot operating system 
(ROS) serves as the communication link between the TurtleBot and Matlab.  
The first stage is the communication between the host computer and the robot. This is done 
through ROS and Wi-Fi. On the host computer where ROS is installed, there is a module 
called the ROS master. This module overlooks all operations that occur within ROS, 
otherwise known as the “nodes”. These nodes send and receive messages, where the nodes 
that send are called publishers and nodes that receive are called subscribers. It is possible 
for a node to be both publisher and subscriber. The messages themselves are transmitted 
through a uniquely named topic on the ROS network. Figure 4.2 shows how the ROS 
master and nodes connect and communicate with each other. The ROS master module uses 
an IP address specifically for the laptop (based on the Wi-Fi) and this same address is 
placed on the TurtleBot computer for the two systems to send messages to each other over 
the network. Once the Wi-Fi connection is set up, the host computer is now able to control 




Fig 3.4. Relation between ROS master and ROS nodes 
 
 
Fig 3.5. Requirements for TurtleBot3 communication 
 
Once the connection between the host computer and the TurtleBot has been established 
and tested, Matlab has to be connected to the ROS system. Matlab requires a toolbox that 
allows it to communicate with the nodes on ROS. Once the toolbox has been acquired, the 
line rosinit is launched on the Matlab command window and a global node is generated for 
Matlab on ROS, thus allowing Matlab to subscribe and publish messages on ROS. From 
46 
 
there, the TurtleBot would be able to read messages that Matlab publishes, establishing 
communication between the two devices.  
A program is run on the TurtleBot through the host computer, instructing it to start sending 
data to the host computer. This sets up the initial state of the robot and is always set as 
(0,0,0) on the odometry settings. Figure 4.4 shows a simplified version of the architecture 
of the communication. Figure 4.5 shows the connection between the nodes and topics on 
ROS, with table 4.4 giving an explanation of each node, topic and what they publish and 
subscribe to. 
 












Table 3.4 Node and topic explanation of Fig. 4.5 
Name Description Publish/Subscribe 
Nodes 
TurtleBot3_lds reads the laser information and 
converts it into user-friendly 
messages on scan 
Publish to scan 
TurtleBot3_core sets up all publisher and 
subscribers that are needed to run 
the robot and is where all the 
main robot processes occur 
converts v and w into left and 
right wheel velocities 








TurtleBot3_diagnostics contains the status of the 









Battery_SubPub allows for battery_state topic 
messages to be transferred to the 
Matlab program and is a custom 
node because Matlab does not 
have a pre-existing subscriber for 
the battey_state topic 
Subscribe to 
battery_state 
Publish to batt_pub 
Matlab_global_node allows for Matlab to read the 
battery data, the lidar scan and the 
odometry which then uses NMPC 







robot v and w Publish to cmd_vel 
Topics 
scan 2D point cloud scan of the 
environment with the ranges and 
angles from the robot in the 
robot’s local coordinate system 
Relationships are 
established under the 
nodes section. 
cmd_vel linear and angular velocity 
instructions 
battery_state messages related to battery 
condition, current and voltage 
information 
sensor_state messages that contain encoder 
values, battery voltage and torque 
firmware_version message with the robot’s type, 
firmware and software 
information 
imu message containing the velocity 
and acceleration of the robot 
odom message containing the odometry 
of the robot which is the 
orientation and position based on 
encoder data 
batt_pub custom topic that copies the 
information from battery state 
into the Matlab_global_node 
 
To summarize the table, the TurtleBot3 gathers the robot’s environment and state data such 
as the obstacle location, current x-y position, orientation and battery state, then sends the 
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information to the host computer through Wi-Fi. The host computer conveys this 
information to Matlab, which uses this data to calculate a reference line to a user-defined 
goal, as well the control actions (v, w) using NMPC to direct the robot to the goal. This 
data is then sent back to the TurtleBot through ROS, where it is converted into the 
individual left and right wheel velocities using the following equation:  
 












where L is the length between the centre of the two wheels (160mm) and R represents the 
radius of the wheel (66mm).  
The robot and the computer continue their communication until the robot’s program is 
stopped.  
 
3.5 Data-Driven Power Consumption Prediction 
 
Data-driven methods involve using multitudes of real data from either experimentation by 
the researcher or provided online by companies under various conditions. Data collection 
tends to be based on experimentation for what the researcher is looking for. Since the 
research described in this paper was conducted to predict power consumption based on the 
movement of the TurtleBot, motion data (which includes any variables related to motion 
such as position, velocity, and acceleration) was collected for this purpose. Battery data 
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(such as voltage and current) was also recorded, as it is required to calculate the power 
usage.  
Initially, for a UAV platform, a neural network (NN) data-driven power consumption 
prediction model was developed and tested against a linear regression power consumption 
prediction model. The results indicated that the NN model was more accurate in its 
prediction. The results of this model were then placed in an NMPC control strategy 
framework in Matlab, which although the model itself was effective, the computational 
time was too slow for real-time computation [19]. Thus, the software Eureqa was used to 
generate a model for the UAV. It was shown to be decently accurate, and due to the model 
being merely an expression, it made the NMPC calculations a lot faster due to being more 
suited for Matlab and not requiring a GPU for faster computation.  
The power consumption prediction model was developed using a software called Eureqa, 
that originally belonged to Nutonian but as of the date of writing is owned by DataRobot. 
Eureqa is more commonly used  in industrial settings. [55, 56] demonstrate the 
effectiveness of the software and how it might be used. Eureqa is a symbolic regression 
program with supervised learning. The user inputs the data and sets up the building blocks 
(addition, subtraction, multiplication, division, exponential, etc.) that will be used to 
generate the expressions. The data is split according to the user’s wants (in this case, 70% 
training and 30% validation). After the setup is complete, it begins to generate random 
equations through the evolutionary search algorithm, genetic algorithm, utilizing the more 
successful expressions and placing them with more combinations, in order to constantly 
improve the fitting of the expression until it can no longer find a better one. How fit the 
expression becomes is dependent on the inputted data and the building blocks it is allowed 
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to use. This fit is based on the 𝑅2 goodness of fit. The software can be allowed to run for a 
long time before it finds a sufficient expression. The software also shows the maximum 
error, mean squared error, and mean absolute error for each expression it comes up with. 
Furthermore, the expression takes less time to calculate on Matlab since Matlab is more 
efficient with expression types of calculation and does not require any external hardware 
such as GPU to speed up the process.    
The data values for the robot were obtained by driving the robot remotely using WASD 
keys through the program: 
ROSlaunch TurtleBot3_teleop TurtleBot3_teleop_key.launch 
where “teleop” stands for teleoperation and the “key” stands for the keyboard. This means 
that the robot is controlled at a distance. Once the robot had been started, a program was 
launched to start recording the data, and the robot runs through different movements until 
the battery dies (the range goes from 12.3 V to 11.2 V for each data collection run). The 
recorded data files include battery data (contains voltage and current which is then used to 
calculate power), command velocity (the velocity provided by the user or program to the 
robot), IMU (contains velocity and acceleration data), odometry (contains position and 
orientation) and joint state (contains individual wheel velocities) of the motors. The files 
were saved as comma-separated values (CSV) files that used epoch time to log the data. In 
this manner, it is possible to combine all files logging at different frequencies to generate 
a larger file, containing all the relevant variables with an even sampling time and lowering 
the amount of data that needs to be trained with. Given how the variables work, it was 
decided upon that the variables of some files (such as command velocity) were redundant 
for the motion of the robot. Once all the log files were obtained, due to the original files 
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having a significant amount of redundant variables, they were cleaned up to leave only a 
single CSV file that contained the wheel velocities, linear and angular velocity and 
acceleration, and power data. The variable of time was removed, since the time at which 
the movement occurs or is logged at is not a relevant variable for power consumption. For 
example, the robot can run at a linear velocity of 0.01 m/s and slowly consume its power, 
while moving at a linear velocity of 0.05 m/s will consume more power, thus allowing it 
to run for a shorter amount of time. Hence, time is too arbitrary of a variable to be used for 
the purpose of this research.   
There were a variety of different movements used. Some of the movements served as 
training data, such as, for instance, moving in a constant straight line at a single linear 
velocity for as long as possible before being required to turn due to space limitations. These 
constant linear velocities range from 0.01 m/s to 0.2 m/s for forward linear velocity and -
0.01m/s to -0.06 m/s for backward linear velocity. The changing angular velocities, with 
the unit of rad/s, include 0.1, 0.5, 1, -0.1, -0.5, and -1. It also has the motion of constant 
angular velocity with changing linear velocity. Going in a circle, clockwise and 
counterclockwise at different velocities, 8-shaped motion as well as speeding up and 
slowing down for both linear and angular velocities. After the data was gathered, it was 
then scaled to normalize the data. The scaling is based on the maximum and minimum 




Fig 3.8. Final input data used in Eureqa training expression 
  
Once the data has been normalized and narrowed down, it is trained under a machine 
learning algorithm to find matching patterns between the motional data and power 
consumption [57].  
 




Table 3.5 Variables used in Eureqa 
Variable Symbol Variable Description 
Inputs 
v Linear Velocity 
w Angular Velocity 
𝑣𝐿 Left Wheel Velocity 
𝑣𝑅 Right Wheel Velocity 
a Linear acceleration 
𝛼 Angular acceleration 







Fig 3.9. Eureqa fitting curves for power prediction 
 
The equation that was produces by Eureqa is shown below: 
 
𝐽𝑝𝑜𝑤𝑒𝑟 = 0.693 +  0.404𝑣𝜔 +  0.196𝜔
2(𝑆𝑜𝐶6)  + (0.008 + 
0.010𝑠𝑖𝑛((𝑣 −  0.739)−3))
(𝑣 −  0.222𝜔)
 (3.8) 
This shows the variables that are used to create the final expression. Linear and angular 
velocities, along with SoC, are the most relevant variables to the development of this 












Fig 3.11. Constant linear velocity, turning left angular velocity (a) Power Prediction, (b) 




The results of the power prediction, when compared with the true power between test 
scenarios, are that most of the prediction errors are within the range of 10%. The only 
exceptions are when the robot is idle for the entire duration of the discharge. Though the 
expression is not perfect, it does show that it is capable of generating an adequate prediction 
of power usage based on the motion data. It is noted that Fig. 3.11 does have a larger 
discrepancy in regards to the prediction at the beginning. This can be due to the motion not 
being as well represented by the input data since the model is derived from data values. As 
such, there is always room for improvement in regards to the data that is inputted into 
Eureqa and even if the motion itself may be similar, the exact values may differ hence the 
discrepencies. However, the results still show a sufficient level of power prediction and the 
benefits of using it out weigh the cost. As such, the benefits to using a data-driven model 
are that it is more robust, removes the inclusion of more complex modelling, and doesn’t 
require the user to know the details of a vehicle model that may be difficult to find or 
calculate.  
 
3.6 Non-Linear Model Predictive Control Strategy 
 
Model predictive control is a control strategy that takes in the reference and current state 
of the robot and runs it through a cost function, helping it determine the optimal control 
actions for the robot over a prediction horizon. In the case of the MPC, the reference input 
for this robot is the pre-planned path that comes from the RRT*, as shown in the 




Fig 3.12. General architecture of MPC with the robot 
  
 
Fig 3.13. Internal MPC structure 
 
The cost function of the MPC (which dictates the movement of the robot) consists of the 
power consumption prediction cost from the equation in the previous section, the potential 
field obstacle avoidance cost, and the local goal cost that determines the next goal of the 
robot on its current reference path.  
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The local goal cost minimizes the distance between the prediction horizon and the local 
goal. The aforementioned local goal is determined and set 29 points ahead of the reference 
point the robot is currently closest to.   
The reference path is generated from RRT* which creates an optimal path with limited 
initial information and it takes a long time to generate. Traditionally, RRT* is required to 
rerun whenever the current path is insufficient in avoiding the obstacle which is costly. In 
this thesis, artificial potential field is proposed to handle the dynamic obstacle avoidance 
to avoid the high computational cost from recalculating the path using RRT*.   
As mentioned previously, the dynamic obstacle avoidance is based on an artificial potential 
field where the obstacles “repulse” the robot while the goal “attracts” it. This means that if 
the robot gets closer to the obstacle, the cost will increase, hence the repelling force. 
Conversely, the attraction force will decrease the cost instead. However, this only occurs 
when two conditions are satisfied. The first condition requires that the obstacle intersects 
the reference path and the second mandates that the closest obstacle point is a threshold 
distance from the obstacle. In this case, the threshold distance is written to be 45 cm. This 
is done so that the robot does not unnecessarily avoid obstacles that are not in its way. The 
potential field expression is shown in equation (3.9 – 3.11): 








 𝐽𝑂𝐴 =  𝐽𝑜𝑏𝑠 + 𝐽𝑔𝑜𝑎𝑙 (3.11) 
where 𝐽𝑜𝑏𝑠, 𝐽𝑔𝑜𝑎𝑙 is the potential cost for the obstacle and local goal. 𝛼 and 𝜇 represent the 
height and width of the repulsion (8 and 15 for obstacle potential) and attraction (1 and 12 
62 
 
for local goal potential). The values for the height and width were determined manually 
through observation of the robot’s avoidance capability around the obstacle.  
𝑥𝑝, 𝑦𝑝, 𝑥𝑜𝑏𝑠, 𝑦𝑜𝑏𝑠, 𝑥𝑔𝑜𝑎𝑙 , 𝑦𝑔𝑜𝑎𝑙 are the x, y coordinate points for predicted position, closest 
obstacle point and local goal point. 𝐽𝑂𝐴 is the total cost of obstacle avoidance. The obstacle 
point coordinates and goal point coordinates within the cost function is fixed for the 
specific time step whilst the predicted positions are changing with respect to the control 
actions linear and angular velocity. With the use of the exponential, a large slope can be 
generated showcasing that the closer the robot gets to the obstacle avoidance point, the 
stronger the repulsive push value whereas for the goal point, it would be a stronger pull 
value. Thus the cost gets exponentially increased or decreased depending on how far the 
robot is in prediction for the repulsive and attractive forces.  
The closest obstacle point coordinates, 𝑥𝑜𝑏𝑠, 𝑦𝑜𝑏𝑠  were determined using simultaneous 
localization and mapping (SLAM) technique based on the point cloud from the lidar sensor. 
SLAM is the robot’s ability to construct and update a map in an unknown environment 
while keeping track of it’s location within the environment. This means that as the robot 
moves, a new scan of the robot’s environment is obtained from the lidar sensor, generating 
a new point cloud for the robot’s local coordinate system at each time step. The values of 
this point cloud is provided in the form of x and y coordinates where the robot is always 
considered to be at the centre point. These values then gets converted into the global 
coordinate system for mapping and the robot’s state is used to determine the current 
position of the robot in the global coordinate system. From these coordinate values, the 
distance the point is from the robot is calculated for all the possible obstacle position point, 
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From this information, the closest obstacle point in the global coordinate system is obtained 
which is the coordinate that is utilized by the artificial potential field algorithm.   
 
The NMPC parameter are shown in Table 3.6. The time step was chosen based on the 
calculation and communication time between the host computer and the robot. The horizon 
values were manually determined through trial and error where the movement of the robot 
was used to examine the value. These value from the tuning results in movement with a 
minimal amount of oscillation. The number of states and outputs are shown in Fig. 3.12 
with the variable of 𝑥, 𝑦, θ, and SoC and the number of inputs are the control actions, 𝑣, 𝜔. 
Table 3.6 NMPC Parameters 
Parameter Value 
Prediction Horizon 4 
Control Horizon 1 
Time Step [s] 1.8 
Number of States 4 
Number of Outputs 4 







3.6.1 NMPC Control Velocity Constraints 
 
During the physical tests, it was discovered that there was heavy oscillation at higher 
speeds, which required experimentation to compare command velocity and measured 
velocity. The conditions analyzed were changing linear velocity, changing angular 
velocity, constant linear velocity at 0.01, 0.1, and 0.2 m/s with changing angular velocity, 
and changing linear velocity with a constant angular velocity at 0.1 rad/s. By testing these 
conditions, it was discovered that when the individual wheel velocities reached a certain 
threshold, command velocity ceased to matter. Regardless of code alterations, the robot 
would not allow more power to be sent to the motor, thus limiting the maximum speed. 
Fig. 3.13 shows the position for the velocity test, while Fig. 3.14 to 3.18 depicts the linear 
velocity, angular velocity, and velocities for the left and right wheel respectively. It 
observed that at lower velocities, the measured velocities are the same as the command 
velocities, whereas there is a gap between them at higher velocities. This indicates that at 







Fig 3.14. Speeding up linear velocity, zero angular velocity (a) Position, (b) Linear 




Fig 3.15. Zero linear velocity, changing angular velocity (a) Position, (b) Linear velocity, 





Fig 3.16. Linear velocity at 0.01m/s, changing angular velocity (a) Position, (b) Linear 





Fig 3.17. Linear velocity at 0.1m/s, changing angular velocity (a) Position, (b) Linear 




Fig 3.18. Linear velocity at 0.22m/s, changing angular velocity (a) Position, (b) Linear 




After further analysis, it was discovered that the motors have a limited specification for 
the speed shown in the table below: 
Table 3.7 Motor rotation limitations based on voltage input [21] 
Input Voltage [V] rev/min rad/s 
9.0 47 4.92 
11.1 57 5.97 
12.0 61 6.39 
 
Therefore, the linear and angular velocity constraints on the NMPC are limited to slower 
command velocities because the TurtleBot is physically incapable of reaching higher ones. 
This is due to a limitation placed on the TurtleBot’s internal motor speed code for the 
individual velocities. To ensure that the TurtleBot would always reach its actual command 
velocity, the max amount of control actions that the NMPC allows is much lower than the 









In this chapter, the goal of this study is defined by formulating the problem and the platform 
was defined.  
 
To achieve this goal, the specifications of the mobile robot used in this study were analyzed 
and the method of communication between the TurtleBot3, the host computer and Matlab 
was established. Motion data of the TurtleBot3 and battery data were collected to be used 
in a supervised learning algorithm called Eureqa, generating an expression that models the 
power consumption of the TurtleBot based on motion. After testing a variety of variable 
combinations, it was linear and angular velocity, as well as SoC, that were the final 
variables deemed relevant to the model for power consumption.  Afterwards, an NMPC 
based control strategy was designed for the TurtleBot3. Under this framework, the multi-
objective problem was determined, with said objectives being 1) to follow the local goal 
on the reference path to get to the final goal, 2) to avoid obstacles along the path and 3) to 
use the power prediction model to conserve power consumption. A cost function was set 
for each of these objectives to generate the final algorithm used for the experimentation. 




Chapter 4. Results and Discussion 
4.1 Experimental Setup 
 
The robot was placed in an open-spaced room with obstacles of various sizes and shapes. 
There were five obstacle configurations tested, for conditions with and without the power 
consumption cost. The robot was then operated using MATLAB, which would coordinate 
with the ROS code to move the robot. Fig 4.1 shows the experiment environment without 
obstacles present. The areas within the green box are used as floor bump coverings. The 
yellow boxed items are obstacle indicators, marking the exact location of the obstacle. The 
grey circle is the starting position of the robot across all runs.  
 





Fig 4.2. Close up of floorboards 
 
Due to the floor being comprised of wooden planks, the surface was not perfectly even. 
Most of the time, the gaps had no effect on the movement of the robot. However, the area 
that is outlined by the green box has uneven flooring, creating a gap that was greater than 
the climbing threshold. This resulted in the caster wheel being caught between the gaps 
while the robot was moving at a slower speed, causing the TurtleBot to slip due to the main 
wheels continuing their momentum. This interfered with the encoder count hence why the 
affected area was covered with tape and sticky notes to smoothen the surface. It is unknown 
the exact reasoning for how this uneven flooring occurred. It may be due to poor 
installation, or relative humidity. This solution was effective in preventing the robot’s 
caster wheel from being caught on the floor’s surface on subsequent tests. 
The obstacle location indicators are present to ensure the exact knowledge of the obstacle’s 
position is known. During the testing phases of the algorithm, which included parameter 
testing, there were a few conditions in which the test would be considered an algorithm 
failure. These conditions include not following the reference path or hitting the obstacle. 
When the robot hits an obstacle (for example, obstacle three in fig 4.3), it may be light 
enough to displace. The indicators allow for the obstacles to be easily reset to their original 
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configurations, in the event that the obstacle itself is shifted even slightly. Additionally, 
they are more intuitive to the obstacle position when changing obstacle configuration. 
There are also sticky notes connected to the location indicators that have the obstacle 
configuration number written on them, specifying which configuration could be used at 
that location 
As mentioned earlier, the grey circle represents the starting position of the robot for all 
obstacle configurations. This is to keep all test runs as uniform as possible. Tape was used 
to identify the robot’s front and side positions in the environment to ensure it started at the 
same location as consistently as possible. Part of this is due to how the position is 
established when starting the TurtleBot. Wherever the TurtleBot starts up, the initial 
position is set at (0,0,0) since position count is determined by the encoder values of the 
robot. Furthermore, the (0,0) point on the occupancy grid map is also where the TurtleBot 
starts from when the map was generated, therefore to keep things simpler to keep track of, 
the robot always starts at the same position.  
Since the experiment took place in a closed environment, wind is not present and the 
temperature is regulated. Therefore, neither of these were regarded as relevant factors. For 
temperature in particular, although normally an important consideration for its effects on 
battery usage, it did not present as a significant element as during the testing period, the 
room temperature remained at a constant of 25℃. 




There are five different obstacle configurations to showcase the variety of scenarios that 
the robot can traverse in as shown from fig 4.3 to fig 4.7. The blue circle represents the 
goal.  
 
Fig 4.3. Obstacle configuration one 
 




Fig 4.5. Obstacle configuration three 
 




Fig 4.7. Obstacle configuration five 
 
4.3 Experimental Procedure 
The main objective of the experiments was to check the effectiveness of the path-planning 
algorithm and power consumption prediction model, in reducing the power consumed 
while the robot is moving.  
The first step to accomplishing this is to develop an occupancy grid map. Occupancy grid 
maps determine the environment in the form of a grid and based on the lidar sensor, it 
determines where in the environment there is free space (and by extension, where there is 
not). There are two types of occupancy grid maps. The first type uses binary values. 
Therefore, each section of the grid map is labelled either 0 (free space) or 1 (occupied 
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space). The second type uses probabilistic values, which is a more detailed representation 
of the map due to its higher fidelity and robustness and uses values from 0 to 1. For 
example, in the case of a moving obstacle in the far distance, the algorithm may not be 
certain if the spot is occupied and will continue the original path it was on. The probability 
of the value for those grids would be low at that present moment. As the robot approaches, 
the probability value would increase, thereby initiating the rerouting process. However, if 
the obstacle moved out of the way, by the next time the robot checks the lidar data, the 
probability would have decreased again. For the experiments done in this research, the 
occupancy grid map is probability-based and the initial map was created offline.  
To get the occupancy grid map, the robot is required to first drive around the empty 
environment without any obstacles. At the same time, it records what the lidar reads and 
the position at which it is read. Once the robot has driven around the area a few times, the 




Fig 4.8. Occupancy grid map 
 
The resolution of the occupancy grid map is 20. This means that there are 20 cells for every 
meter 
Afterwards, the obstacles were set up and the robot was placed at the starting position. The 
goal is set and the sensors gather the initial data, allowing the RRT* path-planning 
algorithm to generate the initial reference path. This ensures that the same path is used and 
saves the number of times needed to test the power consumption prediction. By focusing 
on the comparison between when the power consumption prediction model is activated, 




4.3.1 Initial Maps 
Figs 4.9 to 4.13 show the maps of the initial path planned by the RRT* algorithm, with the 
following goal positions and the amount of time taken for the RRT* algorithm to find the 
optimal reference path in the first sitting depicted in table 4.1.  
Table 4.1 Goal positions for each obstacle configuration 
Obstacle Configuration Goal (x [m], y [m]) Time to find reference 
path [s] 
1 (1.8, 1.8) 472.97 
2 (1.8, 1.8) 470.07 
3 (1.5, 2.0) 524.63 
4 (2.0, 0.5) 550.59 




Fig 4.9. Reference path for obstacle configuration one 
 




Fig 4.11. Reference path for obstacle configuration three 
 




Fig 4.13. Reference path for obstacle configuration five 
 
When the live images are compared to what the robot sees at the start of the run, it is evident 
that the robot is unable to detect all the obstacles, due to some being hidden behind other 
obstacles at the initial stage. Therefore, when the robot moves to an area where it can see 
the hidden obstacle and 1) the obstacle is shown to be in the way of the pre-planned path 
or 2) the occupancy map shows that the robot is still at risk of hitting the obstacle, the 
potential field would kick in to avoid a collision.  
For the obstacles themselves on the occupancy grid maps, once they are detected by the 
lidar and placed on the map, the algorithm will “inflate” them. This means that to the 
algorithm, the object will seem bigger than it is in reality. This is established from the very 
initial reference path creation stage so that the path would avoid the obstacle without 
grazing it in the real environment. Many path planning algorithms provide solutions that 
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have the robot move as close to the obstacles as possible. However, this may result in the 
robot either hitting the obstacle or scraping along the side of it. This also makes working 
with multiple sizes of robots inefficient, as it would require measuring the robot, 
determining the centre, and readjusting the robot model for each time the robot needs to be 
adjusted. This is why modifying the inflation ratio of the obstacle is useful, since it is only 
one variable that needs to be adjusted. A larger inflation at the very beginning (when the 
initial map is created) is beneficial, as it gives the starting path a larger threshold in which 
to avoid the obstacle. Of course, if the value is too large, then the occupied space on the 
map may be filled in unnecessary locations, covering up potential paths that the robot could 
have followed. The inflation is based on a radius value provided by the user, taking the 
centre point of the obstacle and generating from it a radius, which converts all grids that 
touch the radius from free space to occupied space based on the resolution of the map, as 
shown in figure 5.14. In the algorithm for RRT*, the obstacles for the map were inflated 
by 0.055 m.  
Since the local obstacle avoidance portion of the code results in a wider avoidance radius, 
subsequent iterations of the robot’s movement have a smaller inflation radius (0.01 m), as 




Fig 4.14 (a) Uninflated obstacle point, (b) Inflated obstacle point 
 
With the initial occupancy maps and reference path generated, testing can begin for the 
computational time comparison for obstacle avoidance between RRT* algorithm 
recalculation and potential field cost function, as well as comparison to the effectiveness 
of power consumption prediction. For all experiments, the time taken to compute the initial 
reference time was not included in the final result because the reference path was the same 
for all of the experiments per obstacle configuration.   
 
4.4 Obstacle Avoidance 
 
The first test was to check the run time between recalculating the reference path with the 
RRT* algorithm versus using potential field cost to avoid the obstacles. For both types of 
movement, the recalculation and the activation of the potential field cost only occurs under 
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two conditions. The first condition is that an obstacle is in the way of the reference path. 
The second condition is that the closest obstacle point is less than or equal to 0.45 m. For 
the recalculation method, if these conditions are met, the robot will stop moving until the 
new reference path is generated. Should the robot continue to move, by the time a new 
reference path is generated for the MPC, the robot would be in a new spot unrepresentative 
of its mapped location. For the potential field cost function method, the robot continuously 
shifts the sample time at which it is instructed to move. For example, if the sample time is 
written to be 1.8 s, then the robot would continuously move for the given time while 
simultaneously performing control action calculations from the MPC. For these tests, 
power consumption was not considered as there was a greater focus on computational time.  
 
Fig 4.15. Configuration one, final robot paths for (a) Obstacle avoidance through 




Fig 4.16. Configuration three, final robot paths for (a) Obstacle avoidance through 
recalculation, (b) Obstacle avoidance through potential field cost function 
 
Table 4.2 Computation time for global recalculation vs. local obstacle avoidance 
Obstacle Configuration Recalculation Time [s] Potential Field Avoidance 
Time [s] 
1 712.14 70.60 
3 742.71 73.1 
 
From the results shown, it can be seen that the method utilizing RRT* recalculation takes 
a greater amount of time compared to the potential field cost function method in the face 
of unknown or larger than expected obstacles. This is inefficient as transportation of the 
robot is time-constrained. Additionally, when the robot ceases moving to calculate the new 
reference path, it still consumes power as the other components of the robot such as the 
SBC, Lidar, Current Sensor, and MCU are still running despite the robot’s lack of motion. 
If power consumption were to be considered during this test, then an idle power 
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consumption calculation would be required, which is unnecessary for the potential field 
cost function method as it allows for continuous movement. Thus, the potential field cost 
function method for obstacle avoidance was determined to be more time-efficient than the 
recalculation method.  
Obstacle avoidance using only potential field cost was another option that was considered. 
However, upon testing the runs, despite being fast while on the move, the initial reference 
path is not as robust compared to using a global path planner. Since the initial path is simply 
a straight line from start to goal and doesn’t consider obstacle avoidance at the beginning, 
it can result in abnormally large curvatures of movement for the NMPC.   
 
4.5 Power Consumption 
 
To perform a comparison between the no power consumption scenario and the power 
consumption scenario, the same reference path for each respective obstacle was used for 
both. This is done for each obstacle configuration several times. A mean calculation was 







Table 4.3 Power vs. no power average of runs comparison 












1 75.3 515.7396 71.8 490.8996 
2 68.7 471.2364 65.5 442.143 
3 73.1 494.1198 68.9 467.055 
4 74.3 512.7948 72.4 488.7918 
5 76.7 505.242 73.67 483.786 
 
As seen in table 4.3, the mean of the results for each obstacle configuration shows that 
when the power consumption prediction cost is activated, not only is the power usage 
conserved but the robot also travels shorter times. Therefore, for an average of a few runs 
for each obstacle configuration, the robot shows an average improvement of 4% for time 






Fig 4.17. Position, velocity and cost plots of configuration one (a - c) Without the power 






Fig 4.18. Position, velocity and cost plots of configuration two (a - c) Without the power 






Fig 4.19. Position, velocity and cost plots of configuration three (a - c) Without the power 







Fig 4.20. Position, velocity and cost plots of configuration four (a - c) Without the power 






Fig 4.21. Position, velocity and cost plots of configuration five (a - c) Without the power 
consumption, (d - f) With power consumption 
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It is understood that, in general, the cost for the NMPC is expected to be constantly 
decreasing. However, due to the method the cost function uses for calculations (wherein 
the set goal and obstacle avoidance are more locally generated), the cost does not 
consistently decrease for each iteration over the entirety of a run unless the robot’s local 
goal is the final goal. However, within the optimization code itself, the NMPC looks for 
the lowest cost between all the feasible control actions available. Therefore, while the cost 
does not seem to be decreasing in a global sense, it does so locally, since the local goal is 
constantly changing. Additionally, the obstacle avoidance is only activated under the 
previously mentioned conditions (obstacle intersecting reference path, closest point of 
obstacle being 0,45 m away). On every other occasion, the obstacle avoidance cost would 
be 0. This means that when the obstacle fulfils these conditions, it is sensible that the cost 
would suddenly spike, as it can be considered as a sudden appearance if the obstacle would 




This chapter examined the performance of power consumption prediction by comparing 
the robot’s movement between when there is and is not power consumption prediction 
present. First, an occupancy grid map of the empty experimentation environment was 
generated by moving the robot around the room. Next, 5 different obstacle configurations 
and goal paths were decided. These obstacle configurations had a variety of different sizes 
and shapes. An initial reference path was developed for each of these configurations to 
guarantee a consistent reference path for the configuration, removing the time needed for 
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the robot to recalculate the reference path every time it underwent a test. The time it took 
to run the robot’s obstacle avoidance using reference path recalculation and the potential 
field cost method was evaluated, clearly concluding that the potential field cost method 
was faster by about 90%.  Having determined that the potential field cost method was more 
efficient time-wise, the power consumption prediction cost based on the robot's movement 
was calculated. The robot was tested a few times for each obstacle configuration and for 
both power and no power consumption cost scenarios. The results of each of the scenarios 
were averaged out, showing that the power consumption cost was capable of reducing the 
amount of power consumed (based on the movement) by about 5% average (if all the power 
consumption difference errors are combined), while the time travelled was also reduced by 






Chapter 5. Conclusions and Future Works 
5.1 Conclusion 
 
In this study, an NMPC based control strategy was proposed for a differential drive mobile 
robot. The main objective of this strategy was to use real motion data to develop a power 
consumption prediction model and a navigational method utilizing simultaneous 
localization and mapping and a path-planning algorithm to conserve computational time 
while traversing a dynamic environment.  
 
Chapter 2 discusses some of the mobile robots in existence, their capabilities and 
limitations, and an overview of existing path-planning algorithms. Afterwards, the 
literature on the power analysis of mobile robots was discussed and analyzed. The research 
gaps were highlighted which showcased the need for a different strategy. 
 
Chapter 3 shows the model that would be used for NMPC of the differential-drive robot. 
The problem is formulated as a multi-objective optimization problem for the NMPC control 
strategy. It determines that objectives are to minimize the power consumption, the local 
goal the robot must travel and avoid the obstacles. The problem solution utilizes a 
TurtleBot3 that works with Matlab, using a ROS communication method to control the 
robot. The power consumption minimization is solved by developing a power consumption 
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prediction model expression through the use of machine learning software that uses 
evolutionary search algorithms to develop the model with a 10% prediction error.  
 
Chapter 4 shows the results of the physical robot traversing an environment with 5 different 
obstacle configurations, where some obstacles were hidden behind others for a more 
dynamic scenario. It also compares the computational time of using global reference path 
recalculation versus potential field cost for obstacle avoidance and concludes that the 
potential field cost was notably faster than using recalculation. Afterwards, the power 
consumptions of the robot in motion were compared, where it was shown that there was an 
improvement of 5% for the combined average of all configurations. The time it took for 
the robot to traverse from start to goal also decreased by a combined average of 4% for all 
configurations. This demonstrates that the algorithm is effective, though there is still room 
for improvement.  
 
5.2 Future Works 
 
Since this method was implemented on a smaller robot, there is potential for future 
implementation on larger systems, such as larger 3-wheeled robots with more applicability 
than a smaller robot which may also allow for the algorithm to be operated on the onboard 
computer as opposed to a host computer for further efficient calculations.  This 
methodology can also be implemented on different configurations of wheeled robots, such 
as 4-wheeled robots with a different set of dynamics compared to 3-wheels. With a larger 
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system, battery management can be added to better control how power is assigned to 
various components in future works. Furthermore, the dynamic of the environment can be 
further increased by the use of moving obstacles, which were not available for this research 
due to the limitations of the testing facility.  A larger environment or an outdoor 
environment can also be considered in future works to test the effects of different ground 
textures that might affect the wheels of the robot, in addition to the effects of different 
weather conditions.  
Currently, many of the tuning for values such as the weight, NMPC parameters as well as 
other parameters of the cost function is done manually and checked through trial and error. 
This results in limited optimality of the variables which can be autonomized to further 
optimize the tuning. Another consideration that can be looked into is generating an overall 
data-driven cost function that incorporates all the objectives in one model to reduce further 
simplify the system. The stability of the NMPC control algorithm can also be further looked 
into as it is known that the receding horizon approach under constraints may run the risk 
of unstable behaviour. Hence why there is value in employing a stability theorem for the 
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