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RÉSUMÉ 
Cet article a, pou,r objecti,f de présenter une méthode, relativement nouvelle, d’estimation. de.5 paramètres d’une dktribu- 
tion de probabilité: la méthode des moments de probabilité pondérés, introdu.ite par GREENWOOD et al. (1979). 
La. facilité de mise en œuvre, la. robustesse et l’eficacité de cette méthode on.t retenu. notre attention. 
Nous faixm un.e synthèse des études menées sur l’application de cette méthode à l’estimation des pa,ramètres de la 
loi de JEIVKWSON (Generalized Extreme Value distribution - GEV). 
MOTS-CLÉS : Loi de probabilité - Estimation de paramètres - Méthode des moments de probabilité pondérés - Loi 
de JENKINSON - Loi généralisée des valeurs extrêmes. 
ABSTRACT 
PROBABILITY WEIGHTED MOMENTS METHOD. APPLICATION TO THE JENKINSON DISTRIBUTION 
This paper presents a relatively new method of estim.ating parameters of some probabidity distributions. It is the proba- 
bility weighted rri0ment.s (PWM) method, in.troduced by GREENFOOD and al. (1979). 
i%s method is interesting because of its robustness, its eficienqy, and its eayy application. 
We give a summary of studies on parameter estimation of the JENKINSON distribution (Generalized Extreme Value 
distribution - GEV) by the PWM method. 
mY-WORDS : Probability distribution - Parameter estimation - Probability weighted moments - Jenkinson distribution 
- Generalized Extreme Value distribution. 
INTRODUCTION 
Les lois de valeurs extrêmes sont régulièrement utilisées dans toutes les études hydroclimatiques où il s’agit d’éva- 
luer un risque. La loi de JENKINSON ou loi généralisée des valeurs extrêmes en fait partie. 
Les quantiles de la loi de JENKINSON ont la particularité de s’exprimer de manière analytique en fonction des 
probabilités correspondantes. Cette propriété permet l’utilisation de la méthode des moments de probabilité pondérés 
pour estimer les paramètres de la loi à partir d’un échantillon de données. 
Les documents consultés à la fois sur les lois de valeurs extrêmes et sur la méthode des moments de probabilité 
pondérés, nous ont semblé particulièrement intéressants. Nous avons donc jugé utile de faire le point sur cette recher- 
che bibliographique dans un article de synthèse. 
(1) Laboratoire d’hydrologie, cen,tre Orstom, BP 5045, 34032 Montpellier cedex. 
(2) Laboratoire d’hydrologie et modélisation, université Montpellier II, place Eugène-Bataillon, 34095 Montpellier cedex 
5. 
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DÉFINITION DES MOMENTS DE PROBABILITÉ PONDÉRÉS 
GREENWOOD et al. (1979) définissent les moments de probabilité pondérés, notés PWM en anglais (Probability 
Weighted Moments), d’une distribution de probabilité par l’expression : 
1 s 
1 M(l,j,k) = E XL Fj(1 - F)” I x(F)l Fj (1 - F)” dF 
0 
où : x(F) est la valeur de la variable X correspondant à la valeur F de la fonction de répartition théorique ; 
1, j, et k sont des réels. 
Pour j = k = 0 et 1 entier positif, M (Z. 0, 0) est le classique moment d’ordre Z par rapport à l’origine. 
Pour certaines distributions continues de probabilité où x(F), fonction inverse de F(x), peut être dé6nie de manière 
analytique, il existe des relations simples entre les moments de probabilité pondérés M (1, j,O) ou M (1, 0, k) G et k 
entiers positifs) et les paramètres de la distribution. En d’autres termes, il est alors possible d’exprimer les paramètres 
de la loi de probabilité comme des fonctions des moments de probabilité pondérks. 
On s’intéressera par la suite au moment de probabilité M (1, j, 0), noté par commodité : 
Oj = M(l,j, 0) = E FF~] = 51x(F) F(x)j dF 
LOI DE JENKINSON OU LOI GÉNÉRALISÉE DES VALEURS EXTRÊMES 
LES LOIS DE VALEURS EXTRÊMES 
Les valeurs extrêmes des phénomènes hydrologiques, crues, sécheresses, présentent un intérêt tout particulier lorsqu’on 
parle en terme de tiques, puisque ces phénomènes peuvent mettre en péril ouvrages et populations (DE~BORDES, 1990). 
Très tôt les statisticiens ont essayé de trouver les distributions de ces seules valeurs extrêmes. 
Le problème n’est pas simple. Les articles traitzant du sujet font référence aux mêmes sources : FISHER et TIP- 
PETT (1928), et JENIUNSON (1955), mais en donnent, au-delà des pures divergences de notation, des interprétations 
sensiblement différentes ne faisant qu’accroître la complexité du problème. 
Nous avons donc choisi d’avoir recours aux deux articles de réference précités pour essayer d’y voir plus clair. 
Le problème posé est celui de la probabilité attachée à la plus grande valeur xmax (ou a la plus petite x,,,h) d’une 
variable hydrologique X dans un Cchantillon de taille N. Si l’on connait la fonction de répartition F(x) de la variable 
X, les distributions de x,, et x,, sont explicitement connues pour une taille d’échantillon donnée. Pour s’a.ffranchir 
de la taille de l’échantillon et de la connaissance de F(x) - aucune théorie n’est capable de déterminer la loi de proba- 
bilité suivie par la plupart des variables hydrométéorologiques -, il est apparu nécessaire de rechercher des approxima- 
tions suffisamment satisfaisantes des distributions de x,, et xmin, indépendantes de F(x) et de N. Ces approximations 
sont données par les formes limites de ces distributions quand N tend vers l’infini. 
La défmition du modèle probabiliste retenue par les spécialistes repose sur les considérations suivantes, extraites 
de FISHER et TIPPETT (1928). 
La valeur extrême d’un échantillon de taille N = m*n est la valeur extrême d’un échantillon de n valeurs extrê- 
mes d’échantillons de taille m. 
Quand m croît indéfiniment, on conçoit que la probabilité attachée à la valeur extrême, déduite de l’étude d’un 
échantillon de taille mari,, et celle attachée à la valeur extrême, déduite de l’étude de n valeurs extrêmes d’échantillons 
de taille III, tendent à devenir égales. 
Les auteurs traduisent ceci de la façon suivante : si une « forme » limite existe, ces deux types de distribution 
tendent vers la « forme » limite quand m croît indéfiniment. 
Il s’ensuit donc que l’on peut approcher, par l’étude d’un nombre donné (n) de valeurs extrêmes déduites d’échan- 
tillons de taille m (et ceci est d’autant plus vrai que m est grand), la connaissance en terme de probabilité de la valeur 
extrême d’un phénomène. Ainsi en hydrologie, pour estimer par exemple le débit d’une rivière relatif à un risque donné, 
on retient, pour chacune des n années observées, la valeur maximale du débit, et l’analyse statistique porte sur l’échan- 
tillon de ces n seules valeurs de débit maximum annuel. 
FJSHER et TIPPETT (1928) poursuivent de la manière suivante : 
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Soit un échantillon de n valeurs extrêmes supérieures (n maxima annuels par exemple), si P(x) est la probabilité 
qu’une observation soit inférieure à x, la probabilité que la plus grande valeur de l’échantillon soit inf&ieure à x est 
P”(x), puisque cela revient à dire que toutes les valeurs de la série supposées indépendantes sont inférieures à x. 
Dans les distributions limites, d’après les auteurs, P”(x) s’exprime sous la forme de l’équation fonctionnelle : 
P”(x) = P (a, x -t bJ (1) 
a,, et b, étant des coeflicients fonction de n. L’équation fonctionnelle exprime que la distribution de la valeur extrême 
d’un phénomène se déduit de la distribution des n plus grandes valeurs de n échantillons par une transformation linéaire 
de la variable dépendant de n. 
La résolution de cette équation repose sur la détermination des coefficients a, et b,, et de l’expression de P. 
Le même type de raisonnement peut être appliqué aux valeurs extrêmes inferieures. 
FISHER et TIPPETT (1928), puis GUMBEL (1966) ont montré que I’équation (1) admet trois types de solutions. 
FRÉCHET (1927) a l’antériorité de la découverte d’au moins l’une d’entre elles. 
Il faut souligner que les justifications théoriques de l’équation fonctionnelle et des lois de distribution qui s’en 
déduisent sont loin d’être vérifiées en hydrologie, et que le choix d’une loi reste basé sur son bon ajustement à l’échan- 
tillon des observations. 
LOI DE JENKINSON 
JENKINSON (1955) a proposé une formulation unique des trois solutions de l’équation fonctionnelle, que nous déve- 
loppons ici uniquement dans le cas des valeurs extrêmes supérieures. 
Il pose tout d’abord : 
P(x) = exp (-ewY) 
ce qu’il justifie de la manière suivante. 
Soit les N valeurs journalières xi sur un an d’observations d’une variable météorologique. 
Les N observations sont supposées indépendantes et la probabilité que l’une de ces valeurs soit inférieure à x 
est 1 - f(x) / N, f(x) désignant le nombre moyen annuel de valeurs journali&res supérieures à x. Il s’ensuit que la proba- 
bilité que toutes les valeurs journalières d’une année soient inférieures à x, c’est-a-dire que le maximum annuel soit 
inférieur à x, est : 
P(x) = [l - f(x) ININ 
soit si f(x) est voisin de zéro, ce qui est le cas lorsqu’on s’intéresse aux valeurs extrêmes supérieures : 
p(x) = emf(‘) 
En posant y(x) = -Log [f(x)], il vient : 
P(x) = exp [-eHyCx’] 
Dans ces conditions l’équation (1) s’écrit : 
[exp (-e -Y’x))]n = exp 1 -e -y(anx+bn)l 
ce qui, en prenant les logarithmes deux fois, donne : 
bd4 - y(4 = -y (w + bJ 
La résolution de cette équation, établie par JENKINSON, conduit à : 
y(x) = -l/k Log[l - (x - xo) / a] 
avec : ak positif et k f 0 
a, = nk 
b, = (xc + a) (1 - a,) 
Finalement : 
P(X) = exp [-ewyCXi] = exp [- (1 _ 2tLf!L)lk] 
soit si on pose ak = s : 
p(x) = exp [-e-y(‘)] = exp [- (1 - k(x6 ““) “1 
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expression connue sous le nom de loi de JENKINSON ou loi généralisée des valeurs extrêmes (notée en anglais GEV 
distribution). 
C’est de l’ajustement de la loi de JENKINSON sur les plus grandes valeurs de plusieurs échantillons (maxima annuels 
par exemple) que l’on déduit par extrapolation les probabilités afférentes aux valeurs extrêmes du phénomène étudié. 
Selon le signe de k, la formulation proposée par JENKINSON permet de retrouver les trois types de lois déduits 
de l’équation (1) par FISHER et TIPPETT (1928). 
En effet, y(x) est toujours une fonction croissante de x, mais selon que dy/dx croît, décroît ou reste constant quand 
x croît, trois types de courbes peuvent être représentés. 
La re résentation de la fonction P(x) est équivalente à celle de y(x) puisqu’on passe, par la simple relation 
exp [-ewy(‘J, d’ un axe gradué en y à un axe gradué en P. 
L’étude de la fonction y(x) est la suivante : 
- k > 0 : type de lois dont le domaine de variation des variables est borné dans le sens des extrêmes auxquels 
on s’intéresse : 
y = -CO x = -00 dyldx = 0 
y=0 x = x0 dyldx = l/s 
y = 4-m x = slk + x0 dyldx = + ~0 
- k < 0 : type de lois dont le domaine de variation des variables est illimité dans le sens des extrêmes auxquels 
on s’intéresse, mais limité dans l’autre sens : 
y = -03 x = s/k i- x0 dyldx = +~a 
y=0 x = x0 dyldx = 11s 
y = +m x = +m dyldx = 0 
- quand k = 0 : 
1 _ k(x - x0) lA 
S 1 tend vers exp (- y) 
d’où : 
et 
On a alors : 
F(x) = exp (-exp (-y)) , loi de GUMBEL 
y(x) = (x - x0) I s 
y = -00 x = -CO dyldx = Us constante positive 
y=0 x = x0 dyldx = Us constante positive 
y = +m x = +c= dyldx = Ils constante positive 
Dans le système de graduations fonctionnelles du papier de GUMBEL, les trois types de lois se distinguent par 
leur courbure. 
x 
FIG. 1. - Représentation des trois types de lois de valeurs extrêmes sur un papier fonctionnel de Gumbel. 
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ESTIMATION DES PARAMETRES x0, s, k, DE LA LOI DE JENKINSON 
INTRODUCTION 
La méthode des moments est exposée dans Nerc (1975). 0 n estime d’abord k qui est une fonction compliquée 
de yl, estimateur du coefficient de dissymétrie, calculable à l’ordinateur ou tabulée. Connaissant k, on estime ensuite 
s et x0 à partir de la moyenne et de l’écart-type de l’échantillon. 
Nous n’avons pas testé la méthode des moments, mais elle ne semble pas performante puisque tous les ouvrages 
consultés en proposent d’autres (méthode graphique, méthode des sextiles, etc.). 
La méthode du maximum de vraisemblance (JENKINSON, 1969) ne converge pas toujours. OTTEN et VAN MONT- 
FORT (1980) ont proposé des modifications pour diminuer le nombre d’itérations et rendre la méthode plus fiable. HOS- 
KING (1985) a publié un algorithme, comportant plusieurs pages de Fortran, qui semblait régler le probl&me. En fait 
MACLEOD (1988) y a apporté encore quelques am&orations. 
Les problèmes de convergence semblent concerner surtout les petits échantillons (n < 25) avec des valeurs de 
k égales ou supérieures à 0,4. 
Suite à l’article de HOSIUNG et al. (1985), nous avons jugé plus efficace et plus simple d’utiliser la méthode des 
moments de probabilité pondérés. 
ESTIMATION DES PARAMÈTRES DE LA LOI DE JENKINSON PAR LA &THODE DES ~MOMENTS DE PROBABILITÉ PONDÉRÉS 
De l’expression de la fonction de répartition, on déduit pour k # 0 : 
x(F) = x0 + ; [l - (-Log Fjk] (2) 
et donc: X0 + $ [l - (-Log F)k] 
1 
Fi dF 
Dans le cas particulier où Z3 j et X: sont des entiers positifs, M(i,j, Iz) est proportionnel à E [X/+l, ~+j+l], le liéme 
moment par rapport à l’origine de la statistique d’ordre j+ 1 d’un échantillon de taille k+j+ 1 (GREENWOOD et aZ., 1979). 
Plus précisément : 
M(l,j, k) = E ~~,,,+j+~l B b + 1, k + 11 
où B [.,.] désigne la fonction Bêta (annexe 1). 
Cette relation permet de calculer (LANDWEHR et aZ., 1979), à partir d’un Cchantillon dont les observations sont 
classées par valeurs croissantes : 
x1 5 x2 5 xg I . . . . . . . Ix; 5 . . . . . . 5 x, 
un estimateur bj de pj (annexe 2) : 
bj=’ f (i - 1) (i - 2) . . . (i - j) 
n i=l (n - 1) (n - 2) . . . (n - j) xi 
(3) 
et bo = - ’ Z:Xi 
n i-1 
LANDWEHR et al. (1979) montrent que cet estimateur est non biaisé. 
HOSKING et ah (1985) préconisent dans la pratique l’utilisation d’un autre estimateur de fij : 
,~j = t C [Fn(i)]jxi 
i=l (4) 
Fn(i) est la fréquence expérimentale de non dépassement de la valeur xi de rang i (plotting position en anglais). 
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Les expressions les plus courantes pour Fn(i), qui sont telles que p^j soit asymptotiquement équivalent à bj, sont : 
Fn(i) = (i - a) / n avec 0 < a < 1 
ou : 
Fn(i) = (i - a) / (n f 1 - 2a) avec -112 < a < 112 
Si on pose u = -Log(F), il en résulte : 
soit : 
donc : pj = -J- 
j+l 
l-(j+l)-kI’(k+l) ,k>-1 11 (5) 
De cette expression on déduit : 
p. = x0 +$ (1 - P (1 + k)) (6) 
2& - ,!3” = $I’(l+k) (1-2-s 
3&--po = l-3-” 
2 Pl - Po 1 -2-k 
(7) 
(8) 
Pour estimer les paramètres k, x0 et s de la loi de JENKINSON, à partir d’un échantillon aléatoire d’effectif n tiré 
de la population, on utilise les expressions précédentes en remplaçant &, fi1 et 02 par leurs estimateurs bo, bl, bz ou 
f% Pl? P2. calculés sur l’échantillon. 
HOSKING et al. (1985) recommandent les estimateurs fo, PI, p2, avec pour expression de fréquence empirique 
de non dépassement : 
Fn(i) = (i - 0,35) /n 
11 faut noter toutefois que SINCLAIR et AHMAD (1988) ont remarqué qu’un changement d’origine se répercute sur 
la valeur du paramètre de forme k, quand on utilise cette expression. Pour corriger ce défaut, ils proposent l’expression : 
Fn(i) = (i + a) / (n + d) 
a = [- (n + 1) + (n2 - l)l”] /2 
d = 1 + 2a 
Pour NOPHADOL et VAN THANH (1989), 1 a meilleure expression de la fréquence empirique pour la loi de JENKIN- 
SON serait : 
Fn(i) = 
n - i + 0,05 y1 + 0,65 
n - 0,08 y1 + 0,38 
avec y1 = coefftcient de dissymétrie. 
Mais cette formule est la meilleure par référence à la valeur moyenne de l’observation de rang i d’un échantillon 
déatone d’effectif n tiré de la l& de JENKINSON, sans considérer l’estimation des paramètres par les moments de pro- 
babilité pondérés. 
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po, &, & étant remplacés par leurs estimateurs, par itération on peut obtenir un estimateur de k à partir de 
l’expression (8). Cependant, comme les valeurs de k se situent en pratique entre -1/2 et + 1/2, HOSKING et al. (1985) 
proposent une approximation polynomiale : 
2 = 7,859O c + 2,9554 c2 
avec : 
2 Pl - Po c Log 2 = -- 
3 P2 - Po Log 3 
Dans cette gamme de valeurs de k, l’erreur induite par cette approximation ne dépasse pas 9.10 -4. 
k étant estimé, on peut calculer ensuite : 
G 
PP, - Po>^k = 
r (1 + k, (1 - 2-s 
en remplaçant /3o et /31 par leurs estimateurs, et : 
x0 = Po + 2 




en remplaçant de même /3o par son estimateur. 
k 
TEST DE LA VALEUR DE k DANS UNE LOI DE JENKINSON 
Pour décider si une loi de GUMBEL suffit pour décrire la distribution de valeurs extrêmes supérieures, on teste 
l’hypothèse nulle Ho : k = 0 contre l’hypothèse alternative k # 0. 
Le test le plus simple est proposé par HOSIUNG et al. (1985). S 1 e on ces auteurs, sous l’hypothèse Ho, l’estima- 
teur % du paramètre k suit asymptotiquement une loi normale de moyenne 0 et de variante 0,5633/n (n effectif de 
l’échantillon). Le test consiste donc à comparer : 
U obs = k (n/O,5633) ‘12 
aux valeurs critiques de la loi normale réduite pour accepter ou rejeter Ho. 
Les tests proposés par OITEN et VAN MONTFORT (1978) sont beaucoup plus compliqués et font appel à des valeurs 
critiques, calculées par simulation en fonction de n et de a! (a! = risque de première espèce, c’est-à-dire probabilité 
de rejeter l’hypothèse Ho alors qu’elle est vraie). 
INTERVALLES DE CONFIANCE DES QUANTILES D’UNE LOI DE JENKINSON 
DONT LES PARAMETRES SONT ESTIMES PAR LA METHODE DES MOMENTS DE PROBABILITÉ PONDÉRES 
On peut montrer que le vecteur b des estimateurs des moments de probabilité pondérés (bu, br, b2)* suit asymp- 
totiquement une distribution d’échantillonnage normale à trois dimensions, de moyenne /3 = (oo. &, p2)* et de matrice 
de variante-covariance nwlV. Les éléments de V ont été calculés par HOSKING et al. (1985). 
d. 
La distribution asymptotique des estimateurs des paramètres de la loi de JENKINSON par la méthode des moments 
e probabilité pondérés découle de la distribution des estimateurs des moments de probabilité pondérés. 
Si on pose ê = (X0, S , ‘l?)*, le vecteur de ces paramètres, les équations (8), (9) et (10) définissent la relation 8 = f(b). 
A. A.. symptotrquement 0 smt une loi normale à trois dimensions, de moyenne 0 = f(p) et de matrice de variante-covariance : 
n -’ GVGT 
G est une matrice 3*3, dont les éléments g, correspondent aux dérivées des relations entre les paramètres et 
les moments : 
66 
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s w12 s w13 
A2 A n -lGVGT = n-l A2 s w12 s w22 s w23 
.A A 
s Y3 s w23 w33 
Les éléments wij sont des fonctions compliquées de k. Elles ont été tabulées par HOSKING (1985) pour des valeurs 
de k allant de - 0,4 à 0,4 au pas de 0,l. 
Dans cette matrice, les indices 1, 2 et 3 se rapportent aux paramètres xo, s et k respectivement. Les éléments 
diagonaux representent les variantes, les autres les covariances. 
A partir de la matrice précédente, on calcule facilement la variante var (x,) d’un quantile xpr puis son intervalle 
de confiance, en utilisant les methodes qui s’appliquent habituellement aux paramètres estimés par la méthode du maxi- 
mum de vraisemblance (MASSON, 1983). 
On a: Var (xp) = ch-2 [ 1 6x0 Var (x0) + [+‘12 var(s) + [2]^ Var(k) 
6x 6x 
+2 - - 
6x 6x 
cov(xo,s) + 2 - - cov (x0, k) + 2 
6x 6x, 
p 
6x0 6s 6x0 6k 6s 
6k cov (s, k) 





avec y1 = -Log [ -Log (p)] et p = Prob (X I xp) = F(x,) 
On obtient donc : 
6X 1 1 P = - _ - ,-ky, 
6s k k 
Par la suite l’intervalle de confiance est obtenu par : 
Ul-Cd2 est la variable normale réduite de probabilité de non dépassement ‘1 - 01/2, et (Y est la probabilité que l’inter- 
valle ne contienne pas la vraie valeur du quantile. 
Ce calcul de l’intervalle de confiance, basé sur un comportement asymptotique, peut être utilisé dès que l’effectif 
de l’échantillon est supérieur ou égal à 50. 
COMPARAISON DES MÉTHODES D’ESTIMATION DES PARAMÈTRES D’UNE LOI DE JENIUNSON 
Les comparaisons concernent la méthode des moments de probabilité pondérés et celle du maximum de 
vraisemblance. 
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Les conclusions de ces comparaisons varient évidemment en fonction du critère considéré. 
On mesure traditionnellement la qualité d’un estimateur G d’un paramètre y par son efficacité asymptotique E : 
E = limite (variante minimale de l’estimateur de y / variante de G) 
n+co 
Un estimateur G est asymptotiquement efficace quand E tend vers 1. C’est le cas des estimateurs obtenus par 
la méthode du maximum de vraisemblance. 
On peut donc juger de la qualité des estimateurs obtenus par la méthode des moments de probabilité pondér&, 
en comparant leur variante à celle des estimateurs obtenus par le maximum de vraisemblance. 
D’après HOSKING et al. (1985), pour des valeurs de k comprises entre - 0.2 et + 0,2, leur efficacité est supé- 
rieure à 0,7. Cependant quand k tend vers - 112, elle tend vers zéro ! 
Mais d’une manière générale, si la méthode du maximum de vraisemblance conduit asymptotiquement à une variante 
plus faible, elle conduit aussi à un biais plus important. 
HOSKING et al. (1985) montrent ainsi que quand k < - 0,4, la méthode des moments de probabilité pondérés 
perd de ses qualités : le biais qui, pour les valeurs de k supérieures à - 0,4, avait l’ordre de grandeur de l/n (n 
effectif de l’échantillon) devient alors très important. Toutefois il en est de même pour la méthode du maximum de 
vraisemblance pour k > 1/3. 
Les considérations sur le comportement asymptotique des estimateurs ne suffisent pas pour juger une méthode. 
Il faut aussi étudier ce qui se passe quand on ajuste des lois sur de petits échantillons, et cette comparaison s’effectue 
par des simulations. HOSIUNG et al. (1985) montrent ainsi que la méthode des moments de probabilité pondérés donne 
la plus petite variante au paramètre de forme k, quand les échantillons sont petits (n < 25), et qu’il en résulte une 
meilleure estimation des quantiles supérieurs. 
Ils soulignent donc que la relative inefficacité asymptotique de la méthode des moments de probabilité pondérés 
par rapport à la méthode du maximum de vraisemblance n’apparaît pas sur les résultats de la simulation, concernant 
des échantillons avec n < 100. 
QUELQUES TESTS RELATIFS A LA MÉTHODE DES MOMENTS DE PROBABILITÉ PONDÉRÉS 
APPLIQUEE A LA LOI DE JENKINSON 
Avant de mettre en œuvre la méthode des moments de probabilité pondérés pour estimer les paramètres d’une 
loi de JENKINSON dans le cadre de variables hydrologiques, nous avons jugé nécessaire de procéder à quelques tests 
dont les résultats sont présentés ci-après. 
CHOIX DES ESTIMATEURS DES MOMENTS DE PROBABILITÉ PONDÉRÉS 
Nous avons généré par simulation 100 échantillons de n = 30 valeurs (ordre de grandeur de l’effectif des échan- 
tillons le plus souvent disponibles pour l’&ude de valeurs extrêmes en hydrologie), tirés d’une loi de JENKINSON de 
paramètres connus : 
x0 = 105,8, s = 42,5, k = - 0,13 
Nous avons procédé par tirage aléatoire dans une loi uniforme (0,l) de valeurs de probabilité, dont nous avons 
estimé les quantiles correspondants en utilisant l’expression (2). 
Les moments de probabilité pondén% 60, &, 02 sont donnés par l’équation (5) fonction de x0, s et k : 
;y z ‘;;;y4 
p2 = 63,82 
Nous avons testé différentes formules d’estimation de ces moments sur les 100 échantillons générés : 
- la formule (3) des estimateurs non biaisés bo, bl, b, ; 
- la formule (4) des estimateurs pj avec Fn(i) = (i - 0,35) / n, nous l’appellerons formule (4.1.) ; 
- la formule (4) des estimateurs p^j avec Fn(i) = (i + a) / (n + d), nous l’appellerons formule (4.2.j 
a = [-(n + 1) + (n2 - 1)1’2] /2 
d = 1 + 2a 
Hydrol. continent., vol. 6, no 1, 1991 : 67-84 75 
H. LLJBES, J.-M. MASSON 
L’estimateur de p. est la moyenne des valeurs de l’échantillon, quelle que soit la formule utilisée. 
Le biais et la variante des estimateurs de PI, fi2 obtenus à partir des trois formules étudiées sur l’ensemble des 
100 échantillons sont les suivants. 
TABLEAU 1 
Moments de probabilité pondérés - Biais des estimateurs de fi1 et fi2 
TABLEAU II 
Moments de probabilité pondérés - Variante des estimateurs de /j’l et flp 
Ces tableaux montrent que les trois formules testées fournissent des estimateurs de p1 et fi2 dont la moyenne 
(dont se déduit le biais par rapport à la vraie valeur) et la variante calculées sur les 100 échantillons sont sensiblement 
du même ordre de grandeur. 
Ils ne mettent pas en évidence le fait que la formule (3) donne des estimateurs non biaisés. Les valeurs de biais 
déduites de l’utilisation de cette formule ne sont pas les plus faibles. 
La formule (4.2.) donne les valeurs maximales de biais et minimales de variance. 
A priori il conviendrait donc de choisir entre les deux premières formules. la deuxième apparaissant ici au vu 
des résultats obtenus comme le meilleur compromis au regard des critères de biais et de variante étudiés. 
Ce choix est de plus conforme aux recommandations faites par HOSKING et al. (1985) et reprises par CUNNANE 
(1989) sur l’utilisation d’estimateurs biaisés des moments de probabilité pondérés (avec une préférence pour ceux obte- 
nus a partir de la formule (4.1)) pour l’estimation des quantiles dans l’étude de variables hydrologiques. 
Toutefois, il conviendrait de confrmer ces conclusions sur la base de simulations, réalisées à partir d’autres jeux 
de paramètres de la loi de JENKINSON. 
MÉTHODE DES WMENTS DE PROBABILITÉ PONDÉRÉS ou &THODE DU WXIMUM DE VRAISE~GBLANCE? 
Nous avons tenu à étudier le comportement de la méthode des moments de probabilité pondérés et de la méthode 
du maximum de vraisemblance pour des valeurs de k inférieures à - 0,4 et supérieures à + 0,4, sur des échantillons 
d’effectif inférieur à 50. 
Comme précédemment, nous avons généré par simulation 100 échantillons de 30 valeurs tirés d’une loi de JEN- 
KINSON de paramètres : 
- Cas 1: 
x0 = 51,68 
= 20,50 
k = 0,52 
Les échantillons générés ont un coefficient de dissymétrie négatif, supérieur à - 1,8 1. 
- cas2: 
x0 = 51,68 
= 20,50 
k = -0,52 
Les échantillons générés ont un coefficient de dissymétrie positif inférieur à 3 dans 59 % des cas, et atteignant 
la valeur 5,22 sur un échantillon. Ces échantillons sont comparables à ceux de débits maxima annuels. En effet d’après 
CUNNANE (1989), le coefficient de dissymétrie estimé sur des séries de débits maxima annuels, est en général positif 
et compris entre 0 et 5 ou plus, avec majoritairement des valeurs allant de 0,s à 3,0. 
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Dans les deux cas, nous avons mis en œuvre sur chacun des 100 échantillons la méthode des moments de proba- 
bilité pondérés et la méthode du maximum de vraisemblance pour estimer les paramètres de la loi. 
L’algorithme de calcul de la méthode du maximum de vraisemblance programmé est celui proposé par HOSKING 
(1985) et revu par MACLEOD (1988). 
Les estimateurs des moments de probabilité pondérés pc, /3r et /32 ont été calculés en utilisant la formule (4.1.). 
Pour chacune des deux méthodes, l’estimation de chacun des paramètres en fonction de l’échantillon a éte 
représentée. 
Il apparait sur les graphiques (fig. 2 à 5) que pour xc et s, les deux méthodes d’ajustement conduisent sur cha- 
que échantillon à des estimations sensiblement égales (tabl. III). 
Il s’ensuit que les estimations de ces paramètres dépendent davantage des caractéristiques propres de chaque échan- 
tillon que de la méthode utilisée. En ce qui concerne le paramètre k, les résultats sont les suivants (fig. 6 et 7) (tabl. IV). 
Il appartGt ici que la méthode du maximum de vraisemblance a tendance à surestimer la valeur du paramètre 
k. tandis que la méthode des moments de probabilité pondérés la sous-estime. La méthode des moments de probabilité 
TABLEAU III 
Comparaison des méthodes des moments de probabilité pondérés et du maximum de vraisemblance 
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/ I 4 I I I4 1 I I ! II Il I 
0 20 40 60 80 100 
- 1...-- 40 - : “.J- 1.. -j.. -” . L ..<....._ _i ”. .......I -” ..~-.: 
I I I I I I r II 4 I I t , l 
0 20 40 60 80 100 
Numéro échantillon 
NumBro échantillon 
FIG. 2. - Méthode PWM. Paramètre x0. FIG. 3. - Maximum de vraisemblance. ParamPtre x0. 
Maximum de vraisamblance 
Variation du param8tre X0 - CAS 1 
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Moments de probabilit8 pond&& 
Variation du param&tre S - CAS 1 
Maximum de vraisemblance 
Variation du paramke S - CAS 1 
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FIG. 4. - Méthode PWM. Paramètre s. FIG. 5. - Maximum de vraisemblance. Paramètre s. 
Moments de probabilité pondérés 
Variation du parûmétre K - CAS 1 
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Variation du paramètre K - CAS 7 
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FIG. 6. - Méthode PWM. Paramétre k. FIG. 7. - Maximum de vraisemblance. Paramètre k. 
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TABLEAU IV 
Comparaison des méthodes des moments de probabilité pondérés et du maximum de vraisemblance 
Influence sur le paramètre k de la loi de JENKI~SON - Cas 1 
~ 
pondérés met en évidence un biais plus important, mais une variante d’échantillonnage plus faible que la méthode 
du maximum de vraisemblance. ll est par conséquent difficile, sur ce cas, de departager ces deux méthodes. 
cm 2 
Les graphiques (fig. 8 à 13) et les résultats (tabl. V) mettent en évidence que la méthode du maximum de vrai- 
semblance donne dans ce cas des estimatem-s dont la variante d’échantillonnage est très grande. La methode des moments 
de probabilité pondérés conduit à des estimations tout à fait satisfaisantes. 
On ne retrouve donc pas sur des échantillons de faible effectif (ici n = 30) les conclusions relatives au comporte- 
ment asymptotique des estimateurs, en particulier en ce qui concerne la mise en défaut de la méthode des moments 
de probabilité pondérés au profit de la méthode du maximum de vraisemblance pour des valeurs de k inférieures à - 0,4. 
Le test réalisé conduit à la conclusion inverse. Cependant, ce test n’a porté que sur un cas particulier. Compte 
tenu, par conséquent, des qualités asymptotiques des estimateurs du maximum de vraisemblance, cette méthode mérite 
tout de même de retenir notre attention. 
Moments de probabilité pondérés Maximum de vraisemblance 
Variation du paramètre X0 - CAS 2 Variation du paramètre X0 - CAS 2 
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FIG. 8. - Méthode PWM. Paramètre x0. FIG. 9. - Maximum de vraisemblance. Paramètre x0. 
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Moments de probabilité pondérés Maximum.de vraisemblance 
Variation du paramètre S - CAS 2 Variation du param8tre S - CAS 2 
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FIG. 12. - Méthode PWM. Paramètre k. FIG. 13. - Maximum de vraisemblance. Paramètre k. 
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Moments de probabilité pondérés 
TABLEAU V 
Comparaison des méthodes des moments de probabilité pondérés et du maximum de vraisemblance 





moments de probabiliti pond&% maximum de vmisembkmce 
xg k X0 s k 
51,745 21,5%5 -0,426 49,415 52.624 -0,561 
17,966 23.721 0,027 93,029 135094 0,277 
42,708 12,488 -0,743 14,771 13,516 4249 
64,162 40,930 0,005 68,835 154,837 0.051 
EXEMPLE DE CALCUL DE L’INTERVALLE DE CONFIANCE A 90 % DES QUANTILES D’UNE LOT DE JENKINSON, 
DONT LES PARAMÈTRES SONT ESTIMÉS PAR LA MÉTHODE DES MOMENTS DE PROBABILITÉ PONDÉRÉS 
Nous avons établi le programme informatique relatif à la procédure de calcul exposée précédemment sur les don- 
nées de Nerc (1975) de 35 débita maxima annuels de la rivière Nidd à Hunsigore (Yorkshire), données auxquelles 
HOSKING et al. (1985) font référence dans leur article, et que nous avons pu nous procurer. L’intervalle de confiance 
à 90 % est présenté ci-dessous (fig. 14). 
Malgré le faible effectif de l’échantillon, qui est inférieur à la limite théorique de validité de la méthode de calcul 
(n 2 50), cet intervalle de confiance semble tout a fait acceptable, ce qui valide, sur cet exemple, la procédure de calcul. 
CONCLUSION 
La loi de JENKINSON présente l’avantage de traiter d’un seul coup les trois types de lois concernant les valeurs 
extrêmes supérieures. Grâce à la méthode des moments de probabilité pondérés, l’estimation des paramètres est facile 
et fiable. 
D~nBes de NERC - MBthode PWM 
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FIG. 14. - IntervalIe de confiance à 90 %. 
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Nous disposons par ailleurs d’un test simple pour décider si une loi de GUMBEL (k = 0) suffit à décrire la distri- 
bution de fréquences des valeurs extrêmes supérieures. 
La loi de JENKINSON est utilisée systématiquement dans certains pays (Grande-Bretagne) pour l’étude des crues. 
En France, la loi de FRÉCHET (loi de JENKINSON avec k < 0), après avoir été utilisée pour l’étude des crues dans 
les années cinquante, est tombée en désuétude en même temps que se généralisait l’utilisation de la méthode du gra- 
dex. Cependant, les hypothèses mêmes de la méthode du gradex devraient réhabiliter la loi de FRÉCHET. 
En effet, dans la mesure où le gradex des débits, faible pour les petites périodes de retour, tend à rejoindre 
celui beaucoup plus Aevé des pluies pour les fortes périodes de retour, les échantillons d’au moins cinquante années 
d’observations devraient donner sur un papier fonctionnel de GUMBEL, des distributions de fréquence à concavité tour- 
née vers le haut (fig. 1). 
Compte tenu de la flexibilité de la loi de JENIUNSON, il nous semble nécessaire de la faire figurer dans le menu 
d’un logiciel de lois statistiques destinées à l’hydrologie, même si quelques vérifications restent encore à faire à son sujet. 
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ANNEXE 1 
E [Xi:,, k+j+d = 
s 
X.‘g(X.) dX. avec X. = Xj+l,~+j+l 
DX. 
Sachant que (KENDALL et STUART, 1977) : 
g(x.) dx. = (k +(k; l)! [F(x.)Jj [l - F(x.)]” dF., dF. = f(x.) dx., 
(k + j + l)! 1 
E rX,l+l, k+j+ll = 
j! k! s 
x.’ [F(x.)]j [l - F(x.)]’ dF 
0 
E D(jl+l,k+j+d = (k ‘jfkF ‘)! WL j, k) . . 
si 1, j, k entiers positifs : 
E P$1,k+j+ll = 
I’g’ + k + 2) 
l?g’ + 1) l’(k + 1) 
WL j, 4 
E L$-~,k+j+ll =
WL j, 4 
B[j+l,k+l] 
B désigne la fonction Bêta : B(z, w) = 
r(z) rtw) 
rcZ + w) 
= B(w, z) 
ANNEXE 2 
Soit un échantillon de taille n dont les observations sont classées par valeurs croissantes : 
x1 5 x2 4 XQ 5 . . . . . . ~ Xi ~ . . . . . . I; X” 
Le nombre de façons de former un échantillon de taille j + 1 à partir de n observations est C$l 
On cherche un estimateur de E [Xj+l, j+l 1. On s’intéresse donc a la distribution de la variable qui occupe la (j + l)ième 
position dans un échantillon de taille j + 1, dont les valeurs sont classées par ordre croissant. 
Le nombre de sous-échantillons où la (j + l)iEme valeur est : 
XII est Cj,-r 
x,-l est Ci-s 
Xn-i est C~-i-l 
Un estimateur de M(l, j, 0) est donc donné par : 
bj= ~)=BIj+ 1,I]E~~ 
n-j-1 
bj = B [i + 1, l] C x,-i % 
i=O n 
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bj 
e * EIXnwi s$$ 
i=O n 
bj = 1. “5’ x,_i (11 - i - l)! (n-j-l)! 
n i=O b-i- 1 -j)! (n-l)! 
bj = -!- “cl x,-i 
(n-i-J1 @-i-j+l) . . . (n-i-l) 
11 i=O (n -53 (n -j + 1) . . . (n - 1) 
bj = I C x; (i - 1) 6 - 2) . . . (i - 51 
n i=l (n - 1) (n - 2) . . . (n - j) 
Cette démonstration s’appuie sur celle proposée par LANDWEHR et al. (1979), relative à la détermination d’un 
estimateur non biaisé du moment de probabilité pondéré M (1, 0, k). 
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