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a b s t r a c t
We deal with small size balanced subsets of Zp when p is prime. In a balanced set S, each
element x ∈ S is a midpoint between two other elements from S, i.e. 2x = y + z(mod p),
y, z ∈ S \ {x}. We denote the minimum cardinality of a balanced set modulo p by α(p).
We prove a new lower bound forα(p). Thuswe demonstrate that for every prime p > 2,
α(p) ≥ log2 p+ 1.41.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let p be an odd prime. In this paper, we are interested in small subsets S of Zp = {0, 1, . . . , p− 1} where each element
of S is a midpoint between two other elements from S.
Definition. If for S ⊆ Zp, x ∈ Zp, {y, z} ⊆ S \ {x}, we have that 2x = y + z (mod p), then we say that x is balanced with
respect to S. If x ∈ S, we also say that x is balanced in S. We call {y, z} a balancing pair for xwith respect to S.
Definition. We say that a set S of residues modulo p is balanced if all of its elements are balanced with respect to the set.
Unbalanced sets have at least one element without a balancing pair.
It is easy to construct large balanced sets, but constructing balanced sets of small size is much more challenging. Small
balanced sets are required in strategies for the family of combinatorial games analyzed in [3–6].
Problem 1. Let α(p) denote the minimum cardinality of a balanced set modulo p. For a given prime p, what is the lower
bound for α(p)?
From the definition of α(p) it is clear that every subset of Zp of size less than α(p) has at least one unbalanced element.
In [1], Browkin et al. prove that for any subset S ⊂ Zp of size |S| < log2 p+ 1 there exists a v ∈ Zp represented uniquely as
w + x, w, x ∈ S. Since Browkin et al. work with ordered representations, unique sums must be of the form x + x, x ∈ S. If
S (and thus x) were balanced, we would have 2x = y+ z, {y, z} ⊆ S \ {x}, contradicting uniqueness. Thus, they prove that
every S with |S| < log2 p+ 1 is unbalanced. It follows that α(p) ≥ log2 p+ 1.
In [3], Nedev andQuas gave a proof of the lower bound that ismore specific (for the fieldZp) andmuch shorter than in [1].
In [2], Nedev presented a polynomial algorithm for finding a nearly minimal balanced subset of Zp, thus demonstrating that
for every ϵ > 0, α(p) < (1+ ϵ) log2(p) for p sufficiently large. In this paper, we prove that α(p) ≥ log2 p+ 1.41, improving
the lower bound.
In the rest of the paper, whenworkingwith a givenmatrix C, aminor of C is the determinant of a smaller matrix (a square
submatrix) formed from the entries of C by selecting (or equivalently by deleting) only some of its rows and columns.
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2. An improved lower bound
Let p > 2 be prime, and let S be anm-element balanced set modulo p. We denote S = {e1, e2, . . . , em}. As in [3], we can
find at least one balancing matrix of S modulo p in the following manner:
For each element ei ∈ S, we choose a balancing pair, say {eℓi , eri} ⊆ S \ {ei}. Since p is odd, eℓi and eri are distinct. Thus,
we obtain the followingm equations
2ei − eℓi − eri = 0 mod p, i ∈ {1, 2, . . . ,m}.
Writing these m equations in matrix form, we have Ce⃗ = 0⃗ mod p, where e⃗ = (e1, e2, . . . , em)T . We call C a balancing
matrix of S modulo p. Note that if S contains an element with more than one balancing pair, then there is more than one
possible balancing matrix.
In addition, let S nowbeminimal by inclusion, so that no proper subset of S is balanced. Any balancingmatrixC of S mod p
then has the following two properties:
Property (1) In each row of C, the entry on the main diagonal is+2, two other entries are−1, and the remaining entries are
zero.
Property (2) For each non-trivial proper subset T of {1, 2, . . . ,m}, there exist i ∈ T and j ∈ {1, 2, . . . ,m} \ T such that
Ci,j = −1.
The first property is by construction; the second follows from the minimality of S. We denote byA(m) the family ofm×m
matrices satisfying the above two properties.
Lemma 1. Let C ∈ A(m) and let r⃗1, r⃗2, . . . , r⃗m be the row vectors of C. Then any proper subset of these row vectors is linearly
independent.
Proof. Suppose otherwise. Let t , with t < m, be the smallest integer such that there exist t linearly dependent row vectors
of C. Clearly t ≥ 2.Without loss of generality, let r⃗1, r⃗2, . . . , r⃗t be linearly dependent. Then, there exist scalars α1, α2, . . . , αt ,
not all zero, such that
t
i=1
αi r⃗i = 0⃗. (1)
Since t is minimal, we have αi ≠ 0 for i = 1, . . . , t . If all αi are negative, we multiply Eq. (1) by−1; so assume that at least
one αi > 0. Without loss of generality, let αi > 0 for i = 1, . . . , s, with 1 ≤ s ≤ t and αi < 0 for i = s+ 1, . . . , t . Thus, the
first s scalars are positive and the rest, if any, are negative.
We consider the first s scalar equations from the vector Eq. (1). For every j, satisfying 1 ≤ j ≤ s,
t
i=1
αiCi,j = 0. (2)
Since, in addition, Ci,j ≤ 0 for i > s, 1 ≤ j ≤ s, we have αiCi,j ≥ 0 for s + 1 ≤ i ≤ t and 1 ≤ j ≤ s. Thus, we obtain the
following s inequalities
t
i=s+1
αiCi,j ≥ 0, ∀ 1 ≤ j ≤ s. (3)
From (2) and (3), it follows that
s
i=1
αiCi,j ≤ 0, ∀ 1 ≤ j ≤ s.
Summing the above s inequalities, we get
s
j=1

s
i=1
αiCi,j

≤ 0⇐⇒
s
i=1

s
j=1
αiCi,j

≤ 0. (4)
Recall that each αi > 0 for 1 ≤ i ≤ s. By property 1 of C, for each i, 1 ≤ i ≤ s, the sumsj=1 αiCi,j ≥ 0 because it
contains one summand 2αi, at most two summands−αi and the rest are zero. Furthermore, by property 2 of C, there must
exist k ∈ {1, . . . , s} and l ∈ {s + 1, . . . ,m} such that Ck,l = −1. Thus, the sumsj=1 αkCk,j > 0 because it contains one
summand 2αk, at most one summand−αk and the rest are zero. It follows that
s
i=1

s
j=1
αiCi,j

> 0
which contradicts inequality (4). Therefore, any proper subset of row vectors from C is linearly independent. 
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The following lemma was also proved in [3] where the proof uses that dim (Null(C)) = 1. The proof here uses Lemma 1
and it is shorter.
Lemma 2. Let C ∈ A(m). Then its rank over Q is m− 1.
Proof. Let c⃗1, c⃗2, . . . , c⃗m be the column vectors of C. By property 1 of C, the sum of these vectors is 0⃗. Thus they are linearly
dependent, and so the rank of C overQ is less thanm. But by Lemma 1, everym−1 row vectors of C are linearly independent,
so the rank of C over Q is at leastm− 1. Therefore, the rank of C over Q ism− 1. 
Lemma 3. Let C ∈ A(m). Then any m− 1 column vectors from C are linearly independent.
Proof. Let c⃗1, c⃗2, . . . , c⃗m be the column vectors of C. By property 1 of C, every column c⃗j is a linear combination of the other
columns
c⃗j = −c⃗1 − c⃗2 − · · · − c⃗j−1 − c⃗j+1 − · · · − c⃗m.
We get
rank(C) = rank(c⃗1, c⃗2, . . . , c⃗m) = rank(c⃗1, c⃗2, . . . , c⃗j−1, c⃗j+1, . . . , c⃗m).
From rank(C) = m − 1, it follows that the columns c⃗1, c⃗2, . . . , c⃗j−1, c⃗j+1, . . . , c⃗m are linearly independent for every
j ∈ {1, 2, . . . ,m}. 
Lemma 4. Let C be an m×mmatrix with real entries and rank(C) = m− 1. In addition, let every set of m− 1 row vectors and
every set of m− 1 column vectors in C be linearly independent. Then every minor of C of size m− 1 is non-zero.
Proof. Suppose otherwise. Then there exists a square submatrix C′ of size m − 1 and with det(C′) = 0. Without loss of
generality, let C′ be the sub-matrix in the top left corner (where the firstm− 1 rows and firstm− 1 columns of C intersect).
That is
C′ = (Ci,j)1≤i≤m−1
1≤j≤m−1
.
We now consider the submatrix C∗ consisting of the firstm− 1 columns of C
C∗ = (Ci,j) 1≤i≤m
1≤j≤m−1
.
From the preconditions of the lemma, the column rank of C∗ is (m− 1).
We now view C∗ asm row vectors each of sizem− 1, and note the following:
1. Since rank(C) = m − 1 and the first m − 1 rows of C are linearly independent, the last row in C is a linear combination
of the firstm− 1 rows. Thus the same is true of the last row of C∗.
2. Since det(C′) = 0, the firstm− 1 rows of C∗ are linearly dependent.
Therefore, the row rank of C∗ is at mostm− 2. Since the row rank equals the column rank, this is a contradiction.
Therefore, every minor of C of sizem− 1 is non-zero. 
As a simple corollary of the lemmas to this point, we have the following:
Corollary 5. Let C ∈ A(m). Then its rank over Q is m− 1 and each of its minors of size (m− 1)× (m− 1) is non-zero.
We borrow from [3] in the following two lemmas:
Lemma 6. Let p > 2 be prime and let S = {e1, e2, . . . , em} be a balanced set modulo p. If C is a balancing matrix of S modulo p,
then its rank over Zp is at most m− 2.
Proof. By construction, x⃗ = (1, 1, . . . , 1)T is a trivial solution to Cx⃗ = 0⃗. Moreover, by the construction of C we have
Ce⃗ = 0⃗ mod p, where e⃗ = (e1, e2, . . . , em)T . Thus, the dimension of NullZp(C) is at least 2. By the rank-nullity theorem,
rankZp(C) ≤ m− 2. 
Lemma 7. Let p > 2 be prime, and let S be a minimal by inclusion balanced set modulo p with |S| = m. Let C be a balancing
matrix of S, and let C′ be any (m− 1)× (m− 1) submatrix of C. Then p ≤ | det(C′)|.
Proof. By Lemma 6, rankZp(C) ≤ m− 2, so det(C′) = 0 mod p. Thus
p | det(C′).
By Corollary 5
det(C′) ≠ 0 over Q.
Therefore p ≤ | det(C′)|. 
We are now ready to prove the section’s main result: the lower bound for α(p).
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Theorem 8. Let p > 2 be prime and let S = {e1, e2, . . . , em} be a minimal by inclusion balanced set modulo p with m × m
balancing matrix C. Then |S| ≥ log2 p + 3 − log2 3. Moreover, if there exists a column of C containing only a single entry with
value−1, then |S| ≥ log2 p+ 2.
Proof. We use the following notation from [7]. Let A be an n× nmatrix with entries (Ai,j). Then
R+i = R+i (A) =

1≤j≤n, Ai,j>0
Ai,j
and
R−i = R−i (A) = −

1≤j≤n, Ai,j≤0
Ai,j.
We also denote byMi,j the minor of C obtained by deleting row i and column j. By Lemma 7
p ≤ |Mi,j| ∀ 1 ≤ i, j ≤ m. (5)
We considerMk,k for 1 ≤ k ≤ m. By the inequality for determinants from [7], it follows that for ∀k, 1 ≤ k ≤ m
|Mk,k| ≤
m
j=1,j≠k
max(R+j , R
−
j )−
m
j=1,j≠k
min(R+j , R
−
j ). (6)
Note that in the above inequality always R+j = +2. This is because in every row ofMk,k there is exactly one positive entry
of+2. Note also that every column of C contains at least one entry with value−1. For if not, we would have an element in
S that would not be in a balancing pair for any other element, contradicting the minimality of S. So at least one row inMk,k
will have only one negative entry of−1, and therefore for each row j ofMk,k, R−j is either+1 or+2. Let k be a column in C
with a minimum number of entries of value −1. We consider Mk,k obtained from C by deleting the row and the column k.
There are two cases.
In Case 1, every column of Cmust contain at least two entries of−1. Since each row contains two entries of−1, C contains
a total of 2m entries with value−1. It follows that every column has exactly two entries with value−1. Then without loss
of generality, let k = 1 and we delete the first row and the first column in C to obtainM1,1. In it, we will have two rows each
containing only a single entry of−1. Therefore, R−i = +1 for these two rows only, and by (5) and (6) we have
p ≤ |M1,1| ≤ 2m−1 − 2m−3 = 2m−3 · 3.
Thus, in case 1
|S| = m ≥ log2 p+ 3− log2 3 = log2 p+ 1.41503749 . . . . (7)
In Case 2, column k contains only a single entry of value−1. Thus, if in Cwe remove the column and the row k to obtain
Mk,k, then by property 2 we will have one row containing a single entry of −1. Therefore, R−k = +1 for that row only, and
by (5) and (6) we have
p ≤ |Mk,k| ≤ 2m−1 − 2m−2 = 2m−2.
Thus, in case 2
|S| = m ≥ log2 p+ 2. (8)
Since inequality (8) is stronger than (7), (7) is always valid. 
Two corollaries follow:
Corollary 9. Let p > 2 be prime. Then α(p) ≥ log2 p+ 3− log2 3. Therefore no subset of Zp of size less than log2 p+ 3− log2 3
is balanced.
Corollary 10. Let p > 2 be prime. Then every minimal balanced set S modulo p in which some element has more than one
balancing pair has size no less than log2 p+ 2.
Proof. Let ei ∈ S be balanced by twodistinct pairs {eli , eri}, {el∗i , er∗i } ⊂ S\{ei}.Wewant to use inequality (8) fromTheorem8,
so we need a balancing matrix of S in which a column has only one entry of−1.
Let C be a balancing matrix extracted from S by picking the first balancing pair, so that Ci,li = Ci,ri = −1, Ci,i = 2, and
the remaining entries in row i are zero. If C has a column containing a single entry of −1, then by Theorem 8 we are done.
Otherwise, every column of C contains two entries of−1.
Let C∗ be the matrix obtained from C by replacing the following four entries in row i: Ci,li ← 0, Ci,ri ← 0,
Ci,l∗i ← −1, Ci,r∗i ← −1. Therefore, C∗ is also a balancing matrix of S but uses the second balancing pair for ei. Since{eli , eri} ∩ {el∗i , er∗i } = ∅, columns li and ri of C∗ both contain a single entry of−1. Then by Theorem 8 we are done. 
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3. Questions for further research
(1) Can the lower bound be further improved?
(2) Are there infinitelymany primes for which α(p) < log2 p+2? ANO answerwouldmean that for all large enough primes
p, α(p) > log2 p+ 2.
(3) Is a minimal (a smallest) balanced set S with m elements unique up to translation and scaling (aS + b mod p, with
a, b ∈ Zp, a ≠ 0)?
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