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	 Batra and Casas (1976) (hereinafter BC) published an article on functional relations in 
a three-factor, two-good neoclassical model (or 3 x 2 model). The authors claimed that ‘a 
strong Rybczynski result’ arises if we use Thompson’s (1985) terminology. According to 
Suzuki (1983, p. 141), BC contended in Theorem 6 (p. 34) that ‘if commodity 1 is relatively 
capital intensive and commodity 2 is relatively labor intensive, an increase in the supply of 
labor increases the output of commodity 2 and reduces the output of commodity 1. [Moreover, 
an increase in the supply of capital increases the output of commodity 1 and reduces the out-
put of commodity 2.]’ 1）  This is what a strong Rybczynski result implies. A strong Rybczynski 
result is a loose concept, as we show later, and it includes three Rybczynski sign patterns, 
which express the factor endowment–commodity output relationships.
 Suzuki (1983) contended that this could not be the case under the assumption of ‘perfect 
complementarity.’ He used the Allen partial elasticities of substitution (hereinafter AES) for 
his analysis. Jones and Easton (1983) (hereinafter JE) mainly analyzed the commodity price–
factor price relationship. This relationship is the dual counterpart in the factor endowment–
commodity output relationship. On this duality, see JE (p. 67); see also BC (p. 36, eqs. (31)-
(33)). In section 4 (pp. 77-81), JE showed six patterns of the commodity price–factor price 
relationship using a diagrammatic technique.2）Apparently, a strong Rybczynski result does 
not hold for some relationships that JE showed. JE (p. 75) deﬁned ‘economy-wide substitu-
tion’ (hereinafter EWS) for their analysis. Using EWS, JE showed some sufﬁcient conditions 
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for the commodity price–factor price relationship to hold in subsection 5.2 (pp. 86-92). JE 
suggested that ‘the factor-intensity ranking’ and EWS are important for their analysis (see p. 
67 and 96). Thompson (1985) also tried to show some sufﬁcient conditions for a strong Ryb-
czynski result to hold (or not to hold). He used the concept of ‘aggregate substitution.’ Aggre-
gate substitution is related with EWS as shown in eq. (A16).
 In summary, these three articles tried to disprove BC’s claim of ‘a strong Rybczynski result’ 
and tried to show sufﬁcient conditions for that result to hold (or not to hold). However, Su-
zuki (1983)’s proof is not plausible (see Nakada (2015a)).3）  JE’s analysis is somewhat com-
plicated. Particularly, JE’s proof in subsections 5.2.4 and 5.2.5 (p. 90-2) using ‘perfect com-
plementarity’, deﬁned by the authors themselves, is implausible (see Nakada (2015b) and eq. 
(A18)).4）  Thompson’s analysis is questionable. In the Appendix (p. 66-70), Teramachi (1993) 
commented that the analysis in Thompson (1985) was not plausible. Before Thompson (1985), 
it was meaningful to disprove the results derived by BC; however, since Thompson (1985), 
the signiﬁcance of disproving the results seems to have decreased. 
 On the other hand, Takayama (1982, p. 13-21) analyzed the factor endowment–commod-
ity output relationship and its dual counterpart in the 3 x 2 model in his survey article. Ac-
cording to Takayama, if ‘extreme factors’ are ‘aggregate complements’ (for this definition, 
see Takayama, (1982, p. 18)), we derive the result that is equivalent to ‘a strong Rybczynski 
result.’ 5） 
 The following questions arise.
(i) Can we do a more detailed analysis on a sufﬁcient condition for each Rybczynski sign
  pattern to hold? If so, how can we do it?
(ii) What results can we derive otherwise?
 After Thompson (1985), what studies have been conducted on the 3 x 2 model? We ex-
plain the articles that address the factor endowment-commodity output relationship and/or its 
dual-counterpart, the commodity price-factor price relationship.
 We have classiﬁed the articles after Thompson (1985) as follows. 6） 
(i) Studies that assume the functional form of production functions; for example, Thompson
  (1995).
(ii)  Studies that make another assumption concerning production functions (e.g., normal 
property, separability). See, for example, Suzuki (1985), Suzuki (1987, Chapter 2), and 
Bliss (2003).
(iii)  Studies that modify one of the basic assumptions; for example, Ide (2009).
(iv)  Other studies, for example, Teramachi (1993, 1995, 2015) and Easton (2008). 
(v)  Studies that analyzed a somewhat different aspect or the commodity price-relative factor 
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price relationship. For example, Ban (2007a), Ban (2008), and Ban (2011). See also Ban 
(2007b). Ban assumed that production functions were of the two-level CES type.
 In summary, some of these studies after Thompson (1985) are more complex. I am uncer-
tain whether all of these studies have plausible results. Some papers apply the models before 
the basic functions of the model are understood. The analyses in some articles differ signiﬁ-
cantly from others, and it is not easy to make a comparison. Some studies such as Bliss (2003) 
did not present the process of computation. Some results are implausible. For example, 
Easton (2008) tried to extend the concept of ‘perfect complementarity’ deﬁned by JE, which 
does not hold, as the author showed in the Appendix A (see eq. (A18)). Therefore, it seems 
questionable to extend that concept further as in Easton (2008). Teramachi (1993, 2015) as-
sumed that, for example, extreme factors are perfect complements, as JE assumed. However, 
that is implausible, as I stated earlier. 7） 
 At least, concerning a sufﬁcient condition for each Rybczynski sign pattern to hold in the 3 
x 2 model of BC’s original type, other studies are far from systematic. That is, no other stud-
ies derived all the conditions in a one-to-one correspondence. The purpose of this article is 
to derive such a condition in a systematic manner. Notably, we deﬁne the EWS-ratio vector 
based on the EWS, 8）  and we use this and the Hadamard product of matrices for the analysis. 
The EWS-ratio is the relative magnitude of EWS compared to another EWS. In this article, 
we conclude that the position of the EWS-ratio vector determines the Rybczynski sign pat-
tern. Using this relationship, we derive a sufﬁcient condition for a strong Rybczynski result 
to hold (or not to hold). 
 Can we estimate the position of the EWS-ratio vector? Nakada (2016a) proves that we can 
estimate it if we have appropriate data. This article provides a basis for further applications. 
For example, it is useful for estimating the Rybczynski sign pattern in some countries, and it 
will contribute to international economics and energy economics.9） 
 Section 2 of this study explains the model. In subsection 2.1, we explain the basic structure 
of the model. We make a system of linear equations using a 5 x 5 matrix.10）  In subsection 
2.2, we assume factor-intensity ranking.11）  In subsection 2.3, we deﬁne the EWS-ratio vec-
tor based on EWS for the analysis. We derive the important relationship among EWS-ratios 
and draw the EWS-ratio vector boundary in the ﬁgure, which is useful for our analysis. In 
subsection 2.4, we derive the solutions of a system of linear equations. In subsection 2.5, we 
develop a Rybczynski matrix and transform its component using EWS-ratios. In subsection 
2.6, we draw the border line for a Rybczynski sign pattern to change in the ﬁgure, which we 
call line ij. Line ij divides the region of the EWS-ratio vector into 12 subregions. In subsec-
tion 2.7, we analyze Rybczynski sign patterns using the Hadamard product of matrices and 
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derive a sufﬁcient condition for each Rybczynski sign pattern to hold and, next, derive a suf-
ﬁcient condition for a strong Rybczynski result to hold (or not to hold). In subsection 2.8, we 
analyze Stolper-Samuelson sign patterns, which express the commodity price–factor price 
relationships. In section 3, we show some applications of these results. Section 4 presents the 
conclusion, and the Appendix A derives the important relationship among EWSs. The Ap-
pendix B shows that the determinant of the coefﬁcient matrix of a system of linear equations, 
is negative.
 The studies after Thompson (1985) are as follows. 
(i)  Thompson (1995) assumed that production functions were of the trans-log type, and 
estimated the values of parameters in the United States using econometrics. Based on 
these parameter values, he computed ‘the aggregate elasticities’ (equivalent to EWS). 
This is an application.12）  Next, Thompson assumed that production functions were of the 
Cobb-Douglas and CES types. Additionally, he assumed ‘strong degrees of complemen-
tarity.’ This is a simulation.
(ii)  Suzuki (1985) assumed ‘normal property’ of the factor of production. In Suzuki (1987, 
Chapter 2, p. 27-36), the author assumed that production functions were separable (p. 
32). Bliss (2003) assumed that only one sector had a speciﬁc factor. He assumed sepa-
rability and non-separability in production functions. Bliss (2003) assumed that capital 
and land were ‘Hicksian complements’ in agriculture (p. 274) and attempted to explain 
the wage movement in British economic history. This is a type of application. 
(iii)  Ide (2009) modiﬁed one of the model’s basic assumptions and assumed the model with 
increasing returns to scale technology. He assumed that extreme factors were ‘aggregate 
complements.’ This is a theoretical study.
(iv)  Teramachi (1993) analyzed the commodity price–factor price relationships in elastic-
ity terms. Teramachi (2015, Chapter 3) published most of this article as a chapter in 
his book.13）  See also Teramachi (1995). Easton (2008) analyzed whether the extent of 
substitutability and complementarity affected the commodity price-factor price relation-
ships. He reconsidered the analysis in JE (1983). 
(v)  Ban (2007a) attempted to analyze how commodity prices affected relative factor prices, 
for example, the skilled labor wage over unskilled labor wage. The author described the 
effects when she changed ‘the cost share pattern’ (or the factor-intensity ranking in our 
expression). She assumed that production functions were of the two-level CES type. In 
her model, the three factors are skilled labor, capital, and unskilled labor. She assumed 
that skilled labor and capital could be ‘[Allen-] complements’ in each sector, and she 
computed the values of AES theoretically. However, her analysis is somewhat compli-
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cated, and her results are not clear. She showed some deﬁnite results. This is a theoreti-
cal study. Ban (2008, p. 4, Table 1) showed a table classifying the results in Ban (2007a) 
by factor-intensity ranking and factor-intensity ranking for the middle factor.14）  She clas-
siﬁed the countries in the world into 14 regions in total and computed the input-output 
coefﬁcient for each area using the GTAP version 6 database to derive factor-intensity 
ranking. However, Ban (2008) did not show the factor-intensity ranking for the middle 
factor.15）  Additionally, she assumed 10 types of values for ‘the elasticities of substitution’ 
(equivalent to EWS) to simulate how commodity prices affect the relative factor prices. 
This is an application. Ban (2011, chapter 4, p. 87-109) summarized the results of Ban 
(2007a) and Ban (2008) and modiﬁed the studies. For her results, see Ban (2011, p. 96-
7, Table 4-1). See also Ban (2007b). In summary, in all her studies, Ban assumed that 
production functions are of the two-level CES type. Therefore, I am uncertain whether 
the results hold in general. 
2. Model
2.1. Basic structure of the model
 We assume similarly to BC (p. 22-3). That is, we assume as follows. Products and factor 
markets are perfectly competitive. The supply of all factors is perfectly inelastic. Production 
functions are homogeneous of degree one and strictly quasi-concave. All factors are not spe-
ciﬁc and perfectly mobile between sectors, and factor prices are perfectly ﬂexible. These two 
assumptions ensure the full employment of all resources. The country is small and faces ex-
ogenously given world prices, or the movement in the price of a commodity is exogenously 
determined. The movements in factor endowments are exogenously determined.
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Because aij is homogeneous of degree zero in all input prices, we have
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 ij is homogeneous of degree z ro in all input prices, w  have 
0,  ,  ,  ,  1,  2.ij ijh h h hj h i T K L jH T V6  6                                 (12) 




ij h h ha wH 6                                                      (13) 
Substituting eq. (13) in (4), we derive 
  1 1* *  * *  *,   ,  ( ,  .)
ij
ijj h h h ij j h ih h j ij j iw X g w X V i T K LO H O O6 6   6 6         (14) 
where 
 , ,  ,  ,  .
ij
ih j ij hg i h T K LHO 6                                             (15) 
This is the EWS (or the economy-wide substitution) between factors i and h defined by JE (p. 75). ihg  is the 
aggregate of ij hH . JE (p. 75) stated, ‘Clearly, the substitution terms in the two industries are always averaged 
together. With this in mind, we define the term ikV to denote the economy-wide substitution towards or away 
from the use of factor i when the kth factor becomes more expensive under the assumption that each industry's 
output is kept constant.’ 
We can easily show that 
  , ,  ,  0ihhg i T K L6   ,                                                 (16) 
 ( / ) ,  ,  , ,  ih h i hig g i h T K LT T  ,                                          (17) 
where iT  and jT  are, respectively, the share of factor i , , ,i T K L , and good j , 1,2j   in national income. 
That is, /j j jp X IT  , /i i iwV IT  , where j j jI p X 6 = ii iw V6 . See BC (p. 25, eq. (16)). Hence, we obtain 
( / )ij j i ijO T T T  (see JE (p. 72, n. 9)). Note that 1,j jT6  1i iT6  . ihg  is not symmetric. Specifically, 
,  ih hig g i hz z  in general. On eq. (17), see also JE (p. 85).  
From (9), (11), and (15), we can show that 
 0iig  .            (18) 
From eqs (16) and (18), we derive 
 0KT KL KKg g g  ! , 0TK TL TTg g g   ! , 0.LK LT LLg g g   !      (19) 
 (12)
( ) to (12) are lent to th  expressions in BC (p. 24, n.6). See also JE (p. 74, eqs 
(12)-(13)). From these, we derive
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(15)
  t e S (or the economy-wide subs tution) between factors i and h deﬁned by JE 
(p. 75). gih is the aggregate of f
ij
h. JE (p. 75) stated, ‘Clearly, the substitution terms in the two 
industries are always averaged ogether. With this in mind, we deﬁne the term
34 
 
This equation sh ws that JE’s proof is impossible. Next, we show the disproof of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume that the two extreme factors 
[factors 1 and 2] re perfect complements in the sense that any factor price c nge does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replac  ki  with ihg , this implies 
that  
 ,  ,  ,    ,  , .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g      (A18) 
In other words, the authors found that the set of three equations holds for EWS under the assumption of ‘perfect 
complementarity.’ Next, the authors used this set to prove how commodity prices affect factor prices.  
If we compare eq. (A18) with eq. (A17), we find that the latter is not consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impossible. Specifically, the authors fails to explain 
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perf ct complement of the middle factor (f ctor 3). The authors s ate that they derive 1 13 2  . In 
the authors’ c ntext, this implies  3 2 ,    1, 2,  3
k k k   . We can prove in a si ilar fashion ha  this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is the determinant of matr x A, the coefficient matrix of a system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
However, BC’s method requires some technique. We show the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  



























        (B1) 
Sum columns 1 and 2 in column 3, and subtract row 2 from row 1. We have 
i
k to denote 
the economy-wide substitution towards or away from the use of factor i when the k th factor 
becomes more expensive under the assumption that each industry's output is kept constant.’
 We can easily show that
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 (17)
where θi  θj are, respectively, the share of fact  i , i= ,L and good j, j=1,2 in national 
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This is, ‘the factor-intensity ranking’ (see JE (p. 69), see also BC (p. 26-7), Suzuki (1983, p. 142)). This implies 
that sector 1 is relatively land-intensive, and sector 2 is relatively capital-intensive, labor is the middle factor, and 
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2.3. EWS-ratio vector boundary
 In this section, we derive the important relationship between EWS-ratios, and we draw the 
EWS-ratio vector boundary in the ﬁgure. This is useful for our analysis.
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which expresses the rectangular hyperbola. We call this the equation for the EWS-ratio vec-
tor boundary. It passes on the origin of O (0, 0). The asymptotic lines are S ’=-1, U ’=-θL/θK. 
We can draw this boundary in the ﬁgure (see Fig. 1). S ’ is written along the horizontal axis 
and U ’ along the vertical axis. The EWS-ratio vector boundary demarcates the boundary of 
the region for the EWS-ratio vector. This implies that the EWS-ratio vector is not so arbi-
trary, but exists within these bounds. 
 Note that: 








                                                  
1 BC have derived a conclusion (p. 34) that an increase in the supply of one factor, at constant commodity prices, 
will increase the output of the commodity using the expanding factor relatively intensively and reduce the output of 
the other commodity.  
2 The authors did not show these results using the sign pattern as shown in this article, but using the ranking form 








Fig. 1 Illustration of the EWS-ratio vector boundary and line-ij
(border line for a Rybczynski sign pattern to  change)






















Fig. 1 Illustration of the EWS-ratio vector boundary and line-ij 
(border line for a Rybczynski sign pattern to  change)
Note: S ' =S/T = gLK gLT, U'=U/ = gKT/gLT. 
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　　　EWS-ratio vector boundary, if T > 0,
　　　 The EWS-ratio vector exists in the lower-left region of the EWS-ratio
　　　vector boundary if T < 0. (42) 
The sign pattern of the EWS-ratio vector is, in each quadrant (on this, see also eq. (20)): 
 　　quad.   I: (S ’, U ’) = (+,+) ↔  (S , T, U ) =  (+, +, +); 
 　　quad.  II: (S ’, U ’) = (-,+) ↔  (S , T, U ) =  (-, +, +);
 　　quad. III: (S ’, U ’) = (-,-)↔  (S , T, U ) =  (+, -, +);
 　　quad. IV: (S ’, U ’) = (+,-) ↔  (S , T, U ) =  (+, +, -). (43)
Hence, one of the EWS can be negative at most. Note that 
 　　T > 0, if (S ’, U ’) exists in quadrant I, II, or IV, 
 　　T < 0, if (S ’, U ’) exists in quadrant III, (44)
where we recall eqs (37) and (40), that is, 
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2.4.	Solution
 Using Cramer’s rule to solve (21) for X2*, we derive
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∆ is the determinant of matrix A. We can show that ∆ < 0. On this, see Appendix B. Replacing column 5 of matrix 
A with column vector P, we derive matrix A5. ∆5 is the determinant of matrix A5. Sum columns 1 and 2 in column 3, 
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From eqs (46) and (47), we have 
 52*X
' '  =
  2 2 2 21 ) * *( ) * ]1 [ ( P T K LT K LP C C C CV V V    ' .         (49) 
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where we may recall eq. (26), that is, (A, B, E)=(θT1-θT2, θK1-θK2, θL1-θL2).Express the above 
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Replacing column 4 of matrix A with column vector P, we derive the matrix A4. ∆4 is the determinant of matrix A4. 
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2.5. Rybczynski matrix  
From the above, the Rybczynski matrix > @*/ *j iX V (to use Thompson’s terminology (1985, p. 619)) in elasticity 
terms is:  
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ª ºª º  « »« » '¬ ¼ ¬ ¼
.     (56) 
Express in general:  
  (1/ ) 1 ,  ,  ,  ,  1,  2*/ * .i j ijj i C i T K LX V j '                            (57) 
Substitute 1, 2, 3 instead of T, K, L, respectively, when we compute (-1)i+j. Sign patterns are of interest. We can 
show that 1*/ *LX V  and 2*/ *LX V  are, respectively, equivalent to eq. (26) and (27) in BC (p. 32). BC only 
obtained these two equations. BC’s method of derivation is somewhat complicated. The method shown here is 
simpler. 
Using Saruss’s rule to expand (48) and (52), we derive 
 CT1 = A 2LKKg O +B 2 TK LgO -(A 2KLKg O +BgKT 2LO ), 
 CK1 = AgTK 2LO +B 2TO gLT -(A 2TLKg O +BgTT 2LO ), 
 CL1 = AgTK 2KO +B 2TO gKT -(A 2TKKg O +BgTT 2KO ); 
 CT2 = A KKg 1LO +B 1KO LTg -(A LKg 1KO +BgKTO L1), 
 CK2 = AgTK 1LO +B 1TO gLT -(A LKg 1TO +BgTT 1LO ), 
 CL2 = AgTK 1KO +B 1TO gKT -(A KKg 1TO +BgTT 1KO ).                          (58) 
Recall eq. (19), that is,    KK KT KLg g g    and    TT TK TLg g g   . Substitute these equations into eq. 
(58) to eliminate gKK, and gTT. Next, recall eq. (17), that is, ( / )ih h i hig gT T . Use this equation to eliminate 
,  ,KL TLg g  and TKg . Recall eq. (37), that is,    ,  ,  , ,LK LT KTS T U g g g . Using these symbols for ease of 
notation, transform eq. (58): 
 (55)
2.5. Rybczynski matrix 
 From the above, the Rybczynski matrix [Xj*/Vi*](to use Thompson’s terminology (1985, p. 
619)) in elasticity terms is: 
 (56)
Express in general: 
15 
 
1 1 1 1 1
1* ( ) * *( ) *[ ].P T T K K L LX P C V C V C V C     '                     (55) 
 
2.5. Rybczynski matrix  
From the above, the Rybczynski matrix > @*/ *j iX V (to use Thompson’s terminology (1985, p. 619)) in elasticity 
terms is:  




* / * * / * */ * 1*/ *
*/ * */ * */ *





X V X V X V
X V





ª ºª º  « »« » '¬ ¼ ¬ ¼
.     (56) 
Expres neral:  
  (1/ ) 1 ,  ,  ,  ,  1,  2*/ * .i j ijj i C i T K LX V j '                            (57) 
Substitute 1, 2, 3 instead of T, K, L, respectively, when we compute (-1)i+j. Sign patterns are of interest. We can 
show that 1*/ *LX V  and 2*/ *LX V  are, respectively, equivalent to eq. (26) and (27) in BC (p. 32). BC only 
obtained these two equations. BC’s method of derivation is somewhat complicated. The method shown here is 
simpler. 
Using Saruss’s rule to expand (48) and (52), we derive 
 CT1 = A 2LKKg O +B 2 TK LgO -(A 2KLKg O +BgKT 2LO ), 
 CK1 = AgTK 2LO +B 2TO gLT -(A 2TLKg O +BgTT 2LO ), 
 CL1 = AgTK 2KO +B 2TO gKT -(A 2TKKg O +BgTT 2KO ); 
 CT2 = A KKg 1LO +B 1KO LTg -(A LKg 1KO +BgKTO L1), 
 CK2 = AgTK 1LO +B 1TO gLT -(A LKg 1TO +BgTT 1LO ), 
 CL2 = AgTK 1KO +B 1TO gKT -(A KKg 1TO +BgTT 1KO ).                          (58) 
Recall eq. (19), that is,    KK KT KLg g g    and    TT TK TLg g g   . Substitute these equations into eq. 
(58) to eliminate gKK, and gTT. Next, recall eq. (17), that is, ( / )ih h i hig gT T . Use this equation to eliminate 
,  ,KL TLg g  and TKg . Recall eq. (37), that is,    ,  ,  , ,LK LT KTS T U g g g . Using these symbols for ease of 
notation, transform eq. (58): 
 (57)
Substit   stead of T, K, L, respectively, when we compute (-1)i+j. Sign patte ns are 
of interest. We can show that X1*/VL*and X2*/VL*  are, respectively, equivalent to eqs. (26) 
and (27) in BC (p. 32). BC only obtained these two equations. BC’s method of derivation is 
somewhat complicated. The method shown here is simpler.





 1 1 1 1 1
1* ( ) * *( ) *[ ].P T T K K L LX P C V C V C V C     '                     (55) 
 
2.5. Rybczynski matrix  
From the above, the Rybczynski matrix > @*/ *j iX V (to use Thompson’s terminology (1985, p. 619)) in elasticity 
terms is:  




* / * * / * */ * 1*/ *
*/ * */ * */ *





X V X V X V
X V





ª ºª º  « »« » '¬ ¼ ¬ ¼
.     (56) 
Express in general:  
  (1/ ) 1 ,  ,  ,  ,  1,  2*/ * .i j ijj i C i T K LX V j '                            (57) 
Substitute 1, 2, 3 instead of T, K, L, respectively, when we compute (-1)i+j. Sign patterns are of interest. We can 
show that 1*/ *LX V  and 2*/ *LX V  are, respectively, equivalent to eq. (26) and (27) in BC (p. 32). BC only 
obtained these two equations. BC’s method of derivation is somewhat complicated. The method shown here is 
simpler. 
Using Saruss’s rule to expand (48) and (52), we derive 
 CT1 = A 2LKKg O +B 2 TK LgO -(A 2KLKg O +BgKT 2LO ), 
 CK1 = AgTK 2LO +B 2TO gLT -(A 2TLKg O +BgTT 2LO ), 
 CL1 = AgTK 2KO +B 2TO gKT -(A 2TKKg O +BgTT 2KO ); 
 CT2 = A KKg 1LO +B 1KO LTg -(A LKg 1KO +BgKTO L1), 
 CK2 = AgTK 1LO +B 1TO gLT -(A LKg 1TO +BgTT 1LO ), 
 CL2 = AgTK 1KO +B 1TO gKT -(A KKg 1TO +BgTT 1KO ).                          (58) 
Recall eq. (19), that is,    KK KT KLg g g    and    TT TK TLg g g   . Substitute these equations into eq. 
(58) to eliminate gKK, and gTT. Next, recall eq. (17), that is, ( / )ih h i hig gT T . Use this equation to eliminate 
,  ,KL TLg g  and TKg . Recall eq. (37), that is,    ,  ,  , ,LK LT KTS T U g g g . Using these symbols for ease of 
notation, transform eq. (58): 
 (58)
Recall eq. (19), that is, gKK=-(gKT＋gKL) and gTT=-(gTK＋gTL). Substitute these equations 
into eq. (58) to eliminate gKK, and gTT. Next, recall eq. (17), that is,
15 
 
 1 1 1 1 1
1* ( ) * *( ) *[ ].P T T K K L LX P C V C V C V C     '                     (55) 
 
2.5. Rybczynski matrix  
From the above, the Rybczynski matrix > @*/ *j iX V (to use Thompson’s terminology (1985, p. 619)) in elasticity 
terms is:  




* / * * / * */ * 1*/ *
*/ * */ * */ *





X V X V X V
X V





ª ºª º  « »« » '¬ ¼ ¬ ¼
.     (56) 
Express in general:  
  (1/ ) 1 ,  ,  ,  ,  1,  2*/ * .i j ijj i C i T K LX V j '                            (57) 
Substitute 1, 2, 3 instead of T, K, L, respectively, when we compute (-1)i+j. Sign patterns are of interest. We can 
show that 1*/ *LX V  and 2*/ *LX V  are, respectively, equivalent to eq. (26) and (27) in BC (p. 32). BC only 
obtained these two equations. BC’s method of derivation is somewhat complicated. The method shown here is 
simpler. 
Using Saruss’s rule to expand (48) and (52), we derive 
 CT1 = A 2LKKg O +B 2 TK LgO -(A 2KLKg O +BgKT 2LO ), 
 CK1 = AgTK 2LO +B 2TO gLT -(A 2TLKg O +BgTT 2LO ), 
 CL1 = AgTK 2KO +B 2TO gKT -(A 2TKKg O +BgTT 2KO ); 
 CT2 = A KKg 1LO +B 1KO LTg -(A LKg 1KO +BgKTO L1), 
 CK2 = AgTK 1LO +B 1TO gLT -(A LKg 1TO +BgTT 1LO ), 
 CL2 = AgTK 1KO +B 1TO gKT -(A KKg 1TO +BgTT 1KO ).                          (58) 
Recall eq. (19), that is,    KK KT KLg g g    and    TT TK TLg g g   . Substitute these equations into eq. 
(58) to eli inate gK , and gTT. ext, recall eq. (17), that is, ( / )ih h i hig gT T . Use this equation to eliminate 
,  ,KL TLg g  and TKg . Recall eq. (37), that is,    ,  ,  , ,LK LT KTS T U g g g . Using these symbols for ease of 
notation, transform eq. (58): 
. se this 
equation to eliminate gKL, gTL, and gTK. Recall eq. (37), that is,(S , T, U ) =(gLK, gLT, gKT). Us-
ing these symbols for ease of notation, transform eq. (58):
16 
 
 CT1 = E 2LO U -A 2
K
T
T (1- 2TT )S +BO K2 T, 








T (1- 2KT )T, 












T 2KO T; 
 CT2 = EO L1 U -A 1
K
T
T (1- 1TT )S+B 1KO T, 








T (1- 1KT )T, 
 CL2 =
1






E U A S B TT T TTT T TO O    ,                         (59) 
where we recall eq. (31), that is, ( )E A B   . Cij is a linear function in S, T, and U. Recall eq. (40), that is,
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2.6. Drawi  the bo der line for a Rybczynski sign pattern to change
 From eqs (57), (64), and (62), we derive
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T (1- 1LT ) ), for ij = L2.           (63) 
'ijC  is a linear function in S’ and U’. Express in general:  
  , , , , 1’ ,2.ij ij ij i T K L jC E T C                                          (64) 
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From eq. (65), we derive 
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 1' [ ' ] , , , , 1,' 2.ij ij ijijf SU A S B E i T K L jl                            (66) 
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T (1- 1LT ) ), for ij = L2.           (63) 
'ijC  is a linear function in S’ and U’. Express in general:  
  , , , , 1’ ,2.ij ij ij i T K L jC E T C                                          (64) 
 
2.6. Drawing the border line for a Rybczynski sign pattern to change 
From eqs (57), (64), and (62), we derive 
 1 1 1*/ * ( 1) ( 1) ( 1 ’ [ ’) ' ]ij ij iji j i j i j ii jj ijX V C E T C T SUE f       ' ' ' .   (65) 
From eq. (65), we derive 
 */ * 0 0 ' 0j i ij ijX V C C l  l    
   1' [ ' ] , , , , 1,' 2.ij ij ijijf SU A S B E i T K L jl                            (66)    (66)
This equation expresses the straight line in two dimensions. We call it the equation for line 
ij, which expresses the border line for a Rybczynski sign pattern to change. The gradient and 
intercept of line ij are, respectively, AijEij
-1 and BijEij
-1.
 Using eqs (66) and (41), make a system of equations:
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This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
bord r line for a Rybczynski sign pattern to change. The gradient and intercept of line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), make a system of equations: 









T   .                                                     (68) 
From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector boundary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  






U TT                                                 (70) 
We call six intersection points other than point Q, the point , , , , 1,2ij i T K jR L  . The Cartesian coordinates of 
these points are, for line-T1, K1, L1; T2, K2, L2, respectively: 







































































T ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    ,  ,  A B E     . Substituting this in eq. (70), we 
derive the sign pattern of point Q, that is, 
     ’,  ’   ,  .sign S U                                                 (72) 
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Fro  these, e obtain a quadratic equation in S’ for each i, j. Solve this to derive t o solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and E S-ratio vector boundary. The solutions are, 
































S TT .                       (69) 
In su ary, there are seven intersection points. Each line ij passes through the sa e point, hich e call point . 
The artesian coordinates of point  are  
   ( )’,  ’  , .L
K
S TT                                                 (70) 
e call six intersection points other than point , the point , , , , 1,2ij i j . The artesian coordinates of 
these points are, for line-T1, 1, L1; T2, 2, L2, respectively: 
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).              (71) 
Fro  eqs (23) and (24), e derive eq. (32), that is,     ,  ,    ,  ,  . Substituting this in eq. (70), e 
derive the sign pattern of point , that is, 
     ’,  ’   ,  .sign S                                              (72) 
This i plies that point  belongs to quadrant III. 
 (68)
Fro  t ,  tain a quadratic equation in S ’ for each i, j. Solve this to d rive two s lu-
tions. Each solution denotes the S ’ coordinate value of the intersection point of line ij and 
EWS-ratio vector boundary. The solutions are, for line-T1, K1, L1; T2, K2, L2, respectively: 
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This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
border line for a Rybczynski sign pattern to change. The gradient and intercept of line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), make a system of equations: 
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From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector boundary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  
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We call six intersection points other than point Q, the point , , , , 1,2ij i T K jR L  . The Cartesian coordinates of 
these points are, for line-T1, K1, L1; T2, K2, L2, respectively: 







































































T ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    ,  ,  A B E     . Substituting this in eq. (70), we 
derive the sign pattern of point Q, that is, 
     ’,  ’   ,  .sign S U                                                 (72) 
This implies that point Q belongs to quadrant III. 
   (69)
In su ere are seven intersection points. Each line ij passes through the same point, 
which we call point Q. The Cartesian co rdinates of point Q are 
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This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
border line for a Rybczynski sign pattern to change. The gradient and intercept of line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), make a system of equations: 
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From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector boundary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  
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We call six intersection points other than point Q, the point , , , , 1,2ij i T K jR L  . The Cartesian coordinates of 
these points are, fo  line-T1, K1, L1; T2, K2, L2, respectively: 







































































T ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    ,  ,  A B E     . Substituting this in eq. (70), we 
derive the sign pattern of point Q, that is, 
     ’,  ’   ,  .sign S U                                                (72) 
This implies that point Q belongs to quadrant III. 
 (70)
We call six intersection points other than point Q, the point
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This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
border line for a Rybczynski sign pattern to change. The gradient and intercept of line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), mak  a system of equations: 
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From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector boundary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  
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We call six intersection points other than point t e point , , , , 1,2ij i T K jR L . The Cartesian coordinates of 
these points are, for line-T1, K1, L1; T2, K2, L2, respectively: 



































































KT ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    , ,A B E     . Substituting this in eq. (70), we 
derive the sign pattern of point Q, that is, 
     ’,  ’   ,  .sign S U                                                 (72) 
This implies that point Q belongs to quadrant III. 
  Car-





This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
border line for a Rybczynski sign pattern to change. The gradient and intercept of line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), make a system of equations: 
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From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector boundary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  






U TT                                                 (70) 
We call six intersection points other than point Q, the point , , , , 1,2ij i T K jR L  . The Cartesian coordinates of 
these points are, for line-T1, K1, L1; T2, K2, L2, respectively: 







































































T ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    ,  ,  A B E     . Substituting this in eq. (70), we 
derive the sign pattern of point Q, that is, 
     ’,  ’   ,  .sign S U                                                 (72) 
This implies that point Q belongs to quadrant III. 
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This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
border line for a Rybczynski sign pattern to change. The gradient and intercept of line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), make a system of equations: 









T   .                                                     (68) 
From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector boundary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  






U TT                                                 (70) 
We call six intersection points other than point Q, the point , , , , 1,2ij i T K jR L  . The Cartesian coordinates of 
these points are, for line-T1, K1, L1; T2, K2, L2, respectively: 







































































T ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    ,  ,  A B E     . Substituting this in eq. (70), we 
derive the sign pattern of point Q, that is, 
     ’,  ’   ,  .sign S U                                                 (72) 
This implies that point Q belongs to quadrant III. 
 
(71)
From eqs (23) and (24), we derive eq. (32), that is, ( A, B, E )= (+, -, +). Substituting this in 
eq. (70), we derive the sign pattern of point Q, that is,
18 
 
This equation expresses the straight line in two dimensions. We call it the equation for line ij, which expresses the 
border line for a Rybczynski sign pattern t  change. The gradient and intercept o  line ij are, respectively, 1ij ijA E   
and 1ij ijB E  . 
Using eqs (66) and (41), make a system of equations: 
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From these, we obtain a quadratic equation in S’ for each i, j. Solve this to derive two solutions. Each solution 
denotes the S’ coordinate value of the intersection point of line ij and EWS-ratio vector b undary. The solutions are, 














































S TT .                       (69) 
In summary, there are seven intersection points. Each line ij passes through the same point, which we call point Q. 
The Cartesian coordinates of point Q are  






U TT                                                 (70) 
We call six intersection points other than point Q, the point , , , , 1,2ij i T K jR L  . The Cartesian coordinates of 
these points are, for line-T1, K1, L1; T2, K2, L2, respectively: 







































































T ).              (71) 
From eqs (23) and (24), we derive eq. (32), that is,     ,  ,    ,  ,  A B E     . Substituting this in eq. (70), we 
derive the sig  pattern of point Q, that is,
     ’,  ’  ,  .sign S U                                                 (72) 
This implies that point Q belongs to quadrant III. 
 (72)
This implies that point Q belongs to quadrant III.
 The sign pat erns of point Rij a e, respectively,
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 T e sign patterns of point Rij are, respect  
               ’,  ’   ,  ,  ,  ,  ,  ;  ,  ,  ,  ,  ,  .sign S U                 (73) 
Hence, point RT1 and RT2 are in quadrant II; point RK1 and RK2 are in quadrant III; and point RL1 and RL2 are in 
quadrant IV. 
Next, we investigate the relative position of point Rij and Q. From eq. (23), we can prove for S’ values of point RK1 
and RK2:  
 2 1
2 1




    .                                               (74) 
Equation (74) explains the relative position of the two points (RK1 and RK2). Similarly, from eq. (23), we can prove 
for S’ values of point RT1, RT2, the origin of O, point RL2, and RL1: 
 2 1 1 2
2 1 1 2
0
1 1
K K K K
T T T T
T T T T
T T T T
     .                                     (75) 
Equation (75) explains the relative position of these five points.  









   .                                                      (76) 
The derivation of eq. (76) is as follows. Because we assume (32), that is,     ,  ,    ,  ,  A B E     , we have 
   .A    Hence, (76) reduces 
 
1 1(1 )AK T BT T                                                        (77) 
Recall eq. (31), ( ).B A E    Substitute this in eq. (77) and multiply both sides by (-1). By transforming this, 
we derive 
  
1 1A 0L TET T !                                                         (78) 
Using eq. (23), we can show that   
 . .S.L H of (78) 1 2 2 1
1 1 2 1 2 1
0( ) ( ) L T L TL T T L L T T T T TT T T T T T   !    . 
Thus, we have proved eq. (76). 
From eqs (70)-(76), we can draw point Q and Rij and, hence, line ij in the figure. Each line ij divides the region of 
 
H nce, point RT1 and RT2 are in quadrant II; point RK1 and RK2 are in quadr t III; and point 
RL1 and RL2 are in quadrant IV.
 Next, we investigate the relative position of point Rij and Q. From eq. (23), we can prove 
for S ’ values of point RK1 and RK2: 
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 The sign patterns of point Rij are, respectively, 
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Hence, point RT1 and RT2 are in quadrant II; point RK1 and RK2 are in quadrant III; and point RL1 and RL2 are in 
quadra t IV. 
Next, we investigate the relative position of point Rij and Q. From eq. (23), we can prove for S’ values of point RK1 
and RK2:  
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2 1
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Equation (74) explains the relative position of the two points (RK1 and RK2). Similarly, from eq. (23), we can prove 
for S’ values of point RT1, RT2, the origin of O, point RL2, and RL1: 
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Equation (75) explains the relative position of these five points.  
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The derivation of eq. (76) is as follows. Because we assume (32), that is,     ,  ,    ,  ,  A B E     , we have 
   .A    Hence, (76) reduces 
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Recall eq. (31), ( ).B A E    Substitute this in eq. (77) and multiply both sides by (-1). By transforming this, 
w  derive 
  
1 1A 0L TET T !                                                         (78) 
Using eq. (23), we can show that   
 . .S.L H of (78) 1 2 2 1
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Thus, we have proved eq. (76). 
From eqs (70)-(76), we can draw point Q and Rij and, hence, line ij in the figure. Each line ij divides the region of 
 (74)
Equation (74) explains the relative position of the two points (RK1 and RK2). Similarly, from 
eq. (23), we can prove for S ’ values of point RT1, RT2, the origin of O, point RL2, and RL1:
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 The sign patterns of point Rij are, respectively, 
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Hence, point RT1 and RT2 are in quadrant II; point RK1 and RK2 are in quadrant III; and point RL1 and RL2 are in 
quadrant IV. 
Next, we investigate the relative position of point Rij and Q. From eq. ( 3), we can prove for S’ values of point RK1 
and RK2:  
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Equation (74) explains the relative position of the two points (RK1 and RK2). Similarly, from eq. (23), we can prove 
for S’ values of point RT1, RT2, the origin of O, point RL2, and RL1: 
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Equation (75) explains the relative position of these five points.  
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The derivation of eq. (76) is as follows. Because we assume (32), that is,     ,  ,    ,  ,  A B E     , we have 
   .A    Hence, (76) reduces 
 
1 1(1 )AK T BT T                                                        (77) 
Recall eq. (31), ( ).B A E    Substitute this in eq. (77) and multiply both sides by (-1). By transforming this, 
we derive 
  
1 1A 0L TET T !                                                         (78) 
Using eq. (23), we can show that   
 . .S.L H of (78) 1 2 2 1
1 1 2 1 2 1
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Thus, we have proved eq. (76). 
From eqs (70)-(76), we can draw point Q and Rij and, hence, line ij in the figure. Each line ij divides the region of 
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Equation (75) explains the relative position of these ﬁve points. 
 We can prove for S ’ values of point RK2 and Q:
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Hence, point RT1 and RT2 are in quadrant II; point RK1 and RK2 are in quadrant III; and point RL1 and RL2 are in 
quadrant IV. 
Next, we investigate the relative position of point Rij and Q. From eq. (23), we can prove for S’ values of point RK1 
and RK2:  
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Equation (74) explains the relative position of the two points (RK1 and RK2). Similarly, from eq. (23), we can prove 
for S’ values of point RT1, RT2, the origin of O, point RL2, and RL1: 
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Equation (75) explains the relative position of these five points.  
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The derivation of eq. (76) is as follows. Because we assume (32), that is,     ,  ,    ,  ,  A B E     , we have 
   .A    Hence, (76) reduces 
 
1 1(1 )AK T BT T                                                        (77) 
Recall eq. (31), ( ).B A E   Substitute this in eq. (77) and multiply both sides by (-1). By transforming this, 
we derive 
  
1 1A 0L TET T !                                                         (78) 
Using eq. (23), we can show that   
 . .S.L H of (78) 1 2 2 1
1 1 2 1 2 1
0( ) ( ) L T L TL T T L L T T T T TT T T T T T   !    . 
Thus, we have proved eq. (76). 
From eqs (70)-(76), we can draw point Q and Rij and, hence, line ij in the figure. Each line ij divides the region of 
 (76)
The derivation f q. (76) is as f llows. Bec use we assume (32), that is, ( A, B, E )= (+, -, +), 
we have A = (+). Hence, (76) reduces
 (77)
Recall eq. (31), B= -(A+E) . Substitute this in eq. (77) and multiply both sides by (-1). By 
transforming this, we derive
 (78)





 The sign patterns of point Rij are, respectively, 
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Hence, point RT1 and RT2 are in quadrant II; point RK1 and RK2 are in quadrant III; and point RL1 and RL2 are in 
quadrant IV. 
Next, we investigate the relative position of point Rij and Q. From eq. (23), we can prove for S’ values of point RK1 
and RK2:  
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    .                                               (74) 
Equation (74) explains the relative position of the two points (RK1 and RK2). Similarly, from eq. (23), we can prove 
for S’ values of point RT1, RT2, the origin of O, point RL2, and RL1: 
 2 1 1 2
2 1 1 2
0
1 1
K K K K
T T T T
T T T T
T T T T
     .                                     (75) 
Equation (75) explains the relative position of these five points.  









   .                                                      (76) 
The derivation of eq. (76) is as follows. Because we assume (32), that is,     ,  ,    ,  ,  A B E     , we have 
   .A    Hence, (76) reduces 
 
1 1(1 )AK T BT T                                                        (77) 
Recall eq. (31), ( ).B A E    Substitute this in eq. (77) and multiply both sides by (-1). By transforming this, 
we derive 
  
1 1A 0L TET T !                                                         (78) 
Using eq. (23), we can show that   
 . .S.L H of (78) 1 2 2 1
1 1 2 1 2 1
0( ) ( ) L T L TL T T L L T T T T TT T T T T T   !    . 
Thus, we have proved eq. (76). 
From eqs (70)-(76), we can draw point Q and Rij and, hence, line ij in the figure. Each line ij divides the region of 
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1. 式(A14)の辺り(ベクトル行列はイタリックをトル)： 
Transform エラー! 参照元が見つかりません。: 
 LLs  x Ax ,                                                       ( 1) 






   
    
   
x A .  
2. 式(78) の下の辺り(数式が一部一段下がっているのを修正)： 
Using eq. エラー! 参照元が見つかりません。, we can show that   
 . .S.L H of エ ラ ー ! 参 照 元 が 見 つ か り ま せ ん 。 
1 1 2 1 2 1 1 2 2 1( ) ( ) 0L T T L L T L T L T                .  
3. 式(44)の下の式（うち合わせではイキだが、=の前後に余計なスペースがある。その修正のついでに変
更を希望する。Mathtypeインライン１つを３つに分割した）： 
where we recall eqs エ ラ ー ! 参 照 元 が 見 つ か り ま せ ん 。  and 
エ ラ ー ! 参 照 元 が 見 つ か り ま せ ん 。 , that is,    ’,  ’ / ,  /S U S T U T
 / ,  / ,LK LT KT LTg g g g    (,  ),  , ,KT LK LTS T U g g g . We define (for i ≠ h),  
 
Thus, we have proved eq. (76).
 From eqs (70)-(76), we can draw point Q and Rij and, hence, line ij in the ﬁgure. Each line 
ij divides the region of the EWS-ratio vector into 12 subregions, that is, the subregion P1-5 
(upper-right region) and M1-7 (lower-left region) (see Fig. 1).
2.7.	Rybczynski sign patterns
 Deﬁne the 2 x 3 matrices:
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the EWS-ratio vector into 12 subregions, that is, the subregion P1-5 (upper-right region) and M1-7 (lower-left 
region) (see Fig. 1). 
 
2.7. Rybczynski sign patterns 






ª ºª º « »¬ ¼ ¬ ¼













   














T K L T T
ij
























     
     
1 11 1 1 1
2 22 2 22









T K L K L
f SU U UC C C
U U
f S f S
C
f S f S UC C C f S
  ª ºª ºª º  « »« »¬  ¼   ¬ ¼ ¬ ¼
C . (79) 
Using the Hadamard product of these matrices, we can transform eq. (56): 
  > @ 1*/ *j iX V  ' F C ,                                                  (80) 
where (see eq. (64)) 
 T C E C' .                                                         (81) 
In general, if A = [aij] and B = [bij] are each m x n matrices, their Hadamard product is the matrix of element-wise 
products, that is, [ ]ij ija b A B . For this definition, see, for example, Styan (1973, p. 217-18). Hadamard product 
is known, for example, in the literature of statistics.  
Hence, Rybczynski sign patterns are: 
 > @ 1 1*/ *j isign X V sign sign sign  ' 'F C F C ,                         (82) 
where  
 ( )sign sign T sign sign T  C E C' E C' .                               (83) 
Recall that 0'  (see eq. (46)). Hence, 
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Using the Hadamard product of these matrices, we can transform eq. (56):
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In general, if A = [aij] and B = [bij] are each m x n matrices, their Hadamard product is the 
matrix of element-wise products, at is, 
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Styan (1973, p. 217-18). Hadamard product is known, for example, in the literature of statistics. 
 Hence, Rybczynski sign patterns are:
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region) (see Fig. 1). 
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   /j i  ,                                                  (80) 
here (see eq. (64)) 
 ' .                                                         (81) 
In general, if   [aij] and  [bij] are each x n atrices, their ada ard product is the atrix of ele ent- ise 
products, that is, [ ]ij ija b . For this definition, see, for exa ple, Styan (1973, p. 217-18). ada ard product
is kno n, for exa ple, in the literature of statistics.  
ence, ybczynski sign patterns are: 
  /j isi si si si  ,                         (82) 
here  
 ( )sign sign sign sign' '  .                               (83) 
ecall that (see eq. (46)). ence, 
  si si si                       (84) 
 (83)





the EWS-ratio vector into 12 subregions, that is, the subregion P1-5 (upper-right region) and M1-7 (lower-left 
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Using the Hadamard product of these matrices, we can transform eq. (56): 
  > @ 1*/ *j iX V  ' F C ,                                                  (80) 
where (see eq. (64)) 
 T C E C' .                                                         (81) 
In general, if A = [aij] and B = [bij] are each m x n matrices, their Hadamard product is the matrix of element-wise 
products, that is, [ ]ij ija b A B . For this definition, see, for example, Styan (1973, p. 217-18). Hadamard product 
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Hence, Rybczynski sign patterns are: 
 > @ 1 1*/ *j isign X V sign sign sign  ' 'F C F C ,                         (82) 
where  
 ( )sign sign T sign sign T  C E C' E C' .                               (83) 
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Recall that we assume eq. (32), that is, ( A, B, E )= (+, -, +). Hence, 
21 
 
Recall that we assume eq. (32), that is,    ,  ,    ,  ,  A B E     . Hence,  
 sign
  ª º « »  ¬ ¼
E .                                                 (85) 
In general, if the EWS-ratio vector (S’, U’) exists in the subregion above line ij (resp. below line ij), we derive  
    ’ 0' ' iij jfC U S   ! .    ( ' '. ’ 0)ij ijC Uresp f S     .         (86) 
For example, if the EWS-ratio vector exists in subregion P2, that is, below line T1, T2, L2, and above line L1, K1, 
K2, the sign pattern of matrix C’ is 
 ’ ’  ijsign C




Sign patterns of matrix C’ are, respectively, for each subregion: 
  P1  P2     P3   P4  P5 
  s i g nC'  = 
  ª º
« »  ¬ ¼
  ª º
« »  ¬ ¼
  ª º
« »  ¬ ¼
  ª º
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« »  ¬ ¼
  ª º
« »  ¬ ¼
  ª º
« »  ¬ ¼
(87) 
In summary, the position of the EWS-ratio vector determines the sign pattern of matrix C’.  
Of course, we can state that from eq. (44) and Fig. 1, 
 T > 0, if the EWS-ratio vector exists in any of the subregions P1-P5,  
 T < 0, if the EWS-ratio vector exists in any of the subregions M1-M7.           (88) 
From eqs (87) and (88), the sign patterns of the matrix C’T are, for each subregion: 
  P1  P2     P3   P4  P5 
  s i g nC'  = 
  ª º
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  ª º
« »  ¬ ¼
(89) 
Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7.  
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Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7.  
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For example, if the EW -ratio vector exists in subregion P2, that is, below line T1, T2, L2, and above line L1, K1, 
K2, the sign pattern of matrix C’ is 
 ’ ’  ijsign C
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  P1  P2     P3   P4  P5 
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   
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    
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   
    
   
    
   
    
   
    
   
    
   
    
   
    
(87) 
In summary, the position of the EWS-ratio vector determines the sign pattern of matrix C’.  
Of course, we can state that from eq. (44) and Fig. 1, 
 T > 0, if the EWS-ratio vector exists in any of the subregions P1-P5,  
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   
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    
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    
   
    
   
    
   
    
   
    
   
    
   
    
(89) 
Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7.  
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    
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  
   
    
   
    
  
    
   
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    
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   
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Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7.  
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  
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  
(87) 
In summary, the position of the EWS-ratio vector determines the sign pattern of matrix C’.  
Of course, we can state that from eq. (44) and Fig. 1, 
T > 0, if he EWS-ratio vector exis s in any of the subregions P1-P5,  
 T < 0, if the EWS-ratio vector exists n any of the subregions M1-M7.           (88) 
From eqs (87) and (88), the sign patt rns of the matrix C’T are, for ach subregion: 
  P1  P2     P3   P4  P5 
  sign TC'  = 
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  
   
  
   
  
   
  
   
  
 
 M1  M2       M3  M4  M5       M6  M7 
   
  
   
  
   
  
   
  
   
  
   
  
   
  
(89)
Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7.  
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Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7. 
 Recall eq. (83), that is,
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Recall eq. (83), that is, ( )sign sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
  P1  P2     P3   P4  P5 
  signC  = 
   
    
   
    
   
    
   
    
   
    
 
 M1  M2       M3  M4  M5       M6  M7 
   
    
   
    
   
    
   
    
   
    
   
    
   
    
(90) 
Recall eq. (82), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we derive the 
Rybczynski sign patterns. They are, for each subregion: 
   P1  P2     P3   P4  P5 
  sign */ *j iX V =        
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   
    
   
    
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In summary, the position of the EWS-ratio vector determines the Rybczynski sign pattern. There are 12 patterns in 
total. Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7. If we do not count the 
duplication, there are seven patterns in total.  
We make the following statements. 
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, P2, or P3, the effects of land endowment on 
commodity output in sector 1 and sector 2 are positive and negative, respectively. The effects of capital 
endowment on commodity output in sector 1 and sector 2 are negative and positive, respectively.  
(ii) If the EWS ratio vector exists in subregion P4 or M6, the effects of land endowment on commodity output 
in both sectors 1 and 2 are positive. The effects of capital endowment on commodity output in sector 1 and 
sector 2 are negative and positive, respectively.  
(iii) If the EWS ratio vector exists in subregion P5 or M7, the effects of land endowment on commodity output 
in sector 1 and sector 2 are negative and positive, respectively. The effects of capital endowment on 
. Subs ituting eqs (89) 
and (85) in (83), we have
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Recall eq. (83), that is, ( )sign sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
  P1  P2     P3   P4  P5 
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   
    
   
    
   
    
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    
   
    
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Recall eq. (82), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we derive the 
Rybczynski sign patterns. They are, for each subregion: 
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  sign */ *j iX V =        
   
    
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(91) 
In summary, the position of the EWS-ratio vector determines the Rybczynski sign pattern. There are 12 patterns in 
total. Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7. If we do not count the 
duplication, there are seven patterns in total.  
We make the following statements. 
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, P2, or P3, the effects of land endowment on 
commodity output in sector 1 and sector 2 are positive and negative, respectively. The effects of capital 
endowment on commodity output in sector 1 and sector 2 are negative and positive, respectively.  
(ii) If the EWS ratio vector exists in subregion P4 or M6, the effects of land endowment on commodity output 
in both sectors 1 and 2 are positive. The effects of capital endowment on commodity output in sector 1 and 
sector 2 are negative and positive, respectively.  
(iii) If the EWS ratio vector exists in subregion P5 or M7, the effects of land endowment on commodity output 
in sector 1 and sector 2 are negative and positive, respectively. The effects of capital endowment on 
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Recall eq. (83), that is, ( )sign sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
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   
    
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    
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    
   
    
   
    
(90) 
Recall eq. (82), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we derive the 
Rybczynski sign patterns. They are, for each subregion: 
   P1  P2     P3   P4  P5 
  sign */ *j iX V =        
   
    
   
    
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    
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    
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    
   
    
   
    
   
    
   
    
(91) 
In summary, the position of the EWS-ratio vector determines the Rybczynski sign pattern. There are 12 patterns in 
total. Note that the sign patterns for P1-P5 are, respectively, the same as those for M3-M7. If we do not count the 
duplication, there are seven patterns in total.  
We make the following statements. 
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, P2, or P3, the effects of land endowment on 
commodity output in sector 1 and sector 2 are positive and negative, respectively. The effects of capital 
endowment on commodity output in sector 1 and sector 2 are negative and positive, respectively.  
(ii) If the EWS ratio vector exists in subregion P4 or M6, the effects of land endowment on commodity output 
in both sectors 1 and 2 are positive. The effects of capital endowment on commodity output in sector 1 and 
sector 2 are negative and positive, respectively.  
(iii) If the EWS ratio vector exists in subregion P5 or M7, the effects of land endowment on commodity output 
in sector 1 and sector 2 are negative and positive, respectively. The effects of capital endowment on 
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Recall eq. (83), that is, ( )sign sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
  P1  P2     P3   P4  P5 
  signC  = 
   
    
   
    
   
    
   
    
   
    
 
 1  2       3  4  5       6  7 
   
    
   
    
   
    
   
    
   
    
   
    
   
    
(90) 
R l q. ), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we derive the 
Rybczynski sign patterns. They are, for each subregion: 
   P1  P2     P3   P4  P5 
  sign */ *j iX V =        
   
    
   
    
   
    
   
    
 
 1  2       3  4  5       6  7 
   
    
   
    
   
    
   
    
   
    
   
    
   
    
(91) 
In summary, the position of the E S-ratio vector determines the Rybczynski sign pattern. There are 12 patterns in 
total. Note that the sign patterns for P1-P5 are, respectively, the same as those for 3- 7. If we do not count the 
duplication, there are seven patterns in total.  
e make the following statements. 
(i) If the E S ratio vector (S’, U’) exists in subregion P1, P2, or P3, the effects of land endowment on 
commodity output in sector 1 and sector 2 are positive and negative, respectively. The effects of capital 
endowment on commodity output in sector 1 and sector 2 are negative and positive, respectively.  
(ii) If the E S ratio vector exists in subregion P4 or 6, the effects of land endowment on commodity output 
in both sectors 1 and 2 are positive. The effects of capital endowment on commodity output in sector 1 and 
sector 2 are negative and positive, respectively.  
(iii) If the E S ratio vector exists in subregion P5 or 7, the effects of land endowment on commodity output 
in sector 1 and sector 2 are negative and positive, respectively. The effects of capital endowment on 
. ubstitute eqs (90) and (84) i  , 
we derive the Rybczynski sign patterns. They are, for each subregion:
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Recall eq. (83), that is, ( )sign sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
  P1  P2     P3   P4  P5 
  signC  = 
   
    
   
    
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    
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   
    
   
    
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Recall eq. (82), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we derive the 
Rybczynski sign patterns. They are, for each subregion: 
   P1  P2     P3   P4  P5 
  sign */ *j iX V =        
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    
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    
   
    
(91) 
In summary, the position of the EWS-ratio vector determines the Rybczynski sign pattern. There are 12 patterns in 
total. Note that the ign patterns for P1-P5 ar , resp ctively, the same as those for M3-M7 If we do not count the 
dup ication, there are seven patterns in total.  
We make the following statements. 
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, P2, or P3, the effects of land endowment on 
commodity output in sector 1 and sector 2 are positive and negative resp ctively. The effects of capital
endowment n commodity output in sector 1 and sec or 2 are  and ositive, resp ctiv ly.  
(ii) If the EWS ratio vect r exists in subregi n P4 or M6, the effects of land endowm nt on commodity output 
in both sectors 1 and 2 are pos tive. The effects of capital ndowment on commodity utput in sec or 1 and
sect r 2 are negative and positive, resp ctiv ly.  
(iii) If the EWS ratio vector exists in subregion P5 or M7, the effects of land endowment on commodity output 
in s ctor 1 and sect r 2 are negative a d positive, respectively. The ffects of capital endowment on
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Recall eq. (83), that is, ( )s gn sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
 P1 P2     P3   P4  P5 
  signC  = 
  
   
 




   
  
   
 
 M1  M2       M3  M4  M5       M6  M7 
  
   
  
   
  
   
 




   
  
   
(90) 
Recall eq. (82), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we deriv  th  
Rybczynski sign patterns. They are, for each subregion: 
   P1  P2     P3   P4  P5 
  sign */ *j iX V =      
   
   
   
    
   
   
  
   
 
 M1  M2       M3  M4  M5       M6  M7 
  
   
  
   
  
   
   
   
   
    
   
   
  
   
(91) 
In summary, the positi n of the EWS-ratio vector determines the Rybczynski sign pattern. There a  12 patterns in 
total. Note th t t e sign patterns for P1-P5 re, respectively, the same as those for M3- 7. If we do not c unt th  
duplic tion, there a  seve  tt r s i  total.  
We make th  following statements. 
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, 2, or P3, the effects of land endowment o  
commodity output in sector 1 and sector 2 are positive and negative, respectively. The effects of capit l 
endow ent o  c mmodity output in sector 1 and s ct r 2 are negative and positive, r spectively.  
(ii) If th  EWS ratio ve tor exists n subregion P4 or M6, the effects of l nd owment o  c mmodit  output 
in both sectors 1 nd 2 are positive. The effects of capit l endowment o  c mmodity output in sect r 1 and 
sector 2 are negative  positive, respectively.  
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Recall eq. (83), that is, ( )sign sign T sign sign T C E C' E C'  . Substituting eqs (89) and (85) in (83), we 
have 
  P1  P2     P3   P4  P5 
  signC  = 
   
    
   
    
   
    
   
    
   
    
 
 M1  M2       M3  M4  M5       M6  M7 
   
    
   
    
   
    
   
    
   
    
   
    
   
    
(90) 
Recall eq. (82), that is, 
1[ */ *]j isign X V sign sign  F C . Substitute eqs (90) and (84) in (82), we derive the 
Rybczynski sign patterns. They are, for each subregion: 
   P1  P2     P3   P4  P5 
  sign */ *j iX V =        
   
    
   
    
   
    
   
    
 
 M1  M2       M3  M4  M5       M6  M7 
   
    
   
    
   
    
   
    
   
    
   
    
   
    
(91) 
In summary, the position of the EWS-ratio vector determines the Rybczynski sign pattern. There are 12 patterns in 
total. Note that the sign patt rns for P1-P5 are, respectively, the same as thos  for M3-M7. If we do not count th
duplication, here are seven patterns in total.  
We make the fol owing s at ments. 
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, P2, or P3, the effects of land endowment on 
commodity output in sector 1 and sector 2 are po itive and negative, respectively. The effects of capital 
endowment on commodity output in sector 1 and sector 2 are negative and posi r ti l .  
(ii) If the EWS ratio vector exists in subregion P4 or M6, the effects of land e dowm nt on commodity ou put 
in both sectors 1 and 2 a e p sitive. The effects of capital endowment on commodity output in sector 1 and 
sector 2 are negative and positive, respectively.  
(iii) If the EWS ratio vector exists in subregion P5 or M7, th  effects of land endowment on commodity output 
in sector 1 and sector 2 are negative and positive, respectively. Th  ffects of capital endowment on 
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In summary, the position of the EWS-ratio vector determines the Rybczynski sign pattern. 
There e 12 patterns in tal. Note th t th  sign patt rns for P1-P5 a e, respectively, the same 
as thos for M3-M7. If w  do not count the duplication, there are seven patterns in total. 
 We make the following stateme ts.
(i)  If the EWS ratio vector (S ’, U ’) exis s in subregion P1, P2, P3； M3, M4, or M5 the ef-
fects of land endowment on commodity output in sector 1 and sector 2 are positive and 
negative, respectively. The effects of capit l end wme t on commodity ou put in s ctor 
1 and sector 2 are negative and positive, espectively. 
(ii)  If the EWS ratio vector exists in subregion P4 or M6, the effects of land endowment on 
commodity utput in both sectors 1 and 2 are positive. The effects of capital endowment 
on commodity output in ector 1 and sector 2 are n gative a d positive, respectively. 
(iii)  If the EWS ratio vector exists in subregion P5 or M7, the effects of land endowment on 
comm dity output in sector 1 and sector 2 are negative and positive, respectively. The 
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effects of capital endowment on commodity output in sector 1 and sector 2 are negative 
and positive, respectively. 
(iv)  If the EWS ratio vector exists in subregion M1, the effects of land endowment on com-
modity output in sector 1 and sector 2 are positive and negative, respectively. The ef-
fects of capital endowment on commodity output in sector 1 and sector 2 are positive 
and negative, respectively. 
(v)  If the EWS ratio vector exists in Subregion M2, the effects of land endowment on com-
modity output in sector 1 and sector 2 are positive and negative, respectively. The ef-
fects of capital endowment on commodity output in both sectors 1 and 2 are positive.
 We can state as follows.
  A strong Rybczynski result holds if the EWS-ratio vector exists in the subregion
 P1, P2, P3; M3, M4, or M5. 
  A strong Rybczynski result does not hold if the EWS-ratio vector exists in the
 subregion P4, P5; M1, M2, M6, or M7.  (92)
2.8. The commodity price–factor price relationship
 From the reciprocity relations derived by Samuelson, BC (p. 36, eqs (31)-(33)) derived
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This matrix shows how the relative price of a commodity affects the real factor prices. Sign patterns are of interest. 
Multiply the second row of eq. (91) by (-1) and interchange row 1 and row 2, we derive the Stolper-Samuelson sign 
patterns as follows. They are, for each subregion:  
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commodity output in sector 1 and sector 2 are negative and positive, respectively.  
(iv) If the EWS ratio vector exists in subregion M1, the effects of land endowment on commodity output in 
sector 1 and sector 2 are positive and negative, respectively. The effects of capital endowment on 
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(v) If the EWS ratio vector exist  in Subregion M2, the effects of land endowment on commodity output in 
sector 1 and sector 2 are positive and negative, respectively. The effects of capital endowment on 
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This matrix shows how the relative price of a commodity affects the real factor prices. Sign 
patterns are of interest. Multiply the second row of eq. (91) by (-1) and interchange row 1 
and row 2, we derive the Stolper-Samuelson sign p tterns as follows. They are, for ach sub-
region: 
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commodity output in sector 1 and sector 2 are negative and positive, respectively.  
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Multiply the second row of eq. (91) by (-1) and interchang  row  and row 2, we derive the Stolper-Samuelson sign 
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   
    
   
    
   
    
   
    
   
    
   
    
   
    
 (95) 
In summary, the position of the EWS-ratio vector determines the Stolper-Samuelson sign pattern.  
Note that  
 the sign patterns of matrix [ * *i jw p ] are similar to eq. (95), if     0P     , 
 the sign patterns of matrix [ * *i jw p ] are opposite to eq. (95), if     0P    , (96) 
 
3. Some applications 
Example 1: For example, we derive the following. 
(i) If    ',  ’ ,  S U    , the EWS-ratio vector exists in quadrant I, that is, in the subregion P1-P5.  
(ii) If    ',  ’ ,  S U    , the EWS-ratio vector exists in quadrant II, that is, in the subregion P3, P4, or P5.  
(iii) If    ',  ’ ,  S U    , the EWS-ratio vector exists in quadrant III, that is, in the subregion M1-M7.  
In all three cases, it is indeterminate whether a strong Rybczynski result holds.  
(iv) If    ’,  ’ ,  S U    , the EWS-ratio vector exists in quadrant IV, that is, in the subregion P1, P2, or P3. 
We assume (iv) holds. That is (see eq. (43)), 
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This implies that capital and land, extreme factors, are economy-wide complements. From (92), a strong 
Rybczynski result holds necessarily. Hence, the Rybczynski sign patterns for P1-P3 hold (see (91)). The following 
result has been established. 
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This implies that capital and land, extreme factors, are economy-wide complements. From (92), a strong 
Rybczynski result holds necessarily. Hence, the Rybczynski sign patterns for P1-P3 hold (see (91)). The following 
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3. Some applications
 Example 1: For example, we derive the following.
(i)  If (S ’, U ’) = (+,+) , the EWS-ratio vector exists in quadrant I, that is, in the subregion 
P1-P5. 
(ii)  If (S ’, U ’) = (-,+), the EWS-ratio vector exists in quadrant II, that is, in th  subregion 
P3, P4, or P5. 
(iii) If (S ’, U ’) = (-,-), the EWS-ratio vector exists in qu drant III, that is, in the subregion 
M1-M7. 
 In all three cases, it is indeterminate whether a strong Rybczynski result holds. 
(iv)  If (S ’, U ’) = (+,-), the EWS-ratio vector exists in quadrant IV, that is, in the subregion 
P1, P2, or P3.
 We assume (iv) holds. That is (see eq. (43)),
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This implies that capital and land, extreme factors, are economy-wide complements. From (92), a strong 
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Further, if the EWS-ratio vector (S ’, U ’) exists in quadrant IV (or subregions P1-P3), in other 
words, if capital and land, extreme factors, are economy-wide complements, a strong Rybc-
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zynski result necessarily holds. In this case, the Rybczynski sign patterns, as per Thompson’s 
(1985, p. 619) terminology for subregions P1-P3 are, respectively:
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Eq. (100) implies that each sign pattern expresses the factor endowment–commodity output relationship. Notably, 
the sign of Column 3 shows the labor endowment–commodity output relationship. An increase in the supply of land 
increases the output of commodity 1 and reduces the output of commodity 2. Moreover, an increase in the supply of 
capital increases the output of commodity 2 and reduces the output of commodity 1. However, it is indeterminate 
how an increase in the supply of labor affects the outputs of commodities 1 and 2. Three patterns are possible. 
Therefore, we make the following statements.  
(i) If the EWS ratio vector (S’, U’) exists in subregion P1, the effects of labor endowment on commodity 
output in sector 1 and sector 2 are negative and positive, respectively.  
(ii) If the EWS ratio vector exists in subregion P2, the effects of labor endowment on commodity output in 
both sectors 1 and 2 are positive. 
(iii) If the EWS ratio vector exists in subregion P3, the effects of labor endowment on commodity output in 
sector 1 and sector 2 are positive and negative, respectively.  
Eq. (101) implies as follows. Each sign pattern expresses the commodity price–factor price relationships. For 
example, if we assume that P = (+) > 0, the sign patterns of the matrix [ * *i jw p ] are similar to the above. That is, 
both the real factor prices of land measured by good 1 and 2 increase, and both the real factor prices of capital 
decrease.  
(i) If the EWS-ratio vector (S’, U’) exists in the subregion P1, both the real factor prices of labor measured by good 
1 and 2 decrease. This is not favorable for the labor owner. 
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the opposite to the above. 
 For example, as in Takayama (1982, p. 20), we can apply these results to the US trade 
problem in the 1980s. Takayama (1982) did not analyze in elasticity terms but in differential 
forms. If we replace factors T, K, L in our analysis with factors 1, 2, 3, respectively, Takaya-
ma’s (1982) result is very similar to ours.
 Takayama (1982) calls factors 1, 2, and 3, respectively, skilled labor, (physical) capital, 
and unskilled labor (or raw labor). The author called industries 1 and 2, respectively, export-
able and importable. 
 The author also states, ‘there seems to be strong evidence that the current US commodity 
structure of trade is such that her exports are relatively skilled labor (or R&D) intensive vis-
a-vis unskilled labor, and that her imports are relatively capital intensive vis-a-vis unskilled 
labor (e.g., Baldwin, 1971, 1979).’ This implies (see Takayama (1982, p. 14, p. 20)) 
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(ii) If the EWS-ratio vector exists in subregion P2, the real factor price of labor measured by good 1 decreases, and 
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This is the factor-intensity ranking. Takayama (1982, p. 20) continues, ‘there is some evidence that skilled labor 
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where t denotes the transpose. Takayama (1982, p. 20) states, ‘we may conclude that an im-
port restriction which raises the domestic price of importables (say, automobiles from Japan) 
in the US increases the return on capital and lowers the return on skilled labor (or R&D) in 
the US.’ Similarly, the author analyzed the effect of a reduction on import restrictions, which 
is the opposite of the above. 
 Takayama (1982) only analyzed the effect on the price of extreme factors (factors 1 and 
2). He did not analyze how the strengthening (or reduction) of import restrictions affected 
the price of the middle factor (factor 3, or unskilled labor). In our analysis, the strengthening 
implies that P=p1*-p2* =(-), and the reduction implies that P=(+).
 Our results suggest that it is possible for us to analyze how the trade policy change af-
　 86 　
生物資源経済研究
fected the middle factor in the US if we have two other pieces of information. That is, the in-
formation on the factor-intensity ranking of the middle factor (that is, which equation holds, 
θ31> θ32 , or θ31< θ32) and the information on the position of the EWS-ratio vector, that is, 
the subregion P1, P2, or P3. Using these pieces of information, we can identify the Stolper-
Samuelson sign pattern.
 If we assume θ31> θ32 , we know that three of the Stolper-Samuelson sign patterns hold as 
shown above. On the other hand, if we assume θ31< θ32, we can analyze similarly. 
 Of course, if we use econometrics, we can estimate the value of each coefﬁcient in eq. (56), 
that is, the Rybczynski matrix. Therefore, we can derive the Rybczynski sign pattern and, 
hence, the Stolper-Samuelson sign pattern. This will be useful. 
Example 2: By comparing the Cartesian coordinates of Points RL2 and RL1 with the EWS-ratio 
vector (S ’, U ’) , we can show some examples of a sufﬁcient condition for a speciﬁc Stolper-
Samuelson sign pattern to hold. We assume
27 
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EWS-ratio vector, that is, the subregion P1, P2, or P3. Using these pieces of information, we can identify the 
Stolper-Samuelson sign pattern. 
If we assume 31 32  , we know that three of the Stolper-Samuelson sign patterns hold as shown above. On the 
other hand, if we assume 31 32  , we can analyze similarly.  
Of course, if we use econometrics, we can estimate the value of each coefficient in eq. (56), that is, the Rybczynski 
matrix. Therefore, we can derive the Rybczynski sign pattern and, hence, the Stolper-Samuelson sign pattern. This 
will be usef l.  
 
Example 2: By comparing the Cartesian coordinates of Points 2LR  and 1LR  with the EWS-ratio vector 
 ’,  ’S U , we can show some examples of a sufficie t condition for a specific Stolper-Samuelson sign pattern to 
hold. We assume 
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(i) If the EWS-ratio vector (S’, U’) satisfies 
 From (71), the Cartesian coordinates of Points RL2 and RL1 are, respectively,
27 
 
where t denotes the transpose. Takayama (1982, p. 20) states, ‘we may conclude that an import restriction which 
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  ,                                          (105) 
The EWS-ratio vector exists in the lower right of point RL1. Hence, it exists in the subregion P1.  
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The EWS-ratio vector exists in the lower right of point RL2 and in the upper left of point RL1. Hence, it exists in the 
subregion P2. 
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The EWS-ratio vector exists in the lower right of the origin of O, and in the upper left of point RL2. Hence, it exists 
in the subregion P3.  
In all three cases, a strong Rybczynski result holds. 
 
Example 3: In summary, I have shown that the position of the EWS-ratio vector determines the Rybczynski sign 
pattern (see eq. (91)). Notably, if extreme factors are economy-wide complements, a strong Rybczynski result holds 
necessarily (see Theorem 1).  
Therefore, the question arises. Can we estimate the position of the EWS-ratio vector? Nakada (2016a) has shown 
that the EWS-ratio vector exists on the line segment. Using this relationship, he has developed a method to estimate 
the position of the EWS-ratio vector. That is, we can estimate it to some extent if we have the appropriate data. 
Nakada (2016a) derived the following results. 
(i) First, he derived a sufficient condition for the EWS-ratio vector to exist in quadrant IV (that is, subregion 
P1, P2, or P3). In this case, extreme factors are economy-wide complements. If this holds, ‘a strong 
Rybczynski result’ holds, that is, three of the Rybczynski sign patterns hold. 
(ii) Further, he derived a sufficient condition for the EWS-ratio vector to exist in a specific subregion (P1, P2, 
or P3). If this holds, a specific Rybczynski sign pattern holds. 
In addition, Nakada (2016a) has shown that extreme factors must be economy-wide complements in some cases. In 
this case, it is not plausible to assume the functional form of production functions, such as Cobb-Douglas, or 
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The EWS-ratio vector exists in the lower right of the origin of O, and in the upper left of 
point RL2. Hence, it exists in the subregion P3. 
 In all three cases, a strong Rybczynski result holds.
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 Example 3: In summary, I have shown that the position of the EWS-ratio vector deter-
mines the Rybczynski sign pattern (see eq. (91)). Notably, if extreme factors are economy-
wide complements, a strong Rybczynski result holds necessarily (see Theorem 1). 
 Therefore, the question arises. Can we estimate the position of the EWS-ratio vector? Na-
kada (2016a) has shown that the EWS-ratio vector exists on the line segment. Using this re-
lationship, he has developed a method to estimate the position of the EWS-ratio vector. That 
is, we can estimate it to some extent if we have the appropriate data. Nakada (2016a) derived 
the following results.
(i)  First, he derived a sufficient condition for the EWS-ratio vector to exist in quadrant 
IV (that is, subregion P1, P2, or P3). In this case, extreme factors are economy-wide 
complements. If this holds, ‘a strong Rybczynski result’ holds, that is, three of the Rybc-
zynski sign patterns hold.
(ii)  Further, he derived a sufﬁcient condition for the EWS-ratio vector to exist in a speciﬁc 
subregion (P1, P2, or P3). If this holds, a speciﬁc Rybczynski sign pattern holds.
 In addition, Nakada (2016a) has shown that extreme factors must be economy-wide 
complements in some cases. In this case, it is not plausible to assume the functional form of 
production functions, such as Cobb-Douglas, or all-constant CES in each sector, which do 
not allow any two factors to be Allen-complements. Hence, we derive
29 
 
all-constant CES in each sector, which do not allow any two factors to be Allen-complements. Hence, we derive 
 (1,1,1), ( , , )ij h c c c  , c is constant.         (108) 
 
Example 4: Further, Nakada (2016b) applied Nakada’s (2016a) results to data from Thailand and, in doing so, 
derived the factor endowment–commodity output relationship for Thailand during the period 1920-1929. He 
restricted the analysis to this period on account of data availability. I show the essence of his results.  
In the model, Nakada (2016b) considered rice as an exportable (or commodity 1) and cotton textiles as an 
importable (or commodity 2). He considered land, capital, and labor as the three factors. Nakada (2016b) showed 
that a certain pattern of factor intensity ranking, as shown in eq. (23), holds for Thailand. Moreover, he assumed 
that the factor intensity ranking of the middle factor, as shown in eq. (24), holds. That is, sector 1 was relatively 
land intensive, sector 2 was relatively capital intensive, labor was the middle factor, and land and capital were 
extreme factors. He assumed that the middle factor was used relatively intensively in sector 1. He could draw the 
following conclusions for the data pertaining to Thailand for the period 1920-1929. The EWS-ratio vector 
 ’,  ’S U   exists in quadrant IV (or sub-regions P1-P3), in other words, capital and land, extreme factors, are 
economy-wide complements. Hence, a strong Rybczynski result necessarily holds. 
He derived three of the Rybczynski sign patterns. However, by making a more detailed estimate, he could reduce 
three candidates to two.  
The effects of land endowment on commodity output in sector 1 and sector 2 were positive and negative, 
respectively. The effects of capital endowment on commodity output in sector 1 and sector 2 were negative and 
positive, respectively. However, it is indeterminate how an increase in the supply of labor affected the outputs of 
commodities 1 and 2.  
(iv) If the EWS ratio vector  ’,  ’S U  exists in subregion P1, the effects of labor endowment on commodity 
output in sector 1 and sector 2 were negative and positive, respectively.  
(v) If the EWS ratio vector exists in subregion P2, the effects of labor endowment on commodity output in 
both sectors 1 and 2 were positive.  
The results imply that Feeny’s (1982, p. 28) statement that the growth in labor (or middle factor) stock was 
responsible for the large growth in rice output relative to textile output in Thailand might not necessarily hold.  
 To some extent, my results show how Chinese immigration affected commodity output in Thailand between 1920 
 (108)
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and, in doing so, derived the factor endowment-commodity output relationship for Thailand 
during the period 1920-1929. He restricted the analysis to this period on account of data 
availability. I show the essence of his results. 
 I   el, kada (2016b) considered rice as an exportable (or co modity 1) and cot-
ton textiles as an importable (or commodity 2). He considered land, capital, and labor as the 
three factors. Nakada (2016b) showed that a certain pattern of factor intensity ranking, as 
shown in eq. (23), holds for Thailand. Moreover, he assumed that the factor intensity ranking 
of the middle factor, as shown in eq. (24), holds. That is, sector 1 was relatively land inten-
sive, sector 2 was relatively capital intensive, labor was the middle factor, and land and capi-
tal were extreme factors. He assumed that the middle factor was used relatively intensively 
in sector 1. He could draw the following conclusions for the data pertaining to Thailand for 
the period 1920-1929. The EWS-ratio vector (S ’, U ’) exists in quadrant IV (or sub-regions 
P1-P3), in other words, capital and land, xtreme factors, are economy-wide complem nts. 
　 88 　
生物資源経済研究
Hence, a strong Rybczynski result necessarily holds.
 He derived three of the Rybczynski sign patterns. However, by making a more detailed es-
timate, he could reduce three candidates to two. 
 The effects of land endowment on commodity output in sector 1 and sector 2 were positive 
and negative, respectively. The effects of capital endowment on commodity output in sector 
1 and sector 2 were negative and positive, respectively. However, it is indeterminate how an 
increase in the supply of labor affected the outputs of commodities 1 and 2. 
(iv)  If the EWS ratio vector (S ’, U ’) exists in subregion P1, the effects of labor endowment 
on commodity output in sector 1 and sector 2 were negative and positive, respectively. 
(v)  If the EWS ratio vector exists in subregion P2, the effects of labor endowment on com-
modity output in both sectors 1 and 2 were positive. 
 The results imply that Feeny’s (1982, p. 28) statement that the growth in labor (or middle 
factor) stock was responsible for the large growth in rice output relative to textile output in 
Thailand might not necessarily hold. 
 To some extent, my results show how Chinese immigration affected commodity output in 
Thailand between 1920 and 1929. For example, Skinner stated, “[During 1918-1931], the 
Chinese ﬂocked into Siam at an unprecedented rate...This mass inﬂux of Chinese resulted, 
quite simply, from favorable conditions in Siam and unfavorable conditions in south China” 
(Skinner, 1957, pp. 172-174). 
Example 5: Recall eqs (40), (15), and (9)
30 
 
and 1929. For example, Skinner stated, “[During 1918-1931], the Chinese flocked into Siam at an unprecedented 
rate...This mass influx of Chinese resulted, quite simply, from favorable conditions in Siam and unfavorable 
condit on  in south China” (Skinn r, 1957, pp. 172-174).  
 
Example 5: Recall eqs (40), (15), and (9) 
      ’,  ’ / ,  / / , /LK LT KT LTS U S T U T g g g g ,         (109) 
 , ,  ,  ,  
ij
ih j ij hg i h T K L   ,        (110) 
  /  .ij ijh ij h hj hloga log w              (111) 
ihg  is the aggregate of 
ij
h . Hence, we derive 
    ’,  ’ / ,  / ( , )
Lj Kj
j Lj K j Kj T
Lj Lj
j Lj T j Lj T
S U S T U T
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Lj Kj
j Lj Kj K j Kj Tj T
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j Lj Tj T j Lj Tj T
 

   
  
 
  .         (112) 
The EWS-ratio vector contains AESs. For example, if we substitute the data on ,ij ij  , and assume the value of 
AES, we can compute the Cartesian coordinates of the EWS-ratio vector. This is a type of simulation. However, as 
explained in Example 3, the EWS-ratio vector exists on the line-segment. This implies that the EWS-ratio vector is 
constrained by the data observed, hence, it cannot be arbitrary. 
Moreover, by analogy with the EWS-ratio vector, I expect that the value of AES is constrained by the data observed, 
hence, the value cannot be arbitrary. However, I do not discuss this. 
For example, if we assume the Cobb-Douglas production function in each sector, the AESs are all units: 
 (1,1,1)ij h  for all i, h, j. 
If we substitute this in eq. (112), we derive the EWS-ratio vector as follows. 
    ’,  ’ ,S U    . 
It exists in quadrant I, that is, the subregions P1-P5. From eq. (92), a strong Rybczynski result holds if the 
EWS-ratio vector exists in the subregion P1, P2, or P3. The position of the EWS-ratio vector depends on the value 
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AES, we can compute the Cartesian coordinates of the EWS-ratio vector. This is a type of simulation. However, as 
explained in Example 3, the EWS-ratio vector exists on the line-segment. This implies that the EWS-ratio vector is 
constrained by the data observed, hence, it cannot be arbitrary. 
Moreover, by analogy with the EWS-ratio vector, I expect that the value of AES is constrained by the data observed, 
hence, the value cannot be arbitrary. However, I do not discuss this. 
For example, if we assume the Cobb-Douglas production function in each sector, the AESs are all units: 
 (1,1,1)ij h  for all i, h, j. 
If we substitute this in eq. (112), we derive the EWS-ratio vector as follows. 
    ’,  ’ ,S U    . 
It exists in quadrant I, that is, the subregions P1-P5. From eq. (92), a strong Rybczynski result holds if the 
EWS-ratio vector exists in the subregion P1, P2, or P3. The position of the EWS-ratio vector depends on the value 
of ij   and ij . However, note that this simulation is not plausible in some cases (see (108)).  
 (1 2)
The EWS-ratio ve tor contains AESs. For xample, if we substitute the data o  mij, θij and 
assume the value of AES, we can compute the Cartesian coordinates of the EWS-r tio vec-
tor. This is a type of simulation. Howev r, as explained in Example 3, the EWS-ratio vector 
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exists on the line-segment. This implies that the EWS-ratio vector is constrained by the data 
observed, hence, it cannot be arbitrary.
 Moreover, by analogy with the EWS-ratio vector, I expect that the value of AES is con-
strained by the data observed, hence, the value cannot be arbitrary. However, I do not discuss 
this.





and 1929. For example, Skinner stated, “[During 1918-1931], the Chinese flocked into Siam at an unprecedented 
rate...This mass influx of Chinese resulted, quite simply, from favorable conditions in Siam and unfavorable 
conditions in south China” (Skinner, 1957, pp. 172-174).  
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The EWS-ratio vector contains AESs. For example, if we substitute the data on ,ij ij  , and assume the value of 
AES, we can compute the Cartesian coordinates of the EWS-ratio vector. This is a type of simulation. However, as 
explained in Example 3, the EWS-rat o vector exists on the line-segment. This implies that the EWS-ratio vector is 
constrained by the data observed, hence, it cannot be arbitrary. 
Moreover, by analogy with the EWS-ratio vector, I expect that the value of AES is constrained by the data observed, 
hence, the value cannot be arbitrary. However, I do not discuss this. 
For xample, if we assume the Cobb-Douglas production function in each sector, the AESs are all units: 
 (1,1,1)ij h  for all i, h, j. 
If we substitute this in eq. (112), we derive the EWS-ratio vector as follows. 
    ’,  ’ ,S U    . 
It exists in quadrant I, that is, the subregions P1-P5. From eq. (92), a strong Rybczynski result holds if the 
EWS-ratio vector exists in the subregion P1, P2, or P3. The position of the EWS-ratio vector depends on the value 
of ij   and ij . However, note that this simulation is not plausible in some cases (see (108)).  
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 , ,ij h f r ll i, , j. 
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 ,  , . 
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-r ti  t r i t  i  t  r i  , , r .  iti  f t  -r ti  t r   t  l  
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It exi ts in quadrant I, that is, the subregions P1-P5. From eq. (92), a strong Rybczynski re-
sult holds if the EWS-ratio vector exists in the subregion P1, P2, or P3. The position of the 
EWS-ratio vector depends on the value of mij and θij . However, note that this simulation is 
not plausible in some cases (see (108)). 
4. Conclusion 
 We assumed a certain pattern of factor-intensity ranking, including a certain pattern of 
factor-intensity ranking of the middle factor. We have assumed that sector 1 is relatively land 
intensive, and sector 2 is relatively capital intensive, and that labor is the middle factor, and 
land and capital are extreme factors. Further, we assume that the middle factor is used rela-
tively intensively in sector 1.We analyzed the Rybczynski matrix and its sign pattern using 
the EWS-ratio vector and the Hadamard product. This matrix expresses the factor endow-
ment–commodity output relationships. There are 12 patterns in total. The EWS-ratio vector 
boundary demarcates the boundary of the region where the EWS-ratio vector can exist. Line 
ij divides this region into 12 subregions. We have derived a sufficient condition for each 
Rybczynski sign pattern to hold. That is, the position of the EWS-ratio vector determines the 
Rybczynski sign pattern. A strong Rybczynski result holds for some subregions. We derived 
a sufﬁcient condition for a strong Rybczynski result to hold (or not to hold) in a systematic 
manner. Notably, if the EWS-ratio vector (S ’, U ’) exists in quadrant IV (or subregions P1-
P3); in other words, if capital and land, extreme factors, are economy-wide complements, a 
strong Rybczynski result holds necessarily. This result itself might not sound new. However, 
expressing the theorem using the EWS-ratio vector is novel. This enables us to perform 
further analysis. We also analyzed the Stolper-Samuelson matrix and its sign pattern, which 
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expresses the commodity price–factor price relationships. Some applications are presented. 
 Can we estimate the position of the EWS-ratio vector? As I stated in Section 3, Nakada 
(2016a) has shown that the EWS-ratio vector exists on the line segment. Using this relation-
ship, the author developed a method to estimate the position of the EWS-ratio vector. That 
is, we can estimate it to some extent if we have the appropriate data. Further, Nakada (2016b) 
applied Nakada’s (2016a) results to data from Thailand and, in doing so, derived the factor 
endowment–commodity output relationship for Thailand during the period 1920 to 1929. On 
this, see Section 3. 
 This article provides the basis for such applications. It will be useful for efforts to derive 
the factor endowment–commodity output relationships in some countries. This study con-
tributes to international and energy economics. For example, the EWS-ratio vector is useful 
for the analysis of functional relations in a 3 x 2 model of another type, that is, a 3 x 2 model 
with three factors (capital, labor, and imported energy), for example. In this model, one of 
factor payments is exogenous. On this, see Nakada (2016c). 
Appendix A: Derivation of important relationships among EWS 
 This appendix is a modiﬁed version of Nakada (2015b). Thompson (1985, p. 618) stated, 
‘Aggregate substitution between factors h and k is expressed by the substitution term 
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This appendix is a modified version of Nakada (2015b). Thompson (1985, p. 618) stated, ‘Aggregate substitution 
between factors h and k is expressed by the substitution term  
  / ,  ,  1,  2,  3 .kh j j kj hs x a w k h                                        (A1) 
The 3 x 3 matrix of substitution terms is symmetric and negative semidefinite. A result of cost minimizing behavior 
is  
 0,  i hi is w  for every factor h [, 1,  2,  3].h  ’                           (A2) 
Thompson’s (1985) definition of these symbols is similar to the definitions in this article, but his explanation seems 
too short. The cost minimizing behavior implies that each aij function is homogeneous of degree zero for all input 
prices (see eq. (3), note 5). From this, we can derive Thompson’s (1985) result (A2). We prove it below. 
Recall eq. (9),  
   /  .ij ijh ij h hj hlog a log w                                            (A3) 
From eq. (A3), we obtain 
 / /  ,  ,  ,  ,  ,  1,  2ijij h h ij ha w a w i h T K L j     .                          (A4) 
Replacing skh in (A1) with sih, we derive  
 / ,  ,  ,  ,  .ih j j ij hs x a w i h T K L                                          (A5) 
Substituting (A4) in (A5), we obtain: 
 ,/  ,  ,  ,  .
ij
ih j j h ij hs x a w i h T K L                                       (A6) 
Because each aij function is homogeneous of degree zero (recall eq. (12)):  
0,  ,  ,  ,  1,  2.ij ijh h h hj h i T K L j                                     (A7) 
From eqs (A6) and (A7), we can show that 
0,  ,  ,  .h ih hs w i T K L                                                 (A8) 
This is equivalent to eq. (A2).  
AESs are symmetric in the sense that (see eq. (10)) 
  .ij hjh i                                                           (A9) 
Additionally, according to BC (p. 33), ‘Given the assumption that production functions are strictly quasi-concave 
 (A1)
The x 3 matrix of substitution ter s is symmetric and negative semideﬁnite. A result of 
cost minimizing behavior is 
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  / ,  ,  1,  2,  3 .kh j j kj hs x a w k h                                        (A1) 
The 3 x 3 matrix of substitution terms is symmetric and negative semidefinite. A result of cost minimizing behavior 
is  
 0,  i hi is w  for every factor h [, 1,  2,  3].h  ’                           (A2) 
Thompson’s (1985) definition of these symbols is similar to the definitions in this article, but his explanation seems 
too short. The cost minimizing behavior implies that each aij function is homogeneous of degree zero for all input 
prices (see eq. (3), note 5). From this, we can derive Thompson’s (1985) result (A2). e prove it below. 
Recall eq. (9),  
   /  .ij ijh ij h hj hlog a log w                                            (A3) 
From eq. (A3), we obtain 
 / /  ,  ,  ,  ,  ,  1,  2ijij h h ij ha w a w i h T K L j     .                          (A4) 
Replacing skh in (A1) with sih, we derive  
 / ,  ,  ,  ,  .ih j j ij hs x a w i h T K L                                          (A5) 
Substituting (A4) in (A5), we obtain: 
 ,/  ,  ,  ,  .
ij
ih j j h ij hs x a w i h T K L                                       (A6) 
Because each aij function is homogeneous of degree zero (recall eq. (12)):  
0,  ,  ,  ,  1,  2.ij ijh h h hj h i T K L j                                     (A7) 
From eqs (A6) and (A7), we can show that 
0,  ,  ,  .h ih hs w i T K L                                                 (A8) 
This is equivalent to eq. (A2).  
AESs are symmetric in the sense that (see eq. (10)) 
  .ij hjh i                                                           (A9) 
Additionally, according to BC (p. 33), ‘Given the assumption that production functions are strictly quasi-concave 
 (A2)
Thompson’s (1985) deﬁ ition of these symbols is similar to the deﬁnit ons in this article, but 
his explanation seems too short. The cost minimizing behavior implies that each aij function 
is homogeneous of degree zero for all input prices (see eq. (3), note 5). From this, we can 
derive Thompson’s (1985) result (A2). We prove it below.
Recall eq. (9), 
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  / ,  ,  1,  2,  3 .kh j j kj hs x a k h                                        ( 1) 
The 3 x 3 atrix of substitution ter s is sy etric and negative se idefinite.  result of cost ini izing behavior 
is  
 0,  i hi is  for every factor h [, 1,  2,  3].h  ’                           ( 2) 
Tho pson’s (1985) definition of these sy bols is si ilar to the definitions in this article, but his explanation see s 
too short. The cost ini izing behavior i plies that each aij function is ho ogeneous of degree zero for all input 
prices (see eq. (3), note 5). Fro  this, e can derive Tho pson’s (1985) result ( 2). e prove it belo . 
Recall eq. (9),  
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Fro  eq. ( 3), e obtain 
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Appendix A: Derivation of important relationships among EWS  
This appendix is a modified version of Nakada (2015b). Thompson (1985, p. 618) stated, ‘Aggregate substitution 
between factors h and k is expressed by the substitution term  
  / ,  ,  1,  2,  3 .kh j j kj hs x a w k h                                        (A1) 
The 3 x 3 matrix of substitution terms is symmetric and negative semidefinite. A result of cost minimizing behavior 
is  
 0,  i hi is w  for every factor h [, 1,  2,  3].h  ’                           (A2) 
Thompson’s (1985) definition of these symbols is similar to the definitions in this article, but his explanation seems 
too short. The cost minimizing behavior implies that each aij function is homogeneous of degree zero for all input 
prices (see eq. (3), note 5). From this, we can derive Thompson’s (1985) result (A2). We prove it below. 
Recall eq. (9),  
   /  .ij ijh ij h hj hlog a log w                                            (A3) 
From eq. (A3), we obtain 
 / /  ,  ,  ,  ,  ,  1,  2ijij h h ij ha w a w i h T K L j     .                          (A4) 
Replacing skh in (A1) with sih, we derive  
 / ,  ,  ,  ,  .ih j j ij hs x a w i h T K L                                          (A5) 
Substituting (A4) in (A5), we obtain: 
 ,/  ,  ,  ,  .
ij
ih j j h ij hs x a w i h T K L                                       (A6) 
Because each aij function is homogeneous of degree zero (recall eq. (12)):  
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From eqs (A6) and (A7), we can show that 
0,  ,  ,  .h ih hs w i T K L                                                 (A8) 
This is equivalent to eq. (A2).  
AESs are symmetric in the sense that (see eq. (10)) 
  .ij hjh i                                                           (A9) 
Additionally, according to BC (p. 33), ‘Given the assumption that production functions are strictly quasi-concave 
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Because e ch aij fu ction is hom geneous of d gre  zero (recall eq. (12)): 
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The 3 x 3 matrix of substitution terms is symmetric and negative semidefinite. A result of cost minimizing behavior 
is  
 0,  i hi is w  for every factor h [, 1,  2,  3].h  ’                           (A2) 
Thompson’s (1985) definition of these symbols is similar to the definitions in this article, but his explanation seems 
too short. The cost minimizing behavior implies that each aij function is homogeneous of degree zero for all input 
prices (see eq. (3), note 5). From this, we can derive Thompson’s (1985) result (A2). e prove it below. 
Recall eq. (9),  
   /  .ij ijh ij h hj hlog a log w                                            (A3) 
From eq. (A3), we obtain 
 / /  ,  ,  ,  ,  ,  1,  2ijij h h ij ha w a w i h T K L j     .                          (A4) 
Replacing skh in (A1) with sih, we derive  
 / ,  ,  ,  ,  .ih j j ij hs x a w i h T K L                                          (A5) 
Substituting (A4) in (A5), we obtain: 
 ,/  ,  ,  ,  .
ij
ih j j h ij hs x a w i h T K L                                       (A6) 
Because each aij function is homogeneous of degree zero (recall eq. (12)):  
0,  ,  ,  ,  1,  2.ij ijh h h hj h i T K L j                                     (A7) 
From eqs (A6) and (A7), we can show that 
0,  ,  ,  .h ih hs w i T K L                                                 (A8) 
This is equivalent to eq. (A2).  
AESs are symmetric in the sense that (see eq. (10)) 
  .ij hjh i                                                           (A9) 
Additionally, according to BC (p. 33), ‘Given the assumption that production functions are strictly quasi-concave 
 ( )
From eqs (A6) and (A7), we can show that
 (A8)
This is equivalent to eq. (A2). 
 AESs are symmetric i  the sense that see eq. (10))
 )
Additionally, according to BC (p. 33), ‘Given the assumption that production funct ons are 
strictly quasi-concave and linearly homogeneous,’ (see eq. (11))
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and linearly homoge eous,’ (see eq. (11)) 
 0.iji                                                              (A10) 
From eqs (A6), (A3), and (A9), we can show that 
 ,ih his s                                                            (A11) 
specifically, aggregate substitutions are symmetric. Substitute eq. (A10) in eq. (A3) to derive 0ij i  . By 
substituting this equation in eq. (A6), we obtain 
 0iis  .                                                             (A12) 
Next, we analyze LLs  in a similar way as that used by BC (p. 33) in analyzing AES (
Lj
L ). Eliminating TLs  and 
KLs from eq. (A8), we derive 
      2    
1 .LL T T TT K TK K T KT K KK
L
s w w s w s w w s w s
w
                 (A13) 
Transform (A13): 
 LLs x Ax  ,                                                       (A14) 







          
.  
To quote a passage from BC (p. 33): ‘the quadratic form on the right-hand side of the expression above must be 
negative definite. This, in turn, implies that’ 17 
  0KK TT KT TKA s s s s   ,                                             (A15) 
where A  is the 2 x 2 determinant. Transform eq. (A6) to derive  
 / / ,
ij
ijih j h i h ih i hs V w g V w     ,  ,  ,  .i h T K L       (A16) 
This equation shows how aggregate substitution and EWS are related.18 From eq. (A16), ihg  is not symmetric. 
Specifically,  ,    ih hig g i h   in general. 
Substituting eq. (A16) in eq. (A15), we obtain  
  0KK TT KT TKg g g g  .                                               (A17) 
 (
From eqs (A6), (A3), and (A9), we can s ow that
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Transform (A13):
「生物資源経済研究」原稿修正箇所 by Yoshiaki Nakada 2017/02/10 
1. 式(A14)の辺り(ベクトル行列はイタリックをトル)： 
Transform エラー! 参照元が見つかりません。: 
 LLs  x Ax ,                                                       ( 1) 






   
    
   
x A .  
2. 式(78) の下の辺り(数式が一部一段下がっているのを修正)： 
Using eq. エラー! 参照元が見つかりません。, we can show that   
 . .S.L H of エ ラ ー ! 参 照 元 が 見 つ か り ま せ ん 。 
1 1 2 1 2 1 1 2 2 1( ) ( ) 0L T T L L T L T L T                .  
3. 式(44)の下の式（うち合わせではイキだが、=の前後に余計なスペースがある。その修正のついでに変
更を希望する。Mathtypeインライン１つを３つに分割した）： 
where we recall eqs エ ラ ー ! 参 照 元 が 見 つ か り ま せ ん 。  and 
エ ラ ー ! 参 照 元 が 見 つ か り ま せ ん 。 , that is,    ’,  ’ / ,  /S U S T U T
 / ,  / ,LK LT KT LTg g g g    (,  ),  , ,KT LK LTS T U g g g . We define (for i ≠ h),  
 (A14)
where x is a vector, A is a matrix, and x・Ax is the inner product of vectors; 
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substituting this equation in eq. (A6), we obtain 
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k , i, k = 1, 2, 3 as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume that 
the two extreme factors [factors 1 and 2] are perfect complements in the sense that any factor 
price change does not alter the ratio of the intensities of their use (
34 
 
This equation shows that JE’s proof is impossible. Next, we show the disproof of JE. JE (p. 75) define
, ,  1,  2, 3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume that the two extreme factors 
[factors 1 and 2] are perfect complements in the sense that any factor price change does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                  (A18) 
In other words, the authors found that the set of three equations holds for EWS under the assumption of ‘perfect 
complementarity.’ Next, the authors used this set to prove how commodity prices affect factor prices.  
If we compare eq. (A18) with eq. (A17), we find that the latter is not consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impossible. Specifically, the authors fails to explain 
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect complement of the middle factor (factor 3). The authors state that they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is the determinant of matrix A, the coefficient matrix of a system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
However, BC’s method requires some technique. We show the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  
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If we compare eq. (A18) with eq. (A17), we find that the latter is not consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impos ible. Specifically, the authors fails to explain 
what ‘perfect complementarity’ implies. In summary, their pro f is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors as ume that extreme factor 
(factor 2) is a perfect complement of the mid le factor (factor 3). The authors state that they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impos ible.  
Equation Section (Next) 
Ap endix B:  
∆ is the determinant of matrix A, the coef icient matrix of a system of linear equations (se  eq. (46) . We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (se  BC (p. 25-26) . 
However, BC’s method requires some technique. We show the pro f using the important relationship among EWSs. 
From eqs (46) and (21), we derive  



























         (B1) 
Sum columns 1 and 2 in column 3, and subtract row 2 from row 1. We have 
[   =  2, 3]).’ 
  Here, for the authors, ‘perfect complementarity’ implies
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This equation shows that JE’s proof is impossible. Next, we show the disproof of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we ssume that the wo extreme factors 
[factors 1 and 2] are perfect complements in the s nse that any factor price change does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                  (A18) 
In other words, the authors found that the set of three equations holds for EWS under the assumption of ‘perfect 
complementarity.’ Next, the authors used this set to prove how commodity prices affect factor prices.  
If we compare eq. (A18) with eq. (A17), w  find that the latter is not c nsistent wit  the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s re ult is impossible. Specifically, the au hors fails to explain 
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect complement of the middle factor (factor 3). The authors stat  th t they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
ppendix B:  
∆ is the determinant of matrix A, the coefficient matrix of a system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
However, BC’s method requires some t chnique. We h w the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  
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This equation shows that JE’s proof is impossible. Next, we show the disproof of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assu e that the two extreme factors 
[factors 1 and 2] ar  perfect complements in the sense that any factor price change d es not alte  he ratio of the 
int nsities of th ir use (  1 2 ,  1,  2, 3k k k   ).’  
He e, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replace ki with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g                  (A18) 
In other words, the authors found that the set of three equati ns h lds for EWS under the assumption o  ‘perfect 
complementarity.’ Next, t e authors used this set to pr ve how commodity pric s affect factor prices.  
If we compare eq. (A18) with eq. (A17), we find that he latter is not co sistent with the former. T at is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impos ible. Specifically, t e authors fails to explain 
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect complement of the middle fact  (factor 3). T e authors st e that they derive 1 13 2  . In 
the authors’ con ext, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
Appe dix B:  
∆ is the determinant of matrix A, the oefficient matrix of a system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
Howeve , BC’s method requires some technique. We s w the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  



























        (B1) 
Sum colum s 1 a d 2 in colum  3, and subtract row 2 from row 1. W  have 
2
k . If we replace 
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T is equation show  that JE’s proof is imp ssible. Next, we show the disproof of JE. JE (p. 75) define
, ,   1,  2,  3ki i k  , as EWS. In ubsec ion 5.2.4 (p. 90), JE s ates, ‘Firs  w  assum  tha  the two extreme factors 
[factors 1 a d 2] are perf ct compleme ts in  sense that any factor price c ange d es not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perf ct co plementarity’ i ies 1 2
k k . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    , , .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                 (A18) 
In other words, the auth rs fo nd th  the set of th ee equations holds f r EWS under the assumption of ‘perfect 
complementarity.’ Next, the author  used th s set to prov  how omm dity prices affect factor prices.  
If w  compare eq. (A18) wit  . ( 7), e find that the latter is not c nsistent with the f rmer. That is, if eq. 
(A18) holds, L. .S f (A17) equals zero. Hence, JE’s r sult is impossible. Specifically, the a thors fails to ex lain 
what ‘perfect complementarit ’ implies. In ummary, their proof is not plausible.  
In subsectio 5.2.5 (p. 91), JE’s analy is s similarly o s bsection 5.2.4. The authors ssume that extreme factor 
(factor 2) is a per ect complement of the middle fact  (factor 3). The authors state that they deriv  1 13 2  . In 
the authors’ context, this implies  3 2 ,   1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is the determina of matrix A, the coeffici nt matrix of  yst m of linear equations ( ee eq. (46)). We can show 
ha  ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it wa  proved that D < 0 (see BC (p. 25-26)). 
However, BC’s m thod r quire  s me t chnique. We show the pro f us ng t e imp rtant relationship among EWSs. 
From qs (46) and (21), we derive  



























        (B1) 
Sum columns 1 and 2 in colu n 3, and subtract row 2 from row 1. We have 
1
k with 
gih, this implies that 
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This equation shows that JE’s proof is impossible. Next, we show the disproof of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume that the two extreme factors 
[factors 1 and 2] are perfect complements in the sense that any factor price change does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                  (A18) 
In other words, the authors found that the set of three equations holds for EWS under the assumption of ‘perfect 
complementarity.’ Next, the authors used this set to prove how commodity prices affect factor prices.  
If we compare eq. (A18) with eq. (A17), we find that the latter is not consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impossible. Specifically, the authors fails to explain 
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect complement of the middle factor (factor 3). The authors state that they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is the determinant of matrix A, the coefficient matrix of a system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
However, BC’s method requires some technique. We show the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  



























         (B1) 
Sum columns 1 and 2 in column 3, and subtract row 2 from row 1. We have 
 (A18)
In other words, the authors found t at the set of three equations holds for EWS under the as-
sumption of ‘perfect complementarity.’ Next, the authors u ed this set to prove how commod-
ity prices affect factor prices. 
 If we co pare eq. (A18) with eq. (A17), we ﬁnd that the latter is not consistent with the 
former. That is, if eq. (A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impos-
sible. Specifica ly, the authors fails to explain what ‘perfect complementarity’ implies. In 
summary, their proof is not plausible. 
 In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors as-
sume that extreme factor (factor 2) is a perfect complement of the middle factor (factor 3). 
The authors state that they derive
34 
 
This equation shows that JE’s proof is impossible. Next, we sho  the disproof of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume that the two extreme factors 
[factors 1 and 2] are perfect complements in the sense that any factor price change does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                  (A18) 
In other words, the authors found that the set of three equations holds for EWS under the assumption of ‘perfect 
complementarity.’ Next, the authors used this set to prove how comm dity prices affect factor prices.  
If we compare eq. (A18) with eq. (A17), we find that the latter is n t consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impossibl . Specifically, the authors fails t xplain
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect complement of the middle factor (factor 3). The authors state th t rive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is the determinant of matrix A, the coefficient matrix of a system of linear equations (see eq. (46)). W  can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was prov d that D < 0 (see BC (p. 25-26)). 
However, BC’s method requires some technique. We show the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  
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This equation hows that JE’s proof is impossibl . Next, we show the dispr of of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume tha  the two extreme factors 
[factors 1 and 2] a e perfect co plemen s in the sense that ny factor price change d es not alter the ratio of the 
int nsities of th ir use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect co plementarity’ implies 1 2
k k  . If we r place ki  with ihg , this implies 
that  
 ,  ,  ,   ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g          (A18) 
In other words, the authors found that the set of three equations holds for EWS under the as umpt on of ‘perfect 
co plementarity.’ Next, the authors used this set to pr ve h w mod ty pric s a fec  factor prices.  
If we compare eq. (A18) with eq. (A17), we find that th  latter is not consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s re ult is impossibl . Specificall , the author  fails to explain
what ‘perfect co plementarity’ implie . In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect co plement of the middle factor (factor 3). T e authors st e that they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion at this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is th  determinant of matrix A, the co fficient matrix of a system of l near equations (se eq. (46)). We c  show
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (s e BC (p. 25-26)).
However, BC’s method quires some technique. We show the proof using the impo tan  elationship among EWSs. 
From eqs (46) and (21), we derive  



























        (B1) 
Sum columns 1 and 2 in colum  3, and subtract row 2 from row 1. W  have 
2
1. In the authors’ context, this implies 
34 
 
This equation sho s that JE’  pr of is impossible. Next,  show the disproof of JE. JE (p. 75) define
, ,    1  2,  3ki i k  , as EWS. In subsec ion 5.2.4 (p. 90), JE states, ‘First we assume that the two extreme factors 
[factor  1 and 2] are pe fect complements in th  sense at ny factor price change does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perf ct complem ntarity’ implies 1 2
k k  . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                  (A18) 
In ther words, t e auth und tha set of three equations h lds for EWS under the assumption f ‘perfect
c mplementarity.’ Next, th authors used his set to prove how commodity prices affect factor prices. 
If we compare eq. (A18) with eq. ( ), we find that the latter is not consistent with the former. T at is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s resu t is im ossible. Specifically, th  authors fails to explain 
what ‘pe fect complementarity’ implies. In summ ry, their proof is n t plausible.  
In subsection 5.2.5 (p. 91), JE’s an lysi  is similarly to subse ion 5.2.4. The authors assume that extreme factor 
(factor 2) is a perf ct complement of he middle factor (factor 3). The authors state that they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equ tion Section (Ne t) 
Appendix B:  
∆ is the determinant of m trix A, the co ffici nt matrix of  system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent t  the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
However, BC’s meth d requires s e ech ique. We sh w the proof u ing the important relationship among EWSs. 
From eqs (46) and (21), we derive  
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This equation hows that JE’  pr of is impossibl . Next,  show the dispr of of JE. JE (p. 75) define
, ,    1  2,  3ki i k  , as EWS. In subsec ion 5.2.4 (p. 90), JE states, ‘First we assume tha  the two extreme factors 
[factors 1 and 2] a e pe fect co plemen s in sense that ny factor price change d es not alter the ratio of the 
int nsities of th ir use (  1 2 ,  1,  2,  3k k k   ).’  
H re, for the authors, ‘perf ct co plementarity’ implies 1 2
k k  . If we r place ki  with ihg , this implies 
that  
,  ,  ,   ,  ,  .T Kh TT KT TK KK TL KLg g h T K L g g g g g g          (A18) 
In other words, t e uth s found t t  set f ree qua i ns lds for EWS under the assumption of ‘perfect 
c plementarity.’ Next, the authors used his set to pr ve h w c mmod ty pric s a fect fac or prices.  
If we compare eq. (A18) with eq. (A17), we find that th  latter is not con istent with the former. That is, if eq.
(A18) holds, L.H.S. of (A17) equ ls zero. Hence, JE’s re ult is impossibl . Specifically, the uthor fails to explain 
what ‘pe ect c plementarity’ implie . In summary, their proof i  not plausible   
In s secti  . .5 (p. 91), JE’s analysi is similarly to subse ion 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect co pl ment of the mi dle factor (factor 3). T e authors state that they derive 1 13 2  . In 
the authors’ context, this mplies  3 2 ,   1,  2, 3
k k k   . We can prove in a similar fashion at this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is th  determina t of m trix A, th  co fficient ma rix of a system of linear equ tions (see eq. (46)). We can show 
that ∆ < 0. ∆ s equivalent t  th  3 x 3 d termina t D in BC, and it was proved at D < 0 (se  BC (p. 25-26)). 
H ev r, BC’s method quires s me chnique. We sh w the proof using the impo tan  relationship among EWSs. 
From eqs (46) and (21), we derive  



























        (B1) 
Su  c lumns 1 and 2 in colum  3, and subtract row 2 from row 1. W  have 
2
k, k = 1, 




 ∆ is the determinant of the coefﬁcient matrix of a system of linear equations (see eq. (46)). 
We can show that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved 
that D < 0 (see BC (p. 25-26)). However, BC’s method requires some technique. We show 
the proof using the important relationship among EWSs. From eqs (46) and (21), we derive 
34 
 
This equation shows that JE’s proof is impossible. Next, we show the disproof of JE. JE (p. 75) define
, ,    1,  2,  3ki i k  , as EWS. In subsection 5.2.4 (p. 90), JE states, ‘First we assume that the two extreme factors 
[factors 1 and 2] are perfect complements in the sense that any factor price change does not alter the ratio of the 
intensities of their use (  1 2 ,  1,  2,  3k k k   ).’  
Here, for the authors, ‘perfect complementarity’ implies 1 2
k k  . If we replace ki  with ihg , this implies 
that  
 ,  ,  ,    ,  ,  .Th Kh TT KT TK KK TL KLg g h T K L g g g g g g                  (A18) 
In other words, the authors found that the set of three equations holds for EWS under the assumption of ‘perfect 
complementarity.’ Next, the authors used this set to prove how commodity prices affect factor prices.  
If we compare eq. (A18) with eq. (A17), we find that the latter is not consistent with the former. That is, if eq. 
(A18) holds, L.H.S. of (A17) equals zero. Hence, JE’s result is impossible. Specifically, the authors fails to explain 
what ‘perfect complementarity’ implies. In summary, their proof is not plausible.  
In subsection 5.2.5 (p. 91), JE’s analysis is similarly to subsection 5.2.4. The authors assume that extreme factor 
(factor 2) is a perfect complement of the middle factor (factor 3). The authors state that they derive 1 13 2  . In 
the authors’ context, this implies  3 2 ,    1,  2,  3
k k k   . We can prove in a similar fashion that this is 
impossible.  
Equation Section (Next) 
Appendix B:  
∆ is the determinant of matrix A, the coefficient matrix of a system of linear equations (see eq. (46)). We can show 
that ∆ < 0. ∆ is equivalent to the 3 x 3 determinant D in BC, and it was proved that D < 0 (see BC (p. 25-26)). 
However, BC’s method requires some technique. We show the proof using the important relationship among EWSs. 
From eqs (46) and (21), we derive  



























         (B1) 
Sum columns 1 and 2 in column 3, and subtract row 2 from row 1. We have 
 (B1)
































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
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1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 
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           (B5) 
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                       (B6) 
Express the above as a cofactor expansion along the fourth row, and permutate rows 2 and 3. We have 
 (B2)
where we may recall eq. (26), that is, (A, B, E)=(θT1-θT2, θK1-θK2, θL1-θL2). Express the 
































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
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1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 






0 0 0 1
TT T KT K






                       (B6) 
Express the above as a cofactor expansion along the fourth row, and permutate rows 2 and 3. We have 
 (B3)
Recall eq. (17), that is, gih= (θh /θi) ghi , i, h=T, K, L, and  mij=(θj /θi) θij. Using these equa-
































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 
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                      (B6) 
Express the above as a cofactor expansion along the fourth row, and permutate rows 2 and 3. We have 
(B4)
































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
i s , , nd 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 






0 0 0 1
TT T KT K






                       (B6) 

































            (B2) 
where we may recal  eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Expres  the above as a 























            (B3) 
Recal  eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









T T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
i ide rows 2, 3, and 4 by 1 / 1 /, ,T K   and / L , respectively, and divide columns 3 and 4 by 1  and 2 , 
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       
   
           (B5) 






0 0 0 1
T T KT K






                      (B6) 
Expres  the above as a cofactor expansion along the fourth row, and permutate rows 2 and 3. e have 

































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4  1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 
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                       (B6) 
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          ( ) 
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e . ( ): 
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T T T T T
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L L L L
K KK K K K K
TL T L KL K L
       ( ) 
i i e r s , , a    / /, ,T K  a  / L , res ecti el , a  i i e c l s  a    1  a 2 , 
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T
K
               ( ) 
ress t e a e as a c fact r e a si  al  t e f rt  r , a  er tate r s  a  . e a e 































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 






0 0 0 1
TT T KT K






                       (B6) 




































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 






0 0 0 1
TT T KT K






                       (B6) 
Express the above as a cofactor expansion along the fourth row, and permutate rows 2 and 3. We have 

































            (B2) 
where we may recall eq. (26), that is,   11 2 1 2 2,  ,  ,  ( , ).T T K K L LEA B         Express the above as a 























            (B3) 
Recall eq. (17), that is, ( / ) ,  ,  , ,  ih h i hig g i h T K L   , and ( / )ij j i ij    . Using these equations, transform 
eq. (B3): 
 
1 1 2 2
1 1 2 2









TT T KT K T
TK T
T T T T T
K K
L L L L
K KK K K K K





         
         
         
          (B4) 
Divide rows 2, 3, and 4 by 1 / 1 /, ,T K   and 1/ L , respectively, and divide columns 3 and 4 by 1  and 2 , 







TT T KT K
TK T KK K








       
   
           (B5) 






0 0 0 1
TT T KT K






                       (B6) 
Express the above as a cofactor expansion along the fourth row, and permutate rows 2 and 3. We have 
 (B6)






(1)( 1) ( 1) '.TK T KK K






                  (B7) 
From eq. (17), we derive .TK T KT Kg g   Using this equation, expand eq. (B7) to derive 
 2 2'[ 2 ].KK K TT T KT KA g B g ABg                (B8) 
Transform eq. (B8) to derive: 
 2 2'[ 2 ] ,KK K TT T KT Kg x g xg A               (B9) 
where /x B A . This is a quadratic formula. From eq. (18), we have  
 0.TT Tg              (B10) 
Hence, the coefficient of 2x  in eq. (B9) is negative. The quarter of discriminant of eq. (B9) is  
 2 ./ 4 ( )KT K KK K TT TD g g g    .          (B11) 
From eq. (17), we derive .KT K TK Tg g   Substitute this equation in eq. (B11) to derive: 
 .[/ 4 ]KK TT KT TK K TD g g g g                  (B12) 
Recall eq. (A17), 0.KK TT KT TKg g g g   Substitute this in eq. (B12) to derive: 
 / 4 0.D             (B13) 
From eqs (B10) and (B13), we have  
 0.              (B14) 
Using eqs (19) and (17), transform eq. (B8) to derive: 
 2 2 2'[( ) ].KT K LK L LT LB A g g A g B                (B15) 
 
References: 
Baldwin. R. E. (1971), “Determinants of the Commodity Structure of U.S. Trade," American Economic Review, 61, 
126-146.  
Baldwin, R. E. (1979), "Determinants of Trade and Foreign Investment: Further Evidence," Review of Economics 
and Statistics, 51, 40-48.  
Ban, H. (2007a), “Capital-skill complementarity, factor intensity and relative factor prices: a model with three 
factors and two goods,” Kobe-gakuin economic papers 39, 101-122 (in Japanese). 
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                  (B7) 
From e . (17), e erive .TK T KT Kg g   Using this equation, expand eq. (B7) to derive 
 2 2'[ 2 ].KK K TT T KT KA g B g ABg                (B8) 
Transform eq. (B8) to derive: 
 2 2'[ 2 ] ,KK K TT T KT Kg x g xg A               (B9) 
where /x B A . This is a quadratic formula. From eq. (18), we have  
 0.TT Tg              (B10) 
Hence, the coefficient of 2x  in eq. (B9) is negative. The quarter of discriminant of eq. (B9) is  
 2 ./ 4 ( )KT K KK K TT TD g g g    .          (B11) 
From eq. (17), we derive .KT K TK Tg g   Substitute this equation in eq. (B11) to derive: 
 .[/ 4 ]KK TT KT TK K TD g g g g                  (B12) 
Recall eq. (A17), 0.KK TT KT TKg g g g   Substitute this in eq. (B12) to derive: 
 / 4 0.D             (B13) 
From eqs (B10) and (B13), we have  
 0.              (B14) 
Using eqs (19) and (17), transform eq. (B8) to derive: 
 2 2 2'[( ) ].KT K LK L LT LB A g g A g B                (B15) 
 
References: 
Baldwin. R. E. (1971), “Determinants of the Commodity Structure of U.S. Trade," American Economic Review, 61, 
126-146.  
Baldwin, R. E. (1979), "Determinants of Trade and Foreign Investment: Further Evidence," Review of Economics 
and Statistics, 51, 40-48.  
Ban, H. (2007a), “Capital-skill complementarity, factor intensity and relative factor prices: a model with three 
factors and two goods,” Kobe-gakuin economic papers 39, 101-122 (in Japanese). 












                  (B7) 
From eq. (17), we d rive .TK T KT Kg g   Using this equation, expand eq. (B7) to derive 
 2 2'[ 2 ].KK TT KT KA g B g ABg                (B8) 
Transform eq. (B8) to derive: 
 2 2'[ 2 ] ,KK TT KT Kg x g xg A               (B9) 
where /x B A . This is a quadr tic formula. From eq. (18), we have  
 0.TTg              (B10) 
Hence, the coefficient of 2x  in eq. (B9) is negative. The quarte  of discriminant of eq. (B9) is  
 2 ./ 4 ( )KT K KK TTD g g g    .          (B11) 
From eq. (17), we d rive .KT K TK Tg g   Substitute this equation i  eq. (B11) to derive: 
 .[/ 4 ]KK TT KT TK K TD g g g g                 (B12) 
Recall eq. (A17), 0.KK TT KT TKg g g g   Substitute this in eq. (B12) to derive: 
 / 4 0.D             (B13) 
From eqs (B10) and (B13), we have  
 0.              (B14) 
Using eqs (19) and (17), transform eq. (B8) to derive: 
 2 2 2'[( ) ].KT K LK L LT LB A g g A g B                (B15) 
 
References: 
Baldwin. R E (1971), “Determinants of the Commodity Struct re of U.S. Trade," American Econ mic Revi w, 61, 
126-146.  
Baldwin, R. E (197 ), "Determinants of Trade and Foreign I vestment: Further Evidence," Revi w of Econ mics 
and Statistics, 51, 40-48.  
Ban, H. (2007a), “Capital-skill complem ntarity, factor inte sity and relative factor prices: a model with ree 
factors and two g ods,” Kobe-gakuin econ mic pa ers 39, 10 -122 (in Japanese). 
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                  (B7) 
From eq. (17), we d rive .TK T KT Kg g   Using this equation, expand eq. (B7) to derive 
 2 2'[ 2 ].KK K TT T KT KA g B g ABg                (B8) 
Transform eq. (B8) to derive: 
 2 2'[ 2 ] ,KK K TT T KT Kg x g xg A               (B9) 
where /x B A . This is a quadratic formula. From eq. (18), we have  
 0.TT Tg              (B10) 
Hence, the coefficient of 2x  in eq. (B9) is negative. The quarter of discriminant of eq. (B9) is  
 2 ./ 4 ( )KT K KK K TT TD g g g    .          (B11) 
From eq. (17), we derive .KT K TK Tg g   Substitute this equation in eq. (B11) to derive: 
 .[/ 4 ]KK TT KT TK K TD g g g g                  (B12) 
Recall eq. (A17), 0.KK TT KT TKg g g g   Substitute this in eq. (B12) to derive: 
 / 4 0.D             (B13) 
From eqs (B10) and (B13), we have  
 0.              (B14) 
Using eqs (19) and (17), transform eq. (B8) to derive: 
 2 2 2'[( ) ].KT K LK L LT LB A g g A g B                (B15) 
 
References: 
Baldwin. R. E. (1971), “Determinants of the Commodity Structure of U.S. Trade," American Economic Review, 61, 
126-146.  
Baldwin, R. E. (1979), "Determinants of Trade and Foreign Investment: Further Evidence," Review of Economics 
and Statistics, 51, 40-48.  
Ban, H. (2007a), “Capital-skill complementarity, factor intensity and relative factor prices: a model with three 
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                  (B7) 
ro  eq. (17), we derive .TK T KT Kg g   Using this equation, expand eq. (B7) to derive 
 2 2'[ 2 ].KK K TT T KT KA g B g ABg                (B8) 
ransform eq. (B8) to derive: 
 2 2'[ 2 ] ,KK K TT T KT Kg x g xg A               (B9) 
re /x B A . This is a quadratic formula. From eq. (18), we have  
 0.TT Tg              (B10) 
Hence, the coeff cient of 2x  in eq. (B9) is negative. The quarter of discriminant of eq. (B9) is  
 2 ./ 4 ( )KT K KK K TT TD g g g    .          (B11) 
From eq. (17), we derive .KT K TK Tg g   Substitute this equation in eq. (B11) to derive: 
 .[/ 4 ]KK TT KT TK K TD g g g g                  (B12) 
Recall eq. (A17), 0.KK TT KT TKg g g g   Substitute this in eq. (B12) to derive: 
 / 4 0.D             (B13) 
From eqs (B10) and (B13), we have  
 0.              (B14) 
Using eqs (19) and (17), transform eq. (B8) to derive: 
 2 2 2'[( ) ].KT K LK L LT LB A g g A g B                (B15) 
 
R f rences: 
Baldwin. R. E. (1971), “D terminants of the Co modity Structure of U.S. Trade," American Economic Review, 61, 
126-146.  
Baldwin, R. E. (1979), "D terminants of Trade and Foreign Investment: Further Evidence," Review of Economics 
and Statistics, 51, 40-48.  
Ban, H. (2 07a), “Capital-skill complementarity, factor intensity and relative factor prices: a model with three 
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1）  BC have derived a conclusion (p. 34) that an increase in the supply of one factor, at constant commodity 
prices, will increase the output of the commodity using the expanding factor relatively intensively and 
reduce the output of the other commodity. 
2）  The authors did not show these results using the sign pattern as shown in this article, but using the rank-




                                                  
1 BC have derived a conclusion (p. 34) that an increase in the supply of one factor, at constant commodity prices, 
will increase the output of the commodity using the expanding factor relatively intensively and reduce the output of 
the other commodity.  
2 The authors did not show these results using the sign pattern as shown in this article, but using the ranking form 








Fig. 1 Illustration of the EWS-ratio vector boundary and line-ij
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(22)), for example. However, their technique requires some skill and is not easy. Additionally, it is not 
useful for the analysis of a sufﬁcient condition for a Rybczynski sign pattern to hold. The analysis based 
on computation is far easier. Additionally, Thompson (1993) also used a diagrammatic technique devel-
oped by JE, and supplemented JE’s analysis. He derived 11 patterns of ranking form in total. Apparently, 
for some cases, two ranking forms correspond to the same sign pattern. 
3）  Suzuki (1983) assumed that capital and land (middle factor and extreme factor, respectively) were ‘per-
fect complements’ in each sector, and derived the implications using AES, that is, ‘ , 
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3 Suzuki (1983) assumed that capital and land (middle factor and extreme factor, respectively) were ‘perfect 
complements’ in each sector, and derived the implications using AES, that is,  
‘ 0; 0,  j j j jKK KT LK LT       and 0.j jKT TT   ’ j ik  is the AES between the ith and the 
kth factors in the jth industry. Suzuki used t is in his disproof. BC (p33) derived the relationship for AES on 
the assumption that the production functions were strictly quasi-concave and linearly homogeneous, i.e.: 
2( 0) .j j jKK TT KT     If w  compare this inequality with Suzuki’s equations, we find that the latter is not 
consistent with the former. On this, see Nakada (2015a).  
4 In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity of the 
middle factor is the same, or 1 2L L   in our expression, (2) extreme factors are independent, or 0TKg   in 
our expression, (3) all factors including extreme factors are substitutes, (4) extreme factors are perfect complements, 
(5) the middle factor and an extreme factor are perfect complements. Specifically, both (1) and (2) are special cases. 
In the case of (3), JE (p. 88) assumed that ‘the middle factor is used more intensively in 1x  [or sector 1] than in 
2x  [or sector 2],’ that is, 1 2L L   in our expression. JE only showed two patterns of the commodity 
price–factor price relationships that hold. The explanations in (3) are complicated. I am uncertain whether they are 
plausible. If all factors are substitutes,    ,  ,    ,  ,  S T U      holds, hence,    ',  ’ ,  S U    holds (see 
eq. (43)). Ther fore, as we show in section 3 in t is articl , the EWS-ratio vector exists in quadrant I, that is, in the 
subregion P1 to P5. This implies that five patterns of the commodity price–factor price relationship hold. This is not 
discussed further.  
5 From eq. (A16), if factors i and h are aggregate complements, they are economy-wide complements, and vice 
versa. Takayama (1982) showed only one sufficient condition for a strong Rybczynski result to hold. Suzuki (1987) 
derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author assumed that extreme factors are 
‘Allen-complements’ in each sector (p. 23), and he derived a strong Rybczynski result. Apparently, if extreme 
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4）  In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity 
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example. However, their technique requires some skill and is not easy. Additionally, it is not useful for the analysis 
f a sufficien  co dition for a Rybczynski sign pattern to hol . The analysis based on computation is far easier. 
Additionally, Thompson (1993) also us d a diagrammatic technique eveloped by JE, and suppl mented JE’s 
analysis. He derived 11 patterns of ranking form in total. Apparently, for some c ses, two ranking form  correspond 
to the same sign pattern.  
3 Suzuki (1983) a sumed that cap al and l nd (middle factor and xtreme factor, respectively) were ‘perfect 
complements’ in each sector, and derive the implications using AES, that is,  
‘ 0; 0,  j j j jKK KT LK LT       and 0.j jKT TT   ’ j ik  is the AES between the ith and the 
kth factors in the jth industry. Suzuki used this in his disproof. BC (p33) derived the relationship for AES on 
the assumption that the prod ction functions wer  s rictly quasi-concave and linearly homogeneous, i.e.: 
2( 0) .j j jKK TT KT     If we compare this inequality wi h Suzuki’s equations, we find that the latter is not 
consistent with the former. On this, see Nakada (2015a).  
4 In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity of the 
middle factor is the s  or 1 2L L   in our expressio , (2) extreme factors re independent, or 0TKg   in 
our expression, (3) all factor  including extreme f ctors are subst tutes, (4) extreme factors are perfect complements, 
(5) the middle factor an  an  are perfect complements. Specifically, both (1) and (2) are special cases. 
In the case of (3), JE (p. 88) assumed that ‘the middle factor is used more intensively in 1x  [or sector 1] than in 
2x  [or sector 2],’ that is, 1 2L L   in our expression. JE only showed two patterns of the commodity 
price–factor price relationships that hold. The explanations in (3) are complicated. I a  uncertain whether they are 
plausible. If all factors are substitutes,    ,  ,    , ,  S T U      holds, hence,    ',  ’ ,  S U    holds (see 
eq. (43)). Therefore, as we show in section 3 in this article, the EWS-ratio vector exists in quadrant I, that is, in the 
subregion P1 to P5. This implies that five patt rns of the commodity price–factor price relationship hold. This is not 
discussed further.  
5 From eq. (A16), if factors i and h are aggregate complements, they are economy-wide complements, and vice 
versa. Takayama (1982) showed only one sufficie t condition for a strong Rybczynski result to hold. Suzuki (1987) 
derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author assumed that extreme factors are 
‘A len-complements’ n each sector (p. 23), and he derived a strong Rybczynski result. Apparently, if extreme 
in our ssion, (2) extreme factors ar  i dependent, or 
41 
 
                                                                                                                                                                       
example. However, their technique requires some skill and is not easy. Additionally, it is not useful for the analysis 
of a sufficient condition for a Rybczynski sign pattern to hold. The analysis based on computation is far easier.
Additionally, Thompson (1993) also used a diagrammatic technique developed by JE, and supplemented JE’s 
analysis. He derived 11 patterns of ranking form in total. Apparently, for some cases, two ranking forms correspond 
to the same sign pattern.  
3 Suzuki (1983) assumed that capital and land (middle factor and extreme factor, respectively) were ‘ erfect 
complements’ in each sector, and derived the implications using AES, that is,  
‘ 0; 0,  j j j jKK KT LK LT       and 0.j jKT TT   ’ j ik  is the AES between the ith and the 
kth factors in the jth industry. Suzuki used this in his disproof. BC (p33) derived the relationship for AES on 
the assumption that the production functions were strictly quasi-concave and linearly homogeneous, i.e.: 
2( 0) .j j jKK TT KT     If we compare this inequality with Suzuki’s equations, we find that the latter is not 
consistent with the former. On this, see Nakada (2015a).  
4 In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity of the 
middle factor is the same, or 1 2L L   in our expression, (2) extreme factors are independent, or 0TKg   in 
our expression, (3) all factors including extreme factors are substitutes, (4) extreme factors are perfect complements, 
(5) the middle factor and an extreme factor are perfect complements. Specifically, both (1) and (2) are special cases. 
In the case of (3), JE (p. 88) assumed that ‘the middle factor is used more intensively in 1x  [or sector 1] than in 
2x  [or sector 2],’ that is, 1 2L L   in our expression. JE only showed two patterns of the commodity 
price–factor price relationships that hold. The explanations in (3) are complicated. I am uncertain whether they are 
plausible. If all factors are substitutes,    ,  ,    ,  ,  S T U      holds, hence,    ',  ’ ,  S U    holds (see 
eq. (43)). Therefore, as we show in section 3 in this article, the EWS-ratio vector exists in quadrant I, that is, in the 
subregion P1 to P5. This implies that five patterns of the commodity price–factor price relationship hold. This is not 
discussed further.  
5 From eq. (A16), if factors i and h are aggregate complements, they are economy-wide complements, and vice 
versa. Takayama (1982) showed only one sufficient condition for a strong Rybczynski result to hold. Suzuki (1987) 
derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author assumed that extreme factors are 
‘Allen-complements’ in each sector (p. 23), and he derived a strong Rybczynski result. Apparently, if extreme 
in our expression, (3) all factors including extreme factors are substitutes, (4) extreme factors are 
perfect complements, (5) the middle factor and an extreme factor are perfect complements. Speciﬁcally, 
both (1) and (2) are special cases. In the case f (3), JE (p. 88) assumed that ‘the middle factor is used 
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example. However, their technique requires some skill and is not easy. Additionally, it is not useful for the analysis 
of a sufficient condition for a Rybczynski sign pattern to hold. The analysis based on computation is far easier. 
Additionally, Thompson (1993) also used a diagrammatic technique developed by JE, and supplemented JE’s 
nalysis. He erived 11 patterns of ranking f rm in total. Apparently, for some cases, two ranking forms correspond 
to the same sign pattern.  
3 Suzuki (1983) assumed that capital and land (middle factor and extreme factor, respectively) were ‘perfect 
complements’ in each sector, and derived the implica ions using AES, that is,  
‘ 0; 0,  j j j jKK KT LK LT       and 0.j jKT TT   ’ j ik  is the AES between the ith and the 
kth factors in the jth industry. Suzuki used this in his disproof. BC (p33) derived the relationship for AES on 
the assumption that the production functions were strictly quasi-concave and linearly homogeneous, i.e.: 
2( 0) .j j jKK TT KT     If we compare this inequality with Suzuki’s equations, we find that the latter is not 
consistent with the former. On this, see Nakada (2015a).  
4 In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity of the 
middle factor is the same, or 1 2L L   in our expression, (2) extreme factors are independent, or 0TKg   in 
our expression, (3) all factors including extreme factors are substitutes, (4) extreme factors are perfect complements, 
(5) the middl  f t r and an extreme factor are perfect complements. Specifically, both (1) and (2) are special cases. 
In the case of (3), JE (p. 88) assumed that ‘the middle factor is used more inten  in 1x  [or sector 1] than in 
2x  [or sector 2],’ that is, 1 2L L   in our expression. JE only showed two patterns of the commodity 
price–factor price relationships that hold. The explanations in (3) are complicated. I am uncertain whether they are 
plausible. If all factors are substitutes,    ,  ,    ,  ,  S T U      holds, hence,    ',  ’ ,  S U    holds (see 
eq. (43)). Therefore, as we show in section 3 in this article, the EWS-ratio vector exists in quadrant I, that is, in the 
subregion P1 to P5. This implies that five patterns of the commodity price–factor price relationship hold. This is not 
discussed further.  
5 From eq. (A16), if factors i and h are aggregate complements, they are economy-wide complements, and vice 
versa. Takay ma (1982) showed only one sufficient condition for a trong Rybczynski result to hold. Suzuki (1987) 
derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author assumed that extreme factors are 
‘Allen-com l ments’ in each s ctor (p. 23), and he derived a strong Rybczynski result. Apparently, if extreme 
[or t r 1] than in
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example. However, their technique requires some skill and is not easy. Additionally, it is not useful for the analysis 
of a sufficient condition for a Rybczynski sign pattern to hold. The analysis based on computation is far easier. 
Additionally, Thompson (1993) also used a diagrammatic technique developed by JE, and supplemented JE’s 
analysis. He derived 11 patterns of ranking form in total. Apparently, for some cases, two ranking forms correspond 
to the same sign pattern.  
3 Suzuki (1983) assumed that capital and land (middle factor and extreme factor, respectively) were ‘perfect 
complements’ in each sector, and derived the implications using AES, that is,  
‘ 0; 0,  j j j jKK KT LK LT       and 0.j jKT TT   ’ j ik  is the AES between the ith and the 
kth factors in the jth industry. S zuki used this in his disproof. BC (p33) derived the relationship for AES on 
the assumption that the production functions were strictly quasi-concave and linearly homogeneous, i.e.: 
2( 0) .j j jKK TT KT     If we compare this inequality with Suzuki’s equations, we find that the latter is not 
consistent with the former. On this, see Nakada (2015a).  
4 In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity of the 
middle factor is the same, or 1 2L L   in our expression, (2) extreme factors are independent, or 0TKg   in 
our expression, (3) all factors including extreme factors are substitutes, (4) extreme factors are perfect complements, 
(5) the middle factor and n extreme factor are perf ct complements. Specifically, both (1) and (2) are special cases. 
In the case of (3), JE (p. 88) assumed that ‘the middle factor is used more intensively in 1x  [or sector 1] than in 
2x  [or sector 2],’ that is, 1 2L L   in our expression. JE only showed two patterns of the commodity 
price–factor price relationships that hold. The explanations in (3) are complicated. I am uncertain whether they are 
plausible. If all factors are substitutes,    ,  ,    ,  ,  S T U      holds, hence,    ',  ’ ,  S U    holds (see 
eq. (43)). Therefore, as we show in section 3 this article, the EWS-ratio vector exists in quadrant I, that is, in the 
subregion P1 to P5. This implies that five patterns of the commodity price–factor price relationship hold. This is not 
discussed further.  
5 From eq. (A16), if factors i and h are aggregate complements, they are economy-wide complements, and vice 
versa. Takayama (1982) showed only one sufficient condition for a strong Rybczynski result to hold. Suzuki (1987) 
derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author assumed that extreme factors are 
‘Allen-complements’ in each sector (p. 23), and he derived a strong Rybczynski result. Apparently, if extreme 




example. However, their technique requires some ski l and is not easy. Additiona ly, it is not useful for the analysis 
of a su ficient condition for a Rybczynski sign pa tern to hold. The analysis based on computation is far easier. 
Additiona ly, Thompson (1993) also used a diagrammatic technique developed by JE, and supplemented JE’s 
analysis. He derived 11 pa terns of ranking form in total. Apparently, for some cases, two ranking forms co respond 
to the same sign pa tern.  
3 Suzuki (1983) a sumed that capital and land (middle factor and extreme factor, respectively) were ‘perfect 
complements’ in each sector, and derived the implications using AES, that is,  
‘ 0; 0,  j j j jKK KT LK LT       and 0.j jKT T   ’ j ik  is the AES between the ith and the 
kth factors in the jth ndustry. Suzuki used this in is disproof. BC (p33) derived the relationship for AES on 
the a sumption that the production functions were strictly quasi-concave and linearly homogeneous, i.e.: 
2( 0) .j j jK T KT     If we compare this inequality with Suzuki’s equations, we find that the la ter is not 
consistent with the former. On this, s e Nakada (2015a).  
4 In subsections 5.2.1 to 5.2.5 (p. 86-92), JE analyzed the cases shown below. That is, (1) factor intensity of the 
middle factor is the same, or 1 2L L   in our expre sion, (2) extreme factors are independent, or 0TKg   in 
our expre sion, (3) a l factors including extreme factors are substitutes, (4) extreme factors are perfect complements, 
(5) the middle factor and an extreme factor are perfect complements. Specifica ly, both (1) and (2) are special cases. 
In the case of (3), JE (p. 88) a sumed that ‘the middle factor is used more intensively in 1x  [or sector 1] than in 
2x  [or sector ,’ at is, 1 2L L   in our expre sion. JE only showed two pa terns of the commodity 
price–factor price relationships that hold. The explanations in (3) are complicated. I am uncertain whether they are 
plausible. If a l factors are substitutes,    ,  ,    ,  ,  S T U      holds, hence,    ',  ’ ,  S U    holds (see 
eq. (43 ). Therefore, as we show in section 3 in this article, the E S-ratio vector exists in quadrant I, that is, in the 
subregion P1 to P5. This implies that five pa terns of the commodity price–factor price relationship hold. This is not 
discu sed further.  
5 From eq. (A16), if factors i and h are aggregate complements, they are economy-wide complements, and vice 
versa. Takayama (1982) showed only one su ficient condition for a strong Rybczynski result to hold. Suzuki (1987) 
derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author a sumed that extreme factors are 
‘A len-complements’ in each sector (p. 23), and he derived a strong Rybczynski result. Apparently, if extreme 
re sion. JE only 
showed two patterns of the commodity price–factor price relationships that hold. The explanations in 
(3) are complic ted. I am uncertain whether they are plausible. If all factors re substitutes,
= holds, hence, = holds (see eq. (43)). Therefor as we show in section 3 in 
this article, the EWS-ratio vector exists in quadrant I, that is, in the subregion P1 to P5. This implies that 
ﬁve patterns of the commodity price–factor price relationship old. This is not dis ussed further. 
5）  From eq. A16), if factors i and h are aggregate complements, they are economy-wide complements, and 
vice versa. Takayama (1982) showed only one sufﬁcient condition for a strong Rybczynski result to hold. 
Suzuki (1987) derived a similar result. In Suzuki (1987, Chapter 1, p. 17-26), the author assumed that 
extreme factors are ‘Allen-complements’ in each s ctor (p. 23), nd he derived  strong Rybczynski re-
sult. Apparently, if extreme factors are Allen-complements in each sector, extreme factors are aggregate 
compl ments, but not vice versa.
6）  Additionally, Ban (2010) mo iﬁed an important basic assumption. She assumed that commodity prices 
are endogenous. She analyzed how factor endowments affected factor prices in a theoretical study.
7）  Addition lly, as I showed in Nakada (2016a), in s me cases, it is not plausible to assume that production 
functions are of a Cobb-Douglas type, or an all-constant CES type in each sector, which do not allow any 
two factors to be Allen-complements, as Thompson (1995) assumed. Moreover, it is not plausible to as-
sume that production functions are of the two-level CES type, as Ban (2007a) assumed. 
8）  EWS contains AES in two sectors. Strangely, JE did not mention AES at all. There are nine EWSs. I 
show that only three EWSs are needed for the analysis. Absolute value of EWS is not important to ana-
lyze a sufﬁcient condition for each Rybczynski sign pattern to hold. Only by deﬁning the EWS-ratio vec-
tor can we analyze it systematically using the ﬁgure in two dimensions. 
9）  For example, Nakada (2016b) applied Nakada’s (2016a) results to data from Thailand and, in doing so, 
derived the factor endowment–commodity output relationship for Thailand during the period 1920 -1929. 
To some extent, these results show how Chinese immigration affected commodity output in Thailand be-
tween 1920 and 1929.
10）  Our method using a 5 x 5 matrix does not require special techniques, which other studies used. For ex-
ample, BC transformed some equations using some techniques and made a system of linear equations 
using a 3 x 3 matrix. On the other hand, in section 3 (p. 73-77), JE used other techniques, and made a 
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system of three linear equations. In fact, these methods are not easy to reapply.
11）  We assume that sector 1 is relatively land intensive, and sector 2 is relatively capital intensive, and that 
labor is the middle factor, and land and capital are extreme factors. Further, we assume that the middle 
factor is used relatively intensively in sector 1.
12）  However, estimating the values of parameters belongs to a partial equilibrium analysis. 
13）  In section 4, Teramachi (2015, p. 50) showed 12 patterns of ‘ J sign patterns’, which express the com-
modity price–factor price relationships (
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factors are Allen-complements in each sector, extreme factors are aggregate complements, but not vice versa. 
6 Additionally, Ban (2010) modified an important basic assumption. She assumed that commodity prices are 
endogenous. She analyzed how factor endowments affected factor prices in a theoretical study. 
7 Additionally, as I showed in Nakada (2016a), in some cases, it is not plausible to assume that production 
functions are of a Cobb-Douglas type, or an all-constant CES type in each sector, which do not allow any two 
factors to be Allen-complements, as Thompson (1995) assumed. Moreover, it is not plausible to assume that 
production functions are of the two-level CES type, as Ban (2007a) assumed.  
8 EWS contains AES in two sectors. Strangely, JE did not mention AES at all. There are nine EWSs. I show that 
only three EWSs are needed for the analysis. Absolute value of EWS is not important to analyze a sufficient 
condition for each Rybczynski sign pattern to hold. Only by defining the EWS-ratio vector can we analyze it 
systematically using the figure in two dimensions.  
9 For example, Nakada (2016b) applied Nakada’s (2016a) results to data from Thailand and, in doing so, derived 
the factor endowment–commodity output relationship for Thailand during the period 1920 -1929. To some extent, 
these results show how Chinese immigration affected commodity output in Thailand between 1920 and 1929. 
10 Our method using a 5 x 5 matrix does not require special techniques, which other studies used. For example, BC 
transformed some equations using some techniques and made a system of linear equations using a 3 x 3 matrix. On 
the other hand, in section 3 (p. 73-77), JE used other techniques, and made a system of three linear equations. In 
fact, these methods are not easy to reapply. 
11 We assume that sector 1 is relatively land intensive, and sector 2 is relatively capital intensive, and that labor is 
the middle factor, and land and capital are extreme factors. Further, we assume that the middle factor is used 
relatively intensively in sector 1. 
12 However, estimating the values of parameters belongs to a partial equilibrium analysis.  
13 In section 4, Teramachi (2015, p. 50) showed 12 patterns of ‘ J  sign patterns’, which express the commodity 
price–factor pric  relationships ( log / logJ W P   , * / *i jJ w p  in our expression). According to 
Teramachi (2015, p. 52), this expression does not show a one-to-one correspondence with the ranking form of JE. 
That is, one J  sign pattern can include two ranking forms in JE. In section 5 (p. 55-61), Teramachi (2015) 
showed some sufficient conditions for J  sign pattern to hold. He analyzed the cases shown below (Case A-F). 
That is, (A) specific factors model, (B) extreme factors are independent, (C) extreme factors are complements (or 
i ur expression). Ac-
cording to Teramachi (2015, p. 52), this expression does not show a one-to-one correspondence with 
the ranking form of JE. That is, one J sign pattern can include two ranking forms in JE. In section 5 (p. 
55-61), Teramachi (2015) showed some sufﬁcient conditions for J sign pattern to hold. He analyzed the 
cases shown below (Case A-F). That is, (A) speciﬁc factors model, (B) extreme factors are independent, 
(C) extreme factors are complements (or perfect complements), (D) factor intensity of the middle fac-
tor is the same, (E) the middle factor and an extreme factor are perfect complements, (F) all factors are 
substitutes. His analysis is mainly based on the condition that JE showed, as he stated. That is, the suf-
ﬁcient conditions that Teramachi showed are similar to those that JE analyzed. Out of the six sufﬁcient 
conditions that Teramachi showed, ﬁve conditions do not show a one-to-one correspondence with J sign 
pattern. See the table in Teramachi (2015, p. 61).
14）  For example, Ban (2008) showed the factor-intensity ranking as follows. That is, (
 denotes the cost share (distributive share in our expression); S is the skilled 
labor, K capital, and L unskilled labor. This implies that unskilled labor is the middle factor, and skilled 
labor and capital are extreme factors. 
15）  Ban (2008, Appendix table) did not compute the distributive share, based on which we show the factor-
intensity ranking for the middle factor, that is, whether
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
factor are perfect complements, (F) all factors are substitutes. His analysis is mainly based on the condition that JE 
showed, as he stated. That is, the sufficient conditions that Teramachi showed are similar to those that JE analyzed. 
Out of the six sufficient conditions that Teramachi showed, five conditions do not show a one-to-one 
correspondence with J  sign pattern. See the table in Teramachi (2015, p. 61). 
14 For example, Ban (2008) showed the factor-intensity ranking as follows. That is, 
1 2 1 2 1 21S S L L K K        , where ij denotes the cost share (distributive share in our expression); S is the 
skilled labor, K capital, and L unskilled labor. This implies that unskilled labor is the middle factor, and skilled 
labor and capital are extreme factors.  
15 Ban (2008, Appendix table) did not compute the distributive share, based on which we show the factor-intensity 
ranking for the middle factor, that i ther 1 2L L   or 1 2L L   holds, for example, if unskilled labor (L) 
is the middle factor. She only showed whether 1 2L La a  or 1 2L La a  held, if we use our expression. Similarly, 
Ban (2011, chapter 4, p. 107, Appendix Table 4-1) did not compute the distributive share. This is confusing.  
16  Some explanation is required. Samuelson (1953, Chapter 4, p. 59) defines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an optimum value for each productive factor’ to derive ‘the minimum 
total cost for each output (p. 58),’ x  is production, and iw  is ‘prices of productive factors.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condition of cost minimization, we can show that ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he stated that because 
‘substitution matrix’ S is negative semidefinite and   1R m S , the  1m   x    1m   matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m     R S  denotes the rank of a particular matrix, and 
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
factor are perfect complements, (F) all factors are substitutes. His analysi  is mainly based on the condition that JE 
showed, as he sta ed. That is, the suffic ent conditions that Teramachi showed are similar to those that JE analyzed. 
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constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condition of cost minimization, we can show that ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he sta ed that because 
‘substitution matrix’ S is negative semidefinite and   1R m S , the  1m   x    1m   matrix is 
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Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condition of cost minimization, we can show that ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he stated that because 
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
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showed, as he stated. That is, the sufficient conditions that Teramachi showed are similar to those that JE analyzed. 
Out of the six sufficient conditions that Teramachi showed, five conditions do not show a one-to-one 
correspondence with J  sign pattern. See the table in Teramachi (2015, p. 61). 
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is the middle factor. She only showed whether 1 2L La a  or 1 2L La a  held, if we use our expression. Similarly, 
Ban (2011, chapter 4, p. 107, Appendix Table 4-1) did not compute the distributive share. This is confusing.  
16  Some explanation is required. Samuelson (1953, Chapter 4, p. 59) defines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an optimum value for each productive factor’ to d rive ‘the mi mum 
total cost for each output ( ,’ x  is production, and iw  is ‘pri es of productive fact rs.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, chapter 4, q. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condition of cost mini ization, we can show that ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, no e 5) analyzed the general m x n model, and he stated that because 
‘substitution matrix’ S is n gative semidefinite an    1R m S , the  1m   x    1m  matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m     R S  denotes the rank of a particular matrix, and 
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perfect complements), (D) factor intensity of the mi dle factor is the same, (E) the mi dle factor and an extreme 
factor are perfect complements, (F) a l factors are substitutes. His analysis is mainly based on the condition that JE 
showed, as he stated. That is, the su ficient conditions that Teramachi showed are similar to those that JE analyzed. 
Out of the six su ficient conditions that Teramachi showed, five conditions do not show a one-to-one 
co respondence with J  sign pa tern. S e the table in Teramachi (2015, p. 61). 
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1 2 1 2 1 21S S L L K K        , where ij denotes the cost share (distributive share in our expre sion); S is the 
ski led labor, K capital, and L unski led labor. Thi  implies that un ki led labor is the mi dle factor, and ski l d 
labor and capital are extreme factors.  
15 Ban (2 08, A pendix table) did not compute the distributive share, base  on which we show the factor-intensity 
ranking for the mi dle factor, that is, whether 1 2L L   or 1 2L L   holds, for example, if unski led labor (L) 
is the mi dle factor. She only showed whether 1 2L La a  or 1 2L La a  held, if we use our expre sion. Similarly, 
Ban (20 1, chapter 4, p. 107, A pendix Table 4-1) did not compute the distributive share. This is confusing.  
16  Some explanation is required. Samuelson (1953, Chapter 4, p. 59) defines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an ptimum value for each productive factor’ to derive ‘the minimum 
total cost for each output (p. 58),’ x  is producti d iw  is ‘prices f productive factors.’ Samu lso  (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (s e al o Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70 ). This implies that from the 
condition of cost minimization, we can show that ija  is homogeneous of degr e zero in a l input prices.  
17 Takayama (1982, p. 5, Th orem 1, note 5) nalyzed th  g neral m x n m del, nd he stated that because 
‘substitution matrix’ S is negative semidefinite and   1R m S , the  1m  x    1m   matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m    R S  denotes the rank of a particular matrix, and 
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perfect complements), (D) factor intensity of the middle f c o  i  the same, (E) the middle factor and an extreme 
factor are perfect complements, (F) all factors are substitutes. His analysis is mainly based on the condition that JE 
showed, as he stated. That is, the sufficient conditions that Teramachi showed are similar to those that JE analyzed. 
Out of the six sufficient co ditions that Teramachi showed, five onditions do not show a one-to-one 
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1 2 1 2 1 21S S L L K K        , where ij denotes the cost sh re (distributive share in our expression); S is the 
skilled labor, K capital, and L unskilled labor. This implie  that unskilled labor is the middle factor, and skilled 
labor and capital are extreme factors.  
15 Ban (2008, Appendix table) did not compute the distributive share, based on which we show the factor-intensity 
ranking for the middle factor, that is, whet er 1 2L L   or 1 2L L   holds, f r example, if unskilled labor (L) 
is the mid le factor. She only showed whether 1 2L L  or 1 2L La a  held, if w  use our expression. Similarly, 
Ban (2011, chapter 4, p. 107, Appendix Table 4-1) did not compute the distributive share. This is confusing.  
16  Some explanation is required. Samuelson (1953, Chapter 4, p. 59) d fines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv is ‘an optimum value for each productive actor’ to derive ‘the minimum 
total cost for each output (p. 58),’ x  is production, and iw  is ‘prices of productive factors.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
cons ant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; q. (52) in p. 70)). This implies that from the 
condition of cost minimization, we can show that ija  s homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he stated that because 
‘substitution matrix’ S is egative s midefinite and   1R m S , th   1m   x    1m   matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m     R S  denotes the rank of a particular matrix, and 
 ihsS . 
18 Teramachi (1993, p. 44) showed the equation equivalent to (A16).  
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total cost for each output (p. 58),’ x  is production, and iw  is ‘prices of productive factors.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condition of cost minimization, we can show that ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he stated that because 
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17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he stated that because 
‘substitution matrix’ S is negative semidefinite and   1R m S , the  1m   x    1m   matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m     R S  denotes the rank of a particular matrix, and 
 ihsS . 
18 Teramachi (1993, p. 44) showed the equation equivalent to (A16).  
being constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). 
This implies that from the condition of cost minimization, we can show that 
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
factor are perfect complements, (F) all factors are substitutes. His analysis is mainly based on the condition that JE 
showed, as he stated. That is, the sufficient conditions that Teramachi showed are similar to those that JE analyzed. 
Out of the six sufficient conditions that Teramachi showed, five conditi s do not show a one-to-one 
correspondence with J  sign pattern. See the table in Teramachi (2015, p. 61). 
14 For example, Ban (2008) showed the factor-intensity ranking as follows. That is, 
1 2 1 2 1 21S S L L K K        , where ij denotes the cost share (distributive share in our expression); S is the 
skilled labor, K capital, and L unskilled labor. This implies that unskilled labor is the middle factor, and skilled 
labor and capital are extreme factors.  
15 Ban (2008, Appendix table) did ot compute t e distributive share, based on which we show the factor-intensity 
ranking for the middle factor, that is, whether 1 2L L   or 1 2L L   holds, for example, if unskilled labor (L) 
is the middle factor. She only showed whether 1 2L La a  or 1 2L La a  held, if we use our expression. Similarly, 
Ban (2011, chapter 4, p. 107, Appendix Table 4-1) did not compute the distributive share. This is confusing.  
16  Some explanation is required. Samuelson (1953, Chapter 4, p. 59) defines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an optimum value for each productive factor’ to derive ‘the minimum 
total cost for each output (p. 58),’ x  is production, and iw  is ‘prices of productive factors.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condi ion of cost minimiza ion, we can ho t at ija  is homogeneous of degree zero n all input prices.  
17 Takayama (1982, p. 5, Theo em 1, note 5) analyzed the general m x  model, and he stat d that becaus
‘substitution matrix’ S is negative semidefinite and   1R m S , the  1m   x    1m   matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m     R S  denotes the rank of a particular matrix, and 
 isS . 
18 Teramachi (1993, p. 44) showed the equation quivalent to (A16).  
is ho ogeneous of d -
gree zero in all input prices. 
17）  Takayama (1982, p. 5, The re  1, no e 5) analyzed the general m x n model, an  he stat d th t beca se 
‘substitution matrix’ S is negative e deﬁnite and
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
factor are perfect co l ments, (F) all factors are substitu s. Hi analysi  is mainly based on t e condition that JE 
showed, as he stated. Tha  is, the su ficient conditions that Ter machi showed are imilar to tho e that JE an lyzed. 
Out of the s x sufficient cond tions that Teramachi showed, five condit ons do not show a one-t -one 
correspondence with J  s gn pattern. See the table in Teramachi (2015, p. 61). 
14 For e ample, Ba  (2008) showed the factor-inte sity ranking s f ll ws. That is, 
1 2 1 2 1 21S S L L K K        , where ij denotes the cost share (distributive share in our expression); S is the 
skilled labor, K capital, and L unskilled labor. This implies that unskilled labor is the middle factor, and skilled 
labor and capital are extreme f ctors. 
15 Ban (2008, Appendix table) did not comput  the distributive share, based on which we show the factor-intensity 
r nking for the middle factor, that is, whether 1 2L L   or 1 2L L   holds, for example, if unskilled labor (L) 
is the middle factor. She only showed whether 1 2L La   or 1 2L La a  held, if we use our expression. S milarly,
Ban (2011, c apter 4, p. 107, Appendix Tabl  4-1) did not c mpute the distributive share. This s confusing.  
16  S me explanation is required. Samuelson (1953, Chapter 4, p. 59) defines he function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an optimum value for each prod ctive f ctor’ to derive ‘the minimum 
total cost for each output (p. 58),’ x  is production, and iw  is ‘prices of productive factors.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, apter 4, q. (5) in p. 61; eq. (52) in p. 70)). This implies that from the 
condition of cost minimization, we can show that ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the general m x n model, and he stated that because 
‘ titution atrix’  ne  s i efinite d   1R m S , the  1m   x    1m   matrix is 
negative definite, from which 0,  1,  2,  ,  .iis i m     R S  denotes the rank of a particular atrix, and 
 ihsS . 
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perf ct complemen s), (D) factor int nsity of the middle factor is the same, (E) the middle f ctor and an extreme 
factor are perf ct omplements, (F) ll factors ar  ub titu es. H an lysis is mainly based on the condition th t JE 
s owed, as he s ated. That is, the suff ci conditions that Teramachi showed re similar to those that JE analyzed. 
Out o  the six suff cie t condi ions t  T ramac i showe , five c itions do not sh  a one-to-one 
corr pon ence with J  sign patt r . See the t bl  in T ramac i (2015, p. 61). 
14 For example, Ban (2008)  he factor-inte sity r nking a  follows. That is, 
1 2 2 1 21S S L L K K    , wher  ij den es th cost share (distribut ve share in our expression); S is the 
skilled l bor K capital, and L unskilled labor. This implies that unskilled labor is the middle factor, and skilled 
labor and capital are ext eme f ctors.  
15 Ban (2008, App ndix table) did no  compute the distributive share, based on w ich w sh w th  factor-intensity 
ra king for the iddle factor, t t is, whether 1 2L L   or 1 2L L  holds, for examp e, if unskilled labor (L) 
is the middle factor. She only showed whet er 1 2L La a  or 1 2L La a  held, if w  use our expression. Similarly, 
Ban (2011, chapt r 4, p. 107, App ndix Table 4-1) did not compute the distributive share. Thi  is confusing.  
16  Some xplanation is r quired. Samuelson (1953, Cha ter 4, p. 59) d fines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  s ‘an optim m v lue for each productive fact r’ to derive ‘the minimum 
total ost for each utput (p. 58),’ x  is roduction, and iw  is ‘ ices of productive f ctor .’ Samuelson (1953, 
Chapter 4, p. 68) stated tha iv  ‘must be hom geneous of rder z ro in the variables 1( , , )w w , x  being 
const nt’ (see a  Samuelson (1986, ch pter 4, eq (5) in p. 61; eq (52 in p. 70)). This impl es t a from the 
condition of cos  mi imiz tion, e c n show t at ija  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, The rem 1, ote 5) analyzed the general m x n mod l, nd e stat d that because 
‘substitution matrix’ S is n gative semidefinite and   1R m S , the  1m   x    1 matrix is 
n ga ive definite, from which 0 1,  2,  ,  .iis i m     R S  d notes the rank of particular matrix, and 
 ihsS . 
18 Teramachi (1993, p. 44) showed th  equ tion equivalent to (A16).  
 matrix is nega-
tive definite, from w ich
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
factor ar  perf ct complements, (F) all factors are substitutes. His nalysis is mainly based on the condition that JE 
showed, as he stated. That is, the sufficient conditions that Teramachi showed are similar to those that JE analyzed. 
Out of the six sufficient conditions that Teramachi showed, five conditions do not show a one-to-one 
correspondence with J  sign p tt rn. S e the tabl  in Tera achi (2015, p. 61). 
14 For example, Ban (2008) showed the factor-intensity ranking as follows. That is, 
1 2 1 2 1 21S S L L K K        , where ij denotes the cost share (distributive share in our expression); S is the 
skilled labor, K capital, and L unsk lled l bor. This implies that unskilled labor is the middle factor, and skilled 
labor and capital are extreme factors.  
15 Ban (2008, Appendix table) did not compute the distributive share, based on whi h we show the fac o -intensity 
ranking for the middle factor, that is, whether 1 2L   or 1 2L L  holds, for xample, if un killed labor (L) 
is the middle factor. She only showed wheth r 1 2L La a  or 1 2L La   held, if we use our expression. Similarly, 
Ban (2011, chapter 4, p. 107, Appendix Table 4-1) did not compute the distribut ve share. T  is confusi g.  
16  Some explanation is requi ed. Samuelson (1953 Chapter 4, p. 59) defines the unction, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an optimum valu  for ach productive factor’ to derive ‘the minimum 
total cost for each utput (p. 58),’ x  is production, and iw  is ‘prices of productive factors.’ Samuelson (1953, 
Chapter 4, p. 68) stated that iv  ‘must be homogeneous of order zero in the variables 1( , , )nw w , x  being 
constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This i plies that from the 
condition of cost minimizati n, we can show t t ija  is hom gene us of egree zero in all in ut prices.  
17 Takayama (1982, . 5 Theorem 1, note 5) analyzed th  general m x m del, and he stated th t because 
‘substitution matrix’ S is negative se idefi ite and   1R m S , t e  1  x   1m   m trix is 
egative d finite, fro  ich 0,  1,  2,  ,  .iis i m     R S  denotes he rank of a particular matrix, and 
 ihsS . 
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perfect complements), (D) factor intensity of the middle factor is the same, (E) the middle factor and an extreme 
factor are perfect complements, (F) all factors are substitutes. His analysis is mainly based on the condition that JE 
showed, as he stated. That is, the sufficient conditions that Teramachi showed are similar to tho e that JE analyzed. 
Out of the s x su fi ient c nditions hat Teramachi showed, five c nditions do not show a one-to-one 
corresp enc  with J  sign pattern. See the table in Teramachi (2015, p. 61). 
14 For xa p e, Ban (2008) showed the factor-i tensity ranking as follows. That is, 
1 2 1 2 1 21S S L L K K        , where ij denotes the cost share (distributive share in our expression); S is the 
skilled labor, K c pit l, and L unskilled labor. Thi implie  th t un killed labor is the middle factor, and skilled 
labor a d capital are extreme factors.  
15 Ban (2008, App ndix table) did not compute the distributive are, based on which we show the factor-intensity 
ranking for the midd e factor, that is, whether 1 2L L   or 1 2L L   holds, for example, if unskilled labor (L) 
is the middle factor. She only showed whether 1 2L La a  or 1 2L La a  held, if we use our expression. Similarly, 
Ban (2011, hapter 4, p. 107, Appendix Table 4-1) did not compute the distributive share. This is confusing.  
16  Some xplanation is required. Samuelson (1953, Chapter 4, p. 59) defines the function, 
1( , , , ), ( 1, , )ii nv f x w w i n    . iv  is ‘an optimum value for each productive factor’ to derive ‘the minimum 
total cost for each out ut (p. 58),’ x  is production, and iw  is ‘prices f productive factors.’ Sam elso  (1953, 
Ch pter 4, p. 68) s ated t at iv  ‘mu t be hom geneous of or e  zero in th  variables 1( , , )nw w , x  being
constant’ (see also Samuelson (1986, chapter 4, eq. (5) in p. 61; eq. (52) in p. 70)). This im lies that from the 
condition of cost minimization, we can show that ij  is homogeneous of degree zero in all input prices.  
17 Takayama (1982, p. 5, Theorem 1, note 5) analyzed the gen al m x n model, and he stated that because 
‘substitution matrix’ S is negative semid finite and   1R m S , the  1m   x    1m   matrix is 
negative definite, from wh ch 0,  1,  2,   .iis m     R S  denotes the rank of a particula  at ix, and 
 ihsS . 
18 Teramachi (1993, p. 44) showed the equation equivalent to (A16).  
 .
18）  Teramachi (1993, p. 44) showed the equat on equivalent to (A16). 
