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Abstract 
Lindner, CC. and C.A. Rodger, A partial m = (2k + l)-cycle system of order n can be embedded in an 
m-cycle system of order (2n+ l)m, Discrete Mathematics 117 (1993) 151-159. 
A generalization of Cruse’s Theorem on embedding partial idempotent commutative latin squares is 
developed and used to show that a partial m = (2k + I)-cycle system of order n can be embedded in an 
m-cycle system of order tm for every odd t 2 (2n + 1). 
1. Introduction 
A Steiner triple system (more simply, triple system) is a pair (S, T), where T is 
a collection of edge disjoint triangles (or triples) which partition the edge set of the 
complete undirected graph K, with vertex set S. The number n = ISI is called the order 
of the triple system (S, T) and it has been known forever (= since 1847 [4]) that the 
spectrum of triple systems (= the set of all n such that a triple system of order n exists) 
is precisely the set of all n E 1 or 3 (mod 6). It is trivial to see that if (S, T) is a triple 
system of order n then 1 T I= n(n - 1)/6. 
A partial triple system of order n is a pair (S,P), where P is a collection of 
edge disjoint triangles of the edge set of K, with vertex set S. The difference between 
a (complete) triple system and a partial triple system is that the edge disjoint triangles 
belonging to a partial triple system do not necessarily include all of the edges 
of K,. 
Correspondence to: CC. Lindner, Department of Algebra, Combinatorics and Analysis, Auburn Univer- 
sity, Auburn, Al 36849-5307, USA. 
* Research supported by NSF grant DMS-8913576. 
** Research supported by NSF grant DMS-9024645. 
0012-365X/93/$06.00 0 1993-Elsevier Science Publishers B.V. All rights reserved 
152 C.C. Lindner, C.A. Rodger 
Example 1.1. (S, P) is a partial triple system of order 6, where S = { 1,2,3,4,5,6} and 
~={{1,2,4),(1,3,5),{2,3,6),{4,5,6}}. 
Now given a partial triple system (S, P) we can ask whether or not it is possible to 
decompose E(K,)/E(P) into edge disjoint triples. The above example shows that this 
cannot be done in general, since the deficiency graph D = E(K,)/E(P)= 
({ 1,6}, {2,5}, {3,4}}, not to mention the fact that 6 is not the order of a triple system! 
Since a partial triple system cannot necessarily be completed to a triple system, the 
problem of embedding a partial triple system in a (complete) triple system is immedi- 
ate. The partial triple system (S, P) is said to be embedded in the triple system (S*, T) 
provided that SsS* and PG T. Naturally, we would like ISl* to be as small as 
possible. 
In 1971 Treash [lo] gave the first embedding of partial triple systems. Treash’s 
embedding gives an extremely large containing system, guaranteeing only that a par- 
tial triple system of order n can be embedded in a triple system of order ~2”‘. 
Subsequently, this bound was improved in 1975 by Lindner [S] to 6n + 3 and finally in 
1980 (the best so far) to the smallest admissible order >4n by Andersen, Hilton and 
Mendelsohn [2]. The best possible bound is the smallest admissible order >,2n+ 1. 
An extremely difficult problem. 
Now a triangle is also a 3-cycle and so a Steiner triple system (S, T) can be described 
as an edge disjoint collection of 3-cycles which partition the edge set of K, (based on 
S). Since there is nothing particularly sacred about the number 3, we can certainly ask 
the same questions for m-cycle systems that are asked for triple systems. In particular, 
for a given m 24, we can ask for the spectrum of m-cycle systems as well as for an 
embedding (as small as possible) of partial m-cycle systems. An obvious definition 
here: an m-cycle system of order n is a pair (S, C), where C is an edge disjoint collection 
of m-cycles which partition the edge set of K, based on S. If the edge disjoint m-cycles 
belonging to C do not necessarily partition the entire edge set of K, then we have the 
definition of a partial m-cycle system. 
The obvious necessary conditions for the existence of an m-cycle system (S, C) of 
order ISI = n are 
(1) n>m, if n>l, 
(2) n is odd, and 
(3) n(n- 1)/2m is an integer. 
Although these necessary conditions are sufficient for all m d 50 [6] the existence 
problem is far from settled. However, in contrast to block designs, it may well be the 
case that these obvious necessary conditions are also sufficient. 
In [7, S] it is shown that a partial m-cycle system of order n can be embedded in an 
m-cycle system of order 2nm + 1 when m is EVEN and embedded in an m-cycle system 
of order m((m - 2)n(n - 1) + 2n + 1) when m is ODD. Quite a disparity! However, if the 
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partial m-cycle system has the additional property of being 2-perfect this disparity 
vanishes. The (partial) m-cycle system (S, C) is 2-perfect provided each pair of vertices 
in S is joined by a path of length 2 in (at most) exactly one cycle belonging to 
C. In particular it is shown in [S] that a partial 2-perfect m =(2k+ 1)-cycle system 
of order n can be embedded in a not necessarily 2-perfect m-cycle system of order 
(2n+ 1)m This is a dramatic improvement provided the partial m-cycle system 
has the additional property of being 2-perfect. The reason for this dramatic improve- 
ment is that a partial 2-perfect m-cycle system of order n can be interpreted as 
a partial idempotent commutative quasigroup of order n, which can be embedded in 
an idempotent commutative quasigroup of order 2n+ 1 [3], from which a not 
necessarily 2-perfect m-cycle system order (2n+ 1)m can be constructed. Replacing 
certain partial subsystems with mutually balanced partial subsystems gives the 
desired embedding. 
However, if the partial m-cycle system is not 2-perfect the above technique simply 
does not work. The reason being that the partial idempotent groupoid constructed 
from the partial m-cycle system is a quasigroup if and only if the partial m-cycle system 
is 2-perfect. To get around this problem, additional vertices and edges must be added 
to the original partial m-cycle system to obtain a much larger partial m-cycle system 
which is 2-perfect. This larger partial m-cycle system contains the edges but none of 
the cycles of the original partial m-cycle system. The technique for embedding partial 
2-perfect m-cycle systems applied to this extremely large partial 2-perfect m-cycle 
system eventually produces a very large m-cycle system containing the original partial 
m-cycle system. 
The object of this paper is to obtain the same bound for embedding partial m-cycle 
systems as for partial 2-perfect m-cycle systems. In particular, we prove that a partial 
not necessarily 2-perfect m-cycle system of order n can always be embedded in an 
m-cycle system of order (2n + 1)m. The technique of proof does not distinguish between 
partial 2-perfect and non 2-perfect m-cycle systems! The principal ingredient in this 
construction is a generalization of Cruse’s Theorem [3] on embedding partial idem- 
potent commutative quasigroups to embedding partial groupoids. 
2. A generalization of Cruse’s theorem 
In [3] Cruse proved the following important theorem. 
Theorem 2.1 (Cruse [3]). A partial idempotent commutative quasigroup of order 
n can be embedded in an idempotent commutative quasigroup of order t, for every odd 
t>2n+ 1. 
In order to prove the small embedding theorem for partial m-cycle systems we will 
need to generalize Cruse’s Theorem. (The interested reader is directed to [l, 2, 91 for 
different generalizations of embedding partial quasigroups.) 
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In what follows, by a groupoid of order Y based on (1,2,3, . . . , t} we simply mean an 
r x r array R in which each cell is occupied by one of the symbols from the set 
{ 1,2,3, . . , t}. If the symbols in each row of R are distinct we will say that R is row latin 
and if the symbols in each column are distinct we will say that R is column l&in. If R is 
both row and column latin we have the usual definition of a latin rectangle of order 
r based on (1,2,3,... , t}. We will denote by R(i) the number of times the symbol 
ig{ 1,2,3, . , t> occurs in R. We will call the set of cells H = {(i, j) 1 i, j,E{ 1,2,3, . . , r]} 
a hole of size r. A patterned hole order r based on { 1,2,3, . , t} is a triple (H, R, C) 
where H is a hole of size r and R and C are groupoids of order r based on { 1,2,3 . . , t} 
such that: 
(1) R(i)=C(i), for all ie{1,2 ,..., t}, (we will say that R and C have the same 
fiequeflcy), 
(2) R is row latin, and 
(3) C is column latin. 
In what follows, unless otherwise stated, everything is based on (1,2,3, . . . , t}. We 
will denote by P,(H) a partial latin rectangle of order x with empty cells precisely the 
cells belonging to the hole H. We will say that the patterned hole (H, R, C) of order r is 
embedded in partial latin rectangle P,(H) if and only if the groupoid P,(R) obtained 
from P,(H) by filling in H with R is row latin and the groupoid P,(C) obtained from 
P,(H) by filling in H with C column latin. When x = t, the partial latin rectangle P,(H) 
is in fact a partial latin square of order t. Finally we will say that the patterned hole 
(H, R, C) is idempotent provided each of the groupoids R and C is idempotent (= cell 
(i, i) is occupied by i for all iE { 1,2,3, . . . , r}) and is commutatiue provided RT = C (= the 
transpose of R is C). The partial latin rectangle P,(H) is idempotent provided cell (j, j) 
is occupied by j for all jE(r + 1, r + 2, . . . , x}. 
Having said all of the above we now prove the following crucial theorem. 
Theorem 2.2. The idempotent commutative patterned hole (H, R, C) of order r based on 
{ 1,2, ,. . . , t> can be embedded in a partial idempotent commutative latin square P,(H) of 
order t (bused on { 1,2, . . . , t} for every odd t such that: 
(4 R(i)=C(i)32r-t for l<i<t, 
(b) R(i) is 
odd for l<i<r, 
even for rtl<i<t. 
Proof. The proof consists in showing that if r <x < t, a 
mutative latin rectangle P,(H) of order x based on 1,2,3, . . . 
satisfying 
partial idempotent com- 
t containing (H, R, C) and 
(a’) P,(R)(i)>2x-t for 1 Gift, 
WI P,(R)(i) is 
odd for l<ibx, 
even for x+ldift, 
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can be enlarged to a partial idempotent commutative latin rectangle P,+ i(H) of order 
x + 1 based on 1,2, ,3, . . . , t containing (H, R, C) and such that 
P,+i(R)(i)32(x+l)-t for l<i<t, 
P, + 1 UW is 
odd for l<i<x+l, 
even for x+2<i<t. 
The conditions of the theorem guarantee that (a’) and (b’) hold when x=r (since 
P,(R)(i) = R(i) and P,(C)(i) = C(i)), and clearly P,(H) is the required partial idempotent 
commutative quasigroup. Therefore we now let r d x < t and construct P,+ 1(H) from 
P,((H). Notice that since t is odd and since P,(R)(‘) 1 isevenforx+lbi<t(by(b’)),we 
also have 
(4 P,(R)(i)32x-t+l for x+l<i<t. 
Form a simple bipartite graph B on the vertex sets { 1,2, . . . , t} and {pl, . . . , px, p*} 
by joining i (for 1 di< t) to Pj (for 1 <j<x) if and only if symbol i does not occur in 
rowj of P,(R), and joining p* to i for x + 1 did t. Clearly d,(p*)= t - x. Since P,(R) is 
row latin, each row contains x symbols and so d,(pj) = t-x for 1 <j < x. Also, each 
symbol i occurs in P,(R)(i) rows, so 
d,(i) = 
i 
x -P,(R)(i) if l<i<x 
x-P,(R)(i)+1 if x+l<i<t 
(recall that p* is joined to x + 1, . . . ,t). But by(c’),ifi>x+l thenP,(R)(i)>2x-t+l. 
Therefore d,(i) < t - x for 1~ i < t. 
By K&rig’s Theorem, we can give B a proper edge-coloring with t-x colors. Let 
c be the color of the edge joining x + 1 to p *. Form the partial idempotent com- 
mutative quasigroup P,+,(H) f d o or er x+ 1 from P,(H) by adding a row and 
a column, filling cell (x + 1, x+ 1) with symbol x + 1 and filling cells (x + 1,j) and 
(j,x+ 1) with symbol i if pj is joined to i with an edge colored c. 
Since d,(pj) = t-x, all cells of P,, 1 (H) outside H have been filled. Since pj is only 
joined to i if i does not occur in row j of P,(R), P,+ 1(R) is row latin, and since C = RT, 
P,+ i (C) is column latin. It remains to check that P,+ 1 (R) satisfies (a’) and (b’). 
Since x + 1 is placed in cell (x + 1, x + l), and using (c’), we have that 
Also, if i#x + 1 and if P,(R)(i)<2(x+ l)- t, then d,(i)= t -x, so i is incident with an 
edge colored c and so symbol i is placed in the added row and column. For such 
symbols, P,+ 1(R)(i) = P,(R)(i) + 2, so in any case (a’) is satisfied. Finally if i # x + 1 then 
P,+,(R)(i) is either P,(R)(i) or P,(R)(i)+2, and 
P,+l(R)(x+ l)=P,(R)(x+ I)+ I, 
so (b’) is satisfied. 0 
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3. The embedding theorem 
Let m = 2k + 1 be ODD. Let (X, C) be a partial m-cycle system of order n and define 
a partial groupoid G(X) of order n as follows: 
(1) cell (i,i) is occupied by i for each i~{l, 2,3, . . . , n} (and so G(X) is idempotent), 
and 
(2) if edge {a, b} belongs to a cycle of C fill in cell (a, b) with b and cell (b, a) with a. 
Now let G(X)* be any commutative latin square of order n based on the symbols 
{n + 1, n + 2,. ,2n} and fill in the empty cells of G(X) with the entries in the corres- 
ponding cells of G(X)* to obtain an idempotent groupoid R of order n based on 
(1,2,3, . . . ,2n, 2n+ 1, . . , t} for any odd t 32n+ 1. Let H be a hole of size n. Then 
(H, R, RT) is a patterned idempotent commutative hole of order n based on 
(1,2,3,. . , t}. Furthermore, since each vertex { 1,2,3,. , n} of (X, C) has even degree 
in C and R is idempotent, each of the symbols (1,2,3,... , n} occurs in R an odd 
number of times. Also, since the partial groupoid G(X) is idempotent and the cells 
(a, b) and (b,a) in G(X) are both occupied or both empty, each of the symbols 
{n+l,n+2,..., t} occurs an even number of times in R. Hence by Theorem 2.2 the 
patterned hole (H, R, RT) can be embedded in a partial idempotent commutative 
quasigroup (P(H), 0) of order t for every odd t 2 2n + 1. Let (P(H),o) be based on the set 
P = { 1,2, ,3, . ,t) and set S = P x Z, and define a collection of m-cycles C* as follows: 
(1) For each REP, let ({u} x Z,, c(u)) be an m-cycle system (such a system always 
exists [6]) and place the m-cycles of c(u) in C*, 
(2) for each cycle CEC take a fixed representation (x1, x2, x3,. . , x,) of c and define 
a collection of m2 m-cycles as follows: let (Z,,@) be any idempotent quasigroup and 
for each ordered pair (a, b), a and b EZ, (a and b not necessarily distinct), place the 
m-cycle 
((xl, 4, (~234, (~3, a Ob), (xt, b), (~5, a 0 b), . . . , (xm- I, b), (x, ~63 b)) 
in C*, and 
(3) if x#y~P and the edge {x,y} is not in a cycle of C then xoy=yox in (P(R),o). 
Let (z1,z23 ...3Zk?Zk+1 ) be a sequence such that 
{1Z2-Z11,1Z3-Z21,...,IZk+1-Zkl}=~1,2,...,k), 
where 1x1 =min {x,-x} (mod m). 
(For example, define Zi= (- l)iL i/2 1, Then (I Z2-Z1l ,..., IZk+1-Zkl)=(1,2 ,..., k).) Set 
c(x,y)=((x,Z1),(y,Z1),(x,Z2),(y,Z3), ... ,(X,Zk),(X”Y=yoX,Zk+l), 
(Y, Zk)? (X, Zk- d, (Y, Zk- 2), . . . , (X, Zd, (y, Z2)) if k is eve% 
and 
(X, Zk), (Y > Zk - I), (X, Zk- 2), . > 6% Zs), (Y, Q)) if k is odd, 
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where xoy is computed in (P(R),o). Now place the m m-cycles c(x, y) + i, igZ, in C*, 
where c(x, y) + i is the m-cycle obtained from c(x, y) by adding i (mod m) to the second 
coordinates. 
Claim. (S, C*) is an m-cycle system of order tm containing m disjoint copies of the partial 
m-cycle system (X, C). 
Proof. C* contains t(m - 1)/2 m-cycles defined in (1). In (2) and (3), for each edge {x, y}, 
m m-cycles are placed in C*. So C* contains 
t (m - 1)/2 + G)m = (:“)/m 
m-cycles and so in order to prove that (S, C*) is an m-cycle system it remains to show 
that each edge in Kc2,,+ l)m (based on S) belong to an m-cycle of C*. So let {(x, i), (y,j)} 
be any edge. There are several cases to consider. 
Case (i): x = y. 
Then {(x, i), (x, j)} E( (x} x Z,, c(x)) and so belongs to an m-cycle of c(x) and therefore 
to an m-cycle of C*. 
Case (ii): x # y and i =j. 
If {x, y} belongs to a cycle of C, say c=(x, y, xj, x4, . ,x,), then ((x, i),(y, i),(x,, i), 
(x4, i), . , (x,, i))EC* (since (Z,,O) is idempotent i@i= i). If {x, y} does not belong to 
a cycle of C let z1 +j = i. Then c(x, y) +je C*. 
Case (iii): x # y and i #j. 
If {x, y} belongs to a cycle of C, there are essentially three different ways the edge 
(x, y} can sit inside a representation of this cycle: c1 =(x, y,xj, x4,x5,x6, . . ,x,), 
cz=(xI,x,Y,x4,%,~‘~ , Xm), or c3 =(x1, x2,% Y, x5, x6, . . . ,x,). If c1 is the representative, 
then 
((x, 9, (y,j), (x3, i 03, hj), . . , (x, - 4, b,, i Oj)W*. 
If c2 is the representation, let p@ i=j. Then 
((x,,p),(x,i),(y,pOi=j), . . ..(x.-l,i),,(x,,j))EC*. 
If c3 is the representation, let q@j= i. Then 
((XI, 4, Cd, (x, 4 Oj= 4, (y, j), . . , (x,- 1, j), (x,, i))eC*. 
If {x, y} does not belong to a cycle of C one of two things is true: 
Case (iv): Ii-jl=jz,-zz,_,I,t#k+l. 
Without loss in generality we can assume z,-z,_ 1 = i-j. Let z, + d= i and 
z,_ 1 + d = j, deZ,. Then the edge {(x, i), (y, j)} belongs to the cycle c(x, y) + d. 
Case(v): li-jl=/~~+~-z~l. 
We can assume i = zk + d and j= zk + 1 + d, dEZ,. Now, in (P(R), 0 ), x 0 z = y for some 
ZEP since P(R) is row latin. Now {x,z> cannot belong to a cycle of C since by the 
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construction of the partial groupoid G(X) (from the partial m-cycle system (X, C)) we 
would have x o z =z =y and {x, y} is not an edge of a cycle belonging to C. Hence 
x o z = z o x = y and the edge {(x, i), (y,j)) belongs to the cycle c(x, z) + d. 
Combining all of the above cases shows that (S, C*) is an m-cycle system. Case (ii) 
shows that m copies of (X, C) are embedded in (S, C*). 0 
We have the following theorem. 
Theorem 3.1. If m is ODD, a partial m-cycle system of order n can be embedded in an 
m-cycle system of order t. m for every odd t > 2n + 1. 
4. Concluding remarks 
Theorem 3.1 gives a unified treatment of the embedding problem for partial 
odd-cycle systems. The technique does not distinguish between 2-perfect and non 
2-perfect partial m-cycle systems. So for example, Theorem 3.1 gives the same result 
for triple systems (which are always 2-perfect) as the result in [S] which guarantees 
that a partial triple system of order n can be embedded in a triple system of order 3t for 
every odd t 2 2n + 1. The best result to date on triple systems (mentioned in the 
introduction) is the smallest admissibe t > 4n [2]. The best possible result is probably 
the smallest admissible t >2n+ 1. A lot of work remains to be done on small 
embeddings for partial odd-cycle systems in general. In particular, the best possible 
embedding for a partial m-cycle system of order n is probably approximately 
((m+ l)/(m- l))n+ 1. It is for triple systems! It is, no doubt, a difficult problem to 
approach this best possible embedding. 
Finally, we would be remiss in failing to mention a small embedding for partial 
2-perfect m-cycle systems in 2-perfect m-cycle systems. R.M. Wilson has recently 
shown that a partial 2-perfect m-cycle system can be embedded in a a-perfect m-cycle 
system, but the containing system is huge! 
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