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This paper discusses and presents a diﬀerent perspective for classifying single and multiple disturbances in electric signals, such
as voltage and current ones. Basically, the principle of divide to conquer is applied to decompose the electric signals into what we
call primitive signals or components from which primitive patterns can be independently recognized. A technique based on such
concept is introduced to demonstrate the eﬀectiveness of such idea. This technique decomposes the electric signals into three main
primitive components. In each primitive component, few high-order-statistics- (HOS-) based features are extracted. Then, Bayes’
theory-based techniques are applied to verify the ocurrence or not of single or multiple disturbances in the electric signals. The
performance analysis carried out on a large number of data indicates that the proposed technique outperforms the performance
attained by the technique introduced by He and Starzyk. Additionally, the numerical results verify that the proposed technique is
capable of oﬀering interesting results when it is applied to classify several sets of disturbances if one cycle of the main frequency is
considered, at least.
Copyright © 2007 M. V. Ribeiro and J. L. R. Pereira. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
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1. INTRODUCTION
Recently, a great deal of attention has been drawn to the eﬃ-
cient and appropriate use of signal processing and computa-
tional intelligence techniques for the development of power-
ful tools to characterize, analyze, and evaluate the quality of
power systems as well as the behavior of their loads. From a
signal processing standpoint, the power quality (PQ) analysis
could be listed in the following foremost topics: (i) distur-
bance detection, (ii) disturbance classification, (iii) source of
disturbance identification, (iv) source of disturbance local-
ization, (v) signal compression, (vi) parameters estimation,
(vii) signal representation or decomposition, and (viii) sig-
nal and system behavior predictions.
The classification or recognition topic is an important is-
sue for the development of the next generation of PQ mon-
itoring equipment. Basically, it refers to the use of signal
processing-based technique to extract as few as possible and,
at the same time, representative features from the powerline
signals, which are supposed to be voltage and current ones,
followed by the use of a powerful and a simple technique to
classify the detected disturbances.
As far as the use of pattern recognition technique for PQ
applications has been concerned, the main reasons for de-
veloping techniques to classify disturbances are [1] (i) im-
provements in the tracking performance of abnormal be-
haviors of the monitored powerlines and electrical machines
and (ii) the feasible detection of disturbance sources respon-
sible for causing the disturbances in the monitored power-
lines or electrical machines. To succeed in this aim, several
techniques have been widely applied to analyze single dis-
turbances in electric signals [2–28] in the past two decades.
However, it is well recognized that during an abnormal be-
havior of a power system, the powerline signals are corrupted
not only by single disturbance, but also by multiple ones. As
a result, the majority of techniques developed so far to clas-
sify single disturbances have limited applicability in moni-
toring equipment since they will have to deal with multiple
disturbances, even though they have not been designed to do
so. Recently, in [2, 3] wavelet-based classification techniques
capable of classifying single and two kinds of multiple dis-
turbances have been proposed. The results reported in [2]
surpass those presented in [3] and reveal that there is a room
for the development of powerful, simple, and eﬃcient tech-
niques to classify other sets of multiple disturbances.
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The purposes of this contribution are (i) the discussion
of a formulation that facilitates the classification of single
and multiple disturbances in voltage and current signals; we
argue that this formulation allows the development of pow-
erful and eﬃcient pattern recognition techniques to classify
a large number of sets of disturbances; basically, the princi-
ple of divide to conquer, which inspired the detection tech-
nique introduced in [29], is applied to decompose the electric
signals into what we call primitive signals or primitive com-
ponents from which primitive patterns can be recognized
easily; and (ii) the discussion of a new disturbance classifi-
cation technique that makes use of the proposed formula-
tion to classify single and multiple disturbances in electric
signals. This technique decomposes the electric signals into
three main primitive components. In each primitive compo-
nent, few high-order-statistics- (HOS-)based features are ex-
tracted. Then, eﬀortless Bayesian classifier, which makes use
of normal density function and draws on the HOS-based fea-
tures, can be designed to come to light single as well as mul-
tiple disturbances. The rationale behind is that each prim-
itive component is associated to a reduced and disjoint set
of disturbances. Numerical results indicate that the proposed
technique not only outperforms previous techniques, such as
[2, 3], but also provides very interesting results in case of the
frame length corresponds to at least one-cycle of the main
frequency. This contribution was initially reported in [1] and
partially presented in [30, 31].
The paper is organized as follows. Section 2 formu-
lates the problem of single and multiple disturbances clas-
sification. Section 3 discusses the proposed technique, de-
rived from the formulation presented in Section 2. Section 4
presents computational results indicating the improved clas-
sification performance oﬀered by the proposed technique.
Finally, concluding remarks are stated in Section 5.
2. PROBLEM FORMULATION:
SINGLE AND MULTIPLE DISTURBANCES
The discrete version of monitored powerline signals can be
divided into nonoverlapped frames of N samples. The dis-
crete sequence in a frame can be expressed as an additive
contribution of several types of phenomena:
x(n)=x(t)|t=nTs := f (n)+h(n)+i(n)+t(n)+v(n), (1)
where n = 0, . . . ,N − 1, Ts = 1/ fs is the sampling period, the
sequences { f (n)}, {h(n)}, {i(n)}, {t(n)}, and {v(n)} denote
the power supply signal (or fundamental component), har-
monics, interharmonics, transient, and background noise,
respectively. Each of these signals is defined as follows:
















t(n) := timp(n) + tnot(n) + tcas(n) + tdae(n), (5)
and v(n) is independently and identically distributed (i.i.d.)
noise as normal N (0, σ2v ) and independent of { f (n)},
{h(n)}, {i(n)}, and {t(n)}.
In (2), A0(n), f0(n), and θ0(n) refer to the magnitude,
fundamental frequency, and phase of the power supply sig-
nal, respectively. In (3) and (4), hm(n) and i j(n) are the mth
harmonic and the jth inter-harmonic, respectively, which are
defined as













n + θI , j(n)
]
. (7)
In (6), Am(n) is the magnitude and θm(n) is the phase of
the mth harmonic. In (7), AI , j(n), fI , j(n), and θI , j(n) are the
magnitude, frequency, and phase of the jth interharmonic,
respectively. In (5), timp(n), tnot(n), and tcas(n) represent im-
pulsive transients named spikes, notches, decaying oscilla-
tions. tdae(n) refers to oscillatory transient named damped






















[− αdam,i(n− ndam,i)], (11)
respectively, where timp,i(n) and timp,i(n) are the nth samples
of the ith transient named impulsive transient or notch. Note
that (10) refers to the capacitor switchings as well as signals
resulted from faulted waveforms. Equation (11) defines the
decaying exponential as well as direct current (DC) compo-
nents (αdam = 0) generated by geomagnetic disturbances,
and so forth.
The following definition is used in this contribution: (i)
the vector x = [x(n) · · · x(n − N + 1)]T is composed of
samples from the signal expressed by (1), the vector f =
[ f (n) · · · f (n − N + 1)]T constituted by estimated samples
of the signal given by (2), the vector h = [h(n) · · ·h(n −
N + 1)]T is composed of estimated samples of the signal
defined by (3), the vector i = [i(n) · · · i(n − N + 1)]T is
constituted by estimated samples of the signals defined by
(4), the vector timp = [timp(n) · · · timp(n − N + 1)]T is con-
stituted by estimated samples of the signals defined by (8),
the vector tnot = [tnot(n) · · · tnot(n − N + 1)]T is consti-
tuted by estimated samples of the signals defined by (9),
the vector tdec = [tdec(n) · · · tdec(n − N + 1)]T is composed
of estimated samples of the signals defined by (10), and
the vector tdam = [tdam(n) · · · tdam(n − N + 1)]T is consti-
tuted by estimated samples of the signals defined by (11).
M. V. Ribeiro and J. L. R. Pereira 3


















Figure 1: (a) Monitored voltage signal, {x(n)}, (b) fundamen-
tal component, { f (n)}, (c) harmonic and transient components,
{h(n)} + {u(n)}.
v = [v(n) · · · v(n − N + 1)]T is constituted by samples of
the additive noise.
It is worth mentioning that low- , medium- , and high-
voltage electrical networks present diﬀerent sets of single and
multiple disturbances. As a result, the design of classification
technique for each voltage level has to take into account the
information and characteristics of these networks to attain a
high classification performance. For instance, the sets of dis-
turbances in the high-voltage transmission and low-voltage
distribution systems diﬀer considerably.
The majority of classification techniques developed so
far are for single disturbances. For these techniques, the
feature extraction, as well as classification techniques, has
been investigated and researchers in this field have achieved
a great level of development [3–28]. As a result, the cur-
rent classification techniques are capable of classifying sin-
gle disturbances achieving classification ratio from 90% to
100%. A recent technique introduced in [32] attains classi-
fication ratio very close to 100% if single disturbances are
considered. The main advantage oﬀered by this technique
is the use of simple feature extraction technique along with
support vector machine (SVM) technique. Nevertheless, one
can note that the incidence of multiple disturbances, at the
same time interval, in electric signals, is an ordinary situa-
tion owing to the presence of several sources of disturbances
in the power systems. Figures 1 and 2 expose this problem
very well. One can note that Figure 1(a) shows the signal
{x(n)} = { f (n)}+{h(n)}+{u(n)}+{v(n)}while Figures 1(b)
and 1(c) depict the sequences { f (n)} and {x(n)} − { f (n)},
respectively. This voltage measurement was obtained from


















Figure 2: (a) Monitored voltage signal, {x(n)}, (b) fundamen-






Figure 3: Standard paradigm for the classification of single and
multiple disturbances.
IEEE working group P1159.3 website. In Figure 1(c), the sig-
nal {z(n)} = {h(n)} + {t(n)} + {v(n)} is composed of 3rd
harmonic, transient signal that can be a priori assumed to be
a decaying oscillation, and, maybe, other disturbances very
diﬃcult to be a priori categorized. Another illustrative ex-
ample of multiple disturbances in voltage signals is shown in
Figure 2. One can note the incidence of short-duration volt-
age variation named sag, see Figure 2(b), harmonic compo-
nents and, short-transient intervals associated with the volt-
age sag as is pictured in Figure 2(c).
Presupposing that electric signals are represented by (1),
the recognition of disturbance patterns composed of multi-
ple disturbances cannot be an easy task to be accomplished
as in the case of single disturbance ocurrence. In fact, the
incidence of more than one disturbance in the electric sig-
nals can lead to techniques attaining reduced classification
performance due to the complexity of classification region if
the standard paradigm, which is depicted in Figure 3, is con-
sidered. It refers to the fact that in the standard paradigm,
the feature vector px is extracted directly from the vector
x = f + h + i + timp + tdec + tdam + v and the vector px can be
unfavorable for disturbance classification purpose because
the vector x is composed of several components, which are

































Figure 4: Novel paradigm for the classification of single and multi-
ple disturbances.
associated with disjoint disturbances sets. As a result, the de-
sign of pattern recognition technique for classifying multiple
disturbances is a very diﬃcult task to be accomplished [5, 7].
One can state that this is true because the electric signals
are in the majority of cases composed of complex patterns,
which is constituted by multiple primitive patterns. There-
fore, the surfaces among the classification regions that are
associated with diﬀerent types of single and multiple distur-
bances in the feature vector space, which is defined by the
set of feature vectors px, can be very complex and diﬃcult to
attain, even though powerful feature extraction and classifi-
cation techniques are applied. As a result, the design of pat-
tern recognition techniques oﬀer low performance if (1) is
composed of multiple disturbances; see [2, 3] and reference
therein. References [2, 3] are the first contributions propos-
ing pattern recognition techniques to classify one or two si-
multaneous disturbances in voltage signals. The attained re-
sults with synthetic data is lower than 95%, see [2]. These
results illustrate that a lot of eﬀorts have to be put in for the
development of powerful pattern recognition techniques ca-
pable of achieving high performance.
To overcome the weakness and reduced performance of
the standard paradigm, in the following a paradigm based on
the principle of divide to conquer is presented, which has been
widely and succeessfully applied to many engineering appli-
cations, to design powerful and eﬃcient disturbance classifi-
cation techniques for PQ applications. In this paradigm, the
vector x is decomposed into what we call primitive compo-
nents fromwhich individual disturbances or, as defined here,
primitive patterns can be easily classified. Here, primitive
components are defined as those components from which
only single disturbances can be straightforwardly classified.
The primitive components are the vectors separately consti-
tuted by samples of signals expressed by (2), (3), (4), (8), (9),
(10), and (11). Figure 4 illustrates the whole new paradigm.
As it can be seen, the main idea is to divide the powerline
signals into several primitive components in which simple
pattern recognition techniques can be designed easily and
applied. The motivations for decomposing the vector x into
vectors f , h, i, timp, fnot, tdec, and tdam are as follows.
(i) From vector f , several disjoint disturbances that are
mainly related to the fundamental component can classify
easily. For the vector f , the primitive patterns are named
sag, swell, interruption, sustained interruption, undervolt-
age, and overvoltage. As a result, the classification of distur-
bances in the fundamental component can be formulated as
the decision between four hypotheses [33–35]:
H f ,1 : f = fnorm + v f ,
H f ,2 : f = funder + v f ,
H f ,3 : f = fover + v f ,
H f ,4 : f = finter + v f ,
(12)
where v f is the noise vector associated with the fundamental
component. The vectors fnorm, funder, fover, and finter denote
a normal condition of fundamental component, an under-
voltage or sag, a disturbance called overvoltage or swell, and
a disturbance named sustained interruption or interruption,
respectively. One has to note that the hypothesis expressed
by (12) can be split into four simple hypotheses which are
expressed by
H f ,i,0 : f = v f ,
H f ,i,1 : f = fdist + v f , (13)
where dist denotes norm, under, over, and inter if i =
1, . . . , 4, respectively.
(ii) From vector h, one can recognize the occurrence of
distortions generated by the harmonic sources which mainly
are nonlinear loads connected to power systems. Here the
primitive pattern is called harmonic distortion. By extracting
the vector h from the vector x, the problem related to classi-
fying the disturbances as harmonic distortion in voltage and
current signals can be formulated as follows [33, 34]:
Hh,1,0 : hh = vh,
Hh,1,1 : hh = h + vh, (14)
where vh is the noise vector associated with the harmonic
components. One can see that this allows the use of simple
detection technique to recognize the presence of harmonics.
(iii) The vector i is related to the incidence of interhar-
monic components in the electric signals. These components
appear due to the occurrences of flicker as well as power
electronic-based equipment. Here, the primitive pattern is
just called interharmonic. This primitive pattern can be fur-
ther decomposed into other primitive patterns if one needs to
analyze some specific groups of interharmonic components.
Note that flicker is a very specific class of interharmonic in
which the frequency is in the range 0 < f < f0 [36]. The clas-
sification of the interharmonic components in voltage and
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current signals can then be formulated as a decision between
two simple hypotheses [33, 34]:
Hi,1,0 : ii = vi,
Hi,1,1 : ii = i + vi, (15)
where vi is the noise vector associated with the inter-hamonic
components.
(iv) The use of timp vector provides us with the means
to detect the occurrence of impulsive transients in the pow-
erline signals. Then, the classification of primitive pattern
as impulsive transient in voltage and current signals can
be formulated as a decision between two simple hypotheses
[33, 34]:
Htimp,1,0 : ttimp = vimp,
Htimp,1,1 : ttimp = timp + vimp,
(16)
where vimp is the noise vector associated with the disturbance
named impulsive transient.
(v) The use of tnot vector allows the identification of
primitive pattern called notch in the powerline signals and,
consequently, the presence of power electronic devices. Re-
garding the use of vector tnot, this classification problem can
be formulated as a decision between two simple hypotheses
[33, 34]:
Htnot,1,0 : ttnot = vnot,
Htnot,1,1 : ttnot = tnot + vnot,
(17)
where vimp is the noise vector associated with the disturbance
called notch.
(vi) The use of tdec vector oﬀers a means to recognize the
so-called oscillatory transient (primitive pattern) that is de-
fined as sudden, nonpower frequency changes in the steady-
state condition of voltage and/or current that include both
positive and negative polarity values. By extracting the vector
tdec from the vector x, the problem related to classifying the
disturbances as decaying oscillations in voltage and current
signals can be formulated as a decision between two simple
hypotheses [33, 34]:
Htdec,1,0 : ttdec = vdec,
Htdec,1,1 : ttdec = tdec + vdec,
(18)
where vdec is the noise vector associated with the disturbance
called decaying oscillation.
(viii) The use of tdam vector oﬀers us the means to ver-
ify the incidence of the primitive pattern characterized as a
sudden, nonpower frequency change in the steady-state con-
dition of voltage, current, or both, that is unidirectional in
polarity (primarily either positive or negative). The use of
tdam allows one to recognize damped exponentials from a de-
cision between two simple hypotheses [33, 34]:
Htdam,1,0 : ttdam = vdam,
Htdam,1,1 : ttdam = tdam + vdam,
(19)
where vdam is the noise vector associated with the disturbance
called damped decaying.
From all reasons and motivations stated before, it is clear
that improved performance can be attained for the classifi-
cation of single and multiple disturbances in electric signals,
if the electric signals can be decomposed into several primi-
tive components. By using such a very simple and powerful
idea, which is named the principle of divide to conquer, the
design of a very complex classification technique is broken
in several simple ones that can be developed easily. The re-
sult derived from this paradigm is very interesting because
the incidence of several sets of classes of disturbances can
be identified easily. In fact, each of the vectors f , h, i, timp,
tnot, tdec, and tdam are related to disjointed classes of distur-
bances and their recognition in parallel can be performed
easily.
From a PQ perspective, the advantages and opportunities
oﬀered by this paradigm is very appealing and promising to
completely characterize the behavior of electric signals not
only for classification purpose, but also for other very de-
manding issues listed at the beginning of Section 1. To make
this strategy successful, one has to develop signal processing
techniques capable of decomposing the vector x into the vec-
tors f , h, i, timp, fnot, tdec, and tdam to allow the further extrac-
tion of simple and powerful feature extraction and the use of
simple classifiers.
This is a very hard and diﬃcult problem to be solved so
that it should be deeply investigated by signal processing re-
searchers interested in this field. In fact, the decomposition
of vector x into the vectors f , h, i, timp, tnot, tdec, and tdam is
not a simple task to be accomplished with simple signal pro-
cessing techniques. However, if one assumes that the vector x
is given by
x = f + v f + h + vh + u + vu, (20)
where v = v f + vh + vu and
u = i + timp + tnot + tdec + tdam, (21)
then some signal processing techniques can be applied to de-
compose x into the vectors f , h, and u. And, as a result, high-
performance pattern recognition technique for a limited and
very representative set of disturbances in electric signals can
be designed. In fact, the decomposition of the vector x into
the vectors f , h, and u allows one to design classification tech-
niques for disjoint sets of disturbances associated with the
primitive components named fundamental, harmonic, and
transient, respectively. Section 3 introduces a pattern recog-
nition technique for single and multiple disturbances that
makes use of (20)-(21) and attains an interesting improve-
ment.
3. PROPOSED TECHNIQUE
The scheme of the proposed technique is portrayed in
Figure 5. Note that in the signal processing block, algo-
rithms responsible for extracting the vectors f , h, and u are
implemented.

































Figure 6: Scheme of the signal processing block.
This signal processing block is illustrated in Figure 6,
where the blocks NFi, i = 0, . . . ,M − 1, implement second-
order notch filter with notch frequency ωm = 2mπ( f0/ fs).
These filters are responsible for the estimations of { f (n)},
{h(n)}, and {u(n)}. The z-transform of the second-order
notch filter is expressed by
Hm(z) = 1 + amz
−1 + z−2
1 + ρmamz−1 + ρ2mz−2
, (22)
where
am = −2 cosmω0, (23)
and 0  ρm < 1 is the notch factor. One should note that
the notch filter has some drawbacks regarding the choice of
the parameter ρm, and also its output is, by definition, a con-
tribution of information of its own internal state and the in-
put. As a result, the notch filter can produce transient signals
that reflect the changes at the input and in its states. This
could be a problem if the aim is to estimate the parameters
of the primitive components. For this problem, the use of
high-order notch filter, such as 4th order or higher ones, can
be used to reduce the transient at the output of the notch
filter [37]. Although, these transients can contribute to dis-
tort the primitive components, we point out that such be-
havior does not minimize the classification performance. In
fact, the transients at the output of the notch filter shows a
typical parttern for each disturbance, then a neglible loss of
performance has been verified for disturbance detection, see
[1, 38]. An advantage regarding the use of notch filter is that
its implementation with finite word length in the δ-operator
domain is very robust against the eﬀects of finite precision,
then it can be implemented in a cheap digital signal processor
(DSP)-based equipment running with finite-precision. The
notch filter in δ-operator domain is given by [39, 40]
Hm(δ) = Hm(z) | z=1+Δδ = 1 + αm,1δ
−1 + αm,2δ−2





















βm,2 = 1 + ρ
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where 0 < Δ  1 is carefully chosen to minimize roundoﬀ
error eﬀects. Although the implementation of a filter in the δ
operator domain demands more computational complexity,
it is very robust to the quantization eﬀects when the sampling
rate is at least 10 times higher than the frequency band of
interest.
The vectors f , h, and u provided at the processing block
output are expressed by





u = xM ,
(26)
respectively, where f = [ f̂ (n) · · · f̂ (n − N + 1)]T , ĥm =
[ĥm(n) · · · ĥm(n − N + 1)]T , and xM = [xM(n) · · · xM(n −
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The technique implemented in the feature extraction
blocks is responsible for extracting reduced and represen-
tative vectors of features pi, i = f ,h,u, from the vectors f ,
h, and u, respectively. Sections 3.1, 3.2, and 3.3 deal with
feature extraction, feature selection, and classification tech-
niques that are considered in this contribution. Once the fea-
ture vectors pi, i = f ,h,u, are extracted, the blocks named








Figure 7: Scheme of the classification block.
classifier, which implement the algorithms that decide by the
incidence or not of disturbances in the vectors f , h, and u, are
evaluated.
From the vector f , four disjoint patterns of disturbances,
which are named sag, swell, normal, and interruption, are
primitive patterns. So, the hypothesis test formulated in (13)
is applied. If one considers the vector h, then one primitive
pattern called harmonic is defined and the hypothesis test
formulated in (14) is considered. Finally, for the vector u, it
is well known that at least five disturbances or primitive pat-
terns (interharmonics, spikes, notches, decaying oscillations,
and damped exponentials) can occur simultaneously in the
vector u. As a result, 25 = 32 classes of disturbances can be
associated with the vector u and a very complex hypotheses
test should be formulated.
As the primitive patterns are being considered in this
work, Figure 7 portrays the scheme of the classification tech-
niques applied in the classifier blocks. Note that each class
block makes use of a simple classification technique i =
1, . . . ,Cj , j = f ,h,u, that is responsible for classifying each
disturbance in the vectors f , h, and u. Since Figure 7 refers
to the classifier block applied to the feature vector p f , then
C f = 4. Ch = 1 if the feature vector ph is being analyzed.
Finally, Cu = 32 when one tries to classify the disturbances
in the feature vector pu. Regarding u, one has to note that
usually three, two, or one disturbances can occur and, conse-
quently, the number of disturbances classes are diﬀerent for
each situation.
While the design of pattern classifiers to work with the
feature vectors extracted from vectors f and h are quite sim-
ple, the design of those techniques for disturbances classifi-
cation in the vector u could be a very hard task to be accom-
plished. However, it is worth stating that the diﬃculties asso-
ciated with the proposed scheme are lower than the ones as-
sociated with standard techniques such as the ones proposed
in [2, 3]; see results in Section 4. In fact, the proposed tech-
nique provides higher performance than the recently devel-
oped techniques for single and multiple disturbances.
3.1. Feature extraction based on
high-order-statistics (HOS)
As stated in [41]: Feature extraction methods determine an ap-
propriate subspace of dimensionality m (either in a linear or a
nonlinear way) in the original feature space of dimensional-
ity d. Linear transforms, such as principal component analy-
sis, factor analysis, linear discriminant analysis, and projection
pursuit have been widely used in pattern recognition for feature
extraction and dimensionality reduction.
Despite the good performance achieved by these men-
tioned feature extraction techniques, it has been recently
recognized that higher-order-statistics- (HOS-)based tech-
niques are promising approaches for features extraction if
the patterns are modeled as non-Gaussian processes. Ana-
lyzing vectors f , h, and u, one should note that these random
vectors are usually modeled as an i.i.d. random processes in
which the elements present a non-Gaussian probability mass
function (p.m.f.).
The cumulants of higher-order statistics provide much
more relevant information from the random processes. Be-
sides that, the cumulants are blind to any kind of Gaus-
sian process, whereas 2nd-order information is not. Then,
cumulant-based signal processing methods can handle col-
ored Gaussian noise automatically, whereas 2nd-order meth-
ods may not. Therefore, cumulant-based methods boost
signal-to-noise ratio when signals are corrupted by Gaussian
measurement noise and can capture more information from
the random vectors [42].
Remarkable results regarding detection, classification,
and system identification with cumulant-based methods
have been reported in [42–45]. Also, a recent investigation
of HOS for detection of disturbances in voltage signals re-
ported that the HOS-based features extracted from voltage
signals can achieve high detection ratio in a frame as short
as 1/16 of one-cycle fundamental component immersed in a
noisy environment [38].
By setting the lag τi = τ, i = 1, 2, 3, . . . , the expressions of
the diagonal slice of second- , third- , and fourthorder cumu-
lant elements of a zero mean and stationary random vector z,
which is assumed to be one of the vectors f−E{f}, h−E{h},















respectively, where i is the ith lag. Assuming that z is an N-


























respectively, where i = 0, 1, 2, . . . ,N/2− 1.
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Recently, other authors proposed the use of (29)–(31)
when i = 0, whose evaluation is carried out by using the
standard approximation provided by (32)–(34), for the clas-
sification of two disturbances and the attained results were
reported between 98% and 100%, see [46]. In this technique,
a 20th-order (very long and complex) elliptic filter to emulate
a notch filter responsible for the extraction of the fundamen-
tal component and to allow the disturbance classification on
the resulting transient signal is applied. One has to note that
4th- or 6th-order notch filter could provide very good perfor-
mance without such a huge complexity and delay to remove
the fundamental component, see [37].
Additionally, we have verified that the technique intro-
duced in [46] leads to a low classification performance due
to the following reasons. (i) If the disturbances are related to
the fundamental component, then the transient signal could
not be representative to allow the classification of distur-
bances. Note that the disturbances related to the fundamental
component are sags, swells, interruptions, and unbalances. It
seems to be one reason for the results to be between 98% and
100% and not very close to 100%, as reported in Section 4.
(ii) The authors made use of HOS parameters when i = 0
without the knowledge of the advantages oﬀered by (29)–
(31). In fact, from (29)–(31), one can note that there is a large
number of HOS features to be extracted for further selection.
As a result, the classification for two disturbances in voltage
signal proposed in [46] is very limited in the sense that many
and more representative features could be extracted. (iii) If
the electric signals are composed of multiple disturbances,
then the feature vector extracted from the transient signals
does not allow well-defined classification regions as the ones
provided in [46] for only two disturbances. It fatally con-
tributes to decrease the performance of classification tech-
nique applied to other disturbances. (iv) The standard ap-
proximation to extract HOS-based features is not appropri-
ate if the frame length is short. As a result, a high sampling
rate or a long frame length has to be applied to extract rep-
resentative HOS-based features. One has to note that these
concerns, by no means, disregard the use of the technique
proposed in [46] for its intentional application. In fact, we
are just pointing out the inadequacy of this technique to an-
alyze the incidence of wide-ranging set of single and multiple
disturbances in electric signals.
Due to the limitation of (32)–(34) to estimate the HOS-
based features and based on the fact that the electric signals
can be seen as cyclic or/and quasicyclic ones, we propose in
this contribution the use of this information to define other
approximation of HOS parameters. By using this informa-
tion into (29)–(31), the new approximation for the HOS-






































where i = 0, 1, 2, . . . ,N − 1 and mod(a, b) is the modu-
lus operator, which is defined as the remainder obtained
from dividing a by b. The approximations presented in (35)–
(37) lead to a very interesting result where one has a short-
ened finite-length vector from which HOS-based parame-
ters have to be extracted. The use of mod(·) operator means
that we are assuming that the vector z is an N-length cyclic
vector. The reason for this refers to the fact that by using
such very simple assumption we can evaluate the approxima-
tion of HOS-based parameters with all available N samples.
Therefore, a reduced sampling rate and/or a shortened frame
length could be valuable for HOS parameters estimation.
That is one of the reasons for the improved performance
achieved by the proposed technique in Section 4. The use of
(35)–(37) for improved disturbance detection was presented
in [38].
Now, suppose that the elements of the vector z =
[z(0), z(1), . . . , z(N − 1)]T are organized from the smallest
to the largest values and the vector composed of these values
are expressed by zor = [zor(0), zor(1), . . . , zor(N −1)]T , where
zor(0) ≤ zor(1) ≤, . . . ,≤ zor(N − 1). If one replaces the vector
z by the vector zor in (32)–(37), then the extracted cumu-
lants are named ordered HOS-based features [47]. By doing
so, the set of HOS-based features is composed of several el-
ements. The HOS-based feature vector, whose elements are
candidates for use in the proposed classification technique,







, i = 1, 2, (38)
where z denotes f , h, and u, i = 1 refers to a normal condition
of voltage signals, i = 2 denotes the incidence of single or















































where j = 2, 3, 4.
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Figure 8: FDR values related to (a) ĉ f , (b) ĉ for , (c) c˜ f , and (d) c˜ for
feature vectors when the disturbance is sag.
3.2. Feature selection technique
As commented in [41] “The problem of feature selection is de-
fined as follows: given a set of d features, select a subset of sizem
that leads to the smallest classification error. The feature selec-
tion is typically done in an oﬀ-line manner and the execution
time of a particular algorithm is not as critical as the optimality
of the feature subset it generates.”
The need for the use of feature selection technique in the
set of features extracted from voltage and current signals is
due to the fact that the feature set is very large. Aiming at
the choice of a representative, finite, and reduced set of fea-
tures from powerline signals that provides a good separabil-
ity among distinct classification regions associated with all
primitive patterns, the use of the Fisher’s discriminant ratio
(FDR) is applied [48].
The reason for using the FDR and not other feature se-
lection technique such as sequential forward floating search
(SFFS) or sequential backward floating search (SBFS) is that
the FDR technique presented good results for this applica-
tion. The FDR vector which leads to a separability in a low-
dimensional space between sets of feature vectors associated












































Figure 9: FDR values related to (a) ĉ f , (b) ĉ for , (c) c˜ f , and (d) c˜ for
feature vectors when the disturbance is swell.









where Jc = [J1 · · · JLl ]T , Ll is the total number of features,
m1 and m2, and D21 and D
2
2 are the means and variances vec-
tors of parameters vectors p1,k, k = 1, 2, . . . ,Mp, and p2,k,
k = 1, 2, . . . ,Mp. p1,k and p2,k are feature vectors extracted
from the kth voltage signals with and without disturbances
and Mp denotes the total number of feature vectors for the
classes of disturbances associated with the presence or not of
disturbances. The symbol  refers to the Hadarmard prod-
uct r s = [r0s0 · · · rLr−1sLr−1]T . The ith element of the FDR
vector, see (42), having the highest value, Jc(i), is selected for
use in the classification technique. Applying the same proce-
dure,K features associated with theK highest FDR values are
selected.
Figures 8, 9, 10, 11, 12, 13, 14 depict the FDR values for
the features extracted from vectors f , h, and u, respectively,
when N = 1024 and fs = 256 × 60Hz. One can note that
the large number of extracted feature allows a better choice
of features for single andmultiple disturbances classification.
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Figure 10: FDR values related to (a) ĉ f , (b) ĉ for , (c) c˜ f , and (d) c˜ for
feature vectors when the disturbance is interruption.












































Figure 11: FDR values related to (a) ĉh, (b) ĉhor , (c) c˜h, and (d) c˜hor
feature vectors when the disturbance is harmonic.












































Figure 12: FDR values related to (a) ĉu, (b) ĉuor , (c) c˜u, and (d) c˜uor
feature vectors when the disturbance is impulsive transient.












































Figure 13: FDR values related to (a) ĉu, (b) ĉuor , (c) c˜u, and (d) c˜uor
feature vectors when the disturbance is notch.
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Figure 14: FDR values related to (a) ĉu, (b) ĉuor , (c) c˜u, and (d) c˜uor
feature vectors when the disturbance is oscillatory transient.
These pictures illustrate very well the limitation of the HOS-
based technique proposed in [46]. In fact, the use of HOS-
based features when the lag τ = 0 is not a good choice be-
cause for each primitive pattern there is a distinct set of fea-
tures that improves the classification ratio. Finally, to evalu-
ate the HOS-based features one can note that for themajority
of the disturbance considered, the use of the approximation
proposed in this contribution is better than the standard ap-
proximation.
3.3. Pattern recognition technique
Pattern recognition techniques have been successfully ap-
plied to power-quality applications. In these applications,
the primitive patterns are represented by feature vector p j ,
j = f ,h,u, or attributes viewed as a d-dimensional vectors.
From the feature vectors, a decision, making process can be
summarized as follows: a given pattern is to be assigned to
one of c categories ω1,ω2,ω3, . . . ,ωc based on a vector of d
features.
Assuming that the features have a probability of mass
function conditioned on the pattern class, then a vector p j ,
j = f ,h,u, associated with a pattern belonging to the class ωi
is viewed as an observation drawn randomly from the class-
conditional probability function p(p j | ωi). If the a priori




































Figure 15: Typical single disturbances related to vector f . (a)–(c)
are samples of disturbances called sag, swell, and interruptions, re-
spectively.
probability as well as the parameters of the conditioned prob-
abilities are known, partially known or unknown, then diﬀer-
ent critera based on Bayes theory (ML, MAP, etc.), Neyman-
Pearson, and so forth can be designed for obtaining the op-
timum decision boundaries among the c classes in the d-
dimensional feature vector space.
Assuming that the conditional probabilities functions are
known and modeled as Gaussian ones, classifiers based on
the maximum likelihood (ML) criterion are designed. If the
Gaussian function parameters are estimated from the train-
ing data, which is our situation, then the likelihood ratio test













where π0 = 1/2 and π1 = 1/2 are the a priori probabilities
of incidence or not of a single disturbance associated with
the voltage signals, i = f ,h,u refers to the primitive compo-
nent represented by the vectors f , h, and u. j = 1, . . . ,Ci is
the jth primitive disturbance or primitive pattern associated
with the ith primitive component. pi, i = f ,h,u, is the fea-
ture vector, Hi, j,0, j = 1, . . . ,Ci, is the hypothesis without
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Figure 16: Harmonic disturbance associated with vector h.




































Figure 17: Disturbances associated with the vector u. (a) is a sample
of impulsive transient, (b) is a sample of notch, and (c) is a sample
of a damped oscillation.
no incidence of the jth primitive disturbance (pattern) in
the ith primitive component. Hi, j,1, j = 1, . . . ,Ci, is the hy-
pothesis with the presence of the jth primitive disturbance
in the ith primitive component. Equation (43) is applied
to detect the existence of disturbances in the vectors f , h,
and u.
4. NUMERICAL RESULTS
The performance of the proposed technique to classify sin-
gle and multiple disturbances in voltage signals is evaluated
and compared with another technique. In Section 4.1, some
results obtained with the proposed technique applied to clas-
sify single and multiple disturbances in f , h, and u compo-
nents are provided and discussed. Thereafter, in Section 4.2,
comparison results between the proposed technique and
the one proposed in [2], developed recently to classify sin-
gle and multiple disturbances in voltage signal by consid-
ering the voltage disturbances defined in [2, 3], are pre-
sented.
4.1. Performance of the proposed method
To verify the performance of the proposed technique to clas-
sify disturbances in the vectors f , h, and u, simulations were
carried out with several waveforms of voltage signals gener-
ated with a sampling rate equal to fs = 256 × 60 samples
per second (sps) and 32 bits for amplitude quantization. The
selected primitive patterns are sag, swell, interruption, har-
monic, impulsive transient, notch, and damped oscillation.
Figures 15, 16, 17 show single disturbances associated with
the vectors f , h, and u, respectively.
Table 1 lists the attained classification ratio with the
proposed technique applied to classify the set of primi-
tive patterns (sag, swell, and interruption) that are associ-
ated with the vector f . The following considerations were
taken into account for the following simulations: (i) N =
128, 256, 512, 768, and 1024, then the lengths of the vec-
tor f correspond to 1/2, 1, 2, 3, and 4 cycles of the funda-
mental component; (ii) feature vector p f with four HOS-
based features, which were previously selected with the FDR
technique, for each primitive pattern; (iii) two thousand
sets of primitive patterns generated and equally divided into
training and test data; (iv) the use of Bayes detection tech-
nique based on the ML criterion as given by (43); (v) σ2v =
−30 dB; (vi) the amplitude of the fundamental component,
A0, assumes values to characterize the disturbances in ac-
cordance with the IEEE 1159-1995 Standard [49] and the
phase, θ0, is modeled as uniform random variable in the
interval (0, 2π]; (viii) the preprocessing block was imple-
mented with finite word length with 16 bits. Figures 18,
19, 20 portray the selected features extracted from vector
f by using the FDR to verify the occurrence of interrup-
tions, sags, and swell. In these plots, the symbols ∗ and ◦
are associated with the occurrence or not of each distur-
bance in the test data. One can note that there are linear
separations, then the Bayesian classifiers reduces to a linear
ones.
From the results listed in Table 1, one notes that the pro-
posed technique achieves good performance. In Table 1, C
means cycles of the fundamental component and CR refers
to the classification ratio in percentage. The improvements
shown here refer to the attained CR ∼= 100% if the lengths of
vector f correspond to 1, 2, 3, and 4 cycles of the fundamental
component. In the previously developedmethods, the results
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Table 1: Performance of the proposed technique to classify disturbances in the vector f .
Frame length Interruption (CR in %) Sag(CR in %) Swell(CR in %)
1C 99.93 99.95 100
2C 99.96 99.97 100
3C 100 99.98 100
4C 100 100 100
















Figure 18: HOS-based features extracted from f for interruption
α1 = ĉ2, f (68).















Figure 19: HOS-based features extracted from vector f for sag α1 =
c˜4, f (512) and α2 = ĉ2, f (194).
are reported when N ≥ 1024 or, at least, 4 cycles of the fun-
damental component, see [3, 5, 28, 32].















Figure 20: HOS-based features extracted from vector f for swell
α1 = c˜2, f (191).















Figure 21: HOS-based features extracted from h α = ĉ2,h(0).
The numerical analysis of the proposed technique for the
classification of primitive pattern in voltage signals named
14 EURASIP Journal on Advances in Signal Processing
Table 2: Performance of the proposed technique for harmonic clas-
sification.






harmonic was carried out by taking into account the fol-
lowing considerations: (i) N = 128, 256, 512, 768, and 1024
and, consequently, the lengths of the vector h correspond
to 1, 2, 3, and 4 cycles of the fundamental component; (ii)
two thousand sets of harmonic disturbances equally di-
vided in training and test patterns were considered; (iii)
Bayes detection technique based on the ML criterion was
designed; (iv) σ2v = −30 dB; (iv) the harmonic compo-
nents, whose frequency are mω0, m = 3, 5, 7, 9, 11, 13, and
15, have amplitudes Ai and θi modeled as uniform ran-
dom variables in the intervals (0.01, 0.4] and (0, 2π], respec-
tively; (v) feature vector ph composed of one element se-
lected by FDR criterion. The generated harmonics comply
with the IEEE 1159-1995 standard [49]. Figure 21 shows the
selected HOS feature obtained from vector h to detect har-
monic presence. The symbols ∗ and ◦ are associated with
the occurrence or not of harmonic in the test data, respec-
tively.
The results achieved with the proposed technique are
presented in Table 2. The CR as high as 100% is not novel
if N ≥ 1024 or, at least, 4 cycles of the fundamental com-
ponent are taken into account [3, 5, 28, 32]. The novelty
here is the fact that the proposed technique is capable of
achieving CR as high as 100% if the length of vector h cor-
responds to 1/2, 1, 2, 3, and 4 cycles of the fundamental com-
ponent.
To check the eﬀectiveness of the proposed technique for
the classification of primitive patterns in the vector u, the fol-
lowing considerations were taken into account: (i)N = 1024,
which corresponds to four cycles of the fundamental compo-
nent; (ii) four-length feature vector pu in which all elements
are selected with the FDR technique; (iii) 3000 sets of dis-
turbances such as impulsive transients, notches, and damped
oscillations equally divided into training and test data; (iv)
Bayes detection technique based on the ML criterion; (v) ad-
ditive noise power equal to σ2v = −30 dB; and (vi) single in-
cidence of disturbances in the vector x that appears in the
primitive component represented by the vector u. Figures 22,
23, 24 depict the selected HOS-based features that were ex-
tracted from vector u to classify the disturbances as oscil-
latory transient (damped oscillations), impulsive transient,
and notch. In these figures, the symbols ∗ and ◦ are associ-
ated with the occurrence or not of each disturbance in the
test data.
The attained results with the test data are shown in
Table 3. One can note that the proposed technqiue is capa-


















Figure 22: HOS-based features extracted from u to classify the os-
cillatory transient named damped oscillation, α1 = c˜2,u(257).

















Figure 23: HOS-based features extracted from u to classify the im-
pulsive transient α1 = c˜2,u(4) and α2 = ĉ2,u(511).
ble of classifying almost all primitive patterns in the vector
u.
From the results reported in Tables 1–3, in Figures 8–
14, and in Figures 18–24, one can make the following ob-
servations: (i) based on the results obtained with FDR fea-
ture selection technique, comulants related to 2nd-order
statistics are more appropriate features for disturbance clas-
sification in voltage signals; (ii) in the majority of the cases,
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Figure 24: HOS-based features extracted from u to classify the
notch disturbance, α = c˜2,u(97).
Table 3: Performance of the proposed technique for disturbance
classification in the vector u when N = 1024 is considered.
Disturbance CR in %
notch 100
Impulsive transient 100
Oscillatory transient (damped oscillation) 100
the approximations to estimate the HOS-based features with
(35)–(37) provide better results than those obtained with
approximations provided by (31)–(34); (iii) the combina-
tion of features obtained with diﬀerent approximations pro-
vides better separability; (iv) the use of cumulants extracted
from the ordered vectors usually does not oﬀer any ad-
vantage over the usual cumulants; (v) the cumulants as-
sociated with 3rd-order are useless for disturbance classifi-
cation; (vi) in the majority of the cases, the Baysian clas-
sifiers reduce to linear classifiers because there is a linear
separability between the classes; (vii) to classify seven dis-
turbances, we have to evaluate only eight HOS-based fea-
tures.
Table 4 presents the performance of the proposed tech-
nique applied to classify multiple primitive patterns. Here, it
is considered N = 1024. In Table 4, the term Transient refers
to notch, spike, or damped oscillation, the term Fund de-
notes disturbances in the fundamental component, the term
Harm refers to the harmonic disturbance, and the term Two
transients and Three Transients mean that two or three dis-
tinct transients occur at the same frame, respectively. From
Table 4, one verifies that the proposed technique is capable of
Table 4: Performance of the proposed technique for the classifica-
tion of multiple disturbances in vector x.
Disturbances CR in %
Fund + Harm 100
Fund + Harm + One Transient 99.98
Fund + Harm + Two Transients 98.35
Fund + Harm + Three Transients 96.89
classifying several sets of multiple primitive patterns in volt-
age signals.
4.2. Performance comparison
Finally, the proposed technique is compared against a pre-
vious technique recently introduced in [2]. A set of dis-
turbances, defined in accordance with [3] and reproduced
in Table 5, was generated by following the same procedure
adopted in [2, 3]. By using this set of disturbances, a per-
formance comparison between the technique discussed in
[2] and the one introduced in this contribution was carried
out and the results are comparatively reported in Table 6.
Based on the reported results, one can verify that the pro-
posed technique not only surpasses the performance of the
previous one, but it also shows a considerable improve-
ment.
One has to note that the results reported in both Sec-
tions 4.1 and 4.2 were obtained with disturbances synthet-
ically generated. As a result, the proposed technique will
show a degradation in its performance if it is applied to real
voltage signals, but it is worth stating that the classification
technique proposed in [2, 3] will present similar behavior.
At this point, we are not able to say, under this situation,
what technique will present the lowest performance degra-
dation.
5. CONCLUSIONS
In this contribution, a paradigm and a technique to clas-
sify single and multiple disturbances in electric signals are
introduced. The main advantage oﬀered by the paradigm
is the use of the principle of divide to conquer to decom-
pose the powerline signals into a set of primitive compo-
nents in which simple and powerful feature extraction, fea-
ture selection, and classification techniques can be applied
to recognize primitive patterns (single and multiple distur-
bances).
Based on the proposed paradigm, a disturbance classifi-
cation technique is presented to classify single and the most
probable sets of multiple disturbances in voltage signals. The
numerical results obtained with computational simulations
indicate that the proposed technique shows considerable im-
provement in terms of classification ratio.
At the moment, some research is being carried out to
include flicker, interharmonic, unbalances, and exponential
decaying as primitive patterns.
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Table 5: Power quality disturbance models following [3].
PQ disturbance Class Model Parameters
Normal C1 x(t) = A0 sin(ω0t) A0 = 1
Swell C2
x(t) = A0{1 + α[u(t − t1)− u(t − t2)]} sin(ω0t)
t1 < t2,u(t) =
⎧⎪⎨
⎪⎩
1, t ≥ 0
0, t < 0
0.1 ≤ α ≤ 0.8
T ≤ t2 − t1 ≤ 9T
Sag C3 x(t) = A0{1− α[u(t − t1)− u(t − t2)]} sin(ω0t) 0.1 ≤ α ≤ 0.8, T ≤ t2 − t1 ≤ 9T
Harmonic C4
x(t) = A0[α1 sin(ω0t) + α3 sin(3ω0t)
+α5 sin(5ω0t) + α7 sin(7ω0t)]
0.05 ≤ α3 ≤ 0.15, 0.05 ≤ α5 ≤ 0.15
0.05 ≤ α7 ≤ 0.15,
∑
α2i = 1
Outage C5 x(t) = A0{1− α[u(t − t1)− u(t − t2)]} sin(ω0t) 0.9 ≤ α ≤ 0.1, T ≤ t2 − t1 ≤ 9T
Sag + Harmonic C6
x(t) = A0{1− α[u(t − t1)−
u(t − t2)]}[α0 sin(ω0t)
+α3 sin(3ω0t) + α5 sin(5ω0t)]
0.1 ≤ α ≤ 0.9, T ≤ t2 − t1 ≤ 9T
0.05 ≤ α3 ≤ 0.15, 0.05 ≤ α5 ≤ 0.15,
∑
α2i = 1
Swell + Harmonic C7
x(t)=A0{1+α[u(t − t1)
−u(t−t2)]}[α0 sin(ω0t)
+α3 sin(3ω0t) + α5 sin(5ω0t)]
0.1 ≤ α ≤ 0.9, T ≤ t2 − t1 ≤ 9T
0.05 ≤ α3 ≤ 0.15, 0.05 ≤ α5 ≤ 0.15,
∑
α2i = 1
Table 6: Performance comparison in terms of classification ratio
(%) achieved by proposed technique and the technique proposed
in [2].
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