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Abstract
Multi-stage visual architectures have recently found success in achieving high classification
accuracies over image datasets with large variations in pose, lighting, and scale. Inspired by
techniques currently at the forefront of deep learning, such architectures are typically composed
of one or more layers of preprocessing, feature encoding, and pooling to extract features from
raw images. Training these components traditionally relies on large sets of patches that are
extracted from a potentially large image dataset. In this context, high-dimensional feature
space representations are often helpful for obtaining the best classification performances and
providing a higher degree of invariance to object transformations. Large datasets with high-
dimensional features complicate the implementation of visual architectures in memory constrained
environments. This dissertation constructs online learning replacements for the components
within a multi-stage architecture and demonstrates that the proposed replacements (namely fuzzy
competitive clustering, an incremental covariance estimator, and multi-layer neural network) can
offer performance competitive with their offline batch counterparts while providing a reduced
memory footprint. The online nature of this solution allows for the development of a method
for adjusting parameters within the architecture via stochastic gradient descent. Testing over
multiple datasets shows the potential benefits of this methodology when appropriate priors on
the initial parameters are unknown. Alternatives to batch based decompositions for a whitening
preprocessing stage which take advantage of natural image statistics and allow simple dictionary
learners to work well in the problem domain are also explored. Expansions of the architecture using
additional pooling statistics and multiple layers are presented and indicate that larger codebook
sizes are not the only step forward to higher classification accuracies. Experimental results from
these expansions further indicate the important role of sparsity and appropriate encodings within
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In nature, mammals and especially humans must quickly and efficiently process large quantities of
visual, aural, and other sensory data by recognizing redundancies and inferring the critical pieces
of information for processing and memory. Such data is often high-dimensional in representation
and we naturally seek systems which can reproduce this processing ability for artificial intelligence.
Recently there has been a push to build algorithms for architectures which focus on one of machine
learning’s original goals in creating artificial intelligence [2, 3], namely in the ability to perform
complex intelligence tasks such as visual and auditory perception, natural language processing,
planning, and control. To achieve such tasks, deep architectures that inherently (and efficiently)
model these domains have been proposed.
Highly engineered, shallow architectures can provide excellent performance over limited
domains, where image recognition algorithms can meet and surpass human ability. Unfortunately,
applying these same techniques to different domains or even different data-sets is often ineffectual.
Deep learning is concerned with algorithms which can learn such representations with minimal
human intervention and little prior knowledge of the problem domain [3, 4]. This lack of hand-
engineering makes the architectures more generalizable. As a subfield of machine learning, deep
learning utilizes multi-layered (deep) architectures (with typically more than two or three layers
or stages) to learn high-level abstractions (as new features) through the composition of lower level
features [2]. These abstractions may be considered as concepts that underly the natural order of the
data which ideally become more invariant to small, local changes while stepping up the architecture.
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Representing these abstractions may require learning complex, non-linear functions that
approximate the inherent structure in the data [2]. The other, less attractive option is to compile
a database of all potential inputs that can be used to compare new examples to known variations.
With high-dimensional problems, this becomes impractical as the number of examples grows
exponentially with potential variation as is discussed in Section 2.2, assuming an example of every
variation is obtainable. Care must thus be taken to design models which can handle the high
variability of these functions without requiring model instances of each [5]. This requires training
models to generalize well to new examples and exhibit invariance to noise or small perturbations in
the inputs. Traditional shallow methods for handling some forms of variance in data are described
in Chapter 2, and, as is discussed in the next section, this is typically a task that feature extraction
must tackle. Many deep architectures [6, 7, 8, 9] are composed of stacked homogeneous layers
that perform the same function (namely, feature extraction), inspired by biology where a common
“cortical circuit” is theorized [10]. Others take a more direct stage-like approach to recognition
[11, 12, 13, 14], using filtering and pooling layer pairs based on the simple-to-complex cell inspiration
[15, 16]. The latter form the focus of work in this dissertation and can be considered architectures
that are engineered in their connections to contain mechanics helpful for visual object recognition
while retaining the ability to learn from regularities in data.
Difficulty in model construction and training is a common theme among all deep architectures.
It is necessary to define (or learn) both the structure of the model and an often large parameter
space covering this structure where objective functions are likely not convex. At their core,
deep learning models use unsupervised learning methods to optimize these parameters and are
considered data-driven approaches, though the use of a supervised signal may be helpful to guide
proper representations. Informally, this supervised signal can embody feedback on how well the
architecture is modeling structure in the data and be used to fine-tune the representations that
are learned from unlabeled examples. [17] argues that the foremost challenge in training deep
architectures is respecting the strong dependencies between parameters across layers. Modifying a
feature mapping at a lower level of the architecture changes the input space (in both distribution and
range) of the next layer. This relationship between parameters in distinct layers prompted Hinton
et. al. to develop an unsupervised greedy layer-wise training algorithm [6] for deep architectures
that subsequently has inspired a wide array of new architectures that are made up of deeply stacked
layers [8, 9, 18].
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This dissertation primarily concentrates on architectures built for image classification. However,
many of the ideas presented need not stop with pixels. Intelligent agents must make decisions
in multi-modal domains [19] where a variety of context is available. Extensions here are often
limited by choice of representation for latent variables and metrics for determining similarity (e.g.,
conversion from text documents to bag-of-words representations). A logical extension to image data
is video data, of which some work has been done in [20, 21]. This extension requires a temporal
construct for modeling sequences and transitions, where appropriate temporal representations
remain an open area of research.
1.2 Clustering for High-Dimensional Feature Extraction
As a primary function of deep architectures, feature extraction in high-dimensional domains is
closely related to the success of deep learning and is often a prerequisite for good classification
performance. It has been argued that compression is a necessary condition for intelligence [22, 23],
and feature extraction may be viewed as a form of lossy compression that retains the most important
parts of the data, either for reconstruction or recognition of similar patterns.
Efficient feature encoding for high-dimensional data should therefore exhibit a degree of
invariance to transformations of input data that retain the concepts that created the data, such
as scale, rotation, translation, or shearing. These transforms can sometimes be seen as noise or
minor modifications that don’t change class labels. In some cases, however, they may be important
for making sense of a dataset (e.g, are we looking to distinguish letters themselves or slanted
letters from vertical ones?). Knowing which attributes of features are important is seemingly a
necessity for good design of deep architectures. Techniques such as pooling have shown invariance
to translation or minor transformation of inputs; in the case of object recognition, such invariance
is especially beneficial. Other preprocessing transforms common in visual recognition systems such
as principal component analysis do an excellent job of disentangling concepts underlying features
while forming a distributed representation. Recently, it has been shown [14, 24, 25] that learning a
visual vocabulary or dictionary on appropriately transformed data with a well-designed encoding
can produce state of the art object recognition systems.
My prior work on the deep spatiotemporal inference network architecture [26] has motivated
using clustering algorithms for the feature learning and encoding stages in these systems to discover
what special considerations should be made when dealing with high-dimensional inputs in the
3
context of online learning where only small portions of data are available at any time. In this
dissertation, the replacement of components of a multi-stage architecture is examined in the context
of limited data availability and present a method for applying fuzzy clustering and online covariance
estimation models to learn prototypes and preprocessing transforms for feature extraction in a
fast, incremental, and memory efficient way. These techniques can be further extended to similar
deep learning architectures which utilize common components for forming their feature space
representations.
1.3 Contributions
The research presented in this dissertation contributes to the field of image recognition methods
built from multiple stages of processing. The focus of these contributions lies in learning
features appropriate for classifying objects in small images, especially within constrained memory
environments that limit the number of images which may be processed simultaneously. Individual
contributions of this dissertation include:
• A procedure for building a multi-stage visual pipeline that allows sequential processing of
images for classification through fuzzy clustering and online covariance estimation
• Development of a supervised tuning procedure to adjust parameters in the architecture with
gradient descent and its application to a new parameterized feature encoding function built
from fuzzy partial membership functions
• Construction of a weighted pooling method which may also be trained as an extension of the
classifier
• An inspection of the utility of a variety of preprocessing whitening transforms for removing
second order image statistics within the architecture
• Introduction of alternative feature extraction approaches for improving classification accuracy




In Chapter 2, a review of machine learning and pattern recognition techniques is provided as
background aiding in the understanding of deep architectures and their motivations. Further,
a literature review of current relevant work for this topic is given, which expands upon the
motivations listed above for both deep learning and high-dimensional feature extraction and
provides a look at clustering for fast feature learning. This review covers current architectures
which are at the forefront of dealing with high-dimensionality and the processes which govern their
use for eventual pattern classification. Chapter 3 introduces the fundamentals for implementing
a processing pipeline used in this dissertation including the addition of a fuzzy clustering unit
for dictionary learning. A description of testing procedures for the included work and evaluation
of fuzzy clustering performance in the architecture follow. Chapter 4 contains the derivation of
a technique for modifying parameters inside the architecture with gradient descent and results
obtained from testing the feedback signal in encoding and pooling applications. Chapter 5 contains
an examination of space and frequency domain methods for removing correlations within images as
a pre-proccessing stage to dictionary learning and the construction of an online testing procedure
which can be trained from a stream of images. Methods for expanding the features extracted by
the architecture with the use of higher order pooling statistics and a second layer of features are




Background and Literature Review
2.1 Overview of Machine Learning and Pattern Recognition
Machine learning develops algorithms that empower programs on machines to execute tasks,
where the fundamental assumption is made that performance in a task improves with additional
experience. Such programs are attractive in their ability to aid humans in learning and analysis,
as the algorithms behind them may calculate data and reference memory at super-human speed.
Machine learning draws on methodology from several fields such as mathematics, statistics, control
theory, artificial intelligence, and information theory [27]. The inspiration for learning techniques
expands beyond these areas, pulling from the fields of philosophy (Occam’s razor), neurobiology
(artificial neural networks, competitive learning), psychology (reinforcement learning), evolution
(genetic algorithms), and more.
Pattern recognition, an exercise that is performed innately (and often seemingly effortlessly) in
biological systems, is a large sub-field of machine learning. As a task focused on identifying structure
or patterns within data, desirable applications span language processing and speech recognition,
optical facial and character recognition, DNA sequence identification, fingerprint identification
and iris matching, stock market trending, data mining and knowledge discovery, machine vision,
and much more [28, 29, 30]. These applications have the general goal of recognizing an object
from regularities in data and taking an action such as classifying the object into one or more
classes or categories. This classification is an important part of machine intelligence systems
that take observable sensory input, classify it, and optionally perform further actions within their
environment. Pattern recognition systems can usually be broken into several components: sensing,
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preprocessing & segmentation, feature extraction, classification, and post-processing for action
selection and performance monitoring [28].
Depending on the system in use, feedback may exist between any of these components to
correct parameters, modify feature selections, switch models, or otherwise guide the system to
better perform the recognition task. In this dissertation, focus will largely be on the task of
image classification, though many of the techniques presented are applicable to different types
or modalities of data [19]. In the context of pattern classification for images, segmentation
and preprocessing often share methodology from the image processing domain. Segmentation
decomposes images into regions that hopefully correspond to objects. Preprocessing of images
is done to ease the task of feature extraction and improve final classification performance and
usually implies that little to no information is lost in the transformation. This is in contrast
to feature extraction, which takes a pattern (that may have been preprocessed) and attempts to
remove components that do not contribute to the classification task without losing the essential
information that does. The elements useful for discrimination likely span multiple features and we
seek methods for disentangling these elements to aid in classification. Feature extraction is seen as
practically motivated for pattern classification as an ideal classifier could work on raw input data.
On the other hand, an ideal feature extractor would make classification trivial [28]. This symbiotic
relationship betwen features and classifier must be respected to develop proficient systems which
can make sense of noisy, redundant, and transformed data while avoiding problems of over-fitting.
In this section, two distinctly different areas of machine learning are introduced: supervised
learning and unsupervised learning. Before moving on, note that the No Free Lunch Theorem
puts a limit on how general a learning algorithm can be [28, 31]. Any model must therefore
make assumptions or hold inherent priors that restrict the target functions or distributions it
intends to learn or data transformations it intends to be resilient to. This theorem should remain
a consideration with deep architectures, as we often look for better generalization performance
in this domain especially. As a practical note, it is assumed that the samples drawn from the
input space to classify over may be modeled by a stationary and ergodic process. That is, the
expected structure underlying such data is temporally independent and, when applying online
learning methods, updates can ideally be made after each new example is seen [32]. It is obvious
that this assumption is not always true, particularly when streams of data are received from an
unknown process that exhibits correlation from sample to sample. Many of the algorithms proposed
here should be plastic in their ability to model changing distributions given the learning rates do
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not decay to zero. However, if learning rates are too high, the algorithms may exhibit instabilities
in the learned parameters and thus not converge to stable representations of the data. Choosing
good learning rates in this context is referred to the stability/plasticity dilemma [28], which applies
to all systems that much retain old “memories” while learning new ones.
2.1.1 Supervised Learning
Supervised learning operates on the assumption that a labeled dataset X = {x1,x2, . . .xN} is
available for training, where each training pattern xi belongs to one of m classes, ω1, ω2, . . . , ωm.
A classifier should accept any pattern and output the appropriate target class, where performance
is gauged on a testing set with labels that the classifier does not have access to. The classifier
which provides the best performance over samples it hasn’t seen is considered more general for the
task at hand. The classifier’s operation may be modeled as a discriminant function that decides
between classes. Bayesian decision theory frames the classification problem probabilistically and
attempts to minimize the average probability of error in class choice. To minimize the error rate
of the classifier, Bayes’ decision rule is to choose class ωi for a training pattern x if
P (ωi|x) > P (ωj |x) ∀i 6= j. (2.1)
P (ωi|x) is referred to as the posterior probability for class i and is related to the known prior







which can be derived from the joint probability distribution of class i and example x, p (ωi,x) =
P (ωi|x) p (x) = p(x|ωi)P (ωi).
Bayes’ decision rule creates decision boundaries or regions in the feature space which divide
the sets of features that are assigned to a class. Applying Bayes’ decision rule implies learning a
probability density estimation from a finite set of examples. Learning algorithms which attempt
to model the posterior probabilities and use decision theory to assign class labels are called
discriminative models. These stand in contrast to generative models that find the distribution of
inputs and outputs through modeling the joint distribution p (ωi,x) (which may be parameterized
as p (x|ωi)P (ωi). Generative models are therefore able to produce prior probabilities for both data
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and class labels and generate examples by sampling from the joint distribution. Both models have
strengths and drawbacks for classification [33, 34].
If a model assumes that the distribution for the posterior or joint probability is of some
functional form (e.g., normal) then the model is referred to as parametric. Learning in parametric
models involves finding the best choice for a small set of parameters ωj that govern the shape of
the probability distribution. It is assumed that the training samples are drawn independently from
an identical distribution to form the dataset X . Maximum-likelihood (ML) estimators look for the
set of parameters that maximize the likelihood function p (X|ω) for learning the distribution of the
dataset. ML estimation is a frequentist approach where parameters take a fixed form. Maximum
a posteriori estimators are similar to ML estimators but include additional information about the
parameters to learn in the form of a prior, p (ω). The expectation-maximization (EM) algorithm
is a technique for finding ML or MAP solutions in models which have unobserved latent variables.
Bayesian inference or estimation is another technique for finding parameters which assumes that
the parameters themselves are random variables which are drawn from a distribution that can be
learned with X by finding where the conditional posterior distribution p (ω| X ) is most likely.
Non-parametric models make no assumption on the form of the distribution that patterns are
drawn from. These models may still perform density estimation such as using a histogram of
observed values in place of a parameterized distribution function. Kernel density estimation or
the Parzen window method is a similar form of density estimation which uses symmetric kernel
functions k (that must integrate to one) as a foundation for estimation. The distribution (for a
single dimension observation) is given by





where h is a bandwidth parameter and K is the sum of the kernel weighting functions over all data










The K-nearest-neighbor density estimation technique is similar to kernel density estimation where
K is fixed and V is the radius of a sphere. This sphere contains K data points in the distribution.






















Maximizing the posterior for chosen K is achieved by picking the class i with the most samples of
the K-nearest-neighbors.
Neural Networks
Neural networks [35] are another form of non-parametric model which can be trained to implicitly
learn the posterior probability for discrimination purposes by targeting the discriminant function.
The simplest discriminant function is linear and a function of a set of weights w and bias or
threshold w0 given by
y (x) = wTx + w0. (2.8)
If y > 0, class one should be selected and if y < 0, class two is selected. Multi-class learning can be
done by combining multiple discriminant functions. Learning this linear discriminant model requires
finding appropriate weight and bias parameters. These parameters are model parameters, unlike the
distribution parameters discussed earlier. The linear discriminant function can be generalized by





The most common activation function arises from assuming the class-conditional distribution is
Gaussian and is called the logistic sigmoid:
g (x) = 11 + exp (x) . (2.9)
Further generalization is possible if the inputs xi are passed through a fixed basis function φ (xi) that
processes the elements. These functions can produce activations themselves, such as the threshold
or sign function. The simplest form of network is the perceptron, which uses the threshold activation
function on a weighted sum of the input activations φi given by
y = g
(






 = g (wTφ) (2.10)
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where the bias can be absorbed using an extra activation φ0 = 1. Without the use of basis functions,
these models are limited to discovering linear partitions in the original data, even with a non-linear
output activation function such as the sigmoid. With smartly chosen basis functions, the original
data which was not linearly separable can be non-linearly transformed into a set of patterns that is.
In a perceptron, these input activations are non-adaptive, and finding an appropriate basis function
to separate the data is a difficult problem. Even so, the number of processing elements or input
activations grows typically exponentially as the dimensionality of the problem grows for the data
to remain separable. A multi-layer perceptron (MLP) extends this concept by essentially providing
a way to adjust the input activations with an additional set of weights on the input elements, in
essence creating a new layer. In fact, adding this layer of weights allows the MLP to approximate
any continuous functional mapping. This added layer is referred to as a “hidden” layer and has
an activation function of its own. Weights are placed between every raw input xi, hidden unit,
and output unit, creating a directed feed-forward network. Multiple summing and activation units,
referred to as neurons, can be arranged in the hidden and output layers of the network. An output













where fo and fh are the output and hidden activation functions. Creating a good network depend
on learning weights that minimize an error function. Learning these weights on networks with
continuous activation functions (linear, sigmoidal, etc.) is possible with a method known as error
backpropagation that adjusts weights with respect to the objective or error function. A common
error function for classification is the sum squared error function, where the supervised signal




(tk − yk)2. (2.12)
w is the weight matrix describing the network. Gradient descent is a first order optimization
technique for backpropagation of error which updates the weights with
∆w = −η ∂J
∂w , (2.13)
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where η is an adjustable learning rate and ∂J/∂w can be determined by applying the chain rule
for partial differentiation.
This description focuses on networks for classification, although it’s clear that, if outputs and
inputs are continuous, neural networks can be trained to learn arbitrary functions for non-linear
regression problems. For pattern recognition problems, it’s often helpful to increase the range of




e2x + 1 . (2.14)
Weight initialization, learning rate selection, input scale and output scale, hidden unit counts, and
number of layers are all model selection considerations, referred to as hyper-parameters, for the
training problem on hand [32, 36]. Often such model parameters can be chosen with cross-validation
techniques that use training data which has been set aside to validate the performance of a network
during learning. Training effectiveness can be examined by comparing train set performance to
validation set performance. Stopping criteria, such as a maximum increase in validation error, can
be used to prevent the network from over-fitting the training data. This is especially a problem on
networks which are over-complete, when the dimension of the hidden units outweighs the underlying
complexity of the input data [28].
2.1.2 Unsupervised Learning
Unsupervised learning may at first seem unappealing for categorization, though such methods
can often find useful features in problem domains where labeled examples are scarce. Unlabeled
examples may be used to train models in many ways, such as discovering underlying manifolds that
the data fall on, reproducing inputs by learning latent variables which describe the distribution
of data (as in auto-associators), or by clustering data to discover partitions or groups which
describe the distribution from which the input data is drawn. All of these techniques can be
used on high-dimensional data to attempt and find a lower-dimensional mapping which makes
classification easier. This reduction task is a form of feature extraction and allows us to solve once
intractable problems. As will be discussed, feature extraction is not only a lossy-process but one
that may separate the entanglement of components that describe the divisions between classes of
data. Unsupervised methods have been incredibly useful for deep learning, and in this section
fundamental techniques from the literature are reviewed.
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Clustering
This section focuses on unsupervised data clustering, which attempts to naturally represent the
partitions of data of unknown class origin without feedback or information beyond what is inherently
gained from the data itself. Clustering aims to find underlying groups which ideally share similar
features and indicate how related data samples are. Most commonly, unsupervised clustering
autonomously learns how to best discretize a space with the intent of classifying or organizing
unseen data samples into one of several clusters with the assumption that samples which share a
large amount of features are of the same class. This is a task humans perform constantly (and
necessarily) to organize information into groups and subgroups of similar characteristics.
Clustering algorithms which make use of labels in data are less common and may be used
for reinforcing winners in competitive learning, validating the choice of number of clusters, class
decomposition, or biasing the cluster membership priors. While these abilities are attractive, their
use in the deep architectures is not common. Reuse across data classes is desirable for distributed
representations and class labels are often treated as unavailable until the final layer. Two primary
types of clustering are described next: hierarchical and partitional.
Hierarchical clustering methods build representations by grouping data in a tree of clusters
and can be either agglomerative or divisive [28, 37]. Agglomerative methods start with each data
point in the training set existing in its own cluster. Using a similarity or proximity matrix, the
algorithm searches for the closest two points and merges them. This continues until only a single
cluster remains, and the final clustering representation must be decided by cutting the dendogram
that describes the merging history at an appropriate point. Divisive clustering works similarly in
the opposite direction: starting with a single cluster and breaking samples down until individual
clusters exist with single points. These methods are computationally (and storage) heavy, requiring




runtime). Further, records of
cluster members must be kept so the tree may be cut.
To address these issues, Balanced Iterative Reducing and Clustering Using Hierarchies (BIRCH)
[38] was introduced. BIRCH is a hierarchical method which handles large datasets incrementally,
compactly, and efficiently by storing mean representatives of the examples in each cluster.
Unfortunately, it suffers from only being able to only spherically represent clusters, work with
low dimensional data, and may not be suspended or stopped. The clusters are spherical as each is
represented by the mean of its examples, referred to as the center or the centroid, and no estimate of
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the variance is made while the distance metric is Euclidean. CURE attempts to address shortcoming
of BIRCH by storing a fixed number of representative examples and works somewhat as a hybrid of
partitional and hierarchical methods by first partitioning a random sample of the dataset, clustering
each partition, and then merging the clusters hierarchically [39]. [40] provides a deeper survey of
clustering methods.
Partition based methods assign data points into some preselected k number of clusters without
hierarchical grouping. This cluster assignment problem is NP-hard, so approximation is inherent in
any partitioning algorithm. The most popular partition based method is the k-means algorithms
[29] (which is sometimes referred to as Lloyd’s algorithm due to its originator [41]), which divides
the dataset of d dimensions into k clusters that are represented by vectors of length d, ci. These
representations are chosen to minimize the sum of squared distances of each data point to its






rni ‖xn − ci‖2 . (2.15)
Every data point has a corresponding set of binary indicators rni ∈ {0, 1} of length k that
mark which cluster the sample belongs to. If xn is assigned to cluster i, rni = 1, rnj = 0∀ j 6=
i. Minimizing J is an optimization problem that finds the best assignments r and cluster
approximations c. This optimization can be divided into two phases that work with the entire
batch of data. The first phase minimizes rni with all ci fixed with respect to J . This is the
assignment phase and can be achieved by choosing the index of the cluster which minimizes the
distance for each data point with
rni =

1 if k = arg minj ‖xn − ci‖2
0 otherwise
. (2.16)
The adjustment phase is used to optimize all ci for fixed assignments. J can be minimized by




rni (xn − ci) , (2.17)
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The numerator is the sum of all data points assigned to ci and the divisor is simply the number of
data points assigned. This update is thus the mean of all data points in cluster ci, which is why
this method is called the k-means algorithm and each cluster vector is referred to commonly as a
center or centroid.
Assignment and adjustment steps are repeated until no change in the assignments occur or a
maximum set number of iterations is reached. Convergence is guaranteed as each step reduces the
value of J , though the solution may be to a local minima of the objective function rather than
global minimum. For this reason, the initial selection of the clusters c plays a very important
role on reaching a good solution. The assignment step is often called the expectation step and the
adjustment or update step is called the maximization step because this algorithm is a variant on the
general iterative expectation-maximization (EM) algorithm (particularly in the non-probabilistic
limit of EM for learning mixtures of Gaussian distributions [29]). Since the assignment requires the
distance to each centroid from every point be calculated, the process is computationally heavy. If
the dataset is not available or will not fit into memory for reasonable distance calculation speed, a
sequential update method can be derived where each data point updates only the nearest prototype








This is known as Winner-Take-All (WTA) clustering as only a single centroid may be updated for
each data point; determining the step size parameter η is of much importance in avoiding solutions
which lie in local minima. The k-means algorithm assumes Euclidean distance is an adequate
metric for comparing prototypes to data samples. This is often not the case, and variants such
as the k-medians (minimizes error over the 1-norm) and k-medoids (chooses a representative data
point for the cluster prototype with arbitrary similarity metric) are commonly used. The objective
criterion can also be derived from the within-cluster scatter matrices [28, 37], where it can be shown
that minimizing the trace of the within-cluster scatter matrix is equivalent to minimizing the sum-
of-squared error criterion. This is further equivalent to maximizing the trace of the between-class
scatter matrix and thus is called the objective for the maximum variance partition. These objectives
are equivalent to principal component analysis’s objectives, as will be seen in Section 2.1.3, and
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it’s clear there is a close relationship between an effective partitioning and the principal component
transform. k-means clustering works well on datasets which are spherical or hyper-spherical as




(x− y)T S−1 (x− y) (2.20)
alleviate this restriction by use of the covariance matrix S, though this must now be estimated as
well, complicating optimization.
Vector Quantization (VQ) is a technique that originates from the field of communications
and signal compression for mapping real vectors into a finite set of values [42]. VQ aims to
represent the data distribution with a reduced number of prototypes that minimize information
loss when measured by a general criterion function (distortion measure). VQ works from a set of
templates or “codebook” representing common traits in a dataset that allow for efficient compression
through density estimation. k-means is one method for discovering a partition that can be used
for quantization. Supervised nearest-neighbor learning methods referred to as Learning Vector
Quantization (LVQ), which can be used for fine tuning Self-Organizing Maps (an unsupervised
method for reducing the dimensionality of signals), were proposed by Kohonen [43, 44]. LVQ
assumes the number of classes is known a priori and attempts to place labeled data into a set of
prototypes for each class. There are no explicit clustering objects and therefore the prototypes
may not provide a good representation for the data, motivating an explicit unsupervised extension
for clustering known as Generalized LVQ [37, 45]. Inconsistencies relating to the learning rate
and scale of inputs for GLVQ further motivated a change in cost function to replace weights with
fuzzy membership values. This resulted in an unsupervised algorithm known as Fuzzy Clustering for
Learning Vector Quantization [46], as is presented in Section 3.1.4. The class of algorithms discussed
in this paragraph can be referred to as competitive learning algorithms, as each requires prototypes
to earn an update when a data point is clustered. Soft competitive learning schemes update both
the closest winning prototype and non-winning prototypes and are often less susceptible to dead,
inactive clusters and poor initial conditions [47]. [47, 48] contain a survey of fuzzy clustering
methods.
These partition methods are all burdened with the choice of initial representation and its effect
on convergence. Many techniques, such as k-means++ [49], have been introduced to choose good
initial starting positions. An additional concern is the choice of k: how many partitions are
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needed, and how can we know this beforehand? Determining whether an appropriate number
of clusters have been selected is a large concern for cluster validity, an area of research that derives
metrics for determining how well the data has been partitioned. The Iterative Self-Organizing
Data Analysis Technique (ISODATA) [50, 51] algorithm estimates the number of prototypes by
splitting and merging clusters according to predefined thresholds on variance within a cluster and
distances between clusters. ISODATA iteratively deals with data in a batch manner. The leader-
follower clustering algorithms adds clusters when distances between prototypes become too large.
Adaptive Resonance Theory (ART) [37, 52] similarly grows in a data driven way and tackles the
stability/plasticity issue in the context of competitive neural networks by match-based learning.
ART only considers patterns that are close enough to already learned patterns or are completely
new. A vigilance parameter controls the matching criteria by specifying how much a training
pattern must match an existing one for resonance to occur and subsequent modification of the
network parameters to follow.
Partial Membership Clustering
Partial membership clustering generally proceeds in a similar fashion to the aforementioned
partitional clustering with one important distinction: data points may belong to more than one
cluster. The application of fuzzy set theory to cluster analysis enabled partial memberships and was
first proposed by Ruspini [53]. Follow up work by Dunn [51] and Bezdek [54] in the creation of the
fuzzy c-means (FCM) and ISODATA algorithms created a new direction in fuzzy cluster analysis
for optimizing a weighted sum-square-error objection function for partitioning. FCM’s objective
was shown to have a close relationship to batch fuzzy learning vector quantization algorithms [55].
FCM generalizes the standard k-means model which provides crisp partitions on the data.
Fuzzy clustering uses a set of k membership functions, ui (x) , i = 1, . . . , k to provide a grade of
membership for x to each cluster. These functions may or may not be identical for each cluster to
achieve a soft assignment during competition for updates and different choices of functions result
in different fuzzy partitions of the dataset. These membership values may be considered absolute
or relativistic [47]. Absolute memberships are also referred to as possibilistic fuzzy membership









Relative membership functions must satisfy three conditions [47, 53, 57]:
0 ≤ uRi (x) ≤ 1 ∀i,x (2.22)
k∑
i=1
ui (x) = 1 (2.23)
k∑
i=1
ui (x) > 0. (2.24)
The second condition relates relative memberships to posterior probabilities in Bayesian decision
theory [47]. How and when fuzzy memberships should be treated as probabilities is an important
model choice, as the probability of an item belonging to a class is distinctly different from a
membership value determining how similar an item is to typical items in the class. The implications
of assuming memberships are relative and their subsequent relation to probabilities (for estimating
posterior conditional probability) vary depending on how well the membership function acts as a
prior for resulting data distribution [47].






(uin)m ‖xn − vi‖2 ; 1 ≤ m <∞, (2.25)
where m is a parameter that controls the “fuzziness” of the resulting partition. If din = ‖xn − vi‖2,















in an iterative process, as in k-means. As a final note, consider the membership function which
is defined as ui (x) ∈ {0, 1}, where data vectors must exclusively belong to single clusters and
the crisp or hard membership is regained [30]. These functions are referred to as characteristic
functions and recreate the binary assignment vectors in k-means, making it obvious that hard
partitions are a subset of fuzzy partitions. More recently, a parametric Bayesian approach to
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learning partial membership clusterings was proposed by [58]. In this work, each cluster is modeled
with an exponential family distribution and representation of data points is achieved with a weighted
product of these distributions (forming a distributed representation). The weights correspond to
the membership value for each cluster.
Gaussian Mixture Models
As discussed in Section 2.1.1, it is often useful to have probability distribution models for inference
through Bayes’ rule. Though k-means is inherently dependent upon the data distribution, it is not
explicitly modeled as a distribution. Gaussian mixture models (GMMs) are probabilistic models





πiN (x|µi,Σi) , (2.28)
where 0 ≤ πi ≤ 1 are mixing coefficients that sum to one. With enough mixtures, any continuous
distribution for x can be learned if the means, covariances, and coefficients are properly adjusted.
Often an algorithm such as k-means is used to initialize the means µi of the Gaussian mixtures.
The EM algorithm can be used to find a maximum likelihood solution for the parameters of the
model by maximizing the log-likelihood for N data points:





πiN (xn|µi,Σi) . (2.29)
2.1.3 Feature Extraction
Feature extraction may fall into the categories of unsupervised or supervised learning, depending on
whether class labels are utilized during generation. Extraction involves taking an observed pattern
of potentially high-dimensionality and mapping it into a new feature space that hopefully simplifies
the classifier’s job of learning an effective decision boundary. Depending on the application, the
original pattern itself may be represented with a suitable feature set, though measured samples
are rarely compact enough (e.g. raw pixel values in images) to describe fundamental attributes of
interest in the pattern.
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Linear Dimensionality Reduction
Dimensionality reduction techniques such as Fisher’s linear discriminant and Principal Component
Analysis (PCA) are two common feature extraction methods that can reduce the dimensionality
of the input feature space by discovering a linear subspace of dimension K ≤ D that the feature
vectors may be projected on. Fisher’s linear discriminant and linear discriminant analysis are
supervised reduction methods which find projections that maximize the class separability in the
output space. These methods fail when examples are of high dimensionality with a small number
of classes m, as they can only find independent projection vectors in D ≤ m− 1 directions [35].
PCA is an unsupervised method that is not limited by the number of classes and may transform
the original signal to one of K ≤ D dimensions. To perform a principal component transform, the
analysis procedure searches for a basis that best represents the data in a least-squares sense. This
transform is sometimes referred to as the discrete Karhunen-Loéve transform and is defined as the
projection to the leading components which explain the most variance in the data. The principal
component, as the first dimension of the transformed data, lies along the direction of greatest
variance in the dataset X . The next component lies along the direction orthogonal to the first
and has the greatest remaining variance. This relationship between the transformed dimensions
continues for each of the K dimensions. As will be shown, the transform can simultaneously
be defined as the linear projection which minimizes the mean square error of the reconstruction
and maximizes the variance in the projected components. The simultaneous fulfillment of these
properties makes the transform especially useful. When all basis vectors are retained (K = D), no
information is lost in the transform and PCA can be considered a preprocessing step for extraction
that rotates the coordinate axes of the data to align with the principal components [28, 29, 30].
The derivation given next parallels that in [28, 59]. To find projection vectors that best fit the
data in a linear least squares sense (and minimize the average projection residual), first assume
that the original data has first been mean centered and is held in vectors x(n) for n = 1, . . . , N .
Consider the problem of finding an orthonormal linear transform matrix A with basis vectors w(i)
and a set of components y(n) that may reconstruct x(n) with the projection
x̂(n) = Ay(n). (2.30)
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The mean squared reconstruction error is then








∥∥∥x(n) −Ay(n)∥∥∥2 . (2.31)



















as w(1)Tw(1) = 1 by assumption. The components that minimize this loss may be found by taking




projection for discovering the principal component y1. Replacing y1 in the reconstruction error














which can be minimized by maximizing y(n)1
2
for all n. Because of mean centering, the expected



















w(1)Tx(n)x(n)Tw(1) = w(1)TΣw(1), (2.34)






The orthonormal constraint can be included in the objective function with a Lagrange multiplier


















= 2Σw(1) − 2λ1w(1) = 0 (2.37)
Σw(1) = λ1w(1), (2.38)






where U contains eigenvectors u(i) in its columns corresponding to descending eigenvalues λi on
the diagonal of Λ. The variance of the projection is given by λ1 = w(1)
TΣw(1), and the direction of
maximum variance is given by the the eigenvector u(1) which corresponds to the largest eigenvalue,
λ1. This procedure can be repeated to find the second direction of projection, which is assumed
to be orthogonal to the principal direction to obtain an orthonormal basis. Differentiating the loss
function with respect to the new direction w(2) and using Lagrange multiplier λ2 leads to selecting
the axes describing the maximum variance orthogonal to w(1), which corresponds to choosing λ2
and w(2) = u(2). This procedure can be iterated to find K ≤ D components that capture a






As features in the transformed space, the components thus lie along orthogonal axes and are
uncorrelated, although it’s important to note that they are only independent if the dataset is
jointly normally distributed. After learning the transform through an eigenvalue decomposition,





AT (xn − x̄), where the columns of A are the first K eigenvectors of the covariance and x̄ is the
mean of the dataset used to form A.
In practice, the feature mean values and covariance matrix can be estimated with maximum
likelihood methods if the number of examples N is large. A singular value decomposition (SVD)
of the data matrix can also be used to find the eigenvalues and eigenvectors of the covariance as
basis vectors that span the new linear subspace. For a real dataset matrix, the SVD provides the
eigenvectors of the covariance matrix inherently.
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It is sometimes desirable for the new features to have unit variance such that each dimension
of the data is of approximately the same scale. This can be achieved by multiplying through by








This operation is referred to as a whitening or sphering transform. By rescaling every dimension,
whitening allows algorithms such as clustering to focus on minimizing Euclidean distance rather
than Mahalanobis distance. Further discussion of the importance of whitening follows in Section
3.1.3. Since PCA is an affine transformation method, relative distances are preserved in the new
(potentially lower dimensional) space, which implies that algorithms which use similarity metrics
for learning may work on either space.
Note that PCA doesn’t work well as a transformation method for all sets of features. For
example, if noise is high relative to the signal (or patterns observed), the principal components will
lie in the direction of the noise [28], which is obviously not useful for classification. Independent
Component Analysis (ICA) [60] attempts to handle this issue through a blind source separation
that assumes there are K independent components sj which are linearly combined with coefficients
aij to form K mixtures given by
x
(n)
i = ai1s1 + ai2s2 + . . .+ aiKsK . (2.42)
The coefficients for each mixture can be placed in a square K ×K mixing matrix A such that
x(n) = As(n). (2.43)
ICA attempts to learn the mixing matrix A and latent components s(n) given a dataset with the
general assumptions that each si is statistically independent with every other sj and the independent
components are nongaussian. Once a mixing matrix A is learned, its inverse W can be used to
compute independent components for new examples with
s(n) = Wx(n). (2.44)
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Note that the mixing coefficients themselves can be computed non-linearly from the input. ICA is
thus able to find sources of higher order independence than PCA or factor analysis. Interestingly,
in the context of image recognition, it has been shown that ICA is able to extract edge filters as
the basis functions for independent features in natural images [60, 61].
Multidimensional scaling (MDS) [62] is a dimensionality reduction technique often used for
data visualization as it searches for a low dimensional mapping where pairwise distances between
points in the reduced dimension space best correspond to a given dissimilarity matrix. Under some
conditions, such as a Euclidean similarity metric, classical MDS is closely related to PCA [29, 62].
The methods presented in this section assume that the features may be represented as linear
combinations of components. When this is not the case and the underlying functions generating the
features may not be described linearly, non-linear embedding or reduction techniques are necessary
for optimal compression.
Auto-encoders
As discussed in Section 2.1.1, multi-layer neural networks can be trained to perform dimensionality
reduction by learning to reconstruct the inputs x ∈ RD that are given to the network with outputs
y ∈ RD that are a function of these inputs. More formally, these networks attempt to minimize














overN input examples. Networks that target their inputs are referred to as auto-associators or auto-
encoders [2, 35] and are constructed from layers of encoding and decoding neurons. The encoding
units learn a function F1 (x) that maps the input forward to the reduced dimension space while
the decoding units reconstruct the original input from the output of the encoders with a decoding
function F2 (x). If the network has a single hidden layer with Nh < D linear hidden units, it has
been shown that the input to hidden weights form basis vectors which project into the subspace
spanned by the first Nh principal components [63]. This parallel between the auto-encoder and
PCA stems from the use of the mean-square error objective function and linear hidden neurons.
Work in [64] has shown that the use of non-linear units modifies the error function to contain local
minima unlike the convex reconstruction error corresponding to linear units. If extra hidden layers
with non-linear units are added to a network (before and after a linear center hidden layer) and
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the network is again trained to reconstruct the input, the encoding and decoding functions map to
and from the non-linear component space. The top layers of the auto-encoder can be removed and
the bottom layers encoding F1 (x) can be used as a transform for non-linear component analysis.
As this neural network is no longer guaranteed to find a global minimum of the loss function,
sub-optimal solutions can complicate selecting an appropriate Nh for compression [28, 35].
Restricted Boltzmann Machines
In this section, the fundamentals behind the graphical modeling techniques used in Deep Belief
Networks are described. These derivations are provided in a more complete form in [2]. Boltzmann
machines are undirected generative models that learn to model the joint distribution between a set
of visible units v ∈ 0, 1 and hidden units h ∈ 0, 1. The visible units are connected to binary valued
training data and other visible units while and the hidden units are connected to the visible units
or other hidden units. Boltzmann machines are similarly structured to Hopfield networks but the
output state si of neurons (on or off) is stochastically governed by








where bi is the bias for neuron i and sj is the current state of a connected neuron j. This stochastic
nature is meant to prevent weights in the network from falling into local minima. Boltzmann
machines are energy based models, which seek configurations of the weights and biases that have low
energy defined by a function energy (v,h). The joint probability of observing a hidden configuration
and visible configuration is given by



















For convenience, the free energy is defined as





such that we get an equation of the form







where Z has been redefined. Learning in this model can be achieved through a form of gradient
descent that seeks to minimize the negative log-likelihood over the dataset X defined by





with a gradient defined by
− ∂ logP (vi)
∂θ









− ∂ logP (vi)
∂θ





P ˜(v)∂free energy (ṽ)
∂θ
(2.52)
The first part of this gradient is referred to as the positive phase (increases the probability of training
data v) and the last part is the negative phase (decreases the probability of samples generated).
Computing the last part of this gradient for most datasets is intractable (for reasonable training
time) as the expected value of the gradient over all visible observations is needed. A sampling over
the dataset is thus used to estimate the expected value [2]. In the Boltzmann machine, the gradient











P (ṽ,h) ∂energy (ṽ,h)
∂θ
. (2.53)
The conditional for some configuration of hidden units, y, given v can be computed with




Restricted Boltzmann Machines (RBMs) are networks which are restricted to a single visible
layer and single hidden layer, where connections are formed between the layers (units within a layer
are not connected). This restriction simplifies the energy function to
energy(v,h) = −bTv− cTh− hTWv, (2.55)
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and the free energy function to







where b, c are neuron biases. These simplifications allow the conditional distributions to be








P (vj |h) . (2.58)
For the binary state case, these equations are given by











allowing the analytical computation of the positive phase of the gradient (preventing the need
to sample h given a visible input). Gibbs sampling, a Markov Chain Monte-Carlo method, can
then be used to sample the distributions in the negative phase of the gradient, generating an
approximation to the gradient over a set of samples. It was discovered that an approximation to
the log-likelihood gradient, very similiar to the Contrastive Divergence, worked well in practice
and could be computed with an alternating Gibbs sampling method, leading to the formation of
Deep Belief Networks [65]. Running alternating sampling for k steps was shown to provide a useful
update on the parameters θ in place of the true gradient of the log-likelihood at a significantly
reduced cost. [65] showed that using a single step update works surprisingly well for training the
model. [2, 8, 66] provide additional notes on this training procedure and explain extending the
RBM to continuous distributions.
Non-linear Dimensionality Reduction
In many non-linear dimensionality reduction techniques, high-dimensional data is assumed to be
distributed on an underlying low-dimensional manifold. Variability in the data along the manifold
represents the signal of interest and variability orthogonal to the manifold is considered noise [23].
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This manifold can be discovered through manifold learning techniques which are generally non-
parametric [23]. Non-parametric techniques include Local Linear Embedding, Isomap, and kernel
PCA. These methods construct the manifold from coefficients or neighborhood relations and utilize
an embedding that associates every example with a lower-dimensional vector of coordinates on the
manifold. Some work has suggested [67] that since these methods rely on examples to construct the
manifold, they are particularly susceptible to the curse of dimensionality when the manifold covers
more than a small number of dimensions and exhibits high degrees of curvature. More specifically,
non-parametric techniques do not provide general information about data characteristics which can
be shared in the low-dimensional space. This is a recurring concern that will be discussed more in
Section 2.2.1.
Training a Dictionary for Feature Extraction
Feature extraction can be broken into two primary stages: (1) training a dictionary, codebook (of
prototypes), centroids, filters, weights, or basis (depending on the algorithm a different term is
often used) D ∈ Rk×n of k vector elements in the rows for transformation and (2) application of a
function which encodes an input x ∈ Rn given the learned D. For representations built by RBMs
and auto-encoders, training involves optimizing weight parameters of a network. Alternatively, in
clustering, training implies assigning samples to appropriate centroids and adjusting the centroids
to form exemplars which better map the inputs. The training stage is responsible for discovering
the regularities present in unlabeled data.
In [14], randomly selected filters were shown to perform surprisingly well when coupled with
feature processing tricks such as rectification, contrast normalization, and pooling. The authors
noticed that the optimal inputs (stimuli) for these random filters which maximized the outputs
after pooling were very similar to optimal stimuli for learned filters. The random filters were able
to perform orientation selection due to inherent asymmetry in the random weights. [68] provides
further study on the similarity of optimal stimuli for randomly selected weights/filters and learned
weights in the context of convolutional square-pooling architectures. The results therein indicate
that the architecture’s composition (namely in shared filters and translation invariance) is especially
important for obtaining good performance when using random or quickly approximated dictionaries.
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Feature Encoding
After a dictionary for the feature space has been established we must define an encoding function
y = f(D,x) that, when given the elements of the dictionary, maps an input vector x to a feature
vector y that may be used for classification. This map would ideally be chosen for its ability to ease
discrimination of examples for the classes of interest while promoting distributed representations
achieved at later stages in the pipeline by being “soft”, or represented with more than one active
component. As an analogy to this mapping process, consider the weights for accumulation in
a neural network as a dictionary to learn and the activation function as an encoding function.
Recent work [25] highlights the importance of selecting a good encoding function. Note that the
selection or reconstruction functions that are used during dictionary training need not be used in
the feature encoding stage, even though such functions may be most intuitive. We are free to pair
a sparse encoding function to a Gaussian Mixture Model or utilizing a Gaussian soft encoding after
training with a hard assignment k-means algorithm. In fact, results reported in [25] confirm that
the “natural” encoding used in learning can in many cases yield lower classification performance
than alternative encoders.
A crisp encoding assigns a single dimension, i, of the feature vector ‘1’ and each other dimension
‘0’. If the features are derived from a set of centroids as a dictionary, this implies that the original
observation x belongs fully to cluster i. This encoding is referred to as one-hot, 1-of-k, or crisp or
“hard” assignment. For y = f(x) : Rn → Rk, the hard encoding for marking the centroid which
minimizes the Euclidean distance is:
yi = fi (x) =

1 if i = arg minj ‖cj − x‖2
0 otherwise
. (2.61)
As suggested in [24], a non-linear soft assignment function referred to as triangle encoding can
be constructed using
trianglei (x) = max {0, µ (z)− zi} , (2.62)




i=1 zi. This encoding
emphasizes all centroids which are closer to the pattern to encode than on average for that pattern
and creates a degree of sparsity through the zeroing of all features for centroids which are no better
than average. The intuition here is that codewords which differ greatly from the input do not
provide information useful for the discrimination of patterns, and [24] verified its use for providing
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very good performance with euclidean distances from k-means derived centroids. A similar soft
threshold encoding which employs a rectifying non-linearity,
softi (zi) = max {0, zi − α} , (2.63)






should contain unit length element vectors c, such that ‖ci‖22 = 1, so
we can use the inner product of zi = cTi x as a distance metric which can be adjusted consistently
for threshold scalar α. The threshold parameter α must generally be set through cross-validation.
This non-linear operation has also been found to be useful in the context of deep architectures
with non-linear rectifying neurons [69, 70], where it relates to integrate-and-fire neuronal response
with threshold potentials and promotes sparsity. α can be seen here as a bias input to the neuron.
A theoretical relationship between the triangle and soft threshold encoding functions and non-
negative sparsity constraints was identified in [71] by showing the soft-threshold is an one-step
proximal gradient approximation to the non-negative sparse-coding objective.
Gaussian radial basis functions are commonly used for soft encoding schemes and if the center
i is taken as ci they are the form
fi (x) = φ (x, ci) = φ (‖x− ci‖) = exp
(
(x− ci)T A (x− ci)
)
, (2.64)
where A is a scaling matrix which weights the locality of observations to centers (in a normal
distribution, this is simply the covariance, Σ.
Feature Pooling
Pooling can be considered an extension to feature encoding that operates with the encoded features
y. Feature pooling is biologically founded in complex cell functions [15] and is used to instill a degree
of invariance of object position and minor visual changes (which may be noise) in input images
by down-sampling an already obtained feature vector. The operation also significantly reduces the
dimensionality of the features as a practical matter before classification.
Primary types of feature pooling include max-pooling and average-pooling. Max pooling simply
extracts the maximum feature value for a given window of size P . This window is often square
such that P = p× p. If the features in the window are represented as a vector y, the max pooling
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function is simply
fmax (y) = max
i
yi, (2.65)
which makes an assumption that the strongest (best aligned) feature values are most important for







which produces a mean activation over all inputs such that a strong response to a codeword in part
of the pooling region can be offset by a weak response elsewhere in the pooling region. Pooling
region selection must balance window size with invariance requirements and output dimensionality.
As will be shown in results in Chapter 6, proper pooling function selection depends on this window
size and characteristics of the encoded features. A theoretical examination of a pooling in the
context of increasing separability of feature distributions is available in [72].
Feature pooling promotes distributed representations, as will be discussed more in Section 2.2.1,
that are formed out of histograms over non-distributed (soft or even one-hot mutually exclusive)
codes. A distributed representation through pooling allows for exponential growth (in the size of
the codebook) of input regions which can be distinguished [2].
2.2 Overview of Deep Learning
Many of the motivations for deep learning were discussed in Section 1.1. Additional motivations
stem from biology, where Hebbian (or associative) learning and the structure of the neocortex [10]
provide inspiration for model construction and layout [14]. Parts of the primate brain are believed
to be highly hierarchical in nature, especially the visual cortex, where theories point to information
processing occurring through several stages of transformation and intermediate representations
[73, 74, 75]. These theories were prompted by work by Hubel and Wiesel [15, 16] that showed
evidence of simple cells feeding into complex cells which exhibited a degree of spatial invariance in
their receptive fields. This simple-to-complex cell layout is at the heart of hierarchical approaches
which create higher-level abstractions as one traverses up the architecture.
Other recent findings have suggested that the areas of the visual cortex are tightly bound with
feedback [76]. This has inspired a computational framework of hierarchical Bayesian inference for
reasoning about the visual system by modeling top-down processing [77]. The proposed framework
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utilizes Bayesian belief propagation [78] as feedback/feed-forward messages, which has further
prompted probabilistic architectures such as the Hierarchical Temporal Memory [79].
Beyond biology, the curse of dimensionality provides an informal motivation for layered archi-
tectures by explaining that learning functions in high-dimensional spaces require an exponentially
increasing number of examples. This phrase originated with Bellman in relation to the intractability
of solving problems with many state variables in dynamic programming (recursive optimization)
[80]. A similar problem arises in the field of machine learning where very large numbers of examples
are necessary for training when features span many possible values in a high-dimensional space.
It was shown by Hughes [81] that there is an exponential demand on the number of patterns
necessary to retain equivalent classification accuracy for problems of increasing dimension; this is
referred to as the Hughes phenomenon and highlights the importance of dimensionality reduction
and distributed representations.
Further, though edge detection techniques such as SIFT [82], HoG, or Gabor wavelets have been
shown to form useful preprocessing steps for the inputs to shallow architectures, there is no similar
prior knowledge about processing techniques which are helpful for each layer in a deep architecture
[14] to build layered abstractions. Since unsupervised training can produce valuable oriented, band-
pass filters at the first layer which are very similar to the receptive fields of simple cells, there is
reason to believe similarly useful filters can be learned up the architecture. It is assumed that
the architectures discussed here are presented a pre-segmented image with a field of view that
includes a single primary object of recognition (sometimes these objects are partially occluded).
This assumption implies that these systems are not stand-alone and must be connected with a
visual attention mechanism to be useful in real-world intelligent agents. Work in [26] implements
a primitive visual scanning technique with reduced visual field. Visual attention mechanisms that
enable object detection are an active research area which draws heavily from neurophysiology
[83, 84].
2.2.1 Modeling Considerations
Deep models for learning usually apply a bottom-up schema by learning representations at higher-
levels of the architecture by finding patterns in lower-level features. As mentioned in Section 1.1,
these representations can be considered highly-varying complex functions [5]. Theoretical work in
[85] has shown that, given an exponentially deep (in relation to the input dimension, n) sigmoid
belief network, any probability distribution of binary input vectors can be learned if the layers are
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of at least n + 1 width. More recent work extends this theory by proving that deep (and narrow)
belief networks require no more parameters than shallow ones for universal approximation [86]. It
was also shown that their deterministic network counterparts can represent any binary classifier
over n-dimensional binary vectors with 2n−1 + 1 layers of size n. Applying these principles to
continuous data is an open question.
These proofs provide a reasonable argument for constructing deep architectures for feature
distribution approximation. Recent work has shown that the configuration of the models at
individual layers in the architecture are of great importance for final classification results [24, 68].
Moreover, a simple learning algorithm, such as k-means clustering, for filter representation can
be used to achieve near state of the art performance if adequate preprocessing is performed.
Discovering the optimal structure for a deep model is still largely a heuristic process, though recent
work has suggested applying a non-parametric Bayesian prior on the the structure parameters
(through what is known as the Cascading Indian Buffet Process) and using Markov Chain Monte
Carlo methods for learning the posterior of the structure parameters [87]. [88] provides a set of
empirical tests for measuring how invariant one architecture is over another. Their results justified
deep architectures but suggested that smart layer coupling was important for invariance. Only
small improvements to generalization were seen when simply stacking auto-encoders over techniques
which used hard-wired invariance methods such as pooling (as in convolutional neural nets).
Non-Local Generalizations and Distributed Representations
Arguments for distributed representations of concepts stem from how neural networks (both
artificially and biologically) typically represent information. For any given input to the network,
the output representation is created with the activation over multiple neurons. Every underlying
concept which the network learns is represented by more than one neuron and each neuron
is responsible for building the representation of more than one concept [89, 90]. Distributed
representations are not limited to neural networks, of course, but this is certainly the most prevalent
distributed model which employs reuse of the parameter space. An ensemble of decision trees can
partition the input space as an exponential function of the number of trees, while a single tree
must make a decision rule for every new region. Distributed estimators can be seen as learning
the aspects of feature vectors that may be shared among many examples in different regions of the
input space.
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Estimators which must expand their model when completely new input examples are referred to
as local template matching methods; such methods do not learn underlying aspects behind features
but rather explain their presence through samples of examples that have these aspects. These
methods are typically fast to train and generalize locally in the input space by comparing a new
example x to examples in the neighborhood of x that have been learned in training. Describing
or partitioning new neighborhoods necessarily requires additional model parameters, even if these
regions of similarity are not crisply defined. Since the number of examples grows exponentially
with the variability or input dimension of the space, generalizing to new examples becomes very
difficult for complex functions. To generalize, local representations rely on interpolation between
known parts of the target space with an assumption of smoothness. The importance of distributed
representations for deep learning discussed and highlighted in [2, 3, 5, 91]. As it assumed that
features used for intelligent tasks are generated by complex underlying functions of high variation
(and/or high dimensionality), there is an implied importance to learning representations which
may explain pieces of the functions in any input dimension. Many nonparametric methods attempt
to model the density of data points by using local neighborhoods, though these neighborhoods
are sometimes on reduced dimension manifolds. These methods are therefore inherently local
generalizers, though some work has proposed non-local non-parametric techniques [67, 92].
Representations formed by auto-encoders and PCA are inherently distributed in that each
feature vector is a sum of many underlying components; new examples can be transformed
into the learned space without having to retrain (though their representations may not fit the
original objective function). The stage at which the distributed representation is formed within a
deep learning architecture is empirically flexible, given the success of architectures using common
clustering units and pooling to form distributed representations over histograms of codes (which
are preferably sparse, soft encodings) [91]. For generalization in the context of small image
classification, a local representation over input patches can be transformed to a distributed
representation (via a pooling aggregation) which can be classified over or learned over locally
once again as input to higher layers. This method forms the basis of the architecture proposed in
Chapter 3.
2.2.2 Unsupervised Training
Aside from Convolutional Neural Networks, most deep layered neural networks have proven difficult
to train as a result of poor initial weight selection. Gradient based training techniques in supervised
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deep networks only tend to find local minima that aren’t useful for generalization [2, 8]. As networks
get deeper, the gradient of the error signal becomes too diffused, preventing backpropagation of a
useful signal for the lower layer weights. As suggested in [6], a form of unsupervised pre-training
in a layer-by-layer process (in this case, for RBMs) is useful for determining good starting weights
in the network. This technique was shown to work for auto-encoders as well [8, 9]. The process
involves taking a single layer of the network and training to a reasonable point where the layer is
fixed. The outputs of this layer (in the case of an auto-encoder, the encoded representation) are
then used as the inputs to the next layer in the architecture.
It has been stated that “unsupervised learning helps generalization because it ensures most of
the information in the model parameters comes from modeling the input data” [93] (as opposed
to modeling the mapping from input to class label as in supervised learning), which is certainly
true for generative models that are trained to learn joint probabilities. [17] includes a study of why
pre-training helps when learning deep neural networks, where the authors conclude that learning
over unsupervised data introduces a prior on the supervised fine-tuning procedure that restricts the
local parameter space by adding variations which are difficult to escape. These regions are termed
local basins of attraction and include information that is core to modeling the input distribution,
particularly the underlying complex variations that describe the feature space.As reported, they
also note that the pre-training regularization does not disappear with more training data as is
seen with common regularization techniques that avoid over-fitting. After pre-training a global
refinement step can be applied by using supervised learning through a classifier. Since the weights
are already in good basins with respect to the objective function, gradient descent may distribute
the small changes necessary to improve upon classification accuracy. In some cases, an associative
network (such as a RBM) provides the training error for supervised fine-tuning.
2.2.3 Deep Belief Networks
Deep Belief Networks (DBNs), introduced in [6], are graphical generative models that form a
hierarchical representation of data by modeling the joint distribution of the observation x and the
hidden variables in hl. These models are very similar to sigmoid belief networks, except the top
two layers of the model are assumed to form a joint distribution of a RBM. Through techniques
briefly described in the prior section, DBNs address problems encountered when traditionally
applying back-propagation to neural networks, namely: (1) necessity of a substantial labeled dataset
35
for training, (2) slow learning (i.e. convergence) times, and (3) inadequate parameter selection
techniques that lead to poor local optima.
During training, DBNs can be considered as being composed of several layers of RBMs. The
hidden units are trained to capture higher-order data correlations that are observed at the visible
units. Initially, aside from the top two layers which form an associative memory, the layers of
a DBN are connected only by directed top-down generative weights. RBMs are attractive as a
building block over more traditional and deeply layered sigmoid belief networks due to their ease
of learning these connection weights. To obtain generative weights, initial pre-training occurs in an
unsupervised greedy layer-by-layer manner, enabled by an approximation of the gradient similar to
that made by Contrastive Divergence [65]. During this training phase, a vector x is presented to
the visible units that forward values to the hidden units. Going in reverse, the visible unit inputs
are then stochastically found in an attempt to reconstruct the original input. Finally, these new
visible neuron activations are forwarded such that one step reconstruction hidden unit activations,
h, can be attained. The difference in the correlation of the hidden activations and visible inputs






In the top two layers, the weights are tied together, such that the output of the lower layers
provides a reference clue or link for the top layer to associate with its memory contents. We often
encounter problems where discriminative performance is of ultimate concern, e.g. for classification.
A DBN may be fine tuned after pre-training for better discriminative performance by utilizing
labeled data through back-propagation. At this point, a set of labels are attached to the top layer
(expanding the associative memory) to clarify category boundaries in the network through which a
new set of bottom-up, recognition weights are learned. It has been shown by [7] that these networks
often perform better than those trained exclusively with back-propagation, for reasons discussed in
Section 2.2.2. Figure 2.1 illustrates the connections within a DBN.
After the introduction of DBNs, [8] provided a more thorough analysis on their use in
unsupervised tasks needing continuous valued inputs. To improve the scalability of DBNs to large
images, [18] added spatial characteristics to the model with the introduction of Convolutional
Deep Belief Networks (CDBNs). The vectorized image matrices used as inputs to DBNs do not














Generative Weights Detection Weights 
Figure 2.1: Deep belief network model structure diagram showing weight connections
neighboring pixels with convolutional RBMs that share weights among all locations in an image.
To build an layered architecture similar to DBNs, CRBMs are stacked and employ a probabilistic
max-pooling operation to improve translation invariance and reduce the dimensionality of higher
layers.
Boltzmann machines do not explicitly address learning the temporal relationships between
observations, though there has been work in stacking temporal RBMs [94, 95] for learning sequences.
The application of such sequence learners to audio based problems is another area where DBNs
have had some success [96], though this technique takes a snapshot of audio data as input to learn
temporal relations. DBNs have also been used for video applications, including the “Space-Time”
DBN which was proposed in [20] and looks at windowed sequences of frames with a temporal
pooling layer.
Static image testing for DBNs demonstrates significant improvements over feed-forward
networks in classification performance on the MNIST database [12] of handwritten digits and
Caltech-101 database [97] of various objects (belonging to 101 categories). Classification error
rates for these tests with deep architectures can be found in [9, 18, 98].
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2.2.4 Stacked Auto-encoders
Auto-encoders and RBMs are very similar in their final functional form in the context of deep
architectures, though procedures for training are somewhat different [9]. It was shown in [99] that
minimizing the reconstruction error in autoassociators can be viewed as minimizing the mean-
field stochastic reconstruction error obtained from the contrastive divergence estimator of the log-
likelihood gradient in RBMs, linking the premise for training auto-encoders to training RBMs. This
explains the results in [8] that show stacked auto-encoders can achieve nearly equal classification
accuracy to DBNs. For training in [8], the authors minimize a reconstruction cross-entropy in a
two-layer auto-encoder at each layer of the deep architecture. The reconstruction probability for a
bit pi(x) is given by the vector:











xi log pi (x) + (1− xi) log (1− pi (x)) . (2.69)
Deep auto-encoders can also be created by using stacked RBMs to initialize the weights for the
encoder and decoder, as in [7]. These auto-encoders were better able to reconstruct the images used
for training with a small number of final encoding hidden units than with PCA. A denoising variant
[9] of the stacked auto-encoder achieves even better performance by training on stochastically
corrupted versions of the input. This prevents the auto-encoder from learning the identity map,
a common problem in auto-encoders that are overcomplete (more hiddens than inputs). Sparsity
constraints on standard auto-encoders have also prevented this problem [17].
2.2.5 Convolutional Neural Networks
Convolutional neural networks (CNNs) are heterogeneous architectures for deep learning that have
shown exceptional performance on image recognition tasks [11, 12, 100] and are possible to train
without unsupervised pre-training. They utilize small local feature mappings from layer to layer
that are motivated by receptive fields in the visual cortex as discovered by Hubel and Wiesel
[15]. This restricted connection scheme in the simple-to-complex architecture is argued over fully
connected architectures as fully connected architectures ignore the topology of images; such local
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connections were first used in the Neocognitron [101]. CNNs exploit this topology by forcing neurons
to connect locally between layers. In practice, these assumptions make CNNs easier to train and
gradient descent can work well back through five or more layers. [2] mentions that the small fan-in
of the neurons provides a hypothesis for why gradient descent can work well in this situation. Since
connections are sparse, gradients which would normally diffuse when passing through multiple layers
are retained and credit can be assigned successfully. An additional hypothesis is that the effective
zero-ing of weights achieved with local connections provides a good prior for visual problems and
allows gradient descent to tune weights which are initially in a good region.
The lower layers of CNNs are of two types: convolutional and subsampling. Convolutional layers
take the previous layer’s feature maps and convolve the map with learned weights, add a bias, and
pass through an activation function. Feature maps allow CNNs to detect features anywhere in an
image and are implemented with weight sharing. In a hidden layer, a feature map consists of a set
of hidden neurons which share the same connection weights to the lower layer. Multiple feature
maps are used at each layer to increase representation power. This form of weight sharing is argued
to decrease the capacity of the neural network and prevent over-fitting [102]. Subsampling via max-
pooling layers introduce a degree of translation invariance into CNNs by mapping a receptive field
(e.g. 2 × 2) into a single scalar, while the receptive field allows CNNs to pick out strong features
which construct an image (such as edges). This sub-sampling is a form of the feature pooling
discussed in Section 2.1.3 and allows CNNs to be somewhat invariant to small local rotations,
noise, and scaling. To build the architecture some number of convolution and pooling layers are
interchanged (with decreasing feature map size, but a potentially increasing number of maps) until
a fully connected MLP is placed on top of the architecture. Backpropagation can be used to update
the weights based on class labels. CNNs share many properties with the architecture discussed in
Chapter 3, particularly in the use of convolutional extraction and feature map learning. A more
rigid network and weight structure is imposed within CNNs than the architecture covered in this
dissertation, where the architecture presented may utilize arbitrary classifiers and map learners
interchangeably and typically uses significantly larger pooling cardinalities.
2.2.6 Deep-Spatio Temporal Inference Network
Prior collaborative work on the Deep Spatio-Temporal Inference Network [26] has motivated the
focus on clustering for fast feature extraction in this dissertation. The inference network forms
a layered discriminative model for feature extraction. This layered architecture was designed to
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model both spatial regularities in data as well as temporal regularities, an area which rarely receives
as much attention in theory and practice. This modeling is achieved through a probabilistic belief
rule which creates messages between layers based on input from below and feedback from above.
Each layer includes several clustering units, referred to here as nodes, which calculate and pass
belief messages that are derived from clusterings of their input vectors.
The belief of each node represents the distribution of likelihood over the sequences that it
learns to represent. It can be considered a feature vector that includes temporal information for
each underlying state st ∈ S describing an unknown generating process. If we label the current
observation (ot), belief state vector for the last observation (bt−1), and most likely belief state of a
higher layer node as advice (at), the belief for the current state can be updated sequentially with
each observation to (bt) with
Pr (st|ot,bt−1, at) = bt (st) =




























given the simplifying assumptions that the current observation and the current state do not depend
on the advice from above. The denominator performs a normalization to ensure all beliefs sum to


























In Equation 2.72 there are two core constructs to be learned, Pr(ot|st) and Pr(st|st−1, at). The
former can be learned via sequential clustering while the latter is learned based on experience with
a frequentist approach that counts each transition from st−1 to st given at (and intends to model
the system dynamics). Note that this belief update rule is heavily sourced from iterative updates in
POMDP models. The rule is identical at every node in the architecture and the node configuration
can be seen as a spatial pyramid, where the number of nodes decreases as the architecture is
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traversed. The spatial scope of each node increases while stepping up layers. This general structure
is shown in Figure 2.2.
The sequential clustering used to learn the pattern similarity Pr(ot|st) is a k-means WTA
competitive method, where the winning centroid ci is updated with some small step size η:
ci = ci − η ‖ci − ot‖ . (2.73)
A fixed number of centroids are learned over a continuous stream of inputs. Several additions have
been made to the standard WTA approach, including modulating the distance between an input o
and centroid ci with a “starvation” trace ψ that ensures each centroid has a fair chance of selection
from its initial position and keeps centroids active [26]. The starvation trace is an accumulation
vector of inverse credit for each centroid. Every update, each element of the trace decays with some
small rate r < 1 using ψi = (1− r)ψi and the winner receives a mark against it with
ψwinner = r(ψwinner + 1). (2.74)
The smaller the trace, the more iterations have passed since a centroid was last selected. Applying
the trace as a modifier on the distance prevents a small number of centroids being chosen in poor
initial conditions (the starved centroids will eventually be selected and brought closer to the true
data distribution). The winner may then be chosen with
winner = arg min
i
ψidist (o, ci) = arg min
i
ψi‖o− ci‖2 (2.75)






or with a function which considers the variance of the centroid each s. This dissertation later
presents alternative encodings given distance metrics which may also be useful for forming beliefs.
Additional work on adjusting the learning rate and using a cosine similarity metric can be found
in [26].
On the lowest layer, each node sees a restricted portion (or window) of the original input image,
which is actively changed with a scanning pattern over the static input image. This scan introduces






Figure 2.2: Diagram of deep spatio-temporal architecture highlighting the feedback and pyramid
reduction scheme in the hierarchy
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images to provide variety for each node’s set of centroids presents a key difference from convolutional
extraction architectures which share a common dictionary. Each node calculates its belief rule and
passes this up the architecture while the nodes above process this belief as observations. The last




Building an Image Processing
Pipeline
This chapter describes the fundamentals of the components used in this dissertation, namely
the preprocessing, clustering, feature encoding, pooling, and classification methods and how they
connect within the visual pipeline architecture. Partial membership fuzzy clustering for building
a codebook is introduced, which can speed learning over traditional clustering approaches in
sequential tasks by reducing the number of required samples to form a stable feature codebook, as
shown in Section 3.5.1. Success with sequential or online fuzzy clustering schemes has prompted
work in training the entire visual processing architecture in a sequential fashion with assumptions
of limited immediate data. Sequential training, or streamlining, the training process offers several
benefits:
• Datasets in the context of deep learning are large, and methods which use batch updates
require that storage of these datasets in active memory. Sequential methods can work with
smaller chunks of data that easily fit into memory.
• Sequential methods are preferred for pipeline parallelization. This is partially for the memory
constraint reasons noted above, but largely as staging the learning process, as done in layer-
by-layer training, introduces bottlenecks that constrain parallel operation.
• Training time can potentially be reduced if the restraints on optimizing parameters are relaxed
from the layer-by-layer approach. It may be possible to learn useful adjustments from outputs
of lower layers before those layers have fully converged.
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• Learning sequentially, a more biologically plausible approach, allows visual models to adapt
to changes in a stochastic environment when step sizes do not approach zero or are modulated
by monitoring methods.
The work in this dissertation shares the goal of learning useful representations quickly using
clustering with prior work on the deep spatio-temporal inference network [26], mentioned in Chapter
2, but differs in three fundamental points:
1. Competitive soft membership clustering is utilized over a winner-take-all approach where
samples can belong partially to multiple centroids.
2. Clusters are not meant to represent “states” from a background process and there is no
probabilistic framework for representing features as beliefs over this state space in the system.
Further, transitions of observations are not modeled and there is no temporal component in
the examined framework.
3. The architecture is simpler in that a single clustering unit exists on each layer, as opposed
to the inference network which has many units which reduce as the architecture is traversed
to form a pyramid. The shared clustering unit layout is motivated on the assumption that
similar patterns can occur at any point in an image, where the patterns in the inference
network are set to a fixed field of view where generalization is dependent on image scanning.
3.1 Visual Pipeline Process Description
Recent work in multi-stage feature extraction systems, such as [14, 24], have inspired the direction
taken in this dissertation for object recognition. In this section, the process protocol presented in
[24] is described. This model construction will serve as template throughout the remainder of this
dissertation. The testing results presented in Chapter 4 and 5 follow this experimental protocol
with a focus on replacing the preprocessing, feature learning, and classification stages with methods
that can work with streams or small batches of images. This template allows for a comparison of
online methods to existing offline methods or, in the case of Chapter 6, the highlight of any potential
benefits or drawbacks of new pooling or multi-layer methods.
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3.1.1 Convolutional Patch Extraction
Using patches which are smaller than original images for feature extraction has found practical
use in object recognition for many reasons [33]. Patches provide useful information about objects
that might otherwise be missed because of partial occlusions. Further, the variability in small
patches is limited in relation to the full image and so it is presumed that learning with patches
adds generalization power to a feature extractor. Biologically, patches are paralleled with limited
receptive fields seen in simple cells, which only respond to stimuli in limited regions of space [103].
Patches, as synthetically chosen input receptive fields, are small to learn an over-complete
localized basis to represent the patch space, where the number of components in the basis
(or codebook or dictionary) is larger than the dimension of the patch. Over-completeness has
been shown to be useful in the context of promoting sparsity and generating more compact
representations (as elements in the codebook can be tuned more closely to examples) [104].
Beyond generalization power, small receptive fields reduce the dimension of the codebook space,
improving convergence for k-means during training [105]. In practice, codebooks larger than the
dimension of patches have shown to produce excellent results on the CIFAR-10 and MNIST datasets
[24, 106, 107].
For a convolutional extraction, every image Xj of size n×n×d is broken into patches dependent
on the chosen stride s (number of pixels between patches) and patch size w × w × d (d = 1 for










The choice of stride thus has a squared effect on the number of patches per image. The convolutional
patch extraction process can be viewed as sliding a receptive field over the image in a left-to-right,
top-to-bottom scanning pattern until every unique patch is extracted, moving s pixels every step.
For the tests presented in this dissertation, the minimal stride s = 1 is used to retain the densest
set of features from the image. This is possible due to the still manageable feature sizes for
classification after pooling, although larger images may necessitate bigger strides as a practical
matter for retaining features in temporary memory. As an alternative, attention mechanisms [108]
can be utilized higher up a processing hierarchy to find areas of interest in especially large images
for later processing.
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Each patch is flattened into a vector xi for processing, and for supervised learning stages it
is assumed that each patch retains the label yj from image Xj . Labels are not necessary for the
preprocessing, dictionary learning, and encoding stages as discussed next, nor do each of the patches
need to be from a coherent stream of images (instead they may be be sampled randomly from the
dataset). A full dense extraction is only necessary when creating a feature vector to classify Xj .
3.1.2 Contrast Normalization
The first stage in image preprocessing is local brightness and contrast normalization. Each patch
xi is preprocessed with a patch-wise subtraction of the within-patch mean pixel value and division






var (x̂i) + εcontrast
. (3.2)
where x̂i is the patch as originally taken from the image and εcontrast is added to reduce noise within
the patches and help numerically scale the data for later learning (so patches of low variation that
appear mostly uniform don’t introduce numerical issues). εcontrast’s value should be set dependent
on the scale of input pixel intensity values. Normalization procedures that weight pixel adjustments
based on their position in patch (e.g. with a Gaussian window) were not considered, although
this has seen some success by [14] with inspiration from computational neuroscience [109]. This
normalization is meant to enforce local competition among patches taken from potentially different
locations in the image such that a pixel in one patch will be better comparable to that same pixel
in other patches with originally different contrast ranges.
3.1.3 Whitening
When dealing with natural images adjacent pixels are often highly correlated due to smooth color
gradients. In the frequency domain, these transitions cause natural images to have a typical power
spectral density and Fourier amplitude spectra [110]. When applying independent component
analysis (ICA) to natural scenes the components tend to resemble Gabor edge filters which produce
sparse, distributed responses [61]. There is biological evidence for the presence of similar filters in
the form of receptive fields for simple cells within V1 in the visual cortex [16]. These independent
basis functions provide a foundation for information-theoretic views on how the cortex performs
encoding. Whitening is a preprocessing stage which aims to reduce this correlation such that the
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features are less redundant. As discussed in Section 2.1.3, whitening ensures that the features have
equal (unit) variance and the covariance matrix is a diagonal identity matrix. Whitening is thus
only a second order approximation to the true decorrelation found as a result of ICA, but in the
context of this architecture it remains an important form of preprocessing that enables the use of a
simple feature learning algorithm to discover higher order regularities over more complex techniques
(k-means vs. sparse-coding) and empirically boosts final classification accuracy regardless of feature
learning technique [24]. The codebook learned by clustering zero-phase whitened data, a particular
form discussed next, closely approximates edge-filters, providing an intuition as to why codebooks
learned with pre-whitened data work so well for natural images.
There are actually infinitely many choices of whitening transform such that the resulting
covariance of the data is the identity matrix I [110]. To see this, let the original whitening transform
given in Equation 2.41 be A = Λ
1
2 UT and multiply on the left by an orthogonal matrix V to form
B = VΛ
1
2 UT . Assuming the inputs are already mean centered and linearly transformed with
z(n) = VΛ
1














ATVT = VIVT = I. (3.4)
Choosing V = U yields the only symmetric transform such that B = UΛ−
1
2 UT = BT and
BBT = B2. This choice of transform matrix rotates the data into the principal component space,
scales down by the variance in each component, and then rotates back to the original data space.
This transform has zero-phase filters in the frequency domain and is commonly referred to as a zero-
phase component analysis (ZCA) transform. The importance of this particular style of whitening
filter is explained further in Section 5.1. In practice, small eigenvalues can cause problems by
introducing very large scaling values for their corresponding eigenvectors. A small constant, εZCA,
can be added to the transform to prevent numerical instabilities giving the transform:
W = U 1√
Λ + εZCAI
UT . (3.5)
Adding εZCA places less emphasis on appropriately rescaling the components that explain
less variance within the data (such as high-frequency noise terms which correspond to smaller
eigenvalues) and acts as a form of high-pass filtering to remove noise [105]. A look at the effect of
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this parameter on classification accuracy is performed in Section 5.2. When training on zero-phase
whitened data, the resulting learned dictionary resembles the edge filters selected by independent
component analysis. The reported training accuracies in [24] and subsequently those from our
models are highly sensitive to whitening for learning features with k-means clustering and Gaussian
mixture models.
3.1.4 Learning the Filters for Encoding
A variety of methods for finding appropriate filters are compared in [24] with the surprising discovery
that, with proper preprocessing, simple k-means clustering performed excellently. Also included in
this comparison were Gaussian mixture models, sparse RBMs, and sparse auto-encoders; k-means
was able to provide the best performance while remaining very simple to implement.
Section 2.1.2 covered clustering techniques for organizing data in an unsupervised way. Testing
results obtained for batch clustering, winner-take-all incremental clustering, and a competitive
online clustering algorithm, Fuzzy Algorithms for Learning Vector Quantization (FALVQ), are
discussed in Section 3.5. The algorithm for the latter, as given in [1, 111], is presented next. Each
of these methods may learn a dictionary, D, with elements assumed to lay in rows.
In later chapters, soft threshold encoders are used with a dictionary that is learned with
orthogonal matching pursuit (OMP) [112]. Given a dictionary D and coefficient vector a(i), OMP-k











where each sample may be represented by a linear combination of k coefficients. For small k this
replicates the sparse coding problem and for k = 1 OMP learns dictionary elements with similar
objectives as k-means [25]. OMP-1 finds a single active atom, or codeword coefficient, per example.
This learner provides dictionary elements which may cause both negative and positive responses
using the projection Dx(i) as in soft thresholding.
Fuzzy Algorithms for LVQ
The algorithm presented in this section makes use of partial membership clustering (introduced
in Section 2.1.2) with absolute membership values. The membership functions utilized act as a









u = [u1, u2, . . . , uk]
x = [x1, x2, . . . , xd]
Figure 3.1: Fuzzy layer with single membership function and k prototypes
diagram of a fuzzy clustering unit with a single membership function is shown in Figure 3.1.
Through the use of multiple membership functions, a large set of fuzzy partitions on the data may
be created; here the focus remains on a single function (with potentially different parameters per
dimension).
Assume that a set of feature vectors x ∈ X ⊂ Rn are to be learned using a set of k prototypes
D = [c1, c2, . . . , ck]T with a loss function to minimize of
Lx = Lx (cr) =
k∑
r=1
ur (x) ‖x− cr‖ , r = 1, 2, . . . , k. (3.7)
If the closest, or “winning”, prototype is cwin then the membership mapping is







if i 6= win
1 if i = win
. (3.8)
Since minimizing the expectation of the loss over all x is a difficult problem for gradient descent, the
algorithm here attempts to minimize the loss above instantaneously as the examples are presented.
To obtain relative contribution of each prototype, the membership function u (·) should be of the
form u (z) = zp (z) where zi = ‖x−cwin‖
2
‖x−ci‖2
. Admissible choices of function p (z) must be differentiable
and satisfy four conditions:
1. 0 < p (z) < 1,∀z ∈ (0, 1)
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2. p (z)→ 1 as z → 0
3. p (z) is monotonically decreasing in (0, 1)
4. p (z) is minimum at z = 1.
Choices for u (z) that generate the FALVQ1, FALVQ2, and FALVQ3 algorithms from [1] are
shown in Table 3.1. The interference functions w (z) define how much non-winning prototypes
affect the winning prototype with








‖x− cwin‖2 / ‖x− ci‖2
)
= w (z) = p (z) + zp′ (z) = u′ (z) (3.10)
and η ∈ [0, 1] is an adjustable learning rate parameter. The interference functions n (z) define how
much the winning prototype affects the non-winning prototypes with the update rule for ci 6= cwin
being




‖x− cwin‖2 / ‖x− ci‖2
)
= n (z) = −z2p′ (z) = u (z)− zu′ (z) . (3.12)
The sequential algorithm is summarized in Algorithm 3.1. Note that the learning rate decays
as a function of the maximum steps N and current step. The FALVQ1 membership, non-winning
interference, and winning interference functions for varying values of α are shown in Figures 3.2,
3.3, and 3.4, respectively. A minor practical modification is necessary to this algorithm to prevent
division by zero. zi = ‖x−cwin‖
2
‖x−ci‖2
may contain a zero in the denominator, so if any di = ‖x− ci‖2 = 0,
zi = 1 for that i. As more than one protoype may be the winner with this rule, a random index can
be chosen as the true winner and its interference from non-winners will be fairly large, although all
true winning prototypes will not be updated.
An extension to the FALVQ algorithms which places an additional parameter in the membership
and interference functions is also provided in [1]. For example, in FALVQ1, this extension changes
the interference function w (·) with
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Figure 3.2: Fuzzy membership values for different FALVQ1 parameters
Algorithm 3.1 FALVQ Learning
Select: k, η0 ∈ [0, 1], N stopping step, initial codebook D0 = [c1, c2, . . . , ck]T
step⇐ 0






win⇐ arg minj ‖x− cj‖2 {find winning prototype}
uwin,i ⇐ u
(










‖x− cwin‖2 / ‖x− ci‖2
)
∀r 6= i







update ci 6= cwin with ci ⇐ ci + η (x− ci)nwin,i {update non-winning prototypes}
end while
Table 3.1: Membership and interference functions for FALVQ (reproduced from [1])
FALVQ Family u (z) w (z) n (z)
FALVQ1 (0 < α < 1) z (1 + αz)−1 (1 + αz)−2 αz2 (1 + αz)−2
FALVQ2 (0 < β < 1) z exp (−βz) (1− βz) exp (−βz) βz2 exp (−βz)
FALVQ3 (0 < γ < 1) z (1− γz) 1− 2γz γz2
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Figure 3.3: Fuzzy non-winning interference values for different FALVQ1 parameters
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1− z(1 + αz)n
)
. (3.14)
For smaller n ≥ 1 this parameter can be considered a “fuzzification” parameter. For larger values,
the membership functions begin to bend in the middle, such that closer centroids belong less than
those at average distances.
3.1.5 Encoding
After a dictionary for the feature mapping function has been learned, any input patch x can be
converted to a new feature vector y with an encoding function, such as the hard assignment,
triangle, or soft threshold functions presented in Section 2.1.3. Membership functions for FALVQ
were also used as an encoding function, although it was discovered that using thresholding and
mean centering to introduce artificial sparsity, as in the triangle encoding, were very important for
obtaining accurate classification rates within the architecture. One rationale for the reduction in
classification accuracy without this artificial sparsity is in inherent emphasis that pooling places on
sparse codes [72]. As a modification on Equation 2.62, the encoding function
fuzzyi (x) = max {0, ui − µ (u)} (3.15)
is utilized, where u represents the k dimensional membership vector corresponding to each of the





This membership function is parameterized, which allows the encoding function to be modified to
better fit the classification task. This opportunity inspired the work that is presented in Chapter 4.
The typical requirement of assigning the winner to one as during prototype learning (Equation 3.8)
may be dropped as no benefit in classification accuracy was found using this assignment and its
non-linear nature may negatively affect proper backpropagation of the error signal. The FALVQ1
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FALVQ2 and FAVLQ3 functions were found to give similar performance results when applied as
encoders. Notice that when α = 0 in Equation 3.16 the fuzzy encoding function becomes a non-
linear function of the Euclidean distance ratio zi, which is used for training in cases where tuning
cannot be performed as it outperforms the choice of α = 0.1 that was used for vector quantization.
A Gaussian function of the distance ratio with mean at one was also used for membership encoding
tests as it carries a steeper gradient than FALVQ1’s shown in Figure 3.2 for small choices of σ.












for these tests. The encoded features form an intermediate or mid-level feature space representation
prior to pooling whose dimensionality is dependent on the density of patch extraction and
importantly retains the spatial structure in the original image. The convolutional extraction and
feature encoding process are diagrammed in Figure 3.5 for a generic encoding function f(x,D).
3.1.6 Feature Pooling
As mentioned in Section 2.1.3, feature pooling is an important step for creating more compact
representations of the features while increasing invariance to small transformations in the image.
The area covered by each pool (or window) is an architecture parameter that is dependent on the
receptive field’s patch size. Work in [72] has made it clear that there is a delicate relationship
between choice of pooling, characteristics of features to be pooled (i.e., sparsity), and the pool size
or cardinality. For the experiments presented not considering alternative pooling techniques, the
sum of the pool is utilized (which is a scaled version of the average for the fixed pool sizes used
and dimension-wise normalization prior to classification negates this scaling).
3.2 Classifier Description
Support vector machines with linear kernels often facilitate the comparison of feature extraction
streams in the context of multi-stage architectures [24, 25, 113]. For the batch tests presented
56


























Figure 3.5: Convolutional patch extraction and feature encoding process diagram
in this dissertation, a multi-class one-vs.-all L2-loss support vector machine with linear kernel is












1− yjwTi xj , 0
)2
, (3.19)
∀wi, i ∈ {1, ...,#classes}, l training examples xj , and class label yi ∈ {−1, 1}, where
yi =

1 if xj is class i
−1 otherwise
. (3.20)
w may then be learned using an unconstrained multivariate optimization method. The penalty
hyper-parameter C controls how heavily the loss (1 − margin) is weighted during minimization
and is set through cross-validation techniques. Unless otherwise stated, one of ten folds over the
training set is reserved for validation of this penalty and simple stepped search for C is executed.
This search is performed with prior that C ∝ 100 to 1000 are of appropriate magnitude for the
dimensionality used with the assumption that performance scales roughly linearly with C in this
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range. Starting at C = 1000, C is increased by a large step size (500) until validation error drops,
in which case the direction is switched and the search continues until performance is no longer
improved, where the step size is reduced by some minimum step size (100) until that minimum
is reached. A maximum of 1 × 103 loss function evaluations are performed during unconstrained
optimization.
A full k-fold cross-validation and grid search over C should be performed to obtain the best
performance by rotating the training and validation sets and averaging C over each of the k folds.
As relative performance between competing techniques is of general concern in this dissertation,
an exhaustive validation of classification parameters was not completed. A linear kernel is used
for speed and reduced complexity with high-dimensional features, though in many cases linear
kernels are sufficient for achieving near state of the art performance. Further, it must be stressed
that the classification results presented are ultimately useful as relative values which highlight the
separability in the features rather than the sophistication of the classifier.
In cases of online learning a neural network is utilized which processes the data in small mini-
batches (10 to 200 images) with stochastic gradient descent for weight updates. 20% of the training
data is reserved for periodic validation checks which later determine which network configurations
are used on the testing portion of the dataset. More complex networks with adjustable learning
rates and regularization schemes would certainly provide improved accuracy. Hyper-parameters
such as the learning rate and number of hidden neurons were set heuristically here with a limited
search, although an exploration of the many hyper-parameters available during gradient training
would be beneficial [32, 36]. The intention here is to again compare between different extraction
methods and preprocessing schemes. To demonstrate additional performance that may be obtained,
some online trials were completed utilizing dropout [114] with 300 hidden neurons and a dropout
rate of 0.5. Network trials presented in Chapter 4 use a mean square error objective function with
linear outputs and those in Chapter 5 use a multinomial cross-entropy error with softmax activation
outputs.
Developments in combining multiple networks into an ensemble [115] may aid in overall
classification performance and can be performed online, although the focus here is on classification
results with a single network. In an online approach seeking higher accuracies, ensembles could be
leveraged as classifiers for a multi-stage pipeline with the negative correlation learning to promote
diversity among learners [116].
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3.3 Dataset Choice
This work primarily focuses on the CIFAR-10 dataset as it has recently been used as a stepping
stone for comparing architectural changes [24, 117]. It consists of 60,000 labeled 32 × 32 color
images of 10 object class types, with 6,000 examples per class and is partitioned into 50,000 training
images and 10,000 test images. An extended dataset, CIFAR-100, is available with one hundred
subclasses (with twenty major classes). As of writing, the best reported accuracy on CIFAR-
10’s test set is 90.5%, which was achieved by employing a Bayesian optimization framework to
learn hyper-parameters for a convolutional neural network. In the context of this dissertation,
similar architectures have reported accuracy results nearer 80% when using codewords k ≥ 1600
[24, 25, 107]. The limited resolution of CIFAR-10 images can make the recognition task difficult
even for humans. See Figures 3.6, 3.7, and 3.8 for a random selection of images from the datasets
used in this dissertation. Lower classifications rates are desirable for determining the statistical
significance of model changes proposed. Datasets such as NORB [118] and MNIST [12] each have
reported classification rates of above 95%.
The MNIST dataset has been used for additional process verification in Chapter 5 and consists
of 70,000 28 × 28 grayscale handwritten digits broken into 60,000 training images and 10,000 test
images. The images have centered characters and include no background objects, unlike the CIFAR-
10 dataset. Even so, some of the examples are ambiguous so perfect classification is unlikely. The
best results for this dataset are near 99%, though as a comparative baseline k-NN is able to achieve
a 95% classification accuracy and 97.6% accuracy on the de-slanted images [12]. STL-10 [24] was
also used for testing and contains images taken from natural scenes. It contains 10 object types like
CIFAR-10 but has many more unlabeled images (drawn from additional classes) for unsupervised
learning in addition to a small training set of 500 images per class. 10 folds are defined on the
training set to be used for supervised training and the testing set consists of 800 test images per
class. STL-10 images are larger at 96 × 96, although initial results are presented on versions of
these images scaled down to 32× 32 [24, 25]. Trials presented in this dissertation also perform this
down-sampling and reserve one of the pre-defined training folds for validation. The unlabeled set
is divided into quarters and two quarters are chosen randomly to extract random patches from for
dictionary training and whitening. The small labeled training set makes over-fitting a challenging
issue where near perfect training set accuracies are commonplace. In these tests, comparisons are
more likely to show how well the features chosen help generalization in the testing set.
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Figure 3.6: Random sampling of CIFAR-10 images showing large variety of object poses, scale,
and lighting present
Figure 3.7: Random sampling of resized STL-10 images
Figure 3.8: Random sampling of MNIST handwritten digit images
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(a) Before Brightness and Contrast
Normalization
(b) After Normalization (c) After Whitening
Figure 3.9: Patches at different stages of the pipeline; the dictionary/codebook is learned over
patches like those shown in (c)
3.3.1 Visualization of Transformations
To provide a more intuitive feel for each step of the pipeline, images which show the patches
before contrast normalization (as extracted from the original images), after normalization, and
after the whitening transform are included in Figure 3.9. Notice the uniform contrast level after
normalization and the tendency for whitening to roughly pull out edge features.
3.4 Common Testing Parameters
If not otherwise specified, test results reported here use many of the model hyper-parameters found
by cross-validation in [24]. 4× 106 square random patches of receptive field size w = 6× 6× 3 are
extracted with stride s = 1 from the 32 × 32 × 3 training images for learning the dictionary and
whitening transforms. The desired number of filters/centroids was set to k = 400 with sum quadrant
pooling for a dimensionality of 1600 features during classification. This choice of k was balanced to
provide relative results quickly while remaining less demanding for memory. ZCA whitening with
εZCA = 0.1 and local contrast normalization with εcontrast = 10 are used in tests not examining
different whitening techniques. After patch normalization and whitening, the FALVQ1 algorithm
presented in Algorithm 3.1 is used for learning a dictionary of k codewords. k patches are presented
each iteration and an initial learning rate of 1/k decays every iteration by a factor of 2 × 10−4.
During learning for vector quantization, the membership function parameter was set to α = 0.1
from recommendations in [1]. When utilizing FALVQ in streaming mode, a mini-batch of 10 images
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is sampled at random from the dataset and k patches are randomly sampled for 10 iterations from
a set of 1000 random patches in the mini-batch. Updates are halted when the learning rate drops
below 1× 10−6 to enforce a stable dictionary and reduce computational overhead. The same set of
1000 patches in the mini-batch are used for online covariance matrix estimation. Classifier training
requires a full dense feature vector extraction from the learned mappings for each image. The
standard parameters reduce the length of each image from a flattened 3072 pixel vector to 1600
feature dimensions, although larger codebooks quickly lead to a dimensionality expansion. Code
released by Coates from [24] was used as a starting point for these trials. A single hidden layer
network of 128 squashing hidden neurons, fixed learning rate of 1/128, and target vectors t with
t ∈ {−1, 1} where ti = 1 if the input is of class i was used for online classification. Weights are
initialized with uniform random numbers in [−1, 1] that are scaled by the the inverse square root
of the number of inputs to the layer.
3.5 FALVQ for Dictionary Learning
This section provides results which show that sequential fuzzy clustering, as described in Section
3.1.4, can learn a similar set of prototypes which provide classification accuracy on the same level
as sample-intensive batch k-means training.
A comparison of the prototypes learned with batch k-means and FALVQ algorithms are shown
in Figures 3.10 and 3.11 for different patch sizes. The classification rates from choosing these
receptive field sizes are shown in Table 3.2. These tests confirm that that larger patch sizes can
hinder accuracy with a fixed size codebook and should be avoided for original images of size 32×32.
Both methods were allowed the same number of patch views (40 presentations of 4× 106) and the
resulting filters are near identical. With lower sample counts, FALVQ discovers similar centers
with a higher level of noise, but the effect on classification performance is limited as shown in
the following section. A set of centroids as learned from the MNIST dataset are shown in Figure
3.13. Note that the MNIST handwritten digits do not carry the same statistics as CIFAR-10,
which better approximate natural scenes. As a result, the filters look less like edges and more
like rounded strokes. The lack of natural image statistics in the MNIST dataset diminishes the
importance of whitening. An example of filters that are learned without whitening on the CIFAR
dataset are shown in Figure 3.12. Using these filters to encode the features results in significantly
lower classification performance, as is explored in Chapter 5.
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(a) 6 × 6 (b) 8 × 8 (c) 12 × 12
Figure 3.10: Batch k-means centroids learned for different patch sizes over CIFAR-10 (contrast
enhanced for clarity)
(a) 6 × 6 (b) 8 × 8 (c) 12 × 12
Figure 3.11: FALVQ1 prototypes learned for different patch sizes over CIFAR-10 (contrast
enhanced for clarity)
Figure 3.12: Filters learned without whitening on CIFAR-10 patches
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Figure 3.13: Filters learned on MNIST patches
3.5.1 Sequential Codebook Learning with Limited Samples
Batch k-means and FALVQ were compared based on their relative performance across learning a
dictionary given an increasing number of randomly chosen patch samples. Results are shown in
Table 3.3. Incremental WTA k-means was also tested, where poor initial centers were found to
cause stability issues. Further, centroids learned via WTA methods were found to no benefit in
classification accuracy over soft competitive clustering. With careful seeding of patches selected
from the dataset, WTA stabilizes, but high sensitivity to initial conditions is preferably avoided
for architectures that depend on fast convergence in online learning scenarios. Figure 3.14
shows a progression of prototypes learned via FALVQ with an initialization of small random
normally distributed numbers and decaying step size that demonstrates soft competitive clustering
overcoming initial credit assignment problems that prompted the introduction of the starvation
trace in Section 2.2.6.
Random patches were selected as a baseline for comparing the feature learning schemes and were
found to provide relatively poor performance. Random codewords are attractive as they require no
training, although there is a significant advantage to training with the small sample count needed
with a sequential competitive clustering algorithm to better match the regularities seen within
patches.
For the highest sample count cases these tests (and results) mimic the performance reported
in [24] for 400 codewords. Note that for learning the codebook FALVQ is able to achieve near full
batch accuracy by looking at a reduced numbers of patches. This is especially important when
considering that samples “spent” forming a codebook in a sequential environment inherently slow
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(a) Iteration 100 (b) Iteration 200
(c) Iteration 300 (d) Iteration 400
Figure 3.14: Visualization of formation of prototypes in FALVQ for increased mini-batch iteration
count. A decaying step size enforces convergence (contrast enhanced for clarity)
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Table 3.2: Effect of patch receptive field size on L2-SVM classification accuracy for two dictionary
learners over CIFAR-10 test set
Batch k-means, Triangle FALVQ, Triangle
RF Size Testing Training Testing Training
6× 6 73.7% 79.4% 73.4% 79.9%
8× 8 73.9% 79.7% 73.2% 79.5%
12× 12 71.6% 78.5% 71.1% 78.6%
down convergence of a classifier using features generated by the codebook. Batch k-means requires
an order of magnitude more sample presentations to reach similar performance levels.
Although applying a threshold and mean shift to the fuzzy membership encoding (Equation
3.15) as in triangle encoding improves performance, classification accuracy for this encoding remains
below using triangle features based on Euclidean distances. Recent work in [71] has shown that both
triangle and soft threshold encoding approximate solutions to sparse coding; this may explain fuzzy
encoding’s discrepancies, especially in light of Field’s hypothesis that natural scenes are optimally
represented with a sparse distributed coding [119].
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Table 3.3: L2-SVM classification accuracy for varying sized sample sets over CIFAR-10 test set
(C = 1000)
Unlabeled Samples Observed
Learning Encoding 40000 200000 800000 4000000
k-means
Triangle 71.08% 71.39% 72.96% 73.88%
One-hot 64.60% 64.82% 65.54% 65.52%
FALVQ1 70.51% 69.95% 71.67% 72.42%
FALVQ
Triangle 70.33% 73.94% 73.51% 73.48%
One-hot 63.27% 65.16% 65.06% 64.90%
FALVQ1 69.93% 72.04% 72.12% 72.16%
Random
Triangle 70.40% - - -
One-hot 62.12% - - -





This chapter describes a method for tuning functional parameters inside of the architecture
described in Chapter 3 with a supervised learning signal. The derivation of a general stochastic
gradient descent update for parameters defining inputs of a neural network is given first along with a
simple example showing a case when tuning can aid discrimination. A method for using the result of
this derivation to update encoding parameters and pooling weights is then described. The procedure
presented aims to modify features generated by the architecture to improve classification accuracy.
Although the parameter updates are novel in this context, motivation for using backpropagation
through independent model components stems back at least to the inception of convolutional neural
networks and graph transformer networks [12], where each module or layer of the network may
be utilized in a forward pass output calculation and backward pass parameter update. Proper
encoding functions were shown to be especially useful by [25], although such functions may have
hyper-parameters traditionally chosen by cross-validation requiring multiple model instantiations.
The presented method offers an alternative to model searches requiring multiple instances of the
architecture by tracking how encoding parameters are tuned for better performance when combined
with a classifier that has a differentiable loss function. This method has similar goals to the
supervised fine-tuning of weights that is done to improve the architecture parameters in stacked
auto-encoders and DBNs after unsupervised pre-training [2, 32, 120].
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4.1 Neural Network Backpropagation of Output Error to Inputs
Consider a 3-layer neural network with the following parameters: number of inputs NI , number of
hidden neurons NH , number outputs NO, weights from hidden layer to input layer w(1), weights
from output layer to hidden layer w(2), hidden activation function fH , and output activation






























 = fO (net(2)k ) , (4.2)




jk hj . The derivative of any output y with respect to an input x



































































































Assume that we are now interested in adjusting x to reduce the network error J . It is helpful
to first borrow notation from gradient descent backpropagation which adjusts network weights w
to minimize error as several of these calculations may be reused. In general, for no particular layer,
69
the gradient descent adjustment to the network weights is given by






where net is a vector of activation inputs and the objective error function is defined as
J (w) = 12
NO∑
k
(tk − yk)2 (4.9)





tk ln yk, (4.10)
may be used with proper choice of output activation. For the output layer units indexed on k and



















































































As a straightforward extension of this, we may adjust an input xi to reduce the error by the same























To show this equivalence another way using the derivative of the input with respect to output,






j wij = η
NH∑
j




























































as ∂J/∂yk = − (tk − yk). This summation can be reordered to see that this form is identical to the
interpretation using δj in Equation 4.16.








If we are instead interested in modifying a parameter, α that controls the creation of each input xi























This is an update rule for general parameters of the functions creating the inputs. These parameters
can be the membership function parameter(s) described in Section 3.1.4 and the update can be




















Updates Directly Proportional to Change in Output with Respect to Input
In some situations, such as in reinforcement learning actor/critic networks, we are interested in
changing the input xi to directly increase the output yk (instead of reducing the network error).
For example, this is desired when updating an action input to the network to increase the Q-value
of a (state, action) pair. With the assumption that we are interested in increasing every output of








To simplify the mechanics of calculation of this derivative, we may define a new δ that can be






















If we desire a change in only a single output yk, δ(0) must be recalculated as defined from standard
backpropagation. Simply dividing by errork instead of the error vector isn’t enough due to the use of
y in the definition of ∂J/∂xi (Equation 4.17). To calculate the update from a single output, we can
set δ(2)k = 1 and all other δ(2) = 0. δ
(1) and δ(0) may then be recalculated with Equations 4.12 and
4.24, respectively. Alternatively, this can be accomplished (if the output units are linear, implying
an activation derivative of one) by setting errork = 1 prior to another round of backpropagation
for unit k and zero for all other units. The δ values from this second round of backpropagation will






= δ(0)i . (4.26)
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4.1.1 A Simple Example of Modifying Inputs for Better Discrimination
To demonstrate how network inputs can be adjusted to improve their separability for classification
with a gradient descent signal consider the task of deciding which polynomial an input is generated
by. Formally, let input g = f(x) be generated either by polynomial p1 with probability P (g ∈
class 1) = 0.5 or p2 with probability P (g ∈ class 2) = 0.5, where x ∈ [0, 1]. Let the network target
t be −1 if g ∈ class 1 or 1 if g ∈ class 2. We arbitrarily may choose second order polynomials:
p1 (x, n) = a1x2 + b1x+ c1(n)




 , b =
 0.5
1.5












and J is the squared loss objective function and ∂g/∂c = 1 for both polynomials. We show the
update here for c but this same approach works for modifying the coefficients for higher order
terms. Further, this works for multidimensional x where the network receives two inputs. Figure
4.1 shows how a very small neural network (1 input, 1 output, 1 sigmoid hidden, η = 0.1) can
learn to modify c such that the polynomials are separable. Notice that under the initial coefficients
the polynomials cannot be distinguished over most of the input range but during training the
coefficients are adjusted such that any new sample of unknown origin can be identified with a
simple inequality on the input. Additional hidden neurons can speed convergence.
4.1.2 Distribution of Gradient to Input Parameters
In the case of adjusting the encoding parameters, as in Equation 4.22, note that each pooled output
could potentially have a separate parameter αi. For the trials here the parameter assignment is
restricted to a single α for each of k codewords. Each update to α is then averaged over the
four pools for each codeword. Conceptually, the encoding and pooling stages can be considered
additional layers of a neural network. A fixed set of weights handle pooling the input activations
generated by encoding neurons where the update procedure in Section 4.1 modifies the shared
parameters of these neurons. In Section 4.3, this idea of extending the network back into the
multi-stage architecture is discussed further to learn over the pooling stage.
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Figure 4.1: Simple polynomial coefficient learning through backpropagation. Notice that the
initially inseparable polynomial outputs are modified through gradient signals from the network
until each polynomial’s range is unique.
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As the feature encoding functions involve a non-linearity at zero, each dimension i of the
derivative is enforced zero, such that f ′i(x) = 0 if fi (x) ≤ 0. This allows the use of the derivative
vector for a restricted update in practice, just as for linear rectification activation functions [69], by
retaining a gradient path for encoded values operating in the linear region of the threshold function.
Inactive encodings that do not meet the threshold will enter the pooling operation with null values
that will not contribute to the gradient signal. This hard thresholding at zero could be replaced
with a smooth logistic thresholding function that remains differentiable while achieving a similar
reduction of non-zero features, although its use was not found to be necessary.
4.2 Performance Results from Fine-Tuning Encoding Functions
This section contains looks at the effects of tuning soft threshold, fuzzy, and Gaussian membership
encoding functions. Although α for fuzzy memberships must be positive during learning for vector
quantization, this constraint is not necessary for encoding features. Results both with and without
αi ≥ 0 are provided here. Initially αi = 0 ∀ i ∈ 1, k. This choice stems from results obtained
with best performances from SVM trials presented in Section 3.5. Testing for encoder parameter






−1 softi (zi) > 0
0 softi (zi) ≤ 0
. (4.29)
This parameter was shared between pools as for the fuzzy encoding parameter. Table 4.1 contains
a summary of results seen for five trials with a short training period of 25 × 103 mini-batch
presentations for network updates followed by 5 × 103 mini-batch presentations for tuning the
encoding parameters. Before training the encoding parameters, the network is reverted to the best
configuration discovered so far with respect to the validation set. To examine the effect of tuning
over different encoding functions, Figures 4.3, 4.4, 4.5, and 4.6 contain a longer training period
of 10 × 103 iterations to visualize how the k length parameter vectors are tuned during training
(only a subset of the parameters are shown to improve clarity). A learning rate of η = 5× 10−3 is
used to adjust parameters in these trials. Notice that α remains close to zero for fuzzy encoding,
implying a distance ratio allows the network to make the best decision. When α is increased in this
context, every membership value is reduced. This reduction passes through the pooling function to
lower the variance of the features input to the neural network, as shown for an exaggerated increase
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from α = 0 to α = 2 in Figure 4.2. Lower input variance can make the network’s discrimination
task more difficult and introduce numerical precision loss. The soft-threshold parameters show the
largest change, indicating that although overall accuracy figures are somewhat insensitive to an
exact choice of threshold (and thus exact level of sparsity), there is an affinity for increased sparsity
in some dimensions. Test set accuracy with the normal membership encoding is consistently lower
than FALVQ (and thus the average of trials are omitted from Table 4.1).
Table 4.2 contains results comparing batch based performance with accuracies achieved for
longer network training times both without tuning and with parameter tuning that is cycled (α is
learned for 10 mini-batches after training the network for 100 mini-batches). An epoch represents
the point the network has seen the number of samples in the dataset, although samples are drawn
randomly, so the entire dataset isn’t processed for each epoch. A learning rate of η = 2.5 × 10−3
was used for these trials. Notice that the gap between the performance of a triangle encoding and
distance ratio encoding decreases in the context of a mini-batch stochastic gradient descent network.
This may be the result of the network’s inherent preference for scaled data and the lower range
of membership values associated with a distance ratio. The baseline SVM accuracy for normal
encoding with a variance of σ = 0.1 was a low 68.4± 1.6% for 400 codewords and tuning was not
tested extensively.
Both sets of results show that tuning the encoding parameter with gradient descent yields only
small returns in the context of encoding functions that have initial parameters which provide good
classification accuracy. Although performance is rarely hindered with an appropriate step size on
the parameter update, the improvements attained from using parameters found with a validation
set do not consistently imply better performance on the test set. The error surfaces for the network
objective function are complex and likely contain many local minima, which explain the non-smooth
transitions in validation accuracy displayed here. A high sensitivity to the choice of update step
size η was found when applying this tuning; Figure 4.7 contains the degradation seen as a result of
increasing η from 5× 10−3 to 2× 10−2 and demonstrates how important this step size choice can
be.
An additional trial was performed assuming a lack of prior information was known for the
soft threshold encoding parameter controlling sparsity. Each of the k parameters was initialized
randomly with the normal distribution, α ∼ N (µ = 0, σ = 1). Negative parameters imply that
only large negative encodings are removed with the threshold, reducing the sparsity of the signal.





















































(b) α = 2
Figure 4.2: Effect of increasing FALVQ1 encoding parameter α on a subset of inputs to the neural
network. Increasing α reduces the variances of the inputs
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Table 4.1: Encoding parameter tuning accuracy on CIFAR-10. Notice validation predicted
increase is consistently slightly higher than test set improvement. (25 × 103 10 image mini-batch
iterations of network trains followed by 3× 103 parameter train iterations, 5 trials)





FALVQ1 α ≥ 0 67.97± 0.40% 68.08± 0.42% 0.116± 0.11% 0.194± 0.08%
FALVQ1 68.76± 0.44% 68.98± 0.42% 0.216± 0.16% 0.402± 0.04%
Soft Threshold 68.31± 0.36% 68.46± 0.28% 0.152± 0.12% 0.366± 0.12%
classification accuracy. Figure 4.9 shows the performance gained over the validation set when
tuning the encoding parameters with the network’s gradient signal. Also shown is a histogram
of the magnitude of changes between the initial random parameters and those learned. Although
many of the parameters are not adjusted, as was the case in Figure 4.5, notice that a larger
proportion are shifted higher, implying an increase of sparsity. This is clarified by tracking the
top ten largest parameter changes made during training. The network’s gradient signal is able to
improve classification accuracy significantly from the extremely poor initial conditions by inducing
additional sparsity in the encoded features.
Further, simultaneous learning of both the encoding parameters and network weights does not
perform well in practice, as shown in the validation accuracy comparing a trial with and without
simultaneous adjustment of the FALVQ encoding parameter in Figure 4.8. Validation performance
for simultaneous learning lags behind that of a network which uses a fixed (α = 0) parameter, and
this discrepancy persists when convergence is indicated by validation checks. This discrepancy hints
at the problems which occur using a neural network to learn over an adapting input space and is
an issue experienced again in Section 4.3.
4.3 Parameter Learning for Pooling
This section discusses another approach utilizing the network error signal for tuning architecture
parameters in the context of weighted pooling. In the context of the multi-stage architecture in
Chapter 3, each additional stage often adds hyper-parameters for model selection that must be
explored. For the pooling layer, the number of pools, their structure or spatial layout, weights
within this region, and operator (often max, average, or p-norm) are hyper-parameters that are
frequently chosen by rules of thumb. Recently, [107] explored pool selection by optimization over a
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Figure 4.3: Validation accuracy while tuning fuzzy encoding parameter with non-negative
restriction for 1 × 104 mini-batch presentations of CIFAR-10. (Test set improvement of 67.66 →
67.77%)
Table 4.2: CIFAR-10 test set accuracy comparison for longer network runs with parameter tuning
cycled on/off. Average number of epochs for best accuracy shown when applicable. (5 trials, 80%
CIFAR-10 Training Set)
Training Details Triangle Encoding FALVQ1 Encoding
SVM 73.2± 0.29% 72.22± 0.14%
Online NN 71.35± 0.31%, 69 epochs 70.84± 0.20%, 41 epochs
Online NN, Cycling α - 70.98± 0.36%, 59 epochs
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Figure 4.4: Validation accuracy while tuning fuzzy encoding parameter without non-negative
restriction for 1 × 104 mini-batch presentations of CIFAR-10. (Test set improvement of 67.76 →
67.87%)
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Figure 4.5: Validation accuracy while tuning soft threshold parameter for 1 × 104 mini-batch
presentations of CIFAR-10. (Test set improvement of 68.98→ 69.94%)
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Figure 4.6: Validation accuracy while tuning normal distribution membership parameter for
1× 104 mini-batch presentations of CIFAR-10. (Test set improvement of 67.45→ 67.96%)










































Figure 4.7: Effect of encoding parameter update step size on network validation set performance
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Figure 4.8: Validation accuracy for network training while learning fuzzy encoding parameter
full training set with an over-complete number of pools and achieved excellent improvements over
standard pyramid models. Although their technique uses a feature selection stage with retraining
to tractably create a classifier, their results provide evidence of better aggregation functions for
reducing dimensionality. A method for learning new pooling maps by applying stochastic gradient
descent to minimize the classification objective function over a set of weight parameters is presented
here. This procedure converts two of the model choices above (namely the spatial layout of pools
and their weighting during aggregation) to a set of parameters which may be learned from a limited
stream of labeled training data.
To demonstrate this approach, consider pre-pending a new weight layer W to the network that
will supplant the pooling layer. This set of learned weights combines encoded features g = f (x)
from the mid-level representation through a linear activation function (with unity weight to the
prior input layer of the classifier). This process is shown in Figure 4.10. Let pooled inputs h for
codeword k over encoded patches g in pool i be computed by































































10 Largest Parameter Changes
Validation Count
α
Figure 4.9: Validation accuracy over CIFAR-10, parameter magnitude change, and parameter
histories for ten largest changes seen while tuning soft threshold parameters that are initialized
with zero mean, unit variance normal distribution
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assuming weights cover the entire mid-level representation. The codeword index has been omitted
here for clarity but this operation takes place for each feature map {g1, . . . ,gk} in the mid-level
representation. This formulation presents two distinct options for how the weights are connected:
W is shared for every codeword, such that there are only i ∈ {1,#pools} maps that can be applied
for any codeword, or each codeword k may have its own weight map. As large dictionaries k are
often chosen for additional features the latter choice of not weight sharing can result in a large
number of free parameters. Each of these choices is explored. Note that this method shares many
similarities with the sub-sampling layer in a CNN. In the sub-sampling layer each neuron receives
the average of the features from the prior layer in its receptive field or pool (receptive fields of units
do not overlap). Each unit has a coefficient and bias that are trained with gradient information
and feed into a sigmoid activation function that controls the response of the sub-sampling unit
[12]. Weight sharing schemes are also utilized in CNNs [12] but for the purpose of learning local
filter maps. Aside from its application in an alternate context, our approach differs distinctly from
CNNs in that the features which are averaged are no longer constrained to being equally weighted
and multiple pools may utilize the same encoded patches.
4.3.1 Weight Update Rule
To update each pool i’s weights with loss function J note that we need













with the sensitivities δ(1) from the backpropagation pass and weights w(1) defined for the original







and thus the update for a pooling weight:

































Figure 4.10: Weighted pooling process diagram. Weight maps are fully connected to the mid-level
representation where each feature map k in the representation is shown to share the same pooling
map
The pool weight gradient updates for the images in each mini-batch are averaged; in each, every
codeword dimension k contributes to the update as a sum when weight sharing is used. Figure
4.10 illustrates the positioning of the learned parameters within the architecture. To replicate the
quadrant based pooling as an initialization, four maps connecting to every patch were initially set
to Wm,n = 1/(P/2)2 inside the hot zone of the corresponding quadrant map and zero elsewhere.
Normally distributed random weights both with negative components ∼ N (µ = 0, σ = 0.04) and
positive components ∼ N (µ = 0.5, σ = 0.01) were also tested as initial conditions. Negative weights
have the interesting property of inhibiting the encoded features of other patches. Although this
does not fit well within the pooling as an aggregation model and likely disrupts the distributed
representation that pooling forms, it remains an interesting check on the ability to tune improper
starting conditions. After learning the codebook, the original network was trained with stochastic
average mini-batch gradient descent using triangle encoded features while the pool weights are fixed.
Network inputs are normalized to h̄ post pooling with a mean and variance that is not modified
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during training. The classifier weights are fixed after a learning period of 2.5 × 104 mini-batches
and the pooling weights are then adjusted for 5× 103 mini-batches with η = 5× 10−5.
Table 4.3 shows the accuracy for pooling weight learning trials with the described starting
conditions. The poor performance of random weights relative to quadrant pooling partially validates
the spatial pyramid modeling approach to pooling, especially with shared weights. As shown in
Figure 4.12, random weights converge toward spatially meaningful configurations while improving
performance both on the testing set and validation set. Similarities in the learned configurations
indicate potential benefits from enforcing weight map diversity. Negative weights have a very low
baseline test accuracy as anticipated, but tuning is still able to improve upon the poor choice of
initial weights.
Although it was anticipated that fully connected weights would need an additional regularization
scheme to avoid over-fitting due to the larger number of parameter choices, in practice starting from
shared quadrant weights was more prone to over-fitting. The best configuration of shared quadrant
weights as chosen by validation set accuracy did not generalize well to the testing set. The number of
potential weight configurations is infinite in either case, but weight sharing enforces a single spatial
configuration for every codeword. This ignores the regularities that exist within images (e.g. hard
corners near the edges of images of trucks that correspond only to a subset of codewords) which
can provide useful features for discrimination. A single map over all codewords is thus restricted to
tunings that work well for the test set but are likely too specific for grouping responses in the test set.
Further, with just four potential maps and a variety of image orientations in the dataset, it’s difficult
to imagine a single pooling configuration that could work well for every codeword. This intuits why
random initial shared maps can reliably benefit from spatial groupings yet quadrant initialized pool
maps cannot. An example of a set of pooling weight maps learned after starting with the quadrant
configuration is shown in Figure 4.11. As in the case for tuning encoding parameters within the
architecture, two-stage learning for pooling weights was found to perform better than simultaneous
learning. During simultaneous adjustment, each set of weights is attempting to reduce the loss
given some configuration for the network or input parameters. If this given configuration changes,
updates to the opposing set of parameters may no longer be beneficial. Network weights may
be adjusted to compensate for pooling weight changes while changes in pooling modify the input
distribution, hindering the networks ability to form a decision boundary and slowing convergence.
Figure 4.13 shows this behavior as seen in validation set performance for trials which performed no




Figure 4.11: Pool maps learned from initial quadrant pooling weighting. Notice the maps nearly
cover the same area as initialized with small changes near the boundaries (each pool scaled such
that dark blue represents the lowest value and bright red the highest
Table 4.3: CIFAR-10 accuracy for pool weight learning schemes (25 × 103 network mini-batch
presentations followed by 3× 103 mini-batches for weight tuning, 5 trials)
Test Type Validation Improvement Test Improvement
Shared Quadrant Weights 0.40± 0.18%,67.43→ 67.83% 0.05± 0.21%,67.20→ 67.25%
Shared Random Weights (+) 2.30± 0.52%,58.25→ 60.55% 1.97± 0.47%,58.17→ 60.13%
Shared Random Weights (+/-) 1.67± 0.80%,43.82→ 45.49% 1.57± 0.73%,43.37→ 44.94%
Quadrant Weights 0.75± 0.16%,67.77→ 68.52% 0.40± 0.11%,67.77→ 68.17%
Random Weights (+) 4.00± 0.36%,58.09→ 62.09% 3.74± 0.52%,58.00→ 61.74%
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(a) Random normally distributed positive starting weights
(b) Weights learned while enforcing non-negativity
Figure 4.12: Shared pooling map weight configurations before (a) and after (b) tuning with
stochastic gradient descent over the CIFAR-10 dataset. Notice the spatial structure that forms in
(b)





































Figure 4.13: Validation accuracy for network training with pooling weights on and off
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Although performance has only been validated here with four pools, the only constraint on
the number of pooling maps lies in the number of produced features for classification and scaling
issues inherent in increasing the parameter search space. Every additional pooling map adds k
features for classification. Proper initialization for non-grid pools, feature selection among the
pooled encodings, as well as regularization of pooling parameters remain future work discussed in
Chapter 7.
4.4 Limitations of Backpropagation Within Patch Architecture
Although modest increases were seen for tuning some of the networks here, as the network is
allowed to train for longer periods and with better choices of hyper-parameters the benefits of
applying tuning were found to diminish. A brief potential explanation for this behavior follows. If
the network has a poor representation (e.g. inappropriate weight configuration) in some part of
the input space, tuning the architecture parameters can alter the input distribution to reduce the
loss. However, as the network continues to train, the network weights are modified to compensate
for complexities in the decision boundaries for the inputs. Tuning the input distribution is less
useful when the decision boundary is already appropriately learned and can be counter productive
in making the boundary more complex. This explanation fits with the behavior seen when training
both architecture and network parameters simultaneously as the network is trying to build a decision
boundary over a space where the inputs are shifting.
Inside the architecture the pooling stage places a limitation on how the gradient may be
effectively distributed back to feature encoding parameters. With an intermediate representation
of P × P × k, each input to the network is a function over a P × P map and there is an explicit
reduction along these first two dimensions from pooling. This implies that the gradient ∂J∂αi will
be a function (e.g. weighted average) of the constituent gradients within pool i and the parameter
vector α should intuitively be of length k. However, there are cases when it may be desirable to
align the parameter vector along another dimension of the intermediate representation. This occurs
when the parameter vector is used to augment the triangle encoding function’s threshold at zero
with
trianglei (x, αi) = max {0, µ (d)− αi − di} . (4.35)
α > 0 causes fewer zero feature values in the pool and α < 0 increases zeros for added sparsity.
To explore if there is a better choice for this threshold, an experiment adjusting the parameterized
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Figure 4.14: Neural network accuracy (dashed line, left axis) and subset of parameters αi (solid
lines, right axis) shown while tuning with 1×10−3 step size, triangle threshold encoding (Equation
4.35)
triangle encoding using the same procedure for tuning through gradient descent as discussed
in Section 4.1 was performed. Figure 4.14 shows an example of the especially poor validation
accuracies seen while tuning αi in Equation 4.35. To see why, note that the mean µ (d) for
adjustment is computed over index i for each patch (e.g. the mean is computed for each codeword’s
map at the intermediate feature space representation). For a modification in sparsity it would be
preferable for each α to align with a single patch to shift the mean of responses reliably and
consistently. α should thus be of size P ×P . Unfortunately, for this desired orientation there is no
one-to-one mapping between a network input and threshold encoding parameter due to the pool
reduction described in Section 4.1.2. Calculating the feature mean among each of the k maps and
using this to adjust the distances in Equation 4.35 would make a k length parameter appropriate
for consistently shifting the mean. Unfortunately, this method of inducing feature sparsity results
in a significant degradation of performance.
If we assume that the network could properly adjust parameters associated with patches, another
issue becomes apparent: using the derivative of a rectifying function could induces a unidirectional
change due to the lack of gradient information at and below zero. However, the gradient for a
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threshold parameter modifying sparsity will only zero out when every potential activation is below
the threshold. In the context of neural activation functions, [69] has found that this does not hurt
linear rectifier networks, hypothesizing that, as long as a gradient pathway remains, optimization
actually becomes easier. A soft approximation to rectification was also demonstrated to perform
similarly to the hard threshold.
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Chapter 5
Whitening for an Online Visual
Pipeline
For a sequentially motivated approach in a multi-stage visual pipeline, traditional preprocessing
stages that require large patch sets (such as whitening by PCA) are impractical due to both the
size of the patch dataset needed for computing the covariance and, in the cases multiple layers of
extraction with high lower level codeword counts, the potentially large eigenvalue decomposition
that may follow. This chapter takes an in-depth look at whitening and normalization for
sequentially processing data for image recognition in the context of the architecture presented
in Chapter 3.
5.1 Online Whitening
For natural images, it is common to make the assumption that spatial statistics are translation
invariant [121], that is, a shift in the location of structures within images will not degrade the ability
to detect items of importance. From this assumption, it is beneficial to remove correlation between
adjacent pixels to ease the learning process by increasing separability through a rotation and scaling
of the data’s axes. This preprocessing stage empirically makes the makes the application of k-means
more valuable by reducing correlation in images patches to spread the centroid distribution [105].
Multiple modalities in data can be hidden when variance is not equal between dimensions and
whitening removes this scale imbalance.
Techniques in this section focus on the application of whitening in the context of online learning,
where only a reduced portion of the dataset (mini-batch down to single sample) is available at
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training time. White refers to a signal which exhibits a flat power spectral density in the frequency
domain (e.g., white noise), and the whitening operation may be applied as a transform either
in the space or frequency domain. The derivation of filters in each domain requires a different
perspective, although each may be done either with large batches of information or sample by
sample. The Fourier transform of a space or time signal to the frequency domain is translation
invariant to shifts in the original domain by no accident: this is a result of the Wiener-Khinchin
theorem that relates the domains by tying the average power spectrum of a stochastic process to
the Fourier transform of the autocorrelation for that process in the time domain.
5.1.1 Space Domain Whitening
For appropriate choices of receptive field size which are large enough to contain most of the
correlation between pixels, whitening at the patch level can be seen as an approximation to full
image whitening enabled by the convolutional extraction of patches. Many more samples are
available for patch level covariance estimation than those available at the image level. This implies
a more general whitening transform can be discovered and, as feature extraction occurs at the patch
level, distant correlations which are removed in image level whitening are lost anyway.
If the covariance of a patch or image set can be computed in advance, the signal can be whitened
using the PCA technique described in Section 3.1.3. In the case of streamed data or very large
datasets, however, this covariance matrix can only be estimated at best. Further, as mentioned by
[105], the utilization of a large codebook for feature creation at the lower level of an architecture
can make whitening intractable for the next layer due to the eigenvalue decomposition that must
be performed on a high-dimensional correlation matrix. A technique for estimating the covariance
matrix directly using a stream of patch samples is discussed next.
Online Covariance Estimation
In this section, it is assumed that each sample is equally valuable regardless of presentation time,
implying that samples arrive from a stationary distribution. Averages that build with learning rates
of 1/n are used here, although these algorithms can be converted in the case of non-stationary signals
with moving average learning rate schedules. To calculate an estimate of the variance, the sample
mean is first needed to center the data. A two-pass algorithm loops through the available data
twice to compute the first moment for centering and subsequently the variance from this moment.
This is undesirable in online applications due to storage demands, so it is common to use a one-pass
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where xi represents an instance of a single dimension of a sample. As discussed by [122], this
form can potentially create numerical instability problems when each of the summations are stored
in separate variables. Each summation can grow large as samples arrive, albeit potentially at
different scales, causing precision to be lost in their subtraction through cancellation. This is
especially problematic for sample dimensions which exhibit low variance. In practice, this problem
has been encountered while attempting to normalize inputs to the classifier, causing estimates of
variance can be an order of magnitude low. This results in large training inputs which can cause
network weights to diverge. To remedy this, several have introduced numerically stable one-pass
algorithms including Welford [123], who stores a mean µ1,n of samples {x (i)}n1 in addition to an
unweighted sum of squares:
µ1,n = µ1,n−1 +
1
n
(xn − µ1,n−1) , (5.2a)
S1,n = S1,n−1 + (xn − µ1,n−1) (xn − µ1,n) = S1,n−1 +
(n− 1)
n
(xn − µ1,n−1)2 . (5.2b)
This can be further extended with pairwise algorithms that allow us to calculate the mean
and variance of a mini-batch and condense this into current estimates, as detailed in [122] for
variance and [124] for the full covariance case. Assuming we now have sample sets {x (i)}n−b−11 and








S1,n = S1,n−b−1 + Sn−b,n +
(n− b− 1) (b)
n
δ2µ, (5.3b)
where δ = µn−b,n − µ1,n−b−1. Expanding to more than one dimension, consider samples of form
x = {u, v} with means µu and µv. The pairwise update of the co-moment, C, between u and v is
then given by:
C1,n = C1,n−b−1 + Cn−b,n +
























































Figure 5.1: Mean estimation error for covariance matrix over increasing portions of patch sample
set drawn from CIFAR-10 (averaged over ten random starts, 95% confidence interval region shaded)
with mean differences over each dimension δµu = µun−b,n − µu1,n−b−1 and δµv = µvn−b,n − µv1,n−b−1 .
The unbiased sample covariance matrix for all n samples is then 1n−1C1,n.
For estimating the covariance of patches extracted from image datasets, Equations 5.3a and
5.4 work well when compared to direct computation using two-pass methods for the samples that
are available. The difference between batch covariance estimation and online pairwise estimates
is negligible when compared to the error incurred from limited dataset availability. Figure 5.1
provides an example for how a growing sample set modifies the covariance matrix in the context of
small image patches. For this figure, 5× 105 6× 6 patches were randomly sampled from CIFAR-10
for 10 independent trials. The mean absolute percent error (MAPE) between a covariance matrix
calculated over all extracted patches and a covariance matrix estimated with the two-pass method
(from incrementally larger portions of the full sample set) is shown. The shaded region contains
95% confidence intervals on the MAPE for the covariance matrix over the trials. To estimate online
degradation, ZCA whitening was performed mini-batch by mini-batch with the online estimated
covariance for 2×105 6×6 patches randomly sampled from CIFAR-10. The actual covariance of the
full set was calculated to whiten the patches offline for reference. For the online estimate, after each
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Frobenius Norm of Estimated to True Covariance
Avg. Euclidean Distance from Estimated to True Whitened Patches
Figure 5.2: Estimation error for online estimated covariance matrix as compared to full covariance
for 2 × 105 patches selected from CIFAR-10. The mean distance between ZCA whitened patches
for transforms obtained from both online and offline methods is shown to converge as additional
patches are presented.
mini-batch presentation, a new decomposition was performed to get an updated transform. This
new transform was applied to the full pre-whitened patch dataset. The mean Euclidean distance
of the online whitened patches to the offline whitened patches as well as the matrix norm between
the online and full batch covariance matrices are shown in Figure 5.2.
Iterative Principal Component Analysis
For network based approaches to discovering principal components, two training methods are
common: Hebbian learning rules and auto-encoders, sometimes referred to as self-supervised
backpropagation (SSBP) networks. As described in Section 2.1.3, a transform into the principal
component space may be achieved under certain conditions when using just the encoding side of
an auto-encoder. Although SSBP rules may learn weight vectors which span the covariance matrix
of the input dataset when trained with backpropagation to make an identity mapping, they do not
guarantee a unique solution (which could be found repeatably, namely the eigenvectors that form the
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Figure 5.3: Demonstration of classification performance caused by reducing dimensionality using
ZCA
basis for PCA). In this solution the learned weight matrix is not constrained to contain orthogonal
vectors and inputs are only projected to a similar space as PCA when dimensionality is reduced (any
rotation and scaling of the eigenvectors of the covariance matrix form a basis for the new space).
For image whitening, it is typically beneficial to retain most of the dimensions of the receptive field
patches. Figure 5.3 shows how classification accuracy is effected by reducing the dimensionality of
the patches (and subsequently the dictionary learned over those patches). Performance jumps very
sharply after losing one percent of the explained variance. This dissertation thus focuses on two
methods which perform Hebbian learning to estimate the entire set of eigenvectors. [125] provides
an explanation of the link between these methods and SSBP methods.
Generalized Hebbian Algorithm
In the context of sample based learning, a single neuron can be trained with a modification of
Hebb’s Rule to produce the first principal component of the dataset. It was shown by Oja that the
update
∆w = γy (n) (x (n)− y (n) w) (5.5)
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for the nth sample seen with output y (n) = wTx (n) causes the weight vector w for a set of





rate γ is also a function of samples seen, such that limn→∞ γ(n) = 0 and the sum of learning
rates diverges. Oja’s rule modifies Hebb’s rule such that ‖w‖ = 1. Sanger’s Generalized Hebbian
Algorithm [125] extends Oja’s algorithm to the multiple neuron case for set of weights connected
to O outputs with matrix W containing M eigenvectors in its rows. Training the network with
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Eigenvalues λi are estimated with the variance of outputs yi. Sanger showed that as training
iteration n → ∞, each of the weight vectors in the network is guaranteed to converge to the
true eigenvectors for the covariance matrix of the input samples. Sanger noted that the GHA
algorithm provided “poor numerical accuracy for all but the first few eigenvectors” [125], making
GHA a poor fit to applications in image whitening which carry a large number of input dimensions
for all but the smallest patches. This poor fit is due in part to the accumulation of errors from
the orthonogonalizing term in the update rule. If the leading eigenvectors show any error, this
error is propagated to each of the following eigenvectors (where noisy samples may add additional
estimation error).
In testing, the learning rate γ (n) = 1/n has been especially numerically unstable with the
CIFAR data set, resulting in eigenvectors which scale far beyond unity until precision is lost.
Normalizing the images both dimension-wise and example-wise to unit variance and zero mean
does not alleviate this problem, although a constraint on the maximum step-size (ε = 0.01) did
allow for some degree of convergence for testing. The mean and median best-case dot products
magnitudes of the estimated eigenvectors to true eigenvectors for X are used to track convergence.
During learning, the eigenvalues are not guaranteed to be sorted in the true order, so an exhaustive
comparison is performed assuming the largest dot product magnitude for an eigenvector to any
other not yet matched eigenvector is its best match. Testing was performed with 4 × 105 random
patches from CIFAR-10. Figure 5.4 contains a truncated history of the dot product magnitudes
and Figure 5.5 contains a histogram of the magnitudes after 5 × 104 presentations. Decreasing
patch size to 3 × 3 does increase the number of better aligned eigenvectors proportional to the
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Figure 5.4: Mean and median GHA estimated eigenvector inner products for 6× 6 patches from
CIFAR (as compared to best eigenvector matches from decomposition of covariance matrix)
dimensionality, although a large number of poor estimates remain that would not justify a model
change typically resulting in lower classification accuracy.
Candid Covariance Free Incremental PCA
Although Oja developed a Stochastic Gradient Ascent algorithm to learn more than the eigenvector
corresponding to the leading principal component, the update rule depends on the magnitude
of the samples xi being properly balanced with a learning rate. For high-dimensional input,
magnitudes can change quickly and result in instability or slow convergence. Candid Covariance
Free Incremental PCA (CCIPCA) was introduced to solve this problem, remaining “candid” to the
arrivals of observations [126]. Instead of attempting to estimate the variance of component yi to
determine eigenvalue λi, the CCIPCA algorithm learns the eigenvector by eigenvalue vi = λiwi,




wi, an nth step
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Figure 5.5: Histogram of inner products over all dimensions of estimated eigenvectors as seen at
iteration 5× 104 of Figure 5.4
estimate of vi (n) may be obtained with




x (j) xT (j) wi (j) . (5.7)
With wi = vi (n− 1) / ‖vi (n− 1)‖, the incremental update for v1 corresponding to the leading




v1 (n− 1) +
1
n
x (n) xT (n) v1 (n− 1)
‖v1 (n− 1)‖
. (5.8)
For large n this update adds a strongly weighted previous v vector to the current scaled input, but
when n is small the estimate may better recover from poor samples, improving convergence when
compared to GHA. The authors have proven that for this update rule v1 converges to the direction
of the principal component, v1 (n) → ±λ1w1, as n → ∞ [127]. CCIPCA modifies the input data
to remove the correlation with the principal component to find the eigenvectors explaining less
variance. As each of the eigenvectors must be orthogonal in the solution, CCIPCA subtracts the
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projection of the sample vector x1 (n) = x (n) onto the estimated principal direction from itself to
transform the sample to a complementary residual space:




The new sample can then be used to find the eigenvector for the next largest component (which
is the leading component direction in the residual space) with Equation 5.8 and this procedure
can be performed iteratively to search for the ith component’s direction as long as i samples
have been viewed already. This iterative technique means that errors in leading components are
propagated down as the residuals are calculated, creating larger errors in estimates for eigenvectors
of lower variance. Notice that this technique differs from GHA, where the eigenvectors are updated
simultaneously each iteration (although this does not avoid the estimation error chaining effect).
The update direction in Equation 5.8,
x (n) xT (n) v (n− 1)
‖v (n− 1)‖ , (5.10)
provides a scaled version of the input as the inner product of the eigenvector by the sample.
However, when first estimating v, this update will be especially unstable and the authors of [126]
propose an amnesic average parameter l to downplay the importance of the first l samples while




vi (n− 1) +
1 + l
n
x (n) xT (n) vi (n− 1)
‖vi (n− 1)‖
. (5.11)
This CCIPCA algorithm’s effectiveness at learning component directions for small natural
images is examined in Figure 5.6 and Figure 5.7. By monitoring the dot product (effectively
cosine distances) as done for GHA, it is obvious that CCIPCA significantly outperforms GHA for a
dimensionality of 108, although the majority of training time goes into correcting the eigenvectors
corresponding to small eigenvalues. Figure 5.8 shows the best eigenvector inner products between
the learned eigenvectors after training with GHA and CCIPCA and those decomposed from
the covariance matrix of the patch dataset used for learning plotted against their corresponding
eigenvalue estimates which have been scaled down by the maximum eigenvalue. Notice that GHA
is significantly worse at aligning to the minor component directions than CCIPCA, which better
learns over the full range of eigenvalues.
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Figure 5.6: Mean and median best-case CCIPCA (amnesic = 6) estimated eigenvector inner
products for 6 × 6 patches from CIFAR (as compared to eigenvectors from decomposition of
covariance matrix)
As CCIPCA estimates both the eigenvectors and eigenvalues simultaneously, it appears
particularly useful for whitening. This technique has recently been used for online whitening in the
domain of Slow Feature Analysis [128], although the authors combine the algorithm with Minor
Component Analysis (MCA) [129] to find the directions of least variance within an incremental
dataset.
5.1.2 Frequency Based Whitening
Natural scenes have been found to exhibit similarity in their amplitude spectra as a result of the scale
invariance of the structure within [130, 131]. This scaling causes the amplitude spectra of natural
scenes to fall off inversely proportional to the frequency with 1/fα, where α has been measured to
be near 1.0 [132, 133, 134, 135]. The Wiener-Khichin theorem relates the average power spectrum of
a signal to its correlation, so we may exploit what is common in natural scenes by applying a filter
in the frequency domain to whiten the amplitude spectra and remove second order correlations that
hinder simple dictionary learners [110]. To examine these properties, consider the pair of images
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Figure 5.7: Histogram of inner products over all dimensions of estimated eigenvectors as seen at






























































Figure 5.8: Scatter plot of eigenvalues and their best respective eigenvector projection magnitudes
learned by GHA and CCIPCA as compared to true covariance eigenvectors from extracted patches
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in Figure 5.9 which have their amplitude spectra swapped. Images reconstructed from differing
amplitude spectra provide two insights: 1) natural images have a high degree of similarity in their
amplitude spectra and 2) more discriminative information about images is retained in the phase
than the amplitude. Zero-phase whitening filters are particularly useful as they do not disrupt the
component of images containing this discriminatory information.
As whitening removes what is common among natural images, it allows even simple algorithms
to learn higher order (and more useful for discrimination) features that are found in the phase, such
as lines and edges [103]. These features may otherwise be missed by an algorithm attempting to
best model or reconstruct images; at least some of the model capacity would be spent on modeling
pairwise correlations. This provides an explanation of why sparse RBMs and auto-encoders tend to
learn less noisy features on pre-whitened data even though the shape of the resulting filters remains
similar.
Whitening in the frequency domain may be applied either at the patch level or for the whole
image. A comparison of the effects on filters learned by ICA when applying whitening locally
(patch-wise) versus globally (image-wise) is available in [136]. In test results given here, whitening
is performed by the 1/f method, which implies images have a power spectral density that falls off
as 1/f2 [131]. A set of tests estimating the real power spectral density (PSD) of the images with
a rotational average over each image channel were also performed and are referred to as PSD−1
filtering. If Ri,c(f) represents the average power spectrum of a set of input images for each channel
c, the average output power spectrum after filtering with T (f) is given by RT,c(f) = |T (f)|2Ri,c.
Setting this to unity for whitening yields the filter
|T (f)| = 1√
Ri,c(f)
. (5.12)
f corresponds to the number of cycles per pixel, or the number of sinusoidal cycles that can be
expressed in the width of the image. For a 6 × 6 patch, a sinusoid can complete at most 3 on/off
cycles. Assuming that the amplitude of natural images fits 1/f gives a filter with an amplitude of
|T (f)| = 1√
1/f2
= f, (5.13)
where the phase of the filter is set to zero to not disturb image structure held within. For real
images, Ri,c(f) is corrupted with some level of noise as a result of compression, down-sampling,
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or measurement error such that Ri,c(f) = Ro,c(f) + Rn,c(f) where the original pre-noise PSD is
Ro,c(f) and the noise for channel c is Rn,c(f). A Wiener filter is a linear filter which optimally





A whitening filter which removes noise is found by cascading the Wiener filter with T (f) to define
the amplitude:










If it is assumed that the image is corrupted with spatially uncorrelated noise, the the noise density
may be estimated with a characteristic frequency f0. Frequencies at or above this characteristic
frequency are filtered by removing Rn(f) = Ri(f0)/2. Estimating the noise floor is problem
dependent, however, and as shown in Section 5.2, may be difficult for obtaining reliable whitening
performance.
An exponentially decaying low-pass filter was also cascaded with the 1/f density estimate to
handle noisy high frequencies and artifacts present from 2D rectangular sampling as recommended
by [137, 138]. The amplitude of this filter is given by






f0 is a cutoff frequency which controls the width of the circular low-pass filter. Estimating this
frequency is analogous to estimating f0 for Wiener filtering.
5.1.3 Pseudo Center Surround Filters
When applying ZCA the linear filters which are obtained in the transform matrixW have a distinct
center-surround type which emerges as a result of W being symmetric [110]. A single pixel of each
filter has a hot value and the immediate connected neighbors have a less intense inhibitory value.
ZCA filters are deemed local filters as they each whiten a single pixel and do not modify the
spatial arrangement of the image [61]. This is in stark contrast the the global (in space) filters PCA
produces as shown in Figure 5.10a. Each of the ZCA filters are nearly identical when viewed visually,




Figure 5.9: Comparison of STL-10 images reconstructed with swapped amplitudes and original
phases.
with constant excitatory and inhibitory values. The scale of these values would normally depend
on the original scale of the data, but knowing the true filters allowed me to heuristically choose
an approximately average positive response of ‘2’ and negative response of ‘-0.5’ for brightness
and contrast normalized patches. True center and surround intensities are noisy and non-surround
pixels near the center can have non-negligible responses which are approximated here as zero. The
mean of the patches still needs to be estimated, as in CCIPCA, because the whitening transform
necessitates a mean centering. Pseudo center-surround filters applied in this domain were found to
offer accuracies within a standard deviation of not applying a whitening filter. Better estimates of
center and surround intensities could improve this situation, although it is unclear how to obtain
the intensities for less cost than estimating the covariance.
5.2 Whitening Schemes and Their Impact on Classification Accu-
racy
Each of the techniques presented in the prior section were systematically examined to determine
potential replacements for standard local patch based covariance whitening. A comparison of these
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(a) PCA filters (b) ZCA filters
Figure 5.10: PCA (a) and ZCA center-surround type filters (b) learned from 6× 6 natural image
patches taken from CIFAR-10.
techniques are presented in Table 5.2. Classification accuracies for frequency based techniques are
significantly below using a patch covariance derived approach. For results with the label of 1/f ,
the whitening filter as given in Equation 5.13 is used. PSD−1 whitening requires we first perform
a pass over all patches or image samples and calculate the average rotational PSD for each channel
to push into the filter defined by Equation 5.15. For each channel, the rotational average of the
PSD is also used for the noise estimate Rn,c(f0). To examine the discrepancy between frequency
based techniques and their covariance counterparts, the average power spectral density of CIFAR-
10 patches pre-whitening and post-whitening are shown in Figure 5.11 (plotted on a log-log scale).
The rotational averages for the full CIFAR-10 images are shown in Figure 5.12. Notice that in both
cases the spectrum given by the covariance whitened patches is distinct from those obtained with
1/f and PSD−1 filtering.
Frequency transforms are dependent on a two dimensional Fourier transform that fails to capture
relations found between color channels that space domain based whitening methods can address.
For images that have highly correlated channels as a result of common colors present in natural
images, the failure to remove these cross-channel correlations is a significant weakness that limits the
performance of frequency based transforms when applied beyond gray-scale data. This limitation
manifests in Figures 5.11 and 5.12 when comparing the post-whitened frequency transforms to
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transforms originating from the space domain covariance matrix. The green color channel exhibits
a significantly different power spectra when cross-channel correlations are considered for CIFAR-10.
As the power spectra for images are calculated discretely from the size of the image, the choice of
index for the noise frequency is somewhat limited, especially for small image patches. With a patch
width w = 6 there are only four possible noise frequencies that don’t occur on the diagonal as a
result of the mirrored symmetry of the Fourier transform: f = 0, 1, 2, 3. f0 = 3 was chosen for tests
over patches and f0 = 14, 16 were tested for image based whitening. Table 5.3 provides accuracy
results for these trials. For the CIFAR-10 dataset, the estimate of α = 1 for 1/fα whitening
isn’t the best fit. α > 1 as indicated by the 1/f2 fit line for the power spectra of pre-whitened
images in Figures 5.11 and 5.12. Fortunately, for image based whitening in this case, a 1/f filter
exhibits low-pass characteristics which cause the post-whitened PSD to roll off with frequency and
yields some of the highest accuracies seen for frequency based filters. Table 5.3 also shows that the
exponential low-pass filter of Equation 5.16 with f0 = 0.4N = 12.8 did not perform well (this cutoff
was recommended by [138]). Exponential filtering applied to the improper spectra fit attenuates
high frequencys excessively.
To examine the impact of the regularization term εZCA for reducing noise in the space domain,
a series of trials with regularizations of different orders of magnitude were performed and the
impact on classification rates is shown in Table 5.1. Notice qualitatively from Figure 5.13 that as
εZCA decreases noise begins to dominate the learned codewords. As εZCA increases, the codewords
resemble those obtained from non-whitened patches. Figure 5.14 shows the effect an increasing
εZCA has on the average power spectral density for patches. Notice that larger εZCA attentuates
the higher frequencies in the patches. Too large of an εZCA begins to attenuate frequencies that



















































































































































Figure 5.11: Calculated PSD for frequency domain and space domain whitened patches (1/f
































































































































































































Figure 5.12: Calculated PSD for frequency domain and space domain whitened patches (PSD−1
method). Color channels separated, black dashed line shows 1/f2 fit relative to each plot’s starting
power.
110
(a) εZCA = 0.0001 (b) εZCA = 0.001 (c) εZCA = 0.01
(d) εZCA = 0.1 (e) εZCA = 1 (f) εZCA = 10







































































































Figure 5.14: Average patch PSD of each color channel for increasing noise reduction parameter
εZCA. High frequency components which largely correspond to noise are removed for larger choices
of εZCA.
Table 5.2: Compared classification accuracy of whitening techniques over CIFAR-10 (400
codewords, soft threshold encoding, 5 trials). Normalization refers to contrast/brightness leveling.
No noise removal is performed for frequency based techniques
Whitening Type Test Acc.
No Whitening 66.24± 0.36%
Patchwise Covariance 73.50± 0.22%
Patchwise Psuedo-Center Surround 66.89± 0.36%
CCIPCA l = 6 70.51± 2.1%
Patch 1/f Whitening 67.34± 0.46%
Patch PSD−1 Average Whitening 68.84± 0.36%
Image 1/f Whitening 68.39± 0.36%
Image 1/f Whitening (with patch normalization) 69.37± 0.21%
Image 1/f Whitening (with image and patch normalization) 69.38± 0.21%
Image PSD−1 Average Whitening 68.46± 0.35%
Image PSD−1 Average Whitening (with patch normalization) 67.66± 0.34%
Image PSD−1 Average Whitening (with image and patch normalization) 68.72± 0.33%
Whole Image Covariance 68.55± 0.24%
Whole Image Covariance (with image normalization) 72.06± 0.24%
Whole Image Covariance (with patch normalization) 68.48± 0.27%
Whole Image Covariance (with image and patch normalization) 72.03± 0.21%
Transform From STL10 73.26± 0.33%
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Table 5.3: Compared classification accuracy of frequency domain whitening with and without
high-pass filtering over CIFAR-10 test set (400 codewords, 5 trials)
Whitening Type No Filtering Filtering
Image 1/f 69.38± 0.21%
f0 = 14 68.25± 0.22%
f0 = 16 68.71± 0.29%
f0 = 0.4N 67.75± 0.39%
Image PSD−1 68.72± 0.33% f0 = 14 69.94± 0.33%
f0 = 16 69.64± 0.23%
Patch 1/f 67.34± 0.46% f0 = 3 67.78± 0.32%
f0 = 0.4N 67.35± 0.24%
Patch PSD−1 68.84± 0.36% f0 = 3 69.35± 0.26%
For natural images, if the covariance cannot be estimated, it’s preferable to first use a transform
obtained from a similar dataset as is discussed more in Section 5.2.2. Lacking this, CCIPCA is
recommended if training time is not of concern and multiple passes through the data can be
completed to find a reliable initial configuration. A 1/f image transform with either patch or image
brightness and contrast normalization was also found to offer significantly better performance than
not whitening, but this could be dependent on how well the assumption α = 1 fits the dataset
being tested. Whitening via low-pass filtered versions of the inverse of the true PSD offered the
best accuracy for frequency domain filters. PSD−1 filtering is an ideal frequency whitening scenario
which comes at the cost of iterating over all the images or large set of patches from the dataset
and performing a Fourier transform of each. This transform adds overhead for obtaining a density
estimate and is theoretically equivalent to estimating correlation in the space domain on a per
channel basis. In this case, no prior information on natural image statistics is used to ease the
learning task and the problem has not been simplified.
5.2.1 CCIPCA
Although on average CCIPCA patch whitening was beneficial, inconsistent results were experienced
for a variety of amnesic parameters. In some cases a poor sample ordering affects the algorithm’s
ability to align to some components heavily. Convergence is guaranteed with enough samples, but
in an online learning situation this approach becomes problematic as an inaccurate whitening can
misdirect the dictionary learning stage and subsequent classification. Table 5.4 shows a summary
of the range of performance seen when using CCIPCA to learn over 4 × 106 patches which were
iterated over four times. Amnesic parameters of l = 2, .., 4, as recommended by [126], were found
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Table 5.4: Compared CIFAR-10 testing set accuracy of varying CCIPCA amnesic parameters
(400 codewords)
Amnesic Parameter Best Case Worst Case Average Accuracy
6 72.91% 68.46% 70.51± 2.1%
8 72.31% 67.72% 70.16± 2.1%
10 72.31% 62.0% 69.10± 4.2%
more inconsistent than larger scalars, which are shown here (note that the most variance was
seen out of the highest choice of l = 10, indicating that reducing the weight of a large number
of the first samples doesn’t increase stability). Even when all samples are available and iterated
over in a best case scenario style of testing, CCIPCA was less reliable than many other whitening
techniques. To examine why, a trial that performed well for l = 6 and one which performed poorly
(72.32% vs. 68.46% test accuracy) were considered. Figure 5.15 compares the mean and median
projection magnitudes to the true eigenvectors of the covariance of the data over training time.
The trial which performed worse has a higher median projection magnitude but lower average
magnitude, indicating that, although more of the vectors may be aligned, their accuracy suffers.
The normalized eigenvalue against eigenvector projection magnitude plot in Figure 5.16 compares
these runs and further shows the difficultly in predicting how well a trial will perform even with
a known decomposition. The dictionaries learned for both of these trials are displayed in Figure
5.17. Their distinct characteristics demonstrate the importance of proper eigenvector alignment
for whitening to achieve high classification accuracy rates.
Although CCIPCA performs well for learning the leading components, the results shown in
Figure 5.3 obtained from reducing the dimensionality of the input patches in conjunction with
CCIPCA’s inconsistent behavior highlight the role of accurate minor components for whitening.
These components may not need to be as accurate for stronger dictionary learning algorithms.
Beyond the poor intermittent classification accuracies experienced, CCIPCA is potentially not a
good fit for a streamed high dimensional whitening approach for two reasons: 1) each sample must
be modified for every eigenvector to calculate residuals and 2) an estimate of the mean of the input
features is necessary to shift the samples.
Ultimately it was found that the online estimate of the covariance matrix discussed in Section
5.1.1 is preferred to alternative techniques for its potential classification accuracy. This estimate is
evaluated in Section 5.3.
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Poor Accuracy Run, Average Strength
Good Accuracy Run, Average Strength
Poor Accuracy Run, Median Strength
Good Accuracy Run, Median Strength
Figure 5.15: Eigenvector projection magnitudes (as compared to decomposition of patch set’s


































































Figure 5.16: Eigenvector projection magnitudes (as compared to decomposition of patch set’s




Figure 5.17: (a) Dictionary learned for CCIPCA trial resulting in poor accuracy, (b) Dictionary
learned for CCIPCA trial with higher accuracy
5.2.2 Whitening with Unlabeled Images Outside the Dataset
As natural images contain similar statistics, it’s potentially beneficial to use an already learned
dictionary and whitening transform from a previously studied task on a new set of images that
have been obtained. To test the similarities between a resized STL-10 and CIFAR-10, consider
using transforms and codebooks built from unlabeled data taken from the dataset that isn’t being
used to train the classifier. In the results shown in Table 5.5, tests learning just the whitening
transforms and both whitening transforms and dictionaries with alternate datasets were performed.
These results demonstrate that a swap in unlabeled source data is possible for both learning stages
with only a small degradation in performance. If training time or data is limited, such a swap is
helpful when both tasks are working from patches of the same size and the statistical regularities
within each set of images are similar.
5.2.3 Whitening for Handwritten Characters
Although it’s clear that whitening is beneficial for datasets that resemble natural scenes such as
CIFAR-10, the impact is somewhat different for datasets which do not exhibit the same statistics
that are common in natural images. Table 5.6 compares results for not whitening and whitening
both patch-wise and image-wise for CIFAR-10, STL-10, and MNIST. The trials performing no
whitening and patch-wise whitening contain patch contrast and brightness normalization and the
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Table 5.5: Test set accuracy results for swapping CIFAR-10 and STL-10 unlabeled datasets with
soft thresholding encoding (5 trials)
Test Type Codewords CIFAR-10 STL-10
Swapped Whitening 400 73.26± 0.33% 55.62± 0.84%800 76.24± 0.22% 58.10± 0.60%
Swapped Whitening + Dictionary 400 73.26± 0.21% 56.58± 0.55%800 75.48± 0.22% 59.28± 0.29%
No Swapping 400 73.50± 0.26% 56.99± 0.66%800 76.31± 0.04% 59.73± 0.25%
image-wise whitening trials contain both image and patch normalization. Image based covariance
whitening is less beneficial than whitening locally at the patch level. At the image level, fewer
samples are available, but the covariance matrix to estimate is larger. Most of the stronger
correlations are contained within the local patch receptive field and eliminating the correlations
beyond this field level needlessly complicates the whitening task when codebooks are formed over
patches.
For this architecture, whitening over the MNIST dataset is actually detrimental to performance.
This stems from the few number of orientations and scales (as compared to natural images) that
are seen in the MNIST dataset. The presence of active pixels in digits is often very informative for
determining what digit an image contains, especially as the digits in MNIST have been segmented
in advance and smooth gradients are less common. Removing the correlations in the digit strokes
makes the classification task more difficult, as shown in Figure 5.18, which contains examples of
image-wise whitened MNIST images which have lower contrast due to the removal of correlations.
5.2.4 Pipeline Considerations
Prior to whitening it is typical to perform a brightness and contrast normalization as described in
Section 3.1.2. However, when utilizing image based whitening, the scale of the extracted patches is
dramatically different than for raw image intensities. For numerical stability a smaller normalization
constant εcontrast = 0.1 is used, although in practice good performance was still obtainable with
larger values if the dictionary learning was seeded with samples (opposed to a random number
range falling outside that of the contrast normalized patches). Brightness and contrast adjustment
prior to image level covariance based whitening were found to be especially important for useful
whitening transforms (as shown in Table 5.2).
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Table 5.6: Impact of patch-wise and image-wise whitening on datasets tested (400 centroids, 5
trials)
Whitening Type
Test Set No Whitening Patch-wise Covariance Image-wise Covariance
CIFAR-10 66.24± 0.36% 73.50± 0.22% 72.03± 0.21%
STL-10 47.92± 0.84% 56.82± 0.72% 52.34± 1.04%































Figure 5.18: Examples of MNIST images post image-wise covariance based whitening. Notice
the scale inconsistency and loss of contrast resulting from removing correlation between pixels.
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5.3 Online Learning
Replacements for each of the batch components of the architecture have been discussed. This
section presents results obtained for a fully online system as well as for a system with the whitening,
dictionary learning, and network input normalization components selectively performed offline. No
substantial degradation of performance was found using the algorithms in Section 5.1.1 for patch
covariance matrix estimation for whitening and for dimension-wise mean and variance estimation
of each input to the classifier for normalization. Samples are weighted as they stream in as 1/n
for growing n with the assumption that each sample is equally important. Table 5.7 contains a
summary of results for mini-batch training starting with 10 images presented in the first 1000
iterations and then moving to 200 images per mini-batch. These choices are flexible but problem
dependent for the dimensionality of the input features. Increasing the mini-batch size can speed
convergence through gradient averaging and reduce computational training time by enabling quick
matrix multiplication for mini-batches which fit into cache. A baseline accuracy for switching
from an SVM to a neural network is provided for reference (where the neural network reserves
20% of its training data for validation). Trials were performed leaving only network input feature
normalization online as well as just estimating covariance for whitening online. Only minor changes
in accuracy (near a standard deviation) at convergence were found for performing these methods
with mini-batches. Delaying the network for a small number of iterations was also not necessary.
The additional convergence time for the delayed network runs result from the delay in mini-batch
size increase. Additional trials were performed that incrementally adjusted the dictionary as the
whitening transform was updated, where D was modified with
D = D ∗W−1(t−1) ∗Wt, (5.17)
and W is the linear whitening transform matrix containing scaled eigenvectors within its columns.
This may be beneficial in a slowly converging system as it adjusts centers with the learned transform,
moving the representation for existing clusters with the change in input patches. In experiments
performed over the CIFAR-10 and MNIST datasets, updating the learned dictionary did not affect
convergence time or final accuracy. This can be largely attributed to the very fast convergence of
the covariance estimate, which is shown in Figure 5.19 for a trial where 10 patches are sampled
each iteration. Figure 5.20 shows a full batch estimate for CIFAR-10 for reference. Even for this
unreasonably small patch batch size convergence occurs quickly. Table 5.7 also contains a trial
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Table 5.7: CIFAR-10 online testing accuracy (triangle encoding, 400 codewords, online results
averaged over 3 trials)
Test Type CIFAR-10 Test Acc. Mean Best Iter.
Offline Batch SVM 73.72± 0.22% -
Online Mini-Batch NN 71.06± 0.21% 10
Feature Norm. Online, NN Delayed 2K Iter. 70.71± 0.30% 11
Whitening Online 71.76± 0.47% 13
All Online 71.71± 0.29% 10
All Online, NN Delayed 2K Iter. 71.00± 0.26% 19
All Online, Dropout Regularization 73.28± 0.18% 19
using dropout for regularization. This simple change results in an immediate performance boost
that bridges the gap between the online network and batch based L2-SVM.
Figures 5.21 and 5.22 show the validation set accuracy for increasing training iterations for
both the CIFAR-10 and MNIST datasets. Notice that the completely online pipeline initially lags
behind the network which starts with a fixed dictionary and whitening transform but this gap is
quickly bridged. Accuracies for MNIST are shown in Table 5.8. Although the accuracy for MNIST
is actually hindered by whitening due to the statistics in the dataset, it is nonetheless employed
here to test the efficacy of online covariance estimation. The accuracy of the online architecture
was validated against the STL-10 dataset as well, which is shown in Table 5.9. In this case, the
neural network both with and without dropout was able to achieve better performance than the
other trials performed for STL-10. The small training set for STL-10 is more prone to over-fitting
by the L2-SVM classifier, although no modifications to prevent over-fitting by the neural network
beyond dropout have been performed here.
The 1/n and decaying learning rates for the online algorithms discussed ensure convergence
of the online whitening estimation and dictionary learning algorithms under the assumption of
stationary input processes. For datasets which exhibit a stochastic input distribution, however, it
will be necessary to re-enable learning with threshold based mechanisms. Fortunately, the results
in Section 5.2.2 indicate that a common transform and dictionary can be established for small
natural scenes and these could be used without re-training if a new class of data is suddenly
seen. Methods which strengthen a neural network’s ability to recall past data would be needed in
scenarios where samples of a class type are no longer presented to the network. The small gap in
validation set performance between the presented fully online network implementation and offline
learned transform and dictionary corroborate the results experienced in individual examinations
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(a) Iter. 1 (b) Iter. 2 (c) Iter. 3 (d) Iter. 4
(e) Iter. 5 (f) Iter. 6 (g) Iter. 7 (h) Iter. 8
(i) Iter. 9 (j) Iter. 10 (k) Iter. 11 (l) Iter. 12
Figure 5.19: Covariance matrix estimate as seen during online learning trial, 10 samples add to
the estimate each iteration (each subfigure scaled such that dark blue represents the lowest values
and bright red represents the highest)
Table 5.8: MNIST online testing accuracy (triangle encoding, 400 codewords, online results
averaged over 3 trials)
Test Type MNIST Test Accuracy Mean Best Iter.
Offline Batch SVM 98.81± 0.03% -
Online Mini-Batch NN 98.79± 0.08% 26




































Figure 5.20: Covariance matrix estimated from 4× 105 patches extracted from CIFAR-10
Table 5.9: STL-10 online testing accuracy (triangle encoding, 400 codewords, online results
averaged over 3 trials)
Test Type STL-10 Test Accuracy Mean Best Iter.
Offline Batch SVM 55.36± 0.74% -
Online Mini-Batch NN 61.51± 0.21% 15
All Online 61.46± 0.11% 17
All Online, Dropout Regularization 62.69± 1.09% 20
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Offline whitening and dictionary learning
Online whitening and dictionary learning
Figure 5.21: Validation accuracy for training a network with online whitening and dictionary
learning and without for CIFAR-10. Validation occurs every 1× 103 iterations of 200 images
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Offline whitening and dictionary learning
Online whitening and dictionary learning
Figure 5.22: Validation accuracy for training a network with online whitening and dictionary
learning and without for MNIST. Validation occurs every 1× 103 iterations of 200 images
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of these methods: only a small number of samples is necessary to yield useful estimates while
training. Empirically, it was found that hyper-parameters controlling mini-batch schedules had
a much greater effect on convergence speed than any delay caused by learning the dictionary or
whitening transform with mini-batches.
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Chapter 6
Characterizing Pooling and Extending
the Architecture to Additional Layers
This chapter introduces the use of within-pool variances as an additional feature from the pooling
stage which can be combined with any feature encoding method. Building the architecture to
more than a single layer of codewords is also considered. Testing with these methods indicate
that both second layer features and higher order pooling statistics can offer significant gains in
performance for the same dimensionality of extracted features in situations where overfitting is less
prevalent. Both of these techniques thus focus on achieving higher classification accuracy with a
constrained input dimensionality in mind. Such a constraint could manifest in classifiers such as
neural networks which have parameter sets that grow as a factor of the number of hidden neurons
when input dimensionality is increased.
6.1 Characterizing Pools with Variance
In convolutional networks, spatial pyramids, and bag-of-features derived models it is common to use
an average, max, or other p-norm as an aggregation function on a predefined pooling region. This
aggregation function takes the feature values or responses within the pool and condenses them into
a single feature (assuming regions with pool cardinality P , f : RP → R). However, multiple pooling
operations that result in higher output dimensionality may better characterize the feature responses
inside the region or offer improved invariance and classification accuracy. [107] demonstrated the
relationship between overcomplete pooling strategies and codebook size, finding that alternatives
to quadrant based pooling can offer performance benefits for lower codeword counts. Instead of
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modifying the pooling region, this dissertation considers using additional statistics of the pooling
regions already defined. Computing the variance of each pool and passing this to the classifier
in addition to the sum or average is a very cheap and simple addition. A feature vector may be




















for each pool p and codeword k. A series of experiments in Section 6.2 demonstrate the effect of
this modification. To first understand why the variance is useful, consider Figure 6.1, which has an
example of the histograms of feature responses for each pool for the same codeword. Notice that
the within-pool variance can change for different quadrants of the images but, for some example
images, codewords align similarly across the entire image and the variance differs by little (see
Figure 6.1c). Within-pool variance provides a crude measure of the sparsity for different pools,
although a large number of strong encodings can counterbalance high zero counts, implying that
the average of each pool remains a useful feature in conjunction to the variance. This is confirmed
by experiment (see Table 6.2). A further examination of the properties of pooled responses over
different classes revealed that, when taken on average, feature responses within pools have a very
similar distribution for each class. One of the more distinct sets of responses (for a single pool and
codeword) as accumulated over the entire CIFAR-10 training set and separated by class is shown
in Figure 6.2. The distribution of features for each class in this figure provide further intuition as
to how pool variance can ease the discrimination task for a single example.
6.2 Utilizing Additional Pooling Statistics
Table 6.1 contains a set of trials performed with triangle and soft threshold encodings for varying
number of output features used by a L2-SVM classifier. The test accuracies for k = 1600 codewords
with soft threshold and triangle encoding are approximately 1% short of what was reported in
[24, 25]. This performance gap can be explained by their use of a full 5-way cross-validation for
the soft threshold parameter α and SVM regularization constant C. Relative differences reported
here should scale with these parameters. For smaller codebook sizes, appending the pool variance
not only allows for the use of fewer codewords while maintaining accuracy but in some cases can
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pool 1 variance: 0.0756





pool 2 variance: 0.0481






pool 3 variance: 0.149






pool 4 variance: 0.099
(a) Class 7





pool 1 variance: 0.11






pool 2 variance: 0.147





pool 3 variance: 0.0541






























































pool 4 variance: 0.112
(d) Class 2
Figure 6.1: Histograms of triangle encodings present in different pools for varying images from
CIFAR-10. The same codeword generates each of these histograms.
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Figure 6.2: Histogram of triangle encodings over entire CIFAR-10 training set for a single
codeword and pool, separated by class
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Table 6.1: Comparison of CIFAR-10 test set accuracy using variance pooling statistics with
increasing codebook sizes (5 trials,
∑













800 70.32± 0.24% 71.34± 0.13% 70.05± 0.13% 70.73± 0.23%
1600 73.50± 0.26% 74.36± 0.10% 73.72± 0.22% 73.88± 0.14%
3200 76.31± 0.04% 75.78± 0.41% 75.70± 0.26% 75.73± 0.31%
6400 76.98± 0.13% 76.65± 0.26% 76.88± 0.12% 76.02± 0.27%
12800 77.76± 0.16% 77.07± 0.14% 75.27± 0.32% 76.45± 0.20%
increase accuracy. These performance gains do not carry for increasing feature dimensionality with
soft threshold encoding, although variance pooled features retain their benefit when employing
higher codeword counts with triangle encoding. Larger codebooks for triangle encoding show signs
of over-fitting, where a reduction in test accuracy was seen when doubling the codebook size from
k = 800 to k = 1600. Extracting additional performance at this feature dimensionality may require
more careful regularization parameter selection.
The full rectification soft threshold promoted in [25] also yields increased output feature
dimensionality. For a dictionary with normalized codewords in the rows of D, the rectified soft























which results in a 2k length feature vector for every pool. The performance of this technique is
compared to the within pool variance in Table 6.2. All tests retain the same dimension of features
sent to the classifier. Sending the variance of the pool to increase dimensionality is preferable
to rectification in every tested case. Table 6.2 also contains comparisons of using sum and max
pooled features together for classification. This combination is not nearly as useful as simply using
the sum for equivalent input dimensionality because of max pooling’s poor overall performance
at this pooling size. Pool variance does not discriminate as well as the pool’s sum when used
alone. Figure 6.1 aids in providing an intuitive explanation of this behavior. The sum of each pool
demonstrates how strong the feature encodings for every patch within the pool are aligned to a
particular codeword. A small variance with high mean implies many large encodings (and thus
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close patches), but a small variance without the mean statistic could also describe a pool without
any large feature encodings.
Note that triangle encoded features produce more useful pool variances in Table 6.2. Looking
into this, triangle encoded features were found to be generally less sparse than soft threshold
features for the same codebook size. The higher utility of variance pooling for triangle features
first highlights the importance of balancing sparsity for improving both pool sum and variance
features. Sparsity can promote better discrimination from sum pooled features, but when sparsity
becomes too high the variance fails to capture useful additional characteristics of the pool. This is
especially true for the extreme case of sparsity resulting from one-hot encodings, as seen in Table
6.2. Each feature response in a one-hot encoding is either zero or one and the sum fully captures the
total number of active features in a pool; concatenating variance to these features fails to maintain
accuracy even for smaller codebook sizes.
Figures 6.3 and 6.4 contain graphs showing additional testing and training set accuracies for
soft threshold and triangle encoded features, respectively. Over-fitting occurs for both encodings
as the size of codebooks increase to their largest tested sizes, but features built with variance
pooling tend to over-fit for smaller feature counts than those built without as the codebook size
increases. Utilizing larger codebooks implies that fewer strong encodings are held in any pool
as the codewords become more specialized. The patches within each pool begin to either closely
match a given codeword or generate a weak encoding. This specialization causes smaller within
pool variances as the pool becomes increasingly sparse with increasing codebook size. The higher
variances that are seen may actually be a result of noisy or uncommon patches that do not align
well with any codeword. Such encoded features may appear in the training dataset but would
fail to generalize to the test set due to their infrequency, leading to over-fitting. Triangle encoded
features with pool variance offer equivalent levels of performance for larger codebooks than the soft
encodings because of the inherent lower level of sparsity. Table 6.2 also contains small codeword
tests for the distance ratio (FALVQ w/α = 0, Equation 3.15). Behavior for this encoding is similar
to the triangle encoding.
To examine how useful variance is for smalling pooling cardinalities, a series of trials for 4× 4
pooling with triangle encoding were performed and are shown in Table 6.3. In these trials each pool
is of at most 16 patches (dividing the 27× 27 intermediate representation) and thus has inherently
less within-pool variance when the same encoders for quadrant pooling are used. As predicted by
[72], max pooling offers higher accuracy than in the quadrant pooled case even with a much smaller
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Figure 6.3: Test and train set performances over CIFAR-10 for soft threshold encoding with and
without pooling variance features
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Figure 6.4: Test and train set performances over CIFAR-10 for triangle encoding with and without
pooling variance features
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Table 6.2: CIFAR-10 test set accuracy for a variety of encoding and pooling choices (5 trials,∑
=sum pooling, σ2=variance pooling)
Number Input Features
Encoding, Pooling 800 1600 3200
ST ±Rectification,
∑
69.64± 0.46% 72.92± 0.32% 75.69± 0.32%
ST,
∑
+σ2 71.34± 0.13% 74.36± 0.10% 75.78± 0.41%
ST,
∑
+max 69.60± 0.38% 72.43± 0.45% 73.71± 0.32%
ST,
∑
70.32± 0.24% 73.50± 0.26% 76.31± 0.04%
ST, σ2 66.15± 0.36% 69.584± 0.30% 71.96± 0.25%
ST, max 63.60± 0.22% 65.79± 0.32% 66.08± 0.35%
Triangle,
∑
+σ2 70.73± 0.23% 73.88± 0.14% 75.73± 0.31%
Triangle,
∑
70.05± 0.13% 73.72± 0.22% 75.70± 0.26%
Triangle, σ2 67.60± 0.24% 71.16± 0.19% 73.45± 0.12%
Distance Ratio,
∑
+σ2 69.64± 0.26% 72.85± 0.46% 74.50± 0.21%
Distance Ratio,
∑
68.83± 0.27% 72.57± 0.15% 74.36± 0.15%
Distance Ratio, σ2 65.92± 0.16% 69.39± 0.36% 70.84± 0.16%
One Hot,
∑
+σ2 61.73± 0.31% 63.71± 0.50% 65.48± 0.16%
One Hot,
∑
62.82± 0.29% 64.54± 0.24% 65.04± 0.27%
set of codewords, which emphasizes the importance of choosing the right aggregation function for a
given sized pool and encoding. Any gains seen with variance pooling are lost at this pool cardinality
and combining sum and variance pooling while using fewer codewords only offers approximately
equivalent performance with sum pooling and a codebook twice the size. Tables 6.4 and 6.5 show
classification error results over the MNIST and STL-10 datasets, where again classification accuracy
is retained while reducing codebook size for sizes near k = 400.
As an aside, the stochastic pooling method as described in [139] was also implemented and
tested, although poor accuracies were seen when transitioning from the multinomial sampling for
learning to averaging technique for testing. This may be related to the pool sizes used within the
architecture discussed as compared to the more common small pool sizes (2 × 2 to 4 × 4) used in
CNNs.
6.3 Building Additional Layers of the Architecture
After the first layer of features is created, a natural extension to a multi-layered architecture is to
take the pre-pooled feature values and instead of (or in addition to) using them for classification,
they may be passed through the architecture again (albeit perhaps with different model hyper-
parameters such as number of pools, codewords, etc.). This approach was examined as an
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Table 6.3: Comparison of 4 × 4 pooling techniques on CIFAR-10 test set with triangle encoding
(5 trials,
∑
=sum pooling, σ2=variance pooling)




extension of work in [24] by [140]. The addition of a new layer poses at least two problems:
1) the dimensionality of the new space is generally much greater than the input to the first layer
because of the large number of codewords learned at the first layer, k1 and 2) the spatial relationship
between input features, now from different codewords, is lost as the k1 intermediate representations
generated are not organized spatially. Figure 6.5 demonstrates the spatial relationships of the
encoded responses from the first layer. Structure clearly exists within second layer features and we
seek how beneficial this structure may be for improving discrimination beyond first layer features.
This structure derives from the similarities of local image patches that respond like their neighbors
to a particular codeword to generate a similar feature encoding. Further, similarities exist between
intermediate representations of different codewords which stem from the similar characteristics of
codewords in the codebook (e.g., same bandpass orientation).
The application of a convolutional extraction in this new layer of pre-pooled features as in
the first results in an expansion of each second layer patch’s third dimension to k1 from the first
layer patch’s original d of three or one (for color or grayscale images, respectively). Although a
larger viewing window over the image is obtained with second layer patches, the increased third
dimension poses a particular problem for k-means and similar partitioning algorithms, which need
many more examples for an accurate space division in clusterings of increasing dimensionality
[105]. Additionally, it becomes intractable to learn an over-complete dictionary at the second level
as such an output feature dimensionality from the new layer cannot be stored or classified over
easily. For large first layer codebooks, even mini-batches of images can become a limiting factor
for applying these algorithms in limited memory environments. This stresses the importance of
online algorithms which can generate data, learn from it, and discard the generated features while
keeping important regularities.
With these concerns in mind, this section examines what benefits applying the first layer
architecture to the the apparent regularities in the intermediate feature space can provide. The
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Triangle 98.808± 0.028% 98.956± 0.072%
Soft Threshold 98.976± 0.055% 99.066± 0.034%
Distance Ratio 98.838± 0.044% 98.848± 0.059%









Triangle 55.36± 0.74% 56.67± 0.20%
Soft Threshold 56.99± 0.66% 56.90± 0.40%
Distance Ratio 55.39± 0.26% 55.06± 0.38%
Figure 6.5: Intermediate representations (pre-pooled responses) from the first layer of the
architecture shown for a subset of 100 codewords. Each 27 × 27 sub-image consists of feature
encodings for a single codeword (heatmap is scaled for each sub-image, dark blue represents weakest
response and bright red represents the strongest response)
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pipeline as described in Chapter 3 is applied on small patches of the pre-pooled features from layer
one with one exception: the whitening transform has been omitted. Learning at the second layer
may begin after a codebook has been established and hyper-parameters have been selected for the
first layer. An alternative to learning a codebook on the second layer is to randomly sample from
the intermediate representation k2 new random codewords have been selected. Both approaches
are evaluated here, where FALVQ is used for codebook learning by sampling a small number of
patches from each training image’s new intermediate representation. With an online algorithm, the
second layer codebook can be formed while the first layer passes through the data and this is the
strategy employed in the tests presented.
Table 6.6 contains accuracies using a reduced portion of CIFAR-10’s training set (20% of
the samples are kept) for several trials which keep the same final feature vector dimensionality
(600 × 4 = 2400) as evaluated based on their L2-SVM accuracy. These results are meant to
compare relative performance of the combination of first and second layer features to a single layer
dimensionality of 600. Another 20% of the CIFAR-10 dataset is reserved for validation of the SVM’s
regularization parameter to better avoid over-fitting caused by the smaller training set. Building
an architecture with second layer prototypes and a reduced number of first layer prototypes does
not impair classification but rather improves it for every trial (down to k1 = 100). Utilizing just
second layer features does not provide the same accuracy as an equal number of first layer features,
indicating the importance of pooled first layer responses while discriminating with second layer
responses.
To visualize codewords at the second layer, each 6 pixel high row of Figure 6.6 contains a
learned prototype (200 shown) and each 6 pixel wide column marks a patch learned in the prototype
corresponding to the feature responses of the lower level prototype. There are k1 6 × 6 regions in
each second layer prototype. As shown in the detail, edges or pairs of edges show up as regular
features. Notice that many of the patches are nearly empty, corresponding to the large number
of sparse feature responses see in Figure 6.5. This exemplifies the issues encountered for learning
prototypes over high-dimensional spaces. Consider the large number of prototypes necessary to
cover each potential combination of null response maps and varying active feature responses. Figure
6.7 contains codewords built from random seeding and is visually very similar to Figure 6.6. The
high-dimensionality of the space prevents FALVQ from building more complex prototypes.
Results in Table 6.8 show the effect of combining the variance statistic proposed in Section 6.1
with second layer features. Variance and sum pooled features are used for classification at both levels
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(a) Full Centroid Set
(b) Inset of (a)
Figure 6.6: 200 second layer centers learned with FALVQ of size 6× 6× 400 flattened such that
each 6 pixel row contains 400 6×6 patches. The large amount of empty area indicates many of the
lower layer centers often provide weak responses.
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(a) Full Centroid Set
(b) Inset of (a)
Figure 6.7: 300 random second layer centers of size 6×6×300 flattened such that each 6 pixel row
contains 300 6×6 patches. Notice the high degree of similarity in random selections and prototypes
learned in Figure 6.6.
139
and for each level separately (bold codeword counts represent an equivalent feature dimensionality
of 2400). The high training set accuracy in combination with the high standard deviation of the
accuracy of some trials with variance at both layers suggest problems with over-fitting. Dropping
the second layer pool variance features and utilizing the variance only from the first layer allows
for near recovery of the performance seen with two-layers in Table 6.6. High accuracy is possible
using fewer overall total codewords. Using second layer variance features instead is less beneficial
but does alleviate some of the over-fitting experience applying variance pooling at both layers.
Because of the input dimensionality, the learned codewords at the second layer less accurately
capture the input regions than those at the first. A poor dictionary suggests that most patches
taken from the intermediate representation will align strongly to only a few codes and each pool will
contain similar responses which are more densely spread over the range of encodings. Similar pool
variances encountered over different input images are less useful for discrimination. Over-fitting
in this case is a result of the opposite situation as that experienced in Section 6.2, where sparsity
was too low. This reinforces the importance of sparsity levels for achieving generalization and high
class separability when utilizing within pool variance. Moderate pool coverage is preferred when
attempting to reduce codebook sizes. Over-fitting is more prevalent when feature responses have
large, even spreads resulting from poor codewords or high sparsity from one-hot encodings.
Although whitening has been omitted for the presented trials, a short set of experiments were
performed to determine its efficacy. For k1 = 325 and k2 = 75, no significant change in classification
results were found between sampling 3000 second layer patches to obtain a covariance matrix for
eigenvalue decomposition and forgoing this preprocessing. Although 3000 patches may not be
enough for an accurate covariance estimate, consider that each input patch is of dimensionality
6 × 6 × 325 = 11700. For the larger k1 that were found to be beneficial, this dimensionality
expands rapidly, necessitating either a large amount of working memory to store the second layer
samples or an online covariance technique for estimation. Once the covariance has been estimated,
an eigenvalue decomposition must be performed. As algorithms for the decomposition are O(n3)
[141], learning a whitening transform for larger second layer codebooks can take exponentially more
time.
6.3.1 Considerations for Second Layer Training and Use
A caveat to expanding the architecture to new layers lies in the exponential increase in
dimensionality of the hyper-parameter choices that can be selected for each new layer. The
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Table 6.6: CIFAR-10 test set accuracy for second layer features (4 trials, 20% CIFAR-10 training
set, triangle encoding)
k1 k2 1st Layer Only 1st + 2nd Layer 2nd Layer Only
600 0 68.06± 0.23% - -
400 200 67.43± 0.38% 68.68± 0.27% 63.6± 0.27%
300 300 66.68± 0.21% 68.88± 0.15% 65.84± 0.16%
200 400 65.64± 0.30% 68.70± 0.22% 66.35± 0.20%
100 500 63.00± 0.36% 68.64± 0.38% 66.66± 0.39%
Table 6.7: CIFAR-10 test set accuracy for 1st+2nd layer features with random 2nd layer dictionary
(4 trials, 20% CIFAR-10 training set, triangle encoding)
k1 k2 Learned Codes Randomly Seeded
300 300 68.88± 0.15% 69.01± 0.21%
200 400 68.70± 0.22% 68.81± 0.24%
100 500 68.64± 0.38% 67.50± 1.59%
Table 6.8: CIFAR-10 test set accuracy for 1st+2nd layer features with various combinations of sum
and variance pooling features. Trials with bold codeword counts have equal feature dimensionality






2 +σ21 + σ22
100 200 66.32± 2.36% 95.51± 2.70%
50 250 66.57± 0.37% 92.40± 0.28%
200 400 67.51± 1.54% 99.50± 0.28%




100 200 68.04± 0.16% 87.58± 0.16%
50 250 66.95± 0.26% 83.62± 1.65%




200 200 67.83± 0.34% 93.37± 0.19%
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interdependent relationships between the lower layer’s convolutional extraction and the next layer’s
extraction and codebook size can reduce the number of practical parameters, although developing
useful rules of thumb remains a challenge. The last section showed that for 32 × 32 input
images, repeating the hyper-parameters (patch size, pooling, etc.) of the first layer can improve
classification. These choices may not be optimal, and the full intermediate representation does not
have to be utilized by the second layer. A smaller pooling operation can be applied for second
layer processing than for output of first layer features. The pooling regions can also be chosen
to partially overlap. These additional hyper-parameters could be optimized to reduce the size
of intermediate representations (and therefore potential intermediate configurations) and increase
translation invariance. [142] suggests random search as an appealing approach for hyper-parameter
selection (and baseline for comparison against other methods).
Another important consideration for the application of additional layers lies in the availability
of image samples. Adding features to a classifier such as a neural network is difficult once training
begins, so there is an implication that some of the samples (which could be spent improving the
classifier) must be spent for second layer learning. There is no requirement that these features be
labeled. If an abundance of unlabeled data is available initially, the only penalty for a second layer
implementation is a delayed startup time.
To address the problem of increased dimensionality of patches at subsequent layers of a multi-
stage architecture, [140] introduced a form of receptive field learning that works in an unsupervised
manner. This work aimed to discover how to best group similar features from the intermediate
feature space representation. A new method for grouping inputs to learn over-complete features
must be exercised for second layer and above codebook learning. The topographic relationships of
the patch receptive fields taken from the input image work well for first layer codewords as image
patches are only one or three dimensions. This is not the case for patches extracted from the
intermediate layer and sent to the second layer. Although each codeword’s responses are spatially
relevant, the encoded features for codeword i may have no relationship to those for codeword
i + 1. To build a receptive field, the authors of [140] calculate the pairwise similarity between
intermediate features with the square correlation estimated from many samples in the dataset.
Unfortunately, the method presented requires a large number of samples for learning regularities
and the similarity computation assumes normalized input features. This normalization requires an
additional pass over the dataset. Hyper-parameters for building new receptive fields must also be
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chosen. Nonetheless, feature selection for parsing important relationships between learned low level
representations is important for moving forward with more complex multi-layer architectures.
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Chapter 7
Summary and Future Work
This dissertation has shown that good classification results over small natural image and
handwritten image datasets may be obtained using a multi-stage architecture with simple online
clustering, variance estimation, and neural network components. An investigation of each of
these components has demonstrated their applicability in situations where images are provided
sequentially (sample by sample) or in small batches. Discrepancies in performance that originate
from streaming the dataset are small and can be alleviated by minor extensions in network training
time. Neural networks have also been shown desirable beyond their sequential training algorithms
with the introduction of a supervised feedback signal. Through gradient descent this signal tunes
parameters of the architecture to improve discrimination in cases of poor initial conditions when
priors on the parameters are unknown. Tuning for two different parameter sets, feature encoding
and pooling, have been examined. The tuning methods presented may be further extended for
this architecture to work with any classifier that minimizes differentiable loss functions and may
be applied on mini-batches.
Whitening, as a preprocessing stage which allows for the use of simple dictionary learners,
requires the collection of data statistics to remove correlation between patches. This dissertation
has evaluated a variety of techniques for whitening, including both space and frequency domain
methods, which can be potentially applied in limited data environments. Frequency domain
whitening can utilize natural image priors that avoid data collection, but limitations originating
from the two dimensional transform necessary for conversion were found to hinder classification
performance. Alternatively, an implementation of an online mini-batch covariance estimator has
proven sufficient for equivalent object classification performance with lower memory requirements.
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An online dictionary learning scheme implementing partial membership competitive clustering
was applied and its efficacy in replacing batch oriented dictionary learners such as k-means was
shown. Further, an examination of utilizing the membership functions from this clustering for
feature encoding revealed the importance of non-linear thresholds for inducing sparse feature
responses prior to pooling. Although applying more than a single membership function to improve
the intermediate feature space representation was originally considered, the performance of the
membership functions examined as compared to triangle and soft threshold encodings prompted
work in alternate strategies to better characterize images with constraints on feature dimensionality.
Two such strategies have been introduced in this dissertation: concatenating within pool variance
statistics to the feature representation and performing multi-layer feature extractions. Empirical
results have shown that pooling is an important stage of the architecture which can be expanded to
provide additional features useful for classification. Variance pooling expands output dimensionality
without the cost of learning new codewords by further characterizing features which have been
generated during normal procedure. This is valuable because a reduction in the first layer’s
codeword count eases memory management concerns for second layer learning. Degradation in
classification accuracy, stemming from over-fitting when utilizing variance pooled features, has
highlighted the importance of regulating within-pool sparsity to extract features which generalize
well. This dissertation has also demonstrated that constructing a second layer of features with the
multi-stage pipeline (that extracts features which are built on first layer regularities) can capture
properties beneficial for improving classification accuracy. When combined with first layer features,
second layer features offer improved accuracies which are achievable while using the same output
dimensionality as a single layer architecture with a larger codebook.
Although the classification accuracies presented in this dissertation do not demonstrate state
of the art results on the datasets tested, the methods employed are beneficial for reduced memory
footprints relative to existing techniques. These methods ease the implementation of architectures
meant for larger datasets that require additional storage by only maintaining a representation for
a single or mini-batch of images instead of a full history of samples visited. Implementation of a
second intermediate feature space layer is also simpler with online methods because second layer
codewords can be learned concurrently with generating first layer features from an established
codebook (that was also potentially incrementally learned prior to extraction). This setup requires
only a small constant memory storage while patches from a mini-batch of new images are extracted.
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Looking forward, establishing a solid link between pooling cardinality, encoding type, and the
discriminatory information held within the statistics of the pool is important for understanding
why sparsity plays such an important role in classification. Formalizing the relationship between
encodings and pool statistics could also be helpful for proper model construction when selecting
hyper-parameters. Work in [72] offers a theoretical foundation for pooling to build upon. Beyond
this, feature selection is an important area for future work, both within the pipeline for discovering
features to pass to additional layers and for output features chosen for classification. For classifiers
such as neural networks, using multiple encoding functions and pooling maps will require a selection
method to deal with the dimensionality increase inherent in adding any statistic or estimator to
the intermediate feature representation. Identifying the features extracted by the architecture that
can create diverse ensembles for classification and generalize to out-of-sample data would be very
useful for combating the high dimensionality that has typically been important for getting every
modicum of test accuracy improvement out of the datasets explored. As discussed in Chapter 6,
expanding the pipeline and intermediate feature space representation to additional layers creates a
larger intermediate dimensionality which makes learning codebooks with simple clustering difficult
and whitening often intractable. The efficient use of additional layers necessitates better selection
methods to properly group features such that local regularities can be discovered. Work in this
area must be complementary toward pooling region selection. A technique recently explored in
[140] provides directions for moving forward in intermediate feature space index selection to build
higher level receptive fields, although the implementation given requires multiple passes over many
samples which don’t fit well within memory constrained environments.
The sensitivity of the examined architecture parameter tuning methods to proper step size
selection opens another area of future work for utilizing more efficient non-linear optimization
techniques. Second order derivative estimates or step size scheduling schemes could potentially
be applied to better avoid the local minima that stochastic gradient descent falls susceptible to.
Additionally, in the case of learning pooling parameters, the objective function could be modified
to exploit prior knowledge of spatial regularities that occur in images and attempt to diversify
the maps learned to reduce the redundancy of pooled representations which cover overlapping
pooling areas. The use of a smoothing regularization term for improving generalization in the
learned weights may further improve results as recently shown in [143]. As model averaging
techniques for neural networks, dropout [114] and DropConnect [144] have recently proven especially
useful for regularization that prevents co-adaptation of neurons. Similar training schemes could
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also be applied when learning pooling weights to promote generalization. In conjunction with
regularization, an in-depth exploration on the number of pooling units and their initial conditions
appropriate for varying intermediate feature representation sizes would be beneficial. Weighted
pooling is not bound by the constraints of spatial pyramid models and this should be fully exploited
for optimal classification accuracy. Other regularization schemes, such as stochastic pooling [139],
can also be applied online for model averaging and may offer insight into avoid over-fitting the
often small amounts of available labeled data when using high-dimensional feature vectors. Model
averaging techniques could also provide a path for improving generalization in the context of
variance based pooling to avoid over-fitting when feature sparsity is sub-optimal.
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