Abstract. We present a Cameron-Martin type quasi-invariance theorem for subordinate Brownian motion. As applications, we establish an integration by parts formula and construct a gradient operator on the path space of subordinate Brownian motion, and we obtain some canonical Dirichlet forms. These findings extend the corresponding classical results for Brownian motion.
Introduction
Recently the stability of properties of Markov processes and their semigroups under subordination in the sense of Bochner has attracted great interest. In [6] , Wang's dimension free Harnack inequality was established for a class of subordinate semigroups. Nash and Poincaré inequalities are preserved under subordination, cf. [13, 5] . In our recent paper [2] , we show that shift Harnack inequalities (in the sense of [16] ) remain valid under subordination in the sense of Bochner. It is a natural question whether further probabilistic properties, e.g. quasi-invariance, are preserved by subordination.
The Cameron-Martin theorem, which was discovered by R.H. Cameron and W.T. Martin [1] (see e.g. [3, 7, 8] and the references therein for further developments), plays a fundamental role in the analysis on the path space of diffusion processes. It states that the Wiener measure (i.e. the distribution of Brownian motion) is quasi-invariant under a Cameron-Martin shift. In this paper, we shall derive an analogous result for subordinate Brownian motion.
Let us recall some basic notations. Throughout this paper, we set (ii) If T < ∞ and S t is deterministic, i.e. S t = ct for some constant c > 0, then M = cT < ∞. (iii) If T < ∞ and S t is non-deterministic, then M = ∞.
Indeed: Since ν = 0, there exists some finite interval [u, v] ⊂ (0, ∞) such that η := ν( [u, v] ) ∈ (0, ∞). The jump times of jumps with size in the interval [u, v] define a Poisson process (N t ) t∈[0,T ] with intensity η. Since S T ≥ uN T , we conclude that ess sup S T = ∞.
Brownian motion starting from zero. The Wiener measure µ, i.e. the distribution of (W t ) t∈[0,M ] , is a probability measure on the path space
w is continuous and w(0) = 0 , which is endowed with the topology of locally uniform convergence. We write
for the Cameron-Martin space; H M is a Hilbert space with the inner product
Let h ∈ W M and denote by µ h the distribution of (W t +h(t)) t∈ [0,M ] . Then the CameronMartin theorem says that µ and µ h are equivalent (i.e. mutually absolutely continuous) if, and only if, h ∈ H M ; in this case [17] and [15] . In this note, we assume that ξ t = h(S t ) where h ∈ W M and t ∈ [0, T ]. Let µ S and µ S h be the distributions of (
respectively. We aim to find sufficient and necessary conditions so that µ S h is equivalent to µ S . Our problem can also be seen as a stability property for Bochner's subordination: Under which circumstances is the quasi-invariance on Wiener space inherited by the subordinate (i.e. time-changed) process?. For a deterministic subordinator S, this is just the classical Cameron-Martin theorem. For a general subordinator we need to assume some additional conditions in order to ensure that quasi-invariance is preserved.
This paper is organized in the following way: First, we establish the Cameron-Martin type theorem for subordinate Brownian motion in Section 2. If h is absolutely continuous, h(0) = 0 and
h is equivalent to µ S . The crucial point in our proof is that a functional on the path space of a subordinate Brownian motion is also a functional on the classical Wiener space. Once we have established the quasiinvariance property, we can derive in Section 3 an integration by parts formula. A natural gradient operator D (κ) is defined for κ ∈ R on the family of cylinder functions F C ∞ b through the Riesz representation theorem. Furthermore, we characterize the gradient operator D (κ) ; as applications we construct some natural Dirichlet forms on the path space of subordinate Brownian motion. In the final section, we present the detailed proof of a result used in Section 3, which describes the subordinator index of S at the origin in terms of the underlying Lévy measure (cf. [11] for the corresponding result for general Feller processes).
Cameron-Martin type theorem
In this section, we extend the classical Cameron-Martin theorem to subordinate Brownian motion. Let h ∈ W M and write µ S and µ 
which becomes a Hilbert space with the inner product
As usual, we set 0
M is strictly increasing in κ ∈ R, see Example 2.2 below. Example 2.2. Let T < ∞, M = ∞ and κ 1 < κ 2 . We will show that H
where
It is easy to see that Φ(B m ) < ∞ for each m ∈ N and
and Theorem 2.3 reduces to the classical Cameron-Martin theorem.
M , the following result is a direct consequence of Theorems 2.3 and 2.5. 
Let λ be the distribution of (S t ) t∈[0,T ] , which is a probability measure on the path space
which we equip with the Skorokhod topology. Thus, the subordinator (S t ) t∈[0,T ] can be realized as a canonical process on (S T , B(S T ), λ):
Since S and W are independent, (W St ) t∈[0,T ] is the canonical process on the product space
Moreover, µ S is is a probability measure on the path space
equipped with the Skorokhod topology. If T = ∞, we set
Proof of Theorem 2.3. a) We are going to show that
holds for every bounded measurable function F on Ω. Using a standard monotone class argument, it is enough to check this equality for cylinder functions of the form
where n ∈ N, t 1 , . . . , t n ∈ [0, T ], 0 < t 1 < · · · < t n and f ∈ C b (R d·n ). Therefore, it remains to show that (2.1)
Then the classical Cameron-Martin theorem, applied to the bounded measurable function on
Since our assumption implies that ℓ T ≤ M and (2.2) hold for λ-almost all ℓ ∈ S T , we can integrate both sides of the equality with respect to λ(dℓ) to obtain (2.1). This completes the proof. 
This, however, contradicts our assumption that µ S h and µ S are equivalent.
Integration by parts formula and gradient operator
Let h ∈ W M . The directional derivative of a function F on Ω in direction h is defined as
whenever the limit exists. An important class of functions on Ω for which the above definition of D h F makes sense are the smooth cylinder functions, denoted by F C ∞ b , i.e. the set of all functions having the form
where n ∈ N, f ∈ C ∞ b (R d·n ) and t 1 , . . . , t n ∈ [0, T ] with t 1 < · · · < t n . If F ∈ F C ∞ b is given by (3.1), then it is clear that D h F exists everywhere and
where ∇ i f is the gradient of f w.r.t. the ith variable. First, we consider the integration by parts formula.
Proof. Using Theorem 2.3, it follows that for all ǫ ∈ R
Differentiating this equality w.r.t. ǫ and setting ǫ = 0, we arrive at
which gives the desired assertion.
Now we can investigate the gradient operator on Ω.
given by (3.1). By (3.2), the linearity is obvious. Since for λ-almost all ℓ ∈ S T we have ℓ t ≤ M for all t ∈ [0, T ], we obtain for all w ∈ W M and λ-almost all ℓ ∈ S T (3.3)
To complete the proof, it remains to note that
Let F ∈ F C ∞ b and κ ∈ R. Combining Lemma 3.2 with the Riesz representation theorem we find for all w ∈ W M and λ-almost all ℓ ∈ S T that there exists a unique
For simplicity, we write DF instead of
is given by (3.1), then it is easy to see that for all w ∈ W M and λ-almost all ℓ ∈ S T we have
In particular, for F ∈ F C ∞ b having the form (3.1), it holds that for all w ∈ W M and λ-almost all ℓ ∈ S T
where t 0 := 0.
Recall that ν is the Lévy measure of the subordinator (S t ) t∈[0,T ] . We will use the following integrability condition:
where p > 0. In fact, since ν(1, ∞) < ∞, (H p ) is automatically satisfied for p ≤ 0. Let us introduce the following index of S at the origin:
it follows that 0 ≤ σ 0 ≤ 1.
The following useful proposition is the subordinator counterpart of a result on general Feller processes from [11] . We defer its proof to the appendix (Section 4). 
Remark 3.5. a) Clearly, p/2 < σ 0 implies (H p ); conversely (H p ) entails that either p/2 ≤ σ 0 or p/2 > 1. In particular, (H 2 ) implies σ 0 = 1.
c) (H 2 ) is strictly stronger than σ 0 = 1. An example of a Bernstein function satisfying
This function is even a complete Bernstein function. To see our claim, note that
Lemma 3.6. Let T < ∞ and M = ∞. If σ 0 > 0 and θ > 1/σ 0 , then
Remark 3.7. Let T < ∞ and S be an α-stable subordinator (0 < α < 1). Obviously, σ 0 = α. It is well known that
Therefore,
This means that Lemma 3.6 is sharp for α-stable subordinators.
Proof of Lemma 3.6. Let t ≥ 1; using
together with Tonelli's theorem, we find
where the last estimate follows from the elementary inequality
Pick α ∈ (1/σ 0 , θ). By the first equality in (3.4), there exists a constant c = c(α) > 0 such that
On the other hand, we have for all u ≥ 1 that
Thus, we get for t ≥ 1-note that 1/α ∈ (0, 1)-:
This, together with θ/α > 1, implies that
From the point view of functional analysis, the gradient operator is only useful if it is closable in some Banach space. To show this, the following two conditions will be used:
Remark 3.8. a) Since σ 0 ≤ 1, we know that κ < 0 is necessary for (A2). b) Assume that T < ∞ and M = ∞. Then (A1) with p ∈ (0, 2] is strictly stronger than (A2). Indeed: First note that by Proposition 3.4 (A1) with p ∈ (0, 2] implies σ 0 = p/2 > 0, and so (A2) is fulfilled with κ < 1 − 2/p; moreover, for an α-stable subordinator (α ∈ (0, 1)) (A2) holds with σ 0 = α > 0, κ < 1 − 1/α and all p ∈ (0, 2], while (A1) holds if and only if p < 2α < 2.
Proof. By (3.3) and the elementary inequality
we obtain for any κ ∈ R and w ∈ W M and λ-almost all ℓ ∈ S T
. a) Assume that (A1) holds. Let κ = 0. Then we have
so that the first assertion follows.
b) Assume that (A2) holds. We use the Jensen inequality and Lemma 3.6 to get
As usual, we make the convention 1/0 := ∞.
Theorem 3.10. Assume that (A1) holds with some p ≥ 1 (resp. (A2) holds with some
Proof. a) Assume that (A1) holds for some p ≥ 1.
In order to prove the closability of D h , we have to show that Z = 0.
On the other hand, by Burkholder's inequality, we have for all θ ∈ (0, ∞) (3.6)
where C θ is a positive constant depending on θ. Thus,
The conjugate Hölder exponent q ′ of q satisfies 1 ≤ q ′ ≤ p, and this implies that
. Therefore, we obtain
With (3.6) it is easy to see that
Since G ∈ L r (µ S ) and (3.6), together with Hölder's inequality, imply that
we get G ∈ D(D * h ); in particular, (3.5) follows. b) If (A2) holds for some p ∈ [1, 2] , one can prove the claim as in the first case; we only need to replace (3.6) by
where we used, in the second inequality, κ < 0.
Theorem 3.11. Assume that (A1) holds for some p ≥ 1 (resp. (A2) holds for some
Proof. We only prove the statement for the case that (A1) holds for some p ≥ 1, since the proof for the other case is essentially similar.
We will prove that Y = 0. Fix an orthonormal basis {h i } i∈N of H M and define
. By the orthogonal expansion of DF n in the orthonormal basis {h i } i∈N and the closability of 
To finish the proof, it remains to note that
If (A1) holds for p = 2, then by Lemma 3.9 a), we can define a symmetric quadratic form on F C ∞ b in the following way:
where t 0 := 0. Similarly, if (A2) holds for p = 2, then with Lemma 3.9 b) we can define a symmetric quadratic form on F C ∞ b :
Moreover, for F ∈ F C ∞ b given by (3.1), one has
As an immediate consequence of Theorem 3.11 with p = q = 2, we obtain the following result concerning the Dirichlet form on L 2 (µ S ) (see [4, 9] for more details on the theory of Dirichlet forms).
We close this section by pointing out that it might be interesting (and also challenging) to consider various functional inequalities (cf. [14] ) for the Dirichlet forms derived in Proposition 3.12.
Appendix
In this section, we establish Proposition 3. 
