Random characters under the $L$-measure, I : Dirichlet characters by Barhoumi-Andréani, Yacine
RANDOM CHARACTERS UNDER THE L-MEASURE, I :
DIRICHLET CHARACTERS
YACINE BARHOUMI-ANDRÉANI
Abstract. We define the L-measure on the set of Dirichlet characters as an analogue of
the Plancherel measure, once considered as a measure on the irreducible characters of the
symmetric group.
We compare the two measures and study the limit in distribution of characters eval-
uations when the size of the underlying group grows. These evaluations are proven to
converge in law to imaginary exponentials of a Cauchy distribution in the same way as
the rescaled windings of the complex Brownian motion. This contrasts with the case of
the symmetric group where the renormalised characters converge in law to Gaussians after
rescaling (Kerov Central Limit Theorem).
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2 YACINE BARHOUMI-ANDRÉANI
1. Introduction
1.1. Asymptotic representation theory of (Z/qZ)×. For q ∈ N∗, set
Gq := (Z/qZ)× (1)
The goal of this article is to study the properties of characters of Gq when q → +∞ and
when the characters are selected at random according to the L-measure that we introduce
in definition 1.1.
This article focuses on the case of Dirichlet characters modulo q that are multiplicative
group morphisms χ : Gq → C× extended to Z/qZ by setting χ(n) = 0 if n ∈ (Z/qZ) \
(Z/qZ)× and finally extended by periodicity to Z by setting χ(n) := χ(n mod q) (see e.g.
[15, § 5]). These maps were used by Dirichlet to prove his celebrated theorem on the
infinitude of primes in arithmetic progressions.
Dirichlet characters have the following properties :
(1) χ is periodic modulo q : χ(n+ q) = χ(n) for all m,n ∈ N,
(2) χ is completely multiplicative : χ(mn) = χ(m)χ(n) for all m,n ∈ N,
(3) χ(n) 6= 0 if and only if gcd(n, q) = 1.
Note that these properties imply that χ(1) = 1, as χ(1) = χ(1×1) = χ(1)2 and χ(1) 6= 0
since gcd(1, q) = 1.
We define Ĝq to be the set of Dirichlet characters modulo q. Apart from the value 0,
these characters take values in the ϕ(q)-roots of unity
{
e2ipik/ϕ(q), k > 0
}
, where ϕ is Euler’s
totient function. There are exactly ϕ(q) such characters.
The L-function attached to a Dirichlet character χ is the following function defined for
all s ∈ {Re > 1} by (see e.g. [28])
Ls(χ) :=
∑
n>1
χ(n)
ns
(2)
We consider these functions as linear forms in the character χ, hence the choice of
notation compared with the usual one that writes L(s, χ).
Definition 1.1. We define the L-measure on Ĝq by
Ps,q(χ) :=
|Ls(χ)|2
Zs,q
, Zs,q :=
∑
η∈Ĝq
|Ls(η)|2 , s ∈ {Re > 1} (3)
This measure can be written in the following way using the infamous Euler formula (12) :
Ps,q(χ) :=
1
Zs,q
exp(−2Hs(χ)) , Hs(χ) :=
∑
p∈P
log
∣∣1− p−sχ(p)∣∣ (4)
where P is the set of prime numbers.
We can thus interpret (3) in the setting of statistical mechanics as a system of particles
on a circle (whose positions are given by the angles of the character evaluated in prime
numbers) submitted to a particular logarithmic confinement potential at inverse tempera-
ture 2.
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Let χ ≡ χ(q) denote the canonical evaluation on Ĝq in the Dynkin formalism, namely
χk(η) = η(k), ∀ η ∈ Ĝq (5)
We will be interested in the behaviour of the random variables χk for a fixed integer k.
The main theorem of this paper states
Theorem 1.2 (Convergence in law of the evaluations). Let k ∈ J2, qK be a fixed integer
and s ∈ (1,+∞). Then, under Ps,q, the following convergence in law is satisfied
χk
L−−−−→
q→+∞
eis log(k) C
where C is a standard Cauchy-distributed random variable of density x 7→ 1
pi
1
1+x2
.
This theorem is proven in section 3.1. An immediate striking comparison with the
winding number of the complex Brownian motion can be made : write Zt := 1+Wt+iW ′t =
Rte
iΘt with (W,W ′) two independent real Brownian motions. Here, (Θt)t is a continuous
determination of the argument of Z around 0. Then, one has (see [27] or [24, X-4.1], [19,
ch. 7])
Θt
log(
√
t)
L−−−−→
t→+∞
C (6)
Spitzer proved this last convergence using an explicit computation of the Fourier trans-
form of Θt (see [24, X-4.1] for another proof). We will prove this convergence in the same
vein, with a direct computation of the Laplace transform of χk.
The similarity stops nevertheless here : the windings of (Zt)t around several points
z1, . . . , zk of the complex plane do not converge in law after rescaling to independent Cauchy
random variables. A precise description of the limiting joint distribution is given in [24,
ch. XIII cor. 3.9] and involves a mixing by a random variable that creates a dependency
in the limiting angles. In the case of evaluations of random Dirichlet characters, one has
the following
Theorem 1.3 (Fluctuations of joint evaluations). Let s ∈ (1,+∞). Let ` > 1 and (pj)16j6`
be fixed prime numbers. Then, under Ps,q, we have the following convergence in distribution
(χp1 , . . . ,χp`)
L−−−−→
q→+∞
(
eis log(p1) C1 , . . . , eis log(p`) C`
)
where (C1, . . . , C`) are independent Cauchy-distributed random variables.
It is enough to consider the evaluations in prime numbers (χp)p∈P by multiplicativity
of characters. More general evaluations will be dependent, provided that the numbers in
which they are evaluated are not coprime.
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1.2. Motivations. Let n ∈ N. The Plancherel measure on the set Yn of Young diagrams
with n boxes is defined by (see e.g. [17, 21])
P`n(λ) := d
2
λ
n!
Here, dλ denotes the dimension of the irreducible Sn-module indexed by the Young
diagram λ ∈ Yn and Sn is the symmetric group ; this quantity has an explicit expression
in terms of λ, but it can also be written in terms of characters of Sn as its irreducible
characters are in bijection with Young diagrams (see [18, I-7]). For λ ∈ Yn, let χλ : Sn → Z
be the associated irreducible character. A classical formula states (see [18, ch. I-7 (7.6),
ch. I-6 ex. 2 (a)])
dλ = χ
λ(idn)
where idn ∈ Sn is the identity permutation. This last formula allows to write the Plancherel
measure as a measure on characters by setting
P`n(χ) := χ(idn)
2
n!
(7)
Character evaluations form a natural set of observables for this measure. Using the
Dynkin formalism, we define the canonical evaluation χ on Ŝn by
χσ(η) := η(σ), ∀ η ∈ Ŝn, ∀σ ∈ Sn
A natural question concerns the behaviour of χσ under P`n for a certain σ ∈ Sn and
n→ +∞ ; such types of questions gave birth to the field of asymptotic representation theory
[17]. In the case where σ is a k-cycle ck for a fixed integer k, one has the fondamental
result due to Kerov [14] independently discovered by Hora [13] :
Theorem 1.4 (Gaussian fluctuations of character evaluations (Kerov CLT)). Let k > 2
be a fixed integer and ck a k-cycle. Then, under P`n, one has the following convergence in
law
1
nk/2
χck
χidn
L−−−−→
n→+∞
√
kGk Gk ∼ N (0, 1)
Moreover, different evaluations (n−k/2χck/χidn)26k6r for a fixed integer r converge to
independent Gaussian random variables.
This result concerns the Gaussian fluctuations of the renormalised character, namely
χ/χ(idn). It has been extended in various ways, by computing the speed of convergence
in the total variation distance (see [11]), by letting k depend on n in the cycle ck (for
k = O(
√
n), see [26] and references cited), by changing the cycle ck with a product of cycles,
in which case the limiting distribution changes radically (see [13, 14]) or by changing the
measure (see e.g. [10, 16, 8, 1, 20, 5] and references cited).
This article is in the lineage of these results ; it aims at giving another direction of
generalisation of this last analysis by replacing the group Sn with the group (Z/qZ)×.
The analogue of the Plancherel measure on (Z/qZ)× will be the uniform measure, which is
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a limiting case of L-measure that we will study separately in section 3.4. The case of the L-
measure corresponds to the aforementioned other types of measures, particular cases of the
Schur measure that we describe in the next section. In this framework, theorems 1.2 and
1.3 are clear analogues of the Kerov CLT, the equivalence betwen disjoint cycles and prime
numbers being made in accordance to the usual analogies between permutations and primes
(see e.g. [12] or [2, p. 22]). These theorems have nevertheless some disparities : random
Dirichlet characters need not be renormalised, and the limiting random variables involve
the Cauchy distribution (the stable law of index 1) and not the Gaussian one (the stable
law of index 2).
1.3. Natural analogues of the Plancherel measure on other groups. The first point
to investigate when trying to generalise theorem 1.4 to other groups concerns the natural
analogue of the Plancherel measure (7). Given its form, the Plancherel measure on Ĝq is
P(χ) :=
χ(1)2∑
η∈Ĝq χ(1)
2
=
1
ϕ(q)
(8)
as χ(1) = 1. This is thus the uniform measure on Ĝq. This measure corresponds to a
limiting type of L-measure, where we have set s → +∞ in (3) (see section 3.4). For this
degenerate type of L-measure, the limiting behaviour of the characters evaluations is given
by the following theorem proven in section 3.4 :
Theorem 1.5 (Limit in law of the evaluations under P∞,q). The following convergence in
law is satisfied for all fixed integer k ∈ J2, qK
χk
L−−−−→
q→+∞
ei2piU , U ∼ U([0, 1])
Moreover, (χp)p∈P converges in law to a vector of independent random variables.
More generally, the Plancherel measure and a wide class of measures studied in [10, 16,
8, 1, 20, 5] are particular specialisations of the following Schur measure restricted to Ŝn :
M
(n)
X,Y (λ) :=
sλ(X)sλ(Y )
hn[XY ]
1{λ∈Yn}, hn[XY ] :=
∑
λ∈Yn
sλ(X)sλ(Y ) (9)
Here, sλ(X) is the Schur function [18, ch. 1-3] evaluated in an alphabet X and the
normalisation constant hn[XY ] is a specialisation of the complete homogeneous functions
[18, ch. 1-2]. The prominent Schur measure on the set of all Young diagrams introduced
by Okounkov in [22] is an independent randomisation1 of (9).
1By a random variable BX,Y satisfying P(BX,Y = n) = hn[XY ] /H[XY ] withH[XY ] :=
∑
n>0 hn[XY ] .
The Schur measure writes MX,Y (λ) :=
∑
n>0 P(BX,Y = n)M
(n)
X,Y (λ) = sλ(X)sλ(Y )/H[XY ].
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The Schur measure writes as a measure on Ŝn using the Frobenius characteristic (see
[18, I-7])
sλ(X) = ChX(χ
λ) :=
1
n!
∑
σ∈Sn
χλ(σ) pct(σ)(X)
where pct(σ)(X) are the power functions, a particular type of symmetric functions (see
[18, ch. 1-2]) indexed by the cycle-type of a permutation. Write σ = σ1 . . . σC(σ) where
(σk)16k6C(σ) are the disjoint cycles of σ and C(σ) is the total number of cycles. Then,
the power functions can be expressed in terms of a family (p`(X))`>1 associated with the
lenght of a cycle
pct(σ)(X) =
C(σ)∏
k=1
p|σk|(X) =
∏
`>1
p`(X)
m`(σ)
with m`(σ) :=
∑
k>1 1{|σk|=`} and |σk| is the size of the cyle σk (the number of its elements).
We can thus write
ChX(χ) =
1
n!
∑
σ∈Sn
χ(σ)
∏
k>1
p`(X)
m`(σ)
in the same way as
Ls(χ) =
∑
n∈N∗
χ(n)
∏
p∈P
p−svp(n)
The point of importance is to notice that one can write the measure (9) as a measure
on Ŝn by writing, in the same vein as for the Plancherel measure
M
(n)
X,Y (χ) =
ChX(χ) ChY (χ)
hn[XY ]
The Frobenius characteristic ChX is a linear form on Ŝn and so is the evaluation χidn ;
the common points in all the precedent measures is thus (1) their writing as a product of
two linear forms and (2) the coefficients of each linear form that write as a product over
the considered structures (cycles or primes).
If one replaces the characters of Sn by characters of another finite group G whose
elements have a natural notion of decomposition into elementary structures (primes, cycles,
etc.), a natural analogue of these measures can hence be defined by means of a product of
two real linear forms on Ĝ of the form
PL1,L2(χ) :=
L1(χ)L2(χ)
Z(Ĝ) , Z(Ĝ) :=
∑
χ∈Ĝ
L1(χ)L2(χ)
Li(χ) ≡ Lz(χ) :=
∑
g∈G
χ(g)
∏
a∈C(g)
zm(a)a , i ∈ {1, 2} , z :=(za)a
(10)
where C(g) is a particular set characteristic of a certain decomposition of g ∈ G and the
za’s are real numbers.
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The measure (3) is clearly a particular case of (10), but it has only a one-dimensional
free parameter s ; from this perspective, it is more an analogue of the z-measure [8] or the
q-Plancherel measure [10, 16] than the Schur measure itself. We will come back on this
last point in section 4.
1.4. Plan. The plan of this article is the following : after some reminders on characters
of both Sn and Gq, we start by comparing random characters under the aforementioned
measures and show that they share a similarity of structure ; their evaluations can be
written by operators of dilation in both cases, acting on different spaces of square integrable
functions. We then study the asymptotic properties of χk under Ps,q and prove theorems
1.2 and 1.3. We moreover give the speed of this convergence in the Wasserstein distance
(lemma 3.2). We treat in section 3.4 the case of the uniform measure (8) that corresponds
to the limiting case of the L-measure P∞,q. Last, we treat in section 4 the case of the
analogue of the Schur measure on Ĝq. We conclude with several questions of interest,
extensions and future developments.
This article is the first of a series that investigates L-measures on sets of more general
characters such as Hecke characters and automorphic representations of GL(n).
1.5. Notations. We write a◦|b for “a divides b” and b|◦a for “b multiple of a”. We will
make a constant use of the multi-index notation xλ :=
∏
k>1 x
λk
k if x = (x1, x2, . . . ) and
λ = (λ1, λ2, . . . ). We also set λ! :=
∏
k>1 λk! for the multi-index factorial. Last, we set |λ| =∑
k>1 λk for a multi-index. The raising factorial is defined as x
↑n := x(x+ 1) · · · (x+n− 1)
for x ∈ C and n > 1.
We will note λ ` n for λ ∈ Yn. The Vandermonde determinant is denoted by aδ(x) :=
aδ(x1, . . . , xn) if δ ≡ δn = (n− 1, n− 2, . . . , 1, 0) and defined by
aδ(x) :=
∏
16i<j6n
(xi − xj)
For a Laurent series f in n variables, we write
[
xλ
]
(f) the coefficient of xλ, i.e.
[
xλ
]
(f) =∫
Un x
λf(x)dm(x) with dm(x) :=
∏
k>1
dxk
2ipixk
and U the unit circle if this last integral con-
verges.
The Euler’s totient function is denoted by ϕ and defined for all n > 1 by
ϕ(n) := n
∏
p◦|n
(
1− 1
p
)
Here, the product is on the set of prime numbers P . Every integer n ∈ N∗ decomposes
into a product of primes according to
n =
∏
p∈P
pvp(n)
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where vp(n) is the p-adic valuation of n. For a sequence of complex numbers (ap)p∈P such
that |ap| 6 1, one has the formula, for all s ∈ {Re > 1}∏
p∈P
(
1− p−sap
)−1
=
∑
n>1
1
ns
∏
p∈P
avp(n)p (11)
In particular, for a character χ ∈ Ĝq, using the prime factor decomposition and the
morphism property of χ, we get the well known Euler formula∏
p∈P
(
1− p−sχ(p))−1 = ∑
n>1
1
ns
∏
p∈P
χ(p)vp(n) =
∑
n>1
1
ns
χ(n) (12)
Note that as χ(p) = 0 if p◦|q, the product on the LHS of the last formula is in fact on
the set of primes that do not divide q.
Last, we set 1(n) := 1{n>1} and we define the multiplicative convolution ∗ of two se-
quences (an)n>1 and (bn)n>1 by
a ∗ b(n) :=
∑
k,`>1
akb`1{k`=n} =
∑
`◦|n
a`bn/` =
∑
`◦|n
an/`b`
In particular, we note a∗k(n) := a ∗ · · · ∗ a(n) (k times). We moreover recall that
Dirichlet series have the following morphism property for the multiplicative convolution,
for z ∈ {Re > 1} and provided that the following series converge∑
n>1
a ∗ b(n)
nz
=
∑
n>1
a(n)
nz
∑
m>1
b(m)
mz
(13)
2. From Ŝn to Ĝq
2.1. Reminders on the irreducible characters of Sn. Let χλ ∈ Ŝn be the irreducible
character associated to λ ` n. For σ ∈ Sn, the value of χλ(σ) only depends on the
cycle type µ := ct(σ) ` n. We denote this value by χλµ. The canonical evaluation on
the probability space (Yn,P`n) thus becomes χµ : λ 7→ χλµ . A classical formula for the
evaluation of χλµ is given by [18, ch. I-7 (7.7)]
χλµ = 〈sλ, pµ〉 (14)
Here, pµ is the power function, and the scalar product can be realised as the classical L2
scalar product for the Haar measure of the unitary group. One has also the following
Lemma 2.1 ([18], (7.8) p. 114). Write
[
xλ
]
(f) for the coefficient of xλ :=
∏
k>1 x
λk
k in the
Laurent series f in n variables, i.e.
[
xλ
]
(f) =
∫
Un x
λf(x)dm(x) with dm(x) :=
∏
k>1
dxk
2ipixk
and U the unit circle. Then
χλµ =
[
xλ+δ
]
(pµaδ) =
∫
Un
xλ+δpµ(x)aδ(x)dm(x)
For the reader’s benefit, we remind the proof of this result.
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Proof. Using equation (14) and the fact that (sλ)λ is an orthonormal basis, one has
pµ =
∑
λ`n
〈sλ, pµ〉sλ =
∑
λ`n
χλµsλ
One has moreover (see e.g. [18]) sλ = aλ+δ/aδ, hence pµaδ =
∑
λ`n χ
λ
µaλ+δ and in
particular, [
xλ+δ
]
(pµaδ) =
∑
ν`n
χνµ
[
xλ+δ
]
(aν+δ)
It thus remains to prove that
[
xλ+δ
]
(aν+δ) = 1{λ=ν}. But one has[
xλ+δ
]
(aν+δ) =
∫
Un
xλ+δaν+δ(x)dm(x)
=
∑
σ∈Sn
ε(σ)
∫
Un
xλ+δxσ(ν+δ)dm(x)
=
∑
σ∈Sn
ε(σ)1{λ+δ=σ(ν+δ)}
= 1{λ=ν}
since the only permutation allowing to have λ+ δ = σ(ν + δ) is the identity, the partitions
λ+ δ and ν + δ having strictly increasing parts. 
2.2. Moments of characters under the Plancherel measure.
Lemma 2.2 (Structure of character evaluations). Let dm(z) :=
∏
k>1
dzk
2ipizk
. For f, g ∈
L2(U,m) ≡ L2(m), define the scalar product
〈f, g〉L2(Un) :=
∫
Un
f(z)g(z)dm(z) =
∫
[0,1]n
f
(
e2ipiθ1 , . . . , e2ipiθn
)
g(e2ipiθ1 , . . . , e2ipiθn) dθ1 . . . dθn
For all µ ` n and x ∈ U, set
fµ(x) := pµ(x)aδ(x)
We define the operator of anti-dilatation by
δ˜xg(u) := g(x1u1, x2u2, . . . , xnun)
and the following operator
Lµ :=
∫
Un
fµ(x)δ˜x dm(x) : g ∈ L2(m) 7→
∫
Un
fµ(x)g(x ·) dm(x) ∈ L2(m)
Using the fact that fµ ∈ L2(m) (as fµ is a polynomial) and the Cauchy-Schwarz inequal-
ity, it is easily proven that Lµg ∈ L2(m) if g ∈ L2(m).
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Last, set
Rn(x) :=
∑
λ`n
xλ
hn(x) := L1nRn
Then, we have
E(n)P`
(
χkµχν
`
)
=
〈Lkµhn,L`νhn〉L2(Un)
〈hn, hn〉L2(Un) (15)
Proof. For k > 1 and µ ` n, one has
E(n)P`
(
|χµ|2k
)
=
1
n!
∑
λ`n
d2λ
(
χλµ
)2k
=
1
n!
∑
λ`n
〈sλ, p1n〉2〈sλ, pµ〉2k
=
1
n!
∑
λ`n
∫
Un
xλ+δp1n(x)aδ(x)dm(x)
∫
Un
yλ+δp1n(y)aδ(y)dm(y)×
k+1∏
`=2
∫
Un
xλ+δ` pµ(x`)aδ(x`)dm(x`)
∫
Un
yλ+δ` pµ(y`)aδ(y`)dm(y`)
=
1
n!
∫
(Un)2(k+1)
(∑
λ`n
k+1∏
`=1
xλ+δ` y
λ+δ
`
)
p1n(x1)aδ(x1)p1n(y1)aδ(y1)×
k+1∏
`=2
pµ(x`)aδ(x`)pµ(y`)aδ(y`)
k+1∏
`=1
dm(x`)dm(y`)
Denote x := (x1, . . . , xk+1) and y := (y1, . . . , yk+1). Last, set
Kn(x,y) :=
∑
λ`n
∏
`>1
xλ+δ`
∏
`>1
yλ+δ` (16)
In this last formula, the variables can have a different size. For instance, one can define
Kn(x, y) :=
∑
λ`n
(∏
`>1
xλ+δ`
)
yλ+δ
Then, one has
E(n)P`
(
|χµ|2k
)
=
1
n!
∫
(Un)2(k+1)
Kn(x,y) f1n⊗f⊗kµ (x) · f1n⊗f⊗kµ (y) dm⊗k+1(x)dm⊗k+1(y)
Using the formula ∫
Un
zλ+δzν+δ dm(z) = 1{λ=ν}
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one can check that Kn is autoreproducing with respect to m, i.e.
〈Kn(x, ·), Kn(y, ·)〉L2(m) :=
∫
Un
Kn(x, z)Kn(y, z) dm(z) = Kn(x,y)
Writing dm(x) for dm⊗k+1(x) to simplify the notation, one thus has
E(n)P`
(
|χµ|2k
)
=
1
n!
∫
(Un)2k+3
Kn(x, z)Kn(y, z) dm(z) f1n⊗f⊗kµ (x) · f1n⊗f⊗kµ (y) dm(x)dm(y)
=
1
n!
∫
Un
(∫
(Un)k+1
Kn(x, z) f1n⊗f⊗kµ (x) dm(x)
)
×
=
(∫
(Un)k+1
Kn(y, z) f1n⊗f⊗kµ (y) dm(y)
)
dm(z)
=
1
n!
∫
Un
∣∣∣∣∫
(Un)k+1
Kn(x, z) f1n⊗f⊗kµ (x) dm(x)
∣∣∣∣2 dm(z)
We define the coordinatewise product of two vectors x = (x1, . . . , xk) and y = (y1, . . . , yk)
by xy := (y1x1, . . . , ykxk). One can thus write
Kn(x, y) :=
∑
λ`n
(⊙
`>1x`
)λ+δ
yλ+δ =
∑
λ`n
(
y
⊙
`>1x`
)λ+δ
Using the function Rn, we have Kn(x, y) = Rn(x y). Then, for all z ∈ Un,
L1nRn(z) =
∫
Un
f1n(x)Rn(x z) dm(x)
LµL1nRn(z) =
∫
(Un)2
f1n(x1)fµ(x2)Rn(x2  x1  z) dm(x1)dm(x2)
By induction and using m in place of m⊗k, one has
LkµL1nRn(z) =
∫
(Un)k+1
f1n(x1)
k+1∏
`=2
fµ(x`)Rn(x1  . . . xk+1  z) dm(x1, . . . , xk+1)
=
∫
(Un)k+1
f1n(x1)
k+1∏
`=2
fµ(x`)Kn( (x1, . . . , xk+1), z) dm(x1, . . . , xk+1)
=
∫
(Un)k+1
Kn(x, z) f1n ⊗ f⊗kµ (x) dm(x)
Finally, one gets
E(n)P`
(
|χµ|2k
)
=
1
n!
∫
Un
∣∣LkµL1nRn(z)∣∣2 dm(z) = 1n!
∫
Un
∣∣Lkµhn(z)∣∣2 dm(z)
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Setting k = 0 in the last formula shows that n! =
∑
λ`n d
2
λ =
∫
Un |hn(z)|2 dm(z), hence
E(n)P`
(
|χµ|2k
)
=
∫
Un
∣∣Lkµhn(z)∣∣2 dm(z)∫
Un |hn(z)|2 dm(z)
=
∣∣∣∣Lkµhn∣∣∣∣2L2(Un)
||hn||2L2(Un)
(17)
By polarisation,
E(n)P`
(
(χµ)
k(χν)
`
)
=
∫
Un Lkµhn(z)L`νhn(z)dm(z)∫
Un |hn(z)|2 dm(z)
=
〈Lkµhn,L`νhn〉L2(Un)
||hn||2L2(Un)
(18)

Remark 2.3. The Kerov Central Limit Theorem concerns the Gaussian fluctuations of
χ̂(k,1n−k) := χ(k,1n−k)/χ1n when n → ∞ under P`(n) (see [14]). As we have the law of the
couple (χ(k,1n−k), χ1n) with (15), we also have the law of χ(k,1n−k)/χ1n . Nevertheless, the
scalar product in (15) involves n integrals, and passing to the limit in this expression is
not straightforward. This problem will not occur in the case of the L-measure.
2.3. Reminders on Dirichlet characters. The content of this section is recalled for
self-completeness and is likely to be well-known (see e.g. [15, ch. 5] and references cited
or [25, 28]). A character of a group G is a group homomorphism χ : G → C×, namely
χ(gh−1) = χ(g)χ(h)−1 for all g, h ∈ G. The set Ĝ of characters of G forms a group
once endowed with the pointwise multiplication χ1 · χ2(g) := χ1(g)χ2(g) and the inverse
χ−1(g) := χ(g)−1. If G is a finite group of cardinal n, all characters take values in the
group of n-th roots of unity
Un := {z ∈ C / zn = 1}
as gn = 1G for all g ∈ G and χ is a group morphism. In this case, the inverse of χ is given
by its complex conjugate, i.e. χ−1 = χ. In particular, a character here defined corresponds
to a particular character of a dimension one representation of a group.
The main property of characters of finite abelian groups is
Theorem 2.4 (Orthogonality, [15, 28]). Let G be a finite abelian group. Then, a basis of
the space CG of C-valued functions on G is given by the set of characters Ĝ that form an
orthonormal basis of CG with respect to the scalar product 〈·, ·〉 defined by
〈f1, f2〉 := 1|G|
∑
g∈G
f1(g)f2(g) (19)
One has moreover |G| = |Ĝ|. Last, setting χg(f) := f(g) for the canonical evaluation
on G, one has the dual orthogonality relation
1
|Ĝ|
∑
η∈Ĝ
χg(η)χh(η) = 1{g=h} (20)
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The property (20) uses (19) and the orthogonal basis expansion of the function 1{g} :
h 7→ 1{g=h}.
We denote by Gq the group (Z/qZ)×, and, with a slight abuse of notation, the set of
Dirichlet characters by Ĝq. As recalled in the introduction, this is the set of characters of
Gq that are extended by periodicity to Z. The second orthogonality relation (20) becomes
thus
1
|Ĝq|
∑
η∈Ĝ
χk(η)χ`(η) = 1{k≡`(mod q)} (21)
As a Dirichlet character can take the value 0, we define the abstract symbol ∂ such that
χ(n) = eiθχ(n), ei∂ := 0 (22)
that allows to define the angle θχ : Z→ Z ∪ {∂} of a Dirichlet character χ .
Example 2.5. A classical Dirichlet character is given by the Legendre symbol
(
a
p
)
which
is a Dirichlet character modulo p. Define sq : x 7→ x2 and let sq(Z/pZ) be the set of squares
in (Z/pZ)×. Then, (
a
p
)
= 1{a∈ sq(Z/pZ)} − 1{a /∈ sq(Z/pZ)} ∈ {−1, 0, 1}
Such a function is an analogue on (Z/pZ)× of the sign function defined by sgn : x ∈
R 7→ 1{x∈ sq(R×)} − 1{x /∈ sq(R×)} ∈ {−1, 0, 1}.
Remark 2.6. The prime factor decomposition q =
∏
p∈P p
vp(q) and the chinese remainder
theorem (Z/qZ)× ' ∏p◦|q(Z/pvp(q)Z)× could allow to consider the sole case where q is an
integer power of a prime number.
Associated to a Dirichlet character χ is the L-function defined for s ∈ {Re > 1} by (2).
One can extend the definition to s ∈ {1/2 6 Re 6 1} by means of a functional equation
(see e.g. [28]). Equation (2) defines the linear form on Ĝq given by
Ls :=
∑
n>1
1
ns
χn
When Ĝq is endowed with a probability measure, these linear forms become random
variables that we call for the sake of simplicity L-random variables.
2.4. Moments of characters under the L-measure. In view of (15), a natural question
concerns now the properties of the evaluations on (Ĝq,Ps,q). The following lemma shows
that the same type of structure occurs.
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Lemma 2.7 (Structure of evaluations and L-random variables). For t ∈ {Re > 1}, define
the operators
Dn : f ∈ L2([0, 1]) 7→ f(n ·) ∈ L2([0, 1])
Lt :=
∑
n>1
1
nt
Dn
We recall that the polylogarithm function Lis is defined for s ∈ {Re > 1} and |z| 6 1 by
Lis(z) :=
∑
n>1
zn
ns
Define moreover
µq :=
1
q
q∑
k=1
δk/q
〈f, g〉L2(µq) :=
1
q
q∑
k=1
f(k/q) g(k/q)
fs := Lse = Lis ◦ e, e(θ) := e2ipiθ
Then, one has for all s, t, v ∈ {Re > 1} and for all x, y ∈ R
Es,q
(
exχk+yχ`
)
=
〈exDkfs, eyD`fs〉L2(µq)
〈fs, fs〉L2(µq)
Es,q
(
exLt+yLv
)
=
〈exLtfs, eyLvfs〉L2(µq)
〈fs, fs〉L2(µq)
(23)
Proof. We only treat the case of L-random variables, the case of evaluations being identical.
For k > 0, we have
Es,q
(
|Lt|2k
)
=
1
Zs,q
∑
χ∈Ĝq
|Ls(χ)|2 |Lt(χ)|2k
=
1
Zs,q
∑
χ∈Ĝq
∑
m,n>1
χ(n)χ(m)
nsms
∑
m1,...,mk>1
n1,...,nk>1
k∏
`=1
χ(n`)χ(m`)
nt`m
t
`
=
1
Zs,q
∑
m,m1,...,mk>1
n,n1,...,nk>1
1
nsms
k∏
`=1
1
nt`m
t
`
∑
χ∈Ĝq
χ
(
n
k∏
`=1
n`
)
χ
(
m
k∏
`=1
m`
)
using the multiplicativity of characters. The orthogonality relation (19) gives then
Es,q
(
|Lt|2k
)
=
ϕ(q)
Zs,q
∑
m,m1,...,mk>1
n,n1,...,nk>1
1
nsms
k∏
`=1
1
nt`m
t
`
1{nn1···nk≡mm1···mk(mod q)}
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Recall the well known equality
1{a∈qZ} =
1
q
q∑
k=1
e2ipiak/q =
∫ 1
0
e2ipiaθµq(dθ), µq :=
1
q
q∑
k=1
δk/q
It implies
Es,q
(
|Lt|2k
)
=
ϕ(q)
Zs,q
∑
m,m1,...,mk>1
n,n1,...,nk>1
1
nsms
k∏
`=1
1
nt`m
t
`
∫ 1
0
e2ipiθ(nn1···nk−mm1···mk)µq(dθ)
=
ϕ(q)
Zs,q
∫ 1
0
∑
n,n1,...,nk>1
e2ipiθnn1···nk
ns (n1 · · ·nk)t
∑
m,m1,...,mk>1
e−2ipiθmm1···mk
ms (m1 · · ·mk)t
µq(dθ)
=
ϕ(q)
Zs,q
∫ 1
0
∣∣∣∣∣ ∑
n,n1,...,nk>1
e2ipiθnn1···nk
ns (n1 · · ·nk)t
∣∣∣∣∣
2
µq(dθ)
Here, we have used the Fubini theorem relative to sums and integrals which is justified
by the absolute convergence of the sums for s, t ∈ {Re > 1}.
Using e : θ 7→ e2ipiθ and Dne(θ) := e(nθ), one can thus write
Es,q
(
|Lt|2k
)
=
ϕ(q)
Zs,q
∣∣∣∣∣
∣∣∣∣∣ ∑
n,n1,...,nk>1
Dnn1···nke
ns (n1 · · ·nk)t
∣∣∣∣∣
∣∣∣∣∣
2
L2(µq)
Since Dmn = DmDn = DnDm, one can write
Es,q
(
|Lt|2k
)
=
ϕ(q)
Zs,q
∣∣∣∣∣∣
∣∣∣∣∣∣
(∑
n>1
1
nt
Dn
)k∑
n>1
1
ns
Dne
∣∣∣∣∣∣
∣∣∣∣∣∣
2
L2(µq)
=
ϕ(q)
Zs,q
∣∣∣∣LktLse∣∣∣∣2L2(µq)
Setting k = 0, one finds that ||Lse||2L2(µq) = Zs,q/ϕ(q) and using fs,q := Lse/ ||Lse||L2(µq),
one thus has
Es,q
(
|Lt|2k
)
=
∣∣∣∣LktLse∣∣∣∣2L2(µq)
||Lse||2L2(µq)
=
∣∣∣∣Lkt fs,q∣∣∣∣2L2(µq) (24)
Moreover, one has
Zs,q
ϕ(q)
Es,q
(
|Lt|2k
)
=
∑
m,m1,...,mk>1
n,n1,...,nk>1
1
nsms
k∏
`=1
1
nt`m
t
`
1{nn1···nk≡mm1···mk(mod q)}
6
∑
m,m1,...,mk>1
n,n1,...,nk>1
1
nsms
k∏
`=1
1
nt`m
t
`
=
∣∣ζ(s)ζ(t)k∣∣2
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so
∑
k>0 Es,q
(
|Lt|2k
)
ρk/k! < ∞ for all ρ ∈ R+. By polarisation and generating series in
x, y, one thus finds the result. 
Remark 2.8. The auto-reproducing kernel equivalent to (16) is here
K(n1, . . . , nk ; m1, . . . ,mk) :=
∑
χ∈Ĝq
k∏
`=1
χ(n`)
k∏
`=1
χ(m`) = ϕ(q)1{n1···nk≡m1···mk(mod q)}
It is autoreproduced for L2(µq) in the sense that
K(n1, . . . , nk ; m1, . . . ,mk) = 〈K(n1, . . . , nk ; q·), K(m1, . . . ,mk ; q·)〉L2(µq)
since we defined µq = q−1
∑q
k=1 δk/q in place of µq = q
−1∑q
k=1 δk (hence the multiplication
by q). The autoreproduction is a consequence of the fact that |χ(a)|2 = 1 for all a ∈ J1, qK.
3. Fluctuations when q → +∞
3.1. Evaluations. We now prove theorem 1.2.
Proof. We use the method of moments. We have
Es,q
(
χkmχ
`
m
)
=
〈Dkmfs, D`mfs〉L2(µq)
〈fs, fs〉L2(µq)
, fs := Lis ◦ e
Each term of the ratio has the same form. It is thus enough to prove the convergence of
the numerator when q → +∞. As
〈Dkmfs, D`mfs〉L2(µq) =
∫
fs
(
e2ipim
kθ
)
fs
(
e2ipim`θ
)
µq(dθ) =:
1
q
q∑
j=1
g(k,`)m,s
(
j
q
)
we have a Riemann sum, thus, it is enough to show that the function θ 7→ g(k,`)m,s (θ) is
continuous and integrable on (0, 1) to get the convergence. This fact is clear, given the
form of the function fs = Lis◦e (bounded by |ζ(s)| on [0, 1]), hence the result :∫ 1
0
g(k,`)m,s (θ)dµq(θ) −−−−→
q→+∞
∫ 1
0
g(k,`)m,s (θ)dθ (25)
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We now identify the limit. Set µ∞(dθ) = 1{06θ61}dθ. Then,
〈Dkmfs, D`mfs〉L2(µ∞) =
∫ 1
0
fs(e
2ipimkθ)fs
(
e2ipim`θ
)
dθ
=
∑
n1,n2>1
1
(n1n2)s
1{n1mk=n2m`}
= mksm`s
∑
n1,n2>1
1
(n1mkn2m`)s
1{n1mk=n2m`}
= mksm`s
∑
n1>1
1
(n1mk)2s
∑
n2>1
1{n1mk=n2m`}
= m−ksm`s
∑
n>1
1
n2s
1{m`◦|mkn}
Note that the case k = ` = 0 gives 〈fs, fs〉L2(µ∞) = ζ(2s).
Now, 〈Dkmfs, D`mfs〉L2(µ∞) = m(`−k)s
∑
n>1
1
n2s
1{m`◦|mkn}
= m(`−k)s
∑
n>1
1
n2s
(
1{`6k} + 1{`>k,m`−k◦|n}
)
= 1{`6k}
1
m(k−`)s
ζ(2s) + 1{`>k}m(`−k)s
∑
n>1
1
n2s
1{m`−k◦|n}
= 1{`6k}
1
m(k−`)s
ζ(2s) + 1{`>k}m(`−k)s
∑
d>1
1
(dm`−k)2s
= 1{`6k}
1
m(k−`)s
ζ(2s) + 1{`>k}
1
m(`−k)s
ζ(2s)
=
1
m|`−k|s
ζ(2s)
Thus, writing Es,∞(·) for the limiting measure, we get
Es,∞
(
χkmχ
`
m
)
=
〈Dkmfs, D`mfs〉L2(µ∞)
〈fs, fs〉L2(µ∞)
= e−s log(m)|k−`|
The symmetric stable random variable St(α) of parameter α ∈ (0, 2] is defined for all
x ∈ R by
E
(
eix St(α)
)
= e−|x|
α
In the particular case of α = 1, St(1) = C, a Cauchy-distributed random variable whose
Lebesgue-density is given by P(C ∈ dx) = 1
1+x2
dx
pi
. Thus,
Es,∞
(
χkmχ
`
m
)
= E
(
ei(k−`)s log(m)C
)
hence the result. 
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Remark 3.1. It is enough to prove the convergence (25) on rational functions of the disk
of the type z 7→ ∏mk=1 1zj−xk for 0 < xk < 1. Indeed, one has the following integral
representation of the polylogarithm
Lis(z) =
∑
n>1
zn
ns
=
∑
n>1
zn
1
Γ(s)
∫
R+
e−ntts
dt
t
=
1
Γ(s)
∫
R+
∑
n>1
zne−ntts
dt
t
=
1
Γ(s)
∫
R+
ze−t
1− ze−t t
sdt
t
as |z| = 1 and e−t < 1 for t > 0. Using the Fubini theorem, it is thus enough to prove∫
U
zk1
1− zk1e−t1
z−k2
1− z−k2e−t2 µq
(
d∗z
z
)
−−−−→
q→+∞
∫
U
zk1
1− zk1e−t1
z−k2
1− z−k2e−t2
d∗z
z
which is clear. As we have moreover
∫
U
zk1
1− zk1e−t1
z−k2
1− z−k2e−t2
d∗z
z
=
∑
r,`>0
e−(rt1+`t2)
∫
U
zk1(r+1)−k2(`+1)
d∗z
z
= et1+t2
∑
r,`>1
e−(rt1+`t2)1{k1r=k2`}
we end up with the following equality that can be proven with a direct computation∫
R2+
∑
`1,`2>1
e−(`1t1+`2t2)1{km`1=kr`2} t
s
1
dt1
t1
ts2
dt2
t2
= Γ(s)ks|m−r|
3.2. Joint evaluations. We now prove theorem 1.3.
Proof. Set κ :=
∏`
j=1 p
kj
j and ρ :=
∏`
j=1 p
rj
j for (kj)j and (rj)j integers. Then,
Eq,s
(∏`
j=1
χkjpjχ
rj
pj
)
= Eq,s
(
χκχρ
) −−−−→
q→+∞
1
ζ(s)
∑
n1,n2>1
1
(n1n2)s
1{κn1=ρn2}
Now, recalling that a+ := max(a, 0), define
N1 :=
∏`
j=1
p
(kj−rj)+
j , N2 :=
∏`
j=1
p
(rj−kj)+
j
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so that {κn1 = ρn2} = {N1n1 = N2n2} and gcd(N1, N2) = 1. We have∑
n1,n2>1
1
(n1n2)s
1{N1n1=N2n2} = (N1N2)
s
∑
n1>1
1
(n1N1)2s
1{N2◦|n1N1}
= (N1N2)
s
∑
n1>1
1
(n1N1)2s
1{N2◦|n1} as gcd(N1, N2) = 1
= (N1N2)
s
∑
n>1
1
(N2nN1)2s
=
ζ(s)
(N1N2)s
= ζ(s)
∏`
j=1
p
−s[(kj−rj)++(rj−kj)+]
j
= ζ(s)
∏`
j=1
p
−s|kj−rj |
j
hence the result. 
3.3. Speed of convergence in the Wasserstein metric. One can adapt the proof of
theorem 1.2 to get the speed of convergence in the Wasserstein distance.
Lemma 3.2 (Speed of convergence in the Wasserstein metric). For all bounded continuous
functions h : C→ R, we have
Es,q(h(χm)) = E
(
h
(
eis log(m)C
))
+O
(
ζ(s)2
ζ(2s)
||h||∞
qs
)
(26)
Proof. We have
〈Dkmfs, D`mfs〉L2(µq) =
∑
n1,n2>1
1
(n1n2)s
1{n1mk≡n2m`(mod q)}
=
∑
n1,n2>1
1
(n1n2)s
∑
q∈Z
1{n1mk=n2m`+rq}
=
∑
n1,n2>1
1
(n1n2)s
1{n1mk=n2m`}
+ms(k+`)
∑
q∈Z∗
∑
n1,n2>1
1
(n1mkn2m`)s
1{n1mk=n2m`+rq}
=
ζ(2s)
ms|k−`|
+ms(k+`)
∑
r,n>1
(
1
(nmk(nmk + rq))s
+
1
(nm`(nm` + rq))s
)
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Thus,
0 6 〈Dkmfs, D`mfs〉L2(µq) −
ζ(2s)
ms|k−`|
6 ms(k+`)
∑
r,n>1
(
1
(nmkrq)s
+
1
(nm`rq)s
)
=
msk +ms`
qs
ζ(s)2
And the case k = ` = 0 gives
0 6 〈fs, fs〉L2(µq) − ζ(2s) = 2
∑
r,n>1
1
(n(n+ rq))s
6 2
qs
ζ(s)2
This implies
Es,q
(
χkmχm
`
)
=
〈Dkmfs, D`mfs〉L2(µq)
〈fs, fs〉L2(µq)
=
ζ(2s)
ms|k−`| +O
(
msk+ms`
qs
ζ(s)2
)
ζ(2s) +O
(
1
qs
ζ(s)2
)
= E
(
ei(k−`)s log(m)C
)
+O
(
msk +ms`
qs
ζ(s)2
ζ(2s)
)
Taking linear combinations on (k, `), we deduce that for all real polynomial P,Q, we get
Es,q(P (χm)Q(χm)) = E
(
P
(
eis log(m)C
)
Q
(
e−is log(m)C
))
+O
(
P (ms)Q(1) +Q(ms)P (1)
qs
ζ(s)2
ζ(2s)
)
The implicit constant in the O does not depend on any parameter. We can thus take a
sequence of polynomials that approximate bounded continuous functions f, g and get
Es,q(f(χm)g(χm)) = E
(
f
(
eis log(m)C
)
g
(
e−is log(m)C
))
+O
( ||f ||∞ ||g||∞
qs
ζ(s)2
ζ(2s)
)
We thus get the result. 
Remark 3.3. We also have the integral representation for k, ` > 0
〈Dkmfs, D`mfs〉L2(µq) =
ζ(2s)
ms|k−`|
+
∑
r,n>1
(
ms`
ns(nmk + rq)s
+
msk
ns(nm` + rq)s
)
=
ζ(2s)
ms|k−`|
+
∑
r,n>1
∫
R+
(
ms`
ns
e−t(nm
k+rq) +
msk
ns
e−t(nm
`+rq)
)
ts−1
dt
Γ(s)
=
ζ(2s)
ms|k−`|
+
1
qs
∫
R+
ms` Lis(e
−tmk/q) +msk Lis(e−tm
`/q)
1− e−t e
−tts−1
dt
Γ(s)
RANDOM DIRICHLET CHARACTERS 21
Using χm = χ−1m , this implies, for all k ∈ Z
Es,q
(
χkm
)
=
ζ(2s)
ζq(2s)
E
(
eiks log(m) C
)
+
1
qsζq(s)
∫
R+
m−s|k| Lis(e−tm
|k|/q) +ms|k| Lis(e−tm
−|k|/q)
1− e−t e
−tts−1
dt
Γ(s)
where ζq(s) := 〈fs, fs〉L2(µq) = ζ(2s) + 2
∑
r,n>1
1
(n(n+rq))s
.
This last representation, nevertheless, does not allow to extend analytically k 7→ Es,q
(
χkm
)
as the function k 7→ |k| is not analytic in 0.
Question 3.4. The results on the speed of convergence of the windings of the complex
Brownian motion as exposed in [23, 6] show a speed of convergence in O(t−1/2) in the total
variation distance. If we make the analogy between t and q, we should thus consider the
case s = 1/2. It is possible to give a meaning to the values of L-functions in such a number,
by means of a functional equation (see e.g. [28]). This raises the question of the behaviour
of random characters for s in this range of values.
3.4. The case s =∞ : the uniform measure.
3.4.1. Evaluations. Using the classical result
|Ls(χ)|2 =
∏
p∈P
∣∣∣∣1 + χ(p)ps
∣∣∣∣−2 −−−−→s→+∞ 1
we can conclude that
Ps,q(χ) =
|Ls(χ)|2∑
η∈Ĝq |Ls(η)|
2 −−−−→
s→+∞
1
ϕ(q)
= P∞,q(χ)
This is the uniform measure on Ĝq that assigns equal mass to any character. The
behaviour of the evaluations χk under this measure is given in theorem 1.5 that we recall
Theorem 1.5 The following convergence in law is satisfied for all fixed integer k ∈ J2, qK
χk
L−−−−→
q→+∞
ei2piU , U ∼ U([0, 1])
Moreover, (χp)p∈P converges in law to a vector of independent random variables.
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Proof. An application of the method of moments and the second orthogonality relation
gives
E
(
χmk χ
`
k
)
=
1
ϕ(q)
∑
χ∈Ĝq
χ(k)mχ(k)
`
=
1
ϕ(q)
∑
χ∈Ĝq
χ(km)χ(k`)
= 1{km≡k`(mod q)}
−−−−→
q→+∞
1{km=k`} = 1{m=`} =
∫ 1
0
e2ipi(m−`)θdθ = E
(
e2ipi(m−`)U
)
For the independence, set n :=
∏
p∈P p
mp and n′ :=
∏
p∈P p
`p for (mp)p and (`p)p two
sequences of integers. Then,
E
(∏
p∈P
χmpp χ
`p
p
)
=
1
ϕ(q)
∑
χ∈Ĝq
χ(n)χ(n′) = 1{n≡n′(mod q)}
−−−−→
q→+∞
1{n=n′}=
∏
p∈P
1{mp=`p}=
∏
p∈P
E
(
e2ipi(mp−`p)U
)
which concludes the proof. 
We remark that this last convergence does not depend on k, as long as k does not vary
with q. This thus asks the
Question 3.5. Describe the phase transition between s <∞ and s =∞, i.e. can we find
s ≡ s(λ, q)→ +∞ when q → +∞ with a certain parameter λ ∈ R such that χk converges
in law to a non-trivial random variable eiΘ(λ,k) ?
The law of such a random variable eiΘ(λ,k) would interpolate between eis log(k)C and e2ipiU .
3.4.2. The Bohr-Jessen distribution. An interested question related with the uniform mea-
sure P∞,q is to compute the limiting distribution of Lt(χ), as a classical distribution will
appear at the limit :
Theorem 3.6 (Convergence in law of Lt(χ) under P∞,q). Define the Bohr-Jessen law for
α > 1 by
BJα L=
∏
p∈P
(
1− e
2ipiUp
pα
)−1
(27)
where (Up)p∈P is a sequence of i.i.d. uniform random variables on [0, 1]. Then, one has
under P∞,q
Lt(χ)
L−−−−→
q→+∞
BJt
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Proof. We have for all t > 1
E∞,q
(
|Lt(χ)|2k
)
=
∑
m1,...,mk>1
n1,...,nk>1
k∏
i=1
1
(nimi)t
1{∏ki=1 ni≡∏ki=1mi (mod q)}
−−−−→
q→+∞
∑
m1,...,mk>1
n1,...,nk>1
k∏
i=1
1
(nimi)t
1{∏ki=1 ni=∏ki=1mi} =
∑
n>1
(
1∗k(n)
nt
)2
hence the convergence in law. To identify the limit, we use
1∗k(n) =
∏
p∈P
fk(vp(n)), fk(m) :=
k↑m
m!
which is a consequence of the identities, valid for all z ∈ {Re > 1}
∑
n>1
1∗k(n)
nz
(13)
=
(∑
n>1
1
nz
)k
(11)
=
∏
p∈P
(
1− p−z)−k = ∏
p∈P
∑
mp>0
k↑mp
mp!
p−mpz
(13)
=
∑
n>1
1
nz
∏
p∈P
k↑vp(n)
vp(n)!
We can thus write
∑
n>1
(
1∗k(n)
nt
)2
=
∑
n>1
1
n2t
(∏
p∈P
fk(vp(n))
)2
=
∏
p∈P
∑
mp>0
fk(mp)
2p−2mpt using (13)
=
∏
p∈P
∫ 1
0
∣∣∣∣∣∑
m>0
fk(m)p
−mte2ipimu
∣∣∣∣∣
2
du (Parseval formula)
=
∏
p∈P
E
(∣∣1− p−te2ipiU ∣∣−2k) = E(|BJt|2k)
which concludes the proof. 
Remark 3.7. The Bohr-Jessen distribution (27) appeared in [7] when considering the limit-
ing distribution of the random variable ζ(α+iTU) = Lα+iTU(1) for α > 1/2 and T → +∞.
When α > 1, this is the method of moments that is used. The behaviour inside the strip
1/2 < α < 1 is studied by means of an approximate functional equation (see [7, II.]).
Remark 3.8. To compute the speed of convergence of the moments, one writes
E∞,q
(
|Lt(χ)|2k
)
=
∑
m,n>1
1∗k(n)1∗k(m)
(mn)t
1{m≡n (mod q)}
= E
(
|BJt|2k
)
+ 2
∑
n,`>1
1∗k(n+ q`)1∗k(n)
(n+ q`)tnt
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To pursue, one needs an equivalent of 1∗k(n) when n → +∞. For k = 2, we have
1∗2(n) = d(n) :=
∑
d◦|n 1, the number of divisors of n. It is known that d(n) = oε(n
ε) for
all ε > 0, hence the speed of convergence
E∞,q
(|Lt(χ)|2) = E(|BJt|2)+Oε,t( 1
qt−ε
)
4. Another type of L-measure
As seen in the introduction, the general analogue of the Frobenius characteristic
ChX(χ) =
1
n!
∑
σ∈Sn
χ(σ)
∏
k>1
p`(X)
m`(σ)
is
La(χ) :=
∑
n∈N∗
χ(n)
∏
p∈P
avp(n)p
where (ap)p∈P is a sequence of real numbers satisfying 0 < ap < 1 and
∏
p∈P |1− ap|−1 <∞.
We thus define the the measure
Pa;q(χ) :=
|La(χ)|2
Z(a)
, Z(a) :=
∑
χ∈Ĝq
|La(χ)|2 (28)
These last functions may seem more general, but they do not enjoy, in their full generality,
the same properties as the L-function, for instance a functional equation that allows to
extend them analytically ; hence, in a certain way, the L-measures defined in 3 are more
general. For a certain choice of parameters (ap)p, though, one can get L-functions of twisted
characters (see e.g. [25, 28]).
A more general definition with for instance Lb(χ) :=
∑
n χ(n)bn with
∑
n |bn| < ∞ is
also possible, but the limiting evaluations will not be independent ; in the case of (28), we
indeed have the
Theorem 4.1. Let ` > 1 and (pj)16j6` be fixed prime numbers. Then, under Pa;q, we have
the following convergence in distribution
(χp1 , . . . ,χp`)
L−−−−→
q→+∞
(
ei log(ap1 ) C1 , . . . , ei log(ap` ) C`
)
where (C1, . . . , C`) are independent Cauchy-distributed random variables.
Proof. Set κ :=
∏`
j=1 p
kj
j and ρ :=
∏`
j=1 p
rj
j for (kj)j and (rj)j integers. Then, using
the second orthogonality relation, the multiplicativity of characters and the property
vp(n1n2) = vp(n1) + vp(n2) we get
Ea;s
(∏`
j=1
χkjpjχ
rj
pj
)
= Ea;s
(
χκχρ
) −−−−→
q→+∞
1
Z(a)
∑
n1,n2>1
∏
p∈P
avp(n1n2)p 1{κn1=ρn2}
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DefineN1 :=
∏`
j=1 p
(kj−rj)+
j andN2 :=
∏`
j=1 p
(rj−kj)+
j so that {κn1 = ρn2} = {N1n1 = N2n2}
and gcd(N1, N2) = 1. We have∑
n1,n2>1
∏
p∈P
avp(n1n2)p 1{N1n1=N2n2} =
∏
p∈P
a−vp(N1N2)p
∑
n1>1
∏
p∈P
a2vp(N1n1)p 1{N2◦|n1N1}
=
∏
p∈P
a−vp(N1N2)p
∑
n1>1
∏
p∈P
a2vp(N1n1)p 1{N2◦|n1} as gcd(N1, N2) = 1
=
∏
p∈P
a−vp(N1N2)p
∑
n>1
∏
p∈P
a2vp(N1nN2)p = Z(a)
∏
p∈P
avp(N1N2)p
= Z(a)
∏`
j=1
a(kj−rj)++(rj−kj)+pj
= Z(a)
∏`
j=1
a|kj−rj |pj
hence the result. 
5. Conclusion and perspectives
The probabilistic fluctuations that we have addressed in this article are amongst the most
natural questions when one is concerned with a particular model of random variables. In the
case of random Dirichlet characters, though, several open questions deserve to be tackled,
for instance the phase transition when s depends on q (question 3.5) or the extension of the
range of s (question 3.4), not to mention the extension to other types of characters such as
characters of function fields, Hecke characters or higher-dimensional representations. One
can also restrict the framework to primitive characters only.
Other probabilistic questions of interest concern the large deviations of θχ(p) or its mod-
Cauchy convergence (see e.g. [9]) a rescaling of a diverging Fourier transform. In the case
of the windings of the complex Brownian motion Zt = RteiΘt , one has, locally uniformly
in u ∈ R (see [4])
E
(
eiuΘt
)
E
(
eiu log(
√
t)C) −−−−→t→+∞ ΦΘ(u) := 2−|u|/2 Γ(1 + |u| /2)Γ(1 + |u|) (29)
This result implies the convergence in law towards the Cauchy distribution, and is related
with a second-order type of convergence in distribution (see [3]). In the case of θχ(p), one
needs to “rescale” by a diverging factor σ(q) ∈ N and look for a convergence of the form
Eq,s
(
χ
kσ(q)
p
)
E(eikσ(q)C)
−−−−→
q→+∞
Φs,χp(k)
A last probabilistic question concerns a Markovian coupling in q of the considered random
variables. On the symmetric group Sn, such a coupling exists for the Schur measure and
is related with the notion of induction of a representation (or Pieri rule, see e.g. [17]). In
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the case of Gq, one can consider q = pν for p ∈ P and ν that varies in N to look for such
an inductive coupling.
We will tackle these questions in subsequent publications.
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