We analyze the free energy and construct the Gibbs-KMS states for a class of quantum lattice systems, at low temperature and when the interactions are almost diagonal, in a suitable basis. The models we study may have continuous symmetries, our results however apply to intermediate temperatures where discrete symmetries are broken but continuous symmetries are not. Our results are based on quantum Pirogov-Sinai theory and a combination of high and low temperature expansions.
Introduction
In this paper we study the low temperature phase diagram for a class of quantum lattice systems. Starting with [PS, Sin] , Pirogov-Sinai theory has evolved [KP, Zah, BKL, BS, BI, BK] into a very powerful tool to study the pure phases, their coexistence and the first-order phase transitions in classical spin systems at low temperature. In recent years large part of the Pirogov-Sinai theory has been extended to quantum systems [Pir, BKU, DFF, DFFR, KU] , quantum spin systems as well as fermionic and bosonic lattice gases, and applied to a variety of models [FR, DFF2, GKU] to describe insulating phases associated with discrete symmetry breaking. Here we formulate the Pirogov-Sinai theory in terms of tangent functionals to the free energy. This allows to discuss the completeness of the phase diagram avoiding the difficulties associated with boundary conditions. We reformulate results of [BKU, DFF, DFFR, KU] in this framework, and extend the theory to a class of models where discrete symmetries are broken at intermediate temperatures. This applies in particular to some systems with continuous symmetries. For this, we consider the restricted ensembles introduced in [BKL] that are very useful to analyze phases which are associated to a family of configurations rather than to a single configuration.
The models that we consider have Hamiltonians, for finite volumes Λ, of the form
where V Λ is a classical Hamiltonian (i.e. diagonal in a suitable basis) and T Λ is a (usually small) quantum perturbation. In typical situations the suitable basis is the basis of occupation numbers of position operators. Electronic systems provide a large class of These two models illustrate some of the mechanisms arising from the competition between classical and quantum effects, where the system remains insulating and no continuous symmetry is broken. Our main result, Theorem 4.4, provides tools to describe the phase diagram of such models, in particular the coexistence of several phases and the associated first-order phase transitions.
The main technical ingredient in this paper is a combined low-temperature and hightemperature expansion for suitable contour models obtained using the perturbation theory developed in [DFFR] .
This paper is organized as follows. In Section 2 we describe the general formalism of quantum lattice systems and the perturbation theory of [DFFR] . Section 3 is devoted to the Pirogov-Sinai theory. In Section 4 we state the results of Pirogov-Sinai theory for quantum systems. The extended Hubbard model is discussed in Section 5 as an illustration. In Section 6 we prove our main result by studying a contour model and deriving the required bounds on the contours.
2. General framework of quantum lattice models 2.1. Basic set-up. We consider a quantum mechanical system on a ν-dimensional lattice Z ν , as considered, e.g., in [Rue, Isr, BR, Sim] . We will need a slight modification of the usual formalism in order to treat fermionic lattice gases [DFFR] and to accommodate the fact that fermionic creation and annihilation operators do not commute but anticommute. A quantum lattice system is defined by the following data:
(i) Hilbert space. For convenience we choose a total ordering (denoted by the symbol ) of the sites in Z ν . We choose the spiral order , depicted in Figure 1 for ν = 2, and an analogous ordering for ν ≥ 3. This ordering has the property that, for any finite set A, the set A := {z ∈ Z ν , z A} of lattice sites which are smaller than A, or belong to A, is finite. To each lattice site a ∈ Z ν is associated a finite-dimensional Hilbert space H a and, for any finite subset A = {a 1 ≺ · · · ≺ a n } ⊂ Z ν , the corresponding Hilbert space H A is given by the ordered tensor product H A = H a 1 ⊗ · · · ⊗ H an .
(2.1)
We further require that there be a Hilbert space isomorphism φ a : H a −→ H, for all a ∈ Z ν .
(ii) Field and observable algebras. For any finite subset A ⊂ Z ν an operator algebra F A , the field algebra, is given. The algebra F A is isomorphic to the algebra B(H A ) of bounded operators on H A , but in general F A = B(H A ), rather F A ⊂ B(H A ). The algebra F A is a * -algebra equipped with a C * -norm obtained from the operator norm on B(H A ). If A ⊂ B and a ≺ b, for all a ∈ A and all b ∈ B \ A, then there is a natural embedding of F A into F B : An operator K ∈ F A corresponds to the operator K ⊗ 1 H B\A in F B . In the following we denote by K both operators. For the infinite system the field algebra is the C * algebra given by
(2.2) (the limit being taken through a sequence of increasing subsets of Z ν , where increasing refers to the (spiral) ordering defined above). The algebras F A contain the observable algebras O A which have the same embedding properties as the field algebras and, moreover, satisfy the following commutativity condition:
For the infinite system the observable algebra O is given by
(2.4)
The group of space translations Z ν acts as a * -automorphism group {τ a } a∈Z ν on the algebras F and O, with
for any X ⊂ Z ν and a ∈ Z ν .
(iii) Interactions, dynamics and free energy An interaction H = {H A } is given: This is a map from the finite sets A ⊂ Z ν to self-adjoint operators H A in the observable algebra O A . We assume the interaction to be translation invariant or periodic, i.e., there is a lattice Γ ⊆ Z ν , with dimΓ = ν, such that τ a H A = H A+a , for all a ∈ Γ and all A ⊂ Z ν . We will consider finite range or exponentially decaying interactions. The norm of an interaction is defined as Here, we consider only periodic boundary conditions, i.e. Λ is the ν-dimensional torus (Z/LZ) ν , L being the size of Λ. In the sequel we will consider infinite volume limits; the notation lim ΛրZ ν will stand for lim L→∞ .
If H ∈ B r , the interaction H determines a one-parameter group of * -automorphisms, {α t } t∈R on F. These automorphisms are constructed as the limit (in the strong topology) of the automorphisms α Λ t given by for
The proof is standard (see e.g. [BR] ). Note that one makes crucial use of the commutativity condition (2.3).
For an interaction H and at inverse temperature β the partition function is defined as
the free energy f (H) is then
(2.9)
Existence of the limit is a well-known result, see [Isr, Sim] . Notice that f (H) is a concave function of the interaction H. 
(2.10)
For finite systems with periodic boundary conditions it is easy to check that the Gibbs state given by
satisfies the KMS condition, and in the sequel we will only consider KMS states w β which are obtained as infinite-volume limit of Gibbs states with periodic boundary conditions. The set of KMS states is convex, and w is called extremal if it cannot be written as linear combination of KMS states. The state w is clustering if with ξ > 0; here C K,L depends on K and L only. If we consider the free energy as a function of the interaction, KMS states at inverse temperature β are in one-to-one correspondence with tangent functionals to the free energy.
The free energy f is a concave function of the interaction H and a linear functional α on B r is said to be tangent to f at H if for all interaction K ∈ B r we have
To an invariant state w we associate a tangent functional α defined by
where A K = X∋0 |X| −1 K X (and similarly for periodic states). The results of Israel and Araki [Isr, Ara] show that if α is a tangent functional at H, then the invariant state w defined in (2.15) is a KMS state at temperature β and, conversely, for any KMS state at temperature β there is a unique tangent functional α. The identification of KMS states with tangent functionals will be very useful to describe the phase diagrams arising from Pirogov-Sinai theory.
Example. As an illustration of the general formalism we consider spin 1/2 fermions, as in the examples treated in this paper. The Hilbert space H a is isomorphic to C 4 . We denote c † aσ and c aσ the creation and annihilation operators of a particle at site a with spin σ ∈ {↑, ↓}. One can construct an explicit representation of the creation and annihilation operators as operators in B(H a ), see e.g. Section 4.2 in [DFFR] , but c aσ , c † aσ / ∈ B(H a ). 
The set Ω A of configurations in A is defined as the set of all assignments {j a } {a∈A} of an element j a ∈ I to each a. A configuration ω A is an element in Ω A . There is a one-to-one correspondence between basis vectors a∈A e a ja of H A and configurations on A:
a∈A e a ja ←→ ω A ≡ {j a } a∈A .
(2.18)
In the sequel we shall use the notation e ω A to denote the basis vector defined by the configuration ω A via the correspondence (2.18). Since a classical interaction V only depends on the numbers
we may view Φ A as a (real-valued) function on the set of configurations. Similarly the algebra C(E A ) may be viewed as the * -algebra of complex-valued functions on the set of configurations Ω A .
2.2.
Perturbation theory for interactions. The interactions we will study have the form H = V + λT where V is a classical interaction, T is a perturbation and λ a small parameter. A typical situation is the following: the classical part of the interaction has infinitely many ground states, i.e the number of ground states of the finite-volume Hamiltonian H Λ diverges as |Λ| → ∞, but the perturbation V lifts this degeneracy (completely or partially). This is usually easy to check this using standard perturbation theory for the finite-volume Hamiltonian V Λ +λT Λ . Standard perturbation theory however does not work in the thermodynamic limit, the norm of the error growing with |Λ| and other methods are required. Such methods have been developed in [DFFR] and applied in [FR, DFF2] (see also [KU] for an alternative approach). The idea is to construct an interactionH which is equivalent to H and which can be cast in the formH =Ṽ (λ) +T (λ) ,
(2.20)
where now the degeneracy of the ground states ofṼ is lifted andT (λ) is suitably small with respect toṼ (λ). Recall that two interactions H andH are equivalent if there exists a * -automorphism of the algebra O of local observables such that [DFFR] that if S r is small enough then the unitary equivalent HamiltoniansH Λ = U Λ HU −1 Λ define an interactionH ∈ Br for somer > 0 andH is equivalent to H.
We consider now an interaction of the form H = V + λT which satisfy the following conditions (P1) The interaction V is classical and of finite range. Moreover, we assume that V is given by a translation-invariant m-potential. This last condition means that we can assume (if necessary by passing to a physically equivalent interaction) that there exists at least one configuration ω minimizing all Φ 0X , i.e.,
for all X. For any m-potential, the set of all configurations for which Eq. (2.22) holds is the set of ground states of Φ 0 . (P2) The perturbation interaction T is in some space Banach space B r for some r > 0.
Since, by condition (P1), the ground states can be determined locally, there is a corresponding decomposition of the Hilbert space H A for all A:
where H low A is the subspace spanned by the ground states of V . We can decompose any operator K A ∈ H A according to their action on H low A and H high A :
(2.25) Accordingly we decompose any interaction T :
The following theorem shows that, for any integer n ≥ 1, it is possible to construct an interaction H (n) equivalent to H with the property that H (n) is block diagonal up to order n. Note that this is a constructive result and a algorithm is given in [DFFR] which allows to construct the unitary transformations U where V satisfies Condition (P1) and T satisfies Condition (P2). For any integer n ≥ 1 there is r n > 0 and λ n > 0 such that for |λ| < λ n there is an interaction H (n) = V +T (n) ∈ B rn , equivalent to H, with
This theorem is useful to analyze the low temperature behavior of quantum spin systems when the ground states of V have infinite degeneracy and T lifts this degeneracy (totally or partially). Consider for example the typical case where the degeneracy is lifted in second order perturbation theory. In that case we may take n = 1 and we have T (1)lh = O(λ 2 ):
(2.29)
We then decompose H (1) =Ṽ +T into a new "classical part"Ṽ given bỹ
andT contains all remaining terms. The new perturbation satisfy the boundsT ll = O(λ 3 ),
. IfṼ is a classical interaction with a sufficiently regular zero-temperature phase diagram, then Pirogov-Sinai techniques can be applied to study the phase diagrams ofṼ +T for sufficiently small λ (see below). Note that this perturbation scheme is not only useful to analyze the low-temperature behavior of the model. The new "classical part"Ṽ does not need to be classical at all. For example, see [DFFR, DFF2] , if one applies this perturbation scheme to the Hubbard model at half-filling,Ṽ is given by the Heisenberg model and this gives a rigorous proof of the equivalence of both models up to controlled error terms.
Phase diagrams, contour models, and Pirogov-Sinai theory
A phase diagram in Thermodynamics is a partition of a space of physical parameters in domains corresponding to phases; the free energy varies very smoothly inside a domain. However, first derivatives or of higher order may have discontinuities when crossing the boundary between two domains, and in this case one talks of phase transitions.
The first proof of a phase transition was proposed by Peierls for the Ising model [Pei] . It was extended by Pirogov and Sinai [PS, Sin] to situations where different phases are not related by a symmetry. They introduced new notions such as the "metastable free energies", whose important role will appear in the sequel. Important extensions and simplifications of the Pirogov-Sinai theory include Kotecký and Preiss [KP] , Zahradník [Zah] , Bricmont et.al [BKL] and [BS] , Borgs and Imbrie [BI] , Borgs and Kotecký [BK, BK2] . An exposition of the Pirogov-Sinai theory can be found in [EFS] .
Another extension of the Peierls argument was done in Fröhlich and Lieb [FL] using reflection positivity [FSS, DLS] .
3.1. Phase diagrams. To a given interaction H ∈ B r and temperature β we associate the set of all translation invariant (or periodic) KMS states or, equivalently [Ara, Isr] , the set of all tangent fucntionals to the free energy f (H). The set of periodic KMS states forms a simplex, so that it is enough to describe the extremal states, or the corresponding tangent functionals. We denote the set of extremal states by E β (H).
In order to define a phase diagram we consider a smooth (p − 1)-dimensional manifold on the Banach space B r of periodic interactions; it is described by an application u → H u , from a connected open set U ⊂ R p−1 into B r . For m = 1, 2, 3, . . . , we introduce E (m) = {H ∈ B r : |E β (H)| = m}; accordingly, we partition the set U as
, is said to satisfy the Gibbs phase rule if the following conditions hold. Here, we call "boundary" of
In other words, the phase diagram of H u satisfies the Gibbs phase rule iff it is homeomorphic to a connected, open neighborhood U ′ of the boundary of the positive octant of R p , in such a way that u 0 is mapped onto the origin, U (p−1) is mapped onto the union of axis ∪ i {a i > 0, a j = 0, j = i}, and so on... Connected components of U (1) are the one-phase region, or pure phase region, U (2) is the region of coexistence of two phases, . . . , U (p) is the point of coexistence of all p phases.
We will call a phase diagram which satisfies the Gibbs phase rule regular if the free energy is a real analytic function of u in each one-phase region, and if all connected components of the manifold U (j) are smooth (C 1 ).
Contour models.
A contour A is a pair (A, α), where A ⊂ Z ν is a finite connected set and is the support of A; to describe α, let us introduce the closed unit cell C(
The boundary B(A) decomposes into connected components; each connected component b is given a label α b ∈ {1, . . . , p}, and α = (α b ). Let Λ ⊂ Z ν finite, with periodic boundary conditions. A set of contours
• Labels α j are matching in the following sense. Let W = Λ \ ∪ k j=1 A j ; then each connected component of W must have same label on its boundaries.
For j ∈ {1, . . . , p}, let W j be the union of all connected components of W with labels j on their boundaries.
For each j ∈ {1, . . . , p}, we give ourselves g β,u j ("free energy of a restricted ensemble"), that is real analytic in u ∈ U. We suppose that the limit β → ∞ of g β,u j exists, and we write
3)
4)
We consider the partition function (2.8) for an interaction H u = V u + T , where the periodic interaction T is a perturbation of V u . We assume that the partition function can be rewritten as
where the sum is over admissible sets of contours in Λ. 1 The weight w β,u,T (A) of a contour A is a complex function of β, u, and T , that behaves nicely for β large and T in a neighborhood of 0. Precisely, we assume that there exists a set W ⊂ R + × B, that is open and connected, and whose closure contains (∞, 0); furthermore, we suppose that for all u ∈ U and all (β, T ) ∈ W, and all contours A,
Here τ a is the translation operator.
for a large enough constant τ (depending on ν and p, and on the periods). Furthermore,
This means that the weights represent the correction to the situation (β = ∞, T = 0). • w β,u,T (A) is real analytic in β and u; for all periodic K ∈ B, w β,u,T +ηK (A) is real analytic in η in a neighborhood of 0 (the neighborhood depends on K). Finally, the free energy is
( 3.6) We assume the following properties for f β,u,T :
• f β,u,T is real, and concave as a function of T ;
Although these properties seem difficult to verify in the context of a contour model, they are usually clear in the original physical model.
3.3. The Pirogov-Sinai theory. The results of the Pirogov-Sinai theory are usually presented in terms of existence of many Gibbs states for a given interaction. However, it is more convenient to think of the Pirogov-Sinai theory as to express the free energy in a suitable form for the description of first-order phase transitions: the free energy is given as the minimum of C 1 functions ("metastable free energies"), that intersect themselves by making angles. Hence a first-order phase transition when varying parameters so as to cross an intersection.
The free energy at zero temperature is given by (3.4); in typical situations this is the minimum over energies of some important configurations (the "potential ground states"). The Pirogov-Sinai theory shows that in contour models, this structure extends at low temperatures. In the quantum situation one is also interested in adding a perturbation to a "nice" model; the metastable free energies then depend not only on β, but also on the quantum perturbation.
Theorem 3.1 (Pirogov-Sinai theory). We consider a contour model that satisfies the structure described in Section 3.2. Then there exist p real functions
Notice that point (d) of the theorem implies that the free energy f β,u,T is a real analytic function of u in ∪ i M ′ {i} (which is the region of uniqueness, as will be seen below). This theorem follows from [BK, BK2, BKU] , these papers in turn following [PS, Sin, Zah, BI] . Our metastable free energies are defined as the real part of the metastable free energies in [BKU] , which are complex in general. Points (a), (b) and (d) of the theorem are then immediate consequences of [BKU] ; point (c) is a straightforward extension, when replacing H u by H u + ηK. This statement plays a role when establishing the properties of the phase diagram, which we are doing now.
We show that Theorem 3.1 allows for a complete characterization of tangent functionals, under the extra assumption that the situation at zero temperature and without perturbation satisfies the Gibbs phase rule in a strong sense.
Our stronger condition for the Gibbs phase rule is that, for some u 0 ∈ U, we have that all "potential ground state energies" are equal, e u 0 i = e u 0 j for all i, j, and that the matrix of derivatives
has an inverse that is uniformly bounded. Actually, energies e u i may not be differentiable; in this case, we consider the same matrix with Re g β,u i instead of e u i , and we suppose that it has an inverse for all β large enough, the inverse matrix being uniformly bounded with respect to u ∈ U, and β const.
Theorem 3.2 (Stability of the phase diagram). Assume that there exist metastable free energies f β,u,T i , 1 i p, that satisfy all points (a)-(d) of Theorem 3.1. We assume in addition that the strong version of the Gibbs phase rule, described above, is satisfied.
Then for β large enough and T r small enough (depending on p and on the bound of the inverse of the matrix of derivatives (3.7)), there exists U ′ ⊂ U such that the phase diagram for H u + T , u ∈ U ′ , at inverse temperature β, satisfies the Gibbs phase rule and is regular.
Theorem 3.2 states that there exists u ′ 0 ∈ U ′ such that the set of tangent functionals to the free energy at H u ′ 0 + T is a simplex with p extremal points. More generally, we have the decomposition U ′ = U ′ (1) ∪ · · · ∪ U ′ (p) such that for u ∈ U ′ (q) , the set of tangent functionals at H u + T is a q-dimensional simplex.
This "completeness" of the phase diagram was addressed in [Zah] and [BW] . The approach was however different and involved studying the Gibbs states, which is more intricate and does not easily extend to the quantum case. It is simpler to look at tangent functionals, and then to use existing results on their equivalence with DLR or KMS states.
Notice that the Pirogov-Sinai theory also provides various extra informations, such as the fact that the limit of U ′ (q) , as T → 0 and β → ∞, is equal to U (q) . Also, the extremal equilibrium states can be shown to be exponentially clustering. We do not claim these properties here however, because doing so would require extra assumptions and technicalities in the description of the abstract contour model. 
and, for Q ⊂ {1, . . . , p},
By the implicit function theorem, each M Q is described by a C 1 function from an open subset of R p−|Q| into U ′ . If we set U (q) = ∪ |Q|=q M Q the phase diagram satisfies the Gibbs phase rule, provided there are exactly |Q| tangent functionals at H u +T for each u ∈ M Q . Notice that each metastable free energy f β,u,T j , j ∈ Q, defines a tangent functional α j ; we show now that all tangent functionals are linear combinations of these ones.
We examine the manifold where q phases coexist; without loss of generality, we can chooseũ ∈ M Q with Q = {1, . . . , q}. The determinant of (3.8) can be written as a linear combination of determinants of
with k 1 , . . . , k q−1 being q − 1 different indices. Since the determinant of (3.8) differs from 0, at least one of the determinants in the previous equation differs from 0. Without loss of generality we can assume that
is not singular. Our analysis is local, so we can takeũ = 0 and
If α ′ is a tangent functional, non-singularity of (3.12) implies that the system of equations for ξ = (ξ 1 , . . . , ξ q ),
has a unique solution with j ξ j = 1 . Now we consider any K ∈ B r ; we define g j (u, η) = f β,u,T +ηK j , 1 j q, and
(3.14)
We have g(0, 0) = 0, ∂ ∂u g(0, 0) is an isomorphism, and g(u, η) is a map of class C 1 by Theorem 3.1 (c). By the implicit function theorem there exists a map u(η) such that g(u(η), η) = 0. We introduce the interactions
Then we have
( 3.17) Differentiating with respect to η, we obtain (recall that α ′ is tangent to f β,0,T +ηR(η) at
Then obviously α ′ (R) = j ξ j α j (R), and it follows by linearity of the tangent functionals that
Results of the quantum Pirogov-Sinai theory
We summarize in this section the results obtained in [BKU, DFF, DFFR, KU] , and in the present paper. All results concern the situation where the interaction has the form H = V + T , where V is a classical interaction satisfying the standard Pirogov-Sinai framework, and T is a small perturbation. The temperature will be assumed to be small. The results however split into four classes, according to whether we use the perturbation methods of [DFFR] (Section 2.2), and whether we include high temperature expansions to analyze phases at intermediate temperatures.
4.1.
Quantum perturbation of classical model with finitely many ground states. In this case the classical interaction V has finitely many ground states and the phase diagram of V + T is, at low temperatures and for sufficiently small T a small deformation of the zero temperature phase diagram of V . The extension of the Pirogov-Sinai theory to this class of quantum systems goes back to [Pir] and was proved in [BKU, DFF] .
(a) Structure: We denote by Ω = {1, . . . , M } Z ν the space of classical configurations; the dimension ν of the physical space is always supposed to be bigger or equal to 2. The interaction has the form H = V + T , where V is a block interaction and is diagonal with respect to the basis of classical configurations:
and V A = 0 if there is no x with U (x) = A. The function Φ x depends on µ ∈ U ⊂ R p−1 , and we assume that its derivatives ∂ ∂µ j Φ x (ω U (x) ) are bounded uniformly in x, µ, ω, j. A finite set G = {g (1) , . . . , g (p) } ⊂ Ω of periodic configurations is given, that contains all ground states of V for all µ (see below the precise assumption). We write G A = {g A : g ∈ G}. We suppose that Φ x (g U (x) ) is independent of x, for all g ∈ G, and this value is denoted by e µ g (this is the mean energy of the configuration g).
(b) Assumptions:
(A1) A gap separates the excitations: for all
The zero temperature phase diagram is (linearly) regular: there is µ 0 ∈ U such that e µ 0 g = e µ 0 g ′ for all g, g ′ ∈ G, and the inverse of the matrix of derivatives M µ G , see (3.7), is uniformly bounded.
(c) Properties of Gibbs states:
Theorem 4.1. Assume (A1) and (A2) hold true. There exist β 0 , c < ∞ (depending on ν, R, p, M and on the periods of {g (j) } and H only) such that if β∆ β 0 and T c /∆ 1, the phase diagram of the quantum model satisfies the Gibbs phase rule and is regular in a neighborhood U ′ ⊂ U of µ 0 .
In the single phase region, i.e. if µ ∈ M β ({g}), the KMS state w β,µ,T (·) is close to the ground state g: for all K ∈ O A , lim β→∞, T r →0 w β,µ,T (K) = e g |K|e g .
The condition T c /∆ 1 means that T is a perturbation with respect to V ; c plays the role of the perturbative parameter: from the definition (2.6) of the norm · c , T A must be very small if c is very large.
The proof of this theorem follows from [BKU, DFF] .
4.2.
Models with infinite degeneracy. Consider a model whose classical part has infinitely many ground states, and a perturbation which lifts this degeneracy completely. The pertubation methods of [DFFR] (see section 2.2) permits in certain cases to analyze this by constructing an equivalent interaction with a new classical part which has finitely many ground states. In this case the new perturbation has a slightly more complicated form than in Section 4.1 and the following theorem deals with this situation. This situation was considered in [DFFR] (for a different approach see [KU] ).
(a) Structure: The space of classical configurations is again Ω = {1, . . . , M } Z ν . We consider two sets G, D ⊂ Ω, with D ⊂ G finite, D = {d (1) , . . . , d (p) } is a finite set of periodic configurations; G may be infinite and will represent the configurations of low energy. For A ⊂ Z ν , the Hilbert space H A has the following decomposition
A is the subspace spanned by the low energy configurations g A ∈ G A . The interaction has the form H = V + T , where V is a classical block interaction with uniformly bounded derivatives ∂ ∂µ j Φ x (ω U (x) ), and T is a perturbation that is submitted to some restrictions, see the assumptions below.
(b) Assumptions:
(B1) A gap separates high and low energies: for all
(B2) Gap with the ground states: we assume that Φ x (d U (x) ) is independent of x for d ∈ D, and for all
) ∆ (and we assume that ∆ ∆ 0 ). (B3) The perturbation may be decomposed T = K + K ′ + K ′′ ; for all A, 
phase diagram of the quantum model satisfies the Gibbs phase rule and is regular in
The proof of this theorem is given in [DFFR] . A somewhat different method yielding similar results has been developed later in [KU] .
Combined high and low temperature expansions.
Here we consider models whose classical part V has partially ordered ground states, typically described by periodic configurations of holes and particles but still with infinite degeneracy due to, e.g., degeneracy of the spin at each site. Together with the quantum perturbation the system may have a continuous symmetry. We will suppose that the temperature is low and, in addition, that β T c is actually small (i.e. the temperature is large compared to T ) and we will prove that in this case one phase corresponds to each periodic configuration of holes and particles and that in this phase the spin degrees of freedom are in a disordered phase. This situation has many similarities with that of [BKL] , and could be called "a theory of restricted ensembles in quantum lattice systems".
(a) Structure: As before, let Ω = {1, . . . , M } Z ν . Intermediate temperature phases will be characterized by "motives" giving partial information on the underlying configurations. In order to describe this, we consider a partition of {1, . . . , M }:
(4.2)
We denote N Λ = {1, . . . , N } Λ (and N ≡ N Z ν ). For n ∈ N , we write Ω n = {ω ∈ Ω : ω x ∈ I nx ∀x}. Let G = {g (1) , . . . , g (p) } ⊂ N be a finite set of periodic configurations; this is the set of motives and a pure phase will be associated with each of these configurations. We write Ω G = ∪ g∈G Ω g .
The interaction has the form H = V + T , where V is a classical block interaction with uniformly bounded derivatives w.r.t. µ, and T is a perturbation. We introduce restricted partition functions for each g ∈ G: let
The ground energies are e µ g = lim β→∞ h β,µ g , g ∈ G.
(b) Assumptions:
Moreover, we assume that
independently of x, for all g ∈ G. (C2) We need a condition that ensures that no phase transition takes place in a restricted ensemble Ω g ; in other words, spatial correlations should decay quickly enough. The following condition is stronger, and amounts to saying that there is no correlation between different sites. For all g ∈ G, we suppose that there exists an on-site interaction Φ g such that for all x: 
In the single phase region, i.e. if µ ∈ M β ({g}), the KMS state w β,µ,T (·) is close to the motive g: for all K ∈ O A , lim β→∞, T r →0 w β,µ,T (K) = (Tr(P A )) −1 Tr(KP A ), where P A is the projection given by ω A ∈Ω g,A |e ω A e ω A | .
Remark: It follows from our assumptions that T is small compared to V ; more precisely, T c /∆ 1/β 0 . This theorem is actually a consequence of Theorem 4.4 below, see the remark on page 18.
3 If {e µ g } are not C 1 , we consider the matrix of derivatives of h β,µ g for β large; it must have an inverse that is bounded uniformly w.r.t. µ and large β. 4.4. Infinite degeneracy, high and low temperature expansions. Here we consider systems where phases result from subtle interplay between potential and kinetic energy, combining the effect described in Section 4.2 and 4.3. The quantum perturbation lifts partially the degeneracy of the classical interaction, leading at intermediate temperatures, to spatially ordered phases. Hereafter we describe the general framework in a rather abstract way; it will be illustrated in Section 5, and the reader may gain better understanding by working out a concrete application.
(a) Structure: The space of classical configurations is Ω = {1, . . . , M } Z ν ; we consider a partition like in (4.2) and define similarly N and Ω n . We consider a (possibly infinite) set G ⊂ N that represents low energy configurations; the Hilbert spaces decompose in the following way:
where H low A is the subspace spanned by the low-energy configurations g A ∈ G A . The interaction has the form H = V +T ; V is a block interaction with uniformly bounded derivatives ∂ ∂µ j Φ x (ω U (x) ); the perturbation T decomposes further T = K + K ′ + K ′′ ; we shall require different assumptions on K, K ′ , K ′′ , motivated by the perturbation theory of Section 2.2.
We suppose that a finite set D = {d (1) , . . . , d (p) } ⊂ G is given, that corresponds to possible ground states. For each d ∈ D, we define the corresponding restricted partition function
and the corresponding restricted free energy (4.6) and e µ d = lim β→∞ h β,µ d .
(b) Assumptions:
(D1) A gap separates high and low energies: for all
(D2) Gap with the ground states: for all
(D3) For all d ∈ D, there exists an on-site interaction Φ d such that for all ω ∈ Ω d and all
independently of x. (D4) The quantum perturbation T = K + K ′ + K ′′ has same properties as in (B3), with respect to the decomposition into low and high energy states. (D5) There is µ 0 ∈ U such that e µ 0 d = e µ 0 d ′ , d, d ′ ∈ D, and the matrix of derivatives (3.7) has a uniformly bounded inverse (see the footnote of (C3) if e µ d is not differentiable).
(c) Properties of Gibbs states:
Theorem 4.4. Assume (D1)-(D5) hold true. There exist β 0 , c < ∞ (depending on ν, R, p, M and on the periods of {d (j) } and H only) such that if β 0 β∆ < ∞, β K c 1, K ′ c /∆ 0 1, K ′′ c /∆ 0 1, and β K ′′ 2 c /∆ 0 1, the phase diagram satisfies the Gibbs phase rule and is regular in an open set U ′ ⊂ U that contains µ 0 .
In the single phase region, i.e. if µ ∈ M β ({d}), the KMS state w β,µ,T (·) is close to the motive d: for all K ∈ O A , lim β→∞, T r →0 w β,µ,T (K) = (Tr(P A )) −1 Tr(KP A ), where P A is the projection given by
This theorem follows from the contour representation obtained in Section 6, together with the Pirogov-Sinai theory.
Remarks: 1. Theorem 4.3 is an immediate consequence of Theorem 4.4. Indeed, we clearly recover the setting of Section 4.3 by choosing G = Ω (i.e. all configurations have low energy), and K ′ = K ′′ = 0.
2. These two theorems also generalize results of [Uel] : they can be applied to the Hubbard model 7) to show that the high temperature phase extends to (β, t, U ) : βt small and (β, t, U ) : βt 2 /U small (standard high temperature expansions apply when both βt and βU are small).
Example: Extended Hubbard model
This is a Hubbard model where particles interact among each other when their distance is smaller or equal to 1. Explicitly,
Here, c † x,σ , c xσ are creation, annihilation, operators of a fermion of spin σ at site x; < x, y > stands for a set of nearest neighbor sites; n xσ = c † xσ c xσ is the number of particles of spin σ at x (it has eigenvalues 0 and 1); n x = n x↑ + n x↓ is the total number of particles at x. The coefficient t represents the hopping, and will be taken to be small compared to the nearest-neighbor repulsion W ; µ is the chemical potential. The classical limit t → 0 was studied in [Jȩd, BJK] .
We start by analyzing the classical interactions. The configuration space is Ω = {0, ↑, ↓ , 2} Z ν and the corresponding classical interaction can be written as (taking R = 1 2 )
Here we introduced q y ∈ {0, 1, 2}:
(5.
The interaction can also be written as a sum over pairs of n.n. sites; this simplifies the analysis of the zero temperature phase diagram, and the search for symmetries (see below). This pair interaction is given by
This model has a hole-particle symmetry. Introducing the unitary operator U such that U c † xσ U −1 = c xσ and U c xσ U −1 = c † xσ , we see that U T Λ U −1 = T Λ . As for the potential, the effect of the symmetry can be exhibited by considering classical configurations; defining q ′ x = 2 − q x , and µ ′ = U + 4νW − µ, we easily check that
where C = −U/ν −4W +2µ/ν does not depend on (q x , q y ). As a result, the phase diagrams (U, µ) are symmetric along the line
for any temperature.
The zero temperature phase diagrams with t = 0 are depicted in Fig. 2 , in both cases W < 0 and W > 0. In the case W < 0, it decomposes into three domains M 0 , M 1 , and M 2 ; M 0 and M 2 have a unique translation invariant ground state with respectively 0 and 2 particles at each site. In M 1 , any configurations with one particle per site is a ground state; there is degeneracy 2 |Λ| since each particle has spin ↑ or ↓.
The situation W > 0 presents a richer structure with six domains. Domains M 0 , M 1 and M 2 have same features as with attractive n.n. interactions. In between appear now domains M (0,2) , M (1,2) and M (0,1) . M (0,2) consists in two ground states, the two chessboard configurations with alternatively 0 and 2 electrons per site. M (0,1) has 2 · 2 1 2 |Λ| ground states of the chessboard type, one sublattice being empty, while the other has exactly one particle of spin ↑ or ↓; M (1,2) is similar, with 2 particles per site on one sublattice and one on the other.
We are interested in the case where the temperature is small, but bigger than 0, and with small hopping. The phase diagrams for large β and small βt are presented in Fig. 3 . Bold lines denote first-order phase transitions. White is the region P ǫ that resists rigorous investigations, where second-order transitions are expected.
In the case W < 0, all three domains survive at low temperature and with t = 0; a first-order phase transition occurs when crossing the border between any two domains. The point ( U νW = 2, µ νW = 1) belongs to M β,t 1 : this phase has residual entropy (it also has more quantum fluctuations, although this has much less effect). The Gibbs state corresponding to the domain M β,t 1 is thermodynamically stable and exponentially clustering. The restriction to intermediate temperatures (βt ε) is important, because, for ν 3, a phase transition is expected when the temperature decreases, leading to an antiferromagnetic phase, that breaks both symmetries of translations and of rotations of the spins.
The phase diagram at finite β and non zero t is especially interesting for W > 0. There are not six, but only four domains M β,t 0 , M β,t 1 , M β,t 2 and M β,t cb ; see Fig. 3 . Indeed, the three domains corresponding to chessboard phases have merged into a single domain (this was first understood and proven in [BJK] in absence of hopping). The free energy is real analytic in the whole domain M β,t cb . The transition between M β,t 2 and M β,t cb is presumably second-order, but our results do not cover the intermediate region between these domains. The boundary between M β,t cb and M β,t 1 contains a part where a first-order phase transition occurs, that can be rigorously described. Crossing the boundary elsewhere presumably results in a second-order transition. Due to the thermal fluctuations, the segment from (2,2) to (2,4) belongs to M β,t 1 . Our results for this model are summarized in the next two theorems.
Theorem 5.1 (Hubbard model with attractive n.n. interactions). Let ν 2. There exist constants β 0 < ∞ and ε 0 > 0 (depending on ν) such that the phase diagram (U, µ) for β|W | β 0 and βt ε 0 is regular; domains M β,t a , a ∈ {0, 1, 2} satisfy lim β→∞ lim t→0 M β,t a = M a . If (U, µ) belongs to a unique M β,t a , there is a unique Gibbs state. Furthermore, the density of the system is close to a, n x − a ε(β, t),
for all x. ε(β, t) can be made arbitrarily small by taking β large and t small.
In order to describe the situation W > 0 we first introduce the region of the phase diagram P ǫ where we have no results. Let 7) and for ǫ > 0,
is the open ball of radius ǫ centered on (U, µ). We restrict our considerations to the complement of P ǫ .
Theorem 5.2 (Hubbard model with n.n. repulsions). Let ν 2 and ǫ > 0. There exist constants β 0 < ∞ and ε 0 > 0 (depending on ν and ǫ) such that if β 0 βW < ∞ and βt ε 0 , we have the decomposition
are domains with a unique Gibbs state. Densities are close to 0, 2, 1 respectively in the sense
with ε(β, t) arbitrarily close to 0 if β is large and t small. (ii) M β,t cb ⊂ M (0,2) ∪ M (1,2) ∪ M (0,1) is a domain with two extremal Gibbs states of the chessboard type. The free energy is a real analytic function of β and µ in the domain
1 is a line of first-order phase transition, with exactly two three extremal states.
Remarks: The proofs of Theorems 5.1 and 5.2 use Theorem 4.3. But using Theorem 4.1, one could establish stability of domains M 0 , M 2 , M (0,2) for all β|W | β 0 , without the restriction that the temperature be not too small. Another possible improvement, for U, W > 0, would use Theorem 4.4 to replace the condition βt ε 0 by βt 2 /U ε 0 . The later clearly allows lower temperatures. 4
Combined high-low temperature expansions
In this section we simultaneously perform a low and a high temperature expansion. The temperature is low, in such a way that excitations above the low energy states (H low Λ ) are rare. At the same time, the temperature is high relatively to the quantum perturbations K and K ′′ . These expansions allow to write the partition functions as one of a contour model, that can be treated by the Pirogov-Sinai theory, see Section 3.2.
We rewrite the quantum model as a contour model, by making a mixed low and high temperature expansion (Section 6.1); we define suitable weights, so that the partition function takes the form required in Section 3.2. Section 6.2 is devoted to proving that the weights are small compared to their size. Finally, we explain in Section 6.3 how other requirements of Section 3.2 are fulfilled. 6.1. Expansion of the partition function. Our intention is to expand in K +K ′ +K ′′ ; in order to simplify the notation, we introduce B = (B, i), B ⊂ Z ν , i = 1, 2, 3, and we write = (B, 3) . We refer to B as a transition.
Using Duhamel's formula, we obtain
At this point, it is natural to define the supports of contours as all sites that belong to ∪ j B j , or for which there exists ω j such that ω j U (x) / ∈ Ω D,U (x) . But two technical difficulties arise: d (1) , . . . , d (p) are periodic rather than translation invariant; and the weight of a contour should not depend on the configuration outside of its support (but it may depend on the labeling α). The later difficulty is specific to systems with phases given by a restricted ensemble instead of a single configuration. To account for these difficulties, we introduce a partition of the lattice into cubes of size ℓ, where ℓ is the lcm of the periods of {d (i) } (considering all spatial directions). LetB = ∪ x∈B U (x); we define excited cubes.
Consider the set Q of quantum excited cubes, the set E of classically excited cubes, and the set N of cubes that are neighbors of Q ∪ E (two cubes C = C ′ are neighbors iff there exist x ∈ C and y ∈ C ′ with |x − y| ∞ = 1). Connected components of Q ∪ E ∪ N form the supports of the contours. Connected components of the complement of Q ∪ E ∪ N are characterized by a configuration d ∈ D, and this information may be stored in the labeling α. The union of all components corresponding to d is denoted W d . Then
2) see Fig. 4 for illustration. W d is a union of cubes, each cube C contributing in (6.1) by a factor [we use (D3)]
A 4 Figure 4 . The space Λ is divided into cubes; contours are formed by excited cubes (in black) and by their neighbors. There are four contours on this picture.
Summing first over admissible sets of contours {A 1 , . . . , A k }, we can rewrite (6.1) in the following way,
We used here the fact that the contribution of different contours factorizes. There are several restrictions to the sums over transitions {B i } and configurations {ω i A j }: each cube of Q is intersected by at least oneB i ; {ω i A j } are compatible with the labeling α j ; excited cubes of A j \ Q do not touch the boundary of A j ; and non excited cubes in A j have at least one neighbor that is excited. In the last line appears configuration ω j U (x) with U (x) ∩ W d = ∅, hence depending on ω W d . However, in such a case x belongs to a cube that is not excited, so that ω j
, which does not depend any more on the configuration outside the support of the contour. 5 Then we obtain
where the sum is over admissible sets of contours, and z(A) is the weight of the contour A. The explicit expression for z(A) looks rather tedious, but the main point is to establish the properties of Section 3.2. The expression of z(A) is
with some restrictions on the sums over {B i } and {ω i A }, see above.
Remark: we constructed contours out of cubes, while the supports of contours in Section 3.2 are any connected sets. There is no contradiction, if we define the weight z(A) to be 0 if the support of A is not a union of cubes.
6.2. Bounds for the weights of the contours. We turn to the proof of the exponential decay of the weight of contours, as required in Section 3.2. We give the following "spacetime" interpretation to the collection of sums and integrals in (6.6): we view (B j , τ j ) as a subset of A × [0, β] per , with periodic boundary conditions along the "vertical" interval [0, β]. Furthermore, to each "time" τ ∈ [0, β] per corresponds the configuration ω j for which (τ j−1 , τ j ] ∋ τ . We define where the sums over {B j } and {ω j A } satisfy the restrictions explained above. We view eachB j as a connected subset of R ν+1 (one can e.g. add links between nearest neighbors). Then B ∪ E is a subset of R ν+1 made out of vertical segments and horizontal sets. We consider connected components of B ∪ E. For a connected component with m horizontal sets and m ′ m − 1 vertical segments, we deleted m ′ − m + 1 of the latters, in such a way that the component remains connected. One of these components contains Q × {0}, possibly with extra vertical segments and horizontal sets. Other components have m horizontal sets and m − 1 vertical segments. Because of the structure (D4), or (B3), components not linked with Q × {0}, either consists in a single transition of type K, or include at least two transitions of type K or K ′′ .
A connected object with m horizontal sets, and (m − 1) vertical segments that end on the horizontal sets, is called a gather and is denoted by the letter G. It is illustrated in Fig. 5 . We introduce the following sets of gathers: where the first sum corresponds to the number of gathers linked to Q × {0}, and the second sum is the number of independent gathers. The shortcut G dG is identical to dG, except for the absence of an integral over τ 1 , which is set to 0; integrals over G ′ and G ′′ are similar.
One easily obtains an upper bound for the gathers with a unique transition:
K B e 2νℓ ν (log M +τ )|B| (2R + 1) ν K c (6.11) with c = 2νℓ ν (2R + 1) ν (log M + τ ); this is smaller than ∆ 0 if c is large enough in the assumptions of Theorem 4.4. For general gathers, we proceed by induction. First,
Next, we use the recursion inequality: This holds independently of m. This allows to estimate the integral over gathers that contain at least two transitions of type K or K ′′ . Let G ′ m ⊂ G m be gathers with at least one transition of type K or K ′ . One easily obtains Gm dGz(G) (2R + 1) ν K c + K ′′ c . (6.15) Then the integral over gathers with two transitions of type K or K ′′ can be done by integrating first on the time for such a transition, then over vertical segments and gathers at their ends, at least one of which must belong to G ′ m−1 . We obtain Plugging these estimates in (6.10), one easily gets z(A) e τ |A| e −βe µ 0 |A| e 3|A| . (6.17) Exponential decay of the weights of the contours is now clear. The bound on the derivative can be proven in the same way. Looking at (6.6), we see that the integrand gets a factor bounded by β|A| sup x,µ,ω,j | ∂ ∂µ j Φ x (ω U (x) )|. 6.3. Other properties of the weights. The weight of the contours can be viewed as a series in powers of {K B }, {K ′ B }, {K ′′ B }. Since it is absolutely convergent uniformly in K, K ′ , K ′′ (provided they be small enough), we have by the dominated convergence theorem lim K,K ′ ,K ′′ →0 z(A) = 0.
(6.18) Analyticity of z(A) as function of µ and β is clear, as well as a function of η if we add a new perturbation ηL, in a neighborhood of 0 that depends on β L . Periodicity is also obvious.
