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Abstract— Integrity assessment of subsea oil and gas trans-
mission lines is crucial for safe and environment-friendly
operations. These are usually very expensive without employing
Autonomous Underwater Vehicles (AUVs). Buried sections of
long pipelines pose a major hurdle in effective pipeline tracking
through an AUV. If a pipe track is lost, then the vehicle
needs to invest resources to relocate the pipeline. This work
presents a heuristic-based method to detect buried pipes using
magnetometers followed by a Kalman filter parameterized
to optimally localize subsea pipes. Extensive experiments on
real and simulated data are conducted to show the reliable
performance of this method for tracking buried pipelines.
I. INTRODUCTION
One of the major benefactors of underwater automation
technology is Oil & Gas industry [1] for inspection of
offshore infrastructure. Assessment of these assets is vital
for ensuring safety and continuity of operation, devising an
action plan for repairs or disaster mitigation. Field robotics
plays a key role in automating this process, making it more
efficient and cost-effective. Autonomous Underwater Vehi-
cles (AUVs) are favourable for long-range offshore survey
operations as they are more flexible than cable controlled
Remotely Operated Vehicles (ROVs) and do not require an
expensive surface support vessel. A well-established com-
mercial application of this is subsea pipeline tracking, where
an AUV follows a target pipe over long ranges [2].
The prime objective of these surveys is to gather inspection
data that can be viewed real-time dependent on commu-
nication limits or analysed later. Detection and tracking
of exposed subsea pipes are well studied in literature and
industry alike. There are many methodologies available for
this using imaging sonars, profiling sonars or video cameras.
Sidescan sonar is more convenient for covering large areas at
longer ranges and higher speeds. A combination of sidescan
at long range for initial detection and multibeam echosounder
(MBE) at short range was successfully demonstrated in
AUTOTRACKER project [3].
An AUV has to fly close to the target pipeline to collect
quality survey data. A key challenge in tracking subsea
pipelines is when sections of pipes are buried and not
detected in visual or acoustic sensors. Thus, when the
pipeline goes into burial and pipe track is lost, AUV either
goes at higher altitude to relocate the pipeline in sidescan
sonar or it may have to resurface for a GPS fix and then
use historical information on pipeline’s location. Possible
solutions for detecting buried pipelines is either sub-bottom
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(a) Contour plot of magnetization (microtesla, µT ) for test pipe
(blue line) with magnetometer oriented same way as the axis.
(b) A 3m length, 6 inch SCH 40 A106 Grade B Seamless Pipe for
test analysis in Ocean Systems Lab water tank.
Fig. 1: Grid analysis of magnetic field density of a ferro-
magnetic pipe using a fluxgate magnetometer.
profilers (SBP) or using magnetometers as most subsea pipes
are ferromagnetic. However, processing both these modalities
is not as straightforward as with visual and high-frequency
sonars. The main benefit of using a magnetometer is power
savings as SBP tends to require more power to be able
penetrate seabed surface.
(a) (b) (c)
Fig. 2: Sensor set lowered in dock (left). Collection of data with sensors attached to C-Enduro ASV (middle). Simulation
in UWsim with a pipe going from fully exposed to buried with simulated magnetometers [4] (right).
In this work, we present a novel approach for tracking
buried pipelines using two fluxgate magnetometers. The
approach is divided into heuristic-based detection followed
by an Extended Kalman filter to track/localize the target pipe
and thus take appropriate control action. We also suggest
suitable strategy for using proposed algorithm to keep opti-
mum attitude with the pipe. To the best of our knowledge,
this is the first work demonstrating successful tracking of
buried pipelines using only fluxgate magnetometers.
The rest of the papers in organized in following order: In
section II, we review relevant works about pipeline detection
using magnetometers, we describe the method in section III
and IV and we present our experiments and results on real
and simulated data in section V.
II. BACKGROUND
It is common knowledge in domain of material science
that magnetic intensity of ferromagnetic materials increases
significantly in presence of external magnetic fields and that
this effect is also produced by Earth’s geomagnetism. Any
pipeline is going to produce additional magnetism from this
in addition to its own permanent magnetization. Thus, a
magnetic probe taking measurements around a ferromagnetic
pipe will produce considerable magnetic anomaly in geomag-
netic field. This property of subsea pipes can be exploited
for its detection using magnetometers [5], [6].
A pipeline under the influence of geomagnetism will
show different magnetic anomalies depending on direction
of the geomagnetic field. Since a pipeline is long axially, the
magnetization due to axial component of pipe is going to be
low [7]. Which means that a long pipe can be considered
as a line of dipoles whose total magnetic field intensity is
inversely proportional to squared distance from sensor to the
pipe [5]. Breiner [5] has also suggested that to get detection,
it is best to perform traverses perpendicular to the target pipe
accept when pipe is aligned to north-south at equator due
to mostly axial magnetism of low magnitude. The method
of horizontal traverses is extended to develop an algorithm
able to compute orientation of the pipe by Zhao et. al. [7],
however requires a large grid of magnetometer data for it.
To the best of our knowledge, there is very little literature
specifically targeting the problem of tracking pipes using
magnetometers mounted on an underwater vehicle. It is
partially due to the challenge in processing and inferring
information from magnetometer data while vehicle is in for-
ward motion along the pipe. Tian [8] has used a combination
of magnetometer and sub-bottom profiling (SBP) sonar to
detect the pipeline and has added that this approach cannot
tell the difference between a exposed or buried pipe. In his
design, the sensor is towed to avoid the magnetic signatures
of the AUV itself. However, his method relies more on
using sub-bottom profiler than the magnetometer. Naeem
et al. [9] have also mentioned that lateral and longitudinal
displacement is obtainable using magnetic sensors, but it is
not possible to obtain orientation while tracking with limited
non-grid sensors.
Detection using magnetometer is not easy due to highly
non-linear nature of magnetic field produced by series of
pipes welded together. Indeed in our real data, we had
very variable data either due to considerable permanent
magnetization of pipe or due to location (see figures 1a,
8 and 9). Range can be calculated only if parameters for
the exact models are available and magnetization in pipe is
strictly aligned to geomagnetism.
III. DETECTION
Magnetic field anomaly produced by ferromagnetic pipes
is highly ambiguous. This is also evident by the real data we
have collected (see Figure 8 and 9). Thus, it best to design
an algorithm under assumption of arbitrary magnetization,
which makes the method generic to be applied to any pipeline
without prior knowledge.
A. Compensating Geomagnetism
The magnetic reading taken by the 3-axis magnetometer
measures the total magnetic field at sensor’s location. This
reading includes the geomagnetic field of Earth and needs to
be removed in order to obtain fields generated by target pipe.
Geomagnetic field can either be pre-measured at a known
location in absence of other magnetic objects or using World
Magnetic Model (WMM) [10] at any geographic coordinate.
Fig. 3: Geomagnetic plot using World Magnetic Model
(image credits: British Geological Survey).
These values also do not change drastically over short
distances and thus doesn’t need to be computed often and can
be calculated on ad-hoc basis. WMM takes geo-coordinates
(Latitude and longitude), altitude and date as input and gives
all the geomagnetic components at any location on Earth.
Thus, we obtain total field, northing, easting, vertical and
horizontal components represented by GF , GN , GE , GV
and GH respectively. A plot of geomagnetism using WMM
is presented in Figure 3.
For taking magnetic readings, the x-y plane is usually
tangential and z-axis normal to Earth’s surface. To calculate
the effect of geomagnetism on sensor readings, the vehicle’s
bearing with respect to geographic north at any given time
needs to be taken into account. Consider the bearing of
the vehicle, θ, then the effect of geomagnetic northing and
easting on the sensor can be computed by applying following
rotation matrix,[
Gy
Gx
]
=
[
cos θ − sin θ
sin θ cos θ
]
×
[
GE
GN
]
(1)
Thus, the magnetic field (Bp) produced by pipeline can be
calculated by subtracting effects geomagnetic field at given
vehicle yaw, θ. If the raw magnetic field reading taken by
sensor is given as Bg = [Bg,x Bg,y Bg,z], then, compensated
magnetic field can be computed as,
Bp =

Bx
By
Bz
Ba
 =

Bg,x −Gx
Bg,y −Gy
Bg,z −GV
Bg,t −GF
 (2)
where, Ba is the total magnetic anomaly, and total magnetic
field Bt =
√
B2x +B
2
y +B
2
z is calculated as combined
magnitude of geo-compensated 3-axes readings.
B. Heuristics-Based Detection
For arbitrary magnetization, it is best to use total magnetic
field of the target object, Bt. The existence of pipe is
established by considering the total magnetic noise level at
the offshore location modelled by a Gaussian distribution
N (µB , σB). The noise variance σB can be calculated at
earlier stage when there are no magnetic objects in the
surrounding area. Thus, with a single sensor we could
establish existence of a magnetic object at vehicle’s current
(a) Variation in field as vehicle move along pipe.
(b) Variation in field as vehicles sways sideways.
Fig. 4: Simulated total magnetic field as the sensor traverses
in difference directions. In both cases, sensor is aligned
parallel to the pipe at height of z = 1m (sensor x-y plane
aligned to x-y of coordinate system).
location by setting a heuristic threshold on total magnetic
field, Bthresh = µB + 3σB .
Figure 4 shows example of this where we have simulated
the magnetic field of a pipe of length 12m placed at the
origin, magnetized vertically with added noise. With the
sensor aligned to the coordinate axis, readings are simulated
at constant height of z = 1m for when the sensor is moving
along the pipe (Figure 4a) and when the vehicle is moving
sideways (Figure 4b).
A binary detection is made when total magnetic field
is larger than the peak noise level, Bt > Bthresh. This
can be used in succession as the vehicle moves and then
with sway manoeuvres, we are able to follow the pipe
heuristically. However, this going to put more load and rely
heavily on vehicle planner and controller. For improving
these detections, we propose using two sensors instead, one
on each side of the vehicle. With two sensors, four detection
states can be obtained instead of two at each timestep:
[Center, Left, Right, None].
Denoting the total magnetic field observed by the pipes on
each side by Bt,L Bt,R for left and right sensor respectively.
Then detection can be obtained by using Algorithm 1, where
a detection is obtained by calculating the ratio between total
magnetic field of both sensors. Now we would need another
threshold to set detection states (centred, left or right) based
on ratio given by Brth. The value for Brth can be calibrated
using average detections from visual or profiling sensors such
as multibeam tracking method presented in [11].
IV. TRACKING
The system is under-observed from limitations of
magnetometer-based detection algorithm. The measurements
are made on a 2D plane (x-y plane of AUV) as while
tracking the vehicle does not pitch or roll and proposed
detection algorithm is not able to infer depth (z-axis). Thus,
estimating full 3D location would not be possible. Another
major limitation of detection algorithm is that only centre
detections can be used for filtering process as left or right
detections cannot be modelled.
Under these conditions, an Extended Kalman Filter is
formulated to track from 2D observations. This will also
estimate pipe’s orientation which is very desirable for this
application. The Kalman state vector thus consists of 2D
position and orientation of the pipe, xk = [xk yk ψk]T .
A. Prediction Model
For previous state xk−1 at timestep k−1, the current state
is given using following equation,
xk = f
(
xk−1) + wk (3)
where f(xk) is the non-linear prediction model and is given
by,
f(xk) =
xk + dk. cosψkyk + dk. sinψk
ψk
 (4)
and wk ∼ N
(
0,Qk
)
is the associated prediction noise
assumed as zero-mean Gaussian with covariance matrix Qk
and dk is distance of pipe traversed from previous timestep
to current timestep. It is better computed in vector form to
account for reverse motions. If pipe is described as a line,
Lpipe : Xk+dk ~Vk with a previous pipe point, Xk = [xk yk]
and direction vector, ~Vk = [cos(ψk) sin(ψk)], then dk is
Algorithm 1 Detection Algorithm
Input: Geo-compensated total magnetic fields, Bt,L and
Bt,R
Output: Detection , Dk
Initialize: Dk = ‘None’
1: if (Bt,L > Bthresh & (Bt,R > Bthresh) then
2: Bratio,L =
Bt,L
(Bt,L+Bt,R)
3: Bratio,R =
Bt,R
(Bt,L+Bt,R)
4: if Bratio,L > Brth then
5: Dk = ‘Left’
6: else if Bratio,R > Brth then
7: Dk = ‘Right’
8: else
9: Dk = ‘Center’
10: end if
11: end if
12: return Dk
Bthresh is the threshold for binary detection in single magnetometer and
Brth is the ratio threshold for detecting centre, left or right.
given by following dot product,
dk = 〈Xk, ~Vk〉 (5)
To propagate the error covariance of Kalman filter, the non-
linear motion model needs to be linearised by computing
Jacobian of f(xk) with respect to state variables. This is
given as,
Fk =

∂f1
∂xp
∂f1
∂yp
∂f1
∂ψp
∂f2
∂xp
∂f2
∂yp
∂f2
∂ψp
∂f3
∂xp
∂f3
∂yp
∂f3
∂ψp
 =
1 0 −dk · sinψk0 1 dk · cosψk
0 0 1
 (6)
Pipeline tracking is performed in vehicle’s coordinate frame,
thus previous estimate needs to be transformed to compen-
sate for vehicle’s motion. Hence, we obtain the homogeneous
coordinate transformation matrix from vehicle’s previous to
current position from vehicle’s navigation module and is
given by translation vector kTk−1 for change in position
and square rotation matrix kRk−1 is for change in vehicle’s
rotation from previous timestep. This will also include noise
covariance matrix, Qk which is the difference between
current and previous pose covariance. This will be the added
noise in Kalman filter as it’s mostly from vehicle’s motion.
Thus if the state estimate at previous frame is x̂prevk−1 =
[xprevk−1 y
prev
k−1 ψ
prev
k−1 ] (superscript
prev referring to estimate
in previous frame), then
x̂k−1 =
xk−1yk−1
ψk−1
 =
 kRk−1
[
xprevk−1
yprevk−1
]
+ kTk−1
ψprevk−1 + ∆θ
 (7)
where, ∆θ is change in vehicle’s yaw obtained from rotation
matrix kRk−1.
B. Observation Model
The observation model is built around the limitations
of detection algorithm and models its behaviour optimally.
Since only centre detection can be accurately modelled, the
filter is said to make an observation only when the vehicle
Algorithm 2 Tracking Algorithm
Input: Previous estimate x̂k−1 and detection Dk
Output: x̂k
1: x̂k|k−1 = f(x̂k−1)
2: Pk|k−1 = FkPk−1F
′
k + Qk
3: if Dk == ‘Center’ then
4: ỹk = zk −Hkx̂k|k−1
5: Sk = Rk + HkPk|k−1H
′
k
6: Kk = Pk|k−1H
′
kS
−1
k
7: x̂k = x̂k|k−1 + Kkỹk
8: Pk = (I−KkHk)Pk|k−1
9: end if
10: return x̂k
zk = [0 0]
′ is the observation and is assumed to be taken at vehicle’s
current position, ỹk is the innovation, Sk is the innovation covariance and
Kk is the Kalman gain.
is above the pipeline. This also means that the observation,
zk, is always equal to [0, 0]T . The observation model h(xk)
maps the state vector, xk, to observation space and gives
observation zk,
zk = h
(
xk
)
+ vk (8)
where vk ∼ N
(
0,Rk
)
is the zero-mean Gaussian observa-
tion noise with covariance matrix Rk. Since the observation
is linear, observation matrix is given in discrete form as,
Hk =
[
1 0 0
0 1 0
]
(9)
Observation noise, Rk needs to model the behaviour of
detection algorithm properly to provide an optimal estimate
of pipe’s location. Thus the observation noise, σ2vk , is func-
tion of ratio parameter, Brth, that was used in detection
algorithm.
Rk = max(
1
dk
, 1)× σ2vk × I3×3 (10)
The factor max(d−1k , 1) also needs to be multiplied to
observation noise to avoid converging to single point when
vehicle is stationary or when it is moving very short distance.
This implies that for a stationary vehicle, the estimate will
not change as observation noise covariance tends to infinity.
Algorithm 2 describing the Kalman Filter can now be used to
recursively estimate target pipe with x̂k as the state estimate
and Pk as it’s covariance.
C. Observability Analysis
The modelling of the filter is done in such a way that
it increases the observability to accurately estimate the
state vector. Figure 5 shows strategies to further improve
observability to make sure that the filter is able to converge
faster even with limitation of detection algorithm.
To validate the modelling and confirm that filter can indeed
estimate the state variables, the observability is analysed. An
unobservable filter is one where regardless of how many
observations are made, the system will not converge to
meaningful solution for quantities in the state vector. On
the contrary, an observable state vector of size n should
start to converge within n observations. Based on [12], the
observability matrix for the filter with 3 state variables can
be computed as,
O =
[
Hk Hk+1 · Fk Hk+2 · Fk+1 · Fk
]T
(11)
O =

1 0 0
0 1 0
1 0 −dk. sinψk
0 1 dk. cosψk
1 0 −dk+1. sinψk+1 − dk. sinψk
0 1 dk+1. cosψk+1 + dk. cosψk
 (12)
For the system to be observable, the observability matrix O
should be of rank = 3. To find the rank of the matrix, it
needs to be reduced to row echelon form. The reduced form
Fig. 5: Strategy to best utilize the tracker using specific
manoeuvres while still going along the pipe.
of equation 12 is thus obtained,
O =

1 0 0
0 1 0
0 0 Tc
03×3
 or

1 0 0
0 1 0
0 0 Ts
03×3

where, Tc = (dk+1. cosψk+1 + dk. cosψk) or Ts =
−(dk+1. sinψk+1 + dk. sinψk). We can draw following
conclusions on analysing row echelon form of observability
matrix O,
1) Rank of matrix O is 3 as long dk 6= 0 and dk+1 6=
0. Implying that if the vehicle is stationary, then
rank(O) = 2 and in stationary vehicle’s case the
state variables are not observable. This validates the
multiplicative factor of max(d−1k , 1) in equation 10.
2) Even when the vehicle is moving straight at consistent
pace, i.e dk+1 ≈ dk and ψk+1 ≈ ψk, since sin(ψk)
and cos(ψk) cannot be equal to 0 at the same time,
the rank of observability matrix O remains 3. This
implies that as long as the vehicle manages to keep an
alignment with the pipe, the estimate is going to be
convergent.
V. EXPERIMENTS
A. Simulated Data
The algorithm is developed and tested extensively in sim-
ulation using Robot Operating System (ROS) as it provided
more controlled environment and proper groundtruth. Python
library “magpylib” [4] allows for simulating magnetic fields
and magnetic sensors in 3D. Magpylib allows to place a pipe
in 3D space and then compute the magnetic field at any other
3D location. UWsim package for ROS is used to simulate
the vehicle and the scenario is modelled using Blender
3D software and then imported to UWsim. A scenario is
created with using 7 pipes sections (see Figure 2c), going
from fully exposed to fully buried. Each section is added
to the magnetic system of “magpylib”. Thus the simulator
can generate simulated data directly from the UWsim as the
vehicle moves.
B. Real Data
The dataset that we used for real experiments was gathered
inside a dry dock at ORE Catapult in Blyth, UK. An under-
water environment was arranged to reflect actual scenario
with pipes placed at bottom of the dock at an inclination.
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Fig. 6: Tracking results from simulation in UWSim. The
tracking filter gets initialized when the AUV crosses pipe
the first time. Then after successive detections the filter’s
estimate converges to right orientation and position of the
pipe.
The dock was levelled out later by adding additional mud
and sediments thus creating a setup where the pipe goes
from fully exposed to fully buried. The dock was flooded
with seawater later. Figure 2a shows the sensor rig at the
dock. It was mounted underneath C-Enduro ASV that we
have at Ocean Systems Lab in Heriot-Watt University.
The vehicle’s GPS data is used for getting the vehicle
trajectory. Tracking is performed in a Cartesian frame of
reference. The geographic coordinates from AIS/GPS are
converted to ECEF (earth-centred, earth-fixed) coordinate
system. A homogeneous coordinate transform then is con-
structed to convert locations to Cartesian (method detailed
in [11]).
C. Results
The simulation is made as close to the real data as possible,
thus both simulated and real results are generated using same
filter parameters. For the detection, the amplitude threshold
is set to Bthresh = 5000nT and ratio parameter is set to
constant value of Brth = .55 as the vehicle does change
height during the run. Observation noise covariance is the
only parameter to be set for the filter. Ideally, this is obtained
by calibrating with Brth. However, for the experiments we’ve
set at constant value of σvk = 1.414. The vehicle is manually
operated in all cases since vehicle control is out of scope of
this paper.
Tracking result from simulation is presented in figure 6
and 7. In figure 6, the AUV crosses the pipeline at angle.
The pipe gets detected early on in this simulation, but the
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Fig. 7: Simulated tracking result for pipe that turns twice
during the run (mid-section at 12o angle). Such turns may
not occur in quick succession in field. However, the tracking
algorithm is successfully able to adapt to the turning pipe as
more observations are taken.
filter will not initialize until the detector declare the AUV is
centre/above the pipe. The angular covariance is initialized
with high value and does not get estimated properly until
few crossings are made. Once the angle has converged, the
vehicle continues to hold good estimate even when it is far
away from the pipe. The strategy shown in 5 is used for this
simulation, where the vehicle is first turning and then sways
sideways.
In simulated result of figure 7, the pipe turns twice in the
run. The vehicle is initially moved along the pipe and when
the algorithm encounters a conflict between estimate and
detection, then the vehicle prioritizes the detections for its
control (manually operated here). The filter starts to converge
to the new angle successfully after few crossings.
Consistency of the the Kalman filter is also done for the
simulated data and can be seen in figures 6 and 7 with
innovation in ỹx and ỹy and zero-mean standard deviation
from Sk,(x,x) and Sk,(y,y). It can be seen in the plots that
the filter is consistent as innovations are not diverging. The
jumps happen only when there were no observations for a
while.
Figures 8 and 9 shows the results from real data. In both
scenarios, vehicle is manually controlled to go over the pipe.
In Figure 8, the vehicle moves from the buried section of
the pipe. Once the first centre detection is made, the filter is
initialized, but since further centre detections are not made,
the covariance keeps increasing. Then the filter converges
when the detection algorithm outputs centre detection. Figure
9 show the result when vehicle crossed the pipe at an angle
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Fig. 8: The covariance ellipse increases initially since the
Kalman filter gets initialized but a detection above the pipe
is not made due to total magnetic below threshold, Bthresh.
Increases initially because of large covariance in relative
bearing of the pipe. ASV Motion: N-E to S-W from fully
buried to exposed.
and then goes above the pipe. Filter converges quickly as a
large number of pipe detections are made.
VI. CONCLUSION
We’ve presented an approach to track subsea pipelines
using only magnetometer-based detections. The proposed
method is very handy when a subsea pipeline is being tracked
using a visual or profiling sensor and goes into burial. The
magnetometer-based tracker can keep a good estimate of
the pipe as long as the vehicle is controlled well from
these estimates and does not lose track. We’ve also done
observability analysis for the proposed Kalman filter to make
sure it is observable and is able to estimate optimally given
the detections. In future we would like to extend the filter
to be used with other sensor modalities such as tracking in
conjunction with a Multibeam Echosounder.
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