Abstract-Understanding the delay behavior of network coding with a fixed number of receivers, small field sizes and a limited number of encoded symbols is a key step towards its applicability in real-time communication systems with stringent delay constraints. Previous results are typically asymptotic in nature and focus mainly on the average delay performance. Seeking to characterize the complete delay distribution of random linear network coding, we present a brute-force methodology that is feasible for up to four receivers, limited field and generation sizes. The key idea is to fix the pattern of packet erasures and to try out all possible encodings for various system and channel parameters. Our findings, which are valid for both decoding delay and ordered-delivery delay, can be used to optimize network coding protocols with respect not only to their average but also to their worst-case performance.
I. INTRODUCTION
The behavior of end-to-end delay is a key factor in real-time applications with stringent deadlines, such as live video streaming or robust control in sensor-actuator networks. When the links or the nodes that compose the underlying communication network behave in a highly volatile manner, algebraic mixing of different packets by means of network coding is known to increase the throughput and enhance the overall robustness of the network with respect to the dynamics of its environment. Whether or not the delay incurred by network coding can be controlled in order to meet the prescribed deadlines will ultimately determine its applicability in networking applications with real-time constraints.
The fundamental principles of network coding were presented in [1] , which characterized the multicast capacity of a general network. Most practical applications of network coding today are based on random linear network coding [2] , [3] , [4] , whereby intermediate nodes form linear combinations of incoming packets using random coefficients that are placed in the header of the output packets. Destination nodes wait until they receive enough linear combinations and then use Gaussian elimination to recover the data. Instead of acknowledging received packets, destination nodes can feed back information about the required degrees of freedom thus allowing the source node to control the size of its sender queue [5] , [6] , [7] , [8] . The delay implications of this form of online network coding are addressed in [9] and [10] . For a half duplex channel, [11] shows the optimal number of coded symbols to be transmitted before the sender receives an acknowledgment. If the intermediate nodes in the network merely store and forward packets, fountain codes (e.g., Raptor codes [12] ) offer an efficient alternative for endto-end reliability.
The aforementioned contributions on the issue of network coding delay focus mostly on the average decoding delay. In fact, little is known about the distribution of delay, which would allow the system designer to provide worst case guarantees. Analytical expressions for the case of one receiver are provided in [13] . Here, we focus on the multiple-receiver case and make the following contributions:
• Brute-force analysis of decoding delay: Since the analysis for the single-receiver case in [13] does not carry over to the case of multiple receivers, we propose a brute-force approach, whereby the erasure pattern is fixed and the delay is measured for all possible encodings (i.e. sets of linear combinations of symbols).
• Curve Fitting: For small field sizes and limited number of receivers, the decoding delay distribution is shown to be well approximated by a normal distribution.
• Engineering Implications: We discuss how knowing the distribution of delay can improve the design of network coding based protocols for real-time applications. The rest of the paper is organized as follows. Section II states the problem and explains the challenges in proving analytical results for the multiple user case. The brute-force analysis is then presented in Section III. Section IV presents the results for a variety of scenarios. Finally, Section V concludes the paper with a discussion of the engineering implications.
II. BACKGROUND AND PROBLEM STATEMENT

A. Basic Setup
Consider the broadcast scenario depicted in Figure 1 . A source wants to transmit n symbols to a set of R receivers over independent erasure channels. The encoder takes the symbols s1, s2, .., sn generated by the source and forms linear combinations P m i=1 αisi using independently and randomly selected coding coefficients α1, α2,..,αm, m ≤ n, taken from a finite field (GF(q)). It is assumed that αi = 0 for at least one i.
Symbols are placed in packets and transmitted over independent erasure channels, such that channel l erases a symbol with probability e l . Time is divided into slots. Each channel carries one packet per slot. The random coefficients used for encoding are included in the packet header. After collecting a sufficient number of packets with independent linear combinations, each decoder is able to reconstruct the encoding matrix and use Gaussian elimination to recover the original source symbols. We consider the following figures of merit. The decoding delay Di of receiver Ri is defined as the total number of time slots required for Ri to decode all the source symbols. Particular attention shall be devoted to the maximum decoding delay, taken among all the receivers. The in-order delivery delay, denoted by Ds i (Ri), corresponds to the number of time slots necessary for receiver Ri to deliver si in the correct order to the application. The maximum in-order delivery delay for si is then given by Ds i = max i Ds i (Ri). Our goal is to develop a statistical characterization of both the decoding delay and the in-order delivery delay of random linear network coding.
B. The Single Receiver Case
The delay distribution for R = 1 was fully characterized in [13] . Let S k (t) denote the set of possible sizes for the set of linearly independent packets received by time slot t such that the delay is k. We may write
Let f (m) be the number of packets that are linearly independent with respect to any subset of the received packets, and let g(m) be the number of linearly dependent packets, i.e.
and
Theorem 1: Consider a link with capacity of one packet per time slot. A packet is dropped with probability e. For a source that has n symbols to transmit and uses RLNC (in the finite field GF(q)), we have that the probability distribution of the delay, D, for k ≥ n is given by
where C1(1) can be computed from the recursion described as
for t≤ k−2 and s <n−1.
To illustrate this result 2 shows the described analysis for a fixed number of symbols, n = 10, a fixed erasure probability ei = 0.05, ∀i and various field sizes. The obtained results are compared with a standard Automatic Repeat reQuest (ARQ) scheme with perfect feedback (i.e. lossless and instantaneous). Both plots reveal that for q ≥ 16 the delay distribution is very close to that of ARQ. It is also worth observing that GF(2) induces a delay distribution with a heavy tail, which makes it hard to provide quality of service guarantees, with respect to decoding delay.
C. Challenges of the Multiple Receiver Case
Extending the aforementioned result from the single receiver case to the case of multiple receivers turns out to be non-trivial. Although the erasure channels are independent, they all share a common source. Therefore, the outputs of the channels are not independent. Suppose that Yi is the output of the channel observed by Ri. We have, for instance, that P (Y1 = 0, Y2 = 1) = 0, because we consider an erasure channel (no bit flipping), but P (Y1 = 0) > 0 and P (Y2 = 1) > 0. Hence, P (Y1 = 0, Y2 = 1) = P (Y1 = 0) · P (Y2 = 1).
Moreover, although the erasure patterns observed in each channel are independent, the fact that a linear combination is innovative for one receiver may imply that it is also innovative for another receiver. We illustrate this fact through the following example. Consider the case of two receivers and say that the source has transmitted s1 and s2 + s3 in the first two time slots. Assume that R1 has observed no erasure and that R2 has received only s2 +s3. Let Ai(t) represent the event "the linear combination transmitted in time slot t is innovative for receiver Ri". Since the knowledge space of receiver R2 is a subspace of the one of receiver R1, we have that A1(3) ⊂ A2(3). Thus, these events are not independent. The same applies to the delays of different receivers, because the incurred delay depends essentially on whether or not the received linear combinations are innovative. Although for large field sizes all randomly generated linear combinations are innovative with probability close to one, this is not the case for small fields such as GF (2), which are practically relevant due to the low encoding and decoding complexity.
We conclude that a trivial extension of the main arguments in the proof for the single-receiver case does not yield a correct solution for the multiple user case. Solving the multiple receiver case requires taking complex statistical dependencies into consideration, which at this time seems elusive. This observation motivates the brute-force methodology presented in the next section.
III. BRUTE-FORCE ANALYSIS OF DECODING DELAY
Given the mathematical difficulty of characterizing the distribution of the network coding delay for multiple receivers, we propose the following brute-force approach.
A. Methodology
We start by fixing the number of receivers R, the field size, the number of symbols to be combined, and the erasure probability of each channel. Based on the values of these parameters, we generate erasure patterns for testing purposes, whose length ts must be sufficient to allow for all decoders to recover all sent symbols in one generation. Each erasure pattern can be represented as a matrix
where i is a binary vector of length ts representing for each time slot whether receiver i obtained an erasure or a correct symbol.
In a second step, we generate all possible encodings, i.e. sets of linear combinations that can be generated by the encoder. The maximum block length of an encoding is limited to the number of symbols we want to transmit.
Finally, we carry out Gaussian elimination for all receivers, erasure patterns and encodings. The delay is measured by counting the number of slots until each symbol is decoded and taking the maximum thereof. To reduce the computational efforts, we adapt the number of time-slots to the parameter values of each experiment, such that all the symbols are received with more than 99% probability. The minimum number of time-slots required is computed using Algorithm 1.
Algorithm 1 Number of Time Slots for an Experiment
Data: erasure probability (e), number of symbols (n), number of receivers (R) Result: number of time-slots (t s
B. Experiments
The proposed brute-force approach is obviously computationally heavy and is only feasible for small field size and limited number of receivers. The number of symbols to be encoded, also known as generation size, must also be kept to a small value. Nevertheless, as we shall demonstrate in the next section, the approach provides new insights into the performance of random network coding.
Our experiments focus on the cases of 2, 3 or 4 receivers, generations of 2 or 3 symbols and erasure probabilities of 5%, 10% and 20%. Each experiment is denoted as aRbS, where a and b give the number of receivers and the number of symbols, respectively.
For each erasure probability we run a number of experiments (one for each erasure pattern) and compute the mean and standard deviation of the decoding delay. The length of the erasure pattern is determined using Algorithm 1. To ensure the statistical significance of our results, we must run a sufficient number of experiments depending on the value of the erasure probability. Let K be the number of erasures in a specific erasure pattern. We start by setting K = 0 and compute the probability of occurrence for this erasure pattern. The procedure is repeated by incrementing K at each step until the total probability of the thus obtained erasure pattern is higher than 90%. This can be validated using the binomial distribution to compute the total probability of the erasure patterns with up to K erasures, specifically
The value of K for which this probability exceeds 90% is denoted as Kmax. It follows that the number of erasure patterns to be used for experimentation is given by The cases of interest and the corresponding experimentation values are listed in Table I .
C. Evaluation
The delay is measured in each experiment for every encoding and every receiver. The delay histogram is then obtained by counting the number of encodings that yield a particular delay value. Encodings under which the receivers are unable to decode all the symbols are also taken into account. The probability that decoding will fail is given by
with
, where Mj is the number of encodings that guarantee successful decoding under the erasure pattern Ej and M = maxj Mj. The corresponding values for the cases of interest can be found in Table I . As expected, the probability of unsuccessful decoding increases with the erasure probability.
IV. RESULTS
A. Decoding Delay Distribution
We now present histograms and cumulative functions for erasure patterns with 5%, 10% and 20% erasure probability. The number of experiments used in the study are shown in Table I . The histograms in Figures 3(a) and 5 correspond to the cases of 3R2S and 3R3S, respectively. Since we are trying all possible encodings, we obtain a cumulative distribution function (CDF) for the delay. The dotted lines represent the confidence intervals that follow from the choice of erasure patterns, as described in the previous section. From Figure 3 (a), for instance, we conclude that by randomly choosing an encoding we get a decoding delay equal to 2 time slots with probability 0.22 ± 0.08 and equal to 3 time slots with probability 0.68. For the case of 3 symbols and 5% erasure probability ( Figure 5 ) we can observe that the probability of a decoding delay within 4 time slots is approximately 0.56.
To illustrate the practical value of this brute-force analysis, we shall now consider a comparison between the distribution for encodings with only one uncoded symbol with the distribution for completely uncoded transmission. Figure 6 (a) and Figure 6(b) show the gap between the two cases. For instance, the case presented in Figure 6 (a) can decode almost 0.55 of symbols within 4 time-slots, whereas the instance depicted in Figure 6 (b) can manage within the same number of time-slots almost 0.47 encodings. For the case of 2 symbols and 20% erasure probability we can observe that sending only one uncoded symbol within the encodings guarantees a delay within 4 time-slots with probability 0.60 (Figure 4(a) ), whereas sending only uncoded symbols has probability 0.50 of decoding delay within 4 time slots (Figure 4(b) ). Even if the number of symbols is small, the analysis of network coding delay provides insight as to whether or not it is useful to code and what generation size one should use.
B. Distribution fitting
To find the best for the delay distribution among well studied and mathematically tractable probability distributions, we used standard curve fitting tools. It turns out that the delay distribution is generally well approximated by a normal distribution. The specific findings for the scenarios under consideration are given in Table II . The cumulative distribution functions for 3R2S are given in Figure 7 for 5%, 10% and 20% erasure probability and for 95% confidence intervals. As we can see from the table and also from the figure, the best matching with the normal distribution is for the case of 20%, where the number of erasure patterns is highest.
C. Ordered Delivery Delay
When transmitting linear combinations to multiple receivers, it is not always the case that the sent symbols are decoded in the right order to be delivered to the application. It is thus reasonable to carry out a separate analysis to measure the ordered delivery delay as defined in Section II) and illustrated in Table III . In Table III we can see that the generation size has a significant impact on this performance metric. For example, for the cases 3R2S and 4R2S the percentage of symbols that are obtained in-order varies between 66.66% and 79.16%, whereas for the cases 2R3S and 3R3S this percentage varies between 38.01% and 47.03%. 
Standard Error
V. DISCUSSION AND CONCLUSIONS
Motivated by real-time applications with stringent deadlines, we considered the delay distribution of random linear network coding for multiple receivers. Given the mathematical difficulty in deriving an exact expression for R > 1, we resorted to brute-force analysis of all possible encodings on a statistically significant set of erasure patterns. Naturally, the maximum decoding delay can be achieved be selecting a sufficiently large field size. However, this is not always an option. Specifically, using GF(2) has the advantage, that no finite field multiplications are required, but only simple xor operations. This reduces the decoding complexity as well as the overhead required for storing the coding coefficients and decoding matrices. A prime example application where this is important is P2P file distribution, where the sheer size of data requires efficient coding and decoding algorithms. Another example are sensor network applications where overhead is critical. Any increase in packet header size significantly reduces the portion of the packet available for data, due to the very small packet sizes, and any substantial increase in memory footprint runs the risk of having to use very energy consuming flash memory, rather than efficient RAM for the decoding matrices.
It is important to note that the proposed methodology to compute the delay distribution can be used not only for random linear network coding but also for other coding schemes. One example thereof is uncoded symbols, whose performance we compared against the case with coding. It would be interesting to understand if the delay for random network coding with some constraints (for example, in the choice of coefficients) is still well approximated by a normal distribution. Also worth noting is the different results obtained for decoding delay and ordered delivery delay. We believe both metrics are important, depending on the particular application. 
