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We consider discrete-time, partially observable stochastic control systems 
x ,+, = KY,, u,, v,). t = 0, 1, . . . . 
I’,= G(u,-,, x,, M’,). f = 1, 2, . . . . y,, = G,(x,, M+,), 
where x,, u,, and y, are, respectively, the state, control, and observation at time I, 
and the state and observation disturbance processes {v,} and {w,} are sequences of 
i.i.d. random elements with distributions Y and p, respectively. We study the non- 
parametric adaptive control problem of maximizing the intinite-horizon discounted 
reward criterion when v and p are unknown and determine conditions for several 
adaptive policies to be asymptotically optimal and for almost-surely uniform 
approximations of the optimal reward function. Our approach combines con- 
vergence results for empirical processes and recent results on parameter-adaptive 
stochastic control problems. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Stochastic control systems with partial state information appear in many 
important problems in engineering, economics, population processes, 
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learning theory, and many other areas; extensive lists of references can be 
found, for instance, in the recent survey papers by Kumar [ 191 and 
Monahan [21]. A key feature of these systems is that, although the state of 
the system is not directly observable, the disturbance or driving process of 
the system, as well as the noise in the observations or measurement 
process, both have known distributions. For example, a typical model in 
the stochastic control theory literature is the case of additive noise, 
x,+ 1=4x,, 4) + 0,) u, 
Y, = c(u,- 1, AT,) + w,, 
(1.1) 
where x,, u,, and y, are the state, control, and observation at time t, 
respectively, and the state disturbance process {v,} and the observation 
noise process {w,} are sequences of independent and identically distributed 
(i.i.d.) random variables with given (e.g., Gaussian) distributions v and p, 
respectively; this information allows us to compute, at each time t, the a 
posteriori distribution of the state x, given the past controls uO, . . . . u,~ , , 
and the past and present observations y,, . . . . y,. 
The Problem. We consider in this paper a general partially observable 
(abbreviated: PO) system with unknown distributions v and p. That is to 
say, we consider PO stochastic control systems of the general form 
x,, 1 = F(xr, UI, o,), t = 0, 1, . . . . 
Y, = G(u,-- 1, x,, w,), t = 1, 2, . ..) (1.2) 
YO = Gob,, wo), 
where F, G, and Go are known and { ~4,) and {w,} are sequences of i.i.d. 
random elements whose respective distributions v and p are unknown. Our 
main objective is to determine adaptioe policies-i.e., policies not 
depending on the forms of v and p-for the problem of maximizing the 
discounted reward criterion J( .) = J”,fl( .) defined as (cf. Section 2) 
46 P) := E;‘, f B’r(x,, uI), 
1=0 
(1.3) 
where Ei = E:‘.p denotes the expectation with respect to the probability 
measure induced by the policy 6, given that p is the a priori distribution of 
the initial state x0, and that the respective distributions of u, and w, are v 
and p-which are assumed to be fixed (but unknown) throughout the 
following. In (1.3), /3 is a discount factor, 0 d B-C 1, and r(x, u) is the one- 
step expected reward when control u is used in state x. (Additional 
explanations on terminology and notation, as well as the assumptions on 
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(1.2)-(1.3) are given in Section 2; for a more detailed background the 
reader may wish to consult the monographs by Bertsekas and Shreve [ 11, 
Dynkin and Yushkevich [6], or Striebel [25].) 
The Approach. The standard approach [ 1,4,6, 15, 19,22,23,28] to 
solve the PO control problem (1.2)-(1.3) when v and p are known is to 
transform it into a new completely observable (CO) control model with 
state equation of the form 
-7r+I=ff(Z,7%?Yt+I), (1.4) 
where the “disturbance” or “driving” process is now the observation 
process { y,} in (1.2), and the new state z, is the conditional distribution of 
x, given the observable history h, up to time t, i.e., 
h,:=(~,~orUor...,~,~,,u,~,,y,). (1.5) 
The reward function J in (1.3) is transformed accordingly, and it turns out 
that the new problem is equivalent to the original one (1.2)-( 1.3); see Sec- 
tion 3 below. So far, so good, except that the function H in (1.4), and of 
course the transition law of the process {z~}, depends on the distributions v 
and p. Thus if we are to follow the approach just described for the case 
when v and p are unknown, we need, among other things, a procedure to 
get good-“consistent”estimates of v and p. 
The obvious way to do this, since both disturbance processes {v,} and 
{ wI} are i.i.d., is to use their empirical processes [6]-or the empirical 
process of the joint variables (II,, w,). And this is essentially what we do 
here: we estimate v and p via the empirical process and then we give con- 
ditions under which the estimates are “consistent” in an appropriate sense 
for the control problem. This obvious approach, however, imposes an 
“observability” constraint on our model (1.2), because for our adaptive 
policies to make sense we need not only the observable histories h, in (1.5), 
but also, at each time t, to construct the empirical process (see Eq. (5.1)), 
we need to have the realization uo, . . . . u,_ r, and wo, . . . . w,- I of the disturb- 
ances; these would be “additional observations,” in the terminology of 
Schal [24] or van Hee [26]. 
The latter requirement is perfectly reasonable in many control problems. 
Take, for instance, the problem of control of a water reservoir with finite 
capacity C [S]. The state equation is 
ax,+ 1 = min(x, - U, + Us, C), (1.6) 
where x, is the volume (or stock) of water at time t; the control U, is the 
volume of water released during the tth period (for irrigation or for the 
generation of hydroelectric power, say), and the “disturbance” v, is the 
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water inflow during the tth period, which can be safely assumed to be 
measurable. If, in addition, we assume that the topography of the terrain 
where the reservoir is located is sufficiently well known so that the water 
level can be determined as a non-random function of the volume, we would 
have the case of noiseless observations 
Y, = G(u, - 1, xr)r (1.7) 
where y, is the water level at time t. Another example of this type would be 
an inventory/production system [6, 161 which has state equation 
X ,+ I = (x, + u, - 0,) +, (1.8) 
where x, is the stock level at time t, U, is the quantity ordered or produced 
during the tth period, and u, is the demand. In most cases we could also 
assume noiseless observations as in (1.7). Actually, if we define a new state 
process x: := (xf, v,), then the original PO system (1.2) is formally 
equivalent to a new PO system with state x; and noiseless observations 
y: = G’(x;), where G’(x:) = JJ,; see, for instance, [ 15, Remark 2.11. 
Reference [lS] treats, in particular, another situation of special interest 
for our present purposes; namely, the case of denumerable states and obser- 
vations, where the distributions v and p are discrete; see also Hinderer 
[17], Kumar [19], Monahan [21], and Sawaragi and Yoshikawa [23]. 
This is the case in queueing systems (see, e.g., Hernandez-Lerma and 
Marcus [ 13]), in which x, is the number of jobs in the system at time t, U, 
is, say, the service rate, and the “disturbance” u, is the number of jobs 
arriving to the system during the tth period. An example of an observation 
process could be the indicator-like function 
Y, = 1 - 60, l,? 
where 6, is the Kronecker symbol, which again is of the form (1.7). 
Related Literature. This paper is a sequel to [ 161, where we considered 
completely observable (CO) systems 
x ,+ I = 4x1, u,, ur), (1.9) 
where the v, are i.i.d. disturbances with unknown distribution v. This 
system is of the same form as the CO model in (1.4), except that in the 
latter, the disturbances JJ, are not i.i.d. and this makes quite a difference for 
our present purposes. It turns out that the conclusions here, with respect to 
the asymptotic optimality of the policies introduced, are very similar to 
those in [16], and the “general approach” briefly described above is also 
similar; however, many modifications are required because we cannot use 
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(either directly or indirectly) that the empirical process of the observations 
y, (i.e., the disturbances in (1.4)) converges to “something,” as does the 
empirical process of u, in (1.9). In fact, the present paper is independent of 
[16] in that we do not use here any of the results in [16]. (On the other 
hand, the results here can be specialized to those in [ 161 if we consider 
(1.9) as a PO system with noiseless observations y, =x, for all t.) 
Another related paper is [ 151, where we studied partially observable 
Markov decision processes (PO-MDP’s) with unknown parameters. This 
would be the case in which, in the present context, the “forms” of v and p 
are known, but they are allowed to depend on unknown parameters, so we 
would have, say, v0 and plo, with I3 taking values in a certain parameter 
space. Of course, the present problem can be formally reduced to the 
parametric case if we interpret v and ~1 as “parameters” with values in 
appropriate sets of probability distributions. But again, since the 
parameter-adaptive control policies require “consistent” parameter 
estimation schemes, the difficulty would be to get estimates of v and p 
“consistent” for the PO control problem; thus we are led again to the 
approach in Section 5 below. A discussion of non-parametric adaptive 
policies when the unknown distributions are viewed as “parameters” is 
given by Hernandez-Lerma and Cavazos-Cadena [ 121. 
In addition to the references cited above on parameter-adaptive PO- 
MDPs or the CO system (1.9), we know of no other works treating PO 
systems with state and observation disturbances having unknown dis- 
tributions. We should mention, though, the interesting work of Gordienko 
[9], who, to the best of our knowledge, was the first author who 
investigated (completely observable, average reward) stochastic control 
problems with unknown disturbance distribution, and whose work 
provided the initial motivation for our interes in these problems. 
Organization of the Paper. In Section 2, we introduce the basic 
assumptions on the control system (1.2)-( 1.3) and state the PO control 
problem in precise terms. Additional assumptions are introduced in later 
sections, as needed. In Sections 3 and 4 we assume that the disturbance dis- 
tributions are known; in Section 3 we follow the usual approach to trans- 
form the PO control problem into a completely observable (CO) control 
system in terms of the so-called “filtering equation” (3.1), which is the same 
as (1.4) above, and in Section 4 we find conditions under which the optimal 
value function of the CO system satisfies the dynamic programming 
equation (Theorem 4.1)-an important result in itself. In Sections 5 and 6 
we consider the case of unknown disturbance distributions v and ~1. In the 
first part of Section 5 we introduce the empirical process of the joint distur- 
bance sequence (ur, w,) and then this is used to determine an “empirical 
version” H, of the filtering distribution H in (1.4) (or (3.1)); in the second 
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part, we present several sets of conditions under which the empirical 
processes introduced are “uniformly consistent” for the CO control 
problem. Finally, in Section 6, having already the appropriate setting of 
Sections 4 and 5, we introduce three adaptive policies, which are 
asymptotically optimal and provide almost-surely uniform approximations 
of the optimal reward function. We conclude with some remarks in 
Section 7. 
A general reference for the present work is the monograph by Bertsekas 
and Shreve [ 11. 
2. ASSUMPTIONS AND PRELIMINARIES 
In this section we define the partially observable (PO) control problem 
(1.2))( 1.3) in precise terms; here and in Sections 3 and 4 we assume that 
the state and observation disturbances u, and w, in (1.2) have known 
distributions v and ,LL, respectively. First we introduce some terminology 
and notation, and then we state the basic assumptions on (1.2))(1.3). 
Terminology and Notation. A topological (resp. product) space X will 
always be endowed with the Bore1 (product) sigma-algebra g(X). As in 
[ 11, we use X to denote a typical Bore1 subset of X. The Cartesian product 
of sets X and Y is denoted by XY. B(X) and C(X) denote, respectively, the 
space of real-valued bounded measurable functions on X, and the space of 
bounded continuous functions. Throughout the following, let X and Y be 
separable metric spaces. p(X) denotes the space of probability measures on 
X; p(X) is separable in the metric corresponding to the topology of weak 
convergence [ 1, 2, 51. p( Yj X) denotes the set of all conditional 
probabilities-or Borel-measurable stochastic kernels [ 1 ]-on Y given X, 
that is, P(dy 1 x) is in a( Yj X) if, for each x E X, I’(. lx) is a probability 
measure on Y, and for each Y E 98( Y), P( Y 1. ) is a (Borel-) measurable 
function on X. P(dylx) is said to be continuous if it is continuous in the 
sense of weak convergence, i.e., for any function g E C( Y), j g( y)P(dy 1 x) is 
continuous in x E X. Finally, for a real-valued function g, 11 gll denotes the 
supremum norm. I, denotes the indicator function of the set X. 
Assumption 2.1 below is supposed to hold throughout the following; 
additional assumptions will be required in later sections. 
ASSUMPTION 2.1. All stochastic processes are defined on an underlying 
probability space (Sz, 9, P). The state space X, the control set U, and the 
observation set Y are separable metric spaces with metrics d, , d,, and d,, 
respectively. The state driving process { vr} is a sequence of i.i.d. random 
elements with values in a separable metric space ( V, d4) and with distribution 
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v, while the observations disturbance process { wt} is a sequence of i.i.d. ran- 
dom elements with values in a separable metric space ( W, d,) and distribution 
u. The initial state x,, and the processes {v,} and { wI} are independent. 
Moreover: (a) the functions F(x, u, v), G(u, x, w), and G,(x, w) in (1.2) are 
measurable in the corresponding arguments; (b) the one-step reward function 
r(x, u) is in B(XU). 
To describe the evolution of the PO system (1.2) let us first introduce the 
state transition law: for X E B(X), x E X, z4 E U, 
W 1x2 u) = j,, z,C&, u, 011 v(dv) (2.1) 
which represents the probability that x, + , E X, given that x, = x and U, = u. 
Similarly, for Y E B( Y), u E U, x E X, the observation kernel and the initial 
observation kernel are given, respectively, by 
(2.2) 
and 
Qo(W=~~I,[GO(~, w)lAdw). (2.3) 
Let us suppose now that the initial state has a given distribution p; the 
initial observation y, in (1.2) is then generated according to the obser- 
vation kernel Q, in (2.3) if x0=x. If at time t the state of the system is 
-Y, = x and the control U, = u E U is applied, then a reward r(x, U) is received 
and the system moves to state x,+ , according to the transition law (2.1). 
The state at time t + 1, say x,, I = x’, cannot be observed directly; instead, 
an observation, or measurement, y, + I is generated via the transition kernel 
Q(dy 1 u, x’) in (2.2). An action is again chosen and the process is repeated. 
The PO Control Problem. Let Z := p(X) be the space of all probability 
measures on the state space X, and for each t = 0, 1, . . . . let H, := Z( YU)’ Y 
be the set of all observable histories h, in (1.5); H, := ZY. A policy for the 
PO controlled system (1.2) is a sequence 6 = { 6,) of measurable functions 
6,: H, + U (possibly randomized [ 1, 6, 17, . ..I) such that under this policy 
the action chosen at time t is U, = o,(h,) if the observed history is h,. The set 
of all policies is denoted by D. 
Each policy 6 and each initial distribution FEZ-together with 
the conditional probabilities P, Q, and Q0 in (2.1)-(2.3)-determine a 
probability measure Pi on the space of all possible realizations 
(x,9 Yet uo> XI, Yl> UI , . ..) of the PO system (1.2). The expectation with 
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respect to that probability measure is denoted by Ei (it has appeared 
already in the definition (1.3) of the discounted reward function J(6, p)). 
Let 
K(P) :=supJ(k P), p E -5 
&ELI 
be the optimal reward function. The PO control problem is then that of 
finding a policy 6* such that K(p) = J(6*, p), p E Z, in which case it is said 
that 6* is an optimal policy. 
In the adaptive control problem of this paper, when the distributions 
v and p-and therefore, the stochastic kernels P, Q, and Q, in 
(2.1)-(2.3)-are unknown, there can be no optimal adaptive policies. We 
thus restrict ourselves to look for policies which are asymptotically optimal 
in the following sense [ll, 14, 16, 18, 193 introduced by Schal [24]. 
DEFINITION 2.1. A policy 6 is said to be asymptotically optimal (AO) if, 
for every initial distribution p E Z, 
J,(h PI - ~~mL) + 0 as n-+z0, 
where 
.I,,(& p) := Ei f /?-‘9(x,, u,) 
I = II 
is the expected total reward from stage n onwards discounted at stage n. 
Following the program described in Section 1 we shall now transform 
the PO control problem into a completely observable (CO) problem. Since 
this transformation is quite standard, we will be brief and review only those 
concepts to be used here directly. 
3. TRANSFORMATION INTO A CO CONTROL PROBLEM 
The idea is that of introducing a new discrete-time stochastic control 
system with state equation 
ZI+l=H(z,~uI~Y,+,)~ t = 0, 1, . . . . 
zo = Hot P9 YO)? 
(3.1) 
where the new state process {z,} takes values in the space Z = P(X), H and 
Ho are measurable functions, and {u,} and {y,} are the control and obser- 
vation sequences in (1.2); PE Z denotes the a priori distribution of the 
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initial state x0. To obtain H and H, for the general model (1.2) one 
proceeds as follows [l, 6, 22, 281: 
We define first a conditional probability q(dx, dy ) z, a) E IFD(XYI ZU) 
which, for each (z, U) E ZU, is defined on a measurable rectangle XY of XY 
by 
4 (XY I z, u) := jx jx Q(Y 1% x’)P(dx’I x, u)z(dx), (3.2) 
where P and Q are the stochastic kernels in (2.1) and (2.2), respectively. It 
then follows from the decomposition (or “factorization”) theorem (see any 
of the references in the previous paragraph) that there exists a conditional 
probability H(dx 1 z, U, y) on X given ZUY such that 
4w I z, u) = Jy f-w I z, 4 .Y)Nh I z, u), (3.3) 
where R(Y I z, U) := q(XY I z, U) is the marginal of q(dx dy 1 z, u) on Y, i.e., 
W.u)=j i‘ Q(YIu,x’)P(dx’Ix,u)z(dx), Y E L%( Y). (3.4) 
x x 
A similar argument shows that there exists a conditional probability 
H,,(dxIz, y) on X given ZY such that 
Jx QdY I x1 P(~x) = i, jy HOW I P, Y) Qo(4 I x) P(~x) (3.5) 
for all XE&?(X), YEB(Y),~EZ, and UEU. 
The measurable functions H(z, U, y) and H,(z, y) in (3.1) are the 
conditional probabilities in (3.3) and (3.5), and the process {z,} defined 
by (3.1) is such that, at each time t, z, can be interpreted as the con- 
ditional-or a posteriori-distribution of the state x, given the observed 
history h, up to time t. 
Special Cases. For some PO systems, the “filtering distribution” H can 
be computed explicitly (see, for instance, Di Masi and Runggaldier [4] or 
Striebel [25]) for system (1.1) when {u,} and {w,} are independent 
Gaussian white noises. Striebel [25, Chap. 23 also considers the case when 
the noise distributions v and p are absolutely continuous distributions on 
finite-dimensional Euclidean spaces. When both v and ,a are discrete and 
the state and observation spaces X and Y are denumerable, expressions for 
H can be seen (e.g.) in HernBndez-Lerma and Marcus [ 151, Monahan 
[21], Sawaragi and Yoshikawa [23], and Yushkevich [28]. Actually, if 
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the observation set Y is denumerable and we take Y = {y}, we see directly 
from (3.3) that if R(ylz, U) :=R({y}lz, u)#O, then 
x P(dx’ I x, u)z(dx), x E B(X). (3.6) 
If R( y I z, U) = 0, we define H(X 1 z, U, y) as an arbitrary probability measure 
on X. 
Remark 3.1. Note that from (2.1) and (2.2) the stochastic kernels 
q(dx, dy I z, U) and R(dy ( z, U) in (3.2) and (3.4) can be written in terms of v 
and p. For example, instead of (3.4), we can write 
R(YIz, u)= 
ijl I,CG(u, F(x, u, 01, ~1 Adw)v(du)z(dx). x v w 
We will use this type of expression in terms of p and v in Section 5 to 
obtain the “empirical versions” of the stochastic kernels q, R, and H. 
The CO Control Problem. Once we have the state equation (3.1), to 
complete the description of the new CO control model we must specify the 
control set 0, the reward function ?, and the set of policies D. We set 
U := U, and define r on ZU by 
Y(z, u) := jx r(x, u)z(dx). (3.7) 
To define d we first note that, using the so-called “filtering equation” (3.1), 
corresponding to any observable history h, E H, we can determine an 
information vector 
h,= (zo, uo, . . . . z,-1, u,-l,Z,)E#, (3.8) 
where z := Z( UZ)‘, t = 0, 1, . . . . 2. = Z. We now define an I-policy (or 
information policy) as a sequence S= {S,} of measurable functions 
8,: R, + U, and denote by d the set of all Z-policies. As usual, a sequence 
&= {f, } of measurable functions f, : Z -+ U is called a Markov-or 
memoryless-Z-policy, and a Markov policy S= {f,} such that f, = f for all 
t is called a stationary Z-policy and we refer to it simply as the stationary 
Z-policy J: 
D has important properties. First of all, it can be regarded as a subset of 
D, since for any Z-policy SE 6, we can define a policy 6 = { 6, > ED by 
6,(h,) := S,(h,), where for each h, E z, h,E 3 is determined as in (3.8). 
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Moreover, B is complete, which means that for any policy 6 E D there exists 
an I-policy S such that 
44 P) = 44 P), p E z. 
Let P(dz’ I z, U) be the transition law of the process {z,} in (3.1); that is, 
for any ZE&?(Z), (z, u)EZU, 
P(Zlz, u)=i* zz,Cm 4 Y)lN&lZ, u), (3.9) 
Y - 
where Z E B(Z) and (z, U) E ZU. This transition law P, together with an 
Z-policy S and a a priori distribution p E Z for the initial state x,,, deter- 
mines a probability measure on the space of all possible information 
sequences zO, uO, z1 , ui, . . If we denote by Ep the expectation with respect 
to such a probability, then the expected discounted reward for the CO 
system (3.1) is given by 
46, p) := E; f /?‘F(ZI, u,), SED, PEZ. (3.10) 
1=0 
Finally, the CO control problem (3.1), (3.10) is equivalent to the original 
PO control problem (1.2) (1.3) in the sense that for any Z-policy 6, 
Thus, from the completeness of D, we can conclude in particular that an 
Z-policy is optimal (or s-optimal, or asymptotically optimal) for the CO 
system if and only if it is optimal (or s-optimal, or asymptotically optimal, 
respectively) for the original PO system (1.2), (1.3). In other words, results 
for the CO control problem can be translated into results for the PO 
problem by replacing “Z-policies” by “policies.” Examples of this for various 
PO stochastic control problems can be seen in any of the references cited 
above in this section. What we do next is consider the PO problem (1.2), 
(1.3) and determine optimality conditions for it; we give, in particular, 
conditions on the PO system under which the optimal reward function of 
the CO system (3.1), (3.10); that is, 
R*(p) := sup J(is, p), P E z (3.11) 
satisfies the dynamic programming equation (DPE) in Theorem 4.1 below, 
which in turn will be used in Section 6 to define adaptive Z-policies. 
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4. OPTIMALITY CONDITIONS FOR THE CO PROBLEM 
For the remainder of the paper we suppose the following: 
ASSUMPTION 4.1. Assumption 2.1 holds and also: 
(a) U is compact; 
(b) T(X, U) E C(XU); 
(c) the functions F(x, u, u) and G(u, x, w) and G,(x, w) in (1.2) are 
continuous; 
(d) the function H(z, u, y) in (3.1) is continuous. 
These assumptions, in particular 4.1(d), are briefly discussed in 
Remark 4.2 below. First, let us consider the following conditions on the 
CO observed model of Section 3. Recall that Z := P(X). 
CONDITION 4.1. (a) Z is a separable metric space and U is a compact 
metric space; 
(b) F(z, U) E C(ZU); 
(c) P(dz’ 1 z, U) is continuous. 
We show below (Lemma 4.1) that Assumption 4.1 implies Condition 4.1, 
and the latter in turn implies the following optimality theorem [ 1,6, 171. 
THEOREM 4.1. Under Assumption 4.1, the optimal reward function R in 
(3.11) is the unique solution in C(Z) of the dynamic programming equation 
(Df’E) 
K(z) = T&z), ZEZ, (4.1) 
where T is the operator on C(Z) defined for I$ E C(Z) and z E Z, by 
TV := mEa; T(z, u) +/I jz d(z’) P(dz’I z, u)} 
=y!t {f(z, 4+Bjy8cH(z, u, Y)I WdyIz, d}. (4.2) 
Morever, there exists an optimal stationary I-policy f such that f(z) attains 
the maximum in the right side of (4.1) for ail z E Z. 
Remark 4.1. We use below the following fact. Let X and Y be arbitrary 
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separable metric spaces, let h E C(XY), and let q(dylx) be a continuous 
stochastic kernel on Y given X. Then the function 
h’(x) := j” WY) ddY I XL x E x, 
is continuous. For a proof, see, e.g., [ 1, Proposition 7.301. 
LEMMA 4.1. Assumption 4.1 implies Condition 4.1 
Proof Condition 4.1 (a) follows from Assumptions 2.1 and 4.1(a), while 
Condition 4.1 (b) follows from Assumption 4.1 (b) and Remark 4.1. To 
verify Condition 4.1(c) we first note that, under Assumption 4.1(c), 
(i) continuity of F(x, U, u) implies continuity of P(dx’lx, u); 
(ii) continuity of G(u, x, w) implies continuity of Q(dy 1 U, x); and 
these together imply that 
(iii) R(dy ( z, U) is continuous. 
Indeed, to obtain (i) we simply observe that for any hi B(X) and 
(4 u) 6 xu, 
s 
h(x’)P(dx’lx, u)= h[F(x, u, u)]v(du), 
X s V 
which is continuous in (x, U) if h E C(X). To obtain (ii) we proceed 
similarly, since 
i 
g(y)Q(dy 1~3 x1 
Y 
z 
s 
gCG(u, x, w)lAdw), g E 4 n (UT x) E ux; 
W 
and now (iii) follows from (i), (ii) and Eq. (3.4) for R(dy)z, u). Finally, 
since 
s 
h(z’)P(dz’ I z, u) 
Z 
= J hCff(z, u, y)lNdylz, u), h E B(Z), (2, u) E zu, Y 
Condition 4.1 (c) follows from (iii) and Assumption 4.1 (d), which completes 
the proof of the lemma. 
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Remark 4.2. Assumptions 4.1 (a), (b), and (c) on the components of the 
PO system in Section 2 are standard in “discounted” dynamic program- 
ming, and usually it suffices to assume semi-continuity in the control 
variable u [ 1, 6, 17-J; here, however, we restrict ourselves to continuous 
functions. Assumption 4.1(d), on the other hand, is on the transformed CO 
system of Section 3. Note that, for example, if the observation set Y is 
denumerable with the discrete topology, so that H(z, U, y) is as in (3.6), 
then Assumption 4.1(c) implies that H(z, U, y) is continuous; see the proofs 
of (i) and (ii) in Lemma 4.1 or [13,20, 231. In other words, when Y is 
denumerable, Assumption 4.1 requires only parts (a), (b), and (c). Con- 
ditions sufficient for assumption 4.1(d) can be easily derived for linite- 
dimensional systems (1.2) with absolutely continuous disturbance dis- 
tributions; see Di Masi and Runggaldier [4] and Striebel [25, Chap. 21. 
We shall now turn to the case in which the distribution v and p are 
unknown. 
5. EMPIRICAL PROCESSES AND ADAPTIVE FILTERING 
In order to obtain adaptive policies when the disturbance distributions v 
and ~1 are unknown, we need, first of all, “consistent” estimates of v and p. 
Moreover, for these policies to be asymptotically optimal, we require the 
estimates to be “uniformly consistent” for the control problem, by which 
we mean Conditions 5.1 and 5.2 below. The reason for introducing these 
conditions will be clear in the next section. 
Empirical processes [8, Part I]. By the assumptions on the disturbance 
processes {u,} and (w,}, the joint process {(u,, w,), t=O, 1, . ..} is a 
sequence of i.i.d. random elements with values in the product space VW 
and with common distribution p such that 
for all Bore1 subsets _V and W of V and W, respectively. The empirical 
process bl> of i( ur, w,)} is defined by 
r-1 
with 
,ol:=t--’ c 6”,w,’ t=l,2 ,...) (5.1) 
,=a 
where 6, denotes the unit (or Dirac) measure on the point a and P, has the 
409,‘137;2-3 
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property that it converges weakly to p almost surely (a.s.). We shall now 
use pr to define “empirical versions” qr, R,, and H, of the stochastic kernels 
q, R, and H in (3.2)-(3.4). 
Adaptive filtering. From the expressions (2.1)-( 2.2) for _P and Q, we can 
rewrite the stochastic kernel q(dx, dy 1 z, U) in (3.2) as 
dX_YI z, u) = jx j, jw z,cF(x, 4 o)l 
x I,CG(u, Qx, u, u), w11/.4d~)v(d~b(dx) 
= SI I,[ . ..]Z.[ . ..]p(du. dw)z(dx), x VW 
and then replacing p by p, in (5.1) we obtain an-empirical version qr of q, 
.- .  ss x vw Z,t- . . .I ‘J . . .I PA& dwb(dx) 
r-i 
=t-’ c 
I ‘,YC’(X, ‘7 vi)1 ‘,CG(u, F(X, u> vi), Wj)]Z(dx), (5.2) j=o x 
where X and Y are Bore1 subsets of X and Y, respectively, and (z, U) E ZU. 
Then, as in the step from (3.2) to (3.3), the factorization theorem implies 
the existence of a stochastic kernel H,(XI z, U, y) on X given ZUY such that 
q,(XYlz, u)= J H,UIz, u, y)R-,(dyIz, u), (5.3) 
_y 
where R,( Yl z, u) := q,(X_YI z, U) is the marginal of q1 on Y; namely, from 
(5.21, 
R,(YIz, 4=jxjVW~J~~~, F(x, ~3 u), w)lp,(du, dw)z(dx). (5.4) 
Note that this can also be obtained directly from Remark 3.1, if we replace 
p(du, dw)= v(du)p(dw) by p, in (5.1). We call the kernel H, in (5.3) the 
empirical filtering distribution. 
Now, let R be the optimal reward function in (3.11 t(4.1), and let us 
define 
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(5.5) 
t = 1, 2, . . . . As already noted, for the adaptive policies in Section 6 to be 
asymptotically optimal, we need the empirical processes introduced above 
to be “uniformly consistent” in an appropriate sense, by which we mean 
that, as t -+ co, 
CONDITION 5.1. t,-0 a.s. 
CONDITION 5.2. q,+O a.s. 
When do these conditions hold? We identify several cases of interest in 
the remainder of this section; we first consider Condition 5.1. Clearly: 
PROPOSITION 5.1. rf 
(a) as t -+ co, Hl(z, U, y) + H(z, U, y) U.S. uniformly in (z, u, y), and 
(b) R is uniformly continuous, 
then Condition 5.1 holds. 
We shall come back to hypothesis (b) below (Remark 5.2); now, when 
does hypothesis (a) hold? An important case is when both v and p are 
discrete distributions. In such a case, p is also discrete and, moreover, [8] 
Ibr - PII 1 + 0 a.s., 
where (1 I], denotes the total variation norm for finite signed measures. But 
this implies that 
/14,(~I4 u)- 4(+, u)lll +O 0. 
and 
IlR,(.lz, ~)-R(.lz, u)ll, -0 a.s. 
uniformly in (z, u), where we have used the fact that if P, and P, are 
probability measures on a measurable space X, then 
IIP, - P,II = 2 SUP IPI - p,u-)I, 
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and also, for any g E B(X) and any finite signed measure y on X, 
IJ I gdy G Ilgll IIYIII~ (5.6) 
Finally, from these remarks, expression (3.6) for H (when Y is 
denumerable) and its empirical counterpart H,, which can be obtained 
from (5.3), we conclude that hypothesis (a) in Proposition 5.1 holds (e.g.) 
if: 
(i) v and p are discrete, and 
(ii) Y is denumerable and R( y I z, u) > E for all z, U, y, and some E > 0. 
Other possible approaches for obtaining Condition 5.1 are briefly discussed 
in Section 7. 
Before turning our attention to Condition 5.2, let us recall some 
concepts. 
Remark 5.1. Let p be a probability measure on a measurable space, say 
VW, and let 99 be a family of real-valued measurable functions on VW. It is 
said that 9 is a p-uniformity class if for any sequence {p,} in P( VW) which 
converges weakly to p, it follows that 
Moreover, from Theorem 1 of [3] (or [2]), 9 is a p-uniformity class if it is 
uniformly bounded and equicontinuous at each point (u, W) E VW. 
Now, to relate these concepts with Condition 5.2, first note that the first 
integral in the right side of definition (5.5) of q, can be written (using (5.4)) 
as 
J‘ KCH(z, u, y)l R,(dy I z, u)= SC Ku, Au, w) PA& dw)z(dxl, (5.7) Y x VW 
where 
:=R[H(z, u, G[u, F(x, u, u), w])], (u, W)E VW, (z, u)EZUX. 
Similarly, the second integral in the right side of (5.5) can be written in 
terms of p to obtain 
ss K,,.,.x(u, w)p(du, dw)z(dx). (5.8) 
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Note also that K,,, E C( VW) for every (z, u,x), by Assumption 4.1 and 
Theorem 4.1. We will use these remarks and Remark 5.1 to prove that 
Condition 5.3 below implies Condition 5.2; in fact, we have: 
PROPOSITION 5.2. The following implications hold: Condition 5.6 * 
Condition 5.5 * Condition 5.4 * Condition 5.3 * Condition 5.2, where Con- 
ditions 5.3-5.6 are as follows. 
CONDITION 5.3. The family of functions 
is equicontinuous at each (u, W)E VW. 
CONDITION 5.4. (a) The family of functions {G[u, F(x, U, .), .], 
(x, U) E XU} is equicontinuous at each (u, w) E VW. 
(b) {R[H(z, u,.)], (z, U) E ZU} is equicontinuous at each y E Y. 
CONDITION 5.5. (a) {F( x, U, . ), (x, U) E XV} is equicontinuous at each 
DE v. 
(b) {G(u,.,.), u E U} is equicontinuous at each (x, w) E XW. 
(c) { H(z, u,.), (z, U) E ZU} is equicontinuous at each y E Y. 
(d) R is uniformly continuous (same as (b) in Proposition 5.1 
above). 
CONDITION 5.6. There exists functions L, E B(U) and L, E B(XU) such 
that, for all x, x’ E X, u E U, u, u’ E V, and w, w’ E W, 
(a) d,CF(x, a, u), F(x, u, 01 < LAX, ~4) &(u, o’), and 
(b) d,CG(u> x, w), G(u, x’, w’)l < L,(uKd,(x, x’) + d,(w, ~‘11. 
(c) Same as (c) in Condition 5.5. 
(d) R is Lipschitz continuous. 
Proof The proofs of the first three implications in Proposition 5.2 
use straightforward arguments. The proof that Condition 5.3 implies 
Condition 5.2 uses Remark 5.1; indeed, Y is uniformly bounded since, by 
Assumption 4.1, 
IlRll d II W(l -B) G Ml -PI, (5.9) 
where cO is a constant such that IIFll < Ilrll Q cO. In addition, under 
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Condition 5.3, Y is equicontinuous, and therefore, 9 is a p-uniformity class 
for any probability measure p on VW. Finally, from (5.5)-(5.8), 
and the Condition 5.2 follows from Remark 5.1. 
Remark 5.2. When do Conditions 5.4-5.6 hold? For instance, the 
Lipschitz-like conditions 5.6(a) and (b)-and therefore, 5.5(a), (b), and 
5.4(athold in the linear-in-the-noise case of system (1.1) if b E B(X) and 
c(u, x) is Lipschitz in x; see also Eq. (1.6), (1.8). In the case (1.7) of 
noiseless observations, the requirements on 3 simplify in an obvious 
manner. Condition 5.5(c) (or 5.6(c)) holds, e.g., if the observation set Y is 
denumerable (with the discrete topology). Sufficient conditions for R to be 
Lipschitz as in Condition 5.6(d) can be seen, e.g., in [9, 10, 161. On the 
other hand, since R is continuous (Theorem 4.1), the uniform continuity 
condition 5.5(d) results if, for example, X is compact-as is the case of 
systems (1.6) and (1.8)-because then Z= P(X) is compact [l, 23. 
6. ADAPTIVE POLICIES 
Once we have the appropriate setting-namely, Theorem 4.1 and the 
empirical process, or “estimators,” of Section 5-we can define adaptive 
policies for the CO control problem exactly as in [ 16, Section 33; we 
summarize these results below. 
As already noted, the idea is to introduce “estimates” of the dynamic 
programming operator T in (4.1)-(4.2), using the empirical processes R, 
and H, in (5.3), (5.4). Thus, for each t = 1,2, . . . . we define operators T, on 
C(Z) by 
T,d(z) := yEat S,(z, u, 4), dEC(Z), ZEZ, 
where 
S,(z, u, 4) := 32, u) + B r‘, dCff,(z, u, ~11 R,(b Iz, u) 
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Note that T, is a contraction operator with modulus /? for all t = 1, 2, . . . . 
We then define three adaptive policies as follows. 
The principle of estimation and control (PEC)-or “certainty 
equivalence” controller. For each t = 1, 2, . . . . let $7 E C(Z) be the unique 
fixed point of T,: 
d:(z) = T,d:(zh z E z, (6.1) 
andleta*={f:} b e a sequence of measurable functions from Z to U such 
that f,?(z) maximizes the right side of (6.1) for each ZE Z; we take 
fz : Z -+ U as an arbitrary measurable function. We call 6* a PEC adaptive 
Z-policy; cf. [ll, 15, 18, 20, 241. 
Gordienko’s policy. Let { $,} b e a sequence of functions in C(Z) such 
that 
I$,-d,*ll +o as t-co (6.2) 
and let {E,} be a sequence of positive numbers converging to zero. (For an 
example of how the functions II/! in (6.2) can be chosen, see Eq. (4) in [7].) 
For each z E Z. let 
and let 6, = (f,} b e a sequence of measurable functions f,: Z -+ U such 
that f,(z) E U,(z) for each ZE Z, t = 1, 2, . . . . fO: Z -+ U an arbitrary 
measurable function. We call 6, Gordienko’s Z-policy [9, 163. 
Nonstationary value-iteration (NVI). Define a sequence of functions 6, 
in C(Z) recursively, 
d,(z) := Td- I(Z), z E z, t = 1, 2, . . . . q+,(z) = max i;(z, u). (6.3) u 
Let S = {f, > be a sequence of measurable functions from Z to U such that 
f,(z) maximizes the right side of (6.3) for each z E Z, t = 0, 1, . . . . We call 6 
an NV1 adaptive Z-policy [ll, 14, 15, 161. 
A discussion of how these policies are related to each other and other 
pertinent remarks can be seen in [ 163. The approximation and optimality 
results in [ 161 can be re-stated and summarized in our present context as 
follows. 
THEOREM 6.1. Suppose that Assumption 4.1 holds. Then 
(a) II4T-Rll GP(l -PI-’ (9,+5,); 
(b) IlIcIt-Kll G II+,-4:II + lld:-Rll; 
(c) lli,-Kll G~~max{P”~~, qc,,21, 51,,21}; 
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where c = (2c, + fi)/( 1 - /?), with c0 us in (5.9); [a] denotes the integer part 
of the number a, fr := sup,> f q,, and [, := sup,> f 5,. If, in addition, 
Conditions 5.1 and 5.2 hold, then the right side of each of (a), (b), and 
(c) converges to 0 as., and this in turn implies that 
(d) the adaptive Z-policies 6*, 6,, and S are asymptotically optimal 
(AOh 
(In part (c), observe that f, + 0 a.s. if, and only if, q, + 0, and similarly 
for 5, and I,.) 
Proof: The proof is virtually the same as in Section 3 of [ 16]-see also 
[9 or 111. For instance, to prove (a) we see from the definitions of T and 
T, that for any z E Z, 
I#t*(z)--K(z)1 dbmax d:Cff,k ~3 Y)I Mdy I z, ~1 u Y 
- s RCWz, u, y)l R(dy I z, ~1 , Y 
where we have used that for any two real-valued bounded functions h, and 
h, on an arbitrary space U 
ISUP h,(u) - sup hAU)I G sup IA,(u) - h,(u)l, 
u u u 
(see, e.g., [ 17, Lemma 3.31). Inside the absolute value in the right side, we 
add and subtract the terms 
s KCff(z, u, ~11 Mdy I z, u) and s RCff,(z, u, v)l R,(dy Iz, u); 
then use the triangle inequality, the inequality (5.6), and finally take the 
supremum over all z E Z, to obtain that 
114: - EII G P(IId: - RII + ?r + 5th 
which is equivalent to (a). 
Part (b) is obvious, while (c) and (d) are obtained as in the cited 
reference, or as in [7, 11, 14, 151. 
In summary, the overall conclusion is that, once we have the CO control 
problem of Section 3, the optimality theorem 4.1 and the “consistent 
estimation” conditions 5.1 and 5.2, we can obtain asymptotically optimal 
adaptive Z-policies by the usual approach in parameter-adaptive stochastic 
control problems. 
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7. CONCLUDING REMARKS 
We have shown in this paper how the usual procedure of transforming a 
PO control system into a CO system can be combined with recent 
approaches to the adaptive control of systems with unknown disturbance 
distribution to obtain a.s. uniform approximations of the optimal reward 
function and asymptotically optimal adaptive policies. To do this, of 
course, there are conditions to be satisfied; however, the point we have 
tried to make with the systems (1.6) and (1.8) briefly discussed in the 
Introduction, as well as with the special cases and remarks in Sections 3-5, 
is that there are important control problems in which the conditions 
required here are bound to be met. 
As usual in adaptive control, the hardest part is to determine an 
estimation scheme “consistent” for the control problem in some 
appropriate sense, as Conditions 5.1 and 5.2 above. Here, we choose the 
“estimates” using the empirical processes of Section 5, but there are other 
possibilities that might be worth investigating. For example, Doukhan and 
Ghindes [S] use kernel estimators to estimate the transition probability 
density of an uncontrolled Markov chain defined by 
X t+l=f(XI)+ut (u, N v i.i.d.) 
with unknown disturbance distribution v and unknown J Another 
interesting approach is discussed by Yakowitz [27]. It would be important 
to investigate if these estimation schemes are applicable to controlled 
(possibly partially observed) Markov chains. 
Finally, we should mention that the procedure of transforming the PO 
control problem to a CO one can also be used to obtain results on the 
continuity of the optimal reward function with respect to the disturbance 
distributions v and p (Hernandez-Lerma and Cavazos-Cadena [12] and 
Kolonko [ 18]), which might be useful, e.g., for approximation and/or 
simulation purposes. 
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