外れ値を考慮した複数辞書によるオンラインNMF by 酒井 裕之
修　士　論　文　の　和　文　要　旨
研究科・専攻 大学院情報システム学研究科　情報ネットワークシステム学専攻　博士前期課程
氏　　　　名 酒井　裕之 学籍番号 1552011
論 文 題 目 外れ値を考慮した複数辞書によるオンラインNMF
 要　　旨
実世界には環境音等の多様な混合信号が存在している．これらの信号の多くは非負値で表すこ
とができ，ガウシアンノイズのような雑音だけでなく外れ値を含むようなものも存在する．こ
ういった，実世界に存在する様々な混合信号の特定の要素の信号に注目し，その信号の特性を
把握した上での信号解析を目指す．
外れ値を含む混合信号の解析を行うことにより，画像であればノイズ除去や超解像，音声であ
れば音源分離や自動採譜といった事が可能になる．この他にも，データ構造の把握によってエ
ンターテイメント，セキュリティ等の様々な観点からデータを扱うことができる．
このような信号を解析する手法の一つとして非負値行列因子分解（NMF）が存在する．非負値
の行列で表すことができる信号であれば，基底行列と係数行列と呼ばれる行列に分解すること
ができ，基底行列にその信号の頻出パターンを得ることができる．発展形としては雑音に対し
て頑強なモデルや，大規模なデータにも対応可能なオンライン学習モデルが存在する．また，
先行研究として外れ値を考慮したオンラインNMFの研究も行われている．
本研究では，台風中継でのレポーターの音声や高校野球での歓声中の器楽演奏といった，一部
の要素の信号の特性が予め把握できる信号の解析を行う．
更に，オンライン学習可能にすることにより，大規模なデータ解析にも応用することができ
る．また，逐次的に追加される信号の解析ができるため，多様な混合信号にも対応することが
できる．
提案手法では，従来手法に加えて混合信号の中の特定の信号の特性を予め学習したデータを用
意し，それを踏まえて混合信号の解析を行った．予め注目した信号の特性を把握した上で学習
を行うことにより，様々な混合信号から注目した信号を抽出可能になるという利点に着目し
た．
提案手法による人工データ，画像データ，音源データの信号分離実験を行った結果，良好な結
果は得られなかったが，複数の係数行列および基底行列における制約条件や初期値設定など，
幾つかの検討すべき課題を得る事ができた．
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第1章 はじめに
1.1 本研究の背景
映像・画像信号や音響信号，センサーにより取得される様々なセンシ
ング等，実世界に存在する信号は，多種多数の混合信号により構成され
る．これらの信号の多くは非負値で構成され，さらにガウシアンノイズ
のような雑音信号だけでなく異常値などの外れ値を含むことが一般的で
ある．加えて，情報技術の発達により，扱われるデータのサイズは増大
している．それにともない，大量かつ多様なデータから必要な情報を素
早く取得することは困難となり，課題として挙げられる．
このような様々な混合信号の特定の要素の信号に注目し，その信号の
特性を把握することは様々な応用で必要とされ，本論文ではそのような
信号解析技術の検討を対象とする．
1.2 本研究の目的
1.1節で挙げたような信号の解析を行うことにより，画像であればノイ
ズ除去や超解像，音響信号であれば音源分離や自動採譜といったことが
可能になる．この他にも，データ構造の把握によってエンターテイメン
ト，セキュリティ等の様々な観点からデータを扱うことができる.
本研究では，台風中継でのレポーターの音声や高校野球での歓声中の
器楽演奏といった，「信号特性が予め既知な信号と信号特性が未知な信号
とから構成される混合信号の解析」を目的とする．さらに実世界信号解
析においては，解析対象の信号が時事刻々と生成されリアルタイムに処
理する必要があるため，信号を蓄積することなく逐次処理により解析可
能な「オンライン学習」機能の実現を目的とする．これにより大規模な
データ解析にも対応することが可能となる．
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1.3 本研究の手法
本研究の目的を達成するにあたり，幾つかの問題点が挙げられる．
(a) 外れ値の存在
(b) リアルタイム性
(c) 注目信号の扱い
(a)は混合信号とともに外れ値の学習を行うことにより除去することが
可能であると考えられる．(b)については，混合信号が逐次的に入力され
る場合の処理について考える必要がある．(c)については，本研究では予
め信号の特性を把握している場合について考える．これらの問題点にお
いて，本研究ではNonnegative Matrix Factorization(NMF)[1]を発展させた研
究 [2]に基づき，(a)および (b)の問題について対応する．加えて，予め注
目信号の特性を学習させたデータを利用し，(c)の問題を解決しするため
の手法を提案する．
1.4 本論文の構成
本稿は以下の構成である.
2章では本研究の関連研究と先行研究について紹介する．3章では先行
研究を基にした提案手法について紹介する．4 章では提案手法について
のシミュレーション実験について考察している．最後に，5章で本手法に
ついてのまとめと今後の課題について述べる.
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第2章 関連研究
2.1 準備
本節以降，行列について表記する場合，Vのように太字の大文字で表
記する．また，ベクトルを表記する場合には vのように太字の小文字で
表記する．また，スカラーは vのように表記する．
加えて，v = (v1, v2, · · · , vF )T のとき，ℓ1ノルム ∥v∥1は，以下のように定
義する．
∥v∥1 = |v1|+ |v2|+ · · ·+ |vF | (2.1)
また，V = [v1,v2, · · · ,vN ]のとき，フロベニウスノルム ∥V∥F は，以下のよ
うに定義する．
∥V∥F =
√√√√ F∑
f=1
N∑
n=1
|vfn|2 (2.2)
更に，∥V∥1,1は，以下のように定義する．
∥V∥1,1 =
√√√√ F∑
f=1
N∑
n=1
|vfn| (2.3)
⊙はアダマール積を意味し， / は行列の成分毎の割り算である．また，
V ≥ 0,v ≥ 0のような表記はその行列やベクトルの成分すべてが非負で
あることを表している．
2.2 低ランク近似による信号解析
センサやコンピュータ技術の発達により利用可能なデータの量が増え
るにつれて，適切な次元の削減によって効果的な観測を得る方法は、多
変量データ解析において重要かつ必要となっているが，同時に困難な問
題でもある.
多変量データ解析は，一般的に，2つの基本特性が満たされていると言わ
れている．第 1に、元のデータの次元を小さくすることである．第 2に，
5
アプリケーションの文脈に依存して、主成分や隠れた概念，またはデー
タの潜在変数が効果的に同定されることである．多くの場合，基本的な
データセットまたは観測データは，データ行列として構成され、線形結
合モデルによって表される．次元削減の定式化は，代数的観点より，元の
データ行列を 2つの要素行列に分解すると考えることができる．
主成分分析（PCA: Principal Component Analysis），線形判別分析（LDA: Latent
Dirichlet Allocation），独立成分分析（ICA: Independent component analysis），
ベクトル量子化（VQ: Vector Quantization）などの手法は、このような低ラ
ンク近似の典型である．これらの解析手法は，データ行列の構成要素の
構造や統計的特性によって制約条件等が異なる．
例えば，ICAは信号分離に関する研究において注目されている手法で，
混在する会話の中から特定の発言者にのみ注意を向けるような，カクテ
ルパーティー効果に対するアプローチとして知られている．この ICAの
特徴として，元信号が統計的に独立であるという点に加え，元の信号数
以上の観測信号を得られないと正しい推定を行うことができないという
点がある．また，入力信号に対してその都度独立成分の探索及び推定を
行う必要がある．しかし，共通する部分として，分解した行列の要素の
符号に制限が存在しない．つまり負の成分や，減算による成分の表現が
許される．こういった手法とは対象的に，非負制約を設け，パーツベース
で信号を表現することにより解析することを目的とした手法が非負値行
列因子分解（NMF:Nonnegative Matrix Factorization）[1]である．
2.3 非負値行列因子分解（NMF:Nonnegative Ma-
trix Factorization）
非負値行列因子分解（NMF:Nonnegative Matrix Factorization）[1]は，非負
値のみからなる行列を解析する一手法である．NMFの基礎となる考え
は，対象信号の特徴部分を学習するための実現可能なモデルを定式化し
ようとするものであり，知覚メカニズムと密接に関連している．パーツ
ベースの表現は直感的であるように感じるが，実際には生理学的及び心
理学的な根拠に基づいている．対象全体の認識は，認識問題の中核概念
の一つである部品の認識に基づいているからである．
NMFは多種多様な多変量データ解析に用いられており，例としては，
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パターン認識や機械学習，テキストデータマイニング [3]，クラスタリン
グ [4]，画像ノイズ除去，表情認識，音楽ジャンル分類等多岐に渡る．
2.3.1にて一般的なNMFのアルゴリズムの紹介を行う．
2.3.1 NMFのアルゴリズム
ここで，与えられたデータ行列をV ∈ RF×N とする．NMFでの分解結果
は，基底行列W ∈ RF×Kと係数行列H ∈ RK×N の積の形になる．ここで，F
はデータサンプルの次元，Nはデータサンプルの数，Kは基底の数を表す．
式に表すと，以下のように示せる．
V ≈WH (2.4)
V = [v1,v2, · · ·vN ] ∈ RF×N ,W = [w1,w2, · · ·wK ] ∈ RF×K ,H = [h1,h2, · · ·hN ] ∈ RK×N
また，各行列の要素vfn, wfk, hknはすべて非負である．wf = [w1i, · · · , wKi]T ,hn =
[h1n, · · · , hKn]T ,とすると，これらの内積
wTf hn =
K∑
k=1
wfkhkn (2.5)
は vfnと等しくなるべきである．
図 2.1にNMFによる行列の簡単な分解例を示す．
図 2.1: NMFの簡単な分解例
この例では右辺と左辺は等しく誤差は 0であるが，一般的には誤差が
発生する．そのため，データ行列VとWHの距離を定義し，これの最小
化について考える．ここでは，ユークリッド距離の 2乗を距離基準とし，
以下の式で定義する．
D = ∥V−WH∥2F (2.6)
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このDを最小化する方法の一つとして，乗法更新則が挙げられる．ラ
ンダムな非負値によって初期化した行列W,Hに，以下の更新式を一定数
繰り返し適用することにより分解後の行列WとHが得られる．
H← H⊙ W
TV
WTWH
(2.7)
W←W⊙ VH
T
WHHT
(2.8)
アルゴリズム全体の流れをAlgorithm 1 に示す．
Algorithm 1 Nonnegative Matrix Factorization(NMF)
Require: データ行列V，初期辞書行列W0，初期係数行列H0
Ensure: 辞書行列W，係数行列H
1: 式（2.7）による係数行列Hの更新
2: 式（2.8）による辞書行列Wの更新
2.4 NMFの発展形
2.3節で説明したNMFには，現在様々な応用研究が行われている．現在
提案されているNMFの発展形であるアルゴリズムは 4つのカテゴリーに
分けられる．
1. BNMF:Basic NMF　非負制約のみのNMF
2. CNMF:Constrained NMF　正則化のためにいくつの制約が課せられて
いるNMF
3. SNMF:Structured NMF　通常の因子分解に変更を加えたNMF
4. GNMF:Generalized NMF　広範な意味で，従来のデータ型や因子分解
モデルを打ち破っているNMF
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図 2.2: NMFのモデルとアルゴリズムのカテゴリ [5]
CNMFは更に以下の 4つのサブクラスに分類することができる．
1. SNMF:Sparse NMF　スパース制約が課せられているNMF
2. ONMF:Orthogonal NMF　直交制約が課せられているNMF
3. DNMF:Discriminant NMF　分類と識別のための乗法が含まれている
NMF
4. MNMF:NMF on manifold　局所的にトポロジカルな特性を保持する
NMF
同様に，SNMFも以下の 3つのサブクラスに分類可能である．
1. WNMF:Weighted NMF　相対的な重要性によって，各成分に異なる重
み付けを行うNMF
2. CNMF:Convolutive NMF　時間-周波数領域を考慮するNMF
3. NMTF:Nonnegative Matrix Trifactorization　データ行列を 3つの要素の
行列に分解するNMF
加えて，GNMFも以下の 4つのサブクラスに分類することができる．
1. Semi-NMF　特定の因子行列でのみ非負制約を緩和するNMF
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2. NTF:Nonnegative Tensor Factorization　行列形式のデータを高次元テ
ンソルへ一般化する手法
3. NMSF:Nonnegative Matrix-Set Factorization　行列から行列のセットへ
データを拡張する手法
4. MNMF:Kernel NMF　NMFの非線形モデル
ここに挙げた発展形の中から幾つか取り上げて紹介する．2.4.1では
Sparse NMF，2.4.2ではOrthogonal NMFについて紹介する．最後に，2.4.3で
先行研究に関するRobust NMFについて紹介する．
2.4.1 Sparse NMF
行列におけるスパース（疎）とは，行列に非零の成分が少ないことを意
味する．このスパース制約を課すことにより，データ行列の分解を行っ
た際に，局所的な特徴の表出を強制し，分解の一意性を向上させること
ができる．
Sparse NMFは，Constrained NMFの中でも最も広く，そして深く研究さ
れている手法である．
2.4.2 Orthogonal NMF
Orthogonal NMFは，係数行列か基底行列に直交制約を課す手法である．
直交性の原理は，異なる基底間の冗長性を最小限に抑えるために Liら [6]
によって最初に用いられ，Dingら [3]が明示的にOrthogonal NMFの概念を
導入した．
非負制約のあるNMFにおいて，直交性は必然的にスパースな行列が導
かれる．こういった制約は基底行列や係数行列の過学習を防ぐことがで
き，信号の特徴をより顕著に表した基底行列の学習が可能になる．
2.4.3 Robust NMF
先行研究 [2]では外れ値を考慮したオンラインNMFの手法について提
案されているが，ここでは先行研究に関する，外れ値を考慮したNMFに
ついて紹介する．
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外れ値を考慮したNMF（RNMF: Robust Nonnegative Matrix Factorization）
[7]は，一般的なNMFでは対応しきれないような大きなデータ欠損に対し
て有効な手法である．前節で紹介したNMFではデータ行列V ∈ RF×N を基
底行列W ∈ RF×K と係数行列H ∈ RK×N の積で近似していたが，RNMF[7]
では外れ値行列R ∈ RF×N を新たに定義し，以下のような関係で表す．
V ≈WH+R (2.9)
このRNMFの最適化問題は以下の式で与えられる．
min
W,H,R
1
t
t∑
i=1
1
2
∥V−WH−R∥2F + λ∥R∥1 (2.10)
subject to W ≥ 0,H ≥ 0
λ ≥ 0は正則化重み係数である．また，ここで用いられている外れ値行列
Rには非負制約がなく，更新式は以下の式で定義される．
R← V−WH (2.11)
その後，Rの各成分に以下の式を適用する．
Rfn =
⎧⎪⎨⎪⎩
Rfn − λ2 Rfn　 > λ2
Rfn +
λ
2 Rfn < −λ2
0 (otherwise)
(2.12)
これにより，外れ値行列Rにスパース性をもたせることができる.
外れ値自体データ行列に対して部分的に現れる値であるため，この手法
のように外れ値行列にスパース制約を課することにより，効果的な外れ
値の学習が可能になる．
筆者はこの手法でデータ欠損のある顔画像の認識に関する実験を行い，
一般的なNMFよりも高い認識率を得ることに成功した．また，同様の L1
正則化を用いたビジュアルトラッキングに関する研究 [8]や，外れ値を考
慮した乗法更新則によるNMFによる画像の雑音除去に関する研究 [9]も
存在する．
2.5 外れ値を考慮したNMF
本節では先行研究 [2]で提案されている手法について紹介する．2.5.1に
てバッチアルゴリズムについて説明し，2.5.2にてオンラインアルゴリズ
ムについて紹介する．
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2.5.1 バッチアルゴリズム
2.2節で紹介した RNMFと同様にデータ行列 V ∈ RF×N と基底行列
W ∈ RF×K と係数行列H ∈ RK×N および外れ値行列R ∈ RF×N を以下の関
係式で表す．
V ≈WH+R (2.13)
H = [h1,h2, · · ·hN ] ∈ RK×N , R = [r1, r2, · · · rN ] ∈ RF×N
最適化問題は以下の様に設定できる．
min
H≥0,W≥0,R≥0
1
2
∥V−WH−R∥2F + λ∥R∥1,1 (2.14)
λ ≥ 0は正則化重み係数である．上述した最適化問題について，[1]の乗
法更新則に基づき，以下の更新式を定義する．
H = H˜⊙ W
TV
WT (WH˜+R)
(2.15a)
W = W˜⊙ VH
T
(WH+R)HT
(2.15b)
R = R˜⊙ V
WH+R+ λF×N
(2.15c)
ここで，λF×N は各要素を正則化重みと同じ値に設定した正則化重み行列
である．また，H˜,W˜, R˜はそれぞれの行列の更新における，更新前の値で
ある．
2.5.2 オンラインアルゴリズム
オンラインアルゴリズムでは，時刻 t毎の総和により最適化問題を定
義する．これにより，バッチアルゴリズムと等価の問題を定義すること
ができる．
時刻 tにおける最適化問題は以下のように定義する．
min
W,H,R
1
t
t∑
i=1
1
2
∥vi −Wthi − ri∥2F + λ∥ri∥1 (2.16)
subject to Wt ≥ 0,
h1, · · · ,ht ≥ 0,
r1, · · · , rt ≥ 0
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ここで，λは正則化重み係数，Wtは時刻 tにおける辞書行列，hi− riは時
刻 tまでに更新された係数ベクトル及び外れ値ベクトルである．
ここからはこの手法の手順について述べる．
まず，時刻 tでデータベクトル vtが観測される．その後，係数ベクトル
及び外れ値ベクトル ht, rtを，2.15cに基づき以下の式で更新する．
ht = h˜t ⊙ W
T
t−1vt
WTt−1Wt−1h˜t +W
T
t−1r
(2.17a)
rt = r˜t ⊙ vt
Wt−1h+ r˜t + λF×1
(2.17b)
ここで，h˜t, r˜tはそれぞれのベクトルの更新における，更新前の値である．
その後，Wtを [1]に基づき以下の式で更新する．
Wt = W˜t ⊙ At
W˜tBt +Ct
(2.18)
ここで，W˜tは基底行列の更新における，更新前の値である．また，At,Bt,Ct
は十分統計量と呼び，以下の式で定義する．
At =
t∑
i=1
vih
T
i , Bt =
t∑
i=1
hih
T
i , Ct =
t∑
i=1
rih
T
i
この十分統計量により，基底行列Wtを学習した後係数ベクトル及び外
れ値ベクトル ht, rtを計算ストレージに保存しておく必要がなくなるた
め，大規模なデータ行列にも有効な手法である．
アルゴリズム全体の流れをAlgorithm 2 に示す．
Algorithm 2 Online NMF with outliers (ONMFO)
Require: データ行列V，正則化重み λ，初期辞書行列W0
Ensure: 辞書行列WN
1: for t = 1, 2, . . . , N do
2: データベクトル vtの観測
3: 式（2.17a）による係数ベクトルht，式（2.17b）による外れ値ベクトル
rtの更新
4: 十分統計量パラメータの更新
5: At := At−1 + vthTt
6: Bt := Bt−1 + hthTt
7: Ct := Ct−1 + rthTt
8: 式（2.18）による辞書行列Wtの更新
9: end for
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第3章 外れ値を考慮した複数辞書に
よるオンラインNMF
3.1 混合信号分離における問題設定
本節では，構成する信号の数が二つである場合の問題について考え
る．解析対象となる混合信号のデータ行列V ∈ RF×N を，構造既知信号
Va ∈ RF×N，構造未知信号Vb ∈ RF×N，外れ値行列R ∈ RF×N により表現
する．
V = Va +Vb +R (3.1)
この混合信号を，複数辞書を用いて表現する．Va及びVbを，既知の辞書
行列Wa ∈ RF×K，係数行列Ha ∈ RK×N，未知の辞書行列Wb ∈ RF×K，係数
行列Hb ∈ RK×N より表現すると，以下の式で表すことができる．
Va ≈WaHa (3.2a)
Vb ≈WbHb (3.2b)
信号の分離を行う対象信号において，注目信号の特性は既知であり，そ
の他の信号の特性は未知であると仮定する．
以降，本章では上記の問題の最適化アルゴリズムについて提案して
いく．
3.2 オフラインアルゴリズム
混合信号Vと辞書Waが与えられる時，外れ値を考慮したオフライン
複数辞書NMF（Oﬄine multi-dictionary NMF with outliers: Oﬄine MD-NMFO）
の問題を定義する．
min
Ha,Wb,Hb
1
2∥V−WaHa −WbHb −R∥2F + λ∥R∥1,1 (3.3)
subject to Wb ≥ 0,Ha ≥ 0,Hb ≥ 0
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最適化の方針として，既知の情報である辞書Waを用いたパラメータ
更新を優先する．また，外れ値行列は混合信号に付与されているものの
ため，更新は両方の信号に関するパラメータ更新の後に行う．
係数行列Ha,Hb, 辞書行列Wbの更新式は [1]の乗法更新則より以下の式
で定義する．
Ha = H˜a ⊙ Wa
TV
WTa (WaH˜a +WbHb +R)
(3.4a)
Hb = H˜b ⊙ Wb
TV
WTb (WaHa +WbH˜b +R)
(3.4b)
Wb = W˜b ⊙ VHb
T
(WaHa + W˜bHb +R)Hb
T
(3.4c)
R = R˜⊙ V
WaHa +WbHb + R˜+ λF×N
(3.4d)
ここで，λF×N は各要素を正則化重みと同じ値に設定した正則化重み行
列である．
アルゴリズム全体の流れをAlgorithm 2 に示す．
Algorithm 3 oﬄine MDNMFO
Require: データ行列V，（既知）辞書行列Wa，初期辞書行列Wb0，正則化
重み λ
Ensure: 辞書行列Wb
1: for i = 1 to itr do
2: 式（3.4a）による係数行列Haの更新
3: 式（3.4b）による係数行列Hbの更新
4: 式（3.4c）による辞書行列Wbの更新
5: 式（3.4d）による外れ値行列Rの更新
6: end for
3.3 オンラインアルゴリズム
先行研究 [2]を元に，時刻 tでの最適化問題を以下のように考える．
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min
Wb,Ha,Hb,R
1
t
t∑
i=1
1
2
∥vi −Wathai −Wbthbi − ri∥2F + λ∥ri∥1 (3.5)
subject to Wbt ≥ 0,
ha1, · · · ,hat ≥ 0,
hb1, · · · ,hbt ≥ 0,
r1, · · · , rt ≥ 0
最適化の方針として，提案手法のオフラインアルゴリズムと同様に，既
知の情報であるWaを用いたパラメータ更新から行う．また，提案手法の
オフラインアルゴリズムと異なり，十分統計量パラメータで辞書の更新
を行いたいため外れ値ベクトルの更新は辞書の更新より先に行う．
係数ベクトル，辞書行列の各更新式は従来手法，提案手法のオフライ
ンアルゴリズムに基づき以下のように表す
hat = h˜at ⊙ W
T
a vt
WTa (Wah˜at +Wbt−1hbt + rt)
(3.6a)
hbt = h˜bt ⊙ W
T
bt−1v
WTbt−1(Wahat +Wbt−1h˜bt + rt)
(3.6b)
rt = r˜t ⊙ vt
Wahat +Wbt−1hbt + r˜t + λF×1
(3.6c)
Wbt = W˜bt ⊙ At
W˜bBt +WaCt +Dt
(3.6d)
[1]のMultiplicative update rulesでは，辞書行列W の更新式を以下に定義
W = W˜⊙ VH
T
W˜HHT
(3.7)
本問題設定では，V ≈WaHa +WbHb +Rであるため，以下に修正
Wb = W˜b ⊙ VH
T
b
(WaHa + W˜bHb +R)H
T
b
さらに，時刻 tにおける辞書Wbtの更新式を以下のように考える
Wbt = W˜bt ⊙ vth
T
bt
(Wahat + W˜bthbt + rt)h
T
bt
(3.8)
各パラメータを保持するために，先行研究 [2]を参考に本手法での十分統
計量を以下の様に定義する．
At =
t∑
i=1
vih
T
bi, Bt =
t∑
i=1
hbih
T
bi,
Ct =
t∑
i=1
haih
T
bi, Dt =
t∑
i=1
rih
T
bi
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アルゴリズム全体の流れをAlgorithm 3 に示す．
Algorithm 4 online MDNMFO
Require: データ行列V，初期辞書行列Wat，Wb0，正則化重み λ
Ensure: 辞書行列WbN
1: for t = 1 to サンプル数N do
2: データベクトル vtの観測
3: 式（3.6a）による係数ベクトル hatの更新
4: 式（3.6b）による係数ベクトル hbtの更新
5: 式（3.6c）による外れ値ベクトル rtの更新
6: 十分統計量パラメータの更新
7: At := At−1 + vthTbt
8: Bt := Bt−1 + hbthTbt
9: Ct := Ct−1 + hathTbt
10: Dt := Dt−1 + rthTbt
11: 式（3.6d）による辞書行列Wbtの更新
12: end for
17
第4章 実験と評価
本章では，提案手法による，2種類の信号により構成された混合信号
の分離実験を行う．予め信号の特性を把握した信号を構造既知信号，も
う一方を構造未知信号と呼ぶ．この構造既知信号と構造未知信号の混合
信号の分離を，人工データ，画像データ，音源データを対象に行う．
以降，4.1では人工データを対象にした予備実験の紹介を行う．4.2では
顔画像データとテクスチャ画像データの分離実験の紹介を行う．4.3では
ピアノ音源データと雨音データの分離実験の紹介を行う．
4.1 人工データによる予備実験
本節では人工データを対象とした信号分離の予備実験について紹介す
る．4.1.1では実験手順及び評価方法について紹介する．4.1.2では正則化
重み係数 λを変化させた場合の信号分離性能について紹介する．4.1.3で
は混合信号に付与する外れ値の密度を変えた場合の信号分離性能につい
て紹介する．
4.1.1 実験手順及び評価
人工データに対し提案手法による信号分離実験を行った．対象信号と
なるデータ行列の生成手順を以下に示す．
1. データサンプルの次元F，基底の数K，データサンプルの数Nの決定
2. 一様分布の乱数から作成した行列を特異値分解し， [10]の 2.3.の手
法で非負値行列に修正
3. その行列を縦に 2分割して初期辞書行列Wa0 ∈ RF×K ,Wb0 ∈ RF×K を
生成
4. 係数行列Ha0 ∈ RK×N ,Hb0 ∈ RK×N を一様分布の乱数から生成する
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5. 生成した各係数行列と辞書行列からVa,Vbを生成
6. Va,Vbから外れ値を含まない場合のデータ行列Voを生成
7. Voに外れ値行列R ∈ RF×N を加え対象データ行列Vを生成
今回生成した人工データは F = 500, N = 1000, K = 10に設定した． また，
既知と仮定している辞書Waは人工データ作成の際に用いた辞書行列
Wa0を用いた．
信号の再構成の品質の評価として，構造既知信号Va，構造未知信号Vb，
の平均再構成誤差，データ行列を生成する際に用いた辞書行列Wb0と
各アルゴリズムにより学習した辞書行列Wbとの誤差をそれぞれEaavg，
Ebavg，EWbavgと設定した．
それぞれの式を以下に示す．
Eaavg =
1
FN
∥Va −WaHa∥2F (4.1a)
Ebavg =
1
FN
∥Vb −WbHb∥2F (4.1b)
EWbavg =
1
FK
∥Wb0 −Wb∥2F (4.1c)
4.1.2 正則化重み係数λに関する実験
生成したデータ行列全体の 10%に 5∼10の範囲から一様分布でラン
ダムに選ばれた外れ値を付与した行列に対し提案手法のオンライン
アルゴリズムによる信号分離を行った．その際，正則化重み係数を
λ ∈ {0.001, 0.005, 0.01, 0.05, 0.1}の 5パターンに変更して，それぞれのEWbavg
の推移に注目する．なお，反復回数は 100回で行った．
実験結果を図 4.1 に示す．グラフの縦軸が平均再構成誤差，横軸が反復
回数を表す．
図 4.1のグラフを見ると，λの値によって辞書学習の性能に変化があるこ
とが分かる．今回選択した値の中で最も小さい λ = 0.001の場合，EWbavg
は減少しているものの，反復毎の減少値は小さい．そして，選択した値
の中では大きな値である λ = 0.1や λ = 0.05の場合，EWbavgは一度大きく
減少し，その後値は上昇している．データ行列の要素の値に対し正則化
重み係数の値が大きいため，他の値よりも辞書学習の更新に大きく影
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図 4.1: 異なる正則化重み係数 λにおけるEWbavgの推移
響を及ぼしていることが原因であると考えられる．この結果から，扱う
データ行列のサイズに対して適切な正則化重み係数を選択することが重
要であると思われる．
4.1.3 外れ値密度 ρに関する実験
前節で最もEWbavgが低い値となった正則化重み係数 λ = 0.01を用いて，
前項で固定していた外れ値密度を ρ ∈ {10%, 20%, 30%, 40%}の 4パターンに
変更して実験を行った．
オンラインアルゴリズムによる結果を図 4.2，図 4.3に示す．グラフの縦
軸が平均再構成誤差，横軸が反復回数を表す．
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図 4.2: 異なる外れ値密度 ρにおけるEaavgの推移
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図 4.3: 異なる外れ値密度 ρにおけるEbavgの推移
それぞれの図より，外れ値密度が 20%, 30%, 40%の場合において Eaavg，
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Ebavgが上昇し，その後減少している．これは，初めの数回の更新時点で
は外れ値の影響を除去できずに各パラメータの更新が行われているため
と思われる．このような問題を回避するため，外れ値行列の初期値の設
定を見直す必要がある．また，初期値からの更新においては新たに別の
更新式を用意し，対処するといった方法も考えられる．
続いて，オフラインアルゴリズムによる結果を図 4.4，4.5に示す．グラ
フの縦軸が平均再構成誤差，横軸が反復回数を表す．
22
0 20 40 60 80 100
itr
2
3
4
5
6
7
8
9
10
11
Ea
av
g
×10-3
図 4.4: 異なる外れ値密度 ρにおけるEaavgの推移
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図 4.5: 異なる外れ値密度 ρにおけるEbavgの推移
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図 4.4を見ると，平均再構成誤差は減少に向かわず上昇する結果となっ
た．この結果の原因として考えられるのが，外れ値の影響である．外れ
値の除去がうまく行われず基底行列の学習において正常でない信号の構
造を学習した結果，平均再構成誤差が上昇したものと思われる．
この結果をふまえて，外れ値を含まないデータ行列に対するオフライ
ンアルゴリズムでの実験を行った．結果を図 4.6，4.7，4.8，4.9に示す．グ
ラフの縦軸が平均再構成誤差，横軸が反復回数を表す．
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図 4.6: Eaavgの推移
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図 4.7: Ebavgの推移
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図 4.8: Eavgの推移
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図 4.9: EWbavgの推移
いずれも平均再構成誤差は減少しており，信号の分離は行えていると
考えられる．そのため，外れ値行列の更新における初期値の設定や更新
式については検討が必要である．
4.2 画像データの分離実験
本節では画像データを対象とした信号分離の実験について紹介する．
4.2.1では信号分離の対象となるデータについて紹介する．4.2.2では実験
手順及び評価方法について紹介する．4.2.3では信号分離を行った結果に
ついて紹介する．
4.2.1 実験データ
顔画像認識の研究に用いられているUMIST(University of Manchester Institute
of Science and Technology)[11]の顔画像データセット及び幾何学模様や動植
物等の画像データベースであるDTD(Describable Textures Dataset)[12]のテ
クスチャ画像データセットを用いて画像データの分離実験を行った．顔
画像データセットには，他にもORLデータセット [13]や PIEデータセット
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[14]等が存在する．UMISTの画像は約 220× 220画素のPGM画像，DTDの
画像は 300× 300画素の JPG画像であり，今回はUMIST及びDTDの画像を
32× 32画素，8bitのPGM画像にダウンサンプリング及びモノクロ変換を
行った．基底数Kは 49に設定した．また，本実験において外れ値の付与
は行っていない ．
図 4.10: UMIST画像
図 4.11: DTD画像
4.2.2 実験手順及び評価
シミュレーション実験の手順を以下に示す．
1. 800枚のUMISTの画像から作成した学習用データ行列Vl ∈ R1024×800
を使用して [1]のMultiplicative update rulesによりWa ∈ R1024×49の学習
2. 上記で使用していないUMISTの画像とDTDの画像各 200枚から作成
した構造既知信号Va ∈ R1024×200および構造未知信号Vb ∈ R1024×200を
足し合わせ混合信号V ∈ R1024×200を作成
3. 提案手法による信号分離（反復回数：1000）
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信号の再構成の品質の評価として，構造既知信号Va，構造未知信号Vb
の平均再構成誤差をそれぞれEaavg，Ebavgと設定した．それぞれの式を
以下に示す．
Eaavg =
1
FN
∥Va −WaHa∥2F (4.2a)
Ebavg =
1
FN
∥Vb −WbHb∥2F (4.2b)
4.2.3 実験結果
提案手法のオンラインアルゴリズムによる実験結果を図 4.12 ，4.13に
示す．グラフの縦軸が平均再構成誤差，横軸が反復回数を表す．
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図 4.12: 構造既知信号の誤差Eaavgの推移
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図 4.13: 構造未知信号の誤差Ebavgの推移
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図 4.12，4.13より，Eaavg，Ebavgともに減少しておらず，信号の分離が行
えていないことが分かる．このような結果になった原因はいくつか考え
られる．まず，用意した構造既知信号の基底行列では，テストデータの
顔画像に対応できなかった可能性が挙げられる．次に，オンラインアル
ゴリズムの手順に問題がある可能性も生まれる．更に，構造未知信号が
複雑であるため，用意した基底では構造を学習しきれない可能性も考え
られる．
この結果をふまえて，構造未知信号で使用する画像を 1枚のみにして
実験を行った．注目する信号，つまり構造既知信号の背景には定常的な
信号があると考えられるため，検証を行った．
オフラインアルゴリズムによる結果を図 4.14，4.15に示す．グラフの縦
軸が平均再構成誤差，横軸が反復回数を表す．
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図 4.14: 構造既知信号の誤差Eaavgの推移
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図 4.15: 構造未知信号の誤差Ebavgの推移
オンラインアルゴリズムによる結果を図 4.16，4.17に示す．グラフの縦
軸が平均再構成誤差，横軸が反復回数を表す．
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図 4.16: 構造既知信号の誤差Eaavgの推移
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図 4.17: 構造未知信号の誤差Ebavgの推移
いずれの図も，反復を重ねる毎に平均再構成誤差は減少している．し
かし，減少速度は遅く，実際に画像の分離に成功しているとは言い難い．
そのため，より効率的に分離を行えるような更新式の検討が課題となる．
4.3 音源データの分離実験
本節では音源データを対象とした信号分離の実験について紹介する．
4.2.1では信号分離の対象となるデータについて紹介する．4.2.2では実験
手順及び評価方法について紹介する．4.2.3では信号分離を行った結果に
ついて紹介する．
4.3.1 実験データ
OS X標準搭載の音楽制作ソフトウェアGarageBandにより作成したピア
ノ音源と The Auditory Lab[15]から入手した雨音の音声を STFT（短時間
フーリエ変換）により非負値行列であるパワースペクトログラムに変換
し，これらを足し合わせたデータ行列の分離実験を行った．パワースペ
クトログラムは横軸に時間，縦軸に周波数をとり，各点で周波数の強さ
（振幅）を表す．基底数Kは 64に設定した．なお，本実験において外れ値
の付与は行っていない．
パワースペクトログラムの一例として今回使用する学習用音源データ
のパワースペクトログラムを 4.18に掲載する．パワースペクトログラム
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は横軸に時間，縦軸に周波数をとり，各点で周波数の強さ（振幅）を表す.
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図 4.18: 学習用データ行列のパワースペクトログラム
• 学習用音源データ
– GarageBandにより作成した約 6秒のピアノ音源 (モノラル)
– ファイル形式：WAV
– サンプルレート：44100
– C3(130.81Hz) C4(261.63Hz)の白鍵 8音を 1音ずつ鳴らした
• テスト音源データ（構造既知信号）
– GarageBandにより作成した約 4秒のピアノ音源 (モノラル)
– ファイル形式：WAV
– サンプルレート：44100
– 学校等で一般的に使用されているチャイムの音階
• テスト音源データ（構造未知信号）
– The Auditory Labにある約 4秒の雨音の音源 (モノラル)
– ファイル名：rain-16
– ファイル形式：WAV
– サンプルレート：44100
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4.3.2 実験手順及び評価
1. 先述した学習用音源に STFTを行い学習用データ行列Vl ∈ R257×3074
であるパワースペクトログラムを作成
2. [1]のMultiplicative update rulesによりWa ∈ R257×64の学習
3. 同様に先述のテスト音源データから構造既知信号Va ∈ R257×770およ
び構造未知信号Vb ∈ R257×770を足し合わせ混合信号V ∈ R257times770を
作成
4. 提案手法による信号分離（反復回数：1000）
4.3.3 実験結果
オフラインアルゴリズムによる結果を図 4.19，4.20に示す．グラフの縦
軸が平均再構成誤差，横軸が反復回数を表す.
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図 4.19: 構造既知信号の誤差Eaavgの推移
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図 4.20: 構造未知信号の誤差Ebavgの推移
画像データの分離実験と同様に，図 4.19，4.20ともに平均再構成誤差は
減少しているが，誤差自体は大きなまま収束している．従って，各信号
の学習が上手く行われていないことが分かる．こちらも，予め用意した
基底行列では構造既知信号の特性を把握できなかったことが原因として
挙げられる．
続いて，オンラインアルゴリズムによる結果を図 4.21，4.22に示す．グ
ラフの縦軸が平均再構成誤差，横軸が反復回数を表す．
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図 4.21: 構造既知信号の誤差Eaavgの推移
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図 4.22: 構造未知信号の誤差Ebavgの推移
こちらは 4.19，4.20 と異なり幾つかの更新において平均再構成誤差が
増大している．オフラインアルゴリズムとのアルゴリズムの大きな違い
は十分統計量パラメータであり，このパラメータの更新式が原因となり，
このような結果になったものと思われる．
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本章では，人工データの予備実験，画像データ，音源データの分離実験
について紹介した．画像データ，音源データに関しては良好な結果は得
られなかったが，複数の係数行列および基底行列における制約条件や初
期値設定など， 幾つかの検討すべき課題を得ることができた.
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第5章 結論
本研究では外れ値を考慮した複数辞書によるオンラインNMFの手法を
提案した．先行研究のアルゴリズムを発展させ，人工データ，画像，音源
データの信号分離に関する実験を行った結果，現在の提案手法では信号
分離の性能は低いことが明らかになった．考えられる原因としては，複
数の辞書の更新を一度に行わないため基底の直交性が保証されていない
点であると思われる．この問題点により，基底で表現できる信号が制限
され，信号分離が行えなかったものと思われる．改善案の一つとしては，
係数行列及び基底行列の更新において，複数の基底行列の直交性を得ら
れるような新たな制約条件を設定することが考えられる．
また，各パラメータの初期値も検討すべき課題である．一般的なNMF
では基底行列や係数行列の初期値に一様分布の乱数を用いている．先行
研究 [2]では，外れ値行列の初期値も一様分布の乱数を用いていたが，こ
れらの初期値を既知である構造既知信号の基底行列から算出し，設定す
ることによって，分離性能の向上が見込めるのではないかと考えられる．
同様に，正則化重み係数 λの値も，入力されたデータ行列から設定する
ことにより適切な値を選択できるものと思われる．
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