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ABSTRACT
Many natural language processing and information retrieval prob-
lems can be formalized as the task of semantic matching. Existing
work in this area has been largely focused on matching between
short texts (e.g., question answering), or between a short and a
long text (e.g., ad-hoc retrieval). Semantic matching between long-
form documents, which has many important applications like news
recommendation, related article recommendation and document
clustering, is relatively less explored and needs more research effort.
In recent years, self-attention based models like Transformers [30]
and BERT [6] have achieved state-of-the-art performance in the
task of text matching. These models, however, are still limited to
short text like a few sentences or one paragraph due to the qua-
dratic computational complexity of self-attention with respect to
input text length. In this paper, we address the issue by proposing
the Siamese Multi-depth Transformer-based Hierarchical (SMITH)
Encoder for long-form document matching. Our model contains
several innovations to adapt self-attention models for longer text
input. We propose a transformer based hierarchical encoder to cap-
ture the document structure information. In order to better capture
sentence level semantic relations within a document, we pre-train
the model with a novel masked sentence block language modeling
task in addition to the masked word language modeling task used
by BERT. Our experimental results on several benchmark datasets
for long-form document matching show that our proposed SMITH
model outperforms the previous state-of-the-art models including
hierarchical attention [34], multi-depth attention-based hierarchi-
cal recurrent neural network [14], and BERT. Comparing to BERT
based baselines, our model is able to increase maximum input text
length from 512 to 2048. We will open source a Wikipedia based
benchmark dataset, code and a pre-trained checkpoint to accelerate
future research on long-form document matching.1
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1 INTRODUCTION
Semantic matching is an essential task for many natural language
processing (NLP) and information retrieval (IR) problems. Research
on semantic matching can potentially benefit a large family of
applications including ad-hoc retrieval, question answering and
recommender systems [17]. Semantic matching problems can be
classified into four different categories according to text length,
including short-to-short matching, short-to-long matching, long-
to-short matching and long-to-long matching. Table 1 shows a
classification of different semantic matching tasks with example
datasets. Semantic matching between short text pairs is relatively
well studied in previous research on paraphrase identification [38],
natural language inference [1], answer sentence selection [35], etc.
Short-to-long semantic matching like relevance modeling between
query/ document pairs has also been a popular research topic in
IR and NLP communities [3]. For long-to-short semantic match-
ing, there are also a variety of research on tasks like conversation
response ranking, which is to match a conversation context with
response candidates [18]. To the best of our knowledge, semantic
matching between long document pairs, which has many important
applications like news recommendation, related article recommen-
dation and document clustering, is less explored and needs more
research effort. Table 2 shows an example of semantic matching
between document pairs from Wikipedia. These documents have
thousands of words organized in sections, passages and sentences.
Compared to semantic matching between short texts, or between
short and long texts, semantic matching between long texts is a
more challenging task due to a few reasons: 1) When both texts
are long, matching them requires a more thorough understand-
ing of semantic relations including matching pattern between text
fragments with long distance; 2) Long documents contain internal
structure like sections, passages and sentences. For human readers,
document structure usually plays a key role for content under-
standing. Similarly, a model also needs to take document structure
information into account for better document matching perfor-
mance; 3) The processing of long texts is more likely to trigger
practical issues like out of TPU/GPU memories without careful
model design. In the recent two years, self-attention based models
like Transformers [30] and BERT [6] have achieved the state-of-
the-art performance in several natural language understanding
tasks like sentence pair classification, single sentence classification
and answer span detection. These kinds of models, however, are
still limited to the representation and matching of short text se-
quences like sentences due to the quadratic computational time
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Table 1: A classification of different semantic matching tasks. The focus of this paper is long-to-long document matching.
Type Tasks Example Data Explanation
Short-to-short
Paraphrase Identification MRPC [7] Given two sentences, predict whether they have the same semantic meaning.
Answer Sentence Selection WikiQA [35] Given a question and candidate answer sentences, select a correct answer.
Textual Entailment SNLI [1] Given two sentences, predict whether they have textual entailment relations.
Short-to-long Document Ranking TREC 2019 DeepLearning [3]
Given a query and a candidate document set, rank documents according to
query/ document relevance.
Blog Search TREC 2008 Blog
Track [21]
Given a query and a blog collection, rank blog posts according to topic relevance
or opinions.
Long-to-short Response Ranking UDC [18] Given a dialog context and candidate responses, select a high quality response.
Long-to-long Related Article Suggestion Wikipedia [14] Given a document pair, predict whether they are relevant with each other.Paper Citation Suggestion AAN [25] Given a paper pair, predict whether one paper is a good citation of the other.
Table 2: An example to illustrate the document matching task from theWikipedia data. “Sim” means the similarity estimated
based on the Jaccard similarity between the outgoing links of two documents. “Len” means the document length by words.
Type URL Title Document Content Label Sim Len
Source http://en.wikipedia.org/wiki/
Chartered_Engineer_(UK)
Chartered Engi-
neer (UK)
In the United Kingdom, a Chartered Engineer is an Engineer
registered with the Engineering Council (the British ......
\ \ 1147
Target http://en.wikipedia.org/wiki/
Engineering_Council
Engineering
Council
The Engineering Council (formerly Engineering Council UK;
colloquially known as EngC) is the UK’s regulatory ......
1 0.5846 999
Target http://en.wikipedia.org/wiki/
Institute_of_Physics
Institute of
Physics
The Institute of Physics (IOP) is a UK-based learned society
and professional body that works to advance physics ......
0 0.0099 2036
and space complexity of self-attention with respect to the input
sequence length [30]. To handle this challenge, we would like to
design a long-form text encoder, which combines the advantages of
sequence dependency modeling with self-attention in Transformers
and long text processing with hierarchical structures for document
representation learning and matching.
Perhaps the closest prior research to our work is the study on
the semantic text matching for long-form documents by Jiang et.
al. [14]. They proposed the MASH RNN model to learn document
representations from multiple abstraction levels of the document
structure including passages, sentences and words. However, the
adopted attentive RNN component in the MASH RNN model may
suffer from the gradient vanishing and explosion problems on long
input sequences. It is difficult for RNN based models to capture the
long distance dependencies in long documents, which might lead to
sub-optimal performance on long text content modeling compared
with self-attention models like Transformers/ BERT where there
are direct interactions between every token pair in a sequence. It
is the right time to revisit this line of work and further push the
boundary of long text content understanding with self-attention
models like Transformers. However, as presented before, build-
ing Transformer based long text encoder is not trivial because of
the quadratic computational time and memory complexity of self-
attention with respect to the input sequence length. For example,
the maximum input text length of BERT is 512 for single sentence
classification, and less than 512 for sentence pair classification.
We address these issues by proposing the Siamese Multi-depth
Transformer-based Hierarchical (SMITH) Encoder for document
representation learning and matching, which contains several novel
design choices to adapt self-attention models like Transformers/
BERT for modeling long text inputs. Our proposed text matching
model adopts a two-tower structure of Siamese network, where
each tower is a multi-depth Transformer-based hierarchical encoder
to learn the document representations. We first split the input docu-
ment into several sentence blocks, which may contain one or more
sentences using our proposed greedy sentence filling method. Then
the sentence level Transformers learn the contextual representa-
tions for the input tokens in each sentence block. We represent the
whole sentence block with the contextual representations of the
first token, following the practice in BERT. Given a sequence of
sentence block representation, the document level Transformers
learn the contextual representation for each sentence block and the
final document representation. This model design brings several
benefits in terms of model training and serving: 1) The Siamese
model architecture is a better choice to serve with efficient sim-
ilarity search libraries for dense vectors[15, 31], since document
representations can be generated independently and indexed offline
before online serving. 2) The hierarchical model can capture the
document internal structural information like sentence boundaries.
3) Compared with directly applying Transformers to the whole
document, the two level hierarchical SMITH model including sen-
tence level and document level Transformers reduces the quadratic
memory and time complexity by changing the full self-attention
on the whole document to several local self-attentions within each
sentence block. The sentence level Transformers capture the in-
teractions between all token pairs within a sentence block, and
the document level Transformers maintain the global interaction
between different sentence blocks for long distance dependencies.
Inspired by the recent success of language model pre-training
methods like BERT, SMITH also adopts the “unsupervised pre-
training + fine-tuning” paradigm for the model training. For the
model pre-training, we propose the masked sentence block lan-
guage modeling task in addition to the original masked word lan-
guage modeling task used in BERT for long text inputs. When
the input text becomes long, both relations between words in a
sentence block and relations between sentence blocks within a doc-
ument becomes important for content understanding. Therefore,
we mask both randomly selected words and sentence blocks during
model pre-training. The sum of the masked sentence block predic-
tion loss and the masked word prediction loss is the final SMITH
model pre-training loss. The model fine-tuning process is similar to
BERT, where we remove the word/ sentence level masks and fine-
tune the model parameters initialized with pre-trained checkpoints
with only the text matching loss. We evaluate the proposed model
with several benchmark data for long-form text matching [14]. The
experimental results show that our proposed SMITH model out-
performs the previous state-of-the-art Siamese matching models
including hierarchical attention [34], multi-depth attention-based
hierarchical recurrent neural network [14], and BERT for long-form
document matching, and increases the maximum input text length
from 512 to 2048 when compared with BERT-based baselines.
Our main contributions can be summarized as follows:
• We propose the Siamese Multi-depth Transformer-based Hi-
erarchical (SMITH) Encoder for document matching, which
contains several novel design choices to adapt self-attention
models for modeling long text inputs.
• For model pre-training, we propose the masked sentence
block language modeling task to capture sentence level se-
mantic relations within a document towards better long text
content understanding.
• Experimental results on several benchmark data for long-
form text matching [14] show that our proposed SMITH
model outperforms the previous state-of-the-art models and
increases the maximum input text length from 512 to 2048
when comparing with BERT based baselines. We will open
source a Wikipedia based benchmark dataset, code and a
pre-trained model checkpoint to accelerate future research
on document understanding and matching.
2 RELATEDWORK
Neural Matching Models. A number of neural matching models
have been proposed for information retrieval and natural language
processing [8, 12, 13, 20, 22, 32–34, 39]. These models can be clas-
sified into the representation-focused models and the interaction-
focused models [8, 9]. The representation-focused models learn the
representations of queries and documents separately, and then they
measure the similarity of the representations with functions like co-
sine, dot, bilinear or tensor layers. On the other hand, the interaction-
focused models build a query-document word pairwise interaction
matrix to capture the exact matching and semantic matching infor-
mation between query-document pairs. Then a deep neural network
which can be a CNN [12, 22, 39], term gating network with his-
togram or value shared weighting mechanism [8, 34] is applied to
the query-document interaction matrix to generate the final rank-
ing score. There are also neural matching models which combine
the ideas of the representation-focused and interaction-focused mod-
els [20, 39]. Since it is difficult to serve interaction-focused models
for online fast inference due to enormous computational costs of
the interaction matrices for all query-document pairs, our proposed
model belongs to representation-focused models, which are also
called Siamese models or “Dual Encoder” models.
Self-AttentionModels for LongTextModeling. Self-attention
models like Transformer and BERT show promising performance
on several tasks in natural language processing and information
retrieval. Most of these models are restricted to the representation
and matching of short text sequences like sentences and passages.
Our work is also built on top of Transformers with a different fo-
cus on effective representation learning and matching of long text.
Recently there are some related works on adapting Transformers
for long text modeling [2, 5, 11, 16, 24, 27–29, 36, 40]. Zhang et
al. [40] proposed the HiBERT model for document summarization
and a method to pre-train it using unlabeled data. Our work on
the SMITH model is inspired by their research with several differ-
ences. First we split the document into sentence blocks with greedy
sentence filling for more compact input text structures and less
padded words. Second we build a Siamese “Dual Encoder” model
for document pair similarity modeling. Third we propose a novel
pre-training task based on dynamic masked sentence block predic-
tion instead of predicting the masked sentence one word per step as
in [40]. We also consider combining representations from different
levels of hierarchical Transformers for richer representations.
Unsupervised LanguageModel Pre-training. The idea of un-
supervised learning from plain text for language model pre-training
has been explored in several works like Word2Vec[19], ELMo[23],
GPT[26] and BERT[6]. These models can be pre-trained by pre-
dicting a word or a text span using other words within the same
sentence. For example, Word2Vec can be trained by predicting
one word with its surrounding words in a fixed text window and
BERT pre-trains a language model by predicting masked missing
words in a sentence given all the other words. We also study model
pre-training techniques on plain text to improve the downstream
document matching task. In addition to the masked word prediction
task in BERT, we propose the masked sentence block prediction
task to learn the relations between different sentence blocks.
3 METHOD OVERVIEW
3.1 Problem Formulation
We define the task of document matching following previous litera-
ture [14]. We are given a source document 𝑑𝑠 and a set of candidate
documents D𝑐 . The system needs to estimate the semantic simi-
larities 𝑦 = 𝑆𝑖𝑚(𝑑𝑠 , 𝑑𝑐 ), where 𝑑𝑐 ∈ D𝑐 , for every document pair
(𝑑𝑠 , 𝑑𝑐 ) so that the target documents semantically matched to the
source document 𝑑𝑠 have higher similarity scores. In practice, the
documents may contain structural information like passage/ sen-
tence/ word boundaries and different text length characteristics.
The task can be formalized as a regression or classification problem
depending on the type of data labels. A summary of key notations
in this work is presented in Table 3.
3.2 Document Matching with Transformers
The original BERT model proposed by Devlin et. al. [6] supports
text matching as the sentence pair classification task. Two input text
sequences will be concatenated and separated by a special token
[SEP] to feed into the BERT model, in order to learn the contextual
representation of each token. Then the contextual representation
of the first token, which is the added [CLS] token, will be projected
into a probability distribution estimation over different label di-
mensions to compute the cross-entropy loss. Directly applying this
Table 3: A summary of key notations in this work.
𝑑𝑠 ,D𝑠 The source document and the set of all source documents
𝑑𝑐 ,D𝑐 The candidate document and the set of all candidate documents
E(𝑑𝑠 ), E(𝑑𝑐 ) The learned dense vector representations for 𝑑𝑠 and 𝑑𝑐
𝐿1, 𝐿2 The number of layers in the sentence level Transformers and in the
document level Transformers
𝑆𝑖 , E(𝑆𝑖 ) The i-th sentence block in the document and the sequence of word
representations for 𝑆𝑖
𝑊 𝑖𝑗 The j-th word in the i-th sentence block in the document
𝐿𝑑 , 𝐿𝑠 The length of a document by sentence blocks and the length of a
sentence block by words
𝑡 (𝑊 𝑖𝑗 ) The token embedding for𝑊 𝑖𝑗
𝑝 (𝑊 𝑖𝑗 ) The position embedding for𝑊 𝑖𝑗
T𝑖𝑗 , S𝑖 The contextual token representation learned by sentence level Trans-
formers for𝑊 𝑖𝑗 and the contextual sentence block representation
learned by document level Trnasformers for 𝑆𝑖
𝑏, 𝐻 ,𝐴, 𝐿 The batch size, the hidden size, number of attention heads and layers
in Transformers
“Single Encoder” BERT model to the document matching task will
cause two problems: 1) The input text length for each document
will be very limited. On average, we can only feed at most 256
tokens per document into the BERT model to run the model fine-
tuning or inference process of document matching. 2) The “Single
Encoder” BERT model cannot be served for applications requir-
ing high inference speed. To solve this problem, we learn query
independent document representations and index them offline to
serve with efficient similarity search libraries [15, 31]. Offline index-
ing of document representations requires generating dense vector
representations for the two documents independently without ex-
pensive interactions in the earlier stage. This motivates us to focus
on designing “Dual Encoder” BERT model with a Siamese network
architecture, where each tower is to encode one document sepa-
rately. The two towers can share model parameters. In the following
sections, we introduce a basic Siamese matching model with Trans-
formers MatchBERT (Section 3.2.1) and the Siamese hierarchical
matching model SMITH (Section 3.2.2).
Cosine Similarity
Figure 1: The architecture of the MatchBERT model.
3.2.1 MatchBERT: A Basic Siamese Matching Model with
Transformers. Figure 1 shows the architecture of MatchBERT
model for text matching adapted from the BERT model proposed
by Devlin et. al. [6]. There are two text encoders in MatchBERT,
where each encoder is a BERT model to learn the representation
of the source document 𝑑𝑠 or the candidate document 𝑑𝑐 . Then we
compute the cosine similarity between the pooled sequence output
of two documents 𝑐𝑜𝑠 (E(𝑑𝑠 ), E(𝑑𝑐 )). The text matching loss is the
cross-entropy loss when we compare the document pair similarity
scores with document pair labels. To handle long document input,
MatchBERT will only model the first 𝑁 tokens of each document,
where the max value of 𝑁 can be 512. To train the MatchBERT
model, we initialize the model parameters with the open source
pre-trained BERT checkpoints 2 and then fine tune the model with
the text matching loss. MatchBERT will be a strong baseline model.
3.2.2 SMITH: Siamese Hierarchical Matching Model with
Transformers. The SMITH model, which refers to SiameseMultI-
depth Transformer-based Hierarchical Encoder, is an extension
of the MatchBERT model. It also adopts a Siamese network ar-
chitecture, where each tower is a transformer-based hierarchical
encoder to learn representations in different levels like sentence
and document level of long documents. In this way, it combines the
advantages of long distance dependency modeling of self-attention
in Transformer encoders and hierarchical document structure mod-
eling for long text representation learning. Figure 2 shows the
Transformer-based hierarchical encoder in the SMITH model.
4 SIAMESE HIERARCHICAL MATCHING
MODEL WITH TRANSFORMERS
4.1 Hierarchical Modeling for Document
Representation
4.1.1 Splitting Documents with Greedy Sentence Filling. In
order to represent one document with hierarchical Transformers,
we need to split the document into multiple smaller text units.
A natural way to perform this step is to split a document into
sentences with some off-the-shelf sentence boundary detection
libraries. However, as sentence length varies a lot, padding all sen-
tences to the same length will introduce a lot of padded tokens for
short sentences, which will make the usage of the model capacity
unnecessarily inefficient. We want to preserve each sentence’s se-
mantics so methods which may break down sentences like fixed
length sliding window[4] are not good options either. We propose
a “greedy sentence filling” method to reduce the number of padded
words and increase the actual text length the model can take as
its input. Specifically, we split a document into multiple sentence
blocks of predefined length so that each sentence block can contain
one or more natural sentences. We try to fill as many sentences as
possible into one sentence block until the block reaches the prede-
fined max block length. When the last sentence cannot fill in the
current block, we move it to the next block. When an individual
sentence alone is longer than the max sentence block length, we
truncate it to fit in the current block. Figure 3 shows an example
of how we split a document into sentence blocks. We can see that
greedy sentence filling greatly reduces the number of padded tokens
given a fixed maximum sentence block length.
4.1.2 Hierarchical Document Representation Learning. Let
D denote the input document. With greedy sentence filling, we
split it into a sequence of sentence blocks {𝑆1, 𝑆2, ..., 𝑆𝐿𝑑 }, where
𝑆𝑖 = {𝑊 𝑖1 ,𝑊 𝑖2 , ...,𝑊 𝑖𝐿𝑠 }. 𝑆𝑖 is the i-th sentence block in the document.
𝑊 𝑖𝑗 is the j-th word in the i-th sentence block. 𝐿𝑑 and 𝐿𝑠 denote
the length of a document by sentence blocks and the length of a
sentence block by words respectively. We learn the representation
of each sentence 𝑆𝑖 with the Transformer encoder described in [30],
which consists of the multi-head self-attention and a position-wise
fully connected feed-forward network with residual connections
2https://github.com/google-research/bert
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Figure 2: The architecture of the Multi-depth Transformer-based Hierarchical Encoder in the SMITH model for document
representation learning and matching. We visualize the sentence level Transformer encoder for the 1st, 2nd and the last
sentence block in a document. The output sentence representations of sentence encoders become the inputs of the document
level Transformer encoder.
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Figure 3: An example of splitting a document into different
sentence blocks using the greedy sentence filling method.
Left: natural sentence splitting. Right: greedy sentence fill-
ing splitting.
[10]. We firstly map the words in 𝑆𝑖 to a sequence of dense vector
representations
E(𝑆𝑖 ) = (e𝑖1, e𝑖2, ..., e𝑖𝐿𝑠 ) (1)
where e𝑖𝑗 = 𝑡 (𝑊 𝑖𝑗 ) + 𝑝 (𝑊 𝑖𝑗 ) is the sum of the token embedding and
position embedding of word𝑊 𝑖𝑗 following the same practice in
BERT. The token embedding is initialized randomly during pre-
training and the position embedding follows the same setting as
in Transformers [30]. The sentence level Transformers will trans-
form E(𝑆𝑖 ) into a sequence of contextualized representations for
words in the sentence block {T𝑖1,T𝑖2, ...,T𝑖𝐿𝑠 }. Following the setting
in BERT model, we use the contextual representation of the first
token, the added [CLS] token, as the learned representation of the
whole sentence block. We add another dense layer and perform a
L2 normalization on the sentence block representation. The final
sentence block representation also adds the sentence block position
embedding to model the sentence block location in the document.
With the learned sentence block representations from the sen-
tence level Transformers and the sentence block position embed-
dings, the document level Transformer encoders will produce a se-
quence of contextual sentence block representations {S1, S2, ..., S𝐿𝑑 }.
We still use the first contextual sentence block representation as
the representation for the whole document. There will be another
dense layer added to transform the document representation with
L2 normalization before we compute the cosine similarity between
the two document representations in the document pair (𝑑𝑠 , 𝑑𝑐 ).
4.1.3 Memory and Time Complexity Analysis of Two Level
Hierarchical Transformers. Next let’s analyze memory and time
complexity for the two level hierarchical Transformers. The atten-
tion mechanism used in Transformer is the scaled dot-product
attention, which performs transformation from a query and a set of
key-value pairs to an output. The output representation is defined
as a weighted sum of the values, where the weight to each value
is computed as the interaction score between the query and the
corresponding key normalized by the softmax function. Specifi-
cally, given the input query embeddings Q, key embeddings K
and value embeddings V , where Q ∈ R𝑏×𝑙Q×𝐻 , K ∈ R𝑏×𝑙K×𝐻 ,
V ∈ R𝑏×𝑙V×𝐻 , the scaled dot-product attention is defined as:
Attention(Q,K,V) = softmax
( QK𝑇√
𝑑
)
V (2)
where 𝑙Q , 𝑙K , 𝑙V are the number of tokens in each sequence
and 𝑙K = 𝑙V . 𝑏 is the batch size and 𝐻 is the hidden size. To
understand the memory cost of Transformers, we can focus on the
attention computation in Equation 2. Let us assume 𝑙K = 𝑙V =
𝑙Q = 𝑁 , then the term QK𝑇 has the shape [𝑏, 𝑁 , 𝑁 ], where 𝑁
is the maximum input sequence length. Let 𝐴 and 𝐿 denote the
number of attention heads and layers in Transformers, then the
memory complexity of the attention computation in Transformers
is 𝑂 (𝑏 · 𝐴 · 𝑁 2 · 𝐿). This is why the memory cost of the scaled
dot-product attention in Transformers grows quadratically as the
increasing of the input sequence length, which makes it difficult to
directly apply Transformers to very long input sequences 3. Similar
conclusions also hold for the time complexity of scaled dot-product
3This is the memory cost of Transformers without considering the feed-forward layers.
For the complete memory complexity analysis results including both attention and
feed-forward layers in Transformers, we refer the interested readers to [16].
used in Transformers. For two level hierarchical Transformers, let𝐿𝑠
denote the max sentence block length by tokens. Then we will split
a document into 𝑁𝐿𝑠 sentence blocks. The memory complexity of the
attention computation of sentence/ document level Transformers is
𝑏 ·𝐴 · 𝐿𝑠 2 · 𝐿 · 𝑁
𝐿𝑠
+ 𝑏 ×𝐴 × ( 𝑁
𝐿𝑠
)2 · 𝐿 (3)
= (𝐿𝑠 2 · 𝑁
𝐿𝑠
+ ( 𝑁
𝐿𝑠
)2) · 𝑏 ·𝐴 · 𝐿
= (𝐿𝑠 · 𝑁 + 𝑁
2
𝐿2𝑠
) · 𝑏 ·𝐴 · 𝐿
Here we assume the number of attention heads and the num-
ber of layers are the same for the sentence level Transformers and
document level Transformers for simplicity. Thus the memory com-
plexity of two level hierarchical Transformers is 𝑂 ( 𝑁 2
𝐿2𝑠
· 𝑏 · 𝐴 · 𝐿).
Comparing with the original Transformers, we reduce the mem-
ory complexity by a factor of 𝐿2𝑠 with only performing local self-
attention over tokens in the same sentence block.
4.1.4 CombineRepresentations fromDifferent Levels. In or-
der to integrate learned features from different levels of document
structures, we consider several settings for generating the final
document representations as follows:
Normal: we only use the output of the document level Trans-
formers as the final document representation.
Sum-Concat: we firstly compute the sum of all sentence level
representations and use the concatenation of the sum with the
document level representation as the final document representation.
Mean-Concat: we firstly compute the mean of all sentence level
representations and use the concatenation of the mean with the
document level representation as the final document representation.
Attention: we firstly compute the weighted sum of the sen-
tence level representations with attention mechanism:
∑𝐿𝑑
𝑖=1 h𝑖 ·
softmax(h𝑖Wv), where h𝑖 ∈ R𝐻 is the learned representation
for the i-th sentence block by the sentence level Transformers.
W ∈ R𝐻×𝑉 is the projection matrix and v ∈ R𝑉 is the attention
model parameter. Then we concatenate the weighted sum with the
document level representation as the final document representation.
4.2 SMITH Model Pre-training
For the model training of SMITH, we adopt the “pre-training +
fine-tuning” paradigm as in BERT. This approach is to firstly pre-
train the model with large unlabeled plain text in an unsupervised
learning fashion, and then fine-tune the model with a supervised
downstream task so that only few parameters need to be learned
from scratch. In addition to the masked word language modeling
task proposed by Devlin et. al. [6], we also propose the masked
sentence block language modeling task, because one of the basic
units in the SMITH encoder for modeling documents is the sentence
block. Masked sentence block prediction task can help the model
learn the relations between different sentence blocks and hopefully,
get a better understanding of whole documents. Our pre-training
loss is a sum of masked word prediction loss and the masked sen-
tence block prediction loss. For the details of the masked word
prediction task, please refer to Devlin et. al. [6]. For the masked
sentence block prediction task, we perform dynamic sentence block
masking and masked sentence block prediction as follows.
4.2.1 Dynamic SentenceBlockMasking. LetD = {h1, h2, ..., h𝐿𝑑 }
denote a sequence of sentence block representations learned by
the sentence level Transformers. For each document in the cur-
rent batch, we randomly sample𝑚 sentence blocksM = {h𝑘 |h𝑘 ∈
R𝐻 , 𝑘 ∈ K} and replace these sentence blocks with a randomly
initialized masked sentence block vector hˆ ∈ R𝐻 . For example, if
we randomly select the 3rd and 5th sentence block for masking, the
masked document becomes Dˆ = {h1, h2, hˆ, h4, hˆ, h6, ..., h𝐿𝑑 }. This
dynamic sampling process repeats for every document in a batch
in each step, so that the same document may get different masked
sentence block positions in different steps. The dynamic masking
strategy enables the model to predict a larger range of sentence
blocks in a document compared with the opposite static masking.
4.2.2 Masked Sentence Block Prediction. To perform masked
sentence block prediction, we consider a multi-class sentence block
classification setting similar to the masked word prediction. How-
ever, we do not have a global vocabulary for different sentence
blocks. 4 Instead, we collect all the masked sentence blocks in a
batch as a candidate sentence block pool, fromwhich the model will
try to predict the correct sentence block. For each masked sentence
block position, the original sentence block in the current position
is the positive example. The other co-masked sentence blocks in
the current document and in the other documents of the same
batch are the negative examples. Specifically, we apply document
level Transformers on the masked document Dˆ to get a sequence of
contextual sentence block representations {Sˆ1, Sˆ2, ..., Sˆ𝐿𝑑 }. Then Sˆ𝑘
will be used to predict the original sentence block representation
h𝑘 . Given a batch of 𝐵 masked sentence blocks with the predicted
sentence block representation Sˆ ∈ R𝐵×𝐻 and the ground truth sen-
tence block representation h ∈ R𝐵×𝐻 where 𝐵 = 𝑏 ×𝑚, we can
compute a pairwise similarity matrix for every masked sentence
block pair in the current batch as follows:
Sim(Sˆ, h) = Sˆh𝑇 (4)
where Sim(Sˆ, h) ∈ R𝐵×𝐵 where Sim(Sˆ𝑗 , h𝑖 ) is the predicted sim-
ilarity between the j-th predicted sentence block representation
and the i-th sentence block class. We normalize it with a softmax
function to transform it to the predicted probability for the the i-th
sentence block class as follows:
𝑝 (h𝑖 |Sˆ𝑗 ) =
exp(Sim(Sˆ𝑗 , h𝑖 ))∑𝐵
𝑟=1 exp(Sim(Sˆ𝑗 , h𝑟 ))
(5)
Thus all the sentence blocks {h𝑟 }, where 𝑟 ∈ [1, 𝐵], 𝑟 ≠ 𝑗 can be
treated as randomly sampled negative classes for Sˆ𝑗 . Finally we can
compute the cross-entropy loss over all masked sentence blocks
and the pre-training joint loss:
Lsp = − 1
𝐵
𝐵∑︁
𝑖=1
𝐵∑︁
𝑗=1
1{ 𝑗 = 𝑖 } log𝑝 (h𝑖 |Sˆ𝑗 ) (6)
Lpretrain = Lsp + Lwp (7)
where Lsp and Lwp denote the masked sentence block predic-
tion loss and the masked word prediction loss respectively.
4In fact, the number of all unique sentence blocks can be unlimited considering different
composition of words into sentence blocks.
Table 4: The statistics of experimental datasets. # of Doc-
Pairs denotes the number of document pairs. AvgSPerD,Avg-
WPerD, AvgWPerS denote the average number of sentences
per document, average number of words per document and
average number of words per sentence respectively.
Data Wiki65K AAN104K
Items Train Valid Test Train Valid Test
# of DocPairs 65,948 8,166 8,130 104,371 12,818 12,696
AvgSPerD 92.4 92.0 91.0 111.6 111.4 111.1
AvgWPerD 2035.3 2041.7 1992.3 3270.1 3251.2 3265.9
AvgWPerS 22.0 22.2 21.9 29.3 29.2 29.4
4.3 SMITH Model Fine-tuning and Inference
After model pre-training, we fine-tune SMITH model on the down-
stream document matching task with only the binary cross-entropy
loss between the estimated matching probability and the ground
truth matching label. Note that the word level and sentence block
level language modeling masks added during the pre-training stage
need to be removed during the fine-tuning stage to avoid losing
document content information. After model pre-training and fine-
tuning, the trained SMITH model can be used for document rep-
resentation inference. The document representations inferred by
SMITHmodel offline can be served onlinewith fast similarity search
libraries [15, 31].
5 EXPERIMENTS
5.1 Dataset Description
Following [14], we evaluate our proposedmethodswith two datasets:
Wikipedia relevant document recommendation data (Wiki65K) and
ACL Anthology Network paper citation suggestion data (AAN104K)
from the previous related work. The statistics of the experimen-
tal datasets are shown in Table 4. Note that we do not use any
TREC datasets like TREC 2019 Deep Learning Track data [3]. This
is because these datasets focus on short-to-long matching like docu-
ment ranking, aiming to match a short query to a set of documents,
whereas our task is more on long-to-long document matching.
5.1.1 Relevant Document Recommendation Data. Relevant
document recommendation can be useful in many real word ap-
plications such as news recommendation, related Web page rec-
ommendation, related QA posts recommendation, etc. We use the
Wikipedia relevant document recommendation data from Jiang et.
al. [14] as the evaluation set. The ground truth of document simi-
larity is constructed based on the Jaccard similarity between the
outgoing links of two Wikipedia documents with the assumption
that similar documents have similar sets of outgoing links. The
document pairs with similarities greater than 0.5 are considered as
positive examples. For each positive document pair, the document
with the lexicographical smaller URL is defined as the source docu-
ment of the pair. Then a mismatched document from the outgoing
links of the source document is sampled to generate a negative doc-
ument pair. This negative sampling approach is better than random
sampling from the entire corpus, since random sampled documents
may be too irrelevant to make the task challenging enough to eval-
uate the performance of different methods. For more details of this
dataset, we refer interested readers to [14].
Note that there are around six thousands training examples and
less than one thousand validation/testing examples in theWikipedia
data used in [14] 5. We produce a Wikipedia document matching
dataset of ten times larger size as shown in the data statistics in
Table 4. Thus the training/validation/testing data partition and
statistics are different from the data in [14] and we report the
results from running the model implementation on these datasets,
which are different from the numbers reported in [14]. We refer to
this data as Wiki65K since there are 65K training document pairs.
5.1.2 Paper Citation Suggestion Data. Paper citation sugges-
tion can help researchers find relatedworks and finish paper writing
in a more efficient way. Given the content of a research paper and
the other paper as a candidate citation, we would like to predict
whether the candidate should be cited by the paper. We use the
ACL Anthology Networks (AAN) Corpus [25] processed by Jiang et.
al. [14] for the evaluation. The AAN data consists of 23,766 papers
written by 18,862 authors in 373 venues related to NLP. For each
paper with available text, the paper with each of its cited paper
in the corpus is treated as a positive example. For each positive
example, an irrelevant paper is randomly sampled to generate a
negative example. The reference sections were removed to prevent
the leakage of ground truth. The abstract sections were also re-
moved to increase the difficulty of the task. We also filter document
pairs with no section content or invalid UTF-8 text based on the
processed data in [14] . We refer to this data as AAN104K since
there are 104K training document pairs.
5.1.3 Unsupervised LanguageModel Pre-training Data. For
the SMITH model pre-training, we create a randomly sampled
Wikipedia collection, containing 714,800 documents with 43,532,832
sentences and 956,169,485 words. We pre-train SMITH model with
unsupervised masked word and masked sentence block language
modeling loss on this data and fine-tune the model on Wiki65K and
AAN104K for the downstream document matching task.
5.2 Experimental Setup
5.2.1 CompetingMethods. We consider different types of meth-
ods for comparison as follows: 1) Hierarchical Attention Net-
work (HAN). The HAN model [37] is a hierarchical attention
model to learn document representations. For each sentence in
the document, it applied an attention-based RNN to learn the sen-
tence representation and to attend differentially to more or less
important document content. 2) SMASH. The SMASH model [14]
is the state-of-the-art model for long document matching. It adopts
a Siamese multi-depth attention-based hierarchical recurrent neu-
ral network (SMASH RNN) to learn long document representations
for matching. 3) MatchBERT. The MatchBERT model has been
presented in Section 3.2.1. 4) SMITH. This is our proposed method.
We fixed the document level Transformers as 3 layers and tried
several SMITH model variations as follows:
• SMITH-Short: the SMITHmodel with loading the pre-trained
BERT checkpoint released by Devlin et al. [6]. We load the
BERT-Base checkpoint pre-trained on uncased text and then
fine-tune the model with only the document matching loss.
5https://research.google/pubs/pub47856/
Table 5: Comparison of differentmodels overWiki65K andAAN104Kdatasets. The best performance is highlighted in boldface.
SMITH-WP+SP shows significant improvements over all baseline methods with p < 0.05 measured by Student’s t-test. Note
that SMITH-Short with input documents with maximum length larger than 512 and MatchBERT with input documents with
maximum length larger than 256 will trigger the out-of-memory (OOM) issues on TPU V3. There is ×2 in the BestDocLen,
which denotes the best setting of the maximum input document length, since all the compared models are “Dual-Encoder”/
“Siamese” models. Note that all the comparedmodels are for the document/ document matching task. Models designed for the
query/ document matching task are not comparable.
Data Wiki65K AAN104K
Method BestDocLen Accuracy Precision Recall F1 Accuracy Precision Recall F1
HAN (NAACL16) 2048 × 2 0.8875 0.8571 0.9317 0.8928 0.8219 0.7895 0.8654 0.8257
SMASH (WWW19) 2048 × 2 0.9187 0.9177 0.9177 0.9177 0.8375 0.8224 0.8333 0.8278
MatchBERT 256 × 2 0.9316 0.9272 0.9366 0.9319 0.8355 0.8387 0.8201 0.8293
SMITH-Short 512 × 2 0.9415 0.9178 0.9699 0.9431 0.8212 0.8169 0.8161 0.8165
SMITH-NP 1536 × 2 0.9054 0.8911 0.9237 0.9071 0.7725 0.8106 0.7062 0.7548
SMITH-WP 1536 × 2 0.9492 0.9307 0.9707 0.9503 0.8400 0.8408 0.8354 0.8381
SMITH-WP+SP 1536 × 2 0.9585‡ 0.9466‡ 0.9720‡ 0.9591‡ 0.8536‡ 0.8431‡ 0.8657‡ 0.8543‡
Δ over SMASH NA +4.33% +3.15% +5.92% +4.51% +1.92% +2.52% +3.89% +3.19%
Δ over MatchBERT NA +2.89% +2.09% +3.78% +2.92% +2.17% +0.52% +5.56% +3.01%
The maximum input text length is 512 (4 sentence blocks
with 128 tokens per sentence block).
• SMITH-NP: the SMITH model without language modeling
pre-training stage and trained from randomly initialized
model parameters. We only train SMITH-NP model with the
document matching data using text matching loss.
• SMITH-WP: the SMITH model pre-trained with masked
word prediction loss in the pre-training collection and then
fine-tuned with document matching loss on the downstream
matching task data.
• SMITH-WP+SP: the SMITH model pre-trained with both
masked word prediction loss and masked sentence block
prediction loss on the pre-training collection and then fine-
tuned with document matching loss on the downstream
matching task data.
Note that we do not compare with any interaction-focused mod-
els like DRMM [8], K-NRM [33], Duet [20] or MatchPyramid [22].
These models either do not scale to long documents or require
heavy interactions betweenword pairs in two text sequences, which
will lead to long inference latency in practice. Thus all the com-
pared methods belong to representation-focused models or “Dual-
Encoder” models where the document representation can be learned
offline in advance before serving online with fast similarity search li-
braries [15, 31]. Models like DRMM, KNRM, Duet, etc. are proposed
for short-to-long text matching like query/document matching in-
stead of long-to-long text matching that we focus on in this paper.
5.2.2 Evaluation Methodology. We formalize the document
matching task as a classification task where we would like to pre-
dict whether two documents are relevant or not given a document
pair. Thus we consider standard classification metrics including
accuracy, precision, recall and F1-score for the evaluation.
5.2.3 Parameter Settings and Implementation Details. All
models are implemented with TensorFlow6. We use TPU V37 for
the model pre-training and fine-tuning. For the model pre-training
6https://www.tensorflow.org/
7https://cloud.google.com/tpu/
stage, we pre-train SMITH on the Wikipedia collection presented
in Section 5.1.3 around 68 epochs until the validation loss does not
decrease significantly. Pre-training of SMITH with 2 layers in the
sentence level Transformers and 3 layers in the document level
Transformers with max document length 1024 takes 50 minutes
for one epoch on the Wikipedia collection and the pre-training
stage takes around 57 hours. The pre-training loss depends on the
model variation types (masked word prediction loss for SMITH-WP
or the sum of masked word prediction loss and masked sentence
block prediction loss for SMITH-WP+SP). We dynamically mask 2
sentence blocks per document if we use the masked sentence block
prediction loss presented in Section 4.2 during pre-training. The
masked word prediction task follows the similar way by Devlin et
al. [6]. The sentence block length is 32. We tune max number of
sentence blocks with values in {32, 48, 64}. Thus the max document
length can be values in {1024, 1536, 2048}. We finally set the number
of sentence blocks as 48 (max document length is 1536) for both
Wiki65K and AAN104K, which achieves the best performance on
the validation data. We tune parameters using the validation dataset
and report model performance on the test dataset. Let 𝐿1, 𝐻1, 𝐴1
and 𝐿2, 𝐻2, 𝐴2 denote the number of Transformer layers, the hidden
size, the number of attention heads in sentence level Transformers
and document level Transformers. We fix 𝐿2 = 3 and tune 𝐿1 with
values in {2, 4, 6}. We finally set 𝐿1 = 6, 𝐻2 = 256, 𝐴2 = 4 and
𝐻1 = 256, 𝐴1 = 4 for both Wiki65K and AAN104K. Both training
and evaluation batch size are 32. We optimize the models using
Adam with learning rate 5e-5, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 1𝑒 − 6. The
dropout rate in all layers is 0.1.
For the model fine-tuning stage, the hyper-parameters are almost
the same to those used in the pre-training stage. The max number of
training steps is 100K. The number of learning rate warm up steps
is 10K. We remove both masked word prediction loss and masked
sentence block prediction loss during fine-tuning, and update the
pre-trained model parameters only using the document matching
loss. The fine-tuning stage takes much less time ranging from 4 to
12 hours depending on the model and data settings.
5.3 Evaluation Results
We present evaluation results of different models over Wiki65K
and AAN104K data in Table 5. We summarize our observations
as follows: 1) Both SMITH-WP and SMITH-WP+SP models out-
perform all the baseline methods including the stage-of-the-art
long text matching method SMASH and MatchBERT based on pre-
trained BERT models on both Wiki65K and AAN104K consistently.
The comparison between SMITH-WP/ SMITH-Short and Match-
BERT shows the effectiveness of introducing hierarchical document
structure modeling with sentence level and document level Trans-
formers for long document representation learning and matching.
2) If we compare the SMITH model settings with the pre-training
stage (SMITH-Short, SMITH-WP, SMITH-WP+SP) with the SMITH
model settings without the pre-training stage (SMITH-NP), we can
find that language modeling pre-training can help increase the per-
formance of the downstream document matching task by a large
margin. Thus better language understanding via large scale lan-
guage modeling pre-training will lead to better downstream task
performance, which is consistent with the findings by Devlin et al.
[6]. 3) Both SMITH-WP and SMITH-WP+SP outperform SMITH-
Short, which is initialized by the pre-trained open source BERT
model. We think the main reason is that currently SMITH-Short can
only process at most 512 tokens due to TPU memory issues, which
will hurt the performance. On the other hand, Both SMITH-WP
and SMITH-WP+SP can process as long as 2048 tokens, which is a
better setting for long document representation learning. 4) If we
compare SMITH-WP with SMITH-WP+SP, we can find that adding
the masked sentence block prediction task presented in Section 4.2
during the pre-training stage can also be helpful to improve the
downstream document matching performance. The masked word
prediction task proposed by Devlin et al. [6] can capture the word
relations and dependencies in the pre-training corpus, whereas the
masked sentence block prediction task can additionally force the
model to learn the sentence-level relations and dependencies. Thus
combining the masked word prediction task and the masked sen-
tence block prediction task can contribute to a better pre-training
language model for long document content understanding and
better downstream document matching task performance.
5.4 Impact of Document Length
We further analyze the impact of document length on the docu-
ment matching performance. We fix the number of layers in the
sentence level and the document level Transformers as 4 and 3,
the max sentence block length as 32. Then we vary the number
of looped sentence blocks per document for SMITH-WP+SP on
Wiki65K and AAN104K with different values from 2 to 64. Thus
the maximum document length increases from 64 to 2048. The per-
formances of SMITH-WP+SP with different choices of maximum
document length is shown in Figure 4. We can find that in general
SMITH-WP+SP will achieve better performance as the maximum
document length increases. This confirms the necessity of long
text content modeling for document matching. The SMITH model
which enjoys longer input text lengths compared with other stan-
dard self-attention models is a better choice for long document
representation learning and matching. We also studied the impact
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Figure 4: Performance of SMITH-WP+SP on the validation
data with different choices of maximum document length.
Table 6: The document matching performance with differ-
ent choices of the number of layers in the sentence level
Transformers on the validation data. 𝐿1 denotes the number
of layers in the sentence level Transformers.
Data 𝐿1 Accuracy Precision Recall F1
Wiki65K
2 0.9537 0.9449 0.9635 0.9541
4 0.9589 0.9479 0.9718 0.9597
6 0.9594 0.9426 0.9784 0.9602
AAN104K
2 0.8566 0.8470 0.8612 0.8540
4 0.8573 0.8426 0.8694 0.8558
6 0.8580 0.8508 0.8591 0.8549
of different sentence block lengths and found it has no major impact
on the final performance.
5.5 Impact of the Number of Layers in
Sentence Level Transformers
Next we analyze the impact of the number of layers in the sentence
level Transformers on the final document matching performances.
We set the document level Transformer layers as 3, the maximum
sentence block length as 32, the number of sentence blocks per
document as 48. So the maximum document length is 1536. Then
we vary the number of layers in the sentence level Transformers
and observe the change of the performances of SMITH-WP+SP. The
results are shown in Table 6. We can find that the setting with 4 or 6
layers in the sentence level Transformer layers is slightly better than
the setting with only 2 layers in the sentence level Transformers.
Increasing the layers in the sentence level Transformers can help the
model to learn sentence block semantic representation with more
high level interactions. However, it also leads to larger memory cost
such as the intermediate activation in each layer. Thus in practice
this hyper-parameter has to be tuned with the validation dataset
for the trade-off between the model capacity and memory cost.
5.6 Impact of Combining Representations
from Different Levels
As presented in Section 4.1.4, we evaluate the performances of
SMITH-WP+SP with different methods to combine representations
from different levels. Table 7 shows the document matching perfor-
mance with different choices of document representation combing
methods. We can see that the “normal” combing method where we
only use the output of the document level Transformers as the final
document representation works best. For the other three methods,
Table 7: The document matching performance with dif-
ferent choices of the document representation combining
methods presented in Section 4.1.4 on the validation data.
Data Combine Accuracy Precision Recall F1
Wiki65K
Normal 0.9594 0.9426 0.9784 0.9602
Sum-Concat 0.9192 0.9103 0.9301 0.9201
Mean-Concat 0.9221 0.8924 0.9599 0.9249
Attention 0.9431 0.9099 0.9836 0.9453
AAN104K
Normal 0.8580 0.8508 0.8591 0.8549
Sum-Concat 0.7632 0.7924 0.6962 0.7412
Mean-Concat 0.7061 0.6387 0.9131 0.7516
Attention 0.8434 0.8162 0.8758 0.8450
the “attention” method is better than “sum-concat” and “mean-
concat”. One possible reason is that the weighted combination of
sentence blocks can be helpful for generating better document
representations as the attention weights can encode the relative im-
portance of different sentence blocks on representing the document
content, which is why attention based combining methods work
better. The document level Transformers already learn a weighted
combination based on the input sentence block representation se-
quences, which already provide enough signals on the importance
scores of different sentence blocks in a document.
6 CONCLUSIONS AND FUTUREWORK
In this paper, we propose the Siamese Multi-depth Transformer-
based Hierarchical (SMITH) Encoder for document representation
learning and matching, which contains several novel design choices
like two level hierarchical Transformers to adapt self-attention
models for long text inputs. For model pre-training, we propose
the masked sentence block language modeling task in addition
to the original masked word language modeling task in BERT, to
capture sentence block relations within a document. The experi-
mental results on several benchmark datasets show that our pro-
posed SMITH model outperforms previous state-of-the-art Siamese
matching models including HAN, SMASH and BERT for long-form
document matching. Moreover, our proposed model increases the
maximum input text length from 512 to 2048 when compared with
BERT-based baseline methods.
As a part of this work, we plan to release a large scale benchmark
collection for the document matching task so that it is easier for
researchers to compare different document matching methods in
the future. It is also interesting to investigate how to utilize the
learned document representation from Transformer-based hierar-
chical encoders for other document-level language understanding
tasks like document classification, clustering and ranking.
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