The gesture is one of the most natural and expressive methods for the hearing impaired. Most researchers, however, focus on either static gestures, postures or a small group of dynamic gestures due to the complexity of dynamic gestures. We propose the Kinect Translation Tool to recognize the user's gesture. As a result, the Kinect Translation Tool can be used for bilateral communication with the deaf community. Since real-time detection of a large number of dynamic gestures is taken into account, some efficient algorithms and models are required. The dynamic time warping algorithm is used here to detect and translate the gesture. Kinect Sign Language should translate sign language into written and spoken words. Conversely, people can reply directly with their spoken word, which is converted into literal text together with the animated 3D sign language gestures. The user study, which included several prototypes of the user interface, was carried out with the observation of ten participants who had to gesture and spell the phrases in American Sign Language (ASL). The speech recognition tests for simple phrases have therefore shown good results. The system also recognized the participant's gesture very well during the test. The study suggested that a natural user interface with Microsoft Kinect could be interpreted as a sign language translator for the hearing impaired.
INTRODUCTION
Sign language is a visual communication used as the primary means of communication for the hearing impaired, using hand movements, arms, body and facial expressions to communicate using sign language. Many technical solutions have been proposed and implemented for the translation of sign language into text. Text and speech can also be translated into sign language for easier bilateral communication. Because of the nature of sign language communication, it was difficult for nondoves to understand it. As a result, hearing impaired people have difficulties communicating with the customer service counters, e.g., in train stations, shops, and other public areas (Hore et al., 2017) .
Before the release of Kinect Camera, which is capable of creating the depth of images, sign language research focused on hand color processing to preserve the hand shape (Cerezo, 2011) . The study used a standard webcam camera that can only capture colors of light and dark skin. This method has a disadvantage when different users need different algorithms due to differences in shape and color of the hands.
Some researchers have overcome the problem of skin color by suggesting colored gloves or marker (Akmeliawati, Ooi, & Kuang, 2007; Buchmann, Violich, Billinghurst, & Cockburn, 2004; Kyatanavar & Futane, 2012; Uebersax, Gall, Van Den Bergh, & Van Gool, 2011) . This method was unfortunately not very appealing. Other weaknesses are the algorithms used in this method, which focus only on the palm of the user's hand, while in the real situation the sign language is not only dependent on the movement of the palms. In some cases, sign language even refers to hand and head gestures.
The latest advanced technologies of Kinect enable developers and researchers to overcome previous limitations. With the ability to create a depth image, the Kinect allows the use of sign language more naturally. Kinect Auslan offers a range of software modules for the development of applications that perform the recognition of Australian Sign Language with Microsoft Kinect (Auslan, 2012) .
Wassner creates a gesture recognition program using Kinect with NN (Neural Network). FANN (Fast Artificial Neural Network) library is used for the recognition system (Wassner, 2011) . At the moment, only two words LSF (French Sign Language) are recognized -"hello" and "sorry." They recorded a series of gestures that used to train the signs, i.e., to teach the program to recognize gestures. Researchers at the College of Computing, Georgia Institute of Technology come with American Sign Language recognition for educational games for deaf children. Using the Hidden Markov Model algorithm, they collected 1000 American Sign Language (ASL) phrases for the systems (Zafrulla, Brashear, Starner, Hamilton, & Presti, 2011) . There is also research which used multiple regression (Priambodo & Ahmad, 2017) . Adriansyah analyzed the goalseeking behaviors based on Particle Swarm Fuzzy Controller (2015), Fitrianah et al., explored feature extraction in prediction (2015) , and Aswari and Diana (2016) used Bezier Curve Method. Hazari (2017) has studied the use of hand gestures on Kinect devices and suggested some guidelines to make sign language more accessible. Shanableh (2017) has developed an Android mobile app for real-time bilateral Arabic sign language translation that utilizes simple methods for feature extraction. Further work is being done to translate American sign language using a cross-correlation coefficient (Joshi, Sierra, & Arzuaga, 2017) .
The Microsoft Kinect is a remote device for the Xbox 360 game console that allows handsfree control of the game console via image processing. The system includes an RGB camera, an infrared projector and a camera for depth perception, a series of microphones for voice commands and a motor for setting the sensor position.
Microsoft Kinect's allows researchers to access the previously complicated and expensive gesture recognition technology with a single tool.
In this study, the software was developed for the Kinect Software Development Kit (SDK) 1.7 Framework. Understanding the interaction of the individual layers of the Kinect SDK is essential. On the lowest level, the Kinect SDK delivers the drivers required to generate the image and audio data from the hardware devices. The abstract layer of Kinect Sign Language is shown in Figure  1 .
The Kinect drivers installed as part of the SDK control the streaming of audio and video (color, depth, and skeleton) from Kinect sensors. Kinect processes the audio and video components for skeleton tracking, audio, color and depth imaging. The software runs on top of the Kinect SDK framework to extract user gesture information from NUI (Microsoft.Kinect.dll) and provide a comparison method for gesture recognition. The predefined gesture data was delivered through gesture recognition, which can be accessed directly. Gesture translation accesses the audio, speech and media programming interfaces (APIs) from Windows 7 (Microsoft.speech.dll) to process the information obtained from the gesture data. Such data is processed as information that needs to be translated into text and language.
It tweaks the user's voice by accessing the Windows Audio API and translating it into text. We used the results from the text data to execute the 3D animation in the desired language.
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The objective of this research is to build intelligent devices that can make a gesture from the first-hand movement to the end position. While the Kinect SDK can track gestures, it cannot record and save them for further processing. Accordingly, we implement the Dynamic Time Warping (DTW) algorithm, which can log and learn targeted gestures for next grouping in some databases depicting sign language. The Dynamic Time Warping (DTW) algorithm was first introduced in the 1960s by Bellman (1959) and extensively researched in the 1970s by Myers (1980) for speech recognition applications. According to Sakoe and Chiba (1978) , dynamic time warping is a method for calculating the similarity between two-time series, which can vary in time and speed.
DTW is used in many areas, including handwriting and online signature matching Tappert et al. (1990) , computer vision and computer animation by Müller (2007) , protein sequence alignment and chemical engineering (Vial et al., 2009) .
METHOD
The DTW algorithm is an example of a classification problem in supervised learning. Classification refers to the prediction of a discrete value output. If classification problems occur, it turns out that the algorithm can have more than two values for the two possible value outputs. As a practical example, we can use three set of sign data and the design should able to distinguish the first, second and the third set. First is the "Happy" sign and second is the "Hello" sign, third is the "Good" sign. However, this would also be a classification problem, as this other discrete set of values matches the output "no sign" or "happy" or "hello" or "good".
For example, the study has gesture data set consist of the 2D axis position of the body for specific phrase gesture. In such a data set, the learning algorithm could throw the straight line through the data to try to separate the phrase from the null phrase. Then the learning algorithm can decide to throw the straight line to distinguish the two or three sets of phrases.
The aim of DTW is to compare two timedependent series = ( 1 , 2 , … , ) of length ∈ ℕ and = ( 1 , 2 , … , ) of length ∈ ℕ. These series may be discrete signals (time series) or feature sequences sampled at equidistant points in time. A feature space denoted by is set. Then:
, ∈ for ∈ [1: ] and ∈ [1: ] (1)
To compare two different features , ∈ , one needs a local cost measure, sometimes also referred to as local distance measure, which is defined to be a function:
(2) Whether x and y are similar to each other, ( , ) is small (low-cost), and vice versa. The algorithm starts by building the cost matrix CâˆˆR N?-M representing all pairwise distances between X and Y (see Figure 2 and Figure 3 ). In Fig. 3 it could be understood that the Cost matrix of the two real-valued sequences X and Y using the Manhattan distance as local cost measure c. Regions of low-cost are indicated by dark colors and regions of high cost are indicated by light colors. The local cost matrix for the alignment of two sequences X and Y, using the Manhattan distance, take the sum of the absolute values of the differences of the coordinates:
(3)
When the local cost matrix created, the algorithm finds the alignment path that runs through the low-cost areas "valleys" on the cost matrix. This warping path defines the correspondence of an element ∈ to ∈ following the boundary condition that assigns first and last elements of and to each other (Müller, 2007) .
With the Kinect DTW, gesture recognition is fast, reliable and highly customizable. It supports skeleton tracking and 2D vector gesture recognition that works with all joints of the upper body (skeletal frame).
There are three main classes which compare the gesture, Dynamic Time Warping nearest neighbor sequence class, class to analyze the data of the skeleton, and Kinect SDK skeletal frame coordinates and converts them into a DTW format.
The DTW Gestures Recognizer class use the Kinect runtime that works as a gesture listener. It recognizes gesture in the given sequence. It will always assume that the gesture ends on the last observation of that sequence. If the distance between the previous observations of each sequence is too high, or if the overall DTW distance between the two sequence is too high, no gesture will be recognized.
A rational number of frames is needed before the system attempts to synchronize gestures with stored sequences. If the system finds a corresponding gesture, it enters the file name as a phrase in the text field and pronounces it as a verbal phrase. Here, Figure 4 describes the flowchart for training the gesture and translation to a phrase. 
Database Construction
To create the ASL character database for the phrase and the sentence, we implemented software to capture character gestures. It offers a GUI environment that allows the user to gather the ASL gestures. The sign gesture is used to train the system as shown in Figure 5 .
Kinect DTW library is used to create a database of gestures associated with the word or phrase in sign language. They are phrases or simple sentences stored in a text file. The selection of phrases tailored to the needs of a system at airports, terminals or railway stations. Skeleton tracking and 2D vectors support gesture recognition with all joints of the upper body (skeleton frame). Users only have to perform their gestures based on the names of the gestures in the selection field. Then, select the desired gesture name for the recording and click the Capture button. KinectDTW then begins counting for three seconds before the gesture recording is initiated to allow the user to prepare. By default, the system records the gesture up to 32 frames before the user finishes the training. Fifty phrases and sentences were assembled, which are used by the gesture recognition module to translate sentences from hearing impaired people via sign language into text. The text generated from the database query causes the "text-to-speech" module to read the word verbally.
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Motion Capture And 3D Animation Work
Part of Kinect Sign Language is a 3D animation video with images of sign language taken by an animated character. For ordinary purposes, both for non-animators and hobbyists, this technique, known as electromechanical motion detection, was less practical for detecting a realistic human movement. Kinect allows developers to use its skeleton tracking capabilities to capture human motion and import it into any motion capture software. To capture and reconstruct the realistic movement of a 3D model, a rig with sensors connected to each joint of real actors performing or imitating an action is the most common method. Animators can use Kinect's skeleton tracking capabilities to capture human motion and import it into any motion capture software. This research uses MikuMikuDance (MMD) software (Higuchi, 2008) combined with Kinect Camera to capture sign language and later process it as an animation clip.
The production phase included the creation of the entire final visual element of the 3D animation project Sign Language: 1. Create Layout MMD was used to create a layout and an animated character positioned in the environment to capture movement with Kinect. The camera was placed statically in front of the figure. The screen size has been set to 320 pixels long and 240 pixels wide.
Development Phase
As a precaution against the large file data, the study defined that the sign language lasted a maximum of 2 seconds with the number of render frames at 30 fps (frames per second). If the data was a complete sentence gesture, then the maximum duration was five seconds or 150 images.
Modeling
The red costume customer service character was chosen from some character available in the MMD.
Rigging
A control rig is applied into an animated character to move the object as shown in Figure  6 . The control rig is made up of the character's gesture positions, which range from head, shoulders, elbows, hips, knees, heels, fingers and accessories on the character's body. The control unit corresponds to the joint position, which according to Kinect SDK has detected a total of 22 joints. Figure 6 . Character Rigging from MMD
MMD Gesture Library Development
The brief steps to create the animation for sign language gesture are explained below: 1. Load the model Load the model character by clicking the load button in model manipulation, then select the model. 
Train the gesture
Open a sign gesture video that already prepared to emulate as a sample shown in Figure  9 . Train our self to follow the sign gesture correctly before start capturing. Connect the Kinect sensor to PC. Begin Kinect mode from motion capture panel, select Kinect (K). After starting the Kinect mode, the shadow man in red will appear on the screen to reflect the infrared of a user body ( Figure 10 ). Then select panel capture (C) to start recording. 
Past processing
After capturing the sequence, animation data was created in the form of a sign gesture. The gesture that emerged from the motion capture was still rude. Thus, the animation had processed to the past-production to fix it. The Figure 11 shows the sample to fix jittering resulted from capturing. This past-processing should be carried out for every frame for around 100 frames for every sign.
Rendering
Once the editing process completed, the final step was to render the gesture and save the animation into a single avi file format. To begin rendering, click on the panel "File" and select "Render to AVI files (V)". The avi video size was set at 320 x 240 pixel as previously defined in layout setting. The frame rates were normally set as default for 30 frames per second (fps). Figure 11 . The motion after capturing has a lot of jittering. Re-shape and edit rigging should be carried out for every frame to fix it. Hand gesture before fix (above) and after being edited by rotating it to the correct position (below) ISSN: 1410-2331
RESULTS AND DISCUSSION User Experience Evaluation
Two screens on the user interface represent both target users. The first target user or hearing-impaired people seemed to mirror themselves to make the gesture. The second target user is served by a 3D-animated customer service, which demonstrates an SL based on the spoken text.
Each target user also has its text field. The first target text box is the text from the DTW algorithm, which compares the gestures with the data gestures and displays them in text form. Its function is to show the phrases translated into a voice by the SL gesture. The second target user text box is the work of the Sound to Text algorithm, which extracts the sound into the text as shown in Error! Reference source not found.. The position of both the displays and the text box has been set to one of four possible options, which were used to ask questions to each participant for their preferred position (Figure 12 and Figure 13 ). 
Gesture Evaluation
Each participant was trained on gesturing the ASL "happily" and " good". ASL for "happy" is carried out by turning one or both hands in front of the chest. When the swingarm rises, the palm hardly moves against the chest. Meanwhile, the palm moves away from the chest as the arms swing down. In daily use, this sign worked with only one hand. Participants were asked to play "happily" only with the right hand without the left hand.
ASL for "good" is done by placing the fingers of the right hand against the lips. The left hand is placed with the palm up in front of the stomach. Then the right hand moved towards the left palm. The end position, right palm is pointing up above the left palm.
Participants were requested to use the ASL phrases "Happy" and "Good" with the number of trials as listed in Table 2 . The test results for both phrases were almost similar. Six participants are rated "happy" on the first attempt and seven participants "good". Regarding complexity, the "happy" sign was more complicated because the hand rotation gesture had to be repeated more than once. However, the system was able to recognize the gesture of the participant with experimental repetition no more than once.
Overall System Evaluation
The level of success may be examined in terms of the user experience. The result has been shown in Fig. 14, that some tasks are accomplished without any difficulty, and others are done with the minor or major issue.
According to some trials during the test, a four-point scoring method has been used for each task as follow: 1 = No issue. The participant successfully finished the task smoothly in the first attempt without any issue. 2 = Minor issue. The participant successfully finished the task but in the second attempt. They made small gesture mistake but quickly recovered and successful. 3 = Major issue. The participant successfully finished the task but in the third attempt. They struggled and hardly tried to accomplish the task. 4 = Failure / gave up. The participant finished the task but in the fourth attempt or gave up before completing the task. Four of the tasks performed by previous evaluations were measured in a stacked bar chart by scoring the percentage level of success above, as shown in Figure 14 . Base on the task completion, the task "hello" from ASR test gained the highest "usability score" with the large percentage of success up to 80%, followed by task "good" and "happy" of the gesture. Instead, the task "WTT" for ASR provided lowest usability score with the highest failure rate up to 20%. However, the success percentage of "Hello" is at acceptable levels.
Discussion
This report examines a sign language translation system based on Microsoft Kinect for Xbox. This system is motivated by the importance of real-time communication between hearingimpaired people with customer service in kiosks such as train stations, airports, shopping centers, banks, etc.
The evaluation resulted in knowledgebase positions and their use with this NUI system. There appears to be a clear difference between the acceptance and a crossed screen compared to parallel screens. Users disliked a crossed display because it sounds confusing, especially when it comes to the relationship between the individual text fields and the displayed destinations.
The change of animation based on the spoken phrase (e.g., when users gesture the SL phrases "happy" and "good") was acceptable to all users. When the phrase is read by Customer Service, a user appears as an animation, along with the conversion of speech to text. In this context, the participants mentioned that the animation would help the deaf to understand the sentence.
CONCLUSIONS
Such an approach can be used to improve the user experience and increase the efficiency of further use as a kiosk. It intends to further enhance the system capability by addition of database to ASL gestures and phrases to store gesture data in SQL format. Also, localization into another language and addition of palm gesture recognition. However, this research has not managed to combine the palm of the hand with the gesture of the hand. Because the Kinect sensor lacks a direct interface to access the palm. Some algorithms can also recognize the gesture of the palms, although performing poorly. This issue is a real challenge, as sign language depends heavily both on the palm and finger gestures. A future research option is the integration of depth detection cameras, which have the special function of recognizing the palms and fingers, such as Leap Motion.
. REFERENCES Adriansyah, A., Gunardi, Y., Badaruddin, & Ihsanto, E. (2015) . 
