We classify (up to an isomorphism in the category of affine groups) the complex crystallographic groups Γ generated by reflections and such that dΓ, its linear part, is a Coxeter group, i.e., dΓ is generated by "real" reflections of order 2.
Introduction
Let X be a connected complex manifold. An automorphism of X is said to be a reflection if the set of its fixed points is a non-empty subset of X of complex codimension 1.
The groups generated by reflections with the discrete action on "nice" complex manifolds are the source of various tempting conjectures. For instance, in many cases the quotient space with respect to the action of such a group possesses a simple structure from the point of view of algebraic geometry.
The classification of finite linear groups generated by reflections being completed ( [10] , [4] ; for an excellent review, see [9] ), it is natural to study the actions of reflection groups on Hermitian symmetric spaces of constant holomorphic curvature.
The first on the agenda is the zero curvature space C ℓ . Let V be a finite dimensional affine space over C and L the linear space of translations of V . We denote by Aut(V ) the group of affine transformations of V .
A discrete subgroup Γ ⊂ Aut(V ) is said to be a complex crystallographic group if its translation subgroup T = Γ ∩ L is a lattice of full rank in L.
By definition, a complex crystallographic reflection group is a complex crystallographic group generated by (complex) reflections.
If Γ is a complex crystallographic reflection group, then the group dΓ ⊂ GL(L) of linear parts of elements of Γ is a finite linear reflection group.
In this note we present a classification of complex crystallographic reflection groups Γ such that the linear part dΓ is a Coxeter group, i.e., it is generated by "real" reflections Let Γ and Γ ′ be complex crystallographic groups acting in V and V ′ , respectively. By definition, a morphism Γ −→ Γ ′ is an isomorphism ϕ : V −→ V ′ of complex affine spaces such that the induced map Γ −→ Γ ′ given by w → ϕwϕ −1 is an isomorphism.
A point x ∈ V is said to be special (with respect to Γ) if the map d : Γ x −→ dΓ is an isomorphism (here: Γ x is the stabilizer of x). Equivalently, x is special if Γ = T · Γ x , cf. sec. 2.3.
The complex crystallographic group Γ possessing a special point is said to be splittable. The choice of a splittable point defines a splitting of Γ.
A pair (Γ, x) consisting of a complex crystallographic group Γ and its splitting is called a split complex crystallographic group; morphisms of split complex crystallographic groups are assumed to preserve splitting.
Given a splitting x ∈ V , we will usually identify L(V ) with V by setting l → l + x.
Remark. Clearly, isomorphisms of complex crystallographic groups transform special points into special points. Moreover, it is easy to verify that if x and x ′ are special points for a complex crystallographic group Γ and ϕ : V −→ V is a translation which sends x to x ′ , then ϕ is an automorphism of the complex crystallographic group Γ. Thus, two split complex crystallographic groups are isomorphic if and only if they are isomorphic as complex crystallographic groups.
The complex crystallographic Coxeter groups
Let r be an affine transformation of the space V . It is easy to see that r is a reflection if and only if the fixed point set of r is a hyperplane. This hyperplane is called the mirror of r and is denoted by π(r).
For any transformation group Γ of V , denote:
Ref(Γ), the set of reflections belonging to Γ; Π(Γ), the set of hyperplanes which are mirrors of these reflections.
A complex crystallographic group Γ generated by reflections is said to be a complex crystallographic reflection group (or briefly, a ccr-group). Clearly, for any ccr-group, the finite group dΓ of linear transformations of the space L(V ) is generated by reflections.
If dΓ is a Coxeter group (i.e., in some basis it is represented by real matrices), then Γ will be called a complex crystallographic Coxeter group (or briefly, a ccc-group). Clearly, in a complex crystallographic Coxeter group, all reflections are of order two.
We will see that, for any ccc-group Γ, the finite group dΓ is always a Weyl group. For this reason we will use notation W for complex crystallographic Coxeter groups.
1.2.1. Lemma. Each complex crystallographic Coxeter group W is splittable.
Proof. Set R ′ = dRef(W ). Clearly, the subset R ′ ⊂ Ref(dW ) satisfies the following conditions: a) R ′ is invariant with respect to inner automorphisms of the group dW ; b) R ′ generates dW . Since dW is a finite group generated by reflections, properties a) and b) imply that R ′ = Ref(dW ), i.e., any reflection s ∈ dW belongs to R ′ (see, for example, [4] ).
By assumption, dW is a Coxeter group. Let us choose a system of positive roots for the group dW and consider the corresponding system of simple reflections s 1 , . . . , s ℓ in dW (see [3] ). Choose reflections r 1 , . . . , r ℓ ∈ Ref(W ) such that dr i = s i . Then the mirrors π(r i ) intersect at some point x, since they are parallel to transversal mirrors π(s i ). Clearly, r i ∈ W x ; hence, s i ∈ dW x . Since the reflections s i generate the group dW , it follows that dW x = dW , i.e., x is a special point for W .
Decomposition of a given ccc-group into the product of irreducible ccc-groups
The product of complex crystallographic groups W ′ and W ′′ is naturally defined as the group W ′ × W ′′ acting on the space V ′ × V ′′ . A complex crystallographic group is said to be irreducible if it is not isomorphic to any non-trivial product of complex crystallographic groups.
Proposition. If a complex crystallographic Coxeter group W is irreducible, then the representation of the group dW in the space L(V ) is irreducible.
Since dW is a Coxeter group, it is the product of two Coxeter groups, (
Consider the space V 2 = V /L 1 as an affine space associated with the vector space L 2 . Consider a reflection r ∈ W and its image dr ∈ dW . There are two possibilities: 
A construction of irreducible complex crystallographic Coxeter groups
Fix an irreducible reduced root system R; we consider R as a finite system of linear functionals on a complex linear space L (see [3] ). For any α ∈ R, let h α ∈ L be the corresponding coroot.
Let W 0 denote the Weyl group of R; fix a W 0 -invariant Hermitian metric on L. We know (see [3] ) that R contains roots of not more than two distinct lengths (long and short:
Let us assign to every root α ∈ R a cocompact lattice a α ∈ C in such a way that
(ii) If |α| < |β|, then a β ⊂ a α is a sublattice of index ≤ p.
A root system R together with assignment α −→ a α for any α ∈ R of such lattices is said to be an equipped root system a = {(R, a α ) | α ∈ R}. Let V be the affine space with special point x 0 = 0 corresponding to the linear space L. For any pair (α ∈ Randτ ∈ a α ), consider the hyperplane
Let
Π(a) be the set of all hyperplanes of the form π(α, τ ).
Denote by W (a) the group generated by the reflections in hyperplanes from Π(a). We will consider W (a) as the split ccc-group with splitting point x 0 .
Theorem. a) The group W = W (a) is an irreducible complex crystallographic Coxeter group and x 0 is its special point. Moreover, Π(W ) = Π(a). b) Any irreducible split complex crystallographic Coxeter group is isomorphic to a group of the form W (a).
For the proof, see sec. 1.5.
Classification of complex crystallographic Coxeter groups
We wish to describe complex crystallographic Coxeter groups up to an isomorphism. Lemma 1.2.1 and Remark 1.1 show that it suffices to classify split complex crystallographic Coxeter groups. By Theorem 1.3 any irreducible split complex crystallographic Coxeter group is isomorphic to a group of the form W (a). Hence, it suffices to describe all isomorphism between these groups.
Let a = {(R, a α ) | α ∈ R} and a ′ = {(R ′ , a ′ β ) | β ∈ R ′ } be two equipped root systems. A similitude of a with a ′ is a pair (ψ, λ), where ψ : R −→ R ′ is the root system isomorphism and λ ∈ C * is such that λa α = a ′ ψ(α) for any α ∈ R. A similitude (ψ, λ) defines an isomorphism of split complex crystallographic Coxeter groups ϕ :
For any equipped root system a = {(R, a α ) | α ∈ R}, define the dual equipped root system
in the same space L by assigning to any root α ∈ R the root α inv and the lattice a inv α as follows (see sec.
if α is a long root, then α inv = α and a inv α = a α , if α is a short root, then α inv = pα and a inv α = pa α , where
It is clear that p(a inv ) = p(a) and if p = 1, then a inv = a. It is quite straightforward that Π(a inv ) = Π(a), hence, W (a inv ) = W (a). In particular, any similitude (ψ, λ) of a inv with a ′ defines an isomorphism ϕ :
Theorem. Any isomorphism ϕ : W (a) −→ W (a ′ ) of split complex crystallographic Coxeter groups is of the form ϕ = λψ, where (ψ, λ) is either a similitude of a with a ′ or a similitude of a inv with a ′ . The similitude (ψ, λ) is defined uniquely up to replacement of (ψ, λ) by (−ψ, −λ).
Proof of Theorem 1.3
Proof of Theorem 1.3a). (i) Let a = {(R, a α ) | α ∈ R} be an equipped root system, W 0 the Weyl group of R. Clearly, W 0 normalizes T (see 1.1) and T W 0 is contained in W (a). Since T W 0 contains all the reflections r(α, τ ), we see that T W 0 = W (a).
(ii) Let α 1 , . . . , α ℓ be the base (system of simple roots) of R. Denote: T α = {a α h α }. Let us prove that the group T ′ = ⊕T α coincides with T . Each root α ∈ R is of the form α = wα i , where w ∈ W 0 , and T wα i = wT α i ; and hence it suffices to verify that T ′ is W 0 -invariant. Since reflections r α , where α is a simple root, generate W 0 , it suffices to verify that
by property of any equipped root systems. Hence,
, where W 0 is a finite group, we deduce that W is a complex crystallographic group. Since W is generated by reflections and dW ∼ = W 0 , it follows that W is a complex crystallographic Coxeter group. Now, let us prove that
It is straightforward that r has the unique decomposition as r = tr α , with α ∈ R and t ∈ T α . Without loss of generality we may assume that α is a simple root. Then step (ii) implies that t ∈ T α , and hence π(r) ∈ Π(a).
Proof of Theorem 1.3b). Let W be a complex crystallographic Coxeter group,
This follows from the fact that, for any reflection r ∈ R(W ), the intersection of each of the groups T and L R with the one-dimensional space L r := (1 − r)L is non-zero. Indeed,
we have N r ∼ = Z. Let h be any generator of N r and α the functional on L such that α(π(r)) = 0 and α(h) = 2.
For all pairs (r, h), denote by R the set of all functionals α satisfying (1). For the functional α ∈ R corresponding by means of (1) to the pair (r, h), we will write
By definition
(iii) Let us prove that R is a root system in L * R with the Weyl group W 0 . Since the lattice N is W 0 -invariant, so is R. Hence, it suffices to verify that β(h α ) ∈ Z for any α, β ∈ R. Indeed,
Define a subset of C:
hence a α is a rank 2 lattice in C. If |α| = |β|, then β = wα for some w ∈ W 0 . But then h β = wh α and T β = wT α , so
Let now |β| 2 = p|α| 2 , where p = 2, 3. By replacing the root α by a root of the same length, we may assume that
(iv) By definition, Π(a) = Π(W ), implying W = W (a).
Proof of Theorem 1.4
Let ϕ : V −→ V ′ be a group isomorphism of W (a) and W (a ′ ). Since ϕ transforms the fixed special point into the fixed one, we may assume that ϕ is a linear operator ϕ :
R by means of λϕ and having replaced a α ′ by λa α ′ we may assume that from the very beginning
Let us show that either a ′ = a or a ′ = a inv . Clearly, since r α ∈ W (a ′ ), it follows that α ′ = λα ∈ R ′ for some λ > 0; moreover, for this λ, we have
If R ′ = R, then a ′ = a. Let now R ′ = R. Since R and R ′ are W 0 -invariant, have the same number of roots, and β ∈ R ′ , it follows that none of the short roots α ∈ R belongs to R ′ . Let α be a short root such that α(h β ) = 1.
Let us prove that a α = a β . Indeed, let λ > 0 be such that α ′ = λα ∈ R ′ . Then, since
it follows that λ = p(R) > 1. Hence, a α ′ = pa α , where p = p(R). If a α = a β , then a α ′ = pa α = pa β = pa β ′ contradicting the definition of equipped root systems. Thus, a α = a β , i.e., p(a) = p > 1. Consider the system R inv . We see that β inv = β and α inv = pα belong to R ′ . By W 0 -invariance this implies R inv = R ′ . As above, we deduce that a inv = a ′ . §2 Affine root systems Let V be a real ℓ-dimensional affine space, L = L(V ) the linear space of translations of V . Let Aff(V ) be the space of affine-linear functions on V , i.e., polynomial functions of degree ≤ 1. Let Const ⊂ Aff(V ) be the subspace of constant functions. The action of the group L on V and on Aff(V ) is given by the formulas t(x) = x + t, (tϕ)(x) = ϕ(x − t) for any x ∈ V and ϕ ∈ Aff(V ).
For any ϕ ∈ Aff(V ), letφ denote the linear part of ϕ, i.e.,φ ∈ L * . We will assume that V is endowed with a Euclidean space structure. Then L and L * are also endowed with a Euclidean space structure. We define a semi-norm on Aff(V ) by setting |ϕ| = |φ|.
Root systems
For any non-constant function α ∈ Aff(V ), denote by
the hyperplane corresponding to α and by r α the reflection in π α . Let h α ∈ L be the vector orthogonal to π α and such thatα(h α ) = 2. Then r α is defined by the formulas
A root system is a finite subset R ⊂ L * \ {0} satisfying the following condition:
Denote by W R the group generated by reflections r α , where α ∈ R. This group is called the Weyl group of the root system R. The root system R is said to be irreducible if W R irreducibly acts on L and R is said to be reduced if R ∩ 2R = ∅.
For any root α ∈ R, set
The system R ∨ = {α ∨ | α ∈ R} is called the dual root system. Observe that (R ∨ ) ∨ = p(R)R.
Affine root systems
An affine root system is a subset S ⊂ Aff(V ) \ Const satisfying the following conditions: a) if α, β ∈ S, then r α (β) ∈ S andβ(h α ) ∈ Z; b) the group W S generated by reflections r α , where α ∈ S, discretely acts on V and the quotient space V /W S is compact.
The group W S is called the Weyl group of the affine root system S. For an affine root system S, set dS = {α | α ∈ S}. Then dS is a root system. An affine root system S is called irreducible if so is dS, reduced if S ∩ 2S = ∅ and completely reduced if dS is reduced.
Denote by Γ(S) the subgroup in Aff(V ) generated by S. The group Γ(S) always contains a non-zero constant function. The system S is said to be normalized if Γ(S) ∩ Const = Z · 1. Any irreducible system S may be multiplied by a constant to make it normalized (see [8] ).
In what follows, all affine root systems S are assumed to be irreducible and normalized.
Special points
A point x ∈ V is said to be special for S if S x = {α ∈ S | α(x) = 0} is isomorphic to dS. Note, that this definition differs somewhat from the definition in [8] . Any completely reduced system S has a special point x (see [8] ). Usually, to identify V with L and S x with dS, we fix a special point x.
Let R be an irreducible reduced root system, let p be either 1 or p(R). We construct an affine root system S = S(R, p) as follows. For any root α ∈ R, define p α by setting:
Observe that V ≃ L and set
It is easy to verify that S is a normalized affine root system, dS = R and 0 is a special point for S. Conversely, let S be an irreducible completely reduced normalized affine root system, and fix x 0 , a special point for S. Let R = S x 0 = dS and let p = p(S) be the least positive number such that S + p = S. Then p = 1, 2, or 3 and S = S(R, p).
For S = S(R, p), define the root system S inv as follows. Set
If p = 1, then S inv = S and if p > 1, then R inv = R ∨ . These statements follow from Macdonald's results [8] . In Macdonald's terms, we have, up to a similitude,
Bases and chambers
For the proof of statements of this subsection, see [8] . Let S be an irreducible affine root system. Fix a chamber C, i.e., a connected component of the set V \ ∪ α∈S π α . Then C is an open simplex (and the closureC of C is a closed simplex). Denote the vertices ofC by x 0 , x 1 , . . . , x ℓ .
Let B(S) := B(S, C) be the set of indecomposable roots α ∈ S such that α(C) > 0 and let π α be the facets of C. The set B(S) consists of ℓ + 1 elements α 0 , . . . , α ℓ numbered so that α i (x j ) = 0 for i = j. Let S + be the subset of positive roots.
The set B(S) is called a base of S; the elements of B(S) are called simple roots. Set h i = h α i and r i = r α i . The reflections r i are called simple reflections. Here are several properties of simple roots and simple reflections:
a) The reflections r i generate W S . b) W SC = V . c) If wC = C, then w = 1. Moreover, |x − y| ≤ |x − wy| for any x ∈ C, y ∈C, w ∈ W S and the equality is only attained when wy = y. d) Any indecomposable root α ∈ S can be represented in the form wα i , where w ∈ W S and α i ∈ B(S).
e) The roots α i are linearly independent and any root α ∈ S is representable in the form k i α i , where k i ∈ Z, and, for all i, either k i ≥ 0 (then α is said to be a positive root) or k i ≤ 0 (then α is said to be a negative root).
Example. Let R be an irreducible reduced root system, α 1 , . . . , α ℓ the system of simple roots in R. Consider a root ϕ ∈ R such that ϕ(h α i ) ≥ 0 for i = 1, . . . , ℓ. Each orbit of the group W R in R has exactly one such root; choose among them the long and short roots ϕ l and ϕ s respectively.
The set {α 0 = 1 − ϕ l , α 1 , . . . , α ℓ } is a base of S(R, 1). The set {α 0 = 1 − ϕ s , α 1 , . . . , α ℓ } is a base of S(R, p(R)). The chamber C is singled out by conditions α i (x) > 0, where i = 0, 1, . . . , ℓ.
Dual affine root systems
Let S be an irreducible normalized affine root system. Denote by Q = Q S (V ) the space of quadratic functions U on V satisfying (wU − U ) ∈ Aff(V ) for any w ∈ W S and setQ = Q/Const.
Clearly, Q ⊃ Aff(V ). By assigning to any U ∈ Q the corresponding quadratic formŨ on L we establish an isomorphism of Q/Aff(V ) with the space of dW -invariant quadratic forms on L.
Since the dW -action on L is irreducible, all dW -invariant quadratic forms on L are proportional to a fixed form B that determines the metric on V . The proportionality coefficient
(here the minus sign is chosen to simplify the subsequent formulas) determines a functional κ on the space Q; the kernel of κ coincides with Aff(V ). Let α ∈ S and U ∈ Q. Then U − r α U ∈ Aff(V ) is a multiple of α since both vanish on the hyperplane π α .
Define the linear functional α ∨ ∈ Q * by setting
Observe that, on the subspace Aff(V ) ⊂ Q, the functional α ∨ is given by the formula
Since α ∨ (Const) = 0, we may consider α ∨ as a functional onQ = Q/Const. Set
The spaces L(V ∨ ) and Aff(V ∨ ) are naturally identified with L * andQ * , respectively. We have
This implies that S ∨ ⊂Q * = Aff(V ∨ ) is an affine root system on V ∨ . It is easy to verify that the root system S ∨ is irreducible (since W S ∨ = W S ). Hence by replacing the form B that determines the metric on V by the form λB for some λ > 0 we may assume that S ∨ is normalized (see sec. 2.2). The normalization condition uniquely determines the form λB. The corresponding metric is called the canonical metric associated with the affine root system S and denoted by · .
In the sequel we will always assume that the Euclidean metric on V is canonical and κ is defined with respect to this metric. §3 Complex crystallographic Coxeter groups and affine root systems
We have classified complex crystallographic Coxeter groups in terms of equipped root systems. Let us now describe another classification: in terms of affine root systems. Let S be an irreducible completely reduced normalized affine root system in a real affine space V R (see sec. 1.2). Consider S as a system of affine-linear functions on the complexification V of the space V R . Fix τ ∈ C such that Im τ > 0. For any α ∈ S and k ∈ Z, set π(α, k) = {z ∈ V | τ α(z) = k}; Π(S, τ ) = {all the hyperplanes π(α, k)}; W (S, τ ) = the group generated by the reflections in hyperplanes π(α, k).
3.1. Theorem. a) W (S, τ ) is a complex crystallographic Coxeter group, and Π(S, τ ) = Π(W (S, τ ) ). If x 0 ∈ V R is a special point for S, then it is a special point for W (S, τ ), too.
b) Any irreducible complex crystallographic Coxeter group W is isomorphic to a group of the form W (S, τ ).
To describe groups of the form W (S, τ ) up to an isomorphism, introduce several notations. Fix a special point x 0 for the system S which defines the splitting of W (S, τ ). With the help of this point we will identify L R with V R and L with V . Define the number p = p(S) (= 1, 2 or 3) and the affine root system S inv as in sec. 1.3. In the group GL + (2; R) of 2×2 matrices with positive determinant, consider the element γ p = 0 1 −p 0 and the subgroup
where
Let us make the statement (3) more precise.
defines an isomorphism of split complex crystallographic Coxeter groups
determines an isomorphism of split complex crystallographic Coxeter groups
of split complex crystallographic Coxeter groups factorizes into the composition
where ψ is an isomorphism induced by the isomorphism of affine root systems ψ : S ′ −→ S 2 and, for some γ ∈ Γ 0 (p),
Remark. In sec. 4.2 we will assign to any affine root system S the set of numbers (n 0 , n 1 , . . . , n ℓ ). It is easy to verify that for systems S and S inv these sets coincide:
and, for these systems, (n 0 , . . . , n ℓ ) = (1, 1, 2, 2, . . . , 2), see Appendix 1 to [8] ; the numbers n i for the systems S(B ℓ , 2) and S(C ℓ , 2) are the numbers assigned there to Dynkin diagrams of the systems C ℓ ≃ S(B ℓ , 2) ∨ and C ℓ ≃ S(C ℓ , 2) ∨ . Therefore, Theorem 3.2 implies that, for the group W = W (S, τ ), the set {n 0 , . . . , n ℓ } depends only on W .
Proof of Theorem 3.1
Proof of 3.1a). Let x 0 be a special point for S and R = {α ∈ S | α(x 0 ) = 0}. If we identify V with L = L(V ) taking x 0 for the origin 0, we see that R is a finite irreducible reduced root system. Let us construct an equipped root system a = a(S, τ ) = {R, a α | α ∈ R} such that Π(S, τ ) = Π(a). Due to sec.2.3 S is of the form
It is clear that a = {(R, a α ) | α ∈ R} is an equipped root system (such that p(a) = p(S)). The hyperplanes from Π(S, τ ) are described by equations of the form
This means that Π(S, τ ) = Π(a). Heading a) follows now from Theorem 1.3a) and the equality Π(S, τ ) = Π(a).
Proof of 3.1b). Let W be an indecomposable complex crystallographic Coxeter group. Then by Theorem 1.3b), W ∼ = W (a). First, consider the case p(a) = 1, i.e., the case where all the lattices a α coincide. Let {λ, µ} be a basis of a α . By multiplying a α by λ −1 (this replaces W (a) by an isomorphic group) we may assume that λ = 1. Furthermore, by replacing, if necessary, µ by −µ we may assume that Im µ > 0. Thus, a α = Z + τ −1 Z, where τ = −µ −1 and τ belongs to upper half plane H.
Hence a = a(S, τ ), where S = S(R, 1). If p = p(a) = 2, 3, then there are lattices of the two types: a s and a l such that pa s ⊂ a l ⊂ a s , where the inclusions are strict.
Since p is prime, there is a basis (λ, µ) of a s , such that {pλ, µ} is a basis of a l . The same arguments as above enable us to assume that a s = Z + τ −1 Z and a l = pZ + τ −1 Z. Then a = a(S, τ ), where S = S(R, p).
Thus, we have shown that Π(a) is isomorphic to Π(S, τ ) for suitable S and τ , so that W ≃ W (a) ≃ W (S, τ ).
Proof of Theorem 3.2
(i) Let S = S(R, p). Then S inv = S(R inv , p), where
. At the proof of Theorem 3.1a) we constructed an equipped root system
with the property Π(S, τ ) = Π(a(S, τ )).
Define the inverse equipped system
it has the same property. On the other hand, we have
(ii) Let S = S(R, p). Then
Let us describe all the triples (λ, τ, τ ′ ), where λ ∈ C * and τ, τ ′ ∈ H, such that
i.e.,
Since the values of p α are 1 and p, the condition (4) is equivalent to the following conditions:
This implies that
Since Im τ > 0 and Im τ ′ > 0, we see that ad − bc = 1, and hence γ ∈ Γ 0 (p).
Conversely, to each pair (γ, τ ), where γ = a b c d ∈ Γ 0 (p) and τ ∈ H, there corresponds the triple (λ, τ, τ ′ ), where λ = a + bτ −1 and τ ′ = γ(τ ).
(iii) It follows from (ii) that the multiplication by λ −1 = (a + bτ −1 ) −1 determines an isomorphism ϕ γ : W (S, τ ) −→ W (S, γ(τ )) for any γ ∈ Γ 0 (p). This and (i) imply Theorem 3.2a).
(iv) Let S i = S(R i , p i ) for i = 1, 2 and let ϕ : W (S 1 , τ 1 ) −→ W (S 2 , τ 2 ) be an isomorphism. By Theorem 1.4 ϕ is determined by either (1) the similitude (ψ, λ) of a(S 1 , τ 1 ) with a(S 2 , τ 2 ) or by (2) the similitude (ψ, λ) of a inv (S 1 , τ 1 ) with a(S 2 , τ 2 ).
In case (1), ψ defines the isomorphism ψ : R 1 −→ R 2 , hence, the isomorphism ψ :
Having corrected ϕ with the help of this isomorphism, we may assume that S 1 = S 2 , ψ = id and ϕ is the multiplication by λ.
Step (ii) implies that ϕ = ϕ γ for some γ ∈ Γ 0 (p).
In case (2), consider the homomorphism ϕ ′ = ϕ 0 (ϕ γp ) −1 determined by the similitude of a(S inv 1 , γ p (τ 1 )) with a(S 2 , τ 2 ). Hence, ϕ ′ is of the form ψ • ϕ γ for some γ ∈ Γ 0 (p). Thus,
with respect to this isomorphism, then, for any α ∈ S, the function α ∨ is defined by the formula
Indeed,
Example. Let S be completely reduced. Then S = S(R, p), and we may set
where α 1 , . . . , α ℓ is a base (system of simple roots) of R (see sec. 2.4). Since W S = W S ∨ , we see that the roots α ∨ 0 , α ∨ 1 , . . . , α ∨ ℓ form a base of S ∨ . Since α ∨ i = h α 2 α i and S ∨ is normalized, it follows that the canonical metric on V is defined by the condition
Equivalently, h α 2 = 1 p for any long root α. The above formulas imply that
and the canonical metrics for S and S ∨ coincide (with respect to the described identification of V with V ∨ ).
B The fundamental weights
Let S be a completely reduced root system. We call λ ∈Q a weight If α ∨ (λ) ∈ Z for any α ∈ S; let Λ be the group of all weights. Let λ be a weight such that κ(λ) > 0. Denote by U λ ∈ Q the quadratic function representing the weight λ and normalized by the condition U λ (x λ ) = 0. Fix a base B(S) = {α 0 , α 1 , . . . , α ℓ } of S. Then Λ is defined by the system of equations
Indeed, this system of equations is invariant with respect to simple reflections, hence, with respect to W S , and, since W S (B(S)) = S, this system is equivalent to the initial system
Thus, the weights λ 0 , . . . , λ ℓ defined by the equations α ∨ i (λ j ) = δ ij form a base of Λ. These weights are called fundamental. Define the numbers n i , where i = 0, 1, . . . , ℓ, from the condition n i α ∨ i = 1. Then sec. 3.2 implies that n 0 = 1 and, for i > 0, the numbers n i are determined from the decomposition
In particular, all the n i are positive integers. The equation n i α ∨ i = 1 on V ∨ turns on Q into equality of two functionals:
This fact gives another expression for the n i :
and
These numbers, by definition, coincide with Macdonald's parameters of S ∨ , see [8] , except that Macdonald's definition of g depends on the metric. As a result, Macdonald's g differs from ours by the factor α ∨ 0 α 0 .
C Lattices and orbits in root systems
In L * , consider the lattice Λ R of weights of the root system R:
Let us identify L * with the subspace Aff(V )/Const ⊂Q, and thus consider Λ R as a subgroup ofQ. Since λ(h α ) = α ∨ (λ) for λ ∈ L * , it follows that Λ R = L * ∩ Λ. Let us prove that Λ = Zλ 0 ⊕ Λ R . For this, to each weight λ we assign the functional δ λ ∈ L * by the formula δ λ = λ − κ(λ)λ 0 .
Clearly, δ λ lies in the subspace L * ⊂Q since κ(δ λ ) = 0, and δ λ may be viewed as the differential at x 0 of the quadratic function U corresponding to λ. Since δ λ ∈ Λ, it follows that δ λ ⊂ Λ R yielding the decomposition desired:
It is easy to verify that δ λ 1 , . . . , δ λ ℓ ∈ Λ R are fundamental weights of R. Further on, denote by Λ + the group generated by λ 0 , . . . , λ ℓ . For any k > 0, set Λ k = {λ ∈ Λ | κ(λ) = k} = kλ 0 + Λ R and Λ
Clearly, the set Λ k is W S -invariant and the set Λ + k is finite. Lemma. Each W S -orbit in Λ k has exactly one element of Λ + k . Proof. It is easy to verify that, for any function U ∈ Q such that κ(U ) > 0, the sign of α ∨ (U ) coincides with the sign of α(x U ). Hence if λ ∈ Λ k , then λ ∈ Λ + k if and only if x U ∈C. Since λ ∈ Λ k is defined by its center x λ and sinceC is a fundamental domain for W S (see sec. 2.4), Lemma follows.
D The Freudenthal-de Vries formula. Corollaries
Let R be an irreducible reduced root system, let p be equal to either 1 or p(R) and S = S(R, p) (see sec. 2.3). Let t l and t s be the number of long and short roots among simple roots α 1 , . . . , α ℓ ; hence, t l + t s = ℓ. (Then the total number of long and short roots in R is equal to ht l and ht s , respectively, see [3] , [12] .) Set r(S) = 1≤i≤ℓ p α i = pt l + t s = ℓ + (p − 1)t l .
Define a quadratic form on L:
Set (compare with (5))
where R + is the set of positive roots in R (with respect to α 1 , . . . , α ℓ ).
Claim. Let h be the Coxeter number of R. We have
U R − σ + 1 24 (h + 1)r(S).
Proof. Set S 0 = {α ∈ S | 0 ≤ α(C) ≤ pα}.
(recall thatα = dα It is clear that if α ∈ S 0 , then pα − α ∈ S 0 and α + mpα ∈ S 0 for m = 0. On V , consider the quadratic function
It is easy to verify that r i U 0 = U 0 + α i for i = 0, 1, . . . , ℓ.
In other words, U 0 = U ρ + c, where c is a constant. Clearly, S 0 = {α, p α − α | α ∈ R + }. Hence, if α is a short root.
