Abstract
Introduction
Recovery of structure from motion has been examined from a variety of approaches, mainly feature point extraction and correspondence [9, 13] or computing dense optical flow [14, 1] . Typically, the Fundamental Matrix framework or a global motion model is used to solve for global motion after which the relative 3-D positions of points of interest in the scene can be computed [16, 21] .
Direct recovery of parameters by recognising characteristic motions in a scene has been examined using point correspondences [15] and local optical flow field deformations [4, 8, 18] . However, both methods require the extraction of motion information from the image sequence before parameter recovery. Many of these techniques require local regularization; insufficient information is available in each sample to reconstruct the surface shape [20] .
Appearance-based methods have been mostly discarded for structure from motion because much of the shape and motion information are so confounded that they cannot be recovered separately or locally [3] . Soatto proved that perspective is non-linear, therefore no coordinate system will linearize perspective effects [17] .
Part of the difficulty involves how regional image changes can be represented in an appearance-based framework. Most approaches involve solving a local flow field as a weighted sum of basis flow fields with some perceptual significance [5, 6] or tracking specific image features [12] with wavelets [7] , typically training on image sequences of motions of interest [22] . Converting these representations into image domain operations [11, 19] could allow direct recovery of significant model parameters without solving a local optimization problem by gradient descent.
Two causes prevent the effective direct recovery of local structure from motion with appearance-based methods. First is representation: how to encode image deformation independently of image texture and without the need of feature points. Second is how to map the image deformations into some optimal image operators. This paper addresses both issues by describing a representation and a methodology for designing and using these optimal image domain operators for appearance-based local recovery of some shape and motion parameters. This feedforward system is used to compute a dense map of time to collision in image sequences. The optimal operator synthesis will discover what spatial scales most appropriately describe the different deformations for the camera model.
Instead of attempting to recover the shape and motion parameters of a scene over all the possible parameter space, only those shapes and motions that cause distinctly different image deformations are considered. Even with aliasing of some parameters into similar appearances, enough information can be extracted from the image deformations to recognise specific shapes or motions which are useful for specific tasks such as computing time to collision.
By understanding the image formation process, the mapping from the shape and motion model parameters to image deformations (image correspondences) can be expressed in a matrix form that precisely encodes the image plane correspondences of a given model instance. In this paper, we will apply the theory to 1-D cases without loss of generality.
A point-correspondence mapping Åfroma point Ü in a first space to a second space at point Ý is expressed as:
The function Å may be continuous, discontinuous, piecewise linear or non-linear, multi-valued, and in short, arbitrarily complex. But if the spaces and can be discretized, the function Å can be expressed as a correspondence matrix mapping the index of a discrete Ü to the index of a discrete Ý and back. The correspondence matrix À is a representation of such an image deformation or a coordinate remapping. Element À is a non-negative real number indicating the amount (probability) of correspondence between coordinate in the first space, and coordinate in the second space, .
where ´AE µ is a measure of area or volume in the neighborhood AE, a measure of the size of the Voronoi cell of AE.
The correspondence matrix thus described is not to be confused with the fuzzy correspondence matrix of Ben-Ezra et al. [10] which described the correspondences at each point Ô with a matrix Å´Ôµ where each cell´ µ corresponds to a probability that point Ô has a displacement´ µ.
Note that À is a discretized representation of a possibly continuous mapping Å. 
By choosing a model that may alias the appearance changes due to some parameters together but generates distinct appearance changes for the most important parameters, the model parameter space can be discretized over the range of interesting scene events. Only a finite number of these correspondence matrices are required to encode the appearance changes for changes of those most important parameters over all variations for the aliased parameters.
The scenario presented in Section 2 is the recovery of shape and motion using a simple surface model that captures image translation and scale change. By sampling the model space and generating the correspondence matrices for key shapes and motions, the recoverable parameters are enough to deduce the time to collision from an image sequence. The operators are tested with synthetic and real data in Section 4 and demonstrate the successful recovery of time to collision for synthetic and real image sequences.
With image formation models in mind, Section 3 will derive the unified solution of converting the image formation models into image domain operators, and how they are used to detect image events of interest.
Image Formation Model for Local Shape and Motion
This section details a model that encodes planar image translation, like optical flow, as well as depth (or scale) change. By building detectors for this more evolved model, a local operator can detect both translation and scale change to recover depth cues. Using these detectors in the earliest vision layer should yield superior optical flow.
While recovering depth information from an image sequence can only be found up to a scale factor, the absolute time to collision can be recovered from the same cues. To this end, we define the following image formation model. 
This camera model will be used to map surface points to image coordinates to build the correspondence matrix À with a scene structure model, described next. Two views of a 1-D cross section of a surface can be locally modeled using 5 parameters. The surface shape along one direction can be characterized by a curvature Ã, a normal vector AE and distance from the viewpoint, , shown in Figure 2 . Distance scales all lengths of the diagram, so it is factored out to a canonical representation with unit distance between first viewpoint Î È and the fixation point on the surface ¼. The surface normal vector AE at ¼ is encoded by the angle with respect to the first view axis Î È ¼.
The curvature of the canonical surface becomes
The motion model is chosen to minimize image deformation due to translation, defining the second viewpoint Î È ¼ at a given distance AE at an angle ¬ from the first view axis Î È ¼. Î È ¼ is fixated on point É on the surface, a view rotation ª away from the first fixation point ¼. Some experimental observations [2] , beyond the scope of this paper, revealed that the motion parameters ª and AE are not separable, but can be found jointly; together they produce distinct motion fields. These can be considered first order structure from motion parameters. In contrast, the view angle change ¬ and the shape parameters and were observed to be confounded. Even in apertures of AE ¿ ¾ pixels, there is very little difference in the motion field to distinguish different shapes from a single aperture. These 3 parameters require either neighborhoods of support of curvature consistency between neighbors or a global solution.
This extra work would qualify the parameters ¬ as second order structure from motion parameters, and will not be recovered for the purposes of this paper.
For image pairs of interest, the views will overlap in the camera aperture of angle « (shown in Figure 1 ), restricting the useful range of ª to about´ « ¾ ·« ¾µ, and typically, « ½¼ AE . With these angles so small, ª will be linearly proportional to the translation along the image slit axis. The parameter AE is the reciprocal of image scale change,
Recovering ª and AE locally in forward time can be augmented by recovering ª ¼ and AE ¼ by reversing the sequence of the images. A direct method of computing the time to collision between two images separated by a delay of ¡Ø is:
Calculating the time to collision requires recovering the AE and ª parameters. Figure 3 illustrates some of the unique À for specific instances of model parameters´ª AE ¬ µ.
The rows are the index into the first image Á, and the columns are the index into the second image Á ¼ . ª shifts the white curve horizontally, and AE affects its slope. This paper aims to recover À given image pair´Á Á ¼ µ. Section 3 details the general theory for constructing image domain operators to detect their characteristic image deformations. 
Theory
The image structure from two images separated by time 
The image correspondence equations can be re-written:
Equation Set 11 deals automatically with non-shared information: note that elements in one space that have no correspondent in the other space will have a zero row sum of À (element of Ë) or zero column sum of À (element of Ë ¼ ).
Operator Synthesis
Given an image pair´ Á Á ¼ µ, the goal is to find the À that best describes their deformation and identify that À's model parameters. In order to recognise the image events for a given correspondence matrix, there needs to be a transport function to map between the two views. The image paiŕ Á Á ¼ µ can be represented as two different transforms of a common texture vector Û. In order for the elements of texture vector Û to be independent and linear, the image synthesis functions must be:
where is orthonormal and is also orthonormal. and are not expected to be exact solutions, because the image formation process does not lend itself to a direct linear mapping between the image pair. Image domain deformation caused by perspective projections of 3-D objects, for example, confounds the surface texture signal and the geometric deformation into one image signal, and the two components are generally not separable. and are, however, the best linear approximation to the geometric deformation image correspondence in the sense of minimizing some error.
The texture information shared by the two images via À must exist in the space spanned by À, and thus can be expressed compactly in Ö independent coefficients, where Because and are chosen to be orthonormal and square, they are invertible (by transposition). This means that the texture vector Û can be recovered from imageś Á Á ¼ µ knowing the correspondence matrix À.
Solution via Singular Value Decomposition
Substituting Equation set 13 into Equation set 11,
The optimization problem to solve for and is thus:
Because the matrices and are expected to work independently of the surface texture encoded in Û, the optimization problem can be expressed as
The minimization terms can be recombined as
This can be visualized more clearly by substituting À with its Singular Value Decomposition,
where Í is the matrix whose columns are the left-hand eigenvectors of À and the columns of Î are the right-hand eigenvectors. That is, the columns of Í are the eigenvectors of ÀÀ Ì , and the columns of Î are the eigenvectors of À Ì À, both sorted in decreasing order of eigenvalues. The singular values of À are the elements of the diagonal matrix ¦, which are the square root of the eigenvalues from ÀÀ Ì or À Ì À. Substituting the SVD, one must solve for:
The remainder of this proof builds and one column at a time, using successively better approximations of À. The Ø order approximation, À uses the first columns of Í and Î and the first diagonal elements of ¦.
To solve for unknown orthogonal matrices and ,
The only choice for ½ and ½ that spans the same space as Ù ½ and Ú ½ , satisfying both constraining equations is
An inductive proof introduces higher Ø order approximations À to solve for the corresponding and .
Similarly,
This implies that is ½ plus an orthogonal component in the direction of Ù and that is ½ plus an orthogonal component in the direction of Ú . Therefore, the Ø column of is the Ø column of Í and the Ø column of is the Ø column of Î. Therefore, the least squares 
Distance to Data Metric
The maximum likelihood hypothesis À for an image paiŕ 
The feature vector Û is now the best parameterization for the image pair assuming deformation À.
The residual error can be computed by projecting the feature vector back into the image space. If the assumed deformation À is sufficiently close to the scene geometry, then residual signal error Ö, the difference between the original image signal and the reconstructed image signal will be low. 
Experiments on Time to Collision

Synthesis of Operators
The model space of´ª AE ¬ µ was discretized into 19 levels for each of ª and AE, and 5 levels each for , , ¬ and «, binning the correspondence matrices into mean correspondence matrices indexed by´ª AE µ for a total of 361 distinct correspondence matrices. Applying the procedures of Section 2, 361 new receptive field banks are synthesized by retaining the first 16 filter pairs of each, illustrated in Figure 4 . Each row of the upper grayscale images at time Ø ¼ is a deformed sinusoid which corresponds to another deformed sinusoid at time Ø ½ Ø ¼ · ¡ Ø, in the corresponding row in the lower grayscale images. The first 8 detectors are shown.
Note that the most significant optimal detectors for this motion model are windowed sinusoids concentrated in the lower spatial frequencies. The SVD 
Synthetic Images, 4 Boxes
To test the Time to Collision detectors, a random dot texture was combined with synthetic range data shown in Figure 5 to generate the synthetic image pair shown in Figure 6 . The surface consisted of 4 quadrants of varying distance (450, 500, 550 and 600mm from the camera focal point), and the camera moves by 50mm towards the center of the scene. The ground truth time to collision for the four quadrants are thus 8, 9, 10 and 11 units of time in the future.
The camera geometry is modeled as a pinhole perspective camera with ¿¾¼¢¾ ¼ square pixels where 320 pixels are mapped onto a viewing angle of ¿½ AE . This means that the image samples of 64 pixels will cover aperture angles « varying from ½¼ AE at the center to AE at the periphery.
The recovered ª ª ¼ data is almost perfectly planar for each orientation, as shown in Figure 7 . This is expected, as the scene motion generates a radial flow field. ª is proportional to the image plane velocity, with linearly increasing magnitude as it moves further from the focus of expansion.
Note that the ª parameter is signed and directional. Figure 8 .
The local structure from motion problem is at its worst in image sequences with a forward-moving camera. Optical flow methods have no information at or near the focus of expansion, and small errors in the flow field even toward the periphery render depth recovery impractical without fitting a global model to the optical flow field. With this experiment, the time to collision detectors are designed specifically to work best at or near the focus of expansion. After observing the images of Figure 6 separated by 50mm and one unit of time, the receptive fields are able to detect the separate, yet tightly clustered, collision events that are 8, 9, 10 and 11 units of time in the future. With this in mind, the resulting time to collision results are reasonably close to the ground truth, shown side by side in Figure 9. 
Natural images, Calibration Grid
The experiment was repeated using grayscale images captured by a camera mounted on a gantry robot looking at a flat planar calibration grid. The camera field of view is the same as the earlier synthetic example, but it is not an idealized pinhole camera. The camera lens starts at 500mm from the plane, and moves 50mm closer, for a time to collision of 9 units of time, show in Figure 10 . The camera optics slightly bend the grid lines; the small squares toward the periphery are a bit smaller than the squares near the center. This spherical aberration makes the grid appear as a textured sphere shown close up, directly in front of the camera.
The camera's focal length is 7mm, placing the focal point about 15mm behind the lens from which camera distance was measured.
The detector response in Figure 11 is so sensitive that the recovered time to collision captures the spherical aberration effect. The time to collision varies from 11 units of time at the center to 8 units of time at the periphery. The aberration makes the periphery appear further than it actually is, moving faster than the center, hence a lower time to collision.
In this case, optical flow in the periphery is uninformative; there appears to be no translation, but there is texture expansion. This experimental result confirms that the local feed-forward operators can extract precise estimates of the real time to collision without a global scene motion model.
Conclusion
The direct recovery of some shape and motion parameters from image sequences is now possible with imagedomain appearance, without a need for a global motion solution. By populating a synthetic retina with specialized receptive fields, the vision system can estimate time to collision with the obstacles in the scene.
A new framework for operator synthesis was introduced that constructed scene shape and motion detectors from scene motion models in a principled way, automatically discovering appropriate spatial scales. This technique can be applied to many domains, automatically finding optimal image-domain transfer functions between two images or two spaces.
Image events characterized by À lead directly to synthetic local feed-forward operators, and naturally produce uncertainty measures or confidence intervals on the recovered model parameters.
Preliminary results indicate that these purely local feedforward operators perform reasonably accurate recovery of scene structure without the need to regularize.
