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Abstract
GaussianMarkov randomﬁelds (GMRF) are important families of distributions for themodeling of spatial
data and have been extensively used in different areas of spatial statistics such as disease mapping, image
analysis and remote sensing. GMRFs have been used for the modeling of spatial data, both as models for the
sampling distribution of the observed data and as models for the prior of latent processes/random effects; we
consider mainly the former use of GMRFs. We study a large class of GMRF models that includes several
models previously proposed in the literature. An objective Bayesian analysis is presented for the parameters
of the above class of GMRFs, where explicit expressions for the Jeffreys (two versions) and reference priors
are derived, and for each of these priors results on posterior propriety of themodel parameters are established.
We describe a simpleMCMCalgorithm for sampling from the posterior distribution of themodel parameters,
and study frequentist properties of the Bayesian inferences resulting from the use of these automatic priors.
Finally, we illustrate the use of the proposed GMRF model and reference prior for studying the spatial
variability of lip cancer cases in the districts of Scotland over the period 1975–1980.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Gaussian Markov random ﬁelds (GMRF) are important families of distributions for the mod-
eling of spatial data and have been extensively used in different areas of spatial statistics such
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as disease mapping [10], image analysis [7] and remote sensing [8]. They have also been used
for the construction of highly structured stochastic models such as spatio-temporal models [24]
and multi-scale random ﬁelds [13]. The practical use of GMRFs for modeling large scale spatial
phenomena has signiﬁcantly increased after recent advances on efﬁcient simulation of GMRFs
[21]. General accounts on the theory and practice of GMRFs appear in [11,23].
GMRFs have been extensively used for the modeling of spatial data, both as models for the
sampling distribution of observed data [10,20,1], as well as models for the prior of latent pro-
cesses/spatially varying random effects [9,7,25]. Although the latter use of GMRF models is the
most common, we mainly consider in this work the former use of GMRF models. A default
Bayesian analysis for non-hierarchical GMRFs is useful to smooth spatial data with moderate
heterogeneity, and has the potential to serve (or be the base) for a default Bayesian analysis of
hierarchical models based on GMRFs.
The most common method to make inference about the parameters of GMRFs has been maxi-
mum likelihood (ML) [10,20,12]. Most of the known results about the behavior of ML inferences
are asymptotic in nature and little is known about their behavior in small samples. The Bayesian
approach on the other hand allows ‘exact’ inference, not requiring the use of asymptotic approx-
imations for the computation of conﬁdence intervals or performing test of hypothesis. But the
Bayesian approach has not been explored or used much for the analysis of GMRFs (as likeli-
hoods), with only rare exceptions, e.g., [1], mainly due to the lack of default prior distributions
for the parameters and lack of knowledge about the properties of the resulting inferences.
In this work we describe a GMRF model that includes several previously proposed models,
and derive default (automatic) priors for the parameters of this class of models. Speciﬁcally,
using an approach as the one used by Berger et al. [3] for the analysis of Gaussian geostatistical
models, we derive explicit expressions for reference and Jeffreys priors, and establish results on
propriety of the resulting posterior distributions. A simple Markov chain Monte Carlo (MCMC)
algorithm is described for sampling from the posterior distribution of the model parameters, and
some examples with simulated data are presented to illustrate possible behaviors of realizations
from this model and how some aspects of the posterior distribution depend on the true value of a
parameter that controls the strength of spatial association. We also study small sample frequentist
properties of Bayesian inferences resulting from the use of these default priors as well as how
these frequentist properties depend on the strength of spatial association. The use of the proposed
GMRF and default prior is illustrated using non-hierarchical and hierarchical models for the
analysis of the spatial variability of the popular dataset of lip cancer cases in the (old) districts of
Scotland over the period 1975–1980.
The organization of the paper is as follows. Section 2 introduces the GMRF model and derives
integrated likelihoods with respect to a suitable class of prior distributions. Section 3 derives
a reference prior and two versions of Jeffreys priors for the parameters of the GMRF model,
and establishes results on propriety of the resulting posterior distributions. Section 4 describes
a MCMC algorithm to sample from the posterior distribution of the model parameters. Some
examples with simulated data are presented in Section 5. Section 6 studies frequentist properties
of the Bayesian inferences based on reference and Jeffreys-rule priors. An illustration of the
proposed Bayesian model is presented in Section 7. Conclusions and possible extensions of this
work are presented in Section 8.
2. The GMRF model
Consider a collection of sites (or regions) indexed by the integers 1, 2, . . . , n, forming a lat-
tice within a geographical domain of interest. This lattice is assumed to be endowed with a
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neighborhood system, {Nk; k = 1, . . . , n}, where Nk denotes the collection of sites that are
neighbors of site k. This neighborhood system veriﬁes that for any k, l = 1, . . . , n, k ∈ Nl if and
only if l ∈ Nk and k /∈ Nk .
The random vector of observed responses at the n sites, Y = (Y1, . . . , Yn), would be modeled
by the joint distribution
Y ∼ Nn(1, −1), (1)
where  ∈ R is a location parameter, 1 is a vector of ones,  > 0 is a scale parameter and
−1 = (In + H), with 0 a ‘spatial’ parameter, In the n× n identity matrix and
(H)kl =


hk, k = l,
−gkl, k ∈ Nl,
0 otherwise,
(2)
where gkl > 0 is a ‘measure of similarity’ between sites k and l, gkl = glk , and hk =∑l∈Nk gkl .
For every 0, −1 is diagonally dominant and so it is also positive deﬁnite [15]. The ran-
dom vector Y has then a probability density function. The matrix H in (2), assumed known,
allows the modeling of different ‘patterns’ of spatial association by the speciﬁcation of different
neighborhood systems; the unknown model parameters would be denoted by  = (, ,) ∈
R× (0,∞)× [0,∞).
The parameter  controls the strength of association between the components of Y and deter-
mines the main properties of model (1). When  = 0 the components of Y become independent
variables with mean  and variance −1, while when  → ∞ model (1) approaches the intrinsic
autoregressive model [7,6], which is an improper distribution that has been extensively used in
spatial statistics as a prior for latent processes and random effects.
An equivalent speciﬁcation of model (1) can be stated in terms of its full conditional distribu-
tions, which are given by
(Yk |Yl, l = k) ∼ N
(
+ ∑l∈Nk gklYl
1+ hk ,
1
(1+ hk)
)
, k = 1, . . . , n. (3)
Then, the full conditional mean of Yk is a weighted average of  and the values of the neighbors
of site k, and the full conditional variance decreases with the number of neighbors. These are
natural properties for many kinds of spatial data.
Several GMRFs proposed in the literature are particular cases of model (1). Leroux et al. [17]
studied a GMRF model with precision matrix equal to 12 ((1 − )In + R), parameterized by
2 > 0 and  ∈ [0, 1], where (R)kk is the number of neighbors of site k, and for k = l, (R)kl = −1
if sites k and l are contiguous and (R)kl = 0 otherwise. Thismodel is a reparametrization ofmodel
(1), where H = R (with gkl = 1 if k and l are neighbors, and 0 otherwise),  = (1 − )/2
and  = /(1 − ) (and  = 1). Sun et al. [25] studied several GMRF models, where one
of these (their Model 1A) has precision matrix equal to 1 (D − C), parameterized by  > 0
and  ∈ (0, 1), where in their notation D is diagonal with elements dk equal to the number of
neighbors at site k, and C is the contiguity matrix: (C)kl = 1 if sites k and l are contiguous
and (C)kl = 0 otherwise. In the case that all sites have the same number of neighbors, say h,
this model is a reparametrization of model (1), where H = hIn − C,  = h(1 − )/ and
 = /[h(1 − )]. A slight variation of the latter shows that the model in Dryden et al. [12] is
792 M.A.R. Ferreira, V. De Oliveira / Journal of Multivariate Analysis 98 (2007) 789–812
also a reparametrization of model (1) when all sites have the same number of neighbors. Pettitt
et al. [19] proposed a (slight) reparametrization of model (1) with a neighborhood system based
on distance: gkl = g(dkl) where dkl is the Euclidean distance between sites k and l, and g(d) is
a decreasing function that vanishes for d > dmax, for some prescribed dmax > 0. Other GMRF
models proposed in the literature are not special cases of model (1) though, e.g., models whose
precision matrices are not necessarily diagonally dominant; see [9,10].
2.1. The likelihood
We start by stating the main properties of matrix H .
Lemma 2.1. Suppose that each site has at least one neighbor. Then the matrix H deﬁned in (2)
is symmetric, non-negative deﬁnite and has rank n− 1.
Proof. See Appendix.
From the spectral decomposition of symmetric matrices (Harville, [15, p. 537]) we have that
H = PDP′, where P has orthonormal columns given by the normalized eigenvectors of H and
D = diag(1, . . . , n), where 1 · · · n−1 > n = 0 are the (ordered) eigenvalues of H .
Thus we have
|H + In| = |D + In| =
n−1∏
k=1
(k + 1).
Using this and the fact that H 1 = 0, the likelihood function of the parameters  based on the
observed data y is then given by
L(; y) ∝ 0.5n
n−1∏
k=1
(k + 1)0.5 exp
{
−0.5
[
2n− 2
n∑
k=1
yk +
n∑
k=1
y2k + y′Hy
]}
.
(4)
Note that this likelihood can be evaluated quite fast since it depends on the data only through
T (y) = (∑nk=1 yk,∑nk=1 y2k , y′Hy), a sufﬁcient statistic for , and the eigenvalues of H . Al-
though in general computation of eigenvalues is expensive (requires O(n3) operations), it needs
to be done only once. This would be of great advantage when implementing theMCMC algorithm
described in Section 4.
2.2. Integrated likelihoods
In this section we derive two integrated likelihoods with respect to the class of (improper) prior
distributions given by
	() ∝ 	()
a
, (5)
where a ∈ R is a hyper-parameter and 	() is the ‘marginal’ prior of, with support [0,∞). Any
of these priors assume the parameters are ‘independent’ a priori, and when a = 1 the ‘marginal’
prior of (, ) is the standard default prior for location-scale parameters. The relevance of this
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class of priors for this model will become clear in the next sections when we show that several
default priors turn out to be within this class.
The integrated likelihood of (,) with respect to the prior (5) is deﬁned as
LI (,; y) =
∫ ∞
−∞
L(; y)	( | ,) d
∝ 0.5n
n−1∏
k=1
(k + 1)0.5 exp
{
−0.5
[
n∑
k=1
y2k+y′Hy
]}
×
∫ ∞
−∞
exp
{
−0.5
[
2n− 2
n∑
k=1
yk
]}
d
∝ 0.5(n−1)
n−1∏
k=1
(k + 1)0.5 exp
{
−0.5
[
n∑
k=1
(yk − y¯)2 + y′Hy
]}
, (6)
where y¯ = 1
n
∑n
i=1 yi and the last equation is obtained by completing squares. Likewise, the
integrated likelihood of  with respect to the prior (5) is deﬁned as
LI (; y) =
∫ ∞
0
∫ ∞
−∞
L(; y)	(,  |) d d =
∫ ∞
0
LI (,; y) 1
a
d
∝
n−1∏
k=1
(k+1)0.5
∫ ∞
0
0.5(n−1)−a exp
{
−0.5
[
n∑
k=1
(yk−y¯)2+y′Hy
]}
d
∝
∏n−1
k=1(k + 1)0.5
[1+ Q(y)]0.5(n−1)−a+1 , (7)
where Q(y) = y′Hy/∑nk=1(yk − y¯)2. From Bayes theorem follows that when using prior (5)
the posterior distribution of  is proper if and only if
0 <
∫ ∞
0
LI (; y)	() d <∞. (8)
The behavior of LI (; y) is given by the following result.
Proposition 2.1. Consider theGMRFmodel with sampling distribution (4) and prior distribution
for the parameters (5), and assumeQ(y) > 0. Then, LI (; y) is a continuous function on [0,∞)
satisfying LI (; y) = O(a−1) as  → ∞.
Proof. It follows directly from (7) that LI (; y) is a continuous function on [0,∞). That
LI (; y) = O(a−1) as  → ∞ follows by writing (7), for  > 0, as
LI (; y) ∝ a−1
∏n−1
k=1
(
k + 1
)0.5
(
Q(y)+ 1
)0.5(n−1)−a+1 . 
The above result and (8) provide the basis for deciding whether a prior distribution from the
class (5) yields a proper posterior distribution for the model parameters. For instance when prior
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(5) with a = 1 is used,LI (; y) is bounded away from zero everywhere, so the resulting posterior
distribution is proper if and only if 	() is integrable on [0,∞). In this case either of the naive
non-informative choices of ‘marginal’ prior, 	() ∝ 1 or 	() ∝ 1/, produces an improper
posterior distribution, so sensible default priors are needed.
3. Default priors
Subjective speciﬁcation of the prior distribution for the parameters in model (1) is somewhat
delicate. First, ‘spatial’ parameters are in general difﬁcult to interpret and consequently it is difﬁ-
cult to elicit their prior distributions. Second, because of the behavior of the integrated likelihood
function LI (; y) as  → ∞, posterior inferences may become highly dependent on the tail
behavior of the marginal prior 	(). Finally, a naive speciﬁcation of the prior for the model
parameters may give rise to improper posterior distributions, as shown above.
An attractive strategy to overcome the above difﬁculties and one that has seen signiﬁcant
development in recent years is to use an ‘objective Bayesian analysis,’ where by this we mean
the use of default priors derived by formal rules that use the structure of the problem at hand but
do not require subjective prior elicitation. Two of the most popular of these methods that we will
study here are the Jeffreys prior [16] and the reference prior [4].
3.1. Reference prior
The reference prior algorithm is arguably the most successful general method to derive default
priors. The basic idea is to ﬁnd a prior that conveys minimal information about the quantity of
interest (in an entropy distance sense) relative to that provided by the data, and then use of such
prior would make the data dominant for posterior inference. The computation of reference priors
depends, in general, on the entertained model and a classiﬁcation of the parameters according to
their inferential importance; see [2,5] for a theoretical motivation and detailed description of the
algorithm.
In this section we derive a reference prior distribution for themodel parameters in (4), and study
the properties of the resulting posterior distribution. For that we derive the two-step reference prior
algorithm using exactmarginalization, as described in [3]. For the derivation of the reference prior,
we consider (,) as the parameters of interest and  as the nuisance parameter. The ﬁrst step is to
factor the prior distribution as 	R() = 	R( | ,)	R(,) and use 	R( | ,) ∝ 1, since this
is the conditional reference (or Jeffreys-rule) prior for  in model (4) when (,) are known [5].
Second, 	R(,) is computed using the Jeffreys-rule algorithm based on the ‘marginal model’
provided by the integrated likelihood of (,), as given in (6). Throughout this subsection we
assume that the positive eigenvalues of H are not all equal.
Theorem 3.1. Consider the GMRF model with sampling distribution (4). Then, the reference
prior 	R() is of the form (5) with
a = 1 and 	R() ∝
√√√√√n−1∑
k=1
2k(k + 1)−2 −
1
n− 1
[
n−1∑
k=1
k(k + 1)−1
]2
. (9)
Proof. See Appendix.
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Lemma 3.1. The marginal reference prior of  given in (9) is a continuous function on [0,∞),
that satisﬁes 	R() > 0 on [0,∞) and 	R() = O( 1
2
) as  → ∞.
Proof. Direct inspection shows that 	R() is continuous on [0,∞) and 	R() > 0 on [0,∞)
since 	R() is the sample standard deviation of {k(k + 1)−1}n−1k=1. Let 
k = 1/k, k =
1, . . . , n− 1 and 
¯+ = 1n−1
∑n−1
i=1 
k . Using the second-order Taylor series expansions around 1
of x−1 and x−2, and evaluating them at x = 1+ 
k/, we obtain that as  → ∞
	R() ∝ −1
√√√√√n−1∑
k=1
(
1+ 
k

)−2
− 1
n− 1
[
n−1∑
k=1
(
1+ 
k

)−1]2
= −1
√√√√√n−1∑
k=1
(
1− 2 
k

+ 3 

2
k
2
+O
(
1
3
))
− 1
n− 1
[
n−1∑
k=1
(
1− 
k

+ 

2
k
2
+O
(
1
3
))]2
= −1
√√√√ 3
2
n−1∑
k=1

2k −
1
2
(
∑n−1
k=1 
k)2
n− 1 −
2
2
n−1∑
k=1

2k +O
(
1
3
)
= −2
√√√√n−1∑
k=1
(
k − 
¯+)2 +O
(
1

)
= O
(
1
2
)
.  (10)
Corollary 3.1. Consider the GMRF model with sampling distribution (4). Then:
(i) The reference prior 	R() yields a proper posterior distribution, and the marginal reference
prior 	R() is also a proper distribution.
(ii) The marginal reference posterior 	R( | y) does not have ﬁnite kth moment, for any k1.
Proof. These follow directly from (8), Proposition 2.1 and Lemma 3.1. 
Remark. Requiring for the above results that the positive eigenvalues ofH are not all equal rules
out models where each site is a neighbor of any other site, with gkl = 1 for all k and l, k = l,
since in this case 1 = · · · = n−1 = n and 	R() ≡ 0. But this kind of neighborhood structure
is rarely considered in practice.
Note that, like the reference priors for geostatistical models considered in [3], the above ref-
erence prior depends on some features of the design, since it depends on the sample size and
the positive eigenvalues of the matrix H . These eigenvalues are determined by the neighborhood
system entertained in the lattice, which in turn determines the type of spatial association. On the
other hand, the computation of the above reference prior is much simpler than the one in [3].
3.1.1. Sensitivity to the design
We now describe a brief numerical exploration on the sensitivity of the reference prior to the
design features mentioned above. Fig. 1(a) displays marginal reference priors for  (normalized
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Fig. 1. Sensitivity of reference prior to some features of the data: (a) 	R() for a 16 by 16 (solid line) and a 70 by 70
(dashed line) regular lattices with a ﬁrst order neighborhood system; (b) 	R() for a 16 by 16 (solid line) and a 70 by 70
(dashed line) regular lattices with a second order neighborhood system; (c) 	R() for 16 by 16 regular lattices with a ﬁrst
order neighborhood system (solid line) and a second order neighborhood (dashed line); (d) 	R() for 70 by 70 regular
lattices with a ﬁrst order neighborhood system (solid line) and a second order neighborhood (dashed line).
so they integrate to 1) for the cases of 16 by 16 and 70 by 70 regular lattices with the ‘ﬁrst order’
neighborhood system (the neighbors of a site are the contiguous sites to the north, south, east and
west), while Fig. 1(b) displays similar marginal reference priors corresponding to the ‘second
order’ neighborhood system (ﬁrst order neighbors plus the contiguous sites to the northeast,
northwest, southeast and southwest). The priors essentially do not change with sample size.
Plots of 	R(0) versus sample size (not shown) reveal that for any of the above neighborhood
systems 	R(0) grows linearly with sample size, and for any sample size 	R(0) increases when the
neighborhood system becomes ‘long ranged’. Fig. 1(c) displays the marginal reference priors for
 for 16 by 16 regular lattices with ﬁrst and second order neighborhood systems, while Fig. 1(d)
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displays similar marginal reference priors for 70 by 70 regular lattices. The priors do not change
much with the neighborhood system, except that when the neighborhood system is ‘long ranged’,
the marginal prior of  assigns a bit more mass near zero.
To study further the sensitivity of the reference prior to the sample size, we consider a model for
which analytical exploration is possible. Consider model (1) deﬁned on anM×M toroidal lattice
with sites indexed by (i, j), i, j = 1, 2, . . . ,M , so n = M2. A ﬁrst order neighborhood system
is assumed with g(ij),(rs) = 1 if |i − r| + |j − s|1 and 0 otherwise, so all sites have the same
number of neighbors, h = 4. In this case there is a closed-form expression for the eigenvalues of
the precision matrix of Y (see e.g. [12]). From this follows that the eigenvalues ofH are given by
1+k2+k1M = 4
(
1− cos
(
2	k1
M
)
− cos
(
2	k2
M
))
, k1, k2 = 0, 1, . . . ,M − 1,
and then the square of the (unnormalized) marginal reference prior of  is given by
M−1∑
k1=0
M−1∑
k2=0


4
(
1− cos ( 2	k1
M
)− cos ( 2	k2
M
))
1+ 4
(
1− cos ( 2	k1
M
)− cos ( 2	k2
M
))


2
− 1
M2 − 1


M−1∑
k1=0
M−1∑
k2=0
4
(
1− cos ( 2	k1
M
)− cos ( 2	k2
M
))
1+ 4
(
1− cos ( 2	k1
M
)− cos ( 2	k2
M
))


2
.
As M becomes large the above sums can be approximated by integrals and so, after some sim-
pliﬁcation, the square of the (unnormalized) marginal reference prior of  is approximately
proportional to
4
∫ 2	
0
∫ 2	
0
{
1− cos(w1)− cos(w2)
1+ 4(1− cos(w1)− cos(w2))
}2
dw1 dw2
− 1
	2
{∫ 2	
0
∫ 2	
0
1− cos(w1)− cos(w2)
1+ 4(1− cos(w1)− cos(w2)) dw1 dw2
}2
, (11)
which does not depend on M , and hence 	R() will be (practically) independent of the sample
size. From a GMRF construction in [18] we conjecture that a result similar to (11) might also hold
for regular planar lattices whenM is large. The above result and numerical exploration suggest
that the same may hold for general lattices. An interesting by-product of the above analysis is that
(11) could possibly provide an approximation for 	R() for models with large number of sites
(not necessarily forming a toroidal lattice), in which computation of the eigenvalues ofH is quite
expensive. This and related issues will be explored elsewhere.
3.2. Jeffreys prior
We consider here two possible Jeffreys priors for the parameters of model (1). The ﬁrst is the
Jeffreys-rule prior, given by 	() ∝ √det I (), where I () is the Fisher information matrix with
(i, j) entry given by
[I ()]ij = E
{
− 
2
ij
log(L(;Y ))
}
, 1 = , 2 = , 3 = ,
798 M.A.R. Ferreira, V. De Oliveira / Journal of Multivariate Analysis 98 (2007) 789–812
where L(;Y ) is given by (4) and E{·} refers to expectation with respect to the conditional
distribution ofY given. The second is the independence Jeffreysprior,which is basedon assuming
that the marginal priors for  and (,) are independent a priori, and computing separately each
of these by applying Jeffreys-rule prior.
Theorem 3.2. Consider theGMRFmodel with sampling distribution (4).Then, the independence
Jeffreys prior and the Jeffreys-rule prior for , to be denoted by 	J1() and 	J2(), are of the
form (5) with, respectively,
a = 1 and 	J1() ∝
√√√√√n−1∑
k=1
2k(k + 1)−2 −
1
n
[
n−1∑
k=1
k(k + 1)−1
]2
(12)
and
a = 0.5 and 	J2() ∝ 	J1(). (13)
Proof. See Appendix.
Lemma 3.2. Themarginal independence Jeffreys prior of given in (12) is a continuous function
on [0,∞), that satisﬁes 	J1() > 0 on [0,∞), and 	J1() = O( 1 ) and
(
	J1()
)−1 = O()
as  → ∞.
Proof. Continuity and positivity of 	J1(), and 	J1() = O( 1 ) as  → ∞ are shown as in the
proof of Lemma 3.1. Also, using the notation and a similar calculation as in that proof we have
1
	J1()
∝ 
(
n− 1
n
− 2
n
n−1∑
k=1

k + 1
n2
[
(n+ 2)
n−1∑
k=1

2k
−
(
n−1∑
k=1

k
)2+O ( 1
3
)
−0.5
= O() (14)
since the expression inside the parentheses above converges to n−1
n
when  → ∞. 
Corollary 3.2. Consider the GMRF model with sampling distribution (4). Then:
(i) The independence Jeffreys prior 	J1() yields an improper posterior distribution, while the
Jeffreys-rule prior 	J2() yields a proper posterior distribution.
(ii) The marginal Jeffreys-rule posterior 	J2( | y) does not have ﬁnite kth moment, for any k1.
Proof. These follow directly from (8), Proposition 2.1, and Lemma 3.2. 
The above result provides another example (in addition to the ones in [3]) of a spatial model
where the independence Jeffreys prior yields an improper posterior distribution, while the less
reputable Jeffreys-rule prior yields a proper posterior distribution. It is worthwhile to note that the
reference and independence Jeffreys priors are almost identical in form, but the subtle difference
turns out to be decisive in determining posterior propriety.
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4. Inference
The joint posterior distribution of  is explored using Markov chain Monte Carlo (MCMC)
methods. We describe here a MCMC algorithm based on a family of prior distributions that
includes the reference and Jeffreys-rule priors as special cases. The family of priors for  assumes
the individual components are independent with marginals given by
 ∼ N(m, s2),  ∼ Ga(0.5n, 0.5ns2 ),  ∼ 	(),
where m, s2, n and s2 are hyper-parameters and 	() is an arbitrary distribution with support
[0,∞). The reference prior is obtained by setting s−2 = n = s2 = 0 and 	() = 	R().
The MCMC algorithm we use is based on the standard factorization of the joint posterior
density of (, ,),
	(, , | y) = 	( | ,, y)	( |, y)	( | y),
where
	( | ,, y) = N(m∗, s∗2 ), 	( |, y) = Ga(0.5n∗, 0.5n∗s∗2 ),
	( | y) ∝ LI (; y)	(),
and
m∗ = s∗2
(
s−2 m + 
n∑
k=1
yk
)
, s∗−2 = s−2 + n, n∗ = n + n− 1,
n∗s∗2 = ns2 +
n∑
k=1
(yk − y¯)2 + y′Hy.
Based on this factorization, we use an algorithm that simulates  from 	( | y), then simulates 
from	( |, y), and from	( | ,, y). The simulation from the last two of these distributions is
straightforward, while the simulation from 	( | y) is performed using the following Metropolis–
Hastings algorithm: for the current value of, say(old), a proposal for is generated as(prop) =
exp(˜(prop)), where ˜(prop) ∼ U
[
log((old))− , log((old))+ 
]
, with  > 0 a tuning
parameter. The proposal is then accepted with probability min
{
1, 	(
(prop) | y)(prop)
	((old) | y)(old)
}
. We found
throughout our simulations that this simple scheme works very well.
5. Simulated data
In this section we show results of a simulation exercise to illustrate some features of the
realizations from the proposed model, and how these depend on . 1 We simulated GMRFs fol-
lowing model (1) over a 32 by 32 regular lattice with parameters true = 15, true = 1, and the
1 The simulations reported here were obtained using the library GMRFLib [22], freely available from
http://www.math.ntnu.no/∼hrue/GMRFLib.
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Fig. 2. Simulated GMRFs on a 32 by 32 regular lattice with true = 15, true = 1 and true = 0.1, 1 or 10. First column:
value of true; Second column: simulated data; Third to ﬁfth columns: marginal posterior histograms of, respectively, ,
 and .
spatial parameter true equal to 0.1, 1 or 10, representing behaviors ranging from very weak to
very strong dependence.
Fig. 2 displays the three simulated realizations as well as their respective histogram estimates
of the marginal posterior distributions of the parameters based on the reference prior. Table 1
provides marginal posterior summaries: posterior medians and 95% credible intervals for , 
and . Clearly, large values of  produce smoother realizations than those produced by small
values of , since in the former case the variables are more strongly correlated. Notice from
Fig. 2 and Table 1 that the estimation of the model parameters becomes more difﬁcult when
true is large, since the ‘effective sample size’ decreases as the correlation between observa-
tions increases, resulting in a decrease in the information about the parameters contained in
the data.
Additionally, Fig. 3 displays marginal posterior densities for  based on several GMRFs sim-
ulated on a 32 by 32 regular lattice with parameters true = 15, true = 1 and true = 0.1, 1
or 10; each curve corresponds to one realization of a GMRF. These marginal posterior densities
are all proper and unimodal, with most of their mass concentrated around true, suggesting that
Bayesian inference based on the reference prior provides satisfactory results.
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Table 1
Posterior summaries for the parameters of model (1) from the simulated data in Fig. 2
true Median 95% credible interval
0.1  15.0272 (14.9600, 15.0919)
 0.9180 (0.7124, 1.1695)
 0.1528 (0.0659, 0.2671)
1.0  15.0274 (14.9540, 15.0994)
 0.7604 (0.4607, 1.1600)
 1.5119 (0.8692, 2.7157)
10.0  15.0249 (14.9362, 15.1168)
 0.6044 (0.1721, 1.4982)
 17.6398 (6.8986, 63.9376)
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Fig. 3. Marginal posterior densities for  from several simulated GMRFs with true = 15, true = 1 and true = 0.1, 1
or 10. Each density corresponds to one realization of a GMRF.
6. Frequentist properties
The study of frequentist properties of Bayesian procedures has been proposed as a way to
evaluate default priors ([3] and the references therein). In this section we carry out a simulation
study on the frequentist properties of Bayesian procedures based on reference and Jeffreys-rule
priors. The frequentist properties considered here are mean squared error (MSE) of parameter
estimates and frequentist coverage of (individual) 95% credible intervals for the parameters.
We simulated data from model (1) on a 32 by 32 regular lattice with ﬁrst order neighborhood
system and parameters true = 15, true = 1 and true equal to one of 43 values ranging from 0
to 10. For each set of parameters we generated 1000 GMRFs and from each simulated data set
we computed the posterior mean of  and , the posterior mode of  and 95% credible intervals
for each parameter using both reference and Jeffreys-rule priors; these estimates are denoted,
respectively, by (ˆr , ˆr , ˆr ) and (ˆj , ˆj , ˆj ). For each parameter we computed the (estimated)
MSE of both Bayesian estimators. For  and  we computed the (estimated) frequentist coverage
of the equal-tailed 95% credible intervals, while for  we computed the (estimated) frequentist
coverage of the highest posterior density (HPD) 95% credible intervals; the later is done because
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Fig. 4. Frequentist properties of Bayesian inferences about  as a function of true: (a) mean squared error of ˆr (solid)
and ˆj (dashed); (b) frequentist coverage of 95% credible intervals based on reference prior (solid) and Jeffreys-rule prior
(dashed).
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Fig. 5. Frequentist properties of Bayesian inferences about  as a function of true: (a) mean squared error of ˆr (solid)
and ˆj (dashed); (b) frequentist coverage of 95% credible intervals based on reference prior (solid) and Jeffreys-rule prior
(dashed).
the marginal posterior of  can be quite skewed when true is close to zero and HPD credible
intervals were found to have better frequentist properties than equal-tailed credible intervals.
Fig. 4(a) shows the MSE of ˆr and ˆj as a function of true. The MSEs of these estimators of
 are very close to each other and almost constant for all the considered values of true. Fig. 4(b)
shows the frequentist coverage of both Bayesian credible intervals for . These Bayesian credible
intervals have similar frequentist coverage close to the nominal level.
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Fig. 6. Frequentist properties of Bayesian inferences about  as a function of true: (a) mean squared error of ˆr (solid)
and ˆ
j (dashed); (b) frequentist coverage of 95% credible intervals based on reference prior (solid) and Jeffreys-rule prior
(dashed).
Fig. 5(a) shows the MSE of ˆr and ˆj as a function of true. The MSE of ˆr is smaller than
the MSE of ˆj for almost all values of true. Fig. 5(b) shows the frequentist coverage of both
Bayesian credible intervals for . Except for true close to zero, the frequentist coverage of the
reference and Jeffreys-rule credible intervals are close to the nominal level.
Fig. 6(a) shows the MSE of ˆr and ˆj as a function of true. The MSEs of ˆr and ˆj are about
the same for small and moderate values of true, but the MSE of ˆr is smaller than the MSE of
ˆj for large values of true. About the same behavior holds for the relative MSE of ˆr and ˆj
(MSE(ˆ)/(true)2; not shown). Fig. 6(b) shows the frequentist coverage of both Bayesian credible
intervals for . For values of true close to 0, the Bayesian intervals have similar behaviors with
frequentist coverage greater than nominal. For values of true away from 0, the reference credible
interval has frequentist coverage close to the nominal level,while the Jeffreys-rule credible interval
has frequentist coverage smaller than the nominal level.
In summary, the above results show that the proposedBayesian procedure based on the reference
prior has good frequentist properties, and overall it has better frequentist properties than the
Bayesian procedure based on Jeffreys-rule prior.
7. An example
We now illustrate a reference Bayesian analysis of the proposed GMRF for modeling and infer-
ence of a data set initially analyzed by Clayton and Kaldor [9] and later by Bell and Broemeling
[1], among many others. The data set consists of the number of observed (O) and ‘expected’ (E)
lip cancer cases that occurred from 1975 to 1980 in each of the (old) 56 districts of Scotland. The
goal is to map disease incidence throughout Scotland. A descriptive summary consists of map-
ping the standardized mortality ratios, deﬁned as SMRi = Oi/Ei (the analysis reported here uses
ratios that are not multiplied by 100, as was done in other analyzes). The map of SMRs, shown in
Fig. 7, is difﬁcult to interpret and may even be misleading because of their instability caused by
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the small number of cancer cases in some districts, the different sizes of the populations at risk
in the districts, and for not accounting for the likely presence of spatial association. There is then
a need to produce a map of smoothed (or adjusted) SMRs that ameliorates the above problems.
We would do that using both non-hierarchical and hierarchical models.
7.1. Non-hierarchical modeling
Bell andBroemeling [1] proposed anon-hierarchicalBayesian analysis of aGMRFmodel, using
Yi = log(SMRi ) as the response variable, 2 i = 1, . . . , 56. Speciﬁcally, Y ∼ Nn(1, 2(In −
C)−1), where  ∈ R, 2 > 0, C is the contiguity matrix and  ∈ (−1min,−1max) with min < 0
and max > 0 being, respectively, the smallest and largest eigenvalues of C. 3 The above GMRF
has several features that make it somewhat unappealing for modeling the Scottish lip cancer data.
First, for the abovemodelE(Yk |Yl, l = k) = (1−hk)+∑l∈Nk Yl , which is a weightedmean
of  and h−1k
∑
l∈Nk Yl only when hk1. But this conditional mean lacks such interpretation
if hk > 1, which occurs in ﬁve Scottish counties when  = 0.164, the estimate of  obtained
by Bell and Broemeling [1]. Second, for the above model var(Yk |Yl, l = k) = 2 (constant),
which is unappealing since the number of neighbors of the Scottish counties varies substantially
(from 1 to 11 with a mean of 4.71). The full conditional distributions of model (1), as given in
(3), subsane these drawbacks.
Here, we use a modeling strategy akin to the one in [1,10] for the response variable Yi =
log((Oi + 0.5)/Ei). We consider the model given by
Y |  ∼ GMRF(),
	() ∝ 	
R()

, (15)
where GMRF() denotes the distribution determined by model (1) with a neighborhood system
based on spatial contiguity, that is, gkl = 1 if k and l are neighboring districts and gkl = 0
otherwise, and 	R() is given by (9).We ﬁttedmodel (1) to these data using theMCMC algorithm
described in Section 4 with 5000 iterations, with  = 2 for the Metropolis–Hastings step for
which the acceptance ratio was about 0.6.
The reference prior, integrated likelihood and reference posterior of  are displayed in
Fig. 8. The data updates the prior distribution of  by assigning more probability to large values
of  and less probability to small values of . Posterior summaries about the model param-
eters  are given in Table 2 (left), where a Bayesian estimate (posterior medians) is given by
ˆr = (0.1317, 0.1040, 5.4267).
To smooth the SMRs we employ an approach often used in time series analysis. We deﬁne a
smoothed value ofYk at site k as a predictor of a new observationY ∗k , conditional on its neighboring
observed values {yl, l ∈ Nk} and the current knowledge about . For instance, a naive smoothed
value would be the plug-in predictor (ˆ + ˆ∑l∈Nk yl)/(1 + ˆhk), where ˆ is an estimate of [10,1]. A more sensible approach to construct a smoothed value of Yk would be to approach the
problem from a Bayesian decision theoretical point of view. For example, if we use the squared
2 They actually used some (unspeciﬁed) variation of this since two districts have no observed lip cancer cases.
3 They also considered the model that includes the percentage of the work force employed in agriculture, ﬁshing or
forestry as an explanatory variable, but this will not be considered here.
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Fig. 7. Map of raw SMRs for lip cancer in Scotland.
Table 2
Posterior summaries for the parameters  in the non-hierarchical (NH) model (15) and hierarchical (H) model (16) from
the Scottish lip cancer data
NH H
Bayesian estimate 95% credible interval Bayesian estimate 95% credible interval
 0.1317 (−1.0132, 1.2342) 0.0839 (−0.8832, 1.0903)
 0.1040 (0.0132, 0.4350) 0.1145 (0.0217, 0.4399)
 5.4267 (0.9849, 44.1455) 10.2771 (2.0839, 57.5417)
error loss function, then the optimal Bayesian predictor is the posterior predictive mean given by
Yˆk =
∫ ∞
0
∫ ∞
−∞
+ ∑l∈Nk yl
1+ hk 	
R(, | y) d d.
Alternatively if we use the absolute error loss function, then the optimal Bayesian predictor is the
posterior predictive median; we used the latter to compute the smoothed values.
The computation of the above smoothed values, either in the transformed or in the original
(SMR) scale, is directly obtained from the output of the MCMC algorithm. The map of raw SMR
in Fig. 7 shows a patch-like pattern, while the map of smoothed SMR in Fig. 10(a) shows a
smoother pattern of variation, with a tendency of the northern districts to have higher risk of lip
cancer than southern districts.
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Fig. 8. Reference prior (dotted), integrated likelihood (dashed) and reference posterior (solid) of for the non-hierarchical
model (15) based on the Scottish lip cancer data.
7.2. Hierarchical modeling
Clayton and Kaldor [9] proposed a hierarchical Poisson-lognormal model, where the (log)
means of the SMRs were modeled using the same GMRF model used by Bell and Broemeling
[1]. These authors estimated the SMRs means using an empirical Bayes approach based on a
quadratic expansion of the Poisson log-likelihood, where the hyper-parameters were estimated
by the EM algorithm; see [9] for details.
Here, we use a modeling strategy akin to the one in [9,7] for the response variable Yi = Oi .
We consider the model given by
Yi |  ind∼ Poi(iEi), i = 1, . . . , n,
log() |  ∼ GMRF(), (16)
	() ∝ 	
R()

,
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Fig. 9. Reference prior (dotted) and reference posterior (solid) of  for the hierarchical model (16) based on the Scottish
lip cancer data.
where  = (1, . . . , n) represent the relative risks for the Scottish districts, and GMRF()
and 	R() are the same as in the non-hierarchical model. The above model is ﬁtted using an
extension of the MCMC algorithm described in Section 4 consisting on the inclusion of single
site Metropolis updates for the simulation of the latent process. For the current value of i , say
(old)i , a proposal 
(prop)
i ∼ N((old)i , ) is generated, with  > 0 a tuning parameter. The
proposal is then accepted with probability min
{
1,
	((prop)i | yi ,(old),(old)j ,j∈Ni)
	((old)i | yi ,(old),(old)j ,j∈Ni)
}
. Other simulation
schemes for the latent process may be used in order to improve convergence, but single site
updates are computationally faster and have a similar convergence performance when the number
of regions is small [14]. We ran a total of 100 000 iterations keeping each 20th iteration obtaining
a posterior sample of size 5000; Fig. 9 displays the reference prior and reference posterior of .
Posterior summaries about the model parameters  are given in Table 2 (right), where a
Bayesian estimate (posterior medians) is given by ˆr = (0.0839, 0.1145, 10.2771). To smooth
the SMRs we employ the standard approach of mapping an estimate of the relative risks , which
are directly obtained from the output of the MCMC algorithm. The map of posterior medians
of the i’s is given in Fig. 10(b), which also shows a smoother pattern than that of the raw
SMR, and a tendency of the northern districts to have higher risk of lip cancer than southern
districts.
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Fig. 10. Smoothed SMRs for lip cancer in Scotland: (a) map based on the non-hierarchical model (15); (b) map based on
the hierarchical model (16).
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7.3. Discussion
We discuss here differences between the hierarchical and non-hierarchical approaches, both
in general terms and also with respect to the particular results found in the lip cancer data
application.
The parameters  in the non-hierarchical and hierarchical models are not comparable since
they have different interpretations, which is reﬂected in their estimates presented in Table 2. For
example, for the hierarchical model the variability of the data is partitioned in Poisson vari-
ability plus variability of the latent ﬁeld, resulting in the estimate of  being larger for the
hierarchical model than for the non-hierarchical model. Also, as a consequence of the above
the latent process for the hierarchical model will be smoother than the observed ﬁeld and
thus the estimate of  is larger for the hierarchical model than for the non-hierarchical
model.
It is also worth noting the following about the prior for  used in the hierarchical model. This
prior is not a reference prior for model (16), but at best a reasonable proxy for it. Hence, the
results in Section 3.1 do not apply, and further research is needed to determine conditions to
establish posterior propriety for (, ). Although we did not experience any MCMC convergence
problems, it is nowwell-known that this is far from sufﬁcient to guarantee existence of the posterior
distribution.
The more important practical difference between the non-hierarchical and hierarchical ap-
proaches relate to smoothing, as summarized by the maps in Fig. 10(a),(b). Visual inspection
indicates that the map obtained from the non-hierarchical model over-smoothes the data, which
can also be checked by comparing the raw and smoothed SMR (not shown). This is so because in
general the smoothed value at a district is only mildly dependent (through the posterior distribu-
tion of ) on the observed value at that district; this may produce counter-intuitive artifacts. On
the other hand, the map obtained from the hierarchical model displays more moderate smoothing
that better preserves the overall pattern of the observed data. Overall, model (16) produces a
more sensible map of disease incidence throughout Scotland than model (15), even though some
theoretical issues mentioned above remain to be studied.
8. Conclusions
This work describes Bayesian analysis of a Gaussian Markov random ﬁeld model that includes
many previously proposed models as particular cases, and derives default prior distributions
for the parameters of the model. Explicit expressions for a reference prior and two versions
of Jeffreys priors were derived, where it was found that posterior distributions of the model
parameters based on the reference and Jeffreys-rule priors are guaranteed to be proper, while those
based on the independence Jeffreys prior yield improper posterior distributions. The frequentist
properties of the Bayesian inferences based on these default priors were investigated through
simulation. It was found that the mean squared error of the parameter estimates based on the
reference prior are smaller than those based on the Jeffreys-rule prior. Also, frequentist coverage
of 95% credible intervals for all the parameters based on the reference prior are very close
to the nominal level, while frequentist coverage of 95% credible intervals based on Jeffreys-
rule priors are close to nominal level for  and  but is below nominal for . These results
indicate that the proposed Bayesian procedure based on the reference prior has good frequentist
properties.
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The properties of the proposed model were investigated for the case of GMRFs with constant
mean.We plan to extend the study of the proposed model to the case of GMRFs with non-constant
mean, to account for situations where explanatory variables are available, as well as to the case
when the data contain additive measurement error.
Complex spatial models for non-Gaussian data often use GMRFs as building blocks, e.g., as
models for spatially varying random effects [25]. The choice of prior for the GMRF parameters in
thesemodels has beendonemore or less ad hoc, andproblemshave been reported for the estimation
of spatial parameters. Although the default priors proposed here are not the reference nor Jeffreys
priors for the parameters in these more complex spatial models, they could nevertheless have the
potential to be used as default priors; this was illustrated in Section 7. Nevertheless, establishing
the validity and adequacy of the resultingmodel requires further investigation andwill be explored
elsewhere.
Finally, it is worth noting that the methods considered in this work have the potential
to be used to derive default prior distributions for other Gaussian models, such as time series
models and variance components models. This will also be explored elsewhere.
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Appendix
Proof of Lemma 2.1
Matrix H is symmetric by deﬁnition. For any x ∈ Rn we have after some algebra that
x′Hx = 0.5
n∑
l=1
∑
k∈Nl
gkl(xk − xl)20, (17)
so H is non-negative deﬁnite. Since H 1 = 0, we have that 0 is an eigenvalue of H with 1 as a
corresponding eigenvector. If x is any other vector satisfyingHx = 0, it also holds that x′Hx = 0
and by (17) all the components of x must be equal. This says that 0 has geometric multiplicity
equal to 1, which implies that rank(H) = n− 1 [15, Lemma 21.1.1]. 
Proof of Theorem 3.1
From Theorem 2 in [3] we have that for Gaussian spatial models that include model (1) as a
special case, with 2 = 1/, the reference prior is given by 	R(, 2,) ∝ 	R()/2 with
	R() ∝
√
tr[W 2] −
1
n− 1 (tr[W])
2,
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where W = (  )−1 (In − 1(1′−1 1)−11′−1 ). From the invariance property of reference
priors for certain types of reparametrizations [26], it follows that the reference prior for (, ,)
is of the form (5) with a = 1 and 	() = 	R().
For the GMRF (1),  = (In + H)−1, so using the fact that H 1 = 0 and the standard result
on matrix derivatives ([15, p. 307])


−1 = −−1
(



)
−1 (18)
we have that
tr[W] =−tr
[

(


−1
)
(In − 1(1′−1 1)−11′−1 )
]
=−tr
[
(In + H)−1H
(
In − 1
n
11′
)]
=−tr[(In + H)−1H ]
=−
n−1∑
k=1
k(k + 1)−1, (19)
since the eigenvalues of (In+H)−1H are k(k + 1)−1, k = 1, . . . , n. By a similar argument
we have that
tr[W 2] =
n−1∑
k=1
2k(k + 1)−2,
and so the result follows. 
Proof of Theorem 3.2
From Theorem 5 in [3] we have that for Gaussian spatial models the independence Jeffreys
prior and Jeffreys-rule prior for (, 2, ),  = , 2 = 1/ and  = , are given, respectively,
by 	J1(, 2,) ∝ 	J1()/2 and 	J2(, 2,) ∝ |1′−1 1|0.5	J1()/(2)1.5 with
	J1() ∝
√
tr[U2] −
1
n
(tr[U])2,
where U = (  )−1 . From the invariance property of Jeffreys priors for one-to-one repara-
metrizations, it follows that the independence Jeffreys prior and Jeffreys-rule prior for  are both of
the form (5) with, respectively, a = 1, 	() = 	J1() and a = 0.5, 	() = |1′−1 1|0.5	J1().
For the GMRF (1),  = (In + H)−1, so from (18) we have
U = −
(


−1
)
= −(In + H)−1H.
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Hence
√
tr[U2] −
1
n
(tr[U])2 =
√√√√√n−1∑
k=1
2k(k + 1)−2 −
1
n
[
n−1∑
k=1
k(k + 1)−1
]2
,
and |1′−1 1| = n, so the results follow. 
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