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Abstract—We consider a scenario where a base station (BS)
attempts to collect fresh information from power constrained
sensors over time-varying band-limited wireless channels. We
characterize the data freshness through the recently proposed
metric – the Age of Information. We consider a time-varying
channel model with power adaptation. Unlike previous work,
packet loss may happen due to imperfect channel estimation or
decoding error. We propose an asymptotic optimal scheduling
algorithm minimizing AoI performance and satisfying both
bandwidth and power constraint in such networks. Numerical
simulations show that the proposed policy outperforms the
greedy one, and we observe that sensors with poor channels
are scheduled at higher AoI in order to limit the packet loss.
Index Terms—Cross-layer Control, Age of Information, Con-
strained Markov Process
I. INTRODUCTION
Nowadays, the proliferation of real-time applications like
virtual reality and the Internet of things (IoT) networks
imposes new requirement on data freshness. Moreover, the
unprecedented growth of the number of sensors and trans-
mitters in such systems creates challenge to scheduling and
routing strategy design under a limited bandwidth. However,
previous solutions that can achieve a high throughput and
low delay performance may not satisfy a good data freshness
requirement. Thus, to meet the aforementioned challenges,
studying scheduling strategies that aim at optimizing data
freshness is an important issue.
To measure data freshness from the perspective of receiver,
the metric called “Age of Information”, namely the difference
between now and the freshest information at the receiver
is generated, has been proposed [1]. Since then, scheduling
strategies that minimize the AoI performance under limited
communication resources such as bandwidth and power have
received lots of attention, see e.g. [?], [2]–[6]. In [4], time-
varying transmission rate is allowed and scheduling policy
based on Lyapunov optimization is proposed. In [7]–[9], cross-
layer control strategy via time-varying transmission power
has been proposed to optimize transmission throughput and
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delay performance with power constraint. In our previous
work [10], cross-layer control strategy is also applied to
minimize AoI but when each transmitter is restricted to an
average power constraint. Moreover, it has been done under a
restrictive assumption that perfect Channel State Information
at the Transmitter (CSIT) is available and no transmission error
occurs.
In this paper, we consider the problem of multi-user
scheduling to minimize AoI in a bandwidth limited error-prone
time-varying networks. Unlike the aforementioned papers that
consider packet transmission to be perfect [4], [9], [10],
we assume packet-loss may happen due to the imperfect
estimated channel states or decoding error, which is a common
phenomenon in wireless communications. We first decouple
the multi-user scheduling problem into a single-user cost
minimization problem and formulate it into a constrained
Markov decision process. By taking the packet-loss into con-
sideration, we adopt a linear programming (LP) approach to
figure out the optimum transmission strategy for the decoupled
single user. Finally, a multi-user scheduling strategy satisfying
the bandwidth constraint is proposed and we prove that its
performance is optimal asymptotically (with respect to the
number of sensors).
The rest of the paper is organized as follows: We introduce
the system model and state the scheduling problem in Section
II. In Section III, we first decouple the multi-user scheduling
problem into single-user constrained Markov decision process
and solve it through LP. A practical scheduling algorithm is
then proposed to satisfy the bandwidth constraint. Section
IV provides the simulation results and Section V draws the
conclusion.
Notations: Matrices are written in bold upper letters. The
cardinality of a set S is denoted as |S|. Let the upper and
lower letters denote random variables and their realizations,
respectively. The expectation of random variable X is denoted
by E[X] and the probability of event A is denoted by Pr(A).
II. SYSTEM MODEL
A. Network Model
In this work, we consider scheduling strategy for a base
station (BS) collecting fresh data from N power constrained
sensors over bandwidth limited time-varying channels, as is
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depicted in Fig. 1. Let us consider a discrete time scenario
and let t ∈ Z+ denote the index of slot. Due to bandwidth
and interference constraint, at the beginning of each slot, the
BS can schedule no more than M sensors to upload update
packets. Let un(t) ∈ {0, 1} denote scheduling decisions. If
un(t) = 1, then sensor n is scheduled and sends information
he observes at the beginning of slot t, the packet will be
received at the end of slot t if the transmission succeeds.
Fig. 1. A bandwidth limited multi-user network.
Let qn(t) ∈ {1, · · · , Q} be the estimated channel state
information (CSI) between sensor n and the BS at slot t.
At the beginning of each slot, each sensor wakes up and
sends a tiny pilot sequence for the BS to have an estimate
qn(t) about the channel state, as is depicted in Fig. 2. The
estimated channel state is then sent back to each sensor in
combination with the scheduling decisions. To combat wireless
fading, sensor n will consume an amount of ωqn(t) power to
transmit updates if chosen to be scheduled in slot t. Larger
q stands for more noisy channels that goes through stronger
fading, thus ω1 < · · · < ωQ is a sequence in ascending order.
For scheduling decisions [un(1), · · · , un(T )] of sensor n over
a consecutive of T slots, the average power consumed must
satisfy its own power constraint, i.e.,
1
T
T∑
t=1
un(t)ωqn(t) ≤ En. (1)
Fig. 2. Illustration transmission decision for sensor 2
We assume if the estimated channel qn(t) = q, there is
a probability of εn,q that the transmitted packet cannot be
received successfully at the BS. We assume for each sensor,
channel state varies independently across the slot, thus the
estimated value q appears independently in each slot with
probability ηn,q , the sum of which satisfies:
Q∑
q=1
ηn,q = 1,∀n. (2)
B. Age of Information
In this work, we use Age of Information [1] to measure data
freshness from the perspective of BS. Denote xn(t) be the
AoI of sensor n at the beginning of slot t. By definition, AoI
measures the difference between now and the time freshest
information at the BS has been created. If un(t) = 1 and
the estimated channel state is qn(t), the transmission from
sensor n to the BS succeeds with probability 1 − εn,qn(t),
then xn(t + 1) = 1; otherwise, if the transmission fails with
probability εn,qn(t), or sensor n is not scheduled in slot t, then
the AoI of sensor n will be one slot older at the beginning of
slot t + 1, i.e., xn(t + 1) = xn(t) + 1. Based on the above
analysis, the AoI evolution relationship is provided as follows:
Pr(xn(t+ 1)|xn(t), un(t))
=

1− εn,qn(t), xn(t+ 1) = 1, un(t) = 1;
εn,qn(t), xn(t+ 1) = xn(t) + 1, un(t) = 1;
1, xn(t+ 1) = xn(t) + 1, un(t) = 0;
0, otherwise.
(3)
C. Problem Formulation
Suppose the channel statistics ηn,q , the estimation error εn,q
and the average power constraint En of each user n is known
at the BS. The goal is to design a scheduling algorithm for the
BS such that the average AoI at the beginning of each slot can
be minimized under both bandwidth and power constraints.
The scheduling decisions should be made based on channel
and power constraint statistics, as well as the current AoI
xn(t) and the estimate qn(t), while no prediction about the
future AoI or channel states can be used. Denote the set of
such scheduling decisions as ΠNA, the mathematic problem
formulation is provided as follows:
Problem 1 (Primal Scheduling Problem):
AoIopt = min
pi∈ΠNA
lim
T→∞
Epi
[
1
NT
T∑
t=1
N∑
n=1
xn(t)
]
, (4a)
s.t.
N∑
n=1
un(t) ≤M,∀t, (4b)
Epi
[
1
T
T∑
t=1
un(t)ωqn(t)
]
≤ En,∀n. (4c)
III. PROBLEM RESOLUTION
A. Decoupled Single Sensor Problem Reformulation
Notice that un(t) can take only 0 and 1, the primal
scheduling problem is an NP-hard integer programming due to
constraint Eq. (4b). To overcome this challenge, we first relax
the hard constraint in every slot into a time average bandwidth
constraint. After relaxation, the number of sensors scheduled
in each slot can be larger than M , but the time average sensors
scheduled per slot is still smaller than M .
Epi
[
1
T
T∑
t=1
N∑
n=1
un(t)
]
≤M. (5)
To obtain the decoupled scheduling problem of each sensor,
the relaxed bandwidth constraint is taken into consideration
through Lagrange reformulation. Let C ≥ 0 be the Lagrange
multiplier and the Lagrange function can be written out as
follows:
L(pi,C) = Epi
[
1
NT
T∑
t=1
N∑
n=1
(xn(t) + Cun(t))− CM
N
]
.
(6)
Denote piC be the optimum scheduling policy that mini-
mizes the above Lagrange function for given multiplier C.
The optimum policy that minimizes the average AoI with
relaxed bandwidth Eq. (5) is a mixture of no more than two piC
correspond to different multipliers. The selection of multiplier
C will be explained in Sec. III-B. Let us first compute the
optimum policy piC for a given C. Notice that the minimizing
Eq. (6) has no bandwidth constraint, thus it can be decoupled
into N subproblems as follows:
Problem 2 (Decoupled Cost Minimization with Power Con-
straint):
pi∗n = arg min
pi∈ΠNA
Epi
[
1
T
T∑
t=1
(xn(t) + Cun(t))
]
, (7a)
s.t. Epi
[
1
T
T∑
t=1
un(t)ωqn(t)
]
≤ En. (7b)
Then each of the problem can be solved separately and the
subscript n is omitted henceforth.
B. Constrained Markov Decision Process
For fixed Lagrange multiplier C, each of the optimization
problem can be formulated into a constrained Markov decision
process (CMDP). The state space of the CMDP contains the
AoI x(t) at the beginning of slot t and the estimate q(t). The
action a(t) ∈ {0, 1} represents the scheduling decision for the
decoupled problem. The probability transfer function for the
MDP can be obtained through Eq. (3). The cost in each slot
contains both AoI growth and the extra cost of schedule a user,
i.e., x(t) +Ca(t). The goal of the CMDP is to obtain a small
time-average cost under power constraint Eq. (7b).
According to [11, Proposition 4.6.5], the optimal policy
for such MDP without power constraint is a stationary one.
To analyze the optimal structure of power constraint, let
us provide the formal definition of a stationary randomized
policy.
Definition 1: Let ΠSR be the set of stationary randomized
policies. For state (x(t) = x, q(t) = q), a stationary ran-
domized policy chooses action a(t) = 1 with probability px,q
regardless of t.
Theorem 1: The optimum strategy to the decoupled single
sensor cost minimization problem has a threshold structure.
For each estimated channel state q, if the probability to
schedule the sensor when the age is x is non-zero, then for
states AoI > x, it is always optimum to schedule the sensor
when the estimated channel state is q.
Proof: The proof is similar to Lemma 1 in [10] and is
hence omitted here.
C. Optimum Single Sensor Scheduling
Let us now consider a stationary randomized policy, where
sensor with AoI x(t) = x and the estimate q(t) = q is
scheduled with probability px,q . Our job then is to figure out
a set of optimum parameters {p∗x,q}, such that for fixed C
the overall cost can be minimized. According to the threshold
structure obtained from Theorem 1, the exists a large X , such
that for any x > X , the optimum policy is to schedule the
sensor regardless of the estimated channel state q.
Let µx be the steady state distribution that AoI of the
decoupled sensor equals x when a stationary randomized
policy {px,q} is employed. Let αx and βx be the transfer
probability that the AoI evolves from x to x + 1 and from
x to 1 separately. If x > X , the optimum decision is to
schedule the sensor, thus AoI increases if the transmission
fails, or decreases to 1 if the transmission succeeds. Thus the
forward and backward transfer probability can be written out
as follows:
αx =
{∑Q
q=1 ηqεq, x ≥ X;∑Q
q=1 ηq(px,qεq + 1− px,q), x < X,
(8a)
βx =
{∑Q
q=1 ηq(1− εq), x ≥ X;∑Q
q=1 ηqpx,q(1− εq), x < X.
(8b)
Lemma 1: The probability transfer matrix U between AoI
states equal 1, · · · , X can be written out as follows:
U =
[
β1, · · · , βX−1, 1
diag(α1, · · · , αX−1), 0X−1
]
. (9)
Then, the steady state distribution µ = [µ1, · · · , µX ]T can be
computed by solving the following linear equations:[
U− IX
1TX−1, (
∑Q
q=1 ηqεq)
−1
]
µ =
[
0X
1
]
. (10)
Proof: Let us first analyze state x > X . Since the
optimum decision is to schedule the sensor, we have:
µx = αxµx−1 = (
Q∑
q=1
ηqεq)
x−XµX . (11)
For simplicity, let us denote γ =
∑Q
q=1 ηqεq . Then, for x > X ,
the backward probability βx can be simplified:
βx =
Q∑
q=1
ηq(1− εq) (a)= 1−
Q∑
q=1
ηqεq = 1− γ, (12)
where equality (a) is obtained because of Eq. (2).
Notice that the AoI will go to state x = 1 if and only if the
transmission succeeds, thus
µ1 =
X−1∑
x=1
µxβx +
∞∑
x=X
µxβx
(a)
=
X−1∑
x=1
µxβx +
∞∑
x=X
µXγ
x−Xβx
(b)
=
X−1∑
x=1
µxβx + µX
1
1− γ βx
(c)
=
X−1∑
x=1
µxβx + µX , (13)
where equality (a) is obtained due to relationship Eq. (11),
equality (b) is due to the fact that
∑∞
x=X γ
x−X = 11−γ and
equality (c) can be obtained by Eq. (12). According to Eq. (13),
items on the first line of the transfer matrix U, i.e., Eq. (9)
can be obtained. The remaining items of U can be obtained
easily through µx+1 = αxµx.
Notice that the sum of all the probability distribution
satisfies
∞∑
x=1
µx = 1. (14)
By substituting Eq. (11) into the above equation, we will
have
∞∑
x=1
µx =
X−1∑
x=1
µx +
∞∑
x=0
(
Q∑
q=1
ηqεq)
xµX
=
X−1∑
x=1
µx +
1
1− γ µX = 1, (15)
which leads to the steady state distribution Eq. (10).
Denote yx,q = µxηqpx,q be the probability that the sensor
in state x(t) = x, the estimated channel state q(t) = q and the
sensor is scheduled for transmission. The following theorem
will enable us to transfer the decoupled single user CMDP,
i.e., Problem 2, into a Linear Programming (LP):
Theorem 2: The decoupled cost minimization problem is
equivalent to the following LP problem:
{µ∗x, y∗x,q} = arg min
(X−1∑
x=1
xµx +
1
1− γXµX+ (16a)
γ
(1− γ)2µX + C
X−1∑
x=1
Q∑
q=1
yx,q +
C
1− γ µX
)
s.t.
X−1∑
x=1
µx +
1
1− γ µX = 1, (16b)
µ1 =
X−1∑
x=1
Q∑
q=1
yx,q(1− εq) + µX , (16c)
µx = µx−1 −
Q∑
q=1
yx−1,q(1− εq),∀1 < x ≤ X, (16d)
Q∑
q=1
X−1∑
x=1
yx,qωq +
1
1− γ µX
Q∑
q=1
ηqωq ≤ E , (16e)
0 ≤ µx ≤ 1, 0 ≤ yx,q ≤ µxηq,∀x, q. (16f)
Proof: First let us compute the overall cost containing
both AoI and scheduling cost. The total AoI can be computed
by:
∞∑
x=1
xµx
(a)
=
X−1∑
x=1
xµx +
∞∑
x=0
(x+X)γxµX
(b)
=
X−1∑
x=1
xµx +
1
1− γXµX +
γ
(1− γ)2µX , (17)
where equality (a) can be obtained by substituting Eq. (11) into
the equation and equality (b) is obtained because
∑∞
x=0 γ
x =
1
1−γ and
∑∞
x=0 xγ
x = γ(1−γ)2 . Next, let us compute the
proportion of time slots spent on scheduling:
∞∑
x=1
Q∑
q=1
yx,q
(a)
=
X−1∑
x=1
Q∑
q=1
yx,q +
∞∑
x=X
µx
(b)
=
X−1∑
x=1
Q∑
q=1
yx,q +
∞∑
x=0
µXγ
x
=
X−1∑
x=1
Q∑
q=1
yx,q +
1
1− γ µX , (18)
where equality (a) is obtained by the threshold structure and
equality (b) is due to Eq. (11). Summing up both Eq. (17)
and Eq. (18) will yield the objective function Eq. (16a).
Constraint Eq. (16b)-(16d) can be obtained through Eq. (10).
Next, we proceeds to compute the average power consumed
by employing policy {µx, yx,q}:
∞∑
x=1
Q∑
q=1
yx,qωq
=
X−1∑
x=1
Q∑
q=1
yx,qωq +
∞∑
x=X
Q∑
q=1
µxηqωq
=
X−1∑
x=1
Q∑
q=1
yx,qωq +
Q∑
q=1
ηqωqµX
∞∑
x=0
γx
=
X−1∑
x=1
Q∑
q=1
yx,qωq +
1
1− γ
Q∑
q=1
ηqωqµX , (19)
this yields constraint Eq. (16e). Constraint Eq. (16f) is due to
definition that yx,q = µxηqpx,q and px,q ≤ 1.
From the above theorem, for fixed C, the optimum schedul-
ing decision for a decoupled single sensor can be obtained.
Let {µx(C), yx,q(C)} be the optimizer to the LP and denote
b(C) be the proportion of slots spent on scheduling the sensor,
which can be computed as follows:
b(C) =
∞∑
x=1
Q∑
q=1
yx,q(C) =
X−1∑
x=1
Q∑
q=1
yx,q(C) +
1
1− γ µX(C).
(20)
After compute the optimum scheduling decision when La-
grange multiplier equals C separately for each decoupled
sensor, denote {µnx(C), ynx,q(C)} be the AoI and scheduling
probability distribution of sensor n under the optimum policy.
Next, we will study how to obtain the optimum multipliers C.
D. Determination of Lagrange Multiplier C
The optimum policy pi∗R that minimizes the average AoI
under relaxed bandwidth Eq. (5) is a mixture of no more than
two optimum policies that solves Problem 2 under different
multipliers. Denote µn,∗x be the probability that the AoI of
sensor n equals x under the optimum policy pi∗R and let y
n,∗
x,q
be the probability that the estimated channel state is q and the
sensor is scheduled. In this part, we explain how to obtain the
two multipliers such that the relaxed constraint Eq. (5) can be
satisfied.
We take a dual method to search for the multiplier. Suppose
after the k-th iteration, the Lagrange multiplier is C(k). We
compute the consumed bandwidth bn(C(k)) for each sensor n
by using Eq. (20). The subgradient can be computed by:
d(k) =
N∑
n=1
bn(C
(k))−M. (21)
Let s(k) be a sequence of descending stepsize. if d(k−1) ·
d(k) < 0, we then smaller our descending stepsize by:
s(k) = δs(k−1), δ ∈ (0, 1).
The Lagrange multiplier used in the (k+1)-th iteration can
then by computed by:
C(k+1) = C(k) + s(k)d(k). (22)
We start with C(1) = 0 and if
∑N
n=1 bn(C
(1)) ≤ M ,
indicating the relaxed bandwidth can satisfy all the power-
constrained sensors. In this case, the optimum distribution can
be obtained directly from
{µn,∗x , yn,∗x,q } = {µnx(C), ynx,q(C)}.
Otherwise, we first obtain a Lagrange multiplier sequence
C(k) by following the above dual method. The iteration
terminates until the step size is below a chosen threshold
s(k) < . Next, we choose two items from the obtained
sequence:
Cu = min
k
{C(k)|
N∑
n=1
bn(C
(k)) ≥M}, (23a)
Cl = max
k
{C(k)|
N∑
n=1
bn(C
(k)) < M}. (23b)
According to our previous analysis, the optimum scheduling
policy of scheduling with relaxed bandwidth constraint piR
is a mixture between policies obtained by the two Lagrange
multipliers. Thus, the distribution {µn,∗x , yn,∗x,q } can be obtained
by computing a weighed average of {µnx(Cu), ynx,q(Cu)} and
{µnx(Cl), ynx,q(Cl)} as follows:
{µn,∗x , yn,∗x,q }=λ{µnx(Cu), ynx,q(Cu)}+(1−λ){µnx(Cl), ynx,q(Cl)},
(24)
where the coefficient λ can be computed by:
λ =
M −∑Nn=1 bn(Cl)∑N
n=1 bn(Cu)−
∑N
n=1 bn(Cl)
. (25)
E. Proposed Scheduling Algorithm
According to the threshold structure in Theorem 1, under
the relaxed bandwidth constraint Eq. (5), we can first compute
the optimum probability pn,∗x,q to schedule sensor n with AoI
equals x and in estimated channel state q. Theorem 1 implies
for AoI larger than the threshold X , the optimum choice is
to schedule the sensor to send updates. Thus, pn,∗x,q can be
computed by:
pn,∗x,q =
{
yn,∗x,q
µn,∗x ηn,q
, x ≤ X
1, x > X.
(26)
If there is only a single sensor in the network, i.e., N = 1,
then bandwidth constraint is not a problem. Scheduling the
single sensor with probability p1,∗x,q when his AoI equals x
and in estimate q is the optimum strategy that can minimize
AoI under power constraint. When multiple power constrained
users share a bandwidth limited network, we propose a trun-
cated scheduling policy pˆi based on the optimum scheduling
probability of each sensor. At the beginning of each slot t,
we first observe the AoI xn(t) and the estimated channel state
qn(t) of user n. Next, put the index of sensor n into the set
I(t) with probability pn,∗xn(t),qn(t). If |I(t)| ≤M , schedule all
the sensors in set I(t) at the beginning of slot t; otherwise,
choose a subset of M sensors randomly from I(t) to carry
out schedule decisions.
Theorem 3: The proposed scheduling policy pˆi is asymp-
totic optimum. Denote J(pi) and the expected average AoI
performance for following policy pi and let pi∗ be the optimum
scheduling policy to the primal scheduling problem with hard
bandwidth constraint, keep M/N as a constant,
lim
N→∞
J(pˆi)− J(pi∗)→ 0. (27)
Proof: See the Appendix for detailed proof.
IV. SIMULATIONS
In this part we first study scheduling decision and the
AoI performance for a power constrained single sensor and
study how channel state imperfection affect our scheduling
decisions. Next, we study the performance of our proposed
algorithm in a multi-user network.
A. Single Sensor Scheduling Strategy
We consider a Q = 4 states channel, and the transmis-
sion power for each estimated q is set to be ωq = 2q .
We assume each estimate appears with identical probability
ηn,q = 0.25,∀n, q and the user has an average power con-
straint of E = 0.5∑Qq=1 ηqωq . The probability of packet-loss
is the same in each estimated channel state and equals ε.
Fig. 3 plots the scheduling strategy under different packet-
loss and Table I displays their average AoI performance. The
strategy verifies the threshold structure presented in Theorem
1. Moreover, scheduling thresholds of all the states increase
when the probability of packet-loss increases. Scheduling in
higher packet-loss scenario will inevitably cause high AoI.
Fig. 3. Optimum scheduling strategy for a single power constrained
user with different probability of packet-loss.
TABLE I. Average AoI performance
ε 0 0.2 .4 0.6
Average AoI 1.8518 2.2648 2.9795 4.3508
B. Multiple Sensor Average AoI Performance
Fig. 4 studies the asymptotic AoI performance with M/N
fixed as a constant. We consider a network where all
the sensors have the same estimation distribution η =
[0.135, 0.239, 0.232, 0.394] and the same packet-loss proba-
bility, i.e., ε = [εn,1, εn,2, εn,3, εn,4]. Transmission in state q
requires ωq = q. According to [2], the optimum policy when
all the sensors are identical without power constraint is to
schedule the sensor with the largest AoI in each slot, which
requires a minimum amount of EG = MN
∑Q
q=1 ηqωq of power.
We measure power constraint through factor ρn = En/EG
and let ρn = 0.2 + 1.4N−1n. From the figure, the gap between
the proposed algorithm and lower bound diminishes with N
increases.
5 10 15 20 25 30 35 40 45 50
3.5
4
4.5
5
5.5
6
6.5
7
7.5
Fig. 4. Asymptotic AoI performance under with M/N = 1/5 be a
constant under different channel states.
Finally we compare the proposed algorithm with a naive
Whittle’s index approach. We consider a network where the
packet-loss probability of each user is identical in every
estimation, i.e., εn,q = εn. With no power constraint, Whittle’s
index approach is shown to be near optimal to minimize
AoI in bandwidth limited networks [2], and the index can be
computed by:
Wn(x) = (1− εn)x
(
x+
1 + εn
1− εn
)
.
At the beginning of each time slot, among all the sensors
that have enough power, we choose no more than M sensors
with the largest Whittle’s index and schedule them the send
updates. This policy is denoted as Greedy-Whittle in Fig. 5.
Our proposed scheduling policy achieves significant average
AoI decrease compared with the greedy algorithm.
5 10 15 20 25 30 35 40 45 50
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Fig. 5. Average AoI performance in a network as a number of sensors.
The bandwidth M = 2 and packet-loss probability εn = n−1N .
V. CONCLUSION
In this work, we study scheduling algorithm that mini-
mizes average AoI performance in time-varying network when
packet-loss may happen due to imperfect channel estimation.
We solve the original scheduling problem through bandwidth
relaxation and sensor decoupling. A truncated scheduling
policy is proposed that can achieve asymptotic optimal per-
formance while satisfies both bandwidth and power constraint.
Our work suggests channel estimation imperfection can cause
AoI growth. Sensors should be scheduled at higher AoI when
the probability of packet-loss is large.
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APPENDIX
PROOF OF THEOREM 3
Denote the policy that in each slot t, schedule sensor n with
probability pn,∗xn(t),qn(t) as policy piR, which is the optimum
policy that minimizes average AoI under relaxed bandwidth
Eq. (5) and power constraint Eq. (4c). Denote I be the average
number of sensors scheduled following policy piR, since piR
can satisfy the relaxed bandwidth constraint, we have:
I = E[I(t)] ≤M. (28)
Moreover, the average AoI following policy piR will be a lower
bound of the average AoI of the primal scheduling problem,
we have the following inequality:
J(pˆi)− J(pi∗) ≤ J(pˆi)− J(piR). (29)
We analyze the difference between J(pˆi) and J(piR) next.
For sensor n in slot t, the probability that it is scheduled
following policy piR but is not scheduled following policy pˆi is
at most z = N−MN . Notice that for AoI satisfies xn(t) > X , it
is always optimum to schedule the sensor. Then the probability
that the sensor is still not scheduled in a consecutive k slots
is less than z(k−(X−xn(t)))
+
. As a result, for xn(t) = x,
following policy pˆi will cause an extra AoI of at most:
ax =
∞∑
k=0
(xn(t) + k)z
(k−(X−x))+
≤
X−1∑
k=0
(x+ k) +
∞∑
k=X
(x+ k)zk−X
≤xX + X(X − 1)
2
+
1
1− z (x+X) +
z
(1− z)2 (30)
For simplicity, denote C1 =
X(X−1)
2 +
1
1−zX +
z
(1−z)2 and
C2 = X+
1
1−z . Let us then consider another scheduling policy
p˜i, in each slot if policy piR schedules more than M sensors,
i.e., |I(t)| ≥ M , policy p˜i schedules all of them, but adds a
penalty AoI of axn(t) on all the scheduled sensors. The average
AoI following policy p˜i will be larger than following the
truncated policy pˆi. Then, we have the following inequalities:
J(pˆi)− J(piR)
≤J(p˜i)− J(piR)
=EpiR
[
1
NT
T∑
t=1
N∑
n=1
axn(t)(|I(t)| −M)+
]
(a)
≤EpiR
[
1
NT
T∑
t=1
N∑
n=1
axn(t)(|I(t)| − I)+
]
≤EpiR
[
1
NT
T∑
t=1
N∑
n=1
(C2xn(t) + C1)||I(t)| − I|
]
, (31)
where inequality (a) is due to Eq. (29). Notice that for xn(t) >
X , the optimum policy is to schedule the sensor. Thus, the
probability that the sensor’s AoI larger than X + k should be
less than or equal to (maxq εn,q)k. Denote ρ = maxn,q εn,q ,
then for every , there exists a K = d log log ρe, such that for
any x > X + K, probability µn,∗x ≤ ρx−(X+K). Next, we
proceeds to upper bound Eq. (31) by:
EpiR
[
1
NT
T∑
t=1
N∑
n=1
(C2xn(t) + C1)||I(t)| − I|
]
=EpiR
[
1
NT
T∑
t=1
N∑
n=1
(C1 + C2xn(t)1xn(t)≤X+K)||I(t)| − I|
]
+ EpiR
[
1
NT
T∑
t=1
N∑
n=1
C2xn(t)1xn(t)>X+K ||I(t)| − I|
]
=(C1 + C2(X +K))EpiR
[
T∑
t=1
1
T
||I(t)| − I|
]
+ EpiR
[
1
NT
T∑
t=1
N∑
n=1
C2Nxn(t)1xn(t)>X+K
]
≤(C1 + C2(X +K))EpiR
[
T∑
t=1
1
T
||I(t)| − I|
]
+N((X +K)
1
1− ρ +
ρ
(1− ρ)2 ) (32)
According to [12], EpiR
[∑T
t=1
1
T ||I(t)| − I|
]
= O( 1√
N
).
By choosing  = N−2 and thus K = O(logN) we can then
upper bound Eq. (32) by:
O(C1 + C2(X + logN))√
N
) +O(
1
ε (X + logN)
N
)
Since M/N keeps a constant, the scheduling threshold X
and coefficient C1, C2 do not increase with N . Thus the
proposed scheduling strategy is asymptotic optimum.
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