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Abstract—Wireless sensor networks are typically operated on
batteries. Therefore, in order to prolong network lifetime, an
energy efficient routing algorithm is required. In this paper,
an energy-aware routing protocol for the co-operative MIMO
scheme in WSNs (EARPC) is presented. It is based on an
improved cluster head selection method that considers the re-
maining energy level of a node and recent energy consumption
of all nodes. This means that sensor nodes with lower energy
levels are less likely to be chosen as cluster heads. Next, based
on the cooperative node selection in each cluster, a virtual
MIMO array is created, reducing uneven distribution of clus-
ters. Simulation results show that the proposed routing pro-
tocol may reduce energy consumption and improve network
lifetime compared with the LEACH protocol.
Keywords—cluster head, cooperative MIMO, virtual MIMO,
wireless sensor networks.
1. Introduction
One of the major concerns affecting WSNs is to minimize
energy consumption for a single end-to-end transmission
and to improve network lifetime. Over the years, various
techniques have been proposed to improve energy efficiency
in the energy-constrained environment. Among these ap-
proaches, multi-input and multi-output (MIMO) techniques,
using more than one antenna, may be considered an effec-
tive solution for energy saving in WSNs. By considering
various space-time coding scenarios and architectures, the
MIMO approach is capable of improving channel capacity
and of further reducing energy consumption [1]–[4]. How-
ever, multiple antennas cannot be connected to a single
transmitter, and the antenna array cannot be accommodated
in a sensor node due to the fixed frequency range.
In this paper, the location of sensor nodes and the remain-
ing energy of nodes are considered while selecting cluster
heads, and co-operative nodes are chosen for the MIMO
system. This scheme may efficiently balance the load con-
dition of the network and further enhance its lifetime.
In this paper, we propose an energy-aware routing protocol
for cooperative MIMO scheme (EARPC), which addresses
three limitations of the well-known low-energy adaptive
clustering hierarchy (LEACH) protocol [5]. In LEACH,
the selection of cluster heads is performed in the same
manner for all nodes. Any node may become a cluster
head, regardless of its remaining energy level. To enhance
network lifetime, a novel cluster head selection technique
that balances energy consumption based on the remaining
energy of a node and on recent consumption of energy for
all nodes is proposed. This scheme may further reduce the
chance of low energy sensor nodes becoming cluster heads.
In addition, co-operative nodes are chosen to form a vir-
tual MIMO paradigm, based on the nodes’ residual energy.
Lastly, we propose an energy consumption model which
aims to estimate the amount of energy required for collect-
ing data among the nodes, for aggregating data at the CH
level, as well as for intra and inter-cluster communication
in the MIMO scheme.
This paper is organized as follows. Section 2 discusses the
related work. In Section 3, the EARPC model is described.
The energy consumption model is presented in Section 4.
In Section 5, results of simulation parameters are pre-
sented and discussed. Finally, the paper is summarized in
Section 6.
2. Related Work
To achieve energy-efficient cooperative MIMO networks,
Cui et al. proposed, in [6], an energy efficiency and de-
lay metric performance parameter for virtual MIMO ap-
proach for a single-hop system, which reduces energy con-
sumption and delay for a given transmission range. In pa-
per [7] Maadani et al. showed an adaptive data rate space-
time coding (STC) technique. It is introduced for IEEE
802.11-based soft-real-time WSNs in which an enhanced
distributed channel access (EDCA) is used at the medium
access control (MAC) layer and MIMO transceivers are
used at the PHY layer for minimizing average packet de-
lay. Jayaweera et al. [8] proved that a precise model for
energy consumption and cooperative MIMO technology
may be considered as energy-saving for extra overhead.
Sathian et al. in [9] proposed a trustworthy energy-effi-
cient MIMO (TEEM) routing algorithm for WSNs, re-
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ducing energy consumption and enhancing the lifetime of
a sensor network. The game theory is also used therein
to select cluster heads based on the remaining energy of
a node and on the trust level during the cluster head selec-
tion process.
Zuo et al. [10] proposed a BLAST code based on V-layered
space-time for the cooperative communication scheme.
This scheme achieves high energy efficiency and does not
require any data exchange processes. Cooperative com-
munication and data fusion approaches may further re-
duce energy consumption by removing data redundancy
between sensor nodes [11]. Reddy et al. proposed, in [12],
a QoS-oriented and energy-efficient routing protocol for co-
operative MIMO-based mobile WSN: Q-E2RPC. In this
scheme, a single mobile sink is used to reduce energy con-
sumption. Li et al. proposed an energy-efficient cooperative
MIMO scheme in [13], which combines the energy-efficient
LEACH protocol and cooperative MIMO. In this protocol,
the location of sensor nodes and the remaining energy of
the node are considered while selecting cluster heads, and
cooperative nodes are chosen for the MIMO system. This
scheme may efficiently balance the load condition of the
network and further enhance network lifetime.
3. System Model
Let us consider a real-time scenario in which a large num-
ber of sensor nodes is installed across the field. N clusters
are formed by dividing the total number of sensor nodes, for
collection and transmission of data in each round. Based
on this assumption, we define the system model as follows:
• all sensor nodes collect data in the sensing area and
transmit the collected data to the cluster head node,
• data aggregation may be performed at the cluster
head level, which may save the transmitting energy
by removing redundant data. Then, CH nodes for-
ward their data to co-operative nodes,
• finally, co-operative nodes may form a virtual MIMO
antenna array and forward their data to the sink node
Fig. 1. Schematic representation of data transmission.
using multi-hop communication. An illustration of
data transmission is shown in Fig. 1.
The main limitation of the LEACH protocol is that the
cluster head selection probability is the same for all sensor
nodes. Since the sensor nodes will have different energy
levels and consumption rates, if nodes with low remaining
energy or faster energy consumption are selected as cluster
heads, then CH will stop functioning quickly and will dis-
rupt communication between other nodes in that cluster and
the CH. Network lifetime is also reduced if sensor nodes
fail early.
To overcome the above-mentioned drawbacks, in this algo-
rithm, the probability of a node becoming a cluster head is
based on the ratio of remaining energy of the i-th node to





























In Eq. (1) Erem(i) describes the remaining energy of i-th
node and Earem refers to average remaining energy of the
network. The other parameter (acons represents average en-
ergy consumption of the last round of transmission in the
whole network and Econs(i) defines energy consumption of
the i-th node.
The second limitation of the LEACH protocol is that the
selection of cluster heads is random and the node selected
may not be suitable (in terms of energy savings) for send-
ing the collected data to the sink node. To overcome this,
a cooperative MIMO routing algorithm is proposed.
After the formation the clusters, a few nodes may be chosen
as co-operative nodes to form a virtual MIMO array. Here,
the residual energy and distance are taken as important
reference points for the selection of co-operative nodes [14].






where dmin ≤ di ≤ dmax.
In Eq. (2), Erem(i) refers to remaining energy of i-th node
and di signifies distance between the cluster head and co-
operative nodes, while dmin and dmax refer to minimum and
maximum distance, respectively. The cluster head node is
responsible for the selection of co-operative nodes with the
highest threshold of δ , from all the participating nodes.
After co-operative nodes have been identified by the cluster
head node based on the above criteria, the cluster head node
will send a message to all cooperative nodes requesting
their responsibility in virtual MIMO communication. This
message contains the ID of co-operative nodes and TDMA
schedules are assigned to all nodes.
Figure 1 shows a virtual MIMO data transmission in WSNs.
Initially, the cluster head node broadcasts its message to
collect data from its members. All sensor nodes forward
their sensed data to the corresponding cluster head node
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based on their preassigned schedule slots. Then, sensor
nodes will go to sleep mode to save energy. Next, cluster
head nodes will perform data aggregation to reduce data re-
dundancy (if any). Later, cluster head nodes forward their
data to their cooperative nodes in their cluster. This phase
is known as intra-cluster communication. finally, after re-
ceiving data from cluster heads, the co-operative nodes will
form a virtual MIMO to perform a space-time block code.
According to the routing table, the nodes transmit their data
to the sink node using multi-hop transmission. This process
is called inter-cluster communication.
4. Energy Consumption Model
In this section, we propose a model depicting energy con-
sumption during intra- and inter-cluster communication in
the network.
4.1. Energy Consumption Between the Nodes
The amount of energy consumed depends primarily on
energy consumption of the transmitter and the receiver
[2], [15]. Power consumption Pc may be expressed by:
Pc = Mt Pct +MrPcr , (3)
where:
Pct = PDAC +Pmix +Pf ilt +Psyn
Pcr = PLNA +Pmix +PIFA +Pf ilr +PADC +Psyn
}
. (4)
In Eq. (3), Mt and Mr represent the total number of trans-
mitting and receiving nodes, and Pct and Pcr refer to circuit
power consumption of the transmitter’s and receiver’s cir-
cuits. In Eq. (4) PDAC, Pmix, Pf ilt , Psyn, PLNA, PIFA, and
PADC represent power consumption values of digital to the
analog converter (DAC), mixer circuit, filter, frequency syn-
thesizer, low noise amplifier, intermediate frequency, and
analog to digital converter (ADC).




×Eb Rb . (5)
In Eq. (5), α represents the power factor of the amplifier,
d refers to the average distance between the cluster head
and cluster members, Ml and N f define link margin and
receiver noise, λ is carrier signal wavelength, while Gt Gr
represent the gain of transmitting and receiving antennas.
β is the path loss slope, Eb denotes energy consumption
required by the receiver (i.e. sink node) to capture each
bit of data under certain bit error rate (BER) conditions,
and Rb denotes the data transmission rate under MQAM
(Rb = bB when the modulation order b > 2). The energy









4.2. Energy Consumption Model within Cluster
Local intra-cluster communication is based on BPSK mod-
ulation and uses a single antenna (SISO) for transmission.
Let Pb be denoted as BER) [17], [18]. Then, the average








where EB in Eq. (5) and SI refer to a single transmitting an-
tenna. With Mt = 1 and BPSK modulation (b = 1), energy






Within each period, every sensor collects k-bits of data
and sends that information to the corresponding cluster
head. The total number of sensor nodes ni of cluster i is
(i = 1, 2, . . . , n), where dtoCH(i, j) represents the distance
between the cluster head and intra node. Data collection-














In each transmission round, the cluster head will receive
L(ni − 1) bits of data of i-th cluster. Assuming that Eda
represents data aggregation-related energy consumption (on
a per bit basis), energy consumption related to data aggre-
gation may be given by:
Eagg(i) = EdaL(ni −1) . (10)
The length of data after data aggregation, for cluster head,
is:
L f (i) =
L(ni −1)
fa f f (ni −1)− fagg +1
, (11)
where fagg ∈ (0, 1) is the data aggregation factor [18].
4.3. Energy Consumption for Intra-cluster
Communication
After performing data aggregation, the cluster head node
broadcasts L f (i) bits of data to co-operative nodes NC. To
ensure that all sensor nodes in a cluster receive the data cor-
rectly, it defines the maximum distance between the cluster





∣ j ∈ Scoop(i)
}
. (12)
In Eq. (12), Scoop(i) represents a set of cooperative nodes.
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4.4. Energy Consumption for Inter-cluster
Communication
During inter-cluster communication, the MIMO technique
















where MI denotes multiple inputs i.e. multiple transmitting
antennas. Then, the required energy consumption of co-












where Rbe f f is the effective bit rate of the system [17]–[19]:




where F is the block size of space-time block code (STBC),
p denotes the number of symbols used to train each trans-
mitting and receiving antenna pair, and R denotes the STBC
coding rate.
Assuming that cluster i transmits the data hi (hi ≥ 1) times
to reach the sink node, the energy consumption of such
a multi-hop transmission is:




















In Eq. (17), dhop(i,k) denotes the distance of each hop
(i = 1, . . . , hi) and EMIbtr originates from Eq. (15).
Finally, the total energy consumption model Etot may be










5. Results and Discussion
This section discusses primarily the experimental set and
the results obtained. The performance of EARPC has been
evaluated in Matlab, using the existing system, i.e. the
LEACH protocol [5], in terms of average residual energy
and network lifetime. The network parameters considered
for the network model are shown in Table 1. During the
simulation, 100 nodes were randomly distributed through-
out the area of 100×100 m area as shown in Fig. 2.
Figure 3 shows the results of average residual energy simu-
lations for both LEACH and EARPC protocols. The resid-
ual energy in the LEACH protocol depletes faster than
in EARPC.
Figure 4 shows the number of nodes that are alive in each
round, for both algorithms considered. Simulation results
show that the node survival rate of the proposed protocol
Table 1
Parameters using in simulation
Parameters Value
Network area 100×100 m
Total number of sensor nodes N 100
Initial energy of network E0 50 J
Packet size L 2000 bits
Energy dissipation in power amplifier Eamp 100/pJ/bit/m2
Energy dissipation during aggregation EDA 20 nJ/bit
Energy dissipation in electronics Eelec 50 nJ/bit
Minimum distance dmin 1 m
Maximum distance dmax 50 m
Gain of transmitting and receiving antenna Gr 5 dBi
Power factor of an amplifier α 0.47
Carrier wavelength λ 0.12 m
Noise coefficient of the receiver N f 10 dB
Channel bandwidth B 10 kHz
Aggregation factor fagg 0.7
Power of the low-noise amplifier PLNA 20 mW
Power of the frequency synthesizer Psyn 50 mw
Power of the mixer Pmix 30 mW
Power of transmitting circuit filter Pf ilt 2.5 mW
Power of receiving circuit filter Pf ilr 2.5 mW
Power of analog to digital converter PADC 10 mW
Power of digital to analog converter PDAC 10 mW
Power of intermediate frequency amplifier PIFA 20 mW
Set of symbols F 200
Bit error rate Pb 10−3
Fig. 2. Distribution of sensor nodes in network area.
is higher than in the case of LEACH. It may be seen from
Fig. 4 that the difference starts to become apparent at 1000
rounds, as the number of rounds increases with respect to
the number of nodes. At r=1500 rounds, the survival rate
of the LEACH protocol is about 5 and in the case of the
proposed protocol it equals approximately 95. So, it is
clearly shown that the proposed EARPC protocol is more
effective in terms of reducing energy consumption.
Figure 5 presents network lifetime for both LEACH and
EARPC protocols. In LEACH, the first node is dead at
round 1000, while in EARPC it is at 1550. Similarly, when
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Fig. 3. Average residual energy of sensor nodes.
Fig. 4. Total number of alive nodes per round.
Fig. 5. Number of dead nodes per round.
r = 2000, the share of dead nodes is 100% in LEACH,
whereas in EAPRPC, it is about 65%. As proven by the
results, the proposed protocol reduces the death rate by
35% compared with the conventional LEACH protocol.
6. Summary
The proposed energy consumption model offers better per-
formance in terms of energy consumption in WSNs. The
new CH selection technique used balances energy con-
sumption for different sensor nodes in a given cluster. The
cooperative MIMO scheme further reduces uneven CH dis-
tributions. Therefore, with the overall performance taken
into consideration, the proposed routing protocol is capa-
ble of reducing energy consumption and improving network
lifetime.
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