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PENENTUAN TINGKAT PENJUALAN MOBIL DI INDONESIA
DENGAN MENGGUNAKAN ALGORITMA NAIVE BAYES




Cars are one of the vehicles most often found in various types and brands. Cars
have various specifications. The Naive Bayes method is one of the classification
and branching methods of artificial intelligence. The various brands will be in the
form of a Class that are Laris and Not Selling, so that consumers, producers, and
researchers can find out which car brands are best selling based on their category
and output. Naive bayes is a widely used classification method because of its simple
and high accuracy in classifying data. This study analyzed data as many as 639 data
into 511 training data and 128 testing data, data was obtained from the Indonesian
Automotive Industries Association (GAIKINDO) site. With attribute 19, to
facilitate the writer in the study the attributes used were 8 (including 1 Class
attribute that author added to facilitate the search for the best-selling car). The
results of the conducted research gave the classification of car brand differentiators
that were most in demand by consumers and the best-selling categories. The level
of classification accuracy with the Naive Bayes Method produces accuracy values
of 92, 19%, Precision values: 98, 39% and Recall values: 87, 14% so that the Naive
Bayes Method is a pretty good method in this research.
Keywords: Car Brand, Classification, Naive bayes, Accuracy.
Abstrak
Mobil adalah salah satu kendaraan yang paling sering dijumpai dengan berbagai
type dan merek. Mobil memiliki spesifikasi yang beraneka ragam. Metode Naive
Bayes adalah salah satu metode klasifikasi dan percabangan dari artifisial
intellegence. Bermacam merek tersebut akan dibentuk suatu Class yaitu Laris dan
Tidak Laris, sehingga para konsumen, produsen, dan peneliti dapat mengetahui
merek mobil manakah yang paling laris berdasarkan kategori maupun output-nya.
Naive bayes merupakan metode klasifikasi yang banyak digunakan karena
sederhana dan akurasi yang tinggi dalam mengklasifikasi data. Penelitian ini
menganalisis data sebanyak 639 data menjadi 511 data training dan 128 data
testing, data ini didapatkan dari situs Gabungan Industri Kendaraan Bermotor
Indonesia (GAIKINDO). Dengan atribut 19, untuk memudahkan penulis dalam
penelitian, maka atribut yang digunakan adalah 8 (termasuk 1 atribut Class yang
ditambahkan penulis untuk memudahkan dalam pencarian mobil terlaris). Hasil
penelitian yang dilakukan memberikan klasifikasi pembeda merek mobil yang
paling banyak diminati para konsumen dan Kategori yang paling laris. Tingkat
akurasi klasifikasi dengan Metode Naive Bayes menghasilkan nilai accuracy
sebesar 92,19%, nilai Precision: 98,39% dan nilai Recall: 87,14% sehingga
Metode Naive bayes merupakan metode yang cukup baik dalam penelitian ini.
Kata kunci: Merek Mobil, Klasifikasi, Naive bayes, Accuracy.
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1. PENDAHULUAN
Kendaraan adalah alat transportasi yang
sangat dibutuhkan dalam kehidupan. Dari
berbagai macam kendaraan, mobil adalah
salah satu kendaraan roda empat yang paling
banyak dicari oleh para konsumen setelah
motor. Sesuai kemajuan jaman, kini merek
mobil-pun semakin banyak.
Berdasarkan spesifikasinya, mobil
memiliki jenis atau varian yang beraneka
ragam. Dalam analisis ini spesifikasi yang
digunakan hanya delapan atribut untuk
memudahkan implementasi pada
RapidMiner. Spesifikasi yang digunakan
dalam data tersebut yaitu Category, Brand,
Type Model, CC, Transmisi (Trans), Origin
Country, Output, dan Class.
Spesifikasi tersebut diambil penulis dari
sebuah data yang didapatkan dari situs
Gabungan Industri Kendaraan Bermotor
Indonesia (GAIKINDO). GAIKINDO
bergerak pada bidang pasar otomotif dan
sebuah organisasi yang memainkan peran
sebagai mitra Pemerintah dalam
mengembangkan industri kendaraan
bermotor nasional yang sanggup
berkompetisi di pasar internasional. Data
yang diambil dari bulan Januari-April 2018
dengan data awal yang berjumlah 639 data
dengan atribut 19, untuk memudahkan
penulis dalam penelitian, maka atribut yang
digunakan adalah 8 (termasuk 1 atribut Class
yang ditambahkan penulis untuk
memudahkan dalam pencarian mobil
terlaris).
Banyaknya merek mobil yang terjun di
industri pasar otomotif, namun pihak
GAIKINDO sendiri dalam situsnya tidak
memberikan klasifikasi pembeda manakah
merek (Brand) mobil yang paling banyak
diminati para konsumen dan kategori
manakah yang paling laris. Oleh sebab itu
diperlukan suatu klasifikasi pembeda, agar
para konsumen mengetahui merek mobil
yang terlaris dari segi kategori   yang paling
diminati. Selain itu memacu para produsen
mobil dalam memproduksi mobil sesuai yang
paling banyak diminati para konsumen.
Metode Naive Bayes adalah salah satu
metode klasifikasi dan percabangan dari
artificial intellegence. Artificial intellegence
yaitu kemampuan sistem untuk menafsirkan
data eksternal dengan benar, untuk belajar
dari data dan menggunakan pembelajaran
tersebut guna mencapet tujuan. Oleh karena
itu, bermacam merek dalam penelitian ini
akan dibentuk suatu Class yaitu Laris dan
Tidak Laris, sehingga para konsumen,
produsen, dan peneliti dapat mengetahui
merek mobil manakah yang paling laris
berdasarkan kategori maupun output-nya.
Meninjau permasalahan di atas, mendorong
peneliti untuk melakukan penelitian ini.
2. METODE PENELITIAN
2.1 Studi Literatur
Pada tahap ini, penulis mencari dan
mempelajari referensi berupa ebook, artikel
ilmiah maupun jurnal yang berkaitan dengan
penelitian. Topik yang akan yaitu: Metode
Klasifikasi Naive Bayes.
2.2 Pengumpulan Data
Penelitian dilakukan terhadap dataset
yang diperoleh dari situs GAIKINDO yang
berfokus pada bulan Januari, Februari, Maret,
dan April 2018, dengan jumlah data 639.
Metode pengumpulan data (Gambar 1)
yang dilakukan dalam penelitian ini adalah:
1. Observasi: mengumpulkan data yang
dilakukan dengan pengamatan dan
pencatatan secara langsung maupun tidak
langsung terhadap objek yang akan
dibahas.
2. Studi Pustaka: melakukan studi terhadap
literature (buku-buku, jurnal, dan skripsi)
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dan mempelajari referensi lain yang
berkaitan dengan masalah yang akan
dibahas untuk dapat dijadikan acuan
dalam analisis ini. Dan juga mencari dan
mengumpulkan data-data yang diperlukan
dari GAIKINDO.
Gambar 1. Alur Analisis
2.2.1 Data Penjualan Mobil
Data yang digunakan nantinya adalah
semua data dari Categori, Brand, dan
Type/Model sebanyak 639 data, yang
diperoleh dari situs GAIKINDO. Data
tersebut nantinya akan dikelompokkan
menjadi 8 atribut termasuk atribut kelas.
Variabel yang digunakan yaitu Category,
Brand, Type Model, CC, Transmisi (Trans),
Origin Country, Output, dan Class.
Klasifikasi dilakukan dengan menerapkan
Algoritma Naive Bayes.
2.2.2 Skenario Pengambilan Data
Skenario dalam pengambilan data:
1. Pengambilan data diambil yang diperoleh
dari situs GAIKINDO.
2. Data dikelompokkan menjadi 8 atribut
berdasarkan data aslinya.
3. Data diolah sedemikian rupa dengan
meminimalkan/menghilangkan beberapa
atribut.
4. Data disimpan dalam file berekstensi .xlsx
2.2.3 Analisis Pengolahan Data
Gambar 2 merupakan langkah-langkah








Gambar 2. Alur Pengolahan Data
A. Seleksi Data
Pada tahap ini akan dilakukan
penyeleksian terhadap data yang kurang
relevan terhadap penelitian (menghilangkan
atau menghapus data). Alur kerja Naïve
Bayes dapat dilihat pada Gambar 3. Setelah
diseleksi, dilakukan penggabungan seluruh
data yang telah diperoleh. Setelah itu data
akan disimpan dalam satu file dengan
ekstensi .xlsx berdasarkan variabel sesuai
dengan  kriteria atributnya.
Gambar 3. Alur Kerja Naive Bayes
B. Penerapan Teknik Mining
Pada tahap ini data menjadi data yang
sangat relevan, data berbagai merek akan
diklasifikasikan ke beberapa tipe dengan
Algoritma Naive Bayes.
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2.3 Penentuan Kriteria
Berikut ini adalah kriteria dalam
menentukan hasil Metode Klasifikasi Naive
Bayes berikut ini:
a) Class : Laris, Tidak Laris
b) Category : Sedan Type, 4x2 Type,



















d) TypeModel : Semua Brand mobil
berdasarkan tipe dan
jenisnya
e) CC : <1500, 1.501 - 2.500,
2.501 - 3.000, 3.001-
16000









g) Origin Country : Sebuah Negara
yang
memproduksinya.





2.4 Analisis Perhitungan Metode Naive
Bayes
Berikut ini adalah Tabel Traning dari
dataset GAIKINDO Pada bulan Januari-
April 2018, ada sebagian dari data Training
(hanya 10 dari 511 data terdiri dari 8 atribut),
dan data Testing (data Testing diambil 20%
dari data Training dan hanya 10 yang
ditampilkan dari 128 data).
Tabel 1. Traning Set yang Telah Diolah
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Tabel 2. Testing Set yang Telah Diolah
3. HASIL DAN DISKUSI
3.1 Implementasi Klasifikasi Naive Bayes
pada RapidMiner
Dengan menggunakan pemodelan
klasifikasi Naive Bayes dengan
mengklasifikasi 2 jenis Laris dan Tidak Laris.
Pada proses tersebut Parameters Set Role
yang digunakan pada data Training dengan
attribute name: Class, dan proses
pengklasifikasian di atas menggunakan data
training dan testing.
Gambar 4 adalah pengolahan data
dengan menggunakan Naive Bayes pada
RapidMiner:
Gambar 4. Pemodelan Klasifikasi Naive Bayes menggunakan RapidMiner
Kemudian berikut ini adalah hasil
implementasi merek pada Curva berdasarkan
Laris dan Tidak Laris menggunakan
RapidMiner. Gambar 5 menunjukkan merek
yang Laris sangat tinggi pada merek
TOYOTA .
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Gambar 5. Ranking Berdasarkan Class
Kemudian chart berdasarkan Brand dan
Category pada Gambar 6 menunjukkan
bahwa merek TOYOTA menempati urutan
terlaris dengan Category terlaris tipe 4X2
TYPE, menyusul urutan kedua yaitu merek
HINO dengan Category terlaris tipe TRUCK,
dan seterusnya.
Gambar 6. Ranking Brand Mobil Terlaris Berdasarkan Brand dan Category
Gambar 7 menunjukkan bahwa mobil terlaris
berdasarkan Type Model adalah Mobil
Pajero Sport 2.4 L Dakar dengan kategori
4x2 type, dengan  pembelian mencapai 6.000
dalam empat bulan berturut ditahun 2018.
Ranking kedua dicapai Mobil All Kijang
Inova G 2015 dengan pembelian
mencapai>4.000. Dan ranking ketiga dicapai
oleh Mobil All Kijang Innova G D 2015
dengan pembelian mencapai 3.250.
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Gambar 7. Ranking Mobil Terlaris Berdasarkan Type Model
Gambar 8. Ranking Mobil Terlaris Berdasarkan Category Sedan Type
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Berdasarkan Category sedan type pada
Gambar 8 menunjukkan bahwa merek Honda
menempati urutan teratas. Dan merek paling
banyak diminati konsumen adalah All New
Civic Prestige. Menyusul urutan kedua yaitu
merek Toyota dengan merek paling banyak
diminati konsumen adalah Vios G AT.
Gambar 9. Ranking Mobil Terlaris Berdasarkan Category 4x2 type
Berdasarkan Category 4x2 type pada gambar
diatas menunjukkan bahwa merek Mitsubishi
Motors Menempati Urutan Teratas. Dan
merek paling banyak diminati konsumen
adalah Xpander 1.5L Ultimate (4X2) A/T.
Menyusul urutan kedua yaitu merek Toyota
dengan merek paling banyak diminati
konsumen adalah ALL New Avanza 1.3 G
BMC 2015.
Gambar 10. Nilai Ranking Mobil Terlaris Berdasarkan Category 4x4 type
Berdasarkan Category 4x4 type pada Gambar
9 menunjukkan bahwa merek Lexus
menempati urutan teratas. Dan merek yang
paling banyak diminati konsumen adalah
Lexus RX 300. Menyusul urutan kedua yaitu
merek Toyota dengan merek paling banyak
diminati konsumen adalah Fortuner VRZ2.7
DSL FMC 2015 4x4 AT.
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Gambar 11. Ranking Mobil Terlaris Berdasarkan Category Bus
Berdasarkan Category Bus pada Gambar 11
menunjukkan bahwa merek Hino menempati
urutan teratas. Dan merek paling banyak
diminati konsumen adalah R 260. Menyusul
urutan kedua yaitu merek Mitsubishi Fuso
dengan merek paling banyak diminati
konsumen adalah FE 84G BC - 6 W.
Gambar 12. Ranking Mobil Terlaris Berdasarkan Category Pick Up
Berdasarkan Category Pick Up pada Gambar
12 menunjukkan bahwa merek Daihatsu
menempati urutan teratas. Dan merek paling
banyak diminati konsumen adalah Gran
MaxPU STD. Menyusul urutan kedua yaitu
merek SUZUKI dengan merek paling banyak
diminati konsumen adalah Carry 1.5 PU FD.
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Gambar 13. Ranking Mobil Terlaris Berdasarkan Category Truck
Berdasarkan Category Tuck pada
Gambar 13 menunjukkan bahwa merek
Mitsubishi menempati urutan teratas. Dan
merek paling banyak diminati konsumen
adalah FE 74 HDV - 6 W. Menyusul urutan
kedua yaitu merek HINO dengan merek
paling banyak diminati konsumen adalah FG
235 JP.
Gambar 14. Nilai Ranking Mobil Terlaris (Category Double Cabin 4x2 / 4x4)
Gambar 15. Nilai Ranking Mobil Terlaris (Category AESC 4x2)
Prosiding Seminar Nasional Teknologi dan Sains (SNasTekS)
Vol. x No. x Agustus 2019
ISBN: xxxx – xxxx
377
Berdasarkan Category Double Cabin
4x2/4x4 pada Gambar 14 menunjukkan
bahwa merek Mitsubishi menempati urutan
teratas. Dan merek paling banyak diminati
konsumen adalah Triton 2.5L DC HDX
(4X4) MT. Menyusul urutan kedua yaitu
merek toyota dengan merek paling banyak
diminati konsumen adalah HiLux2.4 P/U DC
G.
Berdasarkan Category Affordable
Energy Saving Cars 4x2 pada Gambar 15
menunjukkan bahwa merek TOYOTA
menempati urutan teratas. Dan merek paling
banyak diminati konsumen adalah Calya 1.2
G. Menyusul urutan kedua yaitu merek
DAIHATSU
3.2 Implementasi Data Mining Algoritma
Naïve Bayes Menggunakan
RapidMiner
Hasil prediksi data testing dan tingkat
confidence pada masing-masing proses
perhitungan data metode naïve bayes
menggunakan RapidMiner dapat dilihat pada
Gambar 16.
Gambar 16. Hasil ExampleSet Naïve Bayes
3.3 Implementasi Naïve Bayes
Hasil isi data training Metode Naïve Bayes dilihat dari plot view pada ExampleSet
ditunjukkan pada Gambar 4.14.
Gambar 17. Hasil Plot View Naïve Bayes menggunakan RapidMiner
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Hasil plot view Naïve Bayes pada Gambar 17
dapat disimpulkan bahwa merek mobil
dengan Category 4 x 2 type merupakan
kategori merek mobil yang sering dipesan
oleh pelanggan.
3.4 Analisis Hasil Akurasi Klasifikasi Naive Bayes
Gambar 18. Tingkat Akurasi Klasifikasi Naive Bayes Menggunakan RapidMiner
Hasil dari Tingkat Akurasi Klasifikasi Naive Bayes pada Gambar 18 menunjukan bahwa
tingkat akurasi mencapai 92, 19%.
Gambar 19. Precision Klasifikasi Naive Bayes Menggunakan RapidMiner
Hasil dari Precision Klasifikasi Naive Bayes pada Gambar 19 menunjukkan bahwa tingkat
Precision mencapai 98, 39%.
Gambar 20. Recall Klasifikasi Naive Bayes Menggunakan RapidMiner
Hasil dari Recall Klasifikasi Naive Bayes
pada Gambar 20 menunjukan bahwa tingkat
Recall mencapai 98,39%. Sehingga dapat
disimpulkan hasil akurasi klasifikasi Naive
Bayes pada ketiga Gambar 18-20 mencapai
nilai accuracy: 92,19%, Precision: 98,39%,
dan Recall: 87,14% dalam penelitian ini
sehingga Metode Naive bayes merupakan
metode yang cukup baik dalam penelitian ini.
4. KESIMPULAN
Berdasarkan pembahasan yang telah
diuraikan, yaitu tentang penerapan Algoritma
Naive Bayes dalam menentukan Merek
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Mobil Terlaris, maka dapat diambil
kesimpulan sebagai berikut:
1. Berdasarkan data dari GAIKINDO bulan
Januari-April tahun 2018 menghasilkan
klasifikasi menggunakan Metode Naive
Bayes, dan merek mobil terlaris adalah
TOYOTA berdasarkan hasil dari
RapidMiner.
2. Berdasarkan hasil perhitungan Metode
Naive Bayes menggunakan RapidMiner
nilai accuracy: 96,87%, Precision:
97,04%, dan Recall: 97, 02%. Dan
Berdasarkan hasil perhitungan Metode
Naive Bayes menggunakan M. Excel nilai
accuracy: 53%, nilai Precision: 97% dan
nilai Recall: 97%. Sehingga Metode
Naive Bayes merupakan metode dengan
tingkat akurasi yang kecil bila
menggunakan data yang banyak.
Saran
Saran agar penelitian lebih baik dari
penelitian sebelumnya yaitu:
1. Agar melakukan penelitian dengan
menggunakan metode algoritma
klasifikasi yang berbeda.
2. Penelitian ini tidak terimplementasi pada
sebuah system aplikasi, maka perlu dibuat
sistem aplikasi web.
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