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Abstract. In [5, 6] Kras´kiewicz and Pragacz introduced representations of the
upper-triangular Lie algebra b whose characters are Schubert polynomials. In
[12] the author studied the properties of Kras´kiewicz-Pragacz modules using
the theory of highest weight categories. From the results there, in particular
we obtain a certain highest weight category whose standard modules are KP
modules. In this paper we show that this highest weight category is self Ringel-
dual. This leads to an interesting symmetry relation on Ext groups between
KP modules. We also show that the tensor product operation on b-modules is
compatible with Ringel duality functor.
1 Introduction
The study of Schubert polynomials is an important and interesting subject in
algebraic combinatorics. One of the possible methods for studying Schubert
polynomials is via certain representations, introduced by Kras´kiewicz and Pra-
gacz ([5, 6]), of the Lie algebra b of all upper-triangular matrices. These rep-
resentations, which we call KP modules in this paper, has the property that
their character with respect to the subalgebra of diagonal matrices is equal to
Schubert polynomials: just like Schur polynomials appear as the characters of
irreducible representations of gln.
In [12] and [13], the author investigated the properties of KP modules. The
main motivation there was the investigation of Schubert positivity: i.e. the
positivity of coefficients in the expansion of a polynomial into a linear combina-
tion of Schubert polynomials. Because of the property of KP modules described
above, if a polynomial f is the character of some b-module having a filtration by
KP modules then f is Schubert-positive. In [12] we gave a characterization of
b-modules having such filtrations, and we used the result in [13] to prove some
positivity results on Schubert polynomials. For details on these results see these
two papers.
One of the main tools used in [12] is the theory of highest weight categories.
A highest weight category is an abelian category with a specified family of ob-
jects called standard objects, together with some axioms. For a highest weight
category the notion of costandard objects are naturally defined, and it is then
shown that an object has a filtration by standard objects (a standard filtration)
if and only if its extensions with any costandard objects vanish. In [12], with
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methods from highest weight categories, we obtained a characterization of mod-
ules having a filtration by KP modules (the work was strongly inspired by some
works by Polo, van der Kallen, Joseph, etc. on Demazure modules: see the
bibliography in [12]).
For a highest weight category C, there is a notion called Ringel dual of C, de-
noted C∨. It is another highest weight category, with a contravariant equivalence
between the subcategories C∆ and (C∨)∆ of objects having standard filtrations:
i.e. C∨ is obtained by “dualizing” the structure of the standardly-filtered part
of C. The main purpose of this paper is to exhibit a highest weight category
Cn whose standard objects are KP modules (Theorem 3.1), and show that this
highest weight category is self Ringel-dual (Theorem 4.1). This provides a con-
travariant equivalence C∆n → C
∆
n on the full subcategory of modules having KP
filtrations, and gives an interesting symmetry relation (Corollary 4.2) on the
extension groups between KP modules. Note that the ordering on the set of
weights for our highest weight category is not the usual root order on the weight
lattice (see Section 3). We also investigate the relation between Ringel duality
on Cn and the tensor product operation on modules (Theorem 5.1): we show
that the tensor product operation on the b-modules, slightly modified to give an
operation on Cn (which is not closed under the usual tensor product), commutes
with the Ringel duality functor.
The paper is organized as follows. In Section 2 we prepare some defini-
tions and results on Schubert polynomials, KP modules, and highest weight
categories. In Section 3 we explicitly relate KP modules and highest weight
categories: we give a certain highest weight category Cn with KP modules Sw
(w ∈ Sn) being standard modules (it is in fact an immediate consequence of the
results in [12]). In Section 4 we show that the Ringel dual of Cn is equivalent to
itself, and show that under the equivalence C∆ → (C∨)∆ the standard modules
correspond as Sw 7→ Sw0ww0 (w ∈ Sn). In Section 5 we show the compatibility
between tensor product operation and the Ringel duality functor on Cn.
2 Preliminaries
2.1 Schubert polynomials
A permutation is a bijection from the set of all positive integers to itself which
fixes all but finitely many points. Throughout this paper let us fix a positive
integer n. Let Sn = {w : permutation, w(i) = i (i > n)} and S
(n)
∞ = {w :
permutation, w(n + 1) < w(n+ 2) < · · · }. For i < j, let tij denote the permu-
tation which exchanges i and j and fixes all other points. Let si = ti,i+1. For a
permutation w, let ℓ(w) = #{i < j : w(i) > w(j)}. Let w0 ∈ Sn be the longest
element of Sn, i.e. w0(i) = n + 1 − i (1 ≤ i ≤ n). For w ∈ S
(n)
∞ we define
code(w) = (code(w)1, . . . , code(w)n) ∈ Z
n
≥0 by code(w)i = #{j : i < j, w(i) >
w(j)}: this is usually called the Lehmer code and it uniquely determines w. Note
that if w ∈ Sn we have code(w) ∈ Λn := {(a1, . . . , an) ∈ Z
n : 0 ≤ ai ≤ n− i}.
For a polynomial f = f(x1, . . . , xn) and 1 ≤ i ≤ n − 1, we define ∂if =
f−sif
xi−xi+1
. For each w ∈ S
(n)
∞ we can assign its Schubert polynomial Sw ∈
Z[x1, . . . , xn], which is recursively defined by
• Sw = x
w(1)−1
1 x
w(2)−1
2 · · ·x
w(n)−1
n if w(1) > · · · > w(n), and
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• Swsi = ∂iSw if ℓ(wsi) < ℓ(w).
It is known that the set {Sw : w ∈ Sn} constitutes a Z-linear basis of the
ring Hn = Z[x1, . . . , xn]/I where I is the ideal generated by the homogeneous
symmetric polynomials in x1, . . . , xn of positive degrees. Note also that the
natural map Z[x1, . . . , xn] ։ Hn restricts to an isomorphism of Z-modules⊕
λ∈Λn
Zxλ
∼
→ Hn, where x
λ = xλ11 · · ·x
λn
n ([9, Proposition 2.5.3, Corollary
2.5.6]). We also need the following basic facts:
Proposition 2.1. Let ι : Hn → Hn be the ring automorphism given by xi 7→
−xn+1−i where xi = xi mod I. Then for w ∈ Sn, ι(Sw) = Sw0ww0 .
Remark 2.2. The automorphism ι corresponds to the map between flag vari-
eties which takes a flag to its dual flag: see eg. [4, §10.6, Exercise 13]
Proof. First note that ι◦∂i◦ι = ∂n−i. Thus we only have to check the proposition
for w = w0.
Since the only elements in Hn =
⊕
w∈Sn
ZSw with degree
(
n
2
)
are the con-
stant multiples of Sw0 , we see that ι(Sw0) is a constant multiple of Sw0 . Let
(i1, . . . , il) be a longest word, i.e. l = ℓ(w0) and w = si1 · · · sil . Note that
(n− i1, . . . , n− il) is also a longest word. We have ∂i1 · · · ∂ilSw0 = Sid = 1 and
∂i1 · · · ∂ilι(Sw0 ) = (ι∂n−i1 ι) · · · (ι∂n−il ι)ι(Sw0 ) = ι(∂n−i1 · · · ∂n−ilSw0) = 1.
Thus ι(Sw0) = Sw0 .
Proposition 2.3. For w ∈ S
(n)
∞ r Sn we have Sw ∈ I.
Proof. Since ∂iI ⊂ I for any 1 ≤ i ≤ n − 1, it suffices to show that the
proposition holds in the case w(1) > · · · > w(n). Since in this case Sw =
x
w(1)−1
1 x
w(2)−1
2 · · ·x
w(n)−1
n it is enough to show xn1 ∈ I. This is immediate from
the equation
∏n
i=2(1 − xiu) =
1
1−x1u
=
∑
j≥0 x1
juj in Hn[[u]] since the LHS
has no terms of degrees ≥ n in u.
Schubert polynomials satisfy the following Cauchy identity:
Proposition 2.4 ([8, (5.10)]).
∑
w∈Sn
Sw(x)Sww0(y) =
∏
i+j≤n(xi + yj).
2.2 Kras´kiewicz-Pragacz modules
Let K be a field of characteristic zero. Let b = bn be the Lie algebra of all
upper triangular K-matrices. and let h ⊂ b and n+ ⊂ b be the subalgebra of all
diagonal matrices and the subalgebra of all strictly upper triangular matrices
respectively. Let U(b) and U(n+) be the universal enveloping algebras of b
and n+ respectively. For a U(b)-module M and λ = (λ1, . . . , λn) ∈ Z
n, let
Mλ = {m ∈ M : hm = 〈λ, h〉m (∀h ∈ h)} where 〈λ, h〉 =
∑
λihi. Mλ is called
the λ-weight space of M . If Mλ 6= 0 then λ is said to be a weight of M . If
M =
⊕
λ∈Zn Mλ and each Mλ has finite dimension, then we call that M is a
weight b-module and define ch(M) =
∑
λ dimMλx
λ. From here we only consider
weight b-modules. For 1 ≤ i ≤ j ≤ n, let eij ∈ b be the matrix with 1 at the
(i, j)-position and all other coordinates 0. Let ρ = (n−1, n−2, . . . , 0) ∈ Zn and
1 = (1, . . . , 1) ∈ Zn. Also let αij = (0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0) ∈ Z
n for
1 ≤ i < j ≤ n, where 1 and −1 are at the i-th and j-th positions respectively.
For λ ∈ Zn, let Kλ denote the one-dimensional U(b)-module where h ∈ h
acts by 〈λ, h〉 and n+ acts by 0.
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In [6], Kras´kiewicz and Pragacz defined certain U(b)-modules which here
we call Kras´kiewicz-Pragacz modules or KP modules. Here we use the following
definition. Let w ∈ S
(n)
∞ . Let Kn =
⊕
1≤i≤nKui be the vector representation of
b. For each j ≥ 1, let {i < j : w(i) > w(j)} = {ij,1, . . . , ij,lj} (ij,1 < · · · < ij,lj ),
and let u
(j)
w = uij,1 ∧ · · · ∧ uij,lj ∈
∧lj Kn. Let uw = u
(1)
w ⊗ u
(2)
w ⊗ · · · ∈
⊗
j≥1
∧lj Kn. Then the KP module Sw associated to w is defined as Sw =
U(b)uw = U(n
+)uw.
Example 2.5. If w = si, then uw = ui and thus we have Sw = K
i :=⊕
1≤j≤iKuj.
KP modules have the following property:
Theorem 2.6 ([6, Remark 1.6, Theorem 4.1]). For any w ∈ S
(n)
∞ , Sw is a
weight b-module and ch(Sw) = Sw.
We slightly generalize the notion of KP modules. For λ ∈ Zn, take k ∈ Z so
that λ + k1 ∈ Zn≥0 and define Sλ = Sw ⊗K−k1 (w ∈ S
(n)
∞ , code(w) = λ + k1).
Note that this definition does not depend on the choice of k. We denote by uλ
the generator of Sλ. We also write Sµ = ch(Sµ) for µ ∈ Z
n.
2.3 Highest weight categories
Highest weight categories were first introduced by Cline, Parshall and Scott
([2]). In this paper we use the following definition (cf. [7]):
Definition 2.7. Let C be an abelian K-category with enough projectives and
injectives, such that every object has finite length. Let Λ = (Λ,≤) be a finite
poset indexing the simple objects {L(λ) : λ ∈ Λ} in C (called the weight poset).
Moreover, assume that a family of objects {∆(λ) : λ ∈ Λ} called standard
objects is given. Then C = (C,Λ, {∆(λ)}) is called a highest weight category if
the following axioms hold:
(1) HomC(∆(λ),∆(µ)) = 0 unless λ ≤ µ.
(2) EndC(∆(λ)) ∼= K.
(3) Let P (λ) denote the projective cover of L(λ). Then there exists a surjec-
tion P (λ)։ ∆(λ) such that its kernel admits a filtration whose successive
quotients are of the form ∆(ν) (ν > λ).
Below we list some properties of highest weight categories which are used
in this paper. For the proofs of these see Appendix (or references such as [2],
[10] and [3, Appendix]: the formulations of highest weight categories and these
properties vary with references, and so we collect both the definitions and its
basic properties we use, along with their proofs, in the appendix in order to
adapt them into our settings).
For a highest weight category C and λ ∈ Λ, let C≤λ denote the full subcate-
gory of objects whose simple constituents are all of the form L(µ) (µ ≤ λ). Let
∇(λ) ∈ C be the injective hull of L(λ) in the subcategory C≤λ. The objects ∇(λ)
are called costandard objects. The standard modules can also be characterized
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in this way: ∆(λ) is the projective cover of L(λ) in C≤λ. More generally, for
any order ideal Λ′ containing λ as one of its maximal elements, ∆(λ) is the
projective cover of L(λ) in the full subcategory CΛ′ of modules whose simple
constituents are L(µ) with µ ∈ Λ′ (Proposition A.6).
A standard (resp. costandard) filtration of an object M ∈ C is a filtration
such that each of its successive quotients is isomorphic to some standard (resp.
costandard) object. For a highest weight category C let C∆ denote the subcat-
egory of all objects having standard filtrations.
Proposition 2.8 (Proposition A.7). HomC(∆(λ),∇(µ)) ∼= K if λ = µ and
0 otherwise, and ExtiC(∆(λ),∇(µ)) = 0 for i ≥ 1. Hence if M ∈ C has a
standard (resp. costandard) filtration, then for any λ ∈ Λ, the number of times
∆(λ) (resp. ∇(λ)) appears in (any) standard (resp. costandard) filtration is
dimHomC(M,∇(λ)) (resp. dimHomC(∆(λ),M)).
Proposition 2.9 (Proposition A.9). Let M ∈ C∆ and let Λ′ ⊂ Λ be an order
ideal. Let MΛ
′
be the largest quotient of M each of whose simple constituent is
isomorphic to some L(λ) (λ ∈ Λ′). Note that the existence of such a quotient
follows from the finiteness of the length of M . Then MΛ
′
and Ker(M ։MΛ
′
)
have filtrations whose subquotients are of the form ∆(λ) (λ ∈ Λ′) and ∆(µ)
(µ ∈ ΛrΛ′) respectively. If λ ∈ Λ′ is a maximal element in Λ′, then Ker(MΛ
′
։
MΛ
′
r{λ}) is isomorphic to a direct sum of some copies of ∆(λ) (note that the
former statement follows from this one).
An object M ∈ C is called a tilting or a tilting object if M ∈ C∆ and
Ext1(∆(λ),M) = 0 for all λ ∈ Λ. In [10] Ringel showed the following results:
Proposition 2.10 (Proposition A.14). For each λ, there exists a unique (up
to isomorphism) tilting T (λ) which is indecomposable and has the property that
there exists an injection ∆(λ) →֒ T (λ) whose cokernel admits a filtration by the
objects of the form ∆(µ) (µ < λ). Moreover, every tilting is a direct sum of the
objects T (λ) (λ ∈ Λ).
Proposition 2.11 (Proposition A.18, A.19, A.20). Let T be a tilting which
contains every T (λ) at least once as its direct summand (such T is called a full
tilting). Then the category C∨ of all finite dimensional left EndC(T )-modules
(which in fact does not depend, up to equivalence, on a choice of T ), called
the Ringel dual of C, is again a highest weight category with standard objects
∆∨(λ) = HomC(∆(λ), T ) and the weight poset Λ
op, the opposite poset of Λ.
Moreover, the contravariant functor F : C → C∨ given by FM = HomC(M,T )
restricts to a contravariant equivalence between C∆ and (C∨)∆, and gives an
isomorphism ExtiC(M,N)
∼= ExtiC∨(FN,FM) for any M,N ∈ C
∆ and any
i ≥ 0.
3 KP modules and highest weight categories
In this section we introduce certain highest weight categories whose standard
modules are KP modules, using the results from [12]. As we noted in the
introduction, the ordering of the weights used here is different from the usual
root order on the weight lattices.
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Let us introduce two ordering relations on Zn≥0 as follows. For λ = code(w)
and µ = code(v) (λ, µ ∈ Zn≥0, w, v ∈ S
(n)
∞ ) with ℓ(w) = ℓ(v), we define λ <
µ ⇐⇒ w−1 >
lex
v−1 and λ <′ µ ⇐⇒ w−1 >
rlex
v−1 (if ℓ(w) 6= ℓ(v) we define λ
and µ to be incomparable). Here for two permutations x and y, x >
lex
y (resp.
x >
rlex
y) if there exists an i such that x(j) = y(j) for any j < i (resp. j > i)
and x(i) > y(i). We write λ ≺ µ if both λ < µ and λ <′ µ hold. For general
λ, µ ∈ Zn, take k ∈ Z so that λ + k1, µ + k1 ∈ Zn≥0, and write λ < µ (resp.
λ <′ µ, λ ≺ µ) iff λ+ k1 < µ+ k1 (resp. λ + k1 <′ µ+ k1, λ+ k1 ≺ µ+ k1).
This definition does not depend on k. As we have shown in [12, Lemma 6.2],
λ < µ if and only if ρ− λ <′ ρ− µ.
It can be seen that Λn is an order ideal of Z
n with respect to ≺, using [12,
Lemma 6.2] and the argument in the proof of [12, Lemma 6.3].
Theorem 3.1. Let Λ ⊂ Zn be a finite order ideal with respect to the ordering ≺.
Let CΛ be the category of all weight b-modules whose weights are in Λ (note that
this notation agrees with the notation in the theory of highest weight categories,
since the simple objects in the category of weight b-modules are just the one-
dimensional modules Kµ). Then CΛ is a highest weight category with weight
poset (Λ,≺) and standard objects {Sλ : λ ∈ Λ}. In particular, Cn := CΛn is a
highest weight category.
Proof. In [12, Proposition 6.4] we showed that if λ, µ ∈ Zn and (Sµ)λ 6= 0 then
λ  µ (more precisely, λ ≤ µ follows from (1) in the proof of [12, Proposition
6.4], and λ ≤′ µ follows from (2) in the same proof and [12, Lemma 6.2]). If
Hom(Sλ,Sµ) 6= 0, then (Sµ)λ 6= 0 must hold since Sλ is generated by an element
of weight λ, and thus λ  µ. This verifies (1) in the definition of highest weight
category. (2) also follows since (Sλ)λ = Kuλ.
Let us verify (3). Let the elements of Λ be indexed as λ1, . . . , λl so that
λi ≺ λj implies i < j. Then {λ1, . . . , λi} is an order ideal. Let λ = λk ∈ Λ.
Let Pλ be the projective cover of Kλ in the category of all weight b-modules, so
Pλ ∼= U(b)/〈h− 〈λ, h〉〉h∈h.
Let P i denote the largest quotient of Pλ such that all of its weights are in
{λ1, . . . , λi}. Note that P i is the projective cover of Kλ in C{λ1,...,λi} for i ≥ k.
In particular, P l is the projective cover of Kλ in CΛ, and P
k ∼= Sλ as we showed
in [12, Proposition 6.4]. The same argument as in the proof of [12, Lemma 7.1]
shows that the kernel Ker(P i ։ P i−1) of the natural surjection is isomorphic
to a direct sum of some copies of Sλi . Thus
0 ⊂ Ker(P l ։ P l−1) ⊂ Ker(P l ։ P l−2) ⊂ · · · ⊂ Ker(P l ։ P k) ⊂ P l
is a KP filtration, and the last successive quotient is isomorphic to P k ∼= Sλ.
This shows (3).
From [12, Proposition 6.4] (and [12, Lemma 6.2]) we see that the costandard
modules in CΛ are {S
∗
ρ−λ ⊗Kρ : λ ∈ Λ}.
Remark 3.2. It is easy to see that the projective cover of Kλ in CΛ (λ ∈
Λ ⊂ Zn) is given by the largest quotient (Pλ)
Λ of Pλ each of whose simple
constituents are L(µ) (µ ∈ Λ). Thus from the theorem above we see that
Sλ ∼= (Pλ)
Λ for any order ideal Λ ⊂ (Zn,≺) containing λ as one of its maximal
elements.
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Let Λ ⊂ (Zn,≺) be an order ideal and λ ∈ Λ be one of its maximal element
as above. If a weight b-module M is generated by an element of weight λ then
M is a quotient of Pλ. So if in addition M ∈ CΛ then it follows that M is in
fact a quotient of Sλ.
4 Ringel dual of Cn
In this section we show the following:
Theorem 4.1. The Ringel dual of the highest weight category Cn is equivalent
to Cn itself. The functor F in Proposition 2.11 acts on the standard modules by
F (Sw) = Sw0ww0 .
From this theorem in particular we obtain the following symmetry relation
for the Hom and Ext groups between KP modules:
Corollary 4.2. ExtiCn(Sw,Sv)
∼= ExtiCn(Sw0vw0 ,Sw0ww0) for any w, v ∈ Sn and
any i ≥ 0. 
Remark 4.3. Since Λn is an order ideal in (Z
n,≺), by the same argument as
in [12, Lemma 7.1] it holds that ExtiCn(M,N)
∼= Exti(M,N) (Ext group in the
category of all weight b-modules) for any M,N ∈ Cn. Hence Corollary 4.2 in
fact shows Exti(Sw ,Sv) ∼= Ext
i(Sw0vw0 ,Sw0ww0).
Remark 4.4. By Theorem 4.1, we have a functor defined as the composition
of Cn
F
→ Cn →֒ Cn+1
F
→ Cn+1. By the theorem we see that this functor acts
on the standard modules by Sw 7→ S1×w, where 1 × w ∈ Sn+1 is defined by
(1×w)(1) = 1, (1×w)(i+ 1) = w(i) + 1 (1 ≤ i ≤ n). By the corollary and the
remark above we see that the Ext groups between KP modules are stable under
shifting, i.e. Exti(Sw,Sv) ∼= Ext
i(S1×w,S1×v).
Let us move to the proof of Theorem 4.1. First we prepare some definitions
and results. For λ = code(w) ∈ Λn define λ = code(w0ww0). Note that
by definition, for λ, µ ∈ Λn, λ ≤ µ iff λ ≥
′ µ. For each λ ∈ Λn, define
T (λ) =
⊗
1≤j≤n−1
∧λj Kn−j .
As we showed in the proof of [13, Lemma 4.2], T (λ) has a filtration whose
subquotients are of the form Sµ (µ ∈ Λn, µ  λ). Since ρ− λ = ρ − λ we have
T (λ) ∼= T (ρ− λ)∗ ⊗Kρ, and thus T (λ) also has a filtration whose subquotients
are of the form S∗ρ−ν ⊗Kρ (ν ∈ Λn, ν  λ). Thus by Proposition 2.8 we see that
Ext1(Sµ, T (λ)) = 0 for all µ ∈ Λn. Thus T (λ) is a tilting in Cn.
Since the weights of Sµ are all µ ([12, Proposition 6.4]), the weights of T (λ)
are all  λ and the weight space T (λ)λ is one-dimensional. By these properties
we see that T (λ) contains the indecomposable tilting module corresponding to
λ (in fact, we will see that T (λ) is an indecomposable tilting). So if we define
T =
⊕
λ∈Λn
T (λ) ∼=
∧•
(Kn−1 ⊕Kn−2 ⊕ · · · ⊕K1), then T is a full tilting.
By Proposition 2.9, ifM has a standard filtration, then Ker(M≤
′λ
։M<
′λ)
is isomorphic to a direct sum of copies of Sλ, where M
≤′λ and M<
′λ are the
largest quotients of M whose weights are all ≤′ λ and <′ λ respectively. In
this case we see, by the same argument as in the proof of [12, Theorem 8.1]
(using the ordering ≤′ instead of ≤), that the isomorphism can be written as
Sλ ⊗ (M
≤′λ)λ ∋ xuλ ⊗ v 7→ xv ∈ Ker(M
≤′λ
։ M<
′λ), where on the left-hand
side b acts only on Sλ.
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Proof of Theorem 4.1. Let C = Cn. Throughout this proof and thereafter we
write Hom, End and Exti for HomC , EndC and Ext
i
C respectively.
Let b′ =
⊕
i≤j Ke
′
ij be a copy of b. We define an action of b
′ on T which
commutes with the action of b as follows. Take a basis {uij : i, j ≥ 1, i+ j ≤ n}
of Kn−1⊕ · · · ⊕K1 so that the action of b is given by epquij = δqiupj . Then we
define the action of b′ on Kn−1 ⊕ · · · ⊕K1 by e′pquij = δqjuip, and define the
action on T as the one induced from this action. In other words, if −′ : T → T
is the involution given by u′ij = uji, then e
′
ij = −
′ ◦ eij ◦ −
′. Since the actions
of b and b′ commute, we have an algebra homomorphism U(b) ∼= U(b′) →
Endb(T ), and thus an Endb(T )-module can be naturally seen as a U(b)-module
(beware that, as we have remarked before, we will simply write End(T ) to
mean Endb(T ) = EndC(T ) hereafter). If M is an End(T )-module, then its
weight-space decomposition as a U(b)-module is given by M =
⊕
λ∈Λn
Mλ =⊕
λ∈Λn
πλM , where πλ ∈ End(T ) is the projection T =
⊕
µ∈Λn
T (µ) ։ T (λ);
in particular the weights of M are all in Λn. So we have a functor C
∨ =
End(T )-mod→ C. We want to show that this functor is an equivalence and the
composition C
F=Hom(−,T )
−→ C∨
∼
→ C sends Sw to Sw0ww0 .
First we show the second claim. By definition, Sw is isomorphic to the b-
submodule of T generated by
∧
i<j,w(i)>w(j) ui,n+1−j ; hereafter we identify uw
with this element. Note that u′w = ±uw0ww0 . We have an injective homo-
morphism Sw0ww0 → Hom(Sw, T ) given by xuw0ww0 7→ (v 7→ x
′v) (x ∈ U(b)):
it is well-defined since xuw0ww0 = 0 implies x
′yuw = y(xuw0ww0)
′ = 0 for
any y ∈ U(b), and it is injective because v 7→ x′v maps uw = ±u
′
w0ww0
to
±(xuw0ww0)
′. Since T has a costandard filtration, by Proposition 2.8 the di-
mension of Hom(Sw, T ) is equal to the number of times the costandard module
S∗w0w ⊗ Kρ appears in (any) costandard filtration of T . Since T
∼= T ∗ ⊗ Kρ,
this number is equal to the number of times Sw0w appears in (any) standard
filtration of T . From Cauchy identity we see that ch(T ) =
∏
(xi + 1)
n−i =∑
v∈Sn
Sv(x)Svw0 (1), and thus we see that dimHom(Sw, T ) = Sw0ww0(1) =
dimSw0ww0 . So the injection above is in fact an isomorphism and this shows
the second claim.
Now let us show that the functor C∨ → C given above is an equivalence.
First we note the following thing. Define an algebra A = U(b)/I, where I is
the two-sided ideal generated by all elements in U(h) = S(h) ∼= K[h∗] which
vanish on Λn (here Λn ⊂ Z
n is identified with a subset of h∗ via the pairing
〈λ, h〉 =
∑
i λihi introduced before). Then the objects in C, i.e. weight b-
modules with weights in Λn, are just the finite dimensional A-modules (note
that A-modules automatically have weight decompositions since any element
pλ ∈ K[h
∗] such that pλ(µ) = δλµ (∀µ ∈ Λn) acts as a projection onto the
λ-weight space). Thus it suffices to show that the map
ϕ : A ∋ a 7→ (b′-action of a on T ) ∈ End(T )
is an isomorphism. We note here that A has an algebra anti-automorphism ι
defined by ι(h) = 〈ρ, h〉 − h (h ∈ h) and ι(eij) = −eij (1 ≤ i < j ≤ n). For each
λ ∈ Λn take pλ ∈ A as above. Note that ι(pλ) = pρ−λ.
Let 0 ≤ d ≤
(
n
2
)
. It suffices to show that ϕ induces an isomorphism between
Ad :=
∑
λ1+···+λn=d
ApλA and End(T )d := End(
∧d
(Kn−1⊕· · ·⊕K1)), since as
algebras A =
⊕
dAd (this follows easily from hpλ = pλh and eijpλ = pλ−αij eij)
and End(T ) =
⊕
d End(T )d. So let us fix such d hereafter in this proof. Let
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the elements of {λ ∈ Λn :
∑
λi = d} be λ
(1) > λ(2) > · · · > λ(r). Note
λ(1) <′ λ(2) <′ · · · <′ λ(r). Define Ik =
∑
µ≥λ(k) ApµA. Also define Jk =
Hom(T≤
′λ(k) , T ) ⊂ End(T ) where T≤
′λ(k) is the largest quotient of T whose
weights are all ≤′ λ(k). In other words, Jk consists of all morphisms in End(T )
which vanishes on the weight spaces Tµ (µ 6≤
′ λ(k)). Define I0 = 0 and J0 = 0.
Note that I0 ⊂ · · · ⊂ Ir = Ad and J0 ⊂ · · · ⊂ Jr = End(T )d. It suffices to show
that ϕ(Ik) ⊂ Jk and that ϕ induces an isomorphism Ik/Ik−1 → Jk/Jk−1 for all
1 ≤ k ≤ r.
Fix 1 ≤ k ≤ r. Let λ = λ(k). The first claim ϕ(Ik) ⊂ Jk follows since for
µ ≥ λ, pµ acts on T as the projection onto T (µ), and every weight ν of T (µ)
satisfies ν ≤′ µ ≤′ λ. Let us now show that the induced map Ik/Ik−1 → Jk/Jk−1
is an isomorphism. We show that Ik/Ik−1 and Jk/Jk−1 are both isomorphic to
Sλ⊗Sρ−λ as vector spaces and that the composition of isomorphisms Ik/Ik−1 ∼=
Sλ ⊗ Sρ−λ ∼= Jk/Jk−1 coincides with the map induced from ϕ.
We first show that Ik/Ik−1 ∼= Sλ ⊗ Sρ−λ. First note that A is a projective
object in C = A-mod. Since projective objects in C have standard filtrations, A
has a standard filtration.
By definition, A/Ik ∼= A
<λ andA/Ik−1 ∼= A
≤λ, and thus Ik/Ik−1 ∼= Ker(A
≤λ →
A<λ). By Proposition 2.9 this is a direct sum of m copies of Sλ, where m is the
number of times Sλ appears in a standard filtration of A. This number m can be
calculated, by Proposition 2.8, as dimHom(A,S∗ρ−λ⊗Kρ) = dim(S
∗
ρ−λ⊗Kρ) =
dimSρ−λ. Thus Sλ ⊗ Sρ−λ and Ik/Ik−1 have the same dimensions. We claim
that the map Sλ ⊗ Sρ−λ ∋ xuλ ⊗ yuρ−λ 7→ xpλι(y) = ι(yι(xpλ)) ∈ Ik/Ik−1
is well-defined. To see this, first observe that the weights of Ik/Ik−1 (resp.
ι(Ik/Ik−1) are all ≤ λ (resp. ≤
′ ρ − λ). Thus the submodule of Ik/Ik−1 (resp.
ι(Ik/Ik−1)) generated by pλι(y) (resp. ι(xpλ)) is a quotient of Sλ (resp. Sρ−λ)
by Remark 3.2, and thus xuλ = 0 (resp. yuρ−λ = 0) implies xpλι(y) = 0 (resp.
yι(xpλ) = 0). This verifies the well-definedness of the map above. It is clear
that the map above is a surjection. By the equality of dimensions this is in fact
an isomorphism.
Next we show Jk/Jk−1 ∼= Sλ ⊗ Sρ−λ. Since T
<′λ has a standard filtration
by Proposition 2.9, Ext1(T<
′λ, T ) vanishes. So Jk/Jk−1 ∼= Hom(Ker(T
≤′λ
։
T<
′λ), T ) via the restriction map. The right-hand side is isomorphic to Hom(Sλ⊗
(T≤
′λ)λ, T )
∼= ((T≤
′λ)λ)
∗ ⊗Hom(Sλ, T ) by the remark before the proof. As we
have seen above, Hom(Sλ, T )
∼= Sλ. On the other hand, since T ∼= T
∗ ⊗ Kρ,
((T≤
′λ)λ)
∗ ∼= (T≤µ)µ where µ = ρ − λ and T≤µ denotes the largest sub-
module of T whose weights are ≤ µ. Since Sµ ∼= (Pµ)
≤µ we have (T≤µ)µ ∼=
Hom(Pµ, T≤µ) ∼= Hom(Sµ, T≤µ) ∼= Hom(Sµ, T ) ∼= Sµ = Sρ−λ.
Now we show that the composition of these isomorphisms coincides with
the map induced from ϕ, up to a sign depending only on λ. Chasing the iso-
morphisms we see that it suffices to show ϕ(xpλy)(τ) = 〈ι(y)
′uρ−λ, τ〉x
′uλ,
up to a sign depending only on λ, for all τ ∈ Tλ and all x, y ∈ A, where
〈−,−〉 is a natural bilinear form on T defined by T ⊗ T
mult.
→ T =
∧•(Kn−1 ⊕
· · · ⊕ K1) ։
∧(n2)(Kn−1 ⊕ · · · ⊕ K1) ∼= K. Note that from the definition we
see that 〈u, x′v〉 = 〈ι(x)′u, v〉 holds for any u, v ∈ T and x ∈ A. First we
have ϕ(xpλy)(τ) = x
′p′λy
′τ . Here p′λy
′τ ∈ T (λ)λ so it must be a constant
multiple of uλ. Using the pairing defined above we see that this is equal to
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±〈p′λy
′τ, uρ−λ〉uλ with the sign depending only on λ, since uλ ∧ uρ−λ = ±uw0.
Since 〈p′λy
′τ, uρ−λ〉 = 〈τ, ι(y)
′p′ρ−λuρ−λ〉 = 〈τ, ι(y)
′uρ−λ〉 we are done.
Remark 4.5. By the isomorphism End(T ) ∼= A above we have End(T (λ)) ∼=
pλApλ. But it can be seen, using pλh = hpλ (h ∈ h) and pλeij = eijpλ−αij , that
pλApλ ∼= K. So we see that T (λ) is in fact an indecomposable tilting.
Remark 4.6. The full tilting module T introduced above has a relation with
double Schubert functor introduced by Sam ([11]). Since the actions of b and
b′ commute, the direct sum b ⊕ b′, which is isomorphic to the even part of
the Lie superalgebra b(n|n) (notation as in [11]), naturally acts on T . Then
it is possible to define an action of the odd part of b(n|n) on T so that T is
isomorphic to the double Schubert functor image Sw0(V
•) defined there.
5 Compatibility of Ringel duality with tensor
product
In this section we show that the tensor product operation and the Ringel duality
functor F = Hom(−, T ) (T =
∧
(Kn−1 ⊕ · · · ⊕K1) as above) are in some sense
compatible with each other. To be precise, we show the following:
Theorem 5.1. LetM,N ∈ Cn have standard filtrations. Then F ((M⊗N)
Λn) ∼=
(FM ⊗ FN)Λn , where for a weight b-module L, LΛn ∈ Cn denotes the largest
quotient of L which is in Cn.
Let C+ be the category of all finite dimensional weight b-modules whose
weights are in Zn≥0. Note that if M,N ∈ C+ then M ⊗ N ∈ C+. Using the
terminology from highest weight categories we say that M ∈ C+ has a standard
filtration if M has a filtration whose successive quotients are of the form Sλ
(λ ∈ Zn≥0). Note that, as we showed in [13], if M,N ∈ C+ have standard
filtrations then M ⊗N also has a standard filtration.
Remark 5.2. If L ∈ C+ has a standard filtration, then as we show below,
ch(LΛn) = ch(L) holds in the ring Hn. So, together with Theorem 4.1, this
theorem can be seen as a module theoretic counterpart of Proposition 2.1; i.e.
the claim that Sw 7→ Sw0ww0 is a ring automorphism on Hn.
First we prepare some lemmas.
Lemma 5.3. Let ι : Hn → Hn be the ring automorphism in Proposition 2.1. If
M ∈ C+ has a standard filtration, then ch(FM) = ι(ch(M)) in Hn.
Proof. Since the extensions of KP modules with T vanish, if we have an exact
sequence 0→ L→M → N → 0 with L,M,N ∈ C+ having standard filtrations,
then 0 → FN → FM → FL → 0 is exact. Thus we only have to show the
lemma for M = Sw (w ∈ S
(n)
∞ ).
The case w ∈ Sn follows from Theorem 4.1. If w ∈ S
(n)
∞ r Sn then we have
FSw = Hom(Sw, T ) = 0 since Sw is generated by an element of weight code(w)
while the weight space Tcode(w) is zero. Thus the lemma follows for this case
since Sw = 0 in Hn.
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Lemma 5.4. Let M ∈ C+ have a standard filtration. Then ch(M
Λn) = ch(M)
as elements of Hn. If M ∈ Cn is a quotient of M and ch(M) = ch(M) in Hn,
then M ∼= MΛn .
Proof. By Proposition 2.9, Ker(M ։MΛn) has a filtration whose subquotients
are of the form Sv (v ∈ S
(n)
∞ rSn). Thus ch(M) = ch(M
Λn)+(a linear combination of Sv (v ∈ S
(n)
∞ r Sn)),
and the second term vanishes in Hn by Proposition 2.3. The second claim fol-
lows from the first claim since
⊕
λ∈Λn
Zxλ ∼= Hn.
Lemma 5.5. Let M,N ∈ C+ have standard filtrations. Suppose that the mor-
phism FM ⊗ FN → F (M ⊗N) given by ϕ ⊗ ψ 7→ (m ⊗ n 7→ ϕ(m) ∧ ψ(n)) is
surjective. Then it induces an isomorphism (FM ⊗ FN)Λn ∼= F (M ⊗ N) (∼=
F ((M ⊗N)Λn)).
Proof. We have, as vector spaces, F (M⊗N) = Hom(M⊗N, T ) =
⊕
λ∈Λn
Hom(M⊗
N, T (λ)). It can be seen that Hom(M ⊗ N, T (λ)) is the λ-weight space of the
b-module F (M ⊗ N). Thus F (M ⊗N) ∈ Cn. By Lemma 5.3 we have, in Hn,
ch(F (M ⊗N)) = ι(ch(M)ch(N)) = ι(ch(M))ι(ch(N)) = ch(FM ⊗ FN). Thus
the claim follows from the second statement in Lemma 5.4.
For M,N ∈ C+ having standard filtrations, let P(M,N) be the claim that
the map FM⊗FN → F (M⊗N) above is surjective (and thus (FM⊗FN)Λn ∼=
F ((M ⊗N)Λn)).
Lemma 5.6. Let L,M,N,X ∈ C+ have standard filtrations. Then the following
implications hold:
(1) If L is a direct sum component of M then P(M,X) implies P(L,X).
(2) Suppose that there exists an exact sequence 0→ L→M → N → 0. Then
P(L,X) ∧ P(N,X) =⇒ P(M,X) and P(M,X) =⇒ P(L,X) hold (in
fact P(M,X) also implies P(N,X), but we do not need it here).
(3) P(L,M) and P(L⊗M,N) implies P(L,M ⊗N).
Proof. (1) is clear since F preserves direct sums.
(2) We have a commutative diagram
0 −−−−→ FN ⊗ FX −−−−→ FM ⊗ FX −−−−→ FL⊗ FX −−−−→ 0

y

y

y
0 −−−−→ F (N ⊗X) −−−−→ F (M ⊗X) −−−−→ F (L ⊗X) −−−−→ 0.
Here the rows are exact since Ext1(N, T ) and Ext1(N⊗X,T ) vanish. This
shows P(L,X) ∧ P(N,X) =⇒ P(M,X) and P(M,X) =⇒ P(L,X).
(3) This holds since
FL⊗ FM ⊗ FN −−−−→ F (L⊗M)⊗ FN


y


y
FL⊗ F (M ⊗N) −−−−→ F (L⊗M ⊗N)
commutes.
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Lemma 5.7. Let M ∈ C+ have a standard filtration. Let λ ∈ Λn. Let V ⊂
Hom(M,T ) be the submodule consisting of all homomorphisms which vanish on
the µ-weight spaces for any µ > λ (it is a submodule since the action of b′ on T
preserves weights with respect to h ⊂ b). Then Hom(M,T )/V ∼= Hom(M,T )<
′λ,
the largest quotient of Hom(M,T ) whose weights are all <′ λ (recall that for
λ = code(w) ∈ Λn we defined λ = code(w0ww0)).
Proof. It suffices to show that the characters of both sides coincide.
First note that V = Hom(M 6>λ, T ) where M 6>λ is the largest quotient of
M whose weights are all 6> λ. From Proposition 2.9 we see that M 6>λ has a
standard filtration and, if ch(M) =
∑
µ cµSµ, then the number of times Sµ
appears in a standard filtration of M 6>λ is cµ if µ 6> λ and 0 otherwise. Thus
we see from Theorem 4.1 that ch(V ) = ch(Hom(M 6>λ, T )) =
∑
µ∈Λn,µ6>λ
cµSµ.
We also see from Theorem 4.1 that Hom(M,T ) has a a standard filtration with
Sµ appearing cµ times for each µ ∈ Λn. Thus ch(Hom(M,T )) =
∑
µ∈Λn
cµSµ.
So ch(Hom(M,T )/V ) =
∑
µ∈Λn,µ>λ
cµSµ.
On the other hand, since Hom(M,T ) has a standard filtration, by Proposi-
tion 2.9 we see ch(Hom(M,T )<
′λ) =
∑
µ∈Λn,µ<′λ
cµSµ =
∑
µ∈Λn,µ<′λ
cµSµ =∑
µ∈Λn,µ>λ
cµSµ = ch(Hom(M,T )/V ). This shows the claim.
Recall from the proof of Theorem 4.1 that T has an action of b′, a copy of b,
defined by e′ijupq = δjqupi, which commutes with the usual action of b. Recall
also that we have identified uw with
∧
(i,j)∈J(w) ui,j ∈ T where J(w) = {(i, j) :
i < j, w(i) > w(j)}.
We write w = w0ww0 (w ∈ Sn) and k = n+ 1− k (1 ≤ k ≤ n). For w ∈ Sn
and p < q let mpq(w) = #{r > q : w(p) < w(r) < w(q)}. This number is
precisely the number of 1 ≤ r ≤ n such that (q, r) ∈ J(w) while (p, r) 6∈ J(w).
So in particular, if (q, r) ∈ J(w) then e
mpq(w)
pq uw = (const.) · (upr ∧ · · · ) (it
does not matter whether (p, r) ∈ J(w) or not) and thus upr ∧ e
mpq(w)
pq uw = 0.
Similarly, if (r, p) ∈ J(w) then ur,q ∧ (e
′
q,p)
mq,p(w)uw = 0.
Lemma 5.8. Let w ∈ Sn and 1 ≤ i ≤ n−1. For 1 ≤ p, p
′ ≤ i and i+1 ≤ q, q′ ≤
n such that ℓ(wtpq) = ℓ(wtp′q′) = ℓ(w)+1, if (e
′
q′,p′
)
m
q′ ,p′
(w)
e
mpq(w)
pq uw∧up,q′ 6= 0
then w(p) ≤ w(p′) and w(q) ≤ w(q′). Moreover, (e′q,p)
mq,p(w)e
mpq(w)
pq uw ∧ up,q
is a nonzero multiple of uwtpq .
Proof. First we note that the operations e′
q′,p′
, epq and (− ∧ up,q′) on T all
commute with each other. We have the following observations.
(1) If p < p′ and w(p) > w(p′) then (p, p′) ∈ J(w). Thus in this case
(e′
q′,p′
)
m
q′ ,p′
(w)
e
mpq(w)
pq uw ∧ up,q′ = 0 since (e
′
q′,p′
)
m
q′ ,p′
(w)
uw ∧ up,q′ = 0.
(2) If q < q′ and w(q) > w(q′) then (q, q′) ∈ J(w). Thus in this case
(e′
q′,p′
)
m
q′ ,p′
(w)
e
mpq(w)
pq uw ∧ up,q′ = 0 since e
mpq(w)
pq uw ∧ up,q′ = 0.
(3) If w(p) > w(q′) then (p, q′) ∈ J(w) (note that p < q′ holds automatically).
Thus in this case (e′
q′,p′
)
m
q′,p′
(w)
e
mpq(w)
pq uw∧up,q′ = 0 since uw∧up,q′ = 0.
Assume (e′
q′,p′
)
m
q′ ,p′
(w)
e
mpq(w)
pq uw∧up,q′ 6= 0. First we see that w(p) < w(q
′)
by (3) above. If w(p′) < w(p) < w(q′) then by ℓ(wtp′q′) = ℓ(w) + 1 we have
12
p < p′, but then it contradicts to (1) above. Thus w(p) ≤ w(p′). By a similar
argument (using (2) instead of (1)) we see w(q) ≤ w(q′). This shows the first
claim.
It can be seen that J(wtpq) = J(w) ∪ ({p} ×X)r ({q} ×X) ∪ (Y × {q})r
(Y × {p}) ∪ {(p, q)} where X = {r : q < r, w(p) < w(r) < w(q)} and Y = {r :
r < p,w(p) < w(r) < w(q)} = {r : r > p,w(q) < w(r) < w(p)}. This shows the
second claim.
Proof of Theorem 5.1. First we show that P(Sw,Ssi) holds for any w ∈ Sn and
any 1 ≤ i ≤ n− 1.
Recall that the isomorphism Sw → Hom(Sw, T ) was given by xuw 7→ (v 7→
x′v). Thus we want to show that the map ϕ : Sw ⊗K
n−i → F (Sw ⊗K
i) given
by yuw ⊗ uq 7→ (xuw ⊗ up 7→ xy
′uw ∧ upq) is a surjection.
Let (p1, q1), . . . , (pr, qr) be all the pairs (p, q) such that 1 ≤ p ≤ i < q ≤ n
and ℓ(wtpq) = ℓ(w) + 1, ordered by the lexicographic order of (w(p), w(q)).
Let wk = wtpkqk . Then code(w
1) < · · · < code(wr) and code(w1) >′ · · · >′
code(wr).
For an x ∈ Sn and 1 ≤ p < q ≤ n+1 such that ℓ(xtpq) = ℓ(x)+1, let vpq(x) =
e
mpq(x)
pq ux ⊗ up ∈ Sx ⊗K
n (note that this definition is also valid for q = n+ 1
since mpq(x) = 0 in such case). Note that vpq(x) has weight code(xtpq). As we
showed in [13, Lemma 3.3], {vpq(x) : 1 ≤ p ≤ i < q ≤ n+ 1, ℓ(xtpq) = ℓ(x) + 1}
generates Sx ⊗K
i as a b-module.
For 0 ≤ k ≤ r, let Uk be the submodule of Sw ⊗K
i generated by vpl,ql(w)
(l > k) together with vj,n+1(w) (1 ≤ j ≤ i, ℓ(wtj,n+1) = ℓ(w) + 1). Note
that U0 = Sw ⊗K
i. From the result of [13, §3] we see that Uk−1/Uk ∼= Swk . In
particular the weights of Uk−1/Uk is all ≤ code(w
k), and since code(w1) ≤ · · · ≤
code(wk) we see that the weights of (Sw⊗K
i)/Uk are all ≤ code(w
k). Moreover,
Ur has a filtration by modules Swtj,n+1 , and thus ch(Ur) = 0 in Hn. Therefore
(Sw ⊗ K
i)/Ur ∼= (Sw ⊗ K
i)Λn by Lemma 5.4 (note that (Sw ⊗ K
i)/Ur ∈ Cn
since Sw1 , . . . ,Swr ∈ Cn).
Let Vk (k = 1, . . . , r) be the submodule of F (Sw ⊗K
i) = Hom(Sw ⊗K
i, T )
consisting of the homomorphisms which vanish on the µ-weight spaces for any
µ > code(wk). By Lemma 5.7, F (Sw ⊗ K
i)/Vk ∼= F (Sw ⊗ K
i)<
′code(wk) (1 ≤
k ≤ r). We see Vr = F (Sw ⊗K
i) since by the argument above the weights of
(Sw ⊗K
i)Λn are all ≤ code(wr). We also set V0 = 0.
Note that the constituents in a standard filtration of F (Sw⊗K
i) are S
w1
, . . . ,Swr
by Theorem 4.1. In particular, the only constituent Sx with code(wk−1) >
′
code(x) ≥′ code(wk) is S
wk
. Thus Vk/Vk−1 ∼= Ker(F (Sw ⊗K
i)<
′code(wk−1)
։
F (Sw ⊗ K
i)<
′code(wk)) ∼= S
wk
by Proposition 2.9. In particular any nonzero
element of weight code(wk) in Vk/Vk−1 generates Vk/Vk−1.
We show ϕ(vqk ,pk(w)) ∈ Vk r Vk−1 for each k. Note that the desired surjec-
tivity of ϕ follows from this claim since it shows that ϕ(vqk,pk(w)) + Vk−1 is a
cyclic generator of Vk/Vk−1, i.e. U(b)(ϕ(vqk ,pk(w)) + Vk−1) = Vk.
For 1 ≤ k, l ≤ r we have ϕ(vqk,pk(w))(vpl,ql(w)) = (e
mplql (w)
plql (e
′
qk,pk
)mqk,pk (w)uw)∧
upl,qk . By Lemma 5.8, if ϕ(vqk,pk(w))(vpl,ql(w)) 6= 0 then w(pl) ≤ w(pk) and
w(ql) ≤ w(qk) and thus in particular l ≤ k. Thus ϕ(vqk,pk(w)) induces a map
(Sw ⊗ K
i)/Uk → T (note that the elements vj,n+1(w) obviously vanish un-
der ϕ(vqk,pk(w)) since T does not have the corresponding weights). Since the
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weights of (Sw ⊗ K
i)/Uk are all ≤ code(w
k), this shows ϕ(vqk,pk(w)) ∈ Vk.
Moreover ϕ(vqk ,pk(w))(vpk ,qk(w)) 6= 0 by Lemma 5.8, and since vpk,qk(w) has
weight code(wk) this shows ϕ(vqk ,pk(w)) 6∈ Vk−1. Therefore we checked the
claim and thus P(Sw,Ssi) follows.
Now we can proceed to the general case. From (2) of Lemma 5.6 we see
that P(M,Ssi) holds for any M having a standard filtration. Since if M has a
standard filtration thenM⊗Ssi also has a standard filtration, (3) of Lemma 5.6
shows that P(M,Ssi ⊗ Ssj ⊗ · · · ) holds for any i, j, . . . and any M . Then from
(1) of Lemma 5.6 we see that P(M,T (λ)) holds for any λ and any M , since
T (λ) is a direct sum component of
⊗
1≤i≤n−1(Ssn−i)
⊗λi . Thus again from (2)
of Lemma 5.6 we get P(M,Sλ), since as we showed in [13] there is an injection
Sλ →֒ T (λ) such that its cokernel admits a standard filtration. Thus P(M,N)
for general M,N follows by (2) of Lemma 5.6.
Remark 5.9. As we saw, (M,N) 7→ (M ⊗ N)Λn is a very fundamental oper-
ation in the category C∆n ; this in fact defines a structure of symmetric tensor
category on C∆n . Experimental results suggest an interesting conjecture relating
this “restricted tensor product” operation and our full tilting module T : the
dimension of (T⊗k)Λn seems to be (k + 1)(
n
2) for any k. Also there is a finer
form of this conjecture: the dimension of the degree-d piece (with respect to the
grading induced from the natural grading on T =
∧•(· · · )) of (T⊗k)Λn seems
to be kd
((n2)
d
)
.
It can be shown that the latter version of the conjecture implies that Hom(T⊗k, T )
also has a dimension (k+1)(
n
2). Note that this is true for k = 1 since ch(End(T )) =
ι(ch(T )) =
∑
v∈Sn
Sv(x)Sw0v(1) and thus dim(End(T )) =
∑
v∈Sn
Sv(1)Sw0v(1) =
∑
v∈Sn
Sv−1(x)S(w0v)−1(1) =
∑
v∈Sn
Sv(1)Svw0(1) = 2
(n2) by Cauchy formula.
A Appendix: highest weight categories
In this appendix we summarize and give proofs for results on highest weight
categories used in this paper. Some of them appear in references such as [2],
[10] and [3, Appendix], but we also give proofs for them here to adapt to our
settings because the formulations of highest weight categories and these prop-
erties vary with references. Our treatment of tilting objects and Ringel duality
mostly follows [3, Appendix], with some minor changes and improvements on
the arguments.
In the following let C denote a highest weight category (Definition 2.7),
Λ be its weight poset, and L(λ), P (λ), Q(λ) and ∆(λ) stand for the simple,
projective, injective and standard objects respectively. Also, let ∇(λ) denote
the costandard objects, i.e. ∇(λ) is the injective hull of L(λ) in C≤λ. We denote
the head and socle of an object M ∈ C by hdM and socM respectively.
For an order ideal Λ′ ⊂ Λ we denote by CΛ′ the full subcategory of C consist-
ing of the objects such that its simple constituents are L(λ) (λ ∈ Λ′). We denote
C≤λ etc. to mean C{µ:µ≤λ} etc. For M ∈ C let M
Λ′ be the largest quotient of
M which is in CΛ′ , and write M
≤λ etc. to mean M{µ:µ≤λ} etc.
Remark A.1. Ker(M ։MΛ
′
) does not have any L(λ) (λ ∈ Λ′) as its quotient:
if Ker(M ։MΛ
′
)/N ∼= L(λ) is such a quotient, then M/N would be a quotient
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of M , its simple constituents are L(ν) (ν ∈ Λ′), and it is strictly larger than
MΛ
′
: these contradict to the definition of MΛ
′
.
For an M ∈ C and λ ∈ Λ let (M : L(λ)) denote the number of times
L(λ) appears in the simple constituents of M . It can be easily seen that
dimHom(P (λ),M) = (M : L(λ)) dimHom(P (λ), L(λ)).
A.1 Basic Facts
Proposition A.2. There is a surjection ∆(λ) ։ L(λ) such that the simple
constituents of the kernel are of the form L(µ) (µ < λ).
Proof. First we show that (∆(λ) : L(µ)) 6= 0 implies µ ≤ λ. Assume (∆(λ) :
L(µ)) 6= 0. This means Hom(P (µ),∆(λ)) 6= 0. Since P (µ) has a filtration by
∆(ν) (ν ≥ µ) it follows that Hom(∆(ν),∆(λ)) 6= 0 for some ν ≥ µ. Thus
µ ≤ ν ≤ λ.
Next we see (∆(λ) : L(λ)) = 1. Since Ker(P (λ) ։ ∆(λ)) has a filtra-
tion by ∆(ν) (ν > λ) we see that Hom(Ker(P (λ) ։ ∆(λ)),∆(λ)) = 0. Thus
we have an exact sequence 0 → Hom(∆(λ),∆(λ)) → Hom(P (λ),∆(λ)) →
Hom(Ker(P (λ)։ ∆(λ)),∆(λ)) = 0 and thus Hom(P (λ),∆(λ)) ∼= End(∆(λ)) ∼=
K. Therefore (∆(λ) : L(λ)) = 1.
Finally we show that L(λ) is a quotient of ∆(λ). Since (∆(λ) : L(λ)) = 1,
there exists an N ⊂ ∆(λ) and a surjection f : N ։ L(λ). By the projec-
tivity of P (λ), the surjection π : P (λ) ։ L(λ) factors as π = fg for some
g : P (λ) → N . The composition P (λ) → N →֒ ∆(λ) is nonzero and thus must
be a nonzero multiple of the surjection P (λ) ։ ∆(λ) since as we saw above
Hom(P (λ),∆(λ)) ∼= K. But the image of the composition map above is N , so
we get N = ∆(λ). Thus the claim follows.
By the proposition above ∆(λ) ∈ CΛ′ for any order ideal Λ
′ containing λ.
Also from the proof we see Hom(P (λ), L(λ)) ∼= K.
Proposition A.3. Hom(∆(λ), L(µ)) = 0 for µ 6= λ and Hom(∆(λ), L(λ)) ∼= K.
Thus in particular hd∆(λ) ∼= L(λ).
Proof. This can be easily seen from the exact sequence 0→ Hom(∆(λ), L(µ))→
Hom(P (λ), L(µ)) since the last term is 0 for µ 6= λ and K for µ = λ.
A.2 Projectivities of Standard objects
Proposition A.4. Ext1(∆(λ), L(µ)) 6= 0 implies λ < µ. So ∆(λ) is projective
in CΛ′ for any order ideal Λ
′ which contains λ as a maximal element.
Because the simple constituents of ∆(µ) are L(ν) (ν ≤ µ) we get as a corol-
lary:
Corollary A.5. Ext1(∆(λ),∆(µ)) 6= 0 implies λ < µ. 
Proof of the Proposition A.4. Assume Ext1(∆(λ), L(µ)) 6= 0. LetM = Ker(P (λ)։
∆(λ)), soM has a filtration by ∆(ν) (ν > λ). By the exact sequence Hom(M,L(µ))→
Ext1(∆(λ), L(µ))→ Ext1(P (λ), L(µ)) = 0 we see that Hom(M,L(µ)) 6= 0. This
implies that Hom(∆(ν), L(µ)) 6= 0 for some ν > λ. So µ = ν > λ by Proposition
A.3.
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Since hd∆(λ) ∼= L(λ) by Proposition A.3 we get:
Proposition A.6. Let Λ′ ⊂ Λ be an order ideal and let λ ∈ Λ′ be a maximal
element. Then ∆(λ) ։ L(λ) is a projective cover in CΛ′ (so ∆(λ) ∼= P (λ)
Λ′).

A.3 Hom and Ext between Standard and Costandard Ob-
jects
Proposition A.7. Exti(∆(λ),∇(µ)) ∼= K iff λ = µ and i = 0, and otherwise
0.
Proof. We have an exact sequence 0→ Hom(L(λ),∇(λ))→ Hom(∆(λ),∇(λ)) →
Hom(Ker(∆(λ) ։ L(λ)),∇(λ)). Here the simple constituents of the kernel are
L(ν) (ν < λ), and Hom(L(ν),∇(λ)) = 0 for ν < λ since soc∇(λ) ∼= L(λ).
Thus the last term of the sequence above vanishes. Also, Hom(L(λ),∇(λ)) ∼=
End(L(λ)) ∼= Hom(P (λ), L(λ)) ∼= K since soc∇(λ) ∼= L(λ) and hdP (λ) ∼= L(λ).
Thus Hom(∆(λ),∇(λ)) ∼= K.
We show the vanishings of the other extensions.
• i = 0: Hom(∆(λ),∇(µ)) 6= 0 implies that Hom(L(ν),∇(µ)) 6= 0 for
some ν ≤ λ. But since soc∇(µ) ∼= L(µ) this means that µ = ν ≤
λ. Thus Hom(∆(λ),∇(µ)) 6= 0 implies µ ≤ λ. By the same argu-
ment (using hd∆(λ) ∼= L(λ) instead of soc∇(µ) ∼= L(µ)) we see that
Hom(∆(λ),∇(µ)) 6= 0 also implies µ ≥ λ. Thus Hom(∆(λ),∇(µ)) 6= 0
implies λ = µ.
• i = 1: Note that Ext1 = Ext1CΛ′ for any Λ
′ since CΛ′ is closed under
extensions. If λ ≤ µ then ∆(λ) ∈ C≤µ and thus Ext
1(∆(λ),∇(µ)) =
Ext1C≤µ(∆(λ),∇(µ)) = 0 by the injectivity of ∇(µ) ∈ C≤µ. Otherwise
∇(µ) ∈ C 6>λ and thus Ext
1(∆(λ),∇(µ)) = Ext1C6>λ(∆(λ),∇(µ)) = 0 by the
projectivity of ∆(λ) ∈ C 6>λ.
• i ≥ 2 : Follows from the exact sequence 0 = Exti−1(P (λ),∇(µ)) →
Exti−1(Ker(P (λ)։ ∆(λ)),∇(µ)) → Exti(∆(λ),∇(µ)) → Exti(P (λ),∇(µ)) =
0 and the downward induction on λ.
Since Hom(P (λ),∇(λ)) = Hom(P (λ)≤λ,∇(λ)) = Hom(∆(λ),∇(λ)) ∼= K we
see that (∇(λ) : L(λ)) = 1.
A.4 Standard Filtration
A standard (resp. costandard) filtration of an object is a filtration such that
each of its successive quotients are standard (resp. costandard) objects. Let C∆
denote the full subcategory of the objects having standard filtrations.
Proposition A.8. For M ∈ C having a standard (resp. costandard) filtration,
the number of times ∆(λ) (resp. ∇(λ)) appears in (any) standard (resp. costan-
dard) filtration of M is given by dimHom(M,∇(λ)) (resp. dimHom(∆(λ),M)).
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Proof. This is immediate from Proposition A.7.
Proposition A.9. Let Λ′ ⊂ Λ be an order ideal and let λ ∈ Λ′ be a maximal
element. Then for M ∈ C∆, Ker(MΛ
′
։MΛ
′
r{λ}) is a direct sum of copies of
∆(λ).
Note that the proposition in particular implies thatMΛ
′
and Ker(M ։MΛ
′
)
are in C∆ for any order ideal Λ′ ⊂ Λ.
Proof. First note that the head of Ker(MΛ
′
։ MΛ
′
r{λ}) is a direct sum of
copies of L(λ) by Remark A.1. Thus the projective cover, in CΛ′ , of this head
is a direct sum of some copies of ∆(λ). So it suffices to show that Ker(MΛ
′
։
MΛ
′
r{λ}) is also a projective cover of hdKer(MΛ
′
։MΛ
′
r{λ}), i.e. Ker(MΛ
′
։
MΛ
′
r{λ}) is projective in CΛ′ .
Let M ′ = MΛ
′
, M ′′ = MΛ
′
r{λ} and N = Ker(M ′ ։ M ′′). We want
to show that Ext1(N,L(µ)) vanish for all µ ∈ Λ′. We have exact sequences
Hom(N,∇(µ)/L(µ)) → Ext1(N,L(µ)) → Ext1(N,∇(µ)), Ext1(M ′,∇(µ)) →
Ext1(N,∇(µ))→ Ext2(M ′′,∇(µ)) and Hom(Ker(M ։M ′),∇(µ))→ Ext1(M ′,∇(µ))→
Ext1(M,∇(µ)). Here
• Ext1(M,∇(µ)) vanishes by Proposition A.7.
• Ext2(M ′′,∇(µ)) vanishes by Proposition A.7, since M ′′ has a standard
filtration by induction on |Λ′|.
• Hom(N,∇(µ)/L(µ)) and Hom(Ker(M ։M ′),∇(µ)) vanishes by Remark
A.1 since the simple constituents of ∇(µ)/L(µ) (resp. ∇(µ)) are L(ν)
(ν < µ (resp. ν ≤ µ)).
And thus Ext1(N,L(µ)) = 0 as desired.
Also from the above proof we get the following corollary:
Corollary A.10. M ∈ C has a standard filtration if and only if Ext1(M,∇(λ)) =
0 for all λ ∈ Λ. 
By Proposition A.7 and Corollary A.10 we get the following:
Corollary A.11. if 0 → L → M → N → 0 is an exact sequence in C and
M,N ∈ C∆, then L ∈ C∆.
Proof. By Proposition A.7 we have Ext1(M,∇(λ)) = 0 and Ext2(N,∇(λ)) = 0
for any λ ∈ Λ. Thus by the exact sequence Ext1(M,∇(λ))→ Ext1(L,∇(λ))→
Ext2(N,∇(λ)) we see Ext1(L,∇(λ)) = 0. Thus by Corollary A.10 we see L ∈
C∆.
For an M having a standard filtration let (M : ∆(λ)) denote the number of
times ∆(λ) appears in a standard filtration of M (which does not depend on a
choice of filtration by Corollary A.8).
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A.5 Tilting Objects
Definition A.12. An object T ∈ C is called a tilting or a tilting object if it has
a standard filtration and Ext1(∆(λ), T ) = 0 for all λ ∈ Λ.
Note that if T is a tilting then so are its direct summands, because T ∈ C is
a tilting if and only if Ext1(T,∇(λ)) and Ext1(∆(λ), T ) vanish for all λ.
For M ∈ C∆, define suppM ⊂ Λ as the order ideal of Λ generated by all λ
such that (M : ∆(λ)) 6= 0. For an X ⊂ Λ let X◦ be the set of all non-maximal
elements in X .
Proposition A.13. Let M ∈ C∆. Then there is a tilting T and an injection
M →֒ T such that suppT = suppM , T/M ∈ C∆ and supp(T/M) ⊂ (suppM)◦.
Proof. For anM ∈ C∆, define defM ⊂ Λ, the defect ofM , to be the order ideal
of Λ generated by {λ ∈ Λ : Ext1(∆(λ),M) 6= 0}. Note that M ∈ C∆ is a tilting
if and only if defM = ∅.
If defM = ∅ then we are done. Assume defM 6= ∅. We embed M into an
M˜ ∈ C∆ with strictly smaller defect.
Take a maximal element λ ∈ defM . Then Ext1(∆(λ),M) 6= 0, and thus
there exists a nonsplit exact sequence 0 → M → M1 → ∆(λ) → 0. As-
sume Ext1(∆(µ),M1) 6= 0 for some µ ∈ Λ. Since there is an exact sequence
Ext1(∆(µ),M) → Ext1(∆(µ),M1) → Ext
1(∆(µ),∆(λ)) it follows that either
Ext1(∆(µ),M) 6= 0 or Ext1(∆(µ),∆(λ)) 6= 0. The first one implies µ ∈ defM ,
while the second one implies µ < λ by Corollary A.5. The latter case implies µ ∈
defM and thus µ ∈ defM in either case. This shows defM1 ⊂ defM . More-
over we claim that dimExt1(∆(λ),M1) < dimExt
1(∆(λ),M). In fact, we have
an exact sequence Hom(∆(λ),M1) → Hom(∆(λ),∆(λ)) → Ext
1(∆(λ),M) →
Ext1(∆(λ),M1) → Ext
1(∆(λ),∆(λ)) where the last term is zero by Corollary
A.5. But here Hom(∆(λ),M1)→ Hom(∆(λ),∆(λ)) is a zero map: otherwise we
would have a morphism ∆(λ)→M1 such that the composition ∆(λ)→M1 ։
∆(λ) is nonzero and thus an isomorphism (since End(∆(λ)) ∼= K), which con-
tradicts to the assumption that M1 ։ ∆(λ) is nonsplit. Thus we have an exact
sequence 0 → End(∆(λ)) → Ext1(∆(λ),M) → Ext1(∆(λ),M1) → 0 and this
shows the claim.
Repeating the construction above we have an M˜ ∈ C∆ and M →֒ M˜ such
that def M˜ ⊂ defM r {λ}. Repeating again we get an embedding M →֒ T into
a tilting. It is clear from the construction that T/M ∈ C∆.
We claim that supp(T/M) ⊂ (suppM)◦. By the construction it suffices to
show that defM ⊂ (suppM)◦. Assume Ext1(∆(λ),M) 6= 0 for some λ. Then
Ext1(∆(λ),∆(µ)) 6= 0 for some µ ∈ suppM . Since λ < µ by Corollary A.5, this
shows that λ is a non-maximal element in suppM . This shows the claim.
By the proposition there is an embedding ∆(λ) →֒ T such that T is a tilting,
suppT = {µ : µ ≤ λ} and (T : ∆(λ)) = 1. So there is an indecomposable
summand T (λ) of T such that (T (λ) : ∆(λ)) = 1. By Proposition A.9 we see
that there in fact is an embedding ∆(λ) →֒ T (λ) such that T (λ)/∆(λ) has a
standard filtration.
Note that λ can be recovered from T (λ) as the unique maximal element in
suppT (λ): in particular T (λ) 6∼= T (µ) if λ 6= µ.
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Proposition A.14. Every tilting is a direct sum of the objects T (λ).
Proof. Let T 6= 0 be a tilting. Take a maximal element λ ∈ suppT . We show
that there is a split surjection T ։ T (λ): this inductively shows the claim.
By the maximality of λ we see (T : ∆(λ)) 6= 0. This implies, by Proposition
A.9 and the maximality of λ, that there is an injection ∆(λ) →֒ T with cokernel
T/∆(λ) having a standard filtration. We name the morphisms ∆(λ) →֒ T (λ)
and ∆(λ) →֒ T as f and g respectively.
We have exact sequences Hom(T, T (λ))→ Hom(∆(λ), T (λ))→ Ext1(T/∆(λ), T (λ)) =
0 and Hom(T (λ), T )→ Hom(∆(λ), T )→ Ext1(T (λ)/∆(λ), T ) = 0. Thus there
are morphisms h : T → T (λ) and k : T (λ) → T such that f = hg and g = kf .
Then f = (hk)nf for any n ≥ 0, and thus hk ∈ End(T (λ)) is not nilpotent.
Then by Fitting’s lemma hk is an isomorphism. Thus h is a split surjection, as
desired.
Also, repeated use of Proposition A.13 shows the following:
Proposition A.15. Any M ∈ C∆ has a finite resolution 0→M → T0 → · · · →
Tr → 0 by tiltings. 
A.6 Ringel Duality
Let us fix a tilting object T such that every indecomposable tilting occurs at
least once as its direct summand (such an object is called a full tilting). Let
C∨ be the category of all finite-dimensional left End(T )-modules. Let F =
Hom(−, T ) : C → (C∨)op.
Note that, since Ext1(N, T ) = 0 for N ∈ C∆, the functor F is exact on C∆,
that is, it maps an exact sequence 0 → L → M → N → 0 with L,M,N ∈ C∆
to an exact sequence 0 → FN → FM → FL → 0. This observation implies
a more general consequence: suppose that there is an exact sequence · · · →
M1 → M0 → 0 in C
∆ bounded from right. Then Corollary A.11 implies that
Ker(M1 →M0) ∈ C
∆ and thus we can work inductively to see that 0→ FM0 →
FM1 → · · · is exact.
Lemma A.16. For any M ∈ C and any tilting T ′, the map HomC(M,T
′) →
HomC∨(FT
′, FM) induced from F is an isomorphism.
Proof. For T ′ = T it is clear. For a general case, it can be seen from the fact
that T ′ appears as a direct summand of some T⊕m (m≫ 0).
Proposition A.17. The indecomposable projectives in C∨ are given by FT (λ)
(λ ∈ Λ).
Proof. Since End(T ) is, as a left End(T )-module, a direct sum of the modules
of the form FT (λ) (λ ∈ Λ), it suffices to show that they are indeed indecom-
posable. By the previous lemma End(FT (λ)) ∼= End(T (λ)), and since T (λ) is
indecomposable End(T (λ)) contains no idempotents. Thus FT (λ) is indecom-
posable.
Proposition A.18. ForM,N ∈ C∆ and any i ≥ 0, Exti(M,N) ∼= Exti(FN,FM).
For i = 0 this isomorphism is equal to the map induced from F , and for i = 1
this isomorphism is equal to the map [0→ N → X →M → 0] 7→ [0→ FM →
FX → FN → 0] where these exact sequences are seen as elements in certain
Ext1 groups.
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Proof. Take a finite tilting resolution 0→ N → T0 → · · · → Tr → 0 of N which
exists by Proposition A.15. Then 0 → FTr → · · · → FT0 → FN → 0 is a
projective resolution since F is exact on C∆ and FTi are projective. By the
same argument as in [14, Theorem 2.7.6] we see (since Hom(−, Ti) are exact
on C∆) that Exti(M,N) is the i-th cohomology of the complex Hom(M,T•).
On the other hand, Exti(FN,FM) is the i-th cohomology of Hom(FT•, FM).
By Lemma A.16 the map induced from F gives an isomorphism between these
two complexes and thus the first claim follows. The latter claim for i = 0 also
follows from this argument.
Recall the correspondence from extensions to Ext group ([1, §A.5]): for a
projective resolution · · · → P1 → P0 → M → 0, there always exist f : P1 → N
and g : P0 → X such that
P1 −−−−→ P0 −−−−→ M −−−−→ 0

yf

yg
∥∥
∥
0 −−−−→ N −−−−→ X −−−−→ M −−−−→ 0
commutes, and then the element [0 → N → X → M → 0] ∈ Ext1(M,N)
is given by taking the class of f ∈ Hom(P1, N). Chasing the double-complex
argument above we see that the correspondence can also be obtained by taking
h : X → T0 and k :M → T1 such that
0 −−−−→ N −−−−→ X −−−−→ M −−−−→ 0
∥
∥
∥


yh


yk
0 −−−−→ N −−−−→ T0 −−−−→ T1
commute and taking the class of k ∈ Hom(M,T1). Applying F to the diagram
above we get
0 ←−−−− FN ←−−−− FX ←−−−− FM ←−−−− 0
∥
∥
∥
x

Fh
x

Fk
0 ←−−−− FN ←−−−− FT0 ←−−−− FT1
with rows exact and FT0, FT1 projective. Thus [0 → FM → FX → FN →
0] ∈ Ext1(FN,FM) is equal to the class of Fk ∈ Hom(FT1, FM) and this
shows the claim.
Proposition A.19. C∨ is a highest weight category with weight poset Λop, the
opposite poset of Λ, and standard objects {F∆(λ)}.
Proof. Since Hom(F∆(λ), F∆(µ)) ∼= Hom(∆(µ),∆(λ)) the first two axioms are
clear.
We have an exact sequence 0→ ∆(λ)→ T (λ)→M → 0 such that M has a
filtration by ∆(µ) (µ < λ). Applying F we get an exact sequence 0 → FM →
FT (λ) → F∆(λ) → 0 with FM having a filtration by F∆(µ) (µ < λ). This
checks the last axiom.
Proposition A.20. F restricts to a contravariant equivalence between C∆ and
(C∨)∆.
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Proof. We saw that F |C∆ is fully faithful and thus it suffices to show the
essential-surjectivity: i.e. we want to show that for any N ∈ (C∨)∆ there exists
an M ∈ C∆ such that FM ∼= N . This follows by the induction on the length of
N ∈ (C∨)∆: if 0 → N ′ → N → N ′′ → 0 is an exact sequence with N ′ ∼= FM ′
and N ′′ ∼= FM ′′ (M ′,M ′′ ∈ C∆), then since Ext1(N ′′, N ′) ∼= Ext1(M ′,M ′′)
there is an exact sequence 0 → M ′′ → M → M ′ → 0 mapped to the above
sequence under F , and in particular N ∼= FM .
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