In this paper, an improved subspace learning method using contextual constraints based linear discriminant analysis (CCLDA) is proposed for face recognition. CCLDA first transforms an image matrix to a vector which causes huge dimensionality and computational complexity, and it may lead to small sample size problem. While, our new method combines the contextual constraints in images with G-2DFLD method, therefore, the size of the feature matrix is much smaller. Then it can reduce the computational complexity and avoid the singular within-class scatter matrix problem. Moreover, it fully makes use of the correlation of image pixels structure, which will provide useful information for classification. Experimental results obtained on ORL and XM2VTS databases show the effectiveness of the method.
INTRODUCTION
Subspace learning, due to its efficacy and efficiency, has achieved great success in pattern recognition and computer vision area, such as face recognition and image retrieval etc. Feature extraction is regarded as a basic and key technology of face recognition, which directly affects the performance of recognition, and how to find the valid feature is the point to be solved. One of the most commonly used algorithms for feature extraction is PCA [1] , which yields projection directions that maximize the total scatter across all classes, i.e., across all images of all faces. A drawback of this approach is that the scatter being maximized is due not only to the between-class scatter that is useful for classification, but also to the within-class scatter that, for classification purposes, is unwanted information. Later, Peter et al. proposed the algorithm of linear discriminant analysis (LDA) [2] , the method that using class specific linear methods for dimensionality reduction and simple classifiers in the reduced feature space, one may get better recognition rates than the principal component analysis (PCA).
However, in real-world applications, particularly in image recognition, the number of images in training set is much smaller than the number of pixels in each image, which may cause small sample size (SSS) problems in feature space. To overcome the SSS problem, Liu et al. proposed a novel algorithm [3] , i.e. twodimensional method, which takes operation on image matrices directly rather than vectors. Later, Yang and Xiong et al. improved this method [4] [5] , and proposed 2DPCA and 2DFLD algorithms. Recently, Chowdhury et al. extended G-2DFLD [6] method on the basis of 2DFLD, the essence of this method is to find the optimal projection direction and respectively maximizes class form both row and column directions simultaneously, and the performance is very encouraging.
Unfortunately, a fundamental problem of the above face feature extraction methods (both linear and non-linear) is that they do not consider the spatial relationship among pixels in training images. Human face images distribute sparsely in a high dimensional feature space and the dependence among pixels is very useful and important for applications to the problems of recognition and classification. Thus, using contextual information in images has been to be one of the most important techniques in image understanding and provides useful knowledge for recognition and classification [7] [8] [9] [10] . Contextual constraints based linear discriminant analysis (CCLDA) proposed by Lei et al. [11] contextual information into LDA and has been successfully applied the proposed CCLDA to face recognition. The key of CCLDA is to add a contextual constraint to the classical LDA algorithm and subsequently apply this to facial feature extraction.
In this paper, we propose a new feature extraction method CCG-2DFLD by combining the contextual constraints method with 2-D image matrices method and it is applied to face recognition problem, so it can reduce the computational complexity and avoid the singular matrix problem. Moreover, it fully makes use of the correlation of image pixels structure, which will provide useful information for classification.
The rest of this paper is organized as follows. Section 2 details the feature extraction based on CCG-2DFLD. Experimental results on ORL and XM2VTS databases are proposed in Section 3. Finally, conclusions are drawn in Section 4.
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FEATURE EXTRACTION BASED ON CCG-2DFLD 2.1. G-2DFLD
Generalized two-dimensional Fisher's linear discriminant (G-2DFLD) is extended on the basis of 2DFLD. Like 2DFLD method, G-2DFLD method is also based on the original 2-D image matrix. The only difference is that, it respectively maximizes class from both row and column directions simultaneously by the following linear transformation [6] :
where X denotes an m ¥ n image matrix, U and V are two projection matrices of dimension m ¥ p (p £ m) and n ¥ q (q £ n) respectively. Therefore, our goal is to find the optimal projection directions U and V. Suppose we have a set of training face images X = [x 1 ,x 2 ,...,x N ] belonging to C classes and N is the number of training samples, and jth class has N j samples (S c j=1 N j = N). Then we have the two alternative Fisher's criteria J(U) and J(V) corresponding to row and column projection directions as follows:
where S br is the row between-class scatter matrix, S wr is the row within-class scatter matrix, S bc is the column between-class scatter matrix and S wc is the column within-class scatter matrix. In the proposed framework, they are respectively defined as follows: 
where u i is the mean vector of i-th class and u is the total mean vector of all the samples. Thus, the optimal projection U and V can be obtained by solving the generalized eigen-value problems of S wr −1 S br and S wc −1 S bc respectively.
Feature Extraction Based on CCG-2DFLD Algorithm
The principle of G-2DFLD is to find the optimal projection and maximizes the ratio of between-class to that of within-class scatter and maximizes class reparability form both row and column directions simultaneously. Though G-2DFLD has taken account into the relationship of pixels among the same row/column, it does not consider the similarity among the pixels in row/column. Intuitively, if the pixels are of the similar property or reflect the similar structure, the weights on them would have strong relationship, otherwise the weights on independent pixels would also be weakly related.
Following this rational, we adopt a new constraint function to the modified the objective function (6) and (7) of G-2DLDA:
where η is the weight to balance the new projective function. And the new constraint J 2 (*) can be formulated and simplified:
where L* = D -S is the Laplacian matrix, and D is obtained by:
The matrix S stands for the relationships among different pixels: and row (column) j, respectively to describe the texture and spatial relationship between positions i and j. Thus, the objective of CCG-2DFLD can be reformulated as:
The optimal projection u and ν can be obtained by solving the following generalized eigen-value problems:
For a given observation X, the feature level description obtained by CCG-2DFLD can be computed by:
At last, the nearest neighbor method can be performed for the face recognition phase.
EXPERIMENTS AND ANALYSIS
Two face databases, ORL and XM2VTS are used to evaluate the performance of the proposed algorithm. In experiments, the database was randomly divided into training and testing set. Then the nearest neighbor classifier was used for the classification.
Results on ORL Database
ORL: The ORL face database has 400 images (112 ¥ 92) captured from 40 identities, each identity contains 10 images. The images are all at frontal pose with slight tilt of the head, including illumination, expression and pose variations taken at different times. Fig. 1 shows some typical faces in ORL face database. Table 1 shows the face recognition results on the ORL face databases, which validate the advantages of the proposed method. It reveals that the results using 2-D image matrices are quite ideal. Moreover, our method could get an ideal recognition rate even in fewer training samples, which demonstrates that it has a good stability. According to the performance of G-2DFLD and CCG-2DFLD on ORL database, the result of the proposed CCG-2DFLD algorithm is slightly better than that of the G-2DFLD method. The advantage of CCG-2DFLD is that it explicitly models the contextual information in its formulation and it carries more definite semantic meanings than G-2DFLD.
Results on XM2VTS Database
XM2VTS: The XM2VTS face database [12] contains 295 subjects captures from 4 sessions with pose and illumination variations. In our experiments, each identity has 2 images selected from every session. The face region have been extracted by a bounding box and resized to 55 ¥ 51. Fig. 2 shows some typical faces in XM2VTS face database. From Table 2 , the performance of methods G-2DFLD and CCG-2DFLD is much better than the others. Since the expression variations are rich enough in XM2VTS face database, both the G-2DFLD and CCG-2DFLD algorithms respectively extract features form both row and column directions simultaneously and subsequently achieve a better performance than that of the 2DPCA and 2DLDA methods.
Results on Extended Yale_B Database
Extended Yale_B: Compare to ORL, the extended Yale_B database is a much larger database which contains 16128 images (192 ¥ 168) captured from 38 identities with pose and illumination variations. Each identity contains 9 images in different poses and 64 images in different illumination changes of each pose.
In the paper, we conduct the experiment on part of the extended Yale_B database, which has 38 identities with 63 kinds of illumination variations in one pose. Fig. 3 shows some typical faces in extended Yale_B face database. Fig. 4 shows that the performance of CCG-2DFLD on the extended Yale_B database is much better than that of others. First, we can see that our method improves the performance of face recognition significantly and is more effective than other methods. Moreover, we can find that the performance of methods using discriminant information, 2DLDA, G-2DFLD and CCG-2DFLD, is much better than 2DPCA.
CONCLUSION
In this paper, an improved face recognition algorithm is proposed based on CCLDA method for face recognition. By using G-2DFLD method, our method can reduce the computational complexity and avoid the SSS problem. Moreover, it can provide relationships among pixels in training images, which will provide useful information for classification. Experimental results obtained on ORL and XM2VTS databases show the effectiveness of the method. A Face Recognition Algorithm Based on Contextual Constraints Generalized Two-Dimensional FLD Figure 3 . Some images on extended Yale_B database. 
