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The paper treats multiple limit cycle bifurcations in singular perturbation
problems of planar vector fields. The results deal with any number of parameters.
Proofs are based on the techniques introduced in ‘‘Canard Cycles and Center
Manifolds’’ (F. Dumortier and R. Roussarie, 1996, Mem. Amer. Math. Soc. 121).
The presentation is limited to generalized Lie nard equations =x +:(x, c) x* +
;(x, c)=0.  2001 Academic Press
INTRODUCTION
In [DR] we studied the canard phenomenon, occurring in Van der Pol’s
equation =x +(x2+x) x* +x&a=0, providing a geometric explanation.
The treatment was based on the use of foliations by center manifolds and
blow-up of unfoldings. In this example only one simple limit cycle which
always stays hyperbolic and attracting while undergoing dramatic changes
in shape was encountered.
In this paper we will look at the more general type of Lie nard equations
=x +:(x, b) x* +;(x, a)=0, with a and b multiparameters, and study the
canard phenomenon for multiple limit cycles undergoing bifurcations. In
fact a and b do not need to be different, and : and ; may both depend on
= too.
We will show how canard-type multiple limit cycle bifurcations can be
studied when they occur at a detectable size, not paying attention to the
way they can evolve from a degenerate Hopf bifurcation. The generality of
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the results will stress the power and usefulness of the techniques introduced
in [DR].
Studies of multiple canard cycles in generalized Lie nard equations
have previously been made in [C], [Dm1], [Dm2], [Df] by means of
nonstandard analysis. In [Dm1] the integral I that we define below in
Section 1 was merely used to decide on the nature of the canard cycles.
Moreover, in all these references, the equations only depend, besides
the ‘‘small’’ parameter =, on one extra 1-dimensional parameter, which
we denote by a0 in Section 1 and which directly governs the canard
phenomenon. In [DR], the special role of this parameter has been
explained with the help of the geometrical method based on the use of
center manifolds. Of course, the use of only one extra parameter can,
qualitatively, only lead to bifurcations occuring in generic 1-parameter
families, such as Hopf bifurcations and saddle-node bifurcations of limit
cycles. In the present work we consider equations depending on an extra
multidimensional parameter c, in addition to a0 and =. As such the integral
I (cf. Section 1) will also depend on c, in a smooth way.
The main realization of this paper is to obtain a smooth control of
the bifurcation of canard limit cycles in terms of c. For the precise results
we refer to Theorems 1 and 2 in which we also precisely describe the differ-
ences in role played by a0 and c.
The interest of the paper is not merely theoretical. By reducing the
analysis to the calculation of the integral I along the slow manifold we also
provide a practical tool to study multiple limit cycle bifurcations in realistic
singular perturbation problems. In the presentation we will heavily rely on
[DR]. Not only will we use the same techniques as introduced in [DR]
but we will also generalize a number of results presented there. Where
necessary, we will repeat some arguments for the sake of clarity, but where
possible we will refer to the statements of [DR]; this will even be done in
cases where we need in fact a more general statement, at least when it can
be obtained in a completely analogous way.
1. STATEMENT OF THE RESULTS
As announced in the introduction we will study singular perturbation
problems of the form =x +:(x, b) x* +;(x, a)=0, which after performing
the necessary transformations (cf. [DR]) can be written in the phase plane
as
x* = y&F(x, b)
(1)
y* ==G(x, a)
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FIG. 1. Domain on which F has a minimum as unique critical point.
with = # [0, [, b=(b1 , ..., bk) # B/Rk, B some compact set, a=
(a0 , a1 , ..., al) # A/Rl+1, with A some compact set, F and G of class C.
In fact all the results will reveal to be valid in class Cr, for r sufficiently large.
We will now impose a number of conditions on F and G to delimit a
general frame to which the results apply.
First we impose that F(x, b), for each b separately, be a Morse function
with a minimum as unique critical point on the domain under considera-
tion. After the necessary translations and rescalings we can express this
condition as
F(x, b)= 12x
2+o(x2) (2)
and we delimit our attention to an appropriate domain as represented in
Fig. 1.
This means that we choose some Y1>0 such that below [ y=Y1], and
for each b, the connected component of [ y=F(x, b)] containing (0, 0)
represents a Morse function with 0 as a unique critical point. This property
has to be verified for b in the parameter range B under consideration.
On [0, Y1] one can take inverses for F(x, b) on both sides of 0,
x0( y, b)0x1( y, b), (3)
with x0( y, b) # [X0(b), 0], x1( y, b) # [0, X1(b)], X0(b)=x0(Y1 , b), and
X1(b)=x1(Y1 , b). Outside the origin the functions x0 and x1 are C on
their domain of definition.
To refer to the above mentioned conditions we will say to work in a
region where F has a unique generic minimum for b in the parameter
range B.
Along the slow manifold [ y=F(x, b)] for ==0 the 1-jet of the vector
field is given by
\&
F
x
(x, F (x, b))
0
1
0+ .
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FIG. 2. Phase portrait for ==0.
Its trace is clearly positive for x # [X0(b), 0[ and negative for x #
]0, X1(b)]; hence, as in Fig. 2, for x<0 the slow manifold is normally
hyperbolically repelling while for x>0 it is normally hyperbolically attract-
ing.
As in Fig. 1 we also choose some Y0 with 0<Y0<Y1 and will only con-
sider closed orbits cutting the y-axis in the segment [Y0 , Y1]. The choice
of Y0 is arbitrary and will in applications be imposed by the accuracy of
the calculations.
For closed orbits represented on a computer screen, Y0 could be chosen
to be the resolution of the screen, since closed orbits cutting the y-axis
below that value cannot be distinguished from a point.
Besides the conditions on Fin relation to the domain of studywe
also need some conditions on G. We want the perturbation term G of
changing sign, but as regular as possible in order to be able to obtain the
same simple desingularization at (0, 0) as the one presented in [DR]. In
fact, after the necessary scaling, and making a local reparametrization if
necessary, we can write these conditions as
G(0, a)=a0 (4)
G(x, 0, a$)=&x(1+O(x)) (5)
with 1+O(x)>0 for x # [X0(b), X1(b)] and by writing a$=(a1 , ..., al).
From now on we will keep b # B, a$ # A$/Rl, with A$ some compact set,
and a0 sufficiently close to zero. We say that G(x, a) satisfies the (SD)-con-
dition, where (SD) stands for simple desingularization, on the domain
under consideration. It is essential to keep a0 t0. There is, however, no
need in considering b to be different from a$. From now on we will there-
fore change the notation of system (1) into
x* = y&F(x, c)
(6)
y* ==(a0&xG (x, c))
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with F and G of class C and c=(b, a$) # C=B_A$/Rk_Rl, with C
compact. We also write
a0&xG (x, c)=G(x, a0 , c)
expressing condition (5) as
G (x, c)=1+O(x) (7)
with 1+O(x)>0. In fact we could suppose that both F and G depend on
(x, c, a0 , =), but we will not do this in order to keep the notation and the
presentation as simple as possible.
There is also no need to limit to (generalized) Lie nard equations, but we
prefer to leave it to the reader to make the necessary adaptations.
The aim consists in studying all possible closed orbits which arein the
Hausdorff metricsufficiently close to limit periodic sets as shown in
Fig. 3, formed by a piece of slow manifold and a horizontal regular orbit
at level [ y = Y] with Y # [Y0 , Y1]. We are interested not only in the
number of the closed orbits, but also in the bifurcation patterns they undergo.
If, in the Hausdorff metric, we stay sufficiently close to the canard-type
limit periodic sets under consideration (said to be of type I in [DR]), then
all closed orbits can unambigously be characterized by their unique inter-
section point with the [Y0 , Y1]-position on the y-axis.
If the intersection occurs at (0, Y), we say that the vector field has a
closed orbit at position Y. We might also call it abusively a limit cycle in
situations where the calculations will reveal that nonisolated closed orbits
do not show up.
In fact our methods do not yet enable us to describe the complete bifur-
cation diagram for Y # [Y0 , Y1], c # C, and (a0 , =) in a full small neigh-
bourhood V of 0 # R2. As often in bifurcation problems, we canunder
extra assumptions and by well chosen rescalingonly obtain full informa-
tion in certain subsets of [Y0 , Y1]_C_V shrinking in relative volume
when (a0 , =)  0. For a precise statement we refer to Theorem 2. Let us
first state a general result which is valid in a full domain [Y0 , Y1]_C_V,
for some neighborhood V of 0 in R2 and which solves to a large extent the
FIG. 3. Limit periodic set of canard type.
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problem under consideration. In case F and G are analytic it definitely
deals with the number of limit cycles, unless the function I( y, c) defined in
(10) is identically zero at some value c0 . Nevertheless, even when I( y, c) is
identically zero at some value c0 , our techniques permit us to get a finite
cyclicity result under some extra conditions. Similar to what has been done
in the study of analytic unfoldings of a Hamiltonian regular cycle (see, e.g.,
[R]), one can decompose the integral I( y, c) in its ideal of coefficients at
c0 . Under very mild conditions this decomposition can be used not only to
prove the finiteness of the number of canard cycles bifurcating at this value
c0 , but also to give similar information on the local bifurcation diagram,
as we will get in Theorem 2 for the more generic case. In this paper we
prefer to concentrate on the more generic situation. Before stating the
results precisely, let us recall the following notion:
Definition (of C-equivalence for functions). We say that two C
functions A( y, *) and B( y, *) are left C-equivalent if there exists some
C function ( y, *), everywhere different from zero, such that A( y, *)=
( y, *) } B( y, *). We call the two functions right C-equivalent if there
exists some parameter dependent C diffeomorphism .( y, *) such that
A( y, *)=B(.( y, *), *).
Clearly, if A( y, *) and B( y, *) are left C-equivalent, then the two equa-
tions A( y, *)=0 and B( y, *)=0 have the same zeroes together with the
same multiplicity. Exactly like in [DR] let us introduce two C functions
kB( y, c)=|
x0( y, c)
0
xh(x, c)( f (x, c))2 dx
and
kF ( y, c)=|
x1( y, c)
0
xh(x, c)( f (x, c))2 dx (8)
with f (x, c)= 1x }
F
x (x, c)=1+O(x)>0 and h(x, c)=&
x
G(x, 0, c)=1+
O(x)>0.
Let us also introduce the functions
L(c)=
1
2
2G
x2
(0, 0, c) (9)
and
l(c)=
1
3
3F
x3
(0, c).
Recall that &1x } G(x, 0, c)>0 for all c under consideration.
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Theorem 1. Considering system (6) with F, G of class C, c # C/Rk+l
compact, with a0 t0 and = # [0, [, with F having a unique generic mini-
mum for c # C, with G satisfying the (SD)-condition and using the notations
introduced above, then \D>0 sufficiently small, there exists some
neighbourhood V of 0 in (a0 , =)-space such that following properties hold:
(i) for (a0 , =) with =(1D2) a20 , no closed orbit will cut the y-axis at
y-values in [Y0 , Y1];
(ii) if we write (a0 , =)=(uA0 , u2) then there exists some u0>0 and
some C function
2 : ([Y0 , Y1]_C_[&D, D]_[0, u0])  R
such that on the y-axis, for y-values in [Y0 , Y1] and u>0, the position of
the closed orbits is given by the equation
2( y, c, A0 , u)=0. (10)
Moreover,
(iii) the function 2y , for u>0, is left C
-equivalent to
&(I( y, c)+J( y, c, A0 , u)),
where J is C and J=O(u) and where
I( y, c)=kF ( y, c)&kB( y, c)=|
x1( y, c)
x0( y, c)
xh(x, c)( f (x, c))2 dx; (11)
(iv) there exists some manifold [a0=c0 (c, =)], with c0 of class
C and c0 (c, =) = &(L(c) + 3l(c)) = + O(=2), such that for any 0 < K <
min[min(kB( y, c), kF ( y, c) | ( y, c) # [Y0 , Y1]_C] and for any (#n)n=
(( yn , cn , an0 , =n))n , representing closed orbits of (6) with (a
n
0 , =n)  0, there
exists some N # N such that \nN:
|an0&c0 (cn , =n)|<e
&K=n
Remark. A precise formula for 2 is given in (17). The manifold
[a0=c0 (c, =)] can be called a canard manifold as a generalization of canard
line in the case of the Van der Pol equation. A canard manifold is not
unique but its asymptotic development is. This situation is very comparable
to what one usually encounters in working with center manifolds. For
any D>0 and (a0 , =) small enough, the canard manifolds lay inside
[=(1D2) a20], while outside that set there are no closed orbits, cutting
the y-axis in [Y0 , Y1].
Clearly for (a0 , =)t(0, 0) and writing (a0 , =)=(uA0 , u2) the number of
critical points of 2 as well as its positions are given by [I( y, c)+
J( y, c, A0 , u)=0]. This set will be diffeomorphic to the one described by
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[I( y, c)=0] if I represents an elementary catastrophe, hence having the
necessary stability with respect to small C changes. In Section 3 we will
present some examples where this is the case. In general it is not always
easy to check the necessary properties on I( y, c).
It is however, in the interesting cases, when I( y, c) represents an elemen-
tary catastrophe, or at least is left C-equivalent to it, that one can state
Theorem 2, providing the exact information on [2=0] itself, although
limited to a subset of [Y0 , Y1]_C_[&D, D]_[0, u0]. Let us treat the
more general case that IR represents an elementary catastrophe with R(Y)
of class C and R(Y)>0. In the preparation of Theorem 2 we will,
however, write I instead of (IR).
Let us suppose that at some value Y # ]Y0 , Y1 [ and for c=c0 # C, we
have
I(Y, c0)=
I
y
(Y, c0)= } } } =
r&1I
yr&1
I(Y, c0)=0;
rI
yr
(Y, c0){0 (12)
for some r1. For simplicity in notation we will take c0=0, which can be
achieved by a translation in parameter space; on the y-axis we use the new
variable y~ with y=Y+ y~ . Using the Malgrange preparation theorem we
can suppose that, for y~ t0 and up to left C- equivalence,
I( y~ , c)= y~ r+ :
r&1
i=0
*i (c) y~ i
with *0 (0)= } } } =*r&1 (0)=0 and all *i of class C . In case we deal with
IR instead of I we can of course also suppose that R(0)=1.
In fact, by a parameter dependent translation in y~ , we could remove the
function *r&1 (c), as usually is done in catastrophe theory. However, for the
moment, we will not do this in order to keep track of the boundary of
the [Y0 , Y1]-interval. In the current y~ -coordinate this interval is described
by [ y~ 0 , y~ 1] with y~ i=Yi&Y for i=0, 1.
As a generic condition on I we ask the mapping
c [ (*0 (c), ..., *r&1 (c))
to be a submersion at c=0, and again for the sake of simplicity in nota-
tion, we restrict to the case c # C/Rr; i.e., k+l=r. As such, by a
reparametrization, we can consider (*0 , ..., *r&1) # Rr to be the new
parameter * instead of c, at least in a neighborhood of c=0.
We end up with the expression
I( y~ , *)= y~ r+ :
r&1
i=0
*i y~ i. (13)
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Up to C diffeomorphisms, this expression describes the position and mul-
tiplicity of the different critical points of 2.
Because of Rolle’s theorem, this result clearly implies that there exists
some $>0 such that on ([Y&$, Y+$] & [Y0 , Y1])_(W & C)_
[&D, D]_[0, u0], for W some neighbourhood of 0 with W, D, and u0>0
sufficiently small, we can encounter at most r+1 limit cycles (and of course
no nonisolated closed orbits).
If (13) is valid on the complete set [Y0 , Y1]_C, then the upper bound
r+1 on the number of limit cycles holds on [Y0 , Y1]_C_[&D, D]_
[0, u0] for D and =0>0 sufficiently small.
In that case, following the terminology of [M], (13) represents a linear
combination of the complete Tchebychev system (CTS) (1, y~ , ..., y~ r). In
Figs. 4 and 5, for respectively r=1 and r=2, we represent the bifurcation
diagram of the zeroes of (13) on some interval [ y~ 0 , y~ 1]. This bifurcation
diagram is stableunder C diffeomorphismsfor C perturbations of
(13).
To state a precise result on 2 itself for I having an expression like in (13)
(or for IR having an expression like in (13) with R of class C and
R(0)=1) we will change y~ and *i into
y~~ =(1+:) y~ , * i=*i+;i , for i=0, ..., r&1, (14)
with :=:(*, A, u) and ;i=;i (*, A, u) well chosen functions of class C
for u>0 and with :=O(u) as well as ;i=O(u). These asymptotic
estimates are as usual also valid for all derivatives of : and ;i with respect
to (*, A).
After making the rescaling
y~~ =u2y , * i=u2r&2i* i
the following result will be obtained:
Theorem 2. Suppose system (6) to be like in Theorem 1 and suppose
that at some point ( y, c)=(Y, c0), the function I fulfils condition (12). Sup-
pose that there exists a C reparametrization *(c), with *(c0)=0, such that
the associated I( y~ , *)R( y~ ) is like in (13) for some C
 function R( y~ )>0, with
FIG. 4. Bifurcation diagram of zeroes of y~ +*0 on [ y~ 0 , y~ 1].
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FIG. 5. Bifurcation diagram of zeroes of y~ 2+*1y~ +*0 on [ y~ 0 , y~ 1].
y=Y+ y~ and R(0)=1. For well chosen functions : and ;i as in (14) with
y~~ = y~ (1+:), * i=*i+;i and introducing
y~~ =u2y , * i=u2r&2i* i
one can prove that for every sufficiently large ball L in the space (* 0 , ...,
* r&1) # Rr, for every Y 0>0, and for every M0>0, there exists u0>0 suffi-
ciently small such that for ( y~~ , * 0 , ..., * r&1) inside
[(u2y , u2r* 0 , ..., u2* r&1) | 0<u<u0 , y # [&Y 0 , Y 0], (* 0 , ..., * r&1) # L] (15)
and written in terms of ( y , * 0 , ..., * r&1), the function 2 is left C-equivalent
to some C function D( y , * i , u) such that
D( y , * i , u)=dr+1 ( y )+ :
r
i=0
+ i (* i) di ( y )+O(u)
with d0 ( y )#1, di ( y )= y0 e&k1zzi&1 dz, for i=1, ..., r and k1>0.
Moreover, + i=* i&1& ik1 * i , for i=1, ..., r&1 and + r=* r&1&
r
k1
. The map
(* 0 , ..., * r&1) [ (+ 1 , ..., + r) is invertible. For any K>0, if we keep
|a0&c0 (c, =)|<K=, then + 0=+ 0 (a0 , * 0 , ..., * r&1) has a range which contains
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[&M0 , M0] for fixed (* 0 , ..., * r&1) and moreover + 0a0>0. The functions
(d0 ( y ), ..., dr+1 ( y )) form a complete Tchebychev system on [&Y 0 , Y 0].
Remark.
1. By complete Tchebychev system we mean a Tchebychev system in
the sense of [KS]; in [M] it is called a ‘‘full differentiable ECT-system.’’ In
the second part of Section 2 we recall the definition.
In any case the result implies that the zero set of 2 contains an elementary
catastrophe of order r+1. Not only will it be confined in a region described
by |a0&c0 (c, =)|<K=, but as we have shown in Theorem 1 it will be found
in an exponentially shrinking region described by |a0&c0 (c, =)|<e&K= with
K>0 as in statement (iv) of Theorem 1.
2. Since + r=* r&1&rk1 , the most degenerate zeroes do not occur at
y =&(* r&1r), as one might expect, but at y =1k1&* r&1r .
3. Under the conditions in Theorem 2 it still remains to extend the
knowledge, obtained on the subset defined by (15), to the complete set
[ y~ 0 , y 1]_C_[&D, D]_[0, u0].
4. If we would not want to pay attention to the bifurcations linked to
the boundary of [ y~ 0 , y~ 1], but only focus on the neighbourhood of y~ =0, in
expression (13) we could take *r&1=0.
The previous analysis can be carried out completely, only changing *r&1
everywhere by 0. The stable catastrophe described by (13) at the level of 2y
then leads to a stable catastrophe at the level 2, in some subset described by
(15), and around y =1k1 as the most degenerate singularity.
5. In the proof of the theorem we will see that
k1=min \& 1G(x0 (Y, c0), 0, c0) }
F
x
(x0 (Y, c0), c0),
&
1
G(x1 (Y, c0), 0, c0)
}
F
x
(x1 (Y, c0), c0)+ . (16)
It can be observed that both values in the right hand side of (16) are equal
when r2.
2. PROOF OF THE THEOREMS
In this chapter we first give the proof of Theorem 1, then recall the defini-
tion of a complete Tchebychev system, and end with the proof of Theorem 2.
Proof of Theorem 1. Essentially we can copy the proof provided in the
treatment of the canard phenomenon in Van der Pol’s equation (cf. [DR]).
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We only constantly need to take care about extra parameters. The general
equation under study is Eq. (6):
x* = y&F(x, c)
y* ==G(x, a0 , c)==(a0&xG (x, c)).
In Van der Pol’s case we have F(x, c)=x22+x33 and G (x, c)=1; in [DR]
we wrote a instead of a0 , and we will do the same in this proof. So to fix
the ideas let us for a moment go back to Van der Pol’s equation. To give a
geometric explanation for the canard phenomenon we constructed a foliation
of center manifolds, proceeding as follows (on the picture (cf. Fig. 6) we keep
a=0; we only deal with canard cycles of type I): for all y0 # ]0, 16[, where
16 corresponds to the value of F at the local maximum, we consider a line
segment Cy0=(x 0 (=), y 0(=)).
In the current general context we take a ( y0 , a, c)-family of such line
segments, taking c # C, at0, and y0 # [Y0 , Y1]. Now we follow the orbits
through the Cy0 , in forward as well as in backward time. In the beginning
these saturations of Cy0 surely define C
 manifolds until, for ==0, we tend
to the curve of singularities at respectively the points (x2 , y0) and (x1 , y0).
For =>0 the orbits can be continued beyond the points (xi , y0), the ques-
tion being how they behave with respect to the line of singularities. The
answeras proven in [DR]is that they form a C center manifold of the
curve of singularities. For fixed values of (a, c), the different center manifolds,
corresponding to different values of y0 , are infinitely tangent along the slow
manifold.
The proof relies on the use of normal forms near (xi , y). Such a normal
form (for Ck-equivalence) is \y y+=

x . In the normal form the expres-
sion of the center manifold is y(=, x)= y0 (=) exp((x0 (=)&x)=), and although
the normal forms are only but Ck they nevertheless lead to a C result,
depending smoothly on the parameters ( y0 , a, c).
FIG. 6. Starting the construction of the invariant manifolds.
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The existence of this foliation of center manifolds (both in forward and
in backward time), extending the lines Cy0 (a, c) is a crucial element in the
geometric understanding of the canard phenomenon (as well in the simple
Van der Pol case as in the study of the multiple canard cycles).
But equally important is the fact that the transition map (or Dulac map)
near the points (xi , y) in going from the regular to the singular situation
is C. We therefore observe that C= [C( y0, a, c) | at0, c # C, y0 #
[Y0 , Y1]] forms a piece of manifold transversally cutting the orbits near
(x, y, a, c, =)=(0, y0 , a, c, 0).
If we now take C$ as any other piece of manifold transversally cutting the
slow manifold at a height 0< y$0< y0 (in forward or backward time), then
the transition map from C to C$ in forward or backward time is a C
mapping
( y0 , a, c, =) [ (!, a, c, =),
where (!, a, c, =) is a C parametrization on C$.
In fact the proof does not only rely on the use of normal forms at
(xi , y0) but near every normally hyperbolic point on the curve of
singularities at heights between y0 and y$0 .
A more delicate situation is encountered when we arrive at
(x, y, =)=(0, 0, 0); at this point we do not have normal hyperbolicity but
a ‘‘turning point’’ situation.
There, of course, we use family blow up (general rescaling).
It is shown that making a clear distinction between the parameter (a, =)
and the parameter c=(c1 , ..., cr) with r=k+l is quite interesting. First we
use
==s2E, a=sA
with (A, E) # S 1. Throughout the construction the (ci) and (A, E) will be
fixed, although the spherical parameter (A, E) will sometimes be changed
by one of the projective ones:
(P1) E=1, A in some arbitrary compactum
(P2) Et0, A=\1.
At the same time we will perform the blow up
x=ux , y=u2y , s=uv
with (x , y , v) # S2 or also taking the associated projective charts.
In this paper we want to focus on P1, since in P2 we only have to prove
that no closed orbits can occur. The technique to do this is comparable to
that used in P1.
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Looking to P1, which amounts to work in [=(1D2) a2] for some
D>0, the blow up amounts to writing
x=ux , y=u2y , ==u2v2, a=uvA,
hence taking E=1. We will leave c unchanged and divide the blown up
vector field by u.
As usual the complete study is made in two steps
(i) Family rescaling: v=1, (x , y ) in some compactum of R2.
(ii) Phase directional rescaling: vt0, (x , y ) # S1.
(This last case is further split in the charts y =1 or x =\1.)
Let us recall that in the phase directional rescaling we recover the blow
up of the singularity at (0, 0) for (a, =)=(0, 0); see Fig. 7.
The blown-up locus of the singularity plays the role of a circle at infinity
for a (1, 2)-quasi-homogeneous compactification of the vector fields
x* = y &
x 2
2
y* =(A&x )
obtained on [u=0] after performing the family rescaling (Fig. 8). Recall
that we took E=1. Let us look at these compactified phase portraits on
the (1, 2)-Poincare Lyapunov disk.
In the phase directional rescaling the most interesting part is given in the
chart y =1, as shown in Fig. 9.
In the (u, v, x )-coordinates the two lines of singularities (in [v=0]) end
up at [u=v=0] in the points x =\- 2. At those points the blown-up
vector field is semi-hyperbolic, with hyperbolic direction along the x -axis
and a 2-dimensional center behaviour transverse to it.
FIG. 7. Blow-up of singularity at (x, y)=(0, 0).
14 DUMORTIER AND ROUSSARIE
FIG. 8. (1.2)-conpactified phase portraits on blown up locus, depending on A.
The expression is
u* =v2U1 (x , v, c, A, u) u
v* =&v2U1 (x , v, c, A, u) v
x* =V1 (x , v, c, A, u)
respecting the foliation defined by [uv=constant].
Using again the Ck normal forms
&u

u
+v

v
&
z
v2f

z
with f (v, c, A, u)>0, as provided in [B] for Ck-equivalence (respecting the
foliation and nicely depending on all parameters), one can extend in a C
way the foliation in center manifolds and equally prove that the transition
maps also stay C mappings, both in forward and in backward time.
As in the family recaling we again follow regular orbits. This procedure
finally leads to C mappings F and B going from C to some transverse
section T and describing the transition (Dulac) map both in forward and
in backward time. We can choose T in the family resealing as T=[x =0].
FIG. 9. ( y =1)-chart in phase directional rescaling.
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FIG. 10. 3-dimensional picture of mappings F and B.
The geometry of the blown-up configuration (cf. Figs. 10 and 8) clearly
implies that canard cycles can only occur near A=0, where we have a
heteroclinic connection from s3 to s2 . A similar analysis, made in the pro-
jective chart P2 instead of P1 , would provide a proof of statement (i) in
Theorem 1.
In view of proving the other statements, as parametrization on the
section T we use (u, h) with h the value of the Hamiltonian related to the
vector field at (E, A)=(1, 0) on the critical locus [u=0]. It is the time-
reversible vector field
Xs=\y &x
2
2 +

x
&x

y
having e&y as integrating factor and
H(x , y )=&e&y \y &x
2
2
+1+
as related Hamiltonian. At the center (0, 0) we have H(0, 0)=&1 and
along the saddle-connection 1=[ y = 12x
2&1] we have H(1 )=0. We can
now define the function 2 in statement (ii) of Theorem 1 to be 2=F&B;
i.e.,
2(Y, c, a, u)=F(Y, c, A, u)&B(Y, c, A, u).
16 DUMORTIER AND ROUSSARIE
If we consider the family rescaling of the original family we get
x* = y &
x 2
2
&l(c) ux 3+o(u)
y* =A0&x +L(c) ux 2+o(u)
with l(c)= 13 (
3Fx3)(0, c) and L(c)= 12 (
2Gx2)(0, 0, c).
Along the closed orbits of XS the Poincare mapping with respect to
[a =0] and for &1<h<0 is given by
Pu, A, c (h)=h+A |
1h
e&y dx
+u \L(c) |1h e
&y x 2 dx +l(c) |
1h
e&y x 3 dy ++o( |A, u| )
=h+AI1 (h)+u(L(c)+3l(c)) I2 (h)+o( |A, u| )
with 1h=H&1 (h); I1 (h)=1h e
&y dx and I2 (h)= 13 1h e
&y x 3 dy .
It can be proven (cf. the appendix by C. Li in [DR]) that I2 (h)I1 (h) has
a strictly positive derivative with respect to h on ]&1, 0[ and I2 (0)I1 (0)=1.
As such, and following the proof in [DR], the first order approximation
of the canard surface is given by
A=&(L(c)+3l(c)) u,
leading to
a=&(L(c)+3l(c)) =
since a=uA and ==u2.
In the Van der Pol case, one has L(c)=0 and l(c)=13.
The value &(L(c)+3l(c)) is surely the only slope (in the (A, u)-plane)
at which the heteroclinic connection between s2 an s3 can persist, when
changing = from zero to positive values, implying the result on
(c0=)(c, 0) in statement (iv) of the theorem.
Of course it requires a proof that the Abelian integrals I1 (h) and I2 (h),
at the value h=0 play the role we claim concerning the position of the
center manifolds. This proof again uses the 3-dimensional picture and
needs some fine analysis essentially in the phase-directional rescaling near
s2 and s3 . The complete analysis can be found in Theorem 19 of [DR].
The movement of the center manifolds (forward and backward parts)
will essentially be like those in Fig. 11.
Since all center manifolds are infinitely close to each other all canard
cycles will occur in very narrow regions in parameter space, inducing the
so-called canard phenomenon.
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FIG. 11. Intersection of center manifolds with section T.
Let us be more precise: we choose any value y0=Y2>Y1 and equally
saturate CY2 in forward and backward time.
Let us denote the images by F and B , depending on (c, A, u), while the
general expressions F and B also depend on y0=Y.
Now
B (c, A, u)&B(Y, c, A, u)=exp \&kB(Y, c)u2 (1+O(u))+
F (c, A, u)&F(Y, c, A, u)=exp \&kF (Y, c)u2 (1+O(u))+ ,
where kB and kF are the functions defined in (8) and both statements need
a careful proof, which can be found in [DR] and is quite lengthy. It relies
on one hand on the use of normal forms, as we did in defining the foliation
of center manifolds, and on the other hand it requires an analysis of the
way the integral of the divergence along closed orbits degenerates when the
orbits tend to the curve of singularities. Blow up has to be used again,
together with the dominated convergence theorem of Lebesgue. For a
detailed treatment of these last aspects we refer to pp. 6265 in [DR].
Formula (115) in [DR] has to be changed into:
=G(x, c)
y&F(x, c)
=
=(a&xG (x, c))
y&F(x, c)
.
In the phase directional rescaling chart, denoted by FR 1 in (28) of [DR]
and obtained by using (x, y, =, a)=(ux , u2, u2v2, uvA), without blowing up
c, this expression changes into
u2v2 (uvA&ux G (ux , c))
u2&F(u, x , x)
=
uv2 (&x (1+O(u))+O(v))
1&
1
u2
F(ux , c)
,
the rest of the elaboration being exactly as in Van der Pol’s case.
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To show that the Abelian integrals I1 (h) and I2 (h) give relevant informa-
tion about the center manifolds for h  0, one shows that
F (c, A, u)&B (c, A, u)=I1 (0)[A0+(L(c)+3l(c)) u+o( |A, u| )],
a similar statement equally being true for FB.
As we can see, the ‘‘angle’’ between the forward and backward center
manifolds, for A=0, will be zero when L(c)+3l(c)=0. Depending on
higher order terms we can have a contact of any order; we can even have
coincidence of backward and forward center manifold, like, e.g., for the
symmetric vector field ( y& x22 )

x+=(a0&x)

y .
This is of no importance for the results we claim.
If we denote
20 (c, A, u)=F (c, A, u)&B (c, A, u)
and
2(Y, c, A, u)=F(Y, c, A, u)&B(Y, c, A, u)=20 (c, A, u)+8(Y, c, A, u)
it follows by the implicit function theorem that
20=0  A=A(c, u)
2=0  A=A(Y, c, u).
The solution of 20=0 can be written as A=c 0 (c, u), with c 0 of class C.
In the original coordinates it can be written as a=- = c 0 (c, - =). If we now
prove that c 0 (c, u)=uc 0 (c, u2), with c 0 of class C, then we can define the
function c0 , needed in statement (iv) of Theorem 1, to be c0 (c, =)=
= } c 0 (c, =). The special form of c 0 follows from the blow-up construction
(x=ux , y=u2y , ==u2v2, a=uvA). Until now we used u0, but similar
calculations could be made on the side u0; instead of working with (u, x , A)
we could use (u$, x $, A$)=(&u, &x , &A), keeping (v, y ) unchanged
and taking u$0. In doing so we will get a C solution A$=c $0 (c, u$),
which in the original coordinates will be written as a=- = c $0 (c, - =).
Because of the unicity of this specific canard manifold we necessarily have
c $0=c 0 .
However, the equation A$=c $0 (c, u$)=c 0 (c, u$) can also be written as
A=&c 0 (c, &u), implying that c 0 (c, &u)=&c 0 (c, u), and hence c 0 (c, u)
=uc 0 (c, u2) for some C function c 0 .
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Finally, we obtain the following expression for 2, in terms of smooth
functions 20 , kB , kF , O(u):
2(Y, c, A, u)=20 (c, A, u)+exp \&kB(Y, c)u2 (1+O(u))+
&exp \&kF (Y, c)u2 (1+O(u))+ . (17)
It is then easy to induce the rest of the results in statement (iv) of the
theorem. We can essentially refer to the proofs of Theorems 21 and 22 in
[DR]. It remains to prove statement (iii).
The (smooth) expressions in (17) are such that we get:
2
Y
(Y, c, A, u)=&
1
u2
kB
Y
(Y, c)(1+O(u)) exp \&kB(Y, c)u2 (1+O(u))+
+
1
u2
kF
Y
(Y, c)(1+O(u)) exp \&kF (Y, c)u2 (1+O(u))+ .
Since
kB
Y (Y, c)>0 and
kF
Y (Y, c)>0, this can be written as
2
Y
(Y, c, A, u)=
1
u2 \exp \&
kF (Y, c)
u2
(1+O(u))+
&exp \&kB(Y, c)u2 (1+O(u))++ . (18)
It is easy to show that
8(a, b)=
exp(&a)&exp(&b)
b&a
is an analytic and strictly positive function on R2.
Recalling that I(Y, c)=kF (Y, c)&kB(Y, c), we can write
&u2
2
Y
(Y, c, A, u)=
1
u2
(I(Y, c)+J(Y, c, A, u))
} 8 \kF (Y, c)u2 (1+O(u)),
kB(Y, c)
u2
(1+O(u))+ (19)
for some C function J with J(Y, c, A, u)=O(u). This shows that for u>0,
&2Y is left C
-equivalent to I(Y, c)+J(Y, c, A, u).
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Not only is J of class C on [u>0], but it also has nice regularity
properties on [u0] as explained in Proposition 13 of [DR]. In fact all
partial derivatives of J with respect to (Y, c, A) as well as u Ju (Y, c, A, u)
are O(u) for u  0, uniformly for (Y, c, A) # [Y0 , Y1]_C_[&A0 , A0].
This ends the proof of Theorem 1. K
Before proving Theorem 2, let us first give a precise definition for what
we call a complete Tchebychev system. We state it only for C functions,
since all the CTS’s we encounter are smooth.
Definition. A system I=(I0 , ..., Ir) of functions of class C on some
interval [a, b] # R is called a complete Tchebychev system (full differen-
tiable ECT-system in [M]) on [a, b] if the Wronskian determinants
Wn (x)=W(I0 , ..., In)(x), for n=0, ..., r defined by
Wn (x)=det(I (i)j (x)) i, j=0, ..., n ,
are nowhere zero on [a, b].
The standard example of such a CTS is given by the functions
(1, y, y2, ..., yr). For any complete Tchebychev system it is not hard to
prove that a linear combination ri=0 * iI i , with (*0 , ..., *r) # R
r+1, has
at most r zeroes in [a, b], the multiplicity taken into account. The
*-parameter space can be subdivided into strata, by counting the number
of zeroes of the related combination in a way completely similar (up to at
least a homeomorphism, cf. [M]) to the standard family ri=0 *iy
i. The
stratification for the cases r=1 and 2 are represented respectively in Figs. 4
and 5.
As a second example of a CTS let us consider the functions di that we
encounter in Theorem 2. They are defined by d0 ( y)#1 and di ( y)=
 y0 e
&kzz i&1 dz, for i=1, ..., r and k>0. Let us now show that the analytic
functions (1, d1 , ..., dr) form a CTS. We have
1 0 0 } } } 0
d1 ( y) e&ky &ke&ky } } } (&k)n&1 e&ky
Wn ( y)=det \d2 ( y) e&kyy (e&kyy)$ } } } (e&kyy) (n&1) +b b b bdn ( y) e&kyyn&1 (e&kyyn&1)$ } } } (ekyyn&1) (n&1)
=det \
e&ky
e&kyy
b
e&kyyn&1
&ke&ky
(e&kyy)$
b
(e&kyyn&1)$
} } }
} } }
} } }
(&k)n&1 e&ky
(e&kyy) (n&1)
b
(e&kyyn&1) (n&1)+ .
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Clearly in the second row we can skip the terms y(e&ky) (i), reducing the
expression to
e&ky &ke&ky } } } (&k)n&1 e&ky
0 e&ky V V
det \ e&kyy2 (e&kyy2)$ (e&kyy2)(n&1) + .b b be&kyyn&1 (e&kyyn&1)$ (e&kyyn&1) (n&1)
Concerning the third row we see that the first three entries are respectively
e&kyy2, y2 (e&ky)$+2e&kyy, and y2 (e&ky)"+2y(e&ky)$+2e&ky. First these
entries can be changed into respectively 0, 2e&kyy, and 2y(e&ky)$+2e&ky
and taking into account the last expression of the second row we can even
reduce the first entries further to respectively 0, 0, and 2e&ky.
In a completely analogous way we can by induction reduce the first r
entries of the r th row to respectively 0, ..., 0 and (r&1)! e&ky.
It clearly follows that Wn ( y)=(>n&1i=0 i !) e
&kny{0, implying the
result.
A straightforward calculation permits us to show that
dn ( y)= yn.n ( y)
for some analytic function .n ( y)>0.
It is also not hard to show directly and without using general results that
the CTS (1, d1 , ..., dr) has the required properties on the number of zeroes
that all CTSs need to have.
Finally we can now give the proof of Theorem 2.
Proof of Theorem 2. To study 2 itself we start from expression
(17)see the proof of Theorem 1writing *=(*0 , ..., *r) instead of c,
2&20=exp \&kB(Y, *)u2 (1+.1)+&exp \&
&kF (Y, *)
u2
(1+.2)+ ,
with 20=20 (A, u) independent of Y and .i=.i (Y, *, A, u)=O(u). Recall-
ing that I(Y, *)=kF (Y, *)&kB(Y, *) we can write the equation of the
closed orbits (the zeroes of 2) as
exp \&K+$u2 +&exp \&
K
u2+=20 (20)
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with
K=K(Y, *, A, u)=kB(Y, *)(1+.1)=kB(Y, *)+O(u),
$=$(Y, *, A, u)=I(Y, *)(1+.2)+kB(Y, *)(.2&.1)
=I(Y, *))+O(u). (21)
Let us from now on only use expressions in y~ instead of Y and this without
changing the names of the functions; e.g., we will write kB( y~ , *) instead of
kB(Y0+ y~ , *).
From the proof of Theorem 1 it follows that
kB( y~ , *)=k0 (*)+k1 (*) y~ +O( y~ 2) (22)
with
k0 (*)=|
x0(Y, c0)
0
xh(x, c0)( f (x, c0))2 dx>0
k1 (*)=&
1
G(x0 (Y, c0), 0, c0)
F
x
(x0 (Y, c0), c0)<0,
and equally
K( y~ , *, A, u)=K0 (*, A, u)+K1 (*, A, u) y~ +O( y~ 2) (23)
with K0 (*, A, u)=k0 (*)+O(u)>0 and K1 (*, A, u)=k1 (*)+O(u)>0, when
keeping u sufficiently small.
Let us now suppose, like in (12) and writing I( y~ , *) instead of
I(Y0+ y~ , *), that
I( y~ , *)=\y~ r+ :
r&1
i=0
*iy~ i+ R( y~ )
for some C function R with R( y~ )>0 and R(0)=1.
The function $ can be expressed as
$( y~ , *, A, u)=\ :
r&1
i=0
* iy~ i+* ry~ r++ R( y~ ), (24)
where * i = * i (*, A, u) = *i+; i with ; i = O(u), for i = 0, ..., r&1,
* r = * r (*, A, u) = 1+O(u) and  = ( y~ , *, A, u) = O(u) } O( y~ r+1). By a
u-dependent change in y~ -space of the form y~~ = y~ (1+:), with :=O(u), we
can suppose that * r #1, not changing the notation ; i for expressing the
new dependence of * i in terms of *i and not changing the notation of R( y~ ).
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Expression (20) can now be changed into
20eK0u
2
=exp \&K
1
u2 +\exp \&
$
u2+&1+ , (25)
where K1=K&K0=K1 (*, A, u) y~ +O( y~ 2) and K0=K0 (*, A, u)>0, as
well as K1=K1 (*, A, u)>0.
We first make a u-dependent change in parameter space, changing the
parameter *i into * i=*i+O(u) keeping the same notation for the different
functions, e.g., writing Ki (* , A, u) instead of Ki (*, A, u); we can now apply
a blow up defined by
y~ =w2y , * i=w2r&2i* i , u=w. (26)
We define the function
K1( y , * , A, w)=
1
w2
K1 (w2y , w2r* 0 , ..., w2r&2i* i , ..., * r , A, w)=k1y &. (27)
with k1=k1 (0) and .=O(w2), a well as
$ ( y , * , A, w)=
1
w2r
($(w2y , w2r* 0 , ..., w2r&2i* i , ..., * r , A, w) (28)
= :
r&1
i=0
* iy i+ y r+
with  =O(w2). The function R does not need to be present explicitly in
(28), since R=1+O(w2); of course we no longer have  =O( y r+1).
In expression (25) we can write
exp \&K
1
u2 +=exp(&k1y +.)=exp(&k1y ) } exp .
exp \& $u2+&1=\&
$
u2+ 9 \&
$
u2+
=&w2r&2$ } 9(&w2r&r $ )
with 9(’) analytic in ’, 9(’)>0, and 9(0)=1.
Expression (25) then changes into
2 0=e&k1y \ :
r&1
i=0
* i y i+ y r++O(w2) (29)
= :
r&1
i=0
* i (e&k1y y i)+e&k1y y r+O(w2)
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with
2 0=&
1
w2r&2
eK0 w2 20 . (30)
In fact the functions (1, e&k1y , y e&k1y , ..., y re&k1y ) form a CTS, implying all
the results we want on the number of solutions of (29). However the most
degenerate solution does not occur at y =0 for the parameter values * i=0
as is the case for the standard family. To have a better understanding of the
situation, including the proof of the statements expressed in Theorem 2, we
use another CTS defined by the functions
(d0 , d1 , ..., dr) with d i ( y )
=|
y
0
e&k1zzi&1 dz, for i=1, ..., r and d0 ( y )#1.
Let us first study the right-hand side of (29) for w=0. For all i1 we
clearly have
e&k1y y i=&k1 di+1+idi , (31)
while
e&k1y =k1&k1 d1 .
As such
:
r&1
i=0
* i (e&k1y y i)+e&k1y y r
=k1* 0 (1&d1)+ :
r&1
i=1
* i (&k1 d i+1+id i)+rdr&k1 dr+1
=&k1 \dr+1+:
r
i
+ i di&* 0 +
with
+ r=* r&1&
r
k1
+ i =* i&1&
i
k1
* i , for i=1, ..., r&1.
Clearly (* 0 , ..., * r&1) [ (+ 1 , ..., + r) is an invertible affine mapping.
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We can now write (29) as
dr+1+ :
r
i=1
+ i d i+\ 1k1 2 1&* 0++O(w2)=0 (32)
and we define
+ 0=
1
k1
2 0&* 0 . (33)
It remains to show that for w>0 we have + 0a0>0, if we keep
|a0&c0 (c, =)|<K= for any a priori given K>0. This means that for
a0=wA0 , and with the notation A=A0 , we have to prove that 2 0A>0
for |A&c 0 (c, w)|<Kw2, with K>0 and [A=c 0 (c, w)]=[20 (A, c, w)=0].
From (30) we get:
2 0
A
=&
1
w2r&2
ek0(*)w2(1+O(w)) _20A +
k0 (* )
w2
20 O(w)& . (34)
Let us recall from the proof of Theorem 1 that
20=I1 (0)[A+(L(c)+3l(c)) w+o( |A, w| )] (35)
and also that
c 0 (c, w)=&(L(c)+3l(c)) w+O(w2).
From this it follows that 20=O(w2), and then:
20
A
=I1 (0)+o(1) and
k0 (*)
w2
20O(w)=O(w3).
Using that I1 (0)<0 (cf. [DR]), the result on 2 0A follows from (34), for
w sufficiently small.
If we choose A=c 0 (c, w)+;w2 then from (35) we see that 20=
I1 (0) ;w2 (1+O(w)), showing that for w  0 and for fixed (* 0 , * 1 , ..., * r&1)
the range of +0 (a0 , * 0 , ..., * r&1) contains the interval [&M0 , M0] for any
a priori given M0 . To end let us remark that with the proof we gave it
might well be that 2 is left C-equivalent to &D instead of D. If this is the
case we only have to reverse the roles of F and B. This explains expression
(16) for the exact value of k1 . K
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3. APPLICATION
In this section we illustrate the general theory from Section 1 by some
easy example. Let us consider the system
x* = y&
x2
2 (36)
y* == \a0&
x
1+(c1+a1) x+ } } }
+(cl&1+al&1) x2l&3&(1&al) x2l&1 +x2l+1+
that we consider for =t0, a=(a0 , ..., al)t(0, ..., 0), and l2, and where
ci=(&1)l&i+1 \ ll&i+1+
1
ll&i+1
(2l+3)l&i
(2l+1)l&i+1
(2i+1).
Let us note that these systems are analytic and have all the required
properties if we keep 1 + l&1i=1 ci x
2i&1&x2l&1+x2l+1 positive and
bounded away from zero. This is definitely the case for x # [&1, 1]. In a
similar way we can treat (36) with l=1, taking the denominator in (36)
to be 1&(1&a1) x+x3. This system has all the required properties when
x # [&- 53, [.
For the systems (36) we get
I( y, a1 , ..., al)=|
- 2y
&- 2y
xh(x, a1 , ..., al) dx
=|
- 2y
&- 2y
x(1+(c1+a1) x+ } } } +(cl&1+al&1) x2l&3
&(1&al) x2l&1+x2l+1) dx
=_x
2
2
+(c1+a1)
x3
3
+ } } } +(cl&1+al&1)
x2l&1
2l&1
&(1&al)
x2l+1
2l+1
+
x2l+3
2l+3&
- 2y
&- 2y
=
2l+1
2l+3
(2y)32 _yl&(1&al) \2l+32l+1+
1
2
yl&1
+(cl&1+al&1) \2l+32l&1+
1
22
yl&2+ } } }
+(c1+a1) \2l+33 +
1
2l& . (37)
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Let us now look what happens at hte value
Y=
1
2l \
2l+3
2l+1+ . (38)
For l=1 we have Y= 56 , while for l2 we have Y<12, showing that
these values belong to the region where we can apply the results of
Section 1.
Note that c1 , ..., cl&1 have been chosen such that
yl&
1
2 \
2l+3
2l+1+ yl&1+
cl&1
22 \
2l+3
2l&1+ yl&2+ } } } +
c1
2l \
2l+3
3 +
=\y& 12l \
2l+3
2l+1++
l
.
We introduce y~ with y=Y+ y~ , transforming the last expression of (37)
into
I( y~ , a1 , ..., al)=
2l+1
2l+3 \
1
l \
2l+3
2l+1++2y~ +
32
__ y~ l+ :
l&1
i=0
b i (ai+1 , ..., al) y~ i& , (39)
where the b i (ai+1 , ..., al) are affine mappings with
b l&1=
1
2 \
2l+3
2l+1+ al and
b l& j
al& j+1
=
1
2 j \
2l+3
2l+3&2j+ .
For the limit periodic set LY , determined by y=Y= 12l (
2l+3
2l+1), it is now
clear by Theorem 1 that its cyclicity is at most l+1. In the same way it can
be proven that at positive y-values different from Y and within the region
under consideration, the cyclicity is at most l.
Because of expression (39) and using Theorem 2 we not only obtain that
the cyclicity of LY is exactly l+1, but in fact that the closed orbits near
LY , and for =>0 sufficiently small, will, in terms of (a0 , ..., al), undergo an
elementary catastrophe of order l+1 in some subregion of ( y, a0 , a1 , ...,
al , =) with ytY and (a0 , a1 , ..., al , =)t(0, ..., 0). For l=1 or 2, leading to
a fold or a cusp-catastrophe on the closed orbits, the result clearly stays
true on a full neighbourhood. Whether for l3 the whole bifurcation is an
elementary catastrophe for ( y, a0 , a1 , ..., al , =) in a full neighbourhood of
(Y, 0, ..., 0) is still an open question, but we at least knowby Theorem 1
that the critical points of 2 undergo an elementary catastrophe of order
l in a full neighbourhood.
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