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We discuss the efficacy of evolutionary method for the purpose of structural analysis of amor-
phous solids. At present ab initio molecular dynamics (MD) based melt-quench technique is used
and this deterministic approach has proven to be successful to study amorphous materials. We
show that a stochastic approach motivated by Darwinian evolution can also be used to simulate
amorphous structures. Applying this method, in conjunction with density functional theory (DFT)
based electronic, ionic and cell relaxation, we re-investigate two well known amorphous semiconduc-
tors, namely silicon and indium gallium zinc oxide (IGZO). We find that characteristic structural
parameters like average bond length and bond angle are within ∼ 2% to those reported by ab initio
MD calculations and experimental studies.
I. INTRODUCTION
Computational route to design new materials with de-
sired properties is becoming viable due to tremendous
improvement of modern computers, both in terms of
speed and data storage capacity.1–3 However, reliability
of computational approach to predict a material’s prop-
erty depends on the knowledge of it’s structure. The
input is derived either from experimental data or ob-
tained via one of the crystal structure prediction tech-
niques. While the first method is very effective for a
known substance, the second route is inevitable for the
development of new materials. Ideally, a crystal struc-
ture prediction technique should be capable of finding
the most stable structure based on the knowledge of the
chemical composition of the constituent atoms, but it
remains a stiff challenge to do so. Several methods are
used for this purpose; like random sampling,4–6 simulated
annealing,7–10 minima hopping,11–14 meta-dynamics15
and genetic algorithms16,17 etc., although none of them
are guaranteed to give the correct answer because of
the complexity of exploring the multidimensional energy
landscape efficiently.18,19 In this regard USPEX (Univer-
sal Structure Prediction: Evolutionary Xtallography), an
evolutionary algorithm based method developed recently,
has shown great promise so far.20–22 Based on first princi-
ples calculations, this method has made several startling
discoveries, like the existence of a transparent phase of
Na23 or a superconducting phase of CaLi2,
24 both oc-
curring at high pressure and experimental validation has
followed the computational prediction.
Despite USPEX’s success in finding the crystal struc-
ture of several unknown materials,25–27 it has not yet
been used to predict the structure of thermodynamically
metastable amorphous phases. Melt-quench technique,
using the ab initio molecular dynamics (MD) simula-
tions, remains the most preferred route for generating
amorphous structures. One of the major drawbacks of
MD simulation, a deterministic approach, is “local sam-
pling”, resulting from uneven energy landscape with mul-
tiple local minima separated by relatively high energy
barriers. Moreover, in case of ab initio MD based melt-
quench technique, the resultant structure is highly likely
to retain signatures of the molten phase and the method
can also fail if the structure is made of complex building
blocks.28 On the contrary, evolutionary algorithms are
capable of “non-local sampling”, because these stochas-
tic methods are motivated by the natural evolution of
a population based on the Darwinian hypothesis of sur-
vival of the fittest. Because of this, evolutionary method
is highly successful to predict crystal structure, which
motivated us to investigate whether it can be an alterna-
tive to the ab initio melt-quench technique for simulating
amorphous structures.
In this paper, we show the effectiveness of evolution-
ary algorithm, as implemented in USPEX, to predict the
structure of amorphous materials and to the best of our
knowledge, this is the first such attempt in this direc-
tion. We choose two well known materials, amorphous
form of silicon and indium gallium zinc oxide (IGZO) for
this purpose and we find very good agreement by com-
paring our results with those obtained via ab initio MD
calculations9,29,30 and experimental studies.31–34
The article is organized as follows: In Sec II we present
our study on amorphous Si, a mono-atomic material,
followed by a discussion on amorphous IGZO, a multi-
component system in Sec III. We discuss various techni-
cal issues regarding convergence of the method and pos-
sibility of further structural refinement in Sec IV and the
paper is concluded in Sec V.
II. SINGLE-ELEMENT SYSTEM : SILICON
A. Computational Details
We use evolutionary algorithm (EA) based code
USPEX20–22(Universal Structure Prediction: Evolution-
ary Xtallography) to sample the multidimensional config-
uration space. Based on the knowledge of chemical com-
position, this method is capable of predicting the stable
structure of a particular compound for a given pressure
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2Energy Band 1 2 3 4 5 6 a-Si c-Si
Semiconductor
ABL (A˚) 2.41 2.4 2.39 2.4 2.39 2.4 2.4 2.36
ABA 105.96◦ 106.42◦ 105.97◦ 106.21◦ 107.03◦ 106.62◦ 106.4 109.47◦
ACN (2.8 A˚) 4.22 4.16 4.22 4.27 4.24 4.33 4.24 4
Metal
ABL (A˚) 2.61 2.60 2.59 2.56 2.56 2.57 2.58 2.36
ABA 101.15◦ 101.61◦ 101.65◦ 101.23◦ 100.72◦ 100.60◦ 101.16◦ 109.47◦
ACN (2.8 A˚) 6.80 6.41 6.15 5.51 5.65 5.70 6.05 4
TABLE I. Structural parameters like average bond length (ABL), average bond angle (ABA) and average coordination number
(ACN) for the semiconducting and metallic phase of a-Si, for each of the six energy bands [see Fig 2]. Corresponding values
for the crystalline phase are given in the last column for comparison. Averages are calculated by taking a cut-off radius of 2.8
A˚ around every Si atom, i.e., any Si lying within this distance from a given Si atom is considered to form a bond. Note that,
numerical value of coordination number depends on the choice of cut-off radius, as shown in Fig 3(e) and (f). Average bond
lengths and bond angles found here are within ∼ 2% of the values reported for semiconducting9 and metallic29 phase of a-Si,
obtained by ab initio MD based melt-quench technique.
and temperature. To begin with, we generate 24 struc-
tures by a random number generator in conjunction with
space group symmetry; each structure having 64 atoms
(8 atoms) in a cubic unit cell for a-Si (c-Si) and this set
constitute the first generation. The choice of a cell con-
taining 64 atoms to study the amorphous phase is moti-
vated from the previously reported ab initio MD simu-
lations, using a cell of similar size for this purpose.9 Us-
ing first principles density functional theory (DFT) based
calculations,35 both fixed cell and variable cell structural
relaxations are performed for all the structures. After
sorting the locally optimized structures in descending or-
der based on their energies/enthalpies (taken as the fit-
ness parameter depending on fixed/variable cell run), as
predicted by DFT calculations, 10 structures (∼ 40 %)
from the top are rejected and the remaining 14 (∼ 60 %)
low energy structures are selected to build the next gener-
ation by using several variational operations, like hered-
ity (merging sections from different pairwise combina-
tions of structures), lattice mutation (applying a random
strain on the lattice vectors) and soft mutation (displac-
ing the atoms along eigenvectors of the softest phonon
modes). All the operations are performed in such a way
that the total number of atoms in the unit cell is con-
served. Among the 24 of the next generation structures,
19 (∼ 80%) of them are generated by variational opera-
tions (using the 14 low energy structures obtained in the
previous generation) and the remaining 5 structures are
generated by random sampling. In addition to that, 2
of the lowest energy structures from the previous gener-
ation are always kept in the next generation. We let the
simulation continue for 20 generations, which gives us a
huge database (∼ 450 structures) for further statistical
analysis.
FIG. 1. Unit cell of crystalline silicon obtained from ground
state search using USPEX and visualized using Xcrysden.36,37
B. Crystalline silicon (c-Si)
In order to validate the pseudopotential and other com-
putational parameters used in this work, initially we cal-
culate the structural and electronic properties of crys-
talline silicon. A ground search is conducted using US-
PEX, with the number of Si atoms in the unit cell con-
strained to be 8. As expected, crystalline diamond cubic
phase of silicon with a space group of Fd-3m (227) [see
Fig 1(a)] is found to be the lowest energy structure. The
calculated value of equilibrium lattice parameter of this
phase is equal to 5.47 A˚, which is in good agreement with
experimentally observed value of 5.43 A˚.38 Each of the
silicon atoms in the crystal are four-coordinated with a
bond angle of 109.47◦. The first, second and third near-
est neighbor distances are found to be 2.37 A˚, 3.87 A˚ and
4.53 A˚, respectively. In terms of electronic property, Si
is confirmed to be an indirect band gap semiconductor,
but the calculated value of band gap (0.7 eV) is found
to be considerably less than the actual magnitude of 1.1
eV.39 This underestimation is a well known limitation of
DFT to predict the band gap correctly, which can be im-
proved by GW approximation40 to give a better match
with experimental measurement. Since the above results
3are in good agreement with the computational and ex-
perimental data available in the literature for c-Si, we
use the same set of computational parameters for a-Si
simulations.
C. Amorphous silicon (a-Si)
As stated in Sec II A, we sample the configuration
space starting with a set of 24 structures, each having
64 atoms arranged in a cubic unit cell. Structural re-
laxations are performed in two different routes; (a) fixed
volume, maintaining the cubic symmetry and (b) vari-
able volume, allowing the lattice vectors to change. In-
terestingly, we find that the former and latter route yields
a-Si structures, which are semiconducting and metallic,
respectively. Consecutive generations are constructed us-
ing USPEX, as described in Sec II A, followed by struc-
tural relaxation. After repeating this exercise for 20 gen-
erations, we build a database of ∼450 structures and sort
them according to total energy per atom. Then we cal-
culate the number density of structures (NDOS), defined
as the number of structures within 5 meV energy range.
The plot of NDOS for semiconducting and metallic phase
is shown in Fig 2(a) and (b), respectively. Note that, cer-
tain regions of NDOS plots have sharp peaks due to the
existence of highly degenerate amorphous structures. We
select such regions and divide the structures in six differ-
ent energy bands of width 10 meV each [see the colored
columns in Fig 2], such that each band consists of at least
50 structures or more. We exclude the structures from
the region of low NDOS, because their relative frequen-
cies are very small, making them highly improbable than
compared to the structures selected from a region of high
NDOS. In this process, we include only ∼75-80% of the
structures from our original database of ∼450 for further
statistical analysis and ignore the rest. Based on radial
distribution function (RDF) and bond angle distribution
function (BADF) plots [Fig 3], we conclude that the pre-
dicted structures are amorphous. While RDF and BADF
characteristics is going to be discussed in detail later, we
point out that only the first peak in RDF is relatively
prominent [see Fig 3(a) and (b)] because amorphous ma-
terials are merely having short range order. Lack of long
range order is evident from the absence of other peaks
(occouring at higher distance than compared to the bond
length) in RDF and the BADF plots showing wide range
for bond angle distribution [see Fig 3(c) and (d)].
Average bond length (ABL), average bond angle
(ABA) and average coordination number (ACN) are cal-
culated by averaging the respective quantities over all the
structures belonging to a particular band and reported in
Table I for each of the six energy bands. Since the energy
difference among different bands are relatively small, it is
not surprising that they have very similar values of ABL,
ABA and ACN. Further averaging over the numbers ob-
tained for six different energy bands, we find the value
of ABL, ABA and ACN to be equal to 2.4 A˚, 106.4◦ and
FIG. 2. Number density of structures (NDOS) in the energy
landscape of a-Si: (a) semi-conducting and (b) metallic phase.
Each column represents number of structures within 10 meV
energy range.
4.24 for the semiconducting phase and 2.58 A˚, 101.16◦
and 6.05 for the metallic phase of a-Si. The structural
parameters given in Table I are found to be within 2% of
the values reported for both semiconducting9 and metal-
lic phase29 of a-Si, obtained via melt-quench technique
using ab initio molecular dynamics (MD) simulations.
This clearly shows the effectiveness of evolutionary ap-
proach for predicting amorphous structures.
Encouraged by the success to generate amorphous
structures, we perform detailed analysis in terms of two
and three body correlation function like radial distribu-
tion function (RDF) and bond angle distribution func-
tion (BADF). RDF is defined as the number of atoms
in a spherical shell divided by the volume of the shell
and number density of atoms in the system. We fur-
ther calculate the mean RDF by taking average over all
the structures belonging to a particular energy band and
show the plots for each of the six bands in Fig 3 for both
(a) semiconducting and (b) metallic phase. Because of
translation symmetry (long range order), RDF for a crys-
talline material has sharp peaks at well defined intervals
coming from first, second and consecutive neighbors, as
shown by black lines in Fig 3(a) and (b). Comparing with
RDF of c-Si, it is found that the first peak is very promi-
nent but other peaks are broadened considerably in case
of a-Si. As mentioned before, this is the classic signature
of amorphous materials, having only short range order
manifested by sharp initial peak in RDF, but higher or-
der peaks are missing due to lack of periodicity. Note
that the mean radial distance of the first neighbor peak
of the semiconducting phase coincides with that of crys-
talline silicon at ∼ 2.4 A˚ [Fig 3(a)]. On the contrary, the
first neighbor peak of the metallic phase shifts towards
higher radial distance [Fig 3(b)] of ∼ 2.5 A˚. Again, our
results are in good agreement with those simulated via
ab initio MD route9,29 and experimental studies.31,32
Bond angle is calculated by measuring the angle (θ) be-
tween two vectors, originating from a reference atom and
connecting two of it’s neighbors. The neighbor list in-
cludes all the atoms within a cut-off radius of 2.8 A˚ from
the reference atom. Unlike c-Si, having unique bond an-
gle of 109.5◦ resulting from sp3 hybridization, θ values are
distributed over a large range for amorphous structures.
We further calculate the mean BADF by averaging the
4FIG. 3. Plots showing structural analysis of a-Si. Radial distribution function (RDF), bond angle distribution function (BADF),
running coordination number (RCN) and distribution of coordination number for semiconducting a-Si (first row), metallic a-Si
(second row) are plotted in first, second, third and fourth column, respectively. Colors used here are in accordance with the
colors of the columns denoting the energy bands in Fig 2. For c-Si, delta function like peaks in RDF and BADF and sharp
steps in RCN are shown in black lines [consult Fig 1 and Table I]. Coordination number distribution, calculated using Si-Si
cutoff distance of 2.8 A˚, clearly shows significant number of over-coordinated Si atoms in the metallic phase, while majority of
Si atoms are four coordinated in case of semiconducting phase of a-Si, same as c-Si.
(a)
(b)
FIG. 4. Atomic arrangement of (a) semiconducting and (b)
metallic phase of a-Si. Atoms with different coordination
number are denoted by different colors ; 4: violet, 5: blue,
6: green , 7: cyan and 8: red).
bond angle distribution of all the structures belonging
to a particular energy band; as shown in Fig 3(c) (semi-
conducting a-Si) and (d) (metallic a-Si) for each of the
six bands. In case of the semiconducting phase, a broad
peak is observed in the range 60–120◦, with a mean bond
angle (∼106–107◦, see Table I), which is very close to
the bond angle of c-Si, shown by the delta function like
peak at θ = 109.5◦. On the other hand, two peaks are
observed about 60◦ and 90◦, followed by a small hump
from 150–170◦, for the metallic phase of a-Si. As a re-
sult, mean bond angle (∼100–101◦, see Table I) deviates
significantly from it’s value for c-Si. Not only the quali-
tative features, like a single peak for semiconducting and
dual peaks for metallic a-Si, but also the quantities like
location of peaks and their widths in BADF plots are
consistent with those obtained via ab initio MD simula-
tions.9,29
From the data presented in Table I, clearly the semi-
conducting phase of a-Si is more closely related to the c-
Si than compared to the metallic phase of a-Si, in terms
of structural parameters like bond length, bond angle
and coordination number. Further analysis is performed
in terms of running coordination number (RCN) plots,
showing the average CN as a function of radial distance
from a central atom. The mean value of RCN is calcu-
lated for each of the six energy bands by averaging the
quantity over all the structures belonging to a particular
band and illustrated in Fig 3(e) and (f) for the semi-
conducting and metallic phase of a-Si, respectively. Note
that the sharp steps observed in case of c-Si are absent for
a-Si, which is due to lack of long range order in the latter.
While a plateau region is observed for the semiconduct-
5ing phase, extending from ∼2.4 to 3 A˚ radial distance
where the CN is nearly constant (∼4), but for the metal-
lic phase CN is found to rise continuously in the stated
range, attaining a value of ∼ 7−8 at 3 A˚ radial distance.
The difference between the semiconducting and metallic
phase highlighted in RCN plots suggests that, similar to
c-Si, four-coordinated silicon atoms (in the form of dis-
torted tetrahedrons) remain the basic building blocks in
semiconducting a-Si. On the other hand, absence of a
plateau in the RCN plot for the metallic phase of a-Si
indicates the presence of silicon atoms with more than
one type of coordination.
This is further analyzed in terms of coordination num-
ber distribution of the two amorphous phases, as shown
in Fig 3(g) and (h). The calculation includes all the struc-
tures lying within the NDOS peaks marked in Fig 2 and
we set the Si-Si cut-off distance equal to 2.8 A˚ to get the
coordination number distribution. Evidently, significant
number of Si atoms in the metallic a-Si phase have higher
coordination than compared to the ideal value of four, ob-
served in c-Si. On the other hand, semiconducting phase
of a-Si has very similar coordination characteristics as
found in c-Si. This is further illustrated in Fig 4, pre-
pared by Xcrysden visualization tool,36,37 where each of
the unit cell of semiconducting and metallic a-Si contains
64 Si atoms. As shown in the diagram, the semiconduct-
ing phase contains mostly four-coordinated atoms, while
the metallic phase consists of atoms which are five to
eight coordinated. Because of this, the metallic phase (∼
3 g/cm3) has higher density than compared to that of
the semiconducting phase (∼ 2.3 g/cm3), which can be
the simplest way of distinguishing the two phases exper-
imentally.
III. MULTIPLE-ELEMENT SYSTEM : INDIUM
GALLIUM ZINC OXIDE
A. Crystalline IGZO (c-IGZO)
Following it’s effectiveness for structure prediction of
a-Si, we try to extend it for a multi-element system, in-
dium gallium zinc oxide (InGaZnO4). In order to val-
idate the pseudopotential and other calculation param-
eters, initially we calculate the structure and electronic
band structure of c-IGZO and compare our result with
the values reported in the literature. Crystalline form
of IGZO is composed of alternate layers of InO−2 and
GaZnO+2 and each unit cell is formed by six such lay-
ers stacked along the vertical direction. As shown in
Fig 5, the unit cell contains 21 atoms in total [chemical
formula In3Ga3Zn3O12], where the In atoms occupy the
octahedral sites [coordination number 6] while both the
Zn and Ga atoms occupy the trigonal-bipyramidal sites
[coordination number 5]. The equilibrium lattice param-
eters after relaxing the structure are found to be a = b
= 3.345 A˚ and c = 25.85 A˚ and the bond lengths of
In, Ga and Zn with oxygen are calculated to be 2.2 A˚,
1.93 A˚ and 2 A˚ [2.54 A˚], respectively. Note that, one of
the two out of plane Zn-O bonds is 0.54 A˚ longer than
the other. The O-In-O bond-angle deviates by ±9◦ from
it’s ideal value of 90◦ in a perfect octahedron. Although
both Ga and Zn occupies the trigonal-bipyramidal sites,
corresponding bond-angles differ significantly. In partic-
ular, O-Ga-O bond-angles are equal to 90◦ and 120◦ for
out-of-plane and in-plane bonds, respectively, matching
exactly to the values for a perfect trigonal-bipyramid.
On the other hand, O-Zn-O bond-angles differ signifi-
cantly from their ideal values and they are measured to
be equal to 112◦ for in-plane and 74◦ and 106◦ for out-of-
plane bonds. However, these values can not be compared
directly with experimental results, because, as reported
in the literature, Ga and Zn atoms randomly occupy
the trigonal-bipyramidal sites in GaZnO+2 layer.
34,41–44
Thus, it will be more appropriate to calculate the av-
erage of bond-lengths and angles for in-plane and out-
of-plane bonds for Ga and Zn polyhedron and compare
them with experimental data. Using this approach, we
find the in-plane bond-length and angle to be equal to
1.97 A˚ and 116◦ in GaZnO+2 layer. The out-of-plane
bond-lengths are equal to 1.97 A˚ and 2.24 A˚ , while the
corresponding bond-angles are 98◦ and 82◦. The struc-
tural parameters obtained are in good agreement with
both calculated value and experimental data.34,41–44 We
also confirm that c-IGZO is a direct band gap semicon-
ductor, with both valence band maximum (VBM) and
conduction band minimum (CBM) being located at the
Γ point. The calculated band gap is ∼ 1.1 eV, which is in
good agreement with earlier predictions based on DFT
calculations, but significantly underestimated in compar-
ison with experimental results (3.3 eV),41,43,44 and this
can be improved by GW approximation.40 Thus, overall
agreement of our simulation results of c-IGZO with both
theoretical and experimental data available in the liter-
ature confirms the validity of the pseudopotential and
computational parameters and we use the same for a-
IGZO simulations.
B. Computational details
In addition to the variational operators mentioned in
Section II A, we also use permutation operation for multi-
element system. The permutation operation essentially
exchanges the position of atoms belonging to different
elements. It considerably improves the diversity of the
structures obtained and is of great significance while
treating multiple-element systems. Apart from this, the
simulation procedure followed here is same as before.
The number of generations considered is 16, with each
generation comprising of 32 structures, each made up
of unit cells containing 84 atoms (In12Ga12Zn12O48). A
database of ∼ 500 structures is generated and used for
further analysis.
6Energy Band 1 2 3 4 5 6 a-IGZO c-IGZO
ABL (A˚)
In-O 2.23 2.24 2.23 2.23 2.25 2.24 2.24 2.2
Ga-O 1.96 1.96 1.97 1.97 1.99 1.97 1.97 1.93
Zn-O 2.07 2.08 2.08 2.08 2.09 2.09 2.08 2 (2.54)
ABA
O-In-O 105.58◦ 105.04◦ 105.11◦ 105.00◦ 104.26◦ 104.79◦ 104.8◦ 81◦, 99◦
O-Ga-O 107.79◦ 107.58◦ 107.64◦ 107.62◦ 106.36◦ 107.40◦ 107.4◦ 90◦, 120◦
O-Zn-O 108.96◦ 108.42◦ 108.47◦ 108.03◦ 107.37◦ 107.71◦ 108.16◦ 74◦, 106◦, 112◦
ACN (3.00 A˚)
In-O 4.79 4.83 4.87 4.84 4.65 4.82 4.8 6
Ga-O 4.39 4.4 4.44 4.42 4.30 4.36 4.39 5
Zn-O 4.22 4.22 4.33 4.37 4.35 4.41 4.32 5
TABLE II. Average bond length, bond angle and coordination number for a-IGZO and c-IGZO. Averages are calculated by
taking a cut-off radius of 3 A˚ around every metal, i.e., any atom lying within this distance from a particular metal atom
is considered to be bonded to that metal. Corresponding values for the crystalline phase are given in the last column for
comparison. Note that, numerical value of coordination number depends on the choice of cut-off radius, as shown in Fig 7(g),
(h) and (i). Average bond lengths found here are within ∼ 2% of the experimentally observed33 values.
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FIG. 5. Unit cell of crystalline IGZO, repeated 2×2 along the
a and b axis, lying in the horizontal plane. This is adopted
from the work of de Jamblinne de Meux et al.44 In, Ga, Zn and
O atoms are shown in red, green, blue and gray, respectively.
C. Amorphous IGZO (a-IGZO)
The NDOS peak, which includes ∼80% of the 496
structures present in the original database, is divided in
six energy bands of width 40 meV [see Fig 6] and each of
them consisting of at least 50 structures or more. Consid-
ering all the structures present in a band, average values
of bond length, bond angle and coordination number are
calculated and reported for each of the six energy bands
in Table II. Since the energy difference among different
bands are relatively small, it is not surprising that they
have very similar values of ABL, ABA and ACN. Further
averaging over the numbers obtained for six different en-
ergy bands, we find the value of ABL, ABA and ACN to
be equal to 2.24 A˚, 104.8◦ and 4.8 for In-O, 1.97 A˚, 107.4◦
and 4.39 for Ga-O and 2.08 A˚, 108.16◦ and 4.32 for Zn-O
0
10
20
30
40
50
60
-1169 -1168.8 -1168.6 -1168.4 -1168.2 -1168
Energy/atom (eV)
FIG. 6. Number density of structures (NDOS) in the en-
ergy landscape of a-IGZO. Each column represents number
of structures within 40 meV energy range.
polyhedra. Calculated bond-lengths are in good agree-
ment with the experimentally measured values of 2.3 A˚,
1.96 A˚ and 2 A˚ for In-O, Ga-O and Zn-O, respectively.45
Coordination numbers are slightly under-estimated when
compared to an experimental study by Cho et al.,33 but
by increasing the cutoff by 0.2 A˚, we can get a better
match with the values reported in their paper.
Further analysis is performed in terms of RDF, BADF
and RCN by calculating their mean values (averaging
done over all the structures belonging to a particular
energy band), as shown in Fig 7(a)-(i). Since c-IGZO
consists of three cations, each forming a polyhedron with
oxygen atoms located at the vertexes [see Section III A],
the correlation functions and RCN are calculated for
three pairs, In-O, Ga-O and Zn-O. Note that, in all three
of the RDF plots the first peak is significantly broadened
than compared to the sharp peak observed in crystalline
7FIG. 7. Plots showing structural analysis of a-IGZO. RDF, BADF, RCN and distribution of coordination number for In-O
(first row), Ga-O (second row) and Zn-O (third row) is plotted in first, second, third and fourth columns, respectively. Colors
used in RDF, BADF and RCN plots are in accordance with the energy bands denoted in Fig 6. For c-IGZO, delta function like
peaks in RDF and BADF and sharp steps in RCN are shown in black lines [consult Fig 5 and Table II]. As discussed in the text,
for Zn and Ga in c-IGZO, it will be more appropriate to compare the average in-plane and out-of-plane bond-angles in MO5
polyhedron with experimental results and they are shown by dashed line in BADF plots. Coordination number distribution,
calculated using metal-oxygen cutoff distance of 3 A˚, clearly shows significant number of under-coordinated metal atoms in
a-IGZO.
FIG. 8. Atomic arrangement of a representative unit cell of
a-IGZO. Colors used for constituent atoms are same as Fig 5.
Some of the under-coordinated metal atoms are shown. Most
importantly, metal-metal or oxygen-oxygen bonds are absent,
as expected.
material and the higher order peaks are absent, which is
a typical characteristic of amorphous solids, originating
from the lack of long range order.
The radial distribution of oxygen with respect to In
[see Fig 7(a)] shows a broadened peak, with its maximum
at a radial distance approximately equal to the average
bond length reported in Table II. This is further corrob-
orated by the RCN plot [see Fig 7(g)], where a rapid
increase of coordination number is observed around ∼
2.2 A˚. Due to lack of long range order, value of CN in-
creases continuously with radial distance in a-IGZO and
the steps observed in case of c-IGZO are absent. The ra-
dial distribution of oxygen with respect to Ga and Zn are
illustrated in Fig 7(b) and (c), respectively, both show-
ing features similar to amorphous solids. As shown in
the figures, the RDF of oxygen with respect to both Ga
and Zn has a broadened peak at a radial distance of ∼
2A˚, which is comparable to the average bond length, as
reported in Table II. This is in good agreement with the
RCN plots [see Fig 7(h) and (i)], where a sharp rise of CN
is observed around ∼ 2 A˚. Since the first peak of RDF
represents the metal-oxygen bond-length,46 based on the
plots we can conclude that the bond-lengths are similar
in crystalline and amorphous phase.
Relative orientation among the constituent atoms are
analyzed in terms of bond-angles measured for O-In-
8O [Fig 7(d)], O-Ga-O [Fig 7(e)] and O-Zn-O [Fig 7(f)]
triplets. A large distribution of bond-angles, peaked
roughly around the average bond-angle [reported in Ta-
ble II] is a typical signature of amorphous material. Cor-
responding bond-angles for the crystalline structure are
marked by sharp delta function like peaks drawn using
solid lines. As discussed before, since it is more appropri-
ate to represent average in-plane and out-of-plane bond
angles in MO5 [M=Ga/Zn] polyhedron in case of c-IGZO,
we also show them using dashed lines in Fig 7(e) and (f).
Coordination number distribution is analyzed in
Fig 7(g), (h) and (i) for In-O, Ga-O and Zn-O, respec-
tively. The calculation includes all the structures lying
within the NDOS peak [see Fig 6] and we set the metal-
oxygen cut-off distance equal to 3 A˚ to get the coordina-
tion number distribution. Evidently, significant number
of metal atoms in a-IGZO are under-coordinated than
compared to the ideal value of 6 for In and 5 for Ga/Zn,
observed in c-IGZO. This explains the relatively lower
value of average coordination number for metal atoms in
a-IGZO than that of c-IGZO, as reported in Table II.
This can also be confirmed by visualizing [using Xcrys-
den36,37] a representative unit cell of In12Ga12Zn12O48,
illustrated in Fig 8. The figure also confirms that metal-
metal or oxygen-oxygen bonds are non-existent, as ex-
pected.
IV. CONVERGENCE AND REFINEMENT
Note that, in order to establish the validity of the
method, we set the number of generations to a relatively
high value in this work. Although having more structures
in the database is expected to improve the quality of sta-
tistical analysis, but it increases the computation time
considerably. According to our estimate, total number of
generations required to obtain the desired result is less
than ten, both for single and multiple component sys-
tem. Initial generations are expected to have some “un-
desired” structures, which are going to be eliminated in
due course of evolution. This is shown in Fig 9(a), where
the number of “undesirable” cation-cation and anion-
anion bonds, present initially, are found to diminish in
the subsequent generations. As shown in the figure, ini-
tial generations have significant number of oxygen atoms
within 1.4 A˚ (∼ 15% higher than O2 molecule bond-
length) distance of each other, which are non-existent
beyond 10th generation and we observe same trend in
case of metal atoms. Accordingly, ABL and ABA val-
ues converge approximately by 6th to 10th generations
[see Fig 9(b)]. Note that, structures generated by evo-
lutionary method are similar to as-quenched amorphous
structures obtained via melt-quench technique using MD
simulations and they can be further refined by annealing
at suitable temperature by using ab initio MD calcula-
tions.
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FIG. 9. Plots showing (a) number of cation-cation and anion-
anion bonds, which are “undesirable” in a-IGZO structure
and (b) ABL and ABA for different polyhedra, as a function
of generation number. The dashed lines represent the ABL
and ABA values, as reported in Table II.
V. CONCLUSION
In conclusion, we have successfully generated amor-
phous structures by using evolutionary algorithm, pro-
ducing similar results as predicted by popularly used ab
initio MD based melt-quench technique. The method
is effective for single component (a-Si), as well as multi-
component (a-IGZO) systems. In particular, we find that
characteristic structural parameters like average bond
length and bond angle are within ∼ 2% to those reported
by ab initio MD calculation. The strength of EA lies in
it’s ability to eliminate “undesirable” structures, similar
to Darwin’s theory of evolution based on natural selec-
tion. For example, we have observed that in case of ab
initio MD, if anion-anion bonds are formed during melt-
ing, they are inevitably found in the quenched structure,
almost appearing like a molecule entrapped in a solid.
Such structures, although present initially, do not sur-
vive in the later stages of evolutionary search. Moreover,
considering the fact that the search converges by approx-
imately 6th to 8th generation, the evolutionary method
is not going to be very expensive in terms of computa-
9tional resources also, than compared to the DFT based
MD calculations.
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