Introduction
The pioneering work of Bosq (2000) and Silverman (2002, 2005) encouraged the breakthrough of functional data analysis (FDA). Nowadays FDA is an established field in both theoretical and practical statistical research. Functional data objects which are sequentially observed over time and which feature a dependence pattern are known as functional time series. Typical examples are high-frequent financial data and data concerning the electricity consumption. Here based on a long and almost continuous record, data are segmented into curves over consecutive time intervals.
In this paper we focus on the autoregression bootstrap in the first order functional autoregressive (FAR(1)) model
where both the observations X t and the innovations ε t are Hilbert space valued elements (in particular functions). The regression operator Ψ is not necessarily linear and is estimated with kernel methods which date back at least to Ferraty et al. (2007) . So for our autoregression bootstrap we merge the model of Ferraty et al. (see Ferraty and Vieu (2006) ) with the ideas from Franke and Wendel (1992) and Kreutzberger (1993) , which have also been considered in Franke et al. (2002) for the autoregression bootstrap of one-dimensional AR(1) processes. The detailed assumptions of the model are stated in Sections 2 and 3.
The research of functional autoregressive processes dates back at least to Bosq (2000) who studies the FAR-model for linear operators. Since then there has been extensive study of linear functional time series. We refer the readers to Antoniadis and Sapatinas (2003) , Antoniadis et al. (2006) , Bosq (2007) , Hörmann and Kokoszka (2010) , Horváth and Kokoszka (2012) . Since the approach of Bosq (2000) has certain drawbacks when it comes to implementation, there have been proposed alternative methods of estimating the linear functional model. Aue et al. (2015) present a method which is based on functional principal component analysis (FPCA). propose another way to address the problem of dimension reduction.
In this paper, we continue with the framework of Ferraty et al. which is based on kernel methods in the functional regression model. When dealing with nonparametric models kernel methods have proved to be a powerful tool. So far, the functional regression model y = ψ(X) + ε with a real-valued response variable y has been extensively studied in the kernel regression setting. Ferraty et al. (2007) study the asymptotic properties of the kernel estimator. Masry (2005) and Delsol (2009) extend this functional regression model with a real-valued response to time series data which is strongly mixing. Louani (2010, 2011) study the functional kernel regression model for stationary ergodic data, which allows in particular the applicability to non-mixing processes.
So far, the double functional setting has only been investigated in some pioneering work. Ferraty et al. (2012) study the asymptotic properties of the kernel estimator in a double functional regression model for pairs of i.i.d. data. Krebs (2018a) extends their results to pairs of dependent data in the framework of stationary ergodic data of Laib and Louani and also studies the approximating properties of the wild and naive bootstrap in the double functional setting.
The residual bootstrap has received much attention in a model with a real-valued response variable. González-Manteiga and Martínez-(2011) study it in the functional linear regression model. Ferraty et al. (2010) consider both the naive and the wild bootstrap for pairs of i.i.d. data in the nonlinear kernel regression setting. Raña et al. (2016) study the same bootstrap variants in a model with an α-mixing condition. Zhu and Politis (2017) extend these results to the regression bootstrap in the FAR(1)-model. Franke and Nyarige (2016) consider the residual bootstrap for the linear FAR(1)-process based on the framework of Bosq (2000) . Paparoditis (2016) proposes a sieve bootstrap for functional time series.
Naturally the FAR(1)-process is a dependent time series, more precisely a Markov process with respect to its natural filtration (F t ), where F t = σ(X 0 , . . . , X t ). As α-mixing can fail even for Markov processes if certain smoothness conditions are not satisfied (see, e.g., Andrews (1984) ), we choose the concept of stationary ergodic data from Laib and Louani (2010) to model the dependence within the time series. This concept is quite general. Denote the conditional small ball probabilities of the process by F Ft−1 x (h) = P( X t − x ≤ h|X t−1 ) and F x (h) = P( X t − x ≤ h). Then our model mainly relies on the ergodicity of the empirical averages n −1 n t=1 F Ft−1 x (h) ≈ F x (h). Using this result and a multiplicative structure of the small ball probability, we obtain limiting laws for the bootstrapped operator. The unique contribution of this paper is the study of the autoregression bootstrap in the functional kernel regression model (1.1) and its asymptotic normality in the Hilbert space-sense. This means that we construct in the first step a new functional time series X * from the estimated residuals of the observed time series X based on the kernel estimate of the regression operatorΨ n,b (and an oversmoothing bandwidth b). In the second step, we consider the asymptotic distribution ofΨ n,h at a point x in the function space. For that reason, we use the bootstrapped time series X * to construct an approximationΨ * n,b,h (x). We show that after rescaling nF x (h)(Ψ * n,b,h (x)−Ψ n,b (x)) and nF x (h)(Ψ n,h (x)−Ψ(x)) tend to the same Gaussian distribution on the Hilbert space. When compared to the regression bootstrap, the situation here is much more complex. For the regression bootstrap X 2 General notation and framework Let D be a convex and compact subset of R d with nonempty interior and let ν be a finite measure on the Borel-σ-field B(D) of D which admits a strictly positive density w.r.t. the Lebesgue measure. Let H be the separable Hilbert space L 2 (D, B(D), ν). H is equipped with an orthonormal basis {e k : k ∈ N}, an inner product ·, · and the corresponding norm · . The stationary FAR(1)-process from (1.1) is defined on a probability space (Ω, A, P) and takes values in a subspace S of H of smooth, real-valued functions. The innovations ε t are i.i.d, have mean 0 and are also S-valued. The regression operator Ψ : H → H is not necessarily linear but Lipschitz continuous w.r.t. the norm on the Hilbert space, · . We estimate Ψ with the methods given in the kernel regression framework of Ferraty and Vieu (2004) but in this manuscript, we work in a double functional setting similar as in Ferraty et al. (2012) .
Define on the set of continuous functions on D, C 0 (D), the norm Moreover, we define sets of smooth functions by U(r) := x ∈ C 0 (D) : x 1,C 0 (D) ≤ r , r ≥ 0.
Then ∪ r∈N U(r) is an R-vector space. Set U = {U(r) : r ≥ 0}. It is well-known (cf. van der Vaart and Wellner (1996) ) that each U = U(r) ∈ U is totally bounded in (H, · ) and there is a constant C which only depends on the dimension d such that the logarithm of the ǫ-covering number w.r.t. · on H satisfies
where
and λ is the Lebesgue measure. Throughout this manuscript, we assume that S ⊆ r∈N U(r) is a linear subspace. In particular, each realization of ε t and X t is Lipschitz continuous. We come to the definition of the estimator of the regression operator. For that reason, let (r n : n ∈ N) be a realvalued sequence which tends to infinity. We give a precise definition of this sequence below and in the appendix. Set
, where K is a kernel function and h > 0 is the bandwidth. The estimatorΨ n,h : S → S is defined byΨ
The subindex n inΨ n,h emphasizes the dependence of the estimator on the set U(r n ). The subindex h clarifies which bandwidth is used. In particular, if we use later an oversmoothing bandwidth b >> h, the estimatorΨ n,b is computed on the same sets U(r n ), only the bandwidth varies (and the latter can also depend on n).
The definition ofΨ n,h on the complement of U(r n ) in S is technical because for the bootstrap procedure to work, we need the estimator to be well-behaved on regions of S where the sample data is relatively sparse.
We describe our autoregressive bootstrap procedure. Let X 0 , . . . , X n+1 be a given functional time series. Set I n = {1 ≤ j ≤ n : X j−1 ∈ U(r n )}.
Then we write ε ′ t for the centered residuals which are estimated withΨ n,b (for an oversmoothing bandwidth b), i.e.,
is the average of the innovations which are estimated with a relatively high precision. Then, t∈In ε ′ t = 0. Note that we actually, we have a triangular array of centered residuals ε ′ n,t but we only write ε ′ t for reasons of simplicity. Denote the random variables which formalize the resampling scheme of the autoregression bootstrap by δ t,j = δ
be independent and uniformly distributed on the random set I n for t = 1, . . . , n. Set
Note that j∈In δ (n) t,j = 1 for all 1 ≤ t ≤ n. The procedure for generating the pseudo-time series is the following.
Algorithm 2.1 (Generation of the pseudo-data for the autoregression bootstrap).
(1) Set ε * t = ε * n,t = j∈In δ (n) t,j ε ′ n,j for t = 1, . . . , n + 1.
(2) Generate the bootstrap data X * t = X * n,t , for t = 1, . . . , n + 1 recursively by X * n,t =Ψ n,b (X * n,t−1 ) + ε * n,t , for t = 1, . . . , n + 1 and for a suitable initial value X * n,0 = X * 0 .
As S is a linear space, the elements of the bootstrapped process are also smooth functions in S. We assume that the starting value X * 0 of the bootstrapped process is bounded uniformly in the data, i.e., sup n∈N [ X * 0 | X 0 , . . . , X n ] is a.s. finite. For instance, a suitable choice is the initial value of the time series X * 0 = X 0 . In practice and if n >> 1 is large, the choice of X * 0 is of minor importance because of the exponentially decreasing dependence in the stationary FAR(1)-process.
We introduce some notation. We write Z p,P ′ for the p-norm of a real-valued random variable Z defined on a probability space (Ω ′ , A ′ , P ′ ). We denote the conditional expectation given the data X 0 , . . . , X n by
In the same way, we write P * n (A) := [ 1{A} | X 0 , . . . , X n ] for the probability measure given the data and L * (U ) for the distribution of a random variable U conditional on the data X 0 , . . . , X n . Denote the projections Ψ(·), e k , X t , e k and ε t , e k by ψ k (·), X k,t and ε k,t for each k, t ∈ N. Let V, W be two normed linear spaces. If Γ : V → W is linear, we write Γ.x for the image of x ∈ V under Γ. If Γ is also continuous, its norm is Γ L(V,W ) = sup{ Γ.x W : x ∈ V, x V ≤ 1} < ∞ and we write Γ ∈ L(V, W ).
If ζ is a real-valued (resp. H-valued) random function which satisfies ζ(u)/u → 0 in probability (resp. ζ(u) /u → 0 in probability) as u converges to some limit in [−∞, ∞], we write ζ(u) = o p (u). In the same way, we say that ζ(u)
is O p (u) if ζ(u)/u (resp. ζ(u) /u) is bounded in probability as u converges to some limit in [−∞, ∞]. Moreover, we agree to use the analogue notation for a.s. and a.c. convergence.
A Borel probability measure µ on H is a Gaussian measure if and only if its Fourier transformμ is given bŷ µ(x) ≡ exp(i m, x − Cx, x /2), where m ∈ H and C is a positive symmetric trace class operator on H. m is the mean vector and C is the covariance operator of µ. We also write G(m, C) for this measure µ.
We write ⇒ for weak convergence on H, i.e., µ n ⇒ µ for probability measures µ and (µ n : n ∈ N) if and only if H F dµ n → H F dµ as n → ∞ for all F : H → R which are bounded and Lipschitz continuous w.r.t. · on H and the Euclidean norm on R. Write F x (h) for the probability P(
Asymptotic normality
We give the detailed assumptions on the functional autoregression model; these concern the distributional properties of the process X, the characteristics of the regression operator and the kernel function as well as the properties of the small ball probability, the bandwidth choices and the covering assumptions of the function space.
We consider the bootstrap of the regression operator at a fixed point x ∈ U(r 1 ) in the function space.
(A1) The kernel K has support [0, 1], has a continuous derivative K ′ ≤ 0 and K(1) > 0.
(ii) For all k ∈ N and some δ > 0 the operator ψ k admits a linear approximation in a δ-neighborhood of x in the sense that for all y, z ∈ U (x, δ),
from S to H is Hölder continuous with exponent α and uniformly bounded.
(A3) (i) P( ε t − y ≤ u) ≤ P( ε t − z 0 ≤ u) for all y ∈ H and u in a neighborhood of 0 for a certain z 0 ∈ H.
is Hölder continuous with Hölder exponent α (from (A2) (ii)) uniformly in u in a neighborhood of 0. For all y ∈ S and u, ǫ sufficiently small there is aL ∈ R + such that
, where f ε ≥ 0 and g ε are random functionals with the property
, where τ 0 is continuous in a neighborhood of 0 and τ 0 (0) = 0.
The conditions on the kernel function and the small ball probability allow us to define the moments for x ∈ S
It follows from the assumptions in Condition (A3) that there is a
for all h in a neighborhood of 0 for x ∈ S. Moreover,
for someB ∈ R + and α from Condition (A2) and for all u in a neighborhood of 0. Condition (A1) on the kernel function K is standard in the functional kernel regression model of Ferraty et al. A Lipschitz constant which is smaller than 1 in Condition (A2) (i) is necessary to obtain an exponential decay of the influence of the past values of the time series. Condition (A2) (ii) and (iii) are important for the convergence results, in particular, for the limiting expression of the bias.
Condition (A3) on the small ball probability function appears in similar version also in Laib and Louani (2010) and Laib and Louani (2011) , who also give examples of functional processes which satisfy these criteria.
Condition (A4) is a moment condition. Note that we require the error terms and the observations X t to have uniformly bounded Lipschitz constants. However, we do not require the functions ε t and X t to be uniformly bounded.
Condition (A5) on the bandwidth is similar as in Ferraty et al. (2010) .
Before we proceed, we need two technical conditions on the estimatorΨ n,b (·), the first is a covering condition, the second concerns dependence relations.
Let
The intention of Condition (A6) is that the complexity of the relevant set of functions in the h-neighborhood of x w.r.t.
· decreases sufficiently fast as h tends to zero. Covering conditions as (A6) are frequently used in this context, see also Ferraty et al. (2010) for a variant where the random set V n is replaced by the underlying space which in the present case is S. Furthermore, define the random variable A n,t = Ψ(X t−1 ) −Ψ n,b (X t−1 ) −ε ∈ S for 1 ≤ t ≤ n and n ∈ N. Let Q n,t be the probability distribution of (ε t , A n,t , 1{t ∈ I n }) on S 2 × {0, 1} and letQ n,t = P εt ⊗ P (An,t, 1{t∈In}) be the product measure of ε t and (A n,t , 1{t ∈ I n }) on S 2 × {0, 1}. We need another technical condition regarding the estimates.
(A7) The β-mixing coefficient β(ε t , (A n,t , 1{t ∈ I n })) is of order o(φ(h)). Q n,t ≪Q n,t such that the RadonNikodým derivative is uniformly essentially bounded in that
Moreover, there are L n,t ∈ R + , 1 ≤ t ≤ n, n ∈ N such that n −1 n t=1 L n,t = o(1) and sup n∈N,1≤t≤n L n,t < ∞ as well as for all h in a neighborhood of 0
3)
The first requirement in Condition (A7) is satisfied if the β-mixing coefficient is o(n −1 ). As by construction ε t and X t−1 are independent, this coefficient can be considered as the variation of ε t with Ψ(X t−1 ) −Ψ n,b (X t−1 ) andε. The first part of Condition (A7) allows us to exchange the measure Q n,t withQ n,t at negligible costs, see also Lemma A.9. (3.2) roughly means the the averaged difference between the conditional and unconditional distribution of ε t − x vanishes a.s. (3.3) has a similar implication.
We come to the construction of the sequence (r n : n ∈ N) which determines which of estimated residuals are used in the resampling. (r n : n ∈ N) satisfies the three technical conditions
We show in Appendix A the existence of such a (r n : n ∈ N) in the case where the dimension d of D is 1. The main result of this manuscript concerns the asymptotic normality of the bootstrapped regression operatorΨ * n,b,h
We introduce the two families of probability distributions on H
Theorem 3.1. Let C x be the unique covariance operator on H which is characterized by the condition
This means that the bootstrapped regression operator has the same Gaussian limiting distribution in probability as the estimated regression operator. This convergence can also be characterized in terms of bounded Lipschitz continuous functionals F . Concerning the one-dimensional projections, we also obtain a uniform convergence result with Pólya's theorem. This is a generalization of the result given in Franke et al. (2002) for the autoregression bootstrap of a realvalued AR(1) process.
In contrast to the existing results for the wild and naive bootstrap in functional kernel regression (see Ferraty et al. (2010) or in Krebs (2018a) ), the autoregression bootstrap only approximates the true distribution in probability and not a.s. This is mainly because in our case the bootstrap regressors X * t do not coincide with the original regressors X t and, thus, have different, more complex stochastic properties.
Finally, consider the scaling factor (nφ(h))
h). Then the above results remain valid if we replace (nφ(h))
1/2 by (nF n,x (h)) 1/2 and omit the factor
as n → ∞, the claim follows directly from Slutzky's theorem, see also Ferraty et al. (2010) and Laib and Louani (2010) for this extension.
Technical results
In this section, we write F * t for the σ-field generated by the random variables X * 0 , . . . , X * t for t = 0, . . . , n. So
Since the autoregression bootstrap is a residual-based bootstrapping procedure, we need to study the approximability of the innovations by the bootstrap innovations, where the latter are drawn from the centered sample residuals. This is done in the following in terms of the Mallows metric d 2 which is discussed in detail in Bickel and Freedman (1981) : let F and G be two distributions on S and p ≥ 1, then the Mallows distance between F and G is given by
where the infimum is taken over all pairs of random variables (U, V ) with values in S 2 such that L(U ) = F and Bickel and Freedman (1981) prove that the infimum is attained. This fact ensures the existence of a coupled process {ε t : t = 1, . . . , n + 1} such that the residual ε t and the bootstrap residual ε * t feature the relation
(ii) the componentsε t have a conditional distribution given the data X 0 , . . . , X n+1 which coincides with the unconditional distribution of the ε t , i.e., L * (ε t ) = L(ε t ) for t = 1, . . . , n + 1;
See also Franke et al. (2002) and the subsequent Theorem 4.1 for the existence of such a processε. Define a processX as follows:
. Then use the residualsε t to make the recursive definitionX t = Ψ(X t−1 ) +ε t . Note that we are actually dealing with a triangular array of random variables {ε n,1 , . . . ,ε n,n+1 } and {X n,1 , . . . ,X n,n+1 }, n ∈ N.
The proof of Theorem 3.1 decomposes in several lemmas, we consider the following quantitieŝ
The approximating property of the ε * t is as follows.
Theorem 4.1 (Approximation of the innovations in the FAR(1)-model). Assume that
if t ∈ I n and if t / ∈ I n . So U (resp. V ) has distributionF n (resp. F n ). It remains to compute their Mallows distance.
(4.1)
Consider the first and the second sum in (4.1)
It follows by the strong law of large numbers for Hilbert space valued sequences (cf. Bosq (2000)) that the last term in (4.2) converges to zero a.s. Moreover,
This term converges to zero in probability by Corollary A.4. It remains to consider the second and the third sum in the curly parentheses in (4.1). Clearly, (n − |I n |)n −1 = o p (1). We have for the second sum
So, the second sum is o p (1). And, if we multiply the third sum in the curly bracket by the factor (n − |I n |)n −1 , we find
Hence,
It follow several lemmas which generalize the results of Franke et al. (2002) to the functional case.
Lemma 4.2.
Moreover, 1{X * t / ∈ U(r n ), X * t − x ≤ h} ≤ 1{r n < c} for some nonrandom c ∈ R + uniformly in t and n.
Proof. In the first part, we prove that both max 1≤t≤n
Hence, the conditional expectation of X * t is at most
where by assumption the number L Ψ < 1. Set
Then D is independent of t and bounded in probability by Theorem 4.1 and Corollary A.4. If we iterate this inequality
In particular, max 0≤t≤n
Moreover, we see that
. Iterating this inequality and summing up, we obtain
Now, we use
is bounded in probability. Thus, (4.4) is O p (1) and so is (4.3). This finishes the first part.
We come to the second part of the proof. Consider P
We show that this last conditional expectation is bounded in probability. Note that X *
2/(2+d) by Lemma A.7 for a constant C which does not depend on the functions X *
So, it remains to consider ω X * t . For that reason, we use the sublinearity of the map x → ω x and the definition of the estimatorΨ n,b . As ω εt and ω Ψ(Xt) are essentially bounded, there is a constant c * ∈ R + such that for all t and n
In particular, * ω X * t ≤ c * (uniformly in t and n). This proves the first statement in (i) which is max 1≤t≤n P
n ). The second statement in (i) follows similarly. This completes (i). We come to (ii). Using Lemma A.7, 1{a > b} ≤ b −1 a if a, b > 0 and Hölder's inequality, we obtain
The second statement in (ii) follows similarly as the first one. For the last statement in (ii), we use additionally the smoothness assumption on the regression operator, i.e., ω Ψ(x) = O(1).
We need again the inclusion
for the amendment of the lemma. If we use additionally the requirement that X * t − x ≤ h, we obtain from Lemma A.7
Hence, since r n → ∞, there is a constant c ∈ R + such that
Proof. We begin with the decomposition
The conditional expectation of the first difference is bounded above by *
The first term in (4.6) is at most X n max 1≤t≤n P * X * t−1 / ∈ U(r n ) and vanishes in probability by Lemma 4.2. The second term is o p (1) by Corollary A.4. We apply the Lipschitz continuity of the regression operator to the third term and obtain the bound
. The fourth term vanishes by the following argument: letŨ = U(r) for somer > 0. Then *
where we use in the last inequality for the second summand that 
where the random variable U n = o p (1) (n → ∞) and does not depend on the index t but only on the sample size n. The convergence of ε * t −ε t is considered in Theorem 4.1. We have that
and uniformly in t because the innovations are i.i.d.
Thus, there is a random variable V n which is in o p (1) and which is independent of the index t such that *
) and the claim follows because by construction
Proof. We begin with the same decomposition as in the proof of Lemma 4.3:
(4.8)
Define the quantities
Then the empirical mean of (4.8) is bounded above by
Clearly, the sum involving the term A n and the norm of the initial valuesX 0 and X * 0 vanishes in probability. Hence, it remains to consider the sum involving the B n,t−k . We obtain after changing the order of summation
(4.10)
Consider the right-hand side of (4.10) for the component Ψ(
The first and second factor in (4.11) are bounded in probability. The third factor is o p (1) by Lemma 4.2. Hence, (4.11) is o p (1). Next, we treat the term which involves the innovations: by construction n −1 n t=1 ε * t −ε t is a sum of i.i.d. random variables (conditionally on the data X 0 , . . . , X n ). Hence, it converges in probability to its (conditional) mean which converges to 0 by Theorem 4.1. In particular,
All in all, (4.10) is o p (1). This completes the proof of the assertion.
The following result is crucial for the uniform approximation (X t ) by the bootstrap process (X * t ).
Proposition 4.5.
Proof. First we use that (4.12) is at most
(4.14)
+ sup
In the rest of the proof, we focus on the first statement and bound above the quantities from (4.14) to (4.17). It is straightforward to use these upper bounds in combination with the previous lemmata to prove the second statement, so we only give details for the second statement at points where it is not immediately obvious. We start with (4.15). Using the Hölder continuity of the small ball probability from (3.1), (4.15) is of order
Using Corollary A.4, the first term vanishes in probability. Moreover, using Lemma 4.2, we see that also the second term is o p (1). Similarly, we find that (4.16) is
Next, we use that the r.v.'sε t andX t have the same law conditional on the data as the r.v.'s ε t and X t . Then (4.17) can be expressed in terms of the small ball probability functions f X,t and g X,t as
(4.18)
The first term and the second term in (4.18) vanish a.s. by assumption. 
(1) because of the properties of the coupled processX t and because f X,t (x) ≤ D(z 0 ). This proves also that the conditional expectation of (4.18) and (4.17) vanishes a.s.)
We conclude with (4.14) which is bounded above by
The first summand is bounded above by .5. For (4.23) , use that A n,t = Ψ(X t−1 ) −Ψ(X t−1 ) −ε. We apply Proposition 2 in Krebs (2018b) which allows us to exchange the first probability in (4.23) by the expectation w.r.t. the product measure, i.e.,
Hence, using P( z + ε t − x ≤ hs, t ∈ I n ) = P( z + ε t − x ≤ hs)P(t ∈ I n ), (4.23) is at most
The factor inside the expectation is o p (1) and is uniformly bounded. Hence its expectation is o(1).
Finally, consider (4.24). We use the independence between X t−1 and ε t and the fact that sup z∈H P( ε t − z ≤ hs) ≤ P( ε t − z 0 ≤ hs) for a certain z 0 ∈ H and h sufficiently small. Then, (4.24) is o(1). So, (4.19) is o p (1).
The last two summands (4.20) and (4.21) are also vanishing. Consider (4.20) which is at most
Consider the indicator which is at most
(4.25)
The first term in (4.25) is ultimately 0 a.s.: if X * t−1 / ∈ U(r n ), thenΨ n,b (X * t−1 ) =X n . Firstly, ωX n ≤ c * a.s. for some c * ∈ R + . Secondly,X n is a.s. bounded w.r.t. · , consequently, also w.r.t. · ∞ .
Moreover, the second term in (4.25) is also ultimately 0 a.s. Indeed, on the one hand, as X *
On the other hand, and asΨ n,b (X * t−1 ) / ∈ U(r n ) and as
where we use for the derivation of the last equality that
Now, as 2/(2 + d) < 1, we can combine (4.26) with (4.27) to obtain the claim. The summand in (4.21) is also o p (1). Indeed, by Lemma 4.2
This completes the proof.
(ii) (nφ(h))
Moreover, (iii) (nφ(h))
and (nφ(h))
Proof. Let j ≥ 1 and ℓ ∈ {0, 1}. Set
Throughout the proof we will use the following fundamental decomposition
(4.28)
In the first step, we prove (i) and (ii). Therefore it suffices to apply the result from (4.13) in Proposition 4.5 to (4.28) when additionally conditioned on the sample. We obtain that
(4.29)
The first statements in (iii) and (iv) follow from the second statements in (iii) and (iv) because
which follows from (i) resp. (ii) when considering the conditional variances. Indeed, define
. Apply Markov's inequality, the (conditional) Jensen inequality and Lebesgue's dominated convergence theorem to obtain for ǫ > 0
This shows the first statements in (iii) and (iv). Finally, the second statements in (iii) and (iv) are then obtained from (4.28) in the same way as (4.29) but this time using (4.12) instead of (4.13) from Proposition 4.5.
Lemma 4.7. Let G(0,C x ) be a Gaussian distribution on H, where the covariance operator is characterized by the condition
(4.31)
Proof. We prove the claim for the bootstrapped process, the proof of the part which concerns the original process follows similarly. Set ξ n,t = (nφ(h)) −1/2 ∆ * h,t (x)ε * t+1 . It suffices to verify in the bootstrap world three conditions from a version of the central limit theorem for H-valued martingale difference arrays given in Kundu et al. (2000) . These are Condition 4.8 (Lindeberg condition).
, for every ρ > 0 and every k ≥ 1.
We begin with Condition 4.8 (i).
This expression converges to E[ ε 0 , v 2 ]M 2 f X (x) in probability by Lemma 4.6. and by Theorem 4.1. Similarly, Condition 4.8 (ii) is satisfied because
where we make again use of Theorem 4.1 and Lemma 4.6. We end with Condition 4.8 (iii). Observe that for a = (2 + δ ′ )/2 > 1, δ ′ > 0 and b such that a 
Proof. First consider the original process X. Using the conditions on the differentiability of the coordinate functions of Ψ at x and the properties of the functionφ x near 0, we obtain
Next, we consider the bootstrapped time series X * and perform the following split
Then (4.33) is in the · -norm at most
We study (4.36), the last factor is O p (1). Note that 1{X * t / ∈ U(r n ), X * t − x ≤ h} ≤ 1{r n ≤ c}, for some c ∈ R + which is non-random and does neither depend on n nor on t by Lemma 4.2. In particular, (4.36) is o p (1).
It remains (4.37); using the definition of the random sets V n and Condition (A6), it is enough to show that
We infer from Lemma A.6 that the last factor is o a.s. ((nφ(h)) −1/2 ). Moreover, as (nφ(h))
The conditional expectation of (4.34) is zero. Moreover, * (nφ(h))
using the Lipschitz continuity of Ψ and Lemma 4.6. Arguing as in (4.30), this shows that also (4.34) is o p (1). Finally, consider the summand in (4.35) which decomposes as
Next, we show that we can replace the residuals ε * t in (4.38) by theε t . From the computations, which follow (4.25), we have {Ψ n,b (X * t−1 ) / ∈ U(r n )} = ∅ if n is larger than a deterministic n 0 ∈ N. Consequently, it is enough to study φ(h)
where the first equality follows from the independence of ε t and X t−1 . So (4.41) remains. Again as ε
(4.44)
Using Lemma A.9, (4.43) is O(φ(h) −1/2 β(ε t , (A n,t , 1{t ∈ I n })) 1/2 h) which is o(h). Furthermore, using the functions ϕ y which model the conditional expectation [ε t − y| ε t − y ], we can split (4.44) as
(4.46)
Consider (4.45). We have
for some constant C ∈ R + and where the o-expression is uniform in the arguments x − z − a and x − z. Consequently,
Next, we come to (4.46) and consider the inner expectation. Again, we make use of the expansion of ϕ x near 0. Then the inner expectation is at most
Using this upper bound in (4.47) and applying this result afterwards in (4.46), we obtain that (4.46
Consequently, we can replace the ε * t byε t in (4.38) and obtain
(4.48)
We can use the continuity properties of z → dϕ x−z (0) and similar arguments as those used to show that (4.15) to (4.17) are o p (1) to find that (4.48) equals
Indeed, one can show that the difference between (4.48) and (4.49) is of order
which is o p (1), we skip the details here. However, (4.49) equals
And this last line is L
.dφ x (0)).e k ) + o p (1) as in (4.32).
We can now give a proof of the main theorem
Proof of Theorem 3.1. The claim follows when combining Lemma 4.6, Lemma 4.7 and Lemma 4.9. We have both
, C x )) in probability. As in the proof of Theorem 2.2 in Krebs (2018a) we conclude with Theorem 3.1 from Rao (1962) that
where F : H → R is Lipschitz continuous and bounded. The amendment concerning the one-dimensional projections follows with Pólya's theorem (see e.g., Serfling (2009)) as in the proof of Corollary 2.3 in Krebs (2018a) .
A Appendix Lemma A.1 (Uniform convergence properties off h ). Let U ∈ U. Then for all j ≥ 1
(ii) sup x∈U (nφ(h))
Proof. We fix j ≥ 1 and an ℓ ∈ {0, 1}. Set
We prove (i) and (ii). (iii) and (iv) follow then from (i) and (ii) by Lebesgue's dominated convergence theorem. First note that
This implies that
The first line and the third line on the right-hand side are o a.s.
(1) because both
Moreover, sup x∈U n −1 n t=1 |g X,t (hs, x)|φ(hs) −1 ≤ D(z 0 ) < ∞ for all s ≥ 0. Thus, the fourth line is o a.s.
(1), with an application of Lebesgue's dominated convergence theorem to the measure ds. Moreover, the second term is o(1)
The first result generalizes the theorem of Laib and Louani (2011) to an H-valued regression operator.
Theorem A.2 (Uniform consistency ofΨ n,h ). Let h > 0 be sufficiently small such that Condition (A3) is satisfied. Let ǫ n = hλ n for a positive sequence (λ n : n ∈ N) with limit zero. Consider a totally bounded set U ⊆ H such that inf x∈U f X (x) > 0 and assume that
Then sup x∈U Ψ n,h (x)−Ψ(x) ≤ a n +B n , where a n is real-valued, and B n is a random variable such that a n = O(h)
. We begin with a useful lemma Lemma A.3. Let k ∈ N and z ∈ R + . Then for all x ∈ U, c ∈ R + , h > 0 sufficiently small and n there are A, B ∈ R + which do not depend on n, h and c such that
Proof. The proof relies on an application of Lemma A.8. We compute for m ∈ N the moments
Next, we introduce the following informal notation, write
We follow Collomb (1977) and consider the differenceΨ n,h (x) − Ψ(x) on U:
Thus,
The third term in the numerator is O a.s. (h), this follows from the Lipschitz continuity of the regression operator Ψ and the dependence structure of the FAR(1)-process and Lemma A.1. The denominator in (A.1) can be bounded as
By assumption, the infimum on the right-hand side of (A.2) is positive and the first supremum converges to zero a.s. by Lemma A.1. Thus, it is sufficient to consider in the rest of the proof the first two terms in the numerator of (A.1)
and show that these are O a.c. (λ n ). We only focus on the first supremum, the second is easier to handle and follows similarly. Consider a covering of U with k n = N (U, ǫ n , · ) balls of diameter ǫ n centered at points z 1 , . . . , z kn . Then the first supremum is bounded above by
where U (z u , ǫ n ) is the closed ǫ n -neighborhood of z u in H. We choose m proportional to log n (an exact constant can be derived in the subsequent lines). First consider the tail probability of (A.3)
Set c proportional to λ n , the exact constant can be derived in the following lines. Then by Lemma A.3 there are A, B ∈ R + (which also depend on the constant that governs the growth of m but not on n) such that the probability in
By assumption, the last upper bound in (A.7) is summable over n ∈ N which implies
, where a 3 can be arbitrarily large. Then obviously,
Second we demonstrate that also (A.4) attains the rate O(λ n ). It is at most
We only show that the first summand in (A.8) attains the desired rate, the second works similarly. Set
Here the first term in the square bracket is relevant if both X t − x ≤ h and X t − z u ≤ h. The second term is relevant if either X t − x ≤ h and X t − z u > h or X t − x > h and X t − z u ≤ h. Then the first summand in (A.8) is bounded above by max 1≤u≤kn
Indeed, consider in the first place the sum of conditional expectations
Use that [ X t+1 |X t ] is bounded on the set {z : X t − z ≤ h, z ∈ U} and that
because of the Lipschitz continuity of the conditional distribution functions from Condition (A3) (i). This yields that (A.9) is at most cλ n for a constant c ∈ R + , i.e., (A.9) admits a deterministic upper bound. In particular, (A.9) is O a.c. (λ n ). In addition, one can show that
for certain A, B ∈ R + . In particular, as ǫ n h −1 = λ n → 0, we obtain for the choice c (which is proportional to λ n ) that this last exponential bound is dominated by (A.7). Thus,
. So the first summand in (A.8) is also O a.c. (λ n ); the same applies to the second summand in (A.8).
Corollary A.4. Let d = 1 and let (b n : n ∈ N) converge to 0. Then there is a sequence (r n : n ∈ N) ⊆ R + with
Proof. In the first step, we show that the estimator is indeed uniformly consistent on a set of the type U(r) for a given sequence b n which satisfies Condiiton (A5) as claimed in Theorem A.2; note that in the present situation, we need to replace the bandwidth h by the bandwidth b. Depending on b choose ǫ n such that ǫ
Moreover, using the fact that d = 1, λ n = ǫ n b −1 and the definition of ǫ n , we have
And additionally,
In the second step, let S ∈ R + be arbitrary but fix. Set a k = Sk for k ∈ N + . Moreover, let (f k : k ∈ N) and (g k : k ∈ N) be positive sequences converging to 0. Set m 0 = 0. Then define inductively for
The definition of m k is meaningful for each k (given m k−1 ) because of Theorem A.2 and because g k and f k are fix for each k. Next construct the sequence (r n : n ∈ N) as follows: r 1 = . . . = r m1−1 = S/2 and r m k = . . . = r m k+1 −1 = Sk (k ∈ N + ). Note that lim n→∞ r n = ∞ because (m k : k ∈ N) partitions N.
Let now ε, δ > 0 be arbitrary. Choose k 1 such that δ > g n and ε > f n for all n ≥ k 1 . Moreover, for each n there is a unique integer k 2 such that n ∈ {m k2 , . . . , m k2+1 − 1}. Choose n large enough such that k 2 ≥ k 1 . Then 
(A.11)
In particular, there is a sequence (r ′ n : n ∈ N) ⊆ R + with lim n→∞ r ′ n = ∞ such that (A.10) and (A.11) are o p (1), when r is replaced by (r n : n ∈ N).
Proof. In the first part, we show the claim for (A.10), (A.11) follows similarly, is however more complex as the random variables are H-valued and is demonstrated in the second part. Then by taking the pairwise minimum in both sequences, we obtain the desired sequence r n .
Part I: Clearly, |I n |n −1 → 1 in probability. Furthermore, P( z + ε ′ t − x ≤ hs, t ∈ I n ) can be replaced with P( z + ε ′ t − x ≤ hs) 1{t ∈ I n }. Indeed, on the one hand, uniformly in s and z
Using Proposition 2 in Krebs (2018b) , the first and the third term on the right-hand side are O(β(ε t , (A n,t , 1{t ∈ I n }))φ(h) −1 ) which is o(1). The second term is at most φ(h)
And on the other hand,
uniformly in z and s. As n
, this shows that we can perform the replacement. So instead of (A.10), we consider
where r n is as in Corollary A.4. By construction, ε ≤ |I n | −1 t∈In ε t + sup x∈U(rn) Ψ n,b (x) − Ψ(x) ; the first term which is the average of the innovations ε t is o p (1), this follows from the well-known concentration inequalities. Moreover, by Corollary A.4, the first probability in (A.14) converges to 0 for every δ > 0.
In order to obtain a bound on (A.13), we consider the Laplace transform
For that reason, we define the filtration
Using Conditions (A3) and (A7), it is not difficult to derive that there is a constant C ′ ∈ R + such that each summand in (A.16) is at most
Next, consider the second term in (A.15). Using the requirement sup x∈U(rn) Ψ(x) −Ψ n,b (x) −ε ≤ δ, we see that A n,t = Ψ(X t−1 ) −Ψ n,b (X t−1 ) −ε has norm of at most δ, if t ∈ I n . Then
It remains to compute the asymptotic behavior of the first term in (A.17) . This term is at most
Using the fact that A n,t ≤ δ and the continuity properties of the small ball probability function, one finds that this term is of order O((L n,t + δ α + P( A n,t > δ))η).
Consequently, applying well-known inequalities, we obtain for the probability in (A.13) without considering the normalization by n
for some c ∈ R + and where
which is less than φ(h). Using this choice in (A.18), we obtain after normalization
where we use that also n −1 n t=1 L n,t = o(1). Clearly, for q > 0 arbitrary but fixed, there is an N 0 ∈ N and a δ > 0 such that the fraction inside the exponential function in (A.19) is positive for all n ≥ N 0 . This shows convergence in probability for fix z ∈ S and s ∈ [0, 1].
Next, we consider (A.12) for a set U(r) with fix radius r. We argue as in the proof of Theorem A.2 to see that for every fixed r, we have also uniform convergence on the parameter space U(r) × [0, 1]; the covering number of [0, 1] is negligible. For this we proceed as follows. Set
. Note that we can choose the points s j on an equidistant grid. The radii are as follows
because nφ(h)(log n) −2(2+α) → ∞ by assumption. We bound the supremum from above as
(A.20)
Consider the first maximum in (A.20). We perform a split as in (A.13) and (A.14) and use the result from (A.19).
Then it suffices to consider
−2 ) which grows less than n. And as d = 1, log κ n is proportional to ǫ −1 n which is O(nφ(h)(log n) −2 ). This shows that for δ sufficiently small, (A.21) is summable over n ∈ N for all q > 0.
Consequently, the first term on the right-hand side in (A.20) is o p (1). The second maximum in (A.20) is more involved. We need to consider the difference of the indicator functions and the difference of the probabilities separately. Here, we only investigate the difference of the indicator functions in this term, the difference of the probabilities is less complicated and works with the same ideas. We have
which is independent of z and s. The expectation (A.22) when multiplied by φ(h) −1 is of order
As τ 0 (0) = 0 and as τ 0 is continuous in a neighborhood of zero, this last bound is o(1) (n → ∞) uniformly in 1 ≤ i ≤ κ n and 1 ≤ j ≤ κ ′ n . So for (A.22), it remains to consider the following probabilities (for q > 0)
Again, we can proceed as in the derivation of (A.18) and obtain a result as in (A.21). I.e., for all q > 0, (A.23) is O(κ n κ ′ n exp(−cnφ(h)) for n sufficiently large, δ sufficiently small and some constant c ∈ R + which depends on the choice of q and δ. Consequently, also the second term in (A.20) is of order o p (1). This shows (A.12) is o p (1).
Part II: We come to the proof of (A.11). Again, note that
Define for each 1 ≤ t ≤ n the Hilbert space valued random variables .24) and set Y n,t,k (z) = Y n,t (z), e k for the projections onto e k (k ∈ N). Let m ∈ N be equal to [c ′ log n] for a sufficiently large c ′ ∈ R + , the exact value can be derived below. Define the set of functions which decay at an exponential rate by
where the constants are from Condition (A4) (ii). So, using that k>m |X k,t | 2 ≤ a 0 exp(−a 1 m), we find P z =Ψ n,b (y) for some y ∈ S, z / ∈ T m = P sup We split (A.26) in a finite-dimensional term and an infinite-dimensional remainder. The finite-dimensional term can be treated with the same tools we used in the first part of the proof. We apply the decay assumptions to the infinitedimensional remainder. We omit the indicator 1{z =Ψ(y) for some y ∈ S} in the finite-dimensional part and obtain P max for all q, δ > 0. One can derive an exponential inequality for the probability inside the sum in (A.28) which relies on the Laplace transform and on the approach from (A.15) and (A.17). We only give the details for the conditional mean (i.e., the term that corresponds to (A.15)), the higher moments follow then with similar computations. The filtration (F t ) t is the same as in the first part. Then for z = z i [Y n,t,k (z)|F t−1 ] = φ(h) −1 E[K(h −1 z + ε t + A n,t − x )(h −1 z + ε t + A n,t − x, e k ) | F t−1 ] − K(h −1 z + ε t + A n,t − x )(h −1 z + ε t + A n,t − x, e k ) 1{t ∈ I n } ≤ L n,t + φ(h) −1 E[K(h −1 z + ε t + a − x )(h −1 z + ε t + a − x, e k )]
a=An,t 1{t ∈ I n } + O φ(h) −1 β(ε t , (A n,t , 1{t ∈ I n })) .
If we use additionally the functionals ϕ y and their projections onto the basis vectors ϕ y,k (u) = ϕ y (u), e k , we obtain for the right-hand side of the last inequality the upper bound
+ O φ(h) −1 β(ε t , (A n,t , 1{t ∈ I n })) . Next, we consider the infinite-dimensional remainder in (A.26). Here we need the restriction that z is a function the coefficients of which decay at an exponential rate. Let J n = {2 −1 n ≤ |I n | ≤ 2n}. Then P(J n ) → 1 as n → ∞. Proof. First consider the case where ν equals the Lebesgue measure. The function f which maximizes the ∞-norm (under the current restrictions) is the function which describes a geometric cone restricted to certain circle segment which depends on the shape of D. Since D is convex, the angle of the circle segment cannot decrease if the 2-norm of the maximizing function f decreases. Hence, w.l.o.g. we can consider the function which is given by a full cone with radius r and slope L, this is f (x) = 1{B(0, r)} L(r − x 2 ), where B(0, r) is the closed ball of radius r around 0 w.r.t. the 2-norm. In this case, we obtain the following expression for the ∞-norm of f
, where the constant depends on D. In the case for a general measure, we have D f 2 dν ≥ inf y∈D dν dx (y) D f (x) 2 dx and we can deduce the claim from the special case of the Lebesgue measure.
We state an exponential inequality for a sequence of martingale differences, this inequality can also be found in de la Peña and Giné (1999) . Similar but more general results for independent data are given in Yurinskiȋ (1976) . 
In particular, if b = a 2 and a i = a for i = 1, . . . , n, then P(| n i=1 Z i | > nt) ≤ 2 exp(−2 −1 nt 2 (a 2 (1 + t)) −1 ).
The next lemma is an important tool to obtain upper bounds for the expectation of a function which contains two nearly independent random variables.
Lemma A.9. Let (Ω, A, P) be a probability space and let (S, S) and (T, T) be measurable, topological spaces. Let (X, Y ) : Ω → S × T be S ⊗ T-measurable such that the joint distribution of X and Y is absolutely continuous w.r.t. their product measure on S ⊗ T with an essentially bounded Radon-Nikodým derivative g, i.e., P (X,Y ) ≪ P X ⊗ P Y such that g := dP (X,Y ) d(P X ⊗ P Y ) satisfies g ∞,PX ⊗PY < ∞.
Let H be a separable Hilbert space with orthonormal basis {e k : k ∈ N} and induced norm · . Let F : S × T → H be measurable and square-integrable w.r.t. the product measure, i.e., F 2 2,PX ⊗PY = F (X, y) 2 | y=Y < ∞. Applying Hölder's inequality, each summand is at most S×T f k (x, y) 2 P X ⊗ P Y (d(x, y)) × 1 2 S×T |g(x, y) − 1| P X ⊗ P Y (d(x, y)) × 2( g ∞,PX ⊗PY + 1).
This yields the result because β(X, Y ) = 1 2 S×T |g(x, y) − 1| P X ⊗ P Y (d(x, y)).
