Abstract. We prove that any derived equivalence between derived-discrete algebras of finite global dimension is standard, that is, isomorphic to the derived tensor functor by a two-sided tilting complex.
Introduction
Let k be an algebraically closed field. For a finite dimensional k-algebra A, we denote by A-mod the category of finite dimensional A-modules and by D b (A-mod) the bounded derived category. By a derived equivalence between two algebras A and B, we mean a k-linear triangle equivalence between D b (A-mod) and D b (B-mod). It is an open question in [14] whether any derived equivalence between two algebras is standard, that is, isomorphic to the derived tensor functor by a two-sided tilting complex. The question is answered affirmatively for hereditary algebras [13] , (anti-)Fano algebras [12] , triangular algebras [6] and the algebra of dual numbers [8] .
The main result of this paper answers the open question affirmatively for deriveddiscrete algebras of finite global dimension; see Theorem 3.6. Recall from [8] that the open question is affirmative for an algebra A, provided that the category A-proj of finite dimensional projective A-modules is K-standard in the sense of [8] . Then the main result boils down to the following result: the category A(r, N )-proj is K-standard, where A(r, N ) is a certain Nakayama algebra given by a cyclic quiver with N vertices and r consecutive quadratic zero relations; see Theorem 3.5.
Derived-discrete algebras are introduced in [15] . They form an important class of algebras for testing conjectures and carrying out concrete calculation, since their bounded derived categories are very much accessible. We mention that we rely on the classification [4] of derived-discrete algebras up to derived equivalence.
We draw an immediate consequence of Theorem 3.6: the group of standard derived autoequivalences for a derived-discrete algebra of finite global dimension, as calculated in [10, 5] , coincides with the whole group of derived autoequivalences.
The paper is structured as follows. In Section 2, we recall basic facts on triangle functors and determine the centers of a certain triangulated category. In Section 3, we formulate Theorem 3.5, from which we deduce Theorem 3.6. In Section 4, we prove Theorem 3.5 for the case r = 1. In Section 5, we sketch the proof for the case r > 1, since it is very close to the one in Section 4. We mention that the argument here is similar to, but more complicated than, the one in [8, Section 7] .
Triangle functors and centers
In this section, we first recall from [8] some facts on triangle functors and the centers of a triangulated category. We determine the centers of a certain triangulated category. For triangulated categories, we refer to [9, 16] .
Let T and T ′ be triangulated categories, whose suspension functors are denoted by Σ and Σ ′ , respectively. A triangle (F, ω) : T → T ′ consists of an additive functor F with a natural isomorphism ω : F Σ → Σ ′ F , which sends an exact triangle to an exact triangle. More precisely, an exact triangle
sent to an exact triangle F (X)
We call ω the connecting isomorphism for F . We sometimes suppress ω and say that F is a triangle functor. For example, the identity functor (Id T , Id Σ ) : T → T is a triangle functor, which is often abbreviated as Id T . A natural transformation η : (F, ω) → (F 1 , ω 1 ) between triangle functors is a natural transformation respecting the connecting isomorphisms, that is,
Lemma 2.1. Let (F, ω) : T → T ′ be a triangle functor. Suppose that we are given an isomorphism δ X :
Then there is a unique triangle functor (F 1 , ω 1 ) such that δ : (F, ω) → (F 1 , ω 1 ) is an isomorphism between triangle functors.
We will call the given isomorphisms δ X 's the adjusting isomorphisms, and say that the new triangle functor (F 1 , ω 1 ) is adjusted from (F, ω).
Proof. The functor F 1 necessarily acts on a morphism f :
−1 , and the connecting isomorphism ω 1 is given by (
In what follows, we fix a field k. The triangulated category T is required to be k-linear, which is Hom-finite and Krull-Schmidt. All the functors will be assumed to be k-linear.
For a set M of morphisms in T , we denote by obj(M) the full subcategory formed by those objects, which are either the domain or the codomain of a morphism in M. We say that M k-linearly spans T , provided that each morphism in obj(M) is a k-linear combination of the identity morphisms and composition of morphisms from M, and that each object in T is isomorphic to a finite direct sum of objects in obj(M).
The following fact follows from [8, Lemmas 2.5 and 2.3].
Lemma 2.2. Let M be a spanning set of morphisms in T . Assume that (F, ω) : T → T is a k-linear triangle endofunctor such that F (f ) = f for each f ∈ M. Then there is a unique natural isomorphism ω ′ : Σ → Σ and a unique natural isomorphism θ : (F, ω) → (Id T , ω ′ ) between triangle functors satisfying θ S = Id S for each object S from obj(M).
We denote by Z(T ) the center of T , which consists of all natural transformations λ : Id T → Id T . Then Z(T ) is a commutative k-algebra, whose multiplication is induced by the composition of natural transformations. We denote by Z △ (T ) the triangle center, which is a subalgebra of Z(T ) consisting of natural transformations λ : Id T → Id T between triangle functors. Then λ ∈ Z(T ) belongs to Z △ (T ) if and only if Σ(λ X ) = λ Σ(X) for any object X ∈ T .
The center is related to almost-vanishing endomorphisms; see [11] . Let X be an indecomposable object in T . An nonzero non-invertible endomorphism ∆ : X → X is almost-vanishing provided that ∆•f = 0 = g•∆ for any non-retraction morphism f : Y → X and non-section g : X → Z. We observe that ∆ is almost-vanishing if and only if it fits into an almost split triangle Σ −1 (X) → E → X ∆ → X; see [9, I.4.1] . Here, we identity X with Σ(Σ −1 X). Moreover, we have ∆ 2 = 0. We denote by indT a complete set of representatives of isoclasses of indecomposable objects in T . We observe that a natural transformation η : F → F 1 between endofunctors on T is uniquely determined by its restriction on indT .
The following construction of central elements is due to [11, Lemma 2.2] ; see also [8, Lemma 2.7] . Lemma 2.3. Assume that X ∈ indT has an almost-vanishing endomorphism ∆. Then there is a unique element δ(X) ∈ Z(T ) satisfying δ(X) X = ∆ and δ(X) Y = 0 for any Y ∈ indT , different from X.
The following fact, due to [8, Proposition 2.6], will be used often.
is an exact triangle in T with g = 0 and h = 0 such that End T (Z) either equals kId Z or kId Z ⊕ k∆, where the endomorphism ∆ on Z is almost-vanishing. Then for a nonzero scalar λ ∈ k, the triangle X
is exact if and only if λ = 1.
We will consider the following condition on T .
(A1) There is a disjoint union indT = S ∪ S ′ such that End T (X) = kId X ⊕ k∆ X for each X ∈ S with ∆ X a fixed almost-vanishing endomorphism on X, and that
The triangulated category T is a block, provided that T does not admit a decomposition into the product of two nonzero triangulated subcategories. It is non-degenerate if there is a nonzero non-invertible morphism X → Y for some X, Y ∈ indT ; for details, see [7, Section 4] . Proposition 2.5. Let T be a non-degenerate block satisfying (A1). Then the following statements hold.
(1) Z(T ) = k1 ⊕ ( X∈S δ(X)), where X∈S δ(X) is an ideal of square zero.
) is a triangle functor if and only if 1 − λ lies in X∈S δ(X).
Here, the element δ(X) ∈ Z(T ) is obtained by applying Lemma 2.3 to the fixed almost-vanishing endomorphism ∆ X for each X ∈ S. We observe that if (Id T , ω) is a triangle functor, then there is a unique invertible element λ ∈ Z(T ) with ω = Σ(λ). Hence, statement (2) characterizes all such connecting isomorphisms ω.
′ , where c(X), b(X) and c(Y ) are scalars. For (1), it suffices to claim that the function c is constant on indT .
We first observe that if Hom T (U, V ) = 0 for U, V ∈ indT , we have c(U ) = c(V ). We just apply the naturality of λ to the nonzero morphism U → V . Here, if U or V lies in S, we use the fact that ∆ U or ∆ V is almost-vanishing. Now the claim follows by combining the observation and the following fact: for any indecomposables U and V , there is a sequence U = X 0 , X 1 , · · · , X n = V of indecomposables, such that Hom T (X i , X i+1 ) = 0 or Hom T (X i+1 , X i ) = 0; see [7, Proposition 4.2 and Remark 4.7] .
For (2) , it suffices to claim that (Id T , Σ(λ)) is a triangle functor if and only if the constant function c has value 1.
For the "only if" part, we take a nonzero non-invertible morphism h : U → Σ(V ) for some indecomposables U and V , since T is non-degenerate. Form an exact
Applying the triangle functor (Id T , Σ(λ)) to this triangle, we obtain another exact triangle
Here, we use the fact Σ(∆ V ) • h = 0, in case V lies in S. By Lemma 2.4, we infer that c(V ) = 1.
For the "if" part, we take an arbitrary exact triangle
and some object K. Then ξ is isomorphic to the direct sum of
Then the resulted triangle coincides with ξ ′ , since we have Σ(λ X ′ ) • u ′ = u ′ , using the fact that the morphism u ′ is radical. The trivial triangle ξ ′′ stays trivial by applying (Id T , Σ(λ)). It follows that the resulted triangle by applying (Id T , Σ(λ)) to ξ is exact, that is, (Id T , Σ(λ)) is a triangle functor.
We need a further condition to determine the triangle center.
(A2) We assume (A1). Moreover, we assume that the action of Σ on S is free, that is, for each X ∈ S and n ≥ 1, Σ n (X) ≃ X implies n = 1.
We denote by S/Σ the set of Σ-orbits in S. Since each orbit is infinite, we can always make the following choice: for each X ∈ S, we choose an isomorphism
for a uniquely determined X ′ ∈ S; moreover, we assume that
For the latter assumption, we adjust the almost-vanishing endomorphisms in (A1).
For X ∈ S, we denote by [X] its Σ-orbit. We denote by
Proposition 2.6. Let T be a non-degenerate block satisfying (A2). We keep the choices (2.1) and (2.2). Then the following statements hold.
(
Proof. Take λ ∈ Z △ (T ). By Proposition 2.5(1), we may assume
. Applying the naturality of λ to the isomorphism t Z in (2.1) and using (2.2), we infer that b(Z) = b(Z ′ ). Then the function b is constant on each Σ-orbit of S. In other words, λ = c +
). This proves (1). For (2), we have an invertible element λ ∈ Z(T ) satisfying ω = Σ(λ); moreover, by Proposition 2.5(2), we may assume that
, where X ′ ∈ S is uniquely determined by the isomorphism (2.1). This choice of the function φ(−) is possible, since the Σ-orbit [X] is infinite.
Set η = 1 + X∈S φ(X)δ(X) ∈ Z(T ), which is invertible. We claim that η : (Id T , ω) → (Id T , Id Σ ) is the required isomorphism.
To prove that η is a natural transformation between triangle functors, it suffices to verify η Σ(U) • ω U = Σ(η U ) for each U ∈ indT . Recall that ω = Σ(λ) and that the value of δ(X) on X is ∆ X for each X ∈ S. The left square in the following commutative diagram
Here, the commutativity of the outer diagram follows from the choice of the function φ(−), since by (2.2) we have
This completes the proof of the claim.
The main results
In this section, we first recall from [8] the notion of a K-standard category. The main techical result claims that the category of projective modules over a certain Nakayama algebra is K-standard; see Theorem 3.5. Then using the classification result in [4] , we deduce that every derived equivalence between derived-discrete algebras of finite global dimension is standard; see Theorem 3.6.
Let k be a field and A be a k-linear additive category. We denote by K b (A) the bounded homotopy category. A bounded complex X = (X n , d
n X ) n∈Z is visualized as
where X n = 0 for |n| ≫ 0. The support of X, denoted by supp(X), is the interval [m, n] in Z, where m is the smallest integer with X m = 0, and n the largest integer with X n = 0. Two homotopic complexes may have different supports. The suspension functor Σ sends X to Σ(X), which is given by Σ(X)
We identify A as the full subcategory of K b (A) consisting of stalk complexes concentrated on degree zero. Therefore, for each integer n, an object M ∈ A yields a stalk complex Σ n (M ) concentrated on degree −n. These complexes form a full subcategory Σ n (A), where A = Σ 0 (A). We have the following k-algebra homomorphism res :
sending λ to λ| A , the restriction of λ to A. This homomorphism has a right inverse, which sends µ ∈ Z(A) to K b (µ), the natural extension of µ on complexes. The following notions are introduced in [8, Sections 3 and 4] . By [8, Lemma 4.2] , the current notion of a K-standard category is equivalent to the original one.
is a pseudoidentity, provided that F (X) = X for each complex X, and for each integer n the restriction F | Σ n (A) : Σ n (A) → Σ n (A) equals the identity functor. (2) The k-linear additive category A is K-standard (over k), provided that each pseudo-identity functor is isomorphic to (Id K b (A) , Id Σ ), the genuine identity functor; it is strongly K-standard, if in addition the homomorphism (3.1) is injective.
We say that a pseudo-identity (F, ω) on K b (A) is normalized, provided that ω X = Σ(Id X ) for each stalk complex X. Here, by a stalk complex, we mean a complex of the form Σ n (M ) for some integer n and M ∈ A. According to the following observation, up to isomorphism, we may always assume that any pseudoidentity is normalized.
Proof. We observe that, for each n ∈ Z, there is a unique invertible element λ n ∈ Z(A) such that for each object M ∈ A, the connecting isomorphism
. Take a sequence {a n } n∈Z of invertible elements in Z(A) such that a 0 = 1 and λ n = a −1 n a n+1 for each integer n. For each complex X, we take an isomorphism δ X :
n ((a n ) M ) for each integer n and M ∈ A. We use δ X 's as the adjusting isomorphisms to obtain the required isomorphism; see Lemma 2.1. By the construction of (F ′ , ω ′ ) in the proof, we infer that (F ′ , ω ′ ) is a normalized pseudo-identity. Here, we recall that
, from which and the choice of the sequence {a n } n∈Z we deduce that ω ′ Σ n (M) is the identity.
Let A be a finite dimensional k-algebra. We denote by A-mod the abelian category of finite dimensional left A-modules, and by A-proj the full subcategory formed by projective A-modules. Denote by D b (A-mod) the bounded derived category. Two algebras A and B are derived equivalent provided that there is a k-linear triangle equivalence (F, ω) :
, called a derived equivalence. For any B-A-bimodule, we always require that k acts centrally. A bounded complex X of B-A-bimodules is a called two-sided tilting complex provided that the derived tensor functor X ⊗
A −, as a triangle functor, for some two-sided tilting complex X. It is an open question in [14] whether all derived equivalences are standard. For details on derived equivalences, we refer to [16] .
The following result is the main motivation to study the K-standardness, which is obtained by combining [8, Theorems 6.1 and 5.10]. Proposition 3.3. Let A and B be two finite dimensional k-algebras such that A-proj is K-standard. Then any derived equivalence
The following observation will be needed. Let r ≥ 1 and N ≥ r. Let A = A(r, N ) be the finite dimensional algebra given by the following cyclic quiver
Here, we write the concatenation of arrows from right to left. Then A is a Nakayama algebra. For each vertex i, we denote by e i the corresponding primitive idempotent. We assume that r < N . Then the global dimension of A is r+1. For 0 ≤ i ≤ r−1, we denote by P i = Ae i the indecomposable projective module corresponding to i. Similarly, we have Q a = Ae a for r ≤ a < N . We observe that {P 0 , P 1 , · · · , P r−1 } is a complete set of representatives of isoclasses of indecomposable projective-injective A-modules.
The following convention of unnamed arrows will be used later.
Convention ( †) For 1 ≤ i ≤ r − 1, we denote by the unnamed arrow P i → P i−1 the unique A-module homomorphism sending e i to α i−1 . The unnamed arrow P 0 → P r−1 sends e 0 to the path α N −1 · · · α r α r−1 . Indeed, we will understand the index i in the cyclic group Z/rZ. For r ≤ a < N , we denote by the unnamed arrows Q a → P r−1 and P 0 → Q a the unique homomorphisms sending e a to α a−1 · · · α r α r−1 , and e 0 to α N −1 · · · α a+1 α a , respectively. For r ≤ b < a < N , the unnamed arrow Q a → Q b sends e a to the unique path going from b to a.
The main result of this paper is as follows. (1) If r = 1, then the category A-proj is K-standard, but not strongly Kstandard. (2) If r > 1, then the category A-proj is strongly K-standard.
Consequently, any derived equivalence
For the proof, the last statement follows from Proposition 3.3. The case r = N is treated in [8, Section 7] . Assume that r < N . We will prove (1) in Section 4 and (2) in Section 5.
For the rest of this section, we assume that the base field k is algebraically closed. We will apply Theorem 3.5 to derived-discrete algebras of finite global dimension.
Recall from [15] that a finite dimensional k-algebra A is derived-discrete, provided that for each vector n = (n i ) i∈Z of natural numbers there are only finitely many isomorphism classes of indecomposable objects in D b (A-mod) with cohomology dimension vector n. Here, for a complex X of A-modules, its cohomology dimension vector is given by (dim H i (X)) i∈Z . By [15, Proposition 1.1], deriveddiscrete algebras are closed under derived equivalences.
By the classification result [4] of derived-discrete algebras up to derived equivalence, we have the following result. Theorem 3.6. Let k be an algebraically closed field, and A be a derived-discrete k-algebra of finite global dimension. Then the category A-proj is K-standard. Consequently, any derived equivalence between derived-discrete algebras of finite global dimension is standard.
Proof. The second statement follows from Proposition 3.3. Without loss of generality, we may assume that the algebra A is connected.
For the first statement, it suffices to claim that A is derived equivalent to a triangular algebra C, or the algebra A(r, N ) for 1 ≤ r < N . By [8, Proposition 5.13] and Theorem 3.5, we infer that for both C and A(r, N ), their categories of projective modules are K-standard. Then we are done by Lemma 3.4.
For the claim, we recall from [15, Theorem 2.1] and [4, Proposition 2.3] that A is either derived equivalent to the path algebra of a Dynkin quiver, or to the algebra A(r, N, m) given by the following quiver (1) Recall from [10, 5] that the group of standard autoequivalences on D b (A-mod) is explicitly calculated, where A is a derived-discrete algebra of finite global dimension. Theorem 3.6 implies that this group coincides with the whole group of (triangle) autoequivalences on D b (A-mod). (2) It is natural to expect that Theorem 3.6 also holds for a derived-discrete algebra of infinite global dimension. By [4, Proposition 2.3], it suffices to prove that A(r, r, m)-proj is K-standard for m ≥ 1. However, the argument in this paper does not apply to the algebras A(r, r, m). It seems that the most difficult case is the algebra A (1, 1, m) .
The case r = 1
In this section, we prove Theorem 3.5 for the case r = 1 and N > 1. Let A = A(1, N ), A = A-proj and T = K b (A). We will use Convention ( †) in Section 3. Consider the following objects in T : 
where Remark 4.2. We compute the endomorphism algebras of objects in Λ. We have End T (X m,n ) = kId Xm,n ⊕ k∆ m,n , where ∆ m,n is of the following form.
Here, the unique nonzero vertical map is the unnamed arrow P 0 → P 0 , sending e 0 to α N −1 · · · α 1 α 0 . We observe that the endomorphism ∆ m,n is almost-vanishing, since ν(X m,n ) ≃ X m,n with ν the Nakayama functor; see [9, I.4.6] . For other objects Y in Λ, we have End
In particular, the category T satisfies the condition (A2) in Section 2, where S is the subset of Λ = indT consisting of the complexes X m,n . Moreover, the isomorphism (2.1) for X m,n is given by t m,n : Σ(X m,n ) −→ X m−1,n−1 , where its p-the component t p m,n is by multiplying (−1) p . Then we have (2.2) for X m,n , that is,
In what follows, we will describe morphisms between the objects in Λ. One might find these morphisms in [1] , where a combinatorial description of morphisms between the indecomposables in the bounded derived category of gentle algebras is available. We try to make this exposition self-contained, and use the notation for our convenience. We divide the morphisms between objects in Λ into four types: inclusions, projections, connections and morphisms of the mixed type.
The first type is induced by the obvious inclusion: i m,n : X m,n → X m−1,n , j m,n,a : X m,n → L m−1,n,a , i for each integer m and 1 ≤ b < a < N . We will call any composition of these morphisms an inclusion, which will be denoted by "inc".
The second type is induced by the obvious projection: π m,n : X m,n → X m,n−1 , π ′ m,n,a : L m,n,a → L m,n−1,a and p m,n,b : R m,n,b → X m,n−1 for m < n and 1 ≤ a, b < N ; q m,n,a,b : B m,n,a,b → L m,n−1,a for m ≤ n − 2 and 1 ≤ a, b < N ; ζ m,a,b : Z m,a,b → L m,m,a for each integer m and 1 ≤ b < a < N . We will call any composition of these morphisms a projection, which will be denoted by "pr".
For the third type, we denote by c l,m,n,a,b : L l,m,a → R m,n,b , for l ≤ m ≤ n and 1 ≤ a, b < N , the following morphism
Here, as usual, the unique nonzero vertical map P 0 → P 0 sends e 0 to the path α N −1 · · · α 1 α 0 . If l = m < n, the vertical map is given by the unnamed arrow Q a → P 0 ; if l < m = n, it is given by P 0 → Q b . If l = m = n, we have to assume that b < a, in which case we have c l,l,l,a,b = Σ −l (φ), where φ : Q a → Q b is the unnamed arrow. We will call any morphism of the form pr • c l,m,n,a,b • inc a connection. For example, the following morphism c l,m,n :
is a connection for l ≤ m ≤ n. We observe that the composition
equals the almost-vanishing endomorphism ∆ m,n in Remark 4.2. The fourth type, called the mixed type, is divided into 11 classes of morphisms. They are listed as follows. Here, "mx" stands for the word "mixed".
L m,n,a :
for m < n and 1 ≤ b < a < N ; R m,n,a :
for m < n < n ′ and 1 ≤ a, b < N ; R m,n,a :
for m < n and 1 ≤ b < a < N ; B m,n,a,b :
for each integer m and 1 ≤ b ′ ≤ b < a ′ ≤ a < N . We mention that a morphism of class (mx.V) is zero provided that n = m ′ + 1 and a ′ ≤ b. The morphisms of classes (mx.VI), (mx.VII) and (mx.VIII) might be viewed as degenerate cases of the ones of class (mx.V), by requiring that n = n ′ or m = m ′ . The first statement of the following result might be deduced from [1] , while the second is essentially due to [5, Proposition 6.2]. We make some preparations for the proof. The following terminology will be convenient. For two objects X, Y ∈ Λ with supp(X) = [m, n] and supp(Y ) = [p, q], a nonzero morphism f : X → Y is said to be crossing provided that for any morphism g : X → Y , which is homotopic to f , satisfies g n = 0 and g p = 0. It follows that the pair ([m, n], [p, q]) of intervals is necessarily crossing, meaning that m ≤ p ≤ n ≤ q. We call the positive integer n − p + 1 the width of f . 
) is crossing and that the map is surjective
Proof. We may assume that Hom 
Proof. If f is already crossing, we take X ′ = X and Y = Y ′ . Otherwise, we assume that supp(X) = [m, n] and supp(Y ) = [p, q]. Up to homotopy, we have f n = 0 or f p = 0. In the first case, we truncate X to obtain X ′ ; in the latter case, we truncate Y . Then we are done by induction on the width.
We now sketch a proof for Proposition 4.3.
Proof. For (1), we apply the above two lemmas. It suffices to prove the following claim: up to nonzero scalars, any crossing morphism f : X → Y is a composition of the listed morphisms. If the width of f is one, then up to nonzero scalars, f is a connection, and then we are done. We may assume that the width of f is at least two. We have to analyse such morphisms between objects in Λ case by case; since Λ is divided into 5 classes, we have here 25 cases to verify the claim. But each case is easy to verify. We omit the details.
For (2), we apply Lemma 4.4. We may assume that the pair (supp(X), supp(Y )) is crossing. It suffices to claim dim Hom T (X, Y ) ≤ 2, and the equality holds if and only if X = Y = X m,n . The claim implies the desired results, since End T (X m,n ) = kId Xn,m ⊕ k∆ m,n with ∆ m,n an almost-vanishing morphism. The proof of the claim is done by computing the Hom-spaces Hom T (X, Y ) for the 25 cases, under the assumption that (supp(X), supp(Y )) is crossing.
We are in a position to prove Theorem 3.5 for the case r = 1. We will often use Lemma 2.1 to adjust the pseudo-identities on T .
In what follows, if we have F (f ) = f for an endofunctor F on T and a morphism f in T , then we say that F acts trivially on f , or acts on f by the identity.
Proof. Let (F, ω) be a pseudo-identity on T . We observe first that F acts on the morphisms in Proposition 4.3(1) by nonzero scalars.
We will adjust F by nonzero scalars to obtain a new pseudo-identity (F ,ω) such thatF acts trivially on the spanning set in Proposition 4.3 (1) . By Lemma 2.2, as a triangle functor, (F ,ω) is isomorphic to (Id T , ω ′ ) for some natural automorphism ω ′ on Σ. By Remark 4.2, Proposition 2.6 applies to T . By Proposition 2.6(2), the triangle functor (Id T , ω ′ ) is isomorphic to the identity functor. This proves that, as a triangle functor, the given (F, ω) is isomorphic to the identity functor. Then A is K-standard. In view of Proposition 2.6(1), the homomorphism (3.1) is not injective, since the Σ-orbit set S/Σ is infinite. This also follows from [3, Proposition 4.5] . Here, we use the fact that the center Z(A) is isomorphic to the center of the algebra A, which is isomorphic to the algebra of dual numbers. Then the category A is not strongly K-standard. We are done.
In what follows, we will adjust the given pseudo-identity (F, ω) in Step 1. In
Step 2-4, we show that the adjusted pseudo-identity acts trivially on the spanning set in Proposition 4.3(1). By Lemma 3.2, we may assume that the given pseudo-identity (F, ω) is normalized.
Step 1 For each X ∈ Λ with supp(X) = [m, n], we denote by inc X : Σ −n (X n ) → X the obvious inclusion. If m = n, inc X is the identity map. We may assume that F (inc X ) = φ(X)inc X with φ(X) a nonzero scalar.
For each complex Y in T , we define an automorphism δ Y : Y → Y such that δ X = φ(X) −1 Id X for X ∈ Λ and δ Z = Id Z for stalk complexes Z. Using δ as the adjusting isomorphisms, we obtain a new normalized pseudo-identity (F ′ , ω ′ ) which is isomorphic to (F, ω) as triangle functors, and which satisfies F ′ (inc X ) = inc X . We claim that F ′ (i m,n ) = i m,n . Indeed, this follows by applying F ′ to i m,n • inc Xm,n = inc Xm−1,n .
By the same argument, we infer that F ′ acts on {j m,n,a , i ′ m,n,b , ι m,n,a,b , ξ m,a,b } by the identity. Therefore, F ′ acts on all inclusions by the identity.
Step 2 By Step 1, up to adjustment, we may assume that the normalized pseudoidentity (F, ω) acts trivially on all the inclusions. For m < n, we consider the connection c m,n−1,n−1 : X m,n−1 → X n−1,n−1 . We observe that
We denote by φ : P 0 → P 0 the unique morphism with φ(e 0 ) = α N −1 · · · α 1 α 0 . We have that Σ 1−n (φ) equals the composition
, we infer (4.1). We assume that F (π m,n ) = λπ m,n for a nonzero scalar λ. We consider the following exact triangle in T Here, we use the fact that ω Xn,n is the identity, since (F, ω) is normalized. By Lemma 2.4, we infer that λ = 1 and thus F (π m,n ) = π m,n for any m < n.
Step 3 We claim that F acts trivially on {π Here, φ denotes the unnamed arrow P 0 → P 0 . We have F Σ −m (φ) = Σ −m (φ). Since F acts trivially on all the inclusions and projections, we infer the required identity. Consequently, F acts trivially on all the connections.
Step 4 We keep the assumptions in Step 2. We claim that F (f ) = f for any morphism f of the mixed type. Consequently, F acts trivially on the spanning set in Proposition 4.3(1), as required.
We verify the claim for the 11 classes of morphisms. The idea is to compose those morphisms with suitable inclusions, and to use the fact that F acts trivially on inclusions and connections.
Consider the morphism L m,n,a → L m ′ ,n,b of class (mx.I). We apply F to the following commutative diagram Applying (F, ω) to it and using Lemma 2.4, we infer that F (π s,m,n ) = π s,m,n . Here, we use the fact that ω Xs−n+m,n,n is the identity, since the given pseudo-identity is normalized. The remaining part of Step 2 carries over as in Section 4. The third step is the same as Step 3 in Section 4.
For the last step, we just repeat Step 4 in Section 4. For example, the commutative diagram (4.3) is replaced by X m−n,n,n inc / / L m,n,a (mx.I) X m ′ −n,n,n inc / / L m ′ ,n,b .
Here, we recall that r|(m ′ − m) in defining (mx.I), and thus X m−n,n,n = X m ′ −n,n,n . We omit the details.
