ABSTRACT We propose a novel mechanism to generate a family of deterministic small-world and scale-free networks by inserting new nodes into old nodes. These models can characterize the distinguishing properties of many real-world networks because this novel class of networks incorporates some key properties characterizing a majority of real-world networked systems, namely a high clustering coefficient and a short characteristic path length. We also obtain some accurate results for their properties, including degree distribution, clustering coefficient and network diameter, exactly according to the proposed generation algorithm of the networks considered, and discuss them. The network representation approach provided here can be used to investigate the complexity of many real-world systems from the perspective of complex networks.
I. INTRODUCTION
In order to analyze real complex systems such as the Internet and power grids etc., the random models have been intensively researched in the past twenty years. The Wattz-Strogatz (WS) small-world models [1] and BarabasiAlbert (BA) scale-free networks [2] are two famous types of random network. Random models have helped us towards in-depth understanding of various physical mechanisms in empirical complex networks, but they still have two main shortcomings: complicated creation mechanisms and huge computation costs for performing analyses on them. Consequently, the study of deterministic models for complex networks has increased recently, as they have unique advantages in improving our comprehension of some important physical mechanisms in complex networks. Especially in comparison with empirical and random networks, the solutions provided by deterministic models can be obtained by rigorous derivation, and the computation of their properties can be completed with only a small amount of calculation.
Several imaginative deterministic models have been created and carefully studied. The construction mechanisms of these networks are inspired by simple recursive operation [3] , [4] , the techniques of plane filling [5] , [6] and fractal generation [6] - [8] , and even the relationships between natural numbers [9] . Mixed patterns or topological descriptors [17] can also generate complex networks, such as small-world networks built by complete graphs [18] and iteration-function and vertex-edge-growth causing scale-free self-similar models [18] .
Deterministic models always have important properties similar to major random models such as that of being scale-free, small-world and highly-clustered, and thus they could be used to imitate empirical networks appropriately [10] - [15] , [19] . In this study, we propose a novel deterministic insertion growth model, which integrates the observed properties of real networks into a single framework, by just inserting new nodes into old nodes at each iteration step. We derive analytically exact solutions for degree distribution, clustering coefficient, diameter, average distance and average path length (APL). The results show that these networks have rich topological features: the clustering coefficient is high, and the diameter and APL both grow logarithmically with the total number of nodes. In order to depict and reveal the complexity and universality of complex network systems, and in addition to our basic contribution, we propose and construct another family of complex network, which we name generalized insertion growth models, based on the regular insertion growth graphs. We derive a rigorous solution of the main theoretical results of topological properties of generalized insertion growth graphs, including average degree, degree distribution, clustering coefficient, network diameter and average path length. The results show that the generalized insertion growth network is a sparse network, just for regular insertion growth graphs. The network diameter is in positive proportion with the logarithm of the network size. The average paths length is proportional to diameter, with the results showing that the insertion growth model is that of a smallworld network. The degree distribution follows a power-law form with the exponent which belongs to the interval [2, 3] . The clustering coefficient approaches a constant value, and so the clustering coefficient remains high. Based on the above discussions, our model is of a deterministic small-world network, because it is a sparse one with exponential degree distribution, high clustering, short diameter and short average path length, which satisfy the four main necessary properties for small-world and scale-free networks. Most importantly, the generalized insertion growth graphs are different from the regular insertion growth graphs, as they have the additional property of being scale-free. This work unfolds an alternative perspective in the study of complex networks and provides valuable insights into real-world systems.
II. GENERATION OF THE INSERTION GROWTH NETWORKS
Let N (t) denotes the generated network after t ∈ N iterations. Definition 1. A network N (t) can be created simply as follows: initially (t = 0), N (0) consists of two nodes which are linked directly.
by inserting a new node between every two old nodes, and linking every new node with its two neighbors. Remark 1. Figure 1 shown four networks from
The numbers of vertices and edges, i.e. order and size, in networks N (t) are
and
Thus, we can easily obtain the average degree of N (t)
In the context of network science, a sparse graph is a graph with fewer links than the maximum possible number of links within the same graph. The opposite of a sparse graph is a dense or complete graph. The study of sparse graphs is a relatively new area primarily stimulated by the study of real networks, such as social and computer networks [1] , [2] . The above result shows that the generated graph is a sparse graph, which is consistent with the characteristics of real networks [1] , [2] . Since there will have many mathematical definitions about N (t), we summarize they in table forms as below.
III. PROPERTIES OF N (T )
In this section, we derive analytical solutions for some main topology properties, such as the diameter, the degree distribution, the clustering coefficient and the average path length of N (t).
A. DIAMETER
The longest shortest path between all pairs of nodes is called the diameter, which is one of the most important evaluation indexes because it characterizes the maximum communication delay in a network.
From the generation algorithm of N (t), the diameter of networks meets two formulas: Diam(t = 1) = 1 and Diam(t + 1) = Diam(t) + 1. Thus, the diameter of networks can be derived as,
Obviously, the network diameter grows in positive proportion with the logarithm of the network size, for lnn t = ln(2 t + 1) ≈ tln2 as shown in Equation(1).
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B. DEGREE DISTRIBUTION
The degree of a node is the number of edges connected to the node. It is also the number of its direct neighbors. It is generally true that a node is more important the larger its degree. The average degree of networks is the mean value of the degrees of all nodes in the network, and the connectivity of networks is greater for larger values of average degree. Supposing a node v was inserted into a network at step t i > 0, and its degree is k v (t) at step t. We can obtain k v (t + 1) = k v (t) + 2 by the recursive generation method of our networks so that
where t i > 0. For the two initial nodes created at t i = 0, the degree is always k v (t) = t + 1 at step t. The distribution sequence of node degree in N (t) is 2, 4, ..., 2t − 2, 2t and t + 1, with the corrensponding numbers of nodes, namely n t i , being 2 t−1 , 2 t−2 , ..., 2, 1 and 2, respectively. The degree distribution P(k) for a network gives the probability that a randomly selected vertex has exactly k edges. The degree distribution can thus be used to characterize the topology structure of networks. In the analysis of the degree distribution of real-life networks, it is usual to consider their cumulative degree distribution P c (k) = ∞ i=k P(i), which is the probability that the degree of a vertex is greater than or equal to k. Because the earlier vertices are added to the network, the greater the degree they have, cumulative degree distribution is hence the sum of all vertices added to the graph from
From equation (5), we can get t i = t + 1 − k 2 for some node degree k, and thus the cumulative distribution of networks can be deduced as being
Given as the distribution of degrees in N (t) is
When t is odd, the curves of the cumulative degrees (ln(P c )) and degrees (ln(P)) of N (t) are as shown in Figure 2 (a), while Figure 2 (b) shows the curve for when t is even. Apparently, when t is increasing, the distribution curve of cumulative degrees is approximate to the exponential distribution, P c (k) ≈ 2( √ 2) −k , while the distribution curve of degrees is approximate to the exponential distribution,
When t is even, the degree of two initial nodes in N (t) is t + 1, not one of the other nodes' degree (i.e., 2, 4, ..., 2t − 2 and 2t). Thus, there is a sudden dip when t is even, just at the special point of k = 21 in Figure 2 (b).
C. CLUSTERING COEFFICIENT
By definition, the clustering coefficient of a node v with degree k v is the ratio between the number of triangles e v that actually exist among the k v neighbors of node v and the maximum possible number of triangles involving v,
For insertion growth models, we can obtain the exact expression of the clustering coefficient c v for a single node with degree k v . By construction, e v = k v − 1, and thus,
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The clustering coefficient of
c i . By substituting in equation (8), the clustering coefficient is changed
The clustering coefficient of N (t) is shown in Figure 3 , showing that N (t) is a network with a high clustering coefficient. As t increases towards infinity, 4 (2 t +1)(t+1) and ln2 2 t +1 in Equation (9) all trend towards zero. Consequently, the clustering coefficient decreases with t, and trends towards ln2, which is shown in Figure 3 .
D. AVERAGE PATH LENGTH
In this section, the average path length d t of the insertion growth model N (t) is studied analytically using a method of iteration. Naming d ij as the shortest path length between two nodes i and j, and therefore, the total sum of shortest paths in N (t) is defined as
Hence the average path length of an undirected network N (t) is
Firstly, we analyze the construction mechanism of N (t) for obtaining D t is by iteration. As shown in Figure 4 , N (t + 1) is constructed from two copies of N (t), created by merging two initial nodes, X 1 and n x t = n y t . From Figure 4 , the total sum of shortest paths in N (t + 1) namely D t+1 , can be decomposed into three parts: two total shortest paths sum D t in N 1 (t) and N 2 (t), and the shortest paths sum t between N 1 (t) and N 2 (t). Hence, Assume that D t+1 is the sum of shortest paths from all other nodes to Y 2 in N (t + 1). If all the shortest paths between N 1 (t) and N 2 (t) pass through X , than t = 2n t · D t . However, the shortest paths between the nodes in N y t of N 1 (t) and the nodes of N y t in N 2 (t) pass through Y 1 and Y 2 , instead of X , and thus the sum must subtract 2n y t · n y t from itself. Inserting this into equation (11), we get
Assume that n y t as the number of the nodes which have shorter distances to X among the nodes added to the network at step t. When t is even we can extract two relationships about n 
When t is odd, the two relationships become n (13), the sum of n y t is deduced as
Therefore, the iteration equation can be obtained from the construction algorithm of N (t + 1):
Substituting (1) and (14) into (15), leads us to:
The solution of equation (16) is derived as so:
By substituting equations (1), (14) and (17) into (12), we obtain
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.
By inserting equations (1) and (18) into (10), we obtain,
As shown in Figure 5 , the average paths length of N (t) is proportional to diameter, with the results showing that the insertion growth model is that of a small-world network.
IV. CONSTRUCTION OF THE GENERALIZED INSERTION GROWTH NETWORKS
There are two types of common feature existing in reallife complex networks: one is the scale-free distribution of degree, and the other is small-world behavior, which is fulfilled in the insertion growth networks above. In order to mimic the common features existing in most real-life networks, researchers have proposed a wide variety of models which have the characteristic of being scale-free. In order to depict and reveal the complexity and universality of complex network systems which are scale-free, in addition to our basic contribution, we propose and construct another family of complex network, which we call generalized insertion growth models, based on regular insertion growth graphs. We derive the rigorous solution of the main theoretical results of topological properties of generalized insertion growth graphs, including average degree, degree distribution, clustering coefficient, network diameter and average path length. Most importantly, our generalized insertion growth graphs are different from insertion growth graphs, in that they have the new property of being scale-free.
Definition 2. The generalized insertion graph G m,t (where m ∈ N ) is constructed in an iterative way:
For t = 0, G m,0 is just two vertices which are connected; For t ≥ 1, G m,t is obtained from G m,t−1 by adding, for each new edge created at step t − 1, m new vertices and attaching each new vertex to both end vertices of the edge. Remark 2. Figure 6 shows the first three steps of the construction of generalized insertion growth graphs when m = 2. For the extreme case of parameter m = 1, the generalized insertion growth graph is equivalent to a regular insertion growth graph.
Next, we study the detailed structure of G m,t , which is shown in Figure 7 .
Firstly, as for the division used for insertion growth models earlier, all the vertices in G m,t can be divided into three parts: Figure 7b .
To find the order and size of G m,t , we denote the number of new vertices and edges, added to G m,t at step t, by δ v (t) and δ e (t) respectively. From the creation methodology above, we deduce that, when t > 0:
δ e (t) = 2m · δ e (t − 1).
Combined with the initial conditions δ v (0) = 2 and δ e (0) = 1, we prove that, when t > 0:
From that, we can infer that the order n m,t = 
e m,t = (2m) t+1
Thus, the average degree k m,t = 2e m,t n m,t can be calculated as follows:
For large t, the average degree is also small and approximately equal to 4, the same as for regular insertion growth graphs. We can see that the proposed model is a sparse network with as few links generated as possible. 
V. RELATED CHARACTERISTICS IN G M,T
Due to the deterministic nature of the graphs G m,t , we can give exact values for different topological properties of this graph family. In the following, we focus on their degree distributions, clustering coefficients, network diameters and average path lengths.
A. DEGREE DISTRIBUTION
The degree of a node v is the number of edges incident from v. We denote the degree of a node v originally added to graph G m,t at iteration t i (0 ≤ t i ≤ t) by k v (t i ). Referring to the creation mechanic of generalized insertion growth graphs, we deduce that, when m > 1:
Obviously, the increase of any node's degree is exponential when m is larger than 2, instead of linear as when m = 1. Furthermore, the degree spectrum of the network is discrete. By simplifying k v (t i ) as k, we obtain:
The cumulative degree distribution follows that: By substituting equation (29) into (30) we obtain
For a
When using this relation as a histogram of the probability density, the size of histogram bins (i.e., the separation between adjacent k values) is proportional to k itself [4] . Therefore, for the cumulative degree distribution, P c (k) ∼ k −γ +1 means that the degree distribution follows a powerlaw form P c (k) ∼ k −γ with exponent γ = 1 + ln2m lnm , which belongs to the interval [2, 3] . When m = 2, γ = 1 + ln4 ln2 = 3, and when m = 3, γ = 1 + ln6 ln3 = 2 + ln2 ln3 , and so on. Thus, as m increases from 2 to infinity, γ decreases from 3 to 2, which is shown in Figure 8 .
It should be stressed that the exponent of degree distribution of most real scale-free networks also lies in the same range between 2 and 3. The scale-free characteristic emerges from generalized insertion growth graphs when m is larger than 2, and this property is not found in insertion growth graphs in which m = 1.
Clearly, the scale-free property is a newly emerged characteristic in generalized insertion growth graphs, which originates from the exponential increase of nodes' degrees, instead of the linear increment provided when expanding normal insertion growth graphs.
B. CLUSTERING COEFFICIENT
The clustering coefficient is defined as a measure of the level of cohesiveness around any given node. If any single node v has k v neighbors, and a number of edges v exist between v and these neighbors, then the maximun possible value of v is k v (k v − 1)/2.
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The clustering coefficient c m,v of node v is the ratio between the number of edges v and the maximum:
The clustering coefficient of the whole graph is the average of all individual c m,v 's. Next, we will compute the clustering coefficient of every node and their average value.
Denoting the number of triangles of a vertex, v , which is added to the graph at iteration t i , we get the relationship:
With the abbreviation k v = k v (t i ), and by substituting equation (28) into equation (33), we obtain:
This expression indicates that the local clustering scales as
The clustering coefficient of the whole network at an arbitrary step t can be easily computed as:
For a large m, one can get:
The clustering coefficient C m,t tends to 1 − 3m+2 2m 2 −1 for large values of t. Therefore, for large values of t and m, C m,t approaches a constant value, and so C m,t remains high.
C. DIAMETER
Below we give the precise analytical computation of the diameter of G m,t denoted by Diam(G m,t ). From equation (4), the diameter of insertion growth graph N t is Diam(N t ) = t when t ≥ 1. That is to say, the distance from any vertex to an initial vertex, which is added to graphs at time t = 0, is less than or equal to t. By help of the incremental construction of G m,t , if the shortest distance between any two vertices goes through an initial vertex, the distance between any pair of vertices is less than or equal to 2t,
Next, we find the exact analytical expression for the average distance of the graphs G m,t .
D. AVERAGE PATH LENGTH
Firstly, we derive the sum of shortest paths in sub-network G m,t , namely D m,t .
As shown in Figure 7a , 
From which then follows the three coupled relationships: 
If we denote G m,t exactly as G m,t but with the initial node X i removed, and assume that D m,t is the total of shortest paths from all the vertices of G m,t to X i , then we deduce the relationships, based on the detailed construction method in figure 3a:
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This conclusion has been tested using artificial methods. The numerical computations about the APL of the generalized insertion graph G m,t are shown in Figure 9 .
Given an infinite network size limit (t → ∞), this becomes:
From equation (25), n m,t = m×(2m) t +3m−2 2m−1 , and thus we obtain:
That is to say: Thus, we derive that the APL of G m,t increases logarithmically, with the detailed relationship shown in Figure 9 when t ∈ [0, 20] and m ∈ [1, 10] .
Based on the above discussions, our model is a deterministic small-world network, because it is a sparse one with exponential degree distribution, high clustering, short diameter and short average path length, which satisfy the four main necessary properties for small-world and scale-free networks.
VI. CONCLUSIONS
In conclusion, we have proposed a novel deterministic insertion growth model in which new nodes are inserted between each pair of nodes of a column node. We provided a new mechanism for generating complex network models. We have derived accurate analytical solutions for some of the main properties of the model and discussed them. The results show that the accumulative degree is distributed exponentially and that the network has high global clustering and small characteristic path length. The family of small-world insertion growth models with high clustering coefficients, and small diameters and average path lengths, successfully reproduce some remarkable characteristics in many natural and manmade networks, such as airport networks, metabolic pathways and social networks, and offers special advantages in the research of physical mechanisms such as random walks through complex networks.
The scale-free characteristic emerges from the generalized insertion growth model, and this property is not found in the regular insertion growth model. The degree distribution in the generalized regular insertion growth model follows a powerlaw form where the exponent belongs to the interval [2, 3] , while degree distribution is exponential in the regular insertion growth model. The difference of topological properties among them are rooted in their different growth mechanisms. In other words, the property of being scale-free is caused by the exponential increase of nodes' degrees in the generalized insertion growth model, while the exponential degree distribution originates from the linear incremental degree growth in the regular insertion growth model. The clustering coefficient tends to a constant value which is greater than or equal to ln2 for large values of t in regular insertion growth models and generalized insertion growth models. Nodes' degrees increase exponentially in generalized insertion growth model, while that growth in the regular insertion growth model is linear, which leads to the generalized insertion growth model having higher clustering coefficients than the regular insertion growth model. The basic motif in each growth step is a triangle, which causes high clustering coefficients both in generalized insertion growth models and regular insertion growth models.
In comparison with empirical and random networks, there are two inherent advantages in deterministic models: the properties can be obtained by rigorous derivation, and the computation can be completed with only a small amount of calculation. However, just like the other deterministic models cited in the literature, the two models proposed in this paper also have the following drawbacks: the degree distribution is discontinuous and only has a small number of values; and the generation mechanism is simple and without any randomness. Therefore, the form of deterministic models is not rich in contrast to many empirical networks. In that respect, the scope of application of these models is limited, only suitable for studying the characteristics of complex networks in some extreme cases. However, because deterministic models have such distinct advantages and disadvantages, research results based on these deterministic models can shed new light on the study of complex networks in general.
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