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ABSTRACT
This research explored object manipulation using multiple robots by developing a control
system utilizing force sensing. Multirobot solutions provide advantages of redundancy,
greater coverage, fault-tolerance, distributed sensing and actuation, and reconfigurability.
In object manipulation, a variety of solutions have been explored with different robot
types and numbers, control strategies, sensors, etc. This research involved the integration
of force sensing with a centralized position control method of two robots (cluster control)
and building it into an object level controller. This controller commands the robots to
push the object based on the measured interaction forces between them while maintaining
proper formation with respect to each other and the object.
To test this controller, force sensor plates were attached to the front of the Pioneer 3-AT
robots. The object is a long, thin, rectangular prism made of cardboard, filled with paper
for weight. An Ultra Wideband system was used to track the positions and headings of
the robots and object. Force sensing was integrated into the position cluster controller by
decoupling robot commands, derived from position and force control loops.
The result was a successful pair of experiments demonstrating controlled transportation
of the object, validating the control architecture. The robots pushed the object to follow
linear and circular trajectories. This research is an initial step toward a hybrid
force/position control architecture with cluster control for object transportation by a
multirobot system.
Keywords: cluster space control, force sensing, multirobot, force manipulation, object transportation
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1 Introduction
Robot applications are increasingly widespread, automating steps of industrial
production, aiding in medical procedures, serving as research tools, performing
household chores, and more. They are designed to emulate human sensing, actuation,
and other functions with advantages like greater accuracy, precision, repeatability,
dexterity, strength and speed, allowing them to perform certain tasks extremely well.
Robotic solutions have led to many improvements in industrial, military, space
exploration, agriculture, and medical fields to name a few.
While optimizing single robotic solutions for emulating a human's abilities offer great
advantages, multirobot solutions can offer many more. As some tasks require more than
one person to perform, a multirobot system can be developed to perform coordinated
tasks. Multirobot systems offer advantages such as redundancy, greater coverage, faulttolerance, distributed sensing and actuation, and reconfigurability [6]. Examples of
applications are: escorting, increasing signal coverage, transporting large objects,
tracking objects, performing distributed environmental sensing, and other cooperative
tasks.

1.1 Prior Work in Multirobot System Object Manipulation
Objects can be manipulated in different ways. Some robots lift and transport the object,
while others push the object. Object manipulation can be categorized into four types:
force, form, conditional, and object closure (Figure 1.1) [7]. In force closure the object is
grasped and completely constrained as its position is manipulated. Form closure is where
robots constrain the object in all directions, without the need for a grip or measured force
interaction. Conditional closure is where the object is constrained by external forces such
as gravity or friction with another surface in directions not constrained by the robots.
Object closure is where the robots are not constantly constraining the object, but are
arranged to surround the object so that the object remains trapped, moving with the
1

Figure 1.1: Four types of object manipulation. Force closure (a), form closure (b), conditional closure
(c), object closure (d)

robots [24, 27]. Using different resources and approaches, different methods were
developed. Some variations of those four types that have been explored are pusherwatcher, pusher-puller, pusher-steerer, leader-follower (master-slave), and swarm
manipulation strategies.
The pusher-puller and pusher-steerer strategies are examples of form closure. The
pusher-puller method, from a group at Seoul National University [7], involves two robots
attached to an object at its back and front sides with hook and loop fasteners and which
respectively push and pull the object simultaneously without any force feedback. The
pusher-steerer strategy is attached similarly to an object but the front robot only steers as
the rear robot pushes the object, like a rear wheel drive car [4]. The robots can switch
steering and pushing roles for easier movement of the object.
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An example of conditional closure comes from [25]. Without explicit knowledge of the
object dynamics and characteristics, a pair of decentralized, six-legged robots,
programmed with a turn-taking control system, pushed on the same side of an elongated
box toward a lighted goal. Some of the same researchers also developed a pusherwatcher strategy. This strategy mimicked how humans can work together to push large
objects with external direction from another person with a clear point of view of the
object and goal. Two non-holonomic, wheeled robots pushed a long rectangular box
from the same side. A robot on the other side of the rectangular box, at a distance,
tracked the box's angle and position with respect to the goal location (Figure 1.2). That
information was processed through their task-allocation framework, MURDOCH, which
sent updated commands to the pusher robots. The box's dynamics are not being used in
the control system [10]. Another group of researchers used a similar strategy to push an
object in water using autonomous robotic fish [11, 36].
An example of object closure is a decentralized caging strategy. Three robots with 7DOF
manipulator arms use their motorized bases and end effectors to cage an object and move

Figure 1.2: Pusher-Watcher experimental setup. Goal, rectangular box, a watcher robot and two
pusher robots. The pusher robots push the robot toward the goal with direction from the watcher robot.
[1]
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it to a goal [35]. To improve the object closure strategy, a potential field approach was
implemented to improve how the robots surround and transport the object [8, 29]. The
robots have knowledge of their neighboring robots' positions to properly trap the object
while avoiding collisions. The cluster space approach also was adapted to cage and
transport an object with object closure [16].
Another method of object manipulation is to use swarms of robots. Taking cues from
nature like ants, swarm manipulation usually consists of a large number of small robots
working independently toward a similar goal with little to no information of their fellow
robots. There are many unique approaches to swarm control. One research group
simulated a task allocation strategy that was improved using an ant colony algorithm
pheromone updating rule [20]. Another group introduced a mediator position to better
organize swarms and reduce flocking and fragmentation [14]. A different group
developed a swarm of 10 robots with light and push sensors. Based on light and touch
sensor input, the robots would independently perform certain subtasks to achieve the
overall goal of moving a large object to a goal location [19].
These strategies are effective in certain conditions but without force or torque sensing,
there is a risk of damaging the object or the robots if unsafe magnitudes of force were to
occur. The following are similar strategies of closure, but include force control or
sensing to move objects. There are examples of force closure with grasping manipulators
such as stationary arms with end effectors using active force control and constrained
motion [15], grasp control from humanoid robots [30], and grippers on mobile platforms
[32, 33]. The NASA Jet Propulsion Laboratory (JPL) developed an autonomous,
multirobot system as part of a plan for constructing structures for exploration on the
moon and Mars. Two holonomic robots with four wheels, a four degree-of-freedom arm,
and a gripper with a 3-axis force-torque sensor operated autonomously with a behaviorbased, leader-follower control architecture called Control Architecture for Multirobot
Planetary OUTposts (CAMPOUT). Transportation of long beams for building structures
is one of the tasks the pair of robots is programmed for. The leader and follower robots,
named SRR and SRR2K, respectively, hold a beam near each end between their grippers.
4

The leader robot locates the goal location for the beam with its stereo camera. The two
robots then move into transport formation and orient themselves toward the goal location
(Figure 1.3). The leader robot has information on its position with respect to the space it
is in and the goal location, but the follower only knows its approximate location by the
kinematic constraints of holding the beam together with the leader. As the leader and
follower robots move to the goal location, the follower robot will adjust its speed to
maintain the proper formation and to minimize any forces or torques sensed by the
grippers acting on the beam. If the follower robot cannot compensate by itself, both
robots will stop and make adjustments until they are in the correct formation. JPL has
successfully demonstrated the effectiveness of this control system in their planetary
robotics laboratory (PRL) large sand pit [12, 31].
The U.S. Naval Academy (USNA) in Annapolis, MD combined the swarm manipulation
technique with force control by exploring the concept of using multiple tug boats to move
a larger, disabled vessel. Both simulation and experimentation showed the effectiveness
of the decentralized, swarm manipulation technique. In the experiment, a scale model of
a USNA yard patrol vessel, approximately 3.0 ft. long and 1.5 ft. wide, was pushed by six
marine bilge pumps (Figure 1.4). The bilge pumps were attached to the hull, surrounding

Figure 1.3: NASA CAMPOUT multirobot transport formation. Two robots (SRR in front, SRR2K in
background) maintaining formation while transporting a long beam [2].

5

Figure 1.4: USNA experimental scale model. Experimental scale model and attached bilge pumps to test
the swarm manipulation technique for positioning and orienting the model [3].

the model vessel. The vessel's position and heading was captured by an overhead
camera. From that data, a force/torque allocation strategy was used to control the bilge
pumps. The results of the simulation and experiment demonstrated a working control
system to move the yard patrol vessel model to a desired point. [28]

1.2 Project Statement
The objective of this research project was to demonstrate object manipulation control
using a combination of position control and force-sensing of a multirobot system. In
order to accomplish this, force-sensing was integrated into Santa Clara University
Robotic Systems Laboratory's cluster space method for controlling mobile robots. The
outcome was a decoupled control strategy; a cluster space position controller produced
angular velocity commands, and the force-sensing component of the controller was tied
directly to the linear velocity commands.

6

A force-sensing system, the controller and the sensor attachment to the mobile robots,
were co-developed with fellow student Jackson Arcade. The result of this research was a
successful demonstration that the cluster space control technique can be modified with
force-sensing to perform controlled manipulation of an object’s position. This is an
example of the expansive possibilities of the cluster control technique, specifically in the
object manipulation field. From this research, further exploration into multirobot
manipulation techniques with cluster space control can be developed, such as the
development of a full hybrid position-force controller.

1.3 Reader's Guide
This thesis is composed of five chapters. The first chapter contains an introduction of
multirobot strategies for object manipulation. The project statement of this thesis is also
stated here. The second chapter describes the previously developed cluster control
technique and how force-sensing was added to the control system. Derivations of the
cluster control variables are stated here. The third chapter discusses the hardware and
experimental setup. The fourth chapter discusses the experiment and the effectiveness of
the control system. The fifth chapter summarizes the thesis project, results, and lists
future work to take this research further.

7

2 Control Methodology
The cluster control method simplifies simultaneous control of multiple robots by using
pose variables to characterize the robots as parts of a single cluster. It allows the user to
focus on a group of robots completing tasks as a single entity. The task for this thesis is
to use a two-robot cluster with force-sensing to implement a controlled push on an object,
following a desired path. The control system translates desired motion for the cluster into
a desired force and torque for the cluster to apply to the object. Force sensor push plates,
mounted on the front of each robot, provide force feedback between the robots and the
object being pushed. The cluster-level force control system uses this sensor data to
achieve the desired force and torque by varying cluster velocity commands, which, in
turn, are converted into individual robot velocity commands. This chapter defines the
cluster control system, describes the relevant transformation equations and the different
reference frames, and explains how the force sensing component is added to a typical
position-based cluster control system.

2.1 Introduction to Cluster Space Control
Instead of controlling a group of robots with a set of variables assigning the positions and
orientations of each individual robot, the robots are treated as a single “virtual” entity,
called a cluster. The cluster has its own defined position, orientation, and shape variables
dictating the positions and orientation of all the robots that are a part of the cluster.
Examples of a cluster's defined position in space could be the cluster's centroid or the
position of one of the robots in the cluster. The orientation of the cluster could be
determined by defining one of its reference axes from the cluster's centroid to the position
of one of the cluster's robots. The robot arrangement is defined through cluster shape
variables. Some examples of these shape variables are the distance a robot is from the
cluster's centroid, the distance between robots in the same cluster, and the angle created
between multiple robots. Cluster variables have a kinematic relationship with the
individual robot position and orientation variables. Forward kinematic equations can
8

transform the individual robot variables to cluster variables. Inverse kinematic equations
reverse the transformation. The partial derivatives of these equations result in equations
that transform individual robot velocity commands to cluster velocity commands and
vice-versa. These equations are factored and expressed in terms of Jacobian matrices.
Defining the robots using cluster space allows planning of the formation and movements
in more abstract cluster space variables related to the task instead of planning the
trajectories of each individual robot. This method was used in other Santa Clara
University teams' research with blimps [2], quadcopters [5], and autonomous surface
vessels [17, 21, 22, 23].

2.2 Global and Cluster Space Variables and Equations for a
two-robot cluster
For the experiments performed in this thesis, two robots operated in a planar test area
approximately 13 by 19 meters in size. A global frame was defined with its origin at the
center of the workspace and with unit vectors oriented using an aerospace convention.
An Ultra Wideband (UWB) tracking system was set up in this test area to track tags
placed on each robot. Its frame was defined with the origin at the same location as the
origin of the global frame, and with unit vectors as per the manufacturer’s specification.
Two robots operated in the plane with two UWB tags each placed across the robots'
centroids. The average of the tags' positions is the origin of the robot frame for each
robot. Velocity commands are transformed into this frame to execute the desired robot
maneuvers. The frames were defined with the x-axis pointing toward the front of the
robot, the y-axis pointing to the left of the robot, and the z-axis pointing upwards from
the ground. For this control system, the two-robot cluster was defined with a frame with
its origin located at the centroid of the two robots. The y-axis points to robot 1, the z-axis
points to the test area floor, and the x-axis points to the front of the cluster. These frames
are shown in Figure 2.1.
The cluster developed for this research is composed of two robots. Frames in Figure 2.2
9

Figure 2.1: Reference Frames. The combined display of all frames, Ultra Wideband, Global, Cluster, and
Robot frames, illustrating the relationships between them.

illustrate the two sets of variables used to describe their positions and headings in the
global frame. In Figure 2.2a, the two robots' individual positions and headings are
defined with the variables: G[x1, y1, θ1, x2, y2, θ2], illustrated in the global frame. In Figure
2.2b, the positions and headings of the robots are also defined using the cluster space
variables: C[xc, yc, θc, d, ϕ1, ϕ2]. As shown in the cluster frame, the cluster center is Cxc,
C

yc. The shape of the cluster is a line segment of constant length, and the robots are

located at the endpoints. The cluster variable, Cd, is the distance between the cluster
center and each of the robots. Angle Cθc is the heading of the cluster with respect to the
x-axis in the global frame or the angle between the x-axis in the global frame and the x10

Figure 2.2: Robot Coordinates. Robot coordinates displayed in the Global frame (a) and the Cluster
frame (b).

axis in the cluster frame. Angles Cϕ1 and Cϕ2 are the two robots' individual headings with
respect to the x-axis in the cluster frame. These six cluster variables fully describe the
robots' positions and headings as part of a cluster.
Cluster variables and individual robot variables are transformed into one another through
kinematic equations. The forward kinematic equations for this thesis (Eq. 2.1-2.6),
transform two sets of individual robot variables into cluster robot variables.

x c=

y c=

x 1 +x 2
2
y 1 +y 2
2

1
2
2
d= ⋅ ( x 1−x 2 ) + ( y1 −y 2 )
2

√
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Eq. 2.1

Eq. 2.2

Eq. 2.3

θc =atan

( )
x 1 −x 2

Eq. 2.4

y 1− y 2

ϕ 1 =θ 1−atan

(

ϕ 2 =θ 2 −atan

)

Eq. 2.5

( )

Eq. 2.6

x 1−x 2
y 1−y 2

x1 −x 2

y 1 −y 2

The inverse kinematic equations are defined in Eq. 2.7-2.12. These equations are the
reverse of the forward kinematic equations, directly transforming from cluster space
variables to individual robot variables for two robots.
x 1 =x c −d⋅sin ( θc )

Eq. 2.7

y 1 =y c +d⋅cos ( θ c )

Eq. 2.8

x 2 =xc +d⋅sin ( θc )

Eq. 2.9

y 2 =y c−d⋅cos ( θc )

Eq. 2.10

θ1 =θc + ϕ 1

Eq. 2.11

θ2 =θ c + ϕ 2

Eq. 2.12

Partial derivatives of the forward and inverse kinematic equations were calculated for
transformations between the individual robot and cluster velocity variables (Eq. 2.132.24).
12

ẋ 1= ẋ c −ḋ⋅sin ( θc )−d⋅cos (θ c )⋅θ̇c

Eq. 2.13

ẏ 1= ẏ c−d⋅sin (θ c )⋅θ̇c + ḋ⋅cos (θ c )

Eq. 2.14

ẋ 2= ẋ c + ḋ⋅sin (θ c ) +d⋅cos ( θc )⋅θ̇ c

Eq. 2.15

ẏ 2 = ẏ c−ḋ⋅cos ( θc ) +d⋅sin ( θc )⋅θ̇ c

Eq. 2.16

θ̇1 =θ̇c + ϕ̇1

Eq. 2.17

θ̇2 =θ̇c + ϕ̇2

Eq. 2.18

1
1
ẋ c = ⋅x˙1+ ⋅ẋ2
2
2

Eq. 2.19

1
1
ẏ c = ⋅ẏ 1 + ⋅ẏ 2
2
2

Eq. 2.20

ḋ=

x 1−x 2
−x + x
y −y
− y 1+ y 2
⋅x˙1 + 1 2⋅ẋ 2+ 1 2⋅ẏ 1+
⋅ẏ 2
A
A
A
A

Eq. 2.21

θ̇c =

− y1 + y 2
y 1−y 2
x 1−x 2
−x 1 + x 2
⋅ẋ 1+
⋅ẋ 2+
⋅ẏ 1 +
⋅ẏ 2
B
B
B
B

Eq. 2.22

ϕ˙1=

y 1− y 2
−y + y
−x + x
x −x
⋅x˙1 + 1 2⋅ẋ2 + 1 2⋅y˙1 + 1 2⋅ẏ 2 + θ̇1
B
B
B
B

Eq. 2.23

ϕ˙2=

y 1− y 2
−y 1 + y 2
−x 1 + x 2
x1−x2
⋅ẋ1 +
⋅ẋ2 +
⋅y˙1 +
⋅ẏ 2 + θ̇2
B
B
B
B

Eq. 2.24
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Equations A and B in Eq. 2.21-2.24 are defined below (Eq. 2.25-2.26):

√

A= 2⋅ ( x 1−x 2 )2 + ( y 1 −y 2 )2

Eq. 2.25

2

Eq. 2.26

B= ( y 1− y 2 ) + ( x 1−x 2 )

2

Forward and inverse Jacobian matrices are formed (Eq. 2.27-2.28) from the partial
derivative equations. The inverse Jacobian matrix is used in the control system to

[

]

calculate individual robot velocity commands from cluster velocity commands.

[]

1
2

1
2

0
ẋ c
x 1 −x2
ẏ c
A
ḋ =
− y 1 +y 2
θ̇c
ϕ̇1
B
y
−
ϕ2
1 y2
B
y 1− y 2

0
−x 1 +x 2
A
y1 − y 2
B
−y 1 +y 2
B
−y 1 +y 2
B

B

[][

ẋ1
1
ẋ 2
1
ẏ 1
= 0
ẏ 2
0
θ̇1
0
θ̇2
0

0
0
1

0

0

1
2
y 1− y 2
A
x 1 −x 2
B
−x 1 +x 2
B
−x 1 +x 2
B

1
2
− y 1 +y 2
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Eq. 2.28

Figure 2.3 shows the implementation of the equations in a traditional cluster control
system, previously executed [13], where the forward and inverse kinematic and velocity
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conversions are illustrated. The controller uses the desired and measured cluster
variables to compute the desired cluster velocities. These velocity commands are
transformed into individual desired robot velocity commands using the inverse Jacobian
matrix and sent to each robot for execution. Feedback of the individual, measured robot
state variables are transformed into cluster state variables using the forward Jacobian
matrix and kinematic equations, and then fed back into the controller.

2.3 Cluster Control System with Force Sensing

Figure 2.3: Cluster Control Architecture. This diagram illustrates a cluster controller with desired and
measured cluster control variables; it calculates cluster command velocities, converts them to individual
robot velocity commands with an inverse Jacobian matrix, and sends those commands to each respective
robot. Robot state feedback is converted to cluster state variables using the Jacobian matrix and forward
kinematic equations.

This thesis explains the use of explicit force control in order to move a relatively large
object along a desired path. Figure 2.4 depicts the adapted strategy. Two robots are
stationed at specific locations along the object. Each is commanded to apply a force to
the object, F1 and F2. Together, these result in a net force and torque on the object, FO and
TO. From a control system perspective, FO and TO are computed based on object motion
commands, and F1 and F2 are computed to achieve these instantaneous set-points.
The transport scenario considered in this thesis consisted of slowly pushing a long object
across a floor. This was dominated by an approximately constant friction force. This was
addressed by using a nominal commanded force level for F1 and F2, with a differential
15

Figure 2.4: Adapted Force Control Strategy. Object motion control strategy of applying force with two
robots at fixed points on the object.

variation used to establish the desired torque. These commands translated directly to
robot translational velocity commands. Robot rotational velocity commands were used to
keep the robots at these desired states with respect to the object given that the robots
could slide laterally with respect to the object. It is assumed that all forces exerted by the
robots on the object are perpendicular to the object.
To implement this strategy, the control system was split into separate force and position
control feedback loops. The conventional cluster position control approach is used to
compute commands for turning the individual robots such that they maintain their
position relative to the object being moved. Separately, an object-level path controller
computes desired object force and torque commands, and these commands are converted
to vehicle translational velocity commands. The resulting velocity commands from each
part of the control system are superimposed and sent to the individual robots to execute
as shown in Figure 2.5. To initialize the cluster formation behind and parallel to the
object, the cluster position (Cxc,Cyc) was set inline with the center of the object, the
16

Figure 2.5: Cluster Control Architecture with Force Sensing. In this control system, cluster control is used
to maintain a specified orientation and location of both robots with respect to the object (Box) and each
other by controlling rotational commands. A parallel controller, using force sensing, commands both robots
linear velocities to achieve torque and motion of the object.

desired heading of the cluster (Cθc) input to the control system was set to match the
object's current heading, and the desired heading for Cϕ1 and Cϕ2 were set to 0º. The force
sensing component, running in parallel, calculates the amount of force each robot must
exert on the object and transforms them into the robots' forward velocity commands. The
desired forces are a combination of the force needed to overcome the object's static
friction with the planar surface and the required torque to turn the object toward the
desired path.
A line controller, previously implemented in the SCU RSL Small Waterplane Area Twin
Hull (SWATH) boat project [18], receives the start and end points of the object's desired
path, calculates the object's desired heading to reach the path, and determines the torque
to apply. The line controller is useful for directing the object onto the desired path using
a smooth transition instead of directly traveling to the path then turning in place before
traveling along the path. The user input can be modified to feed the line controller
multiple pairs of start and end points to push the object on a nonlinear path. Figure 2.6 is
an overhead illustration of the object, its desired path, and the related variables to the line
controller. The desired path, created from the start and end points, form an angle with the
x-axis in the global frame; that angle is the desired path bearing, ϕB. In order to direct the
17

Figure 2.6: Line Controller. Overhead display of the object and the desired path annotated with the line
controller variables. The path starts from the point labeled 1 and ends at point 2. Not to scale.

object to the desired path from its current location, the object's desired heading, θD, must
point toward the path and equal the bearing once on the path. Thus, θD is computed by
taking the difference between ϕB and the heading needed to point the object toward the
desired path, ψ (Eq. 2.29).
θ D=ϕ B−ψ

Eq. 2.29

The heading adjustment, ψ, is the product of the crosstrack error (eCT), the shortest,
perpendicular distance from the object's center to the desired path, and a proportional
control variable, kCT (Eq. 2.30). The heading adjustment (ψ) is limited to ±90º to prevent
larger changes in object heading.
ψ=k CT e CT
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Eq. 2.30

A proportional control equation was developed to calculate torque, TO, from the desired
and actual object heading, θO, (Eq. 2.31) with the proportional gain, kH.
T O =k H (θ D−θ O)

Eq. 2.31

The desired torque is converted into the forces needed from each robot to turn and move
the object. Forces are converted into velocity commands. The sum of the velocity
commands and values necessary to overcome the object's static friction, Vfwd,cmd, are the
desired robot velocities. The forward velocity commands derived from force sensing
combined with the rotational commands of the cluster controller create an effective
planar object manipulator. Further research could explore adjusting the location the
robots push on the object for more efficient turning and manipulation of the object's
position.
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3 Experimental Testbed
This chapter describes the components of the experiment area and the two-robot system
that controls the position of an object in an indoor, planar workspace. The experimental
testbed was developed with fellow graduate student Jackson Arcade.

3.1 System Overview
Two robots and a large, rectangular object are placed in an area surrounded by a series of
eight Ultra Wideband (UWB) receivers, creating a rectangular workspace approximately
13 m. by 19 m. A network of computers processes sensor data and controls the robots
using MATLAB®. Equipment mounted on each robot are two, parallel, wireless
communications systems, microcontrollers, a force sensing system, and two UWB tags.
Two UWB tags are mounted to the rectangular object. Figure 3.1 is a photo of the
experiment area containing the robots, the object, and some UWB receivers. Figure 3.2
illustrates an overhead view of the general location of each component in the lab area.

3.2 Object
The object is a rectangular cardboard box filled with paper and Styrofoam that measures
4 meters (13'-4") long, 0.21 meters (8.25") wide, 0.20 meters (8") tall, and weighs about
13.6 kg (30 lbs.) (Figure 3.3). The length of the object was designed to be much greater
than its other dimensions. As the two robots push on the object, their positions may slide
laterally with respect to the box, so its long length allows both the robots' force sensors to

Figure 3.1: Testbed Photo. A photo (front view) of the overall lab and testbed with the two robots, the
rectangular object, and the UWB receivers.
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Figure 3.2: Testbed Overhead View. A diagram showing the overhead view of the experiment area
containing the robots, object, sensors, and computers (not to scale). The locations of the UWB tags are
indicated by the * (asterisk).

remain in contact and the control system time to adjust the robots' contact points on the
object. Two UWB tags are placed at each end of the object in order to determine its
position and orientation. The long length of the object reduces the noise in the object's
calculated position.
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Figure 3.3: Robots and Object in Test Area. A picture of the two robots and the object with all sensors
and equipment attached.

3.3 Robots
The experimental testbed uses two Pioneer 3-AT robots from Adept Mobile Robotics,
LLC (Figure 3.3). They are four-wheeled robots with differential drive and can carry up
to 12 kg (26.5 lbs.) [1]. Two UWB tags are placed across the middle of the robots, at its
left and right sides, to calculate each robot's location and heading. Wireless commands
are received by a Ricochet modem connected to a stack of two Basic X microcontroller
boards (Figure 3.4). The Basic X microcontroller boards are programmed to receive and
interpret translational and angular velocity commands, convert them into Pioneer 3-AT
motor commands, and transmit them to the robot via its serial port. This communication
interface was developed by previous Santa Clara University Robotics Systems Lab
students.
The force sensor system mounted on each robot is composed of a force sensor push plate,
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Figure 3.4: Communications Equipment. Ricochet Modem (left) and a stack of two Basic X
Microcontroller Boards (right) used for receiving movement commands from the modem, translating, and
sending them to the robot (Link A).

a microcontroller board, and a radio transmitter. The push plate is a Vernier® Force Plate
[34]. It measures 28 by 32 by 5 cm and has a force measuring range between -200 and
+800N where compression returns a positive value. It is attached to the front of the robot

Figure 3.5: Force Plate and Mount. Front side of the force plate (left); custom mount (right) attached to
the force plate's back side to mount the plate to the robot.
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with a custom mount, allowing for limited rotation about an axis parallel to the z-axis
(Figure 3.5). An Arduino UNO microcontroller with an Atmega328 chip, and a series 1
802.15.4 protocol 1mW Digi International XBee radio are connected to the force plate's
data output through the Force Plate Sensor Adapter (Figure 3.6). The microcontroller is
programmed to process and filter a number of readings from the push plate and output an
averaged force value to the control system. The microcontroller code for processing the
force readings can be found in Appendix A.1.

Figure 3.6: Force Sensor Processing and Communications Equipment. Image of the Arduino
Microcontroller board, XBee Serial Modem (Link B), and Force Plate Sensor Adapter.

3.4 Position Sensor System
The system used to determine the position of the two robots and the object is the Sapphire
Digital Active Real Time Tracking (DART) Ultra Wideband (UWB) system by
Multispectral Solutions, Inc.®. It is composed of a central UWB hub, UWB receivers set
up to create a scanning area, and UWB tags (Figure 3.7). For the purpose of this
research, the central hub is connected to 8 UWB receivers. 2 UWB tags are secured to a
location in the experiment area as reference points and 2 UWB tags are placed on the two
robots and the object. The receivers are placed at the corners and near the midpoints,
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Figure 3.7: Position Sensor System Components. The position sensor system for this research is
composed of the Sapphire Digital Active Real Time Tracking Ultra Wideband central hub (top), eight
Ultra Wideband Receivers (single receiver pictured at bottom-left), eight Ultra Wideband Tags (single tag
pictured at bottom-right).

forming a rectangular area for the robots and object to operate in, approximately 13
meters by 19 meters. In this area, the position of each tag can be determined. The UWB
tags, placed on the object and robots as described in the previous sections, emit pulses at
12 Hz with a nominal center frequency of 6.35 GHz. From the data gathered from the 8
UWB receivers, the central hub calculates the location of each tag and transmits it to the
control system on the computer through MATLAB®. With the location data of each tag,
the control system calculates the robots' and object's positions and orientations.

3.5 Data Flow
Figure 3.8 is a diagram of data communication between systems in the experimental
testbed, from the processing of sensor data and the control computations on the
computers to sending commands by wireless communication to the robots where onboard processing converts commands into the robots' movements. There are three
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Figure 3.8: Data Communications Diagram. Flowchart illustrating the communication of data between
components and software.

networked computers, each running MATLAB® and/or Simulink®, used for: collecting
and parsing position and force data, running the control system, and sending robot
velocity commands. The computers share information through the connected network
bus with the software DataTurbine [9]. Position data comes from the UWB central hub
and processed on Computer 1. Force readings are processed on each robot by a
microcontroller and wirelessly sent by the XBee radio modems (Link B) to a base modem
connected to Computer 2. The Remote Node Server software parses the force data from
the modem. Computer 2 is also where the control system runs. On Computer 3,
MATLAB® is used to send velocity commands from the control system to the robots
through the Ricochet base modem (Link A). The commands are received by a
complimentary modem on each robot, processed by another set of microcontrollers into
commands for each robot to execute.
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4 Experiment
The performance of the cluster control system with force sensing, to manipulate the
position of an object in two dimensions, was characterized by running a set of
experiments. To test the control system, it was given a linear and circular trajectory path
to follow in the 13 by 19 meter test area. This chapter reviews the key results collected
from performing these experiments.

4.1 Linear Path
The first experiment was to offset the object and robots from a desired straight line path
and observe the control system command the robots to push the object on a trajectory
toward and onto the desired path. The path was a straight, horizontal line, crossing the yaxis at y=-5; it served as a step input into the system. The object started in the third
quadrant, near the y=-7.5 horizontal line, pointing in a parallel direction to the desired
path. The control system was tuned to shorten the response time of the system to display
its effectiveness in reaching the desired path within the area allotted. Figure 4.1 is a
notional illustration of the experiment setup with an example trajectory along which the
robots would push the object to reach the desired path. Figure 4.2 displays the overhead
view of the experimental results; the information displayed is the desired path (y=-5), the
measured object (center's) path, and the robots' paths. The robots are set at the
approximate desired starting point with respect to the object.
As the robots push the object from left to right, they successfully push it toward the
desired path. Toward the end of this experiment, the center of the object gets closer to
Robot 1 due to the box sliding. Figure 4.3 displays the crosstrack error between the
object center and the desired path. This clearly shows the the controller effectively
pushed the object toward the desired path. The object settled at the desired path within
100 seconds of the start of the experiment with an RMS error of approximately 0.3 m.
The RMS error is on the order of the ±0.3 m. position error reported in the
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Figure 4.1: Experiment 1 Illustration. Overhead illustration of the first experiment
with an arrow illustrating the robots pushing the object towards the desired path.

Figure 4.2: Experiment 1 Results: Overhead View. Overhead view of the object's and the two robots'
travel paths. Robot 1 is the lower robot path and Robot 2 is the top robot path. The solid circle marks the
box center's starting point of the experiment and the solid square marks the end point. The solid triangles
on each path are the location of the robots and the box at the same point in time during the experiment,
showing that the robots are behind, pushing the object.
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Figure 4.3: Experiment 1 Crosstrack error. Distance between the object center and the
desired path. The negative sign (-) indicates the object center is to the right of the desired
path.

Figure 4.4: Experiment 1 Force Sensor Plate Responses. The desired and measured force values from
force sensor plates on Robot 1 (top) and Robot 2 (bottom) while pushing the box toward a desired line.
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characterization of the UWB system [5]. Figure 4.4 displays the desired and measured
force sensor plate readings during the experiment. Robot 1 is the robot on the right side
of the object's center. Looking at the desired forces of both plates, Robot 1's desired
forces are higher than Robot 2's desired forces to turn the object left toward the desired
path y=-5 line, then become even to push the object straight on the desired path. The
measured force data is noisy.

4.2 Circular Trajectory Path
In the second experiment, the robots were programmed to push the object onto a

Figure 4.5: Experiment 2 Results: Overhead View. Overhead view of the object's and the two robots'
travel paths. Robot 1 is the inner robot path and Robot 2 is the outer robot path. The solid circle marks
the box center's starting point of the experiment and the solid square marks the end point. The solid
triangles on each path are the location of the robots and the box at the same point in time during the
experiment, showing that the robots are behind, pushing the object.
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trajectory path of a circle with a 2.5 m radius from the origin of the experiment area. To
do this, a path generator updated the desired trajectory based on the object's current
position and the desired path. The overhead plot in Figure 4.5, shows an excerpt of the
robots’ and the object’s desired and measured paths. The robots were able to push the
object in a clockwise path around the test area. Figure 4.6 displays the crosstrack error
between the object's center and the desired path. The RMS error of crosstrack error is 1.6
m. The plot clearly shows the object center moving away from the desired path, but then
pushed back toward the desired path. Given that the controller implements only
proportional control of the object's position, it is expected that a steady state offset from
the desired path occurs with a changing desired input. The force data from both robots is
shown in Figure 4.7. The force sensor data was noisy for this experiment as well. Even
with filtering of the measured force data, steady-state offsets were present because of
calibration issues. Despite error in measured position and force data, the control
architecture was robust enough to overcome these challenges and computed proper robot
velocity commands to push the object toward the desired paths in both experiments.

Figure 4.6: Experiment 2 Crosstrack Error from Circular Path. Measure of the
shorest distance the center of the object is from the desired path of a circle with
radius 2.5 m.
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Figure 4.7: Experiment 2 Force Sensor Plate Responses. The desired and measured force values from
force sensor plates on Robot 1 (top) and Robot 2 (bottom) while pushing the object toward the desired
path of a circle with radius 2.5 m.

4.3 Summary
The experiments demonstrated that the cluster control system with force sensing was
effective in manipulating the position of an object. The control system commanded the
robots to maintain formation while pushing an object along a straight line path within the
accuracy of the UWB system. When tasked with following a circle path, the object's
position expectedly strayed due to a constantly changing desired path and only
proportional control but the the system was able to push the object in a circular path,
demonstrating a level of control.
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5 Conclusion
The objective of this research project was to demonstrate object manipulation control
using a combination of position control and force-sensing in a multirobot system. In
order to accomplish this, a force sensor plate was added to the front of two Pioneer 3-AT
wheeled robots, and the university Robotics Systems Laboratory's multirobot position
control method, cluster control, was modified to include force-sensing. A decoupled
strategy was implemented in the velocity commands of the two robots. Angular velocity
commands for the robots came from the cluster space position controller and the linear
velocity commands were calculated based on data from the force-sensing component of
the controller. These two controllers were wrapped around by a simple object controller
for path keeping.
This research has successfully demonstrated object manipulation using the cluster control
method modified with force-sensing. Results presented in this thesis show a successful
performance of the control system to push the object toward desired trajectory paths of a
straight line and a circle. The robots, spaced apart, pushed an object from the same side
with their attached force plate sensor. Adding force-sensing to the control system
allowed for measured interaction between robots and the object, leading to better control
in object manipulation.

5.1 Future Work
To improve and take this method for object manipulation further, parts of the system
hardware can be made more robust. One direct improvement that can be made is further
calibration of the position and force sensor systems. Increasing accuracy can lead to
better manipulation of the object. Another option would be to use other sensors for
collecting data. For example, a digital compass could replace robot heading data and
reduce the number of RFID tags used. The control system can also be expanded by
developing it into a full hybrid position and force controller. Instead of the decoupling of
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the linear and angular velocity commands, as presented in this research, a method of
selection can be implemented that would compute a combination of velocity commands
from both the position and force control loops. M.A. Neumann is currently developing
such a hybrid position and force controller. He has also implemented hardware
improvements by preloading and taring the force sensor plates for more accurate data
[26].
Object manipulation using a hybrid position (cluster control method) and force controller
can be expanded in many ways. One of the next steps could be altering the contact
position of the robots to move the object more efficiently. Currently, the robots are set at
positions evenly spaced apart from the center of the object. To turn the object, a torque is
applied by one robot applying more force on the object than the other. By varying the
robots' contact positions on the object they can make more efficient turns; energy
expended by the robots can be minimized and the amount time needed to get the object
on the desired path can be reduced. Additionally, the cluster control method is flexible to
incorporate more robots into its architecture. More complex objects can also be
introduced (e.g. angled objects, objects with hinged joints, etc.). Through the use of state
machines, the control system architecture can be expanded so the robot formation can
autonomously approach, transport, and disengage from an object. Eventually, the control
system could be adapted for environments beyond the indoor testbed such as the marine
environment.
This research is a step towards the greater goal of coordinated, multiple robot
manipulators autonomously manipulating objects with dynamic control. The object could
vary in size, mass, and shape and a system would have the capability to determine the
best parameters for moving said object. Parameters could include the number of robots
necessary to move the object, the most effective path to the desired goal, and how the
robots should approach and exert force on the object to move it to the goal. With
continued development, multirobot object manipulation could be applied to real world
applications in fields of construction, transportation, and more with improved safety and
efficiency.
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Appendix
A.1 Arduino code for collecting and filtering force data
/*-------------------------------------------------------Program that takes in voltage input from pin A0, 0-5V,
converts it to a count value between 0 and 1023.
Data is using a continuous average of all the data points.
Continuously reads in data into an array. Every 250 points
it will calculate an average, a variance, eliminate outliers
that are a (or many) standard deviation(s), depending on
variable "rule," from the average and will update the average.
At the same time, every 500 milliseconds, it will recalculate the
average. Via experimental data, the count value is put through a
calibration curve to produce a force value.
Converts the numerical value to a string and printed out
serially.
//Matthew Chin
//Michael Vlahos
//updated 2013.05.17
--------------------------------------------------------*/
#include <TimedAction.h>
int analogInPin=A0;
int n = -1;
float mem[251];
int k=0;
double totAverage=0;
double totVar = 0;
double stdDev = 0;
int m = 0;
int rule = 3; //# of standard deviations away I want to eliminate data.
double Force = 0;
TimedAction timedAction = TimedAction(500,outputAverage);
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void setup()
{
Serial.begin(9600);
}
void loop()
{
n=n+1;
if (n>250)
{
n=0;
calAverage();
}
mem[n]=analogRead(analogInPin)/10.0;
k++;
timedAction.check();
}
void calAverage()
{
int sum = 0;
double average = 0;
for (int i = 0; i<250; i++)
{
sum = sum+mem[i];
}
// Serial.println(k);
average = (totAverage*(m)+sum)/(m+250);
// totAverage=average;
// Serial.println(double(average));
double var = 0;
for (int i = 0; i<250; i++)
{
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var = (var*(i)+pow( (mem[i]-average),2) )/(i+1);
}
totVar= totVar*((k-250.0)/(k)) + 250*var/(k);
// Serial.println(double(var));
double dev = pow(totVar,0.5);
for (int i = 0; i<250; i++)

//new average

{
if ( (mem[i]>=(average-rule*dev)) && (mem[i]<=(average+rule*dev)) )
{
totAverage = (totAverage*m + mem[i])/(m+1);
m=m+1;
}
}
// Serial.println(float(totAverage/10));
}
void outputAverage()
{
calAverage();
// stdDev = pow(totVar,0.5);
// Serial.println(mem[249]);
/* Multiply totAverage by a factor of 10 to bring it to the correct scale
and 1.24(counts)-182.48 is calibration curve. */
Force = totAverage*12.4-182.48;
/* Uncomment and write Serial.print("!") to robot 1's Arduino
and uncomment and write Serial.print("_") to Arduino on robot 2 */
// Serial.print("!"); // Print the tag ! for sensor 1
// Serial.print("_"); // Print the tag _ for sensor 2
Serial.println(Force);
/* If move calibration curve to control system, then only output
calculated average. */
// Serial.println(totAverage*10);
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/* Testing program outputs */
// Serial.println(stdDev);
// Serial.println(m);
// Serial.println(k);
k=0;
m=0;
totAverage=0;
totVar=0;
Force = 0;
// Serial.println(" ");
// Serial.println(n);
}
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A.2 Simulink Model of the Control System
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Figure A.1: Straight Line Path Following Control System Simulink Model

A-6

Figure A.2: Control System Part 1(top-left section)
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Figure A.3: Control System Part 2 (top-right section)
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Figure A.4: Control System Part 3 (bottom-left section)
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Figure A.5: Control System Part 4 (bottom-right section)
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Figure A.6: Control System Part 1: 2-Robot Cluster Inverse Velocity Kinematics Block

Figure A.7: Control System Part 4: Cluster fwd
Position Kinematics Block

Figure A.8: Control System Part 4: Cluster Forward
Velocity Kinematics Block

Figure A.9: Control System Part 3: Heading Ctrl Block
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Figure A.10: Control System Part 4: Force Controller Block

Figure A.11: Force Controller: PI Control Block

Figure A.12: Control System Part 3: Box Tag Data Block
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Figure A.13: Control System Part 2: Plant Pioneer Block
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Figure A.14: Plant Pioneer Block: Rover Local to Global Frame Transform Block

Figure A.15: Plant Pioneer Block: Cluster to Robot Block

Figure A.16: Plant Pioneer Block: UWB to Cluster Block

Figure A.17: Box Tag Data Block: DAQ Block
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Figure A.18: Plant Pioneer Block: Heading Ctrl Block
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Figure A.19: Plant Pioneer Block: Pioneer Tag Data Block

Figure A.20: Cluster to UWB Block

Figure A.21: Pioneer Tag Data Block: Tag Filter
Block

Figure A.22: Tag Filter Block: Moving Average Block
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Figure A.23: Circle Path Following Control System Simulink Model
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Figure A.24: Circle Following Control System Part 3 (bottom-left section). The specific modification of
the Straight Line Path Following control system to push an object in a circular path.
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Figure A.25: Control System Part 3: meta ctrl block

Figure A.26: Control System Part 3: Line Controller
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A.3 Simulink Block Code
function Output = descluster(u)
% Using the center location of the box and the defined length from the
% center of the box to the center of the robot to output the desired
% cluster position of the robot cluster (xc,yc) and d.
xcb = u(1);
ycb = u(2);
thetac = u(3);
r = u(4);
xc = xcb - r*cos(thetac);
yc = ycb - r*sin(thetac);
Output = [ xc;
yc;
thetac
];
% This function calculates heading of single drone in the global frame
% Tag 1 is [x1,y1,z1] for left (port) wing and Tag 2 is
% [x2,y2,z2] for right (starboard) wing.
% Written by Christian Zempel
% 10/17/2012
% Edited by Jasmine Cashbaugh and Christian Zempel 1/15/2013 to modity
% heading calculation to use atan2 instead of acos
% Edited by Jasmine Cashbaugh, Anne Mahacek, and Alicia Sherban
% 1/25/2013
% Fixed calculation for theta
% Edited by Jasmine Cashbaugh, Christian Zempel, Anne Mahacek, and Alicia
% Sherban
% 3/6/2013
% Modified the theta definition to correct the drone reference frame.
function P1 = droneHeadingConditioner(tag1, tag2)
% decomposing position from tags
x3 = tag1(1);
y3 = tag1(2);
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% z3 = tag1(3);
x4 = tag2(1);
y4 = tag2(2);
% z4 = tag2(3);
% Calculate Drone's Center of Gravity [x,y,z] in Global Frame
x = (x3+x4)/2;
y = (y3+y4)/2;
% z = (z3+z4)/2;
% Calculate Drone's Heading [theta] in Global Frame
yd_vec = [(x3-x4) (y3-y4)]'; % vector connecting two tags
yd_uvec = yd_vec./sqrt((x3-x4)^2 + (y3-y4)^2); % y-drone unit vector
yg_uvec = [0 1]'; % define y-global unit vector
xg_uvec = [1 0]';
% Calculate theta.
%Theta (heading of drone)is angle between x-global and x-drone equal to the
%angle between y-drone and negative y-global
theta = atan2(yd_uvec(1),-yd_uvec(2));
P1 = [x y theta]';
function Output = heading_error_conditioner(u)
% This function produces heading angle error conditioning so there's no jump
% at angular discontinuities
% Converts error: [-360:-180] to [0:180], [-180:180]
% to [180:180], and [180:360] to [-180:0].
% arguments: u = [angular_error]
% output: output = [conditioned_angular_error]
%Initialize variables
threshold=pi;
e = u(1);
e=mod(e,2*pi); % Sets e to remainder of angular error divided by 2pi.
% Changes the error from the current pointing direction of the robot to
% be the positive equivalent angle error. -360 to -1 changes to 0 to 359.
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% Positive error values stay the same.
if abs(e) > threshold %checks if absolute value of e is greater than pi
if e<0 %if error is negative
e=e+2*pi;
e=min(e,pi+e);
else %if error is positive
e=e-2*pi;
e=min(e,pi-e);
end
end
%e=min(e,pi-e); %outputs angular heading in -pi to pi range
Output = e;
function Output = get_heading_angle_from_vel(u)
%This function computes the heading angle for a differential drive based on the cluster
velocities of robots
%threshold is the min vel that outputs a desired heading, otherwise is zero.
%arguments: u = [Vx Vy threshold]
%output: output = [theta_des]
%Initialize variables
Vx = u(1);
Vy = u(2);
threshold = u(3);
vel_mod = sqrt(Vx^2+Vy^2);
if vel_mod <= threshold
heading=0;
else
heading=atan2(Vy,Vx);
% heading=atan2(Vx,Vy);
end
Output = heading;
function Output = get_heading_angle_from_vel(u)
%This function computes the heading angle for a differential drive based on the cluster
velocities of robots
%threshold is the min vel that outputs a desired heading, otherwise is zero.
%arguments: u = [Vx Vy threshold]
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%output:

output = [theta_des]

%Initialize variables
Vx = u(1);
Vy = u(2);
threshold = u(3);
vel_mod = sqrt(Vx^2+Vy^2);
if vel_mod <= threshold
heading=0;
else
heading=atan2(Vy,Vx);
% heading=atan2(Vx,Vy);
end
Output = heading;
function [tag1,tag2] = readUWBfromWorkspace
% Function takes in data stream from 'base' workspace, this is the data
% being from the UWB through DT. Segregates data stream into 'n' row
% matrices, where 'n' is the numberOfTags.
% Function for TWO DRONE ONLY
% Edited by Christian Zempel 3/22/13 to eliminate 'evalin' function which
% does not run with simulink
tag1 = zeros(1,3);
tag2 = zeros(1,3);
coder.extrinsic('evalin');
tag1 = evalin('base', 'tag1');
tag2 = evalin('base', 'tag2');
function [Force1,Force2] = sensor
% Function takes in data stream from 'base' workspace, this is the data
% being from the RemoteNodeServer through DT. Continuously updates the
% value of the force for 2 force sensors.
Force1=[0];
Force2=[0];
coder.extrinsic('evalin')
Force1 = evalin('base','Force1');
Force2 = evalin('base','Force2');
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