Abstract Multimorbidity, or the presence of several medical conditions in the same individual, have been increasing in the population both in absolute and relative terms. However, multimorbidity remains poorly understood, and the evidence from existing research to describe its burden, determinants and consequences have been limited. Many of these studies are often crosssectional and do not explicitly account for multimorbidity patterns' evolution over time. Some studies were based on small datasets, used arbitrary or narrow age range, or lacked appropriate clinical validations. In this study, we applied Non-negative Matrix Factorisation (NMF) in a novel way to one of the largest electronic health records (EHR) databases in the world (with 4 million patients), for simultaneously modelling disease clusters and their role in one's multimorbidity over time. Furthermore, we demonstrated how the temporal characteristics that our model associates with each disease cluster can help mine disease trajectories/networks and generate new hypotheses for the formation of multimorbidity clusters as a function of time/ageing. Our results suggest that our method's ability to learn the underlying dynamics of diseases can provide the field with a novel data-driven / exploratory way of learning the patterns of multimorbidity and their interactions over time.
Introduction
Multimorbidity is generally defined as the presence of two or more chronic conditions in an individual [46] . There is growing evidence that the number of people with multimorbidity has been increasing in many populations, both in relative and absolute terms. This increasing burden has been attributed to a number of factors, including the trend towards an ageing population demographics, as well as factors relating to changes in lifestyle, health-seeking behaviour and the environment [44] . Research in this area has been growing, but most investigations have focused on predicting, preventing and managing disorders in isolation from one another. Therefore, more research is needed for a better understanding of this emerging burden, and its underlying patterns and mechanisms, in order to anticipate its consequences for the health services and the provision of appropriate care [32] .
Different studies in the past have tried different methods to investigate the multimorbidity patterns (MMPs). The first group of such analyses are based on simple correlation/correspondence analyses, carried out on disease pairs; we refer to them as "pairwise methods". For instance, Goldacre et al. [9] attempted to identify disease pairs, which show co-occurrence frequencies that are different from what their individual frequencies in the population would predict; disease pairs with higher or lower co-occurrences were interpreted as associated or dissociated, respectively. Hidalgo et al [11] took pairwise methods further and built a disease network where the presence of an edge between two nodes (i.e., diseases) represented a strong correlations between them in the population they studied. They then showed the associations between the "connectedness" of the nodes and mortality. In a slightly different pairwise method that takes time into account, Jensen et al. [14] derived associations of disease pairs by taking into account the order in which they occur. They defined a concept called "disease trajectory clusters", which can be viewed as a directed network, where each node represents a disease and an edge from disease A to B means that in many patients, B happened after A. Liu et al. [23] employed a slightly different pairwise method; they formed a network where nodes were medications, tests and diagnoses, and each edge's weight and direction denoted an interval between the occurrence of the concepts and their order, respectively.
While pairwise methods are valuable in generating comorbidity hypotheses for disease pairs, their use to form large networks (and the use of resulting networks' properties to draw medical conclusions) is likely to give misleading results. That is, when considering two diseases, there are other confounding diseases that are related to both diseases; this is known as the difference between correlation and partial correlation analysis [41] . This led to the rise of a second category of methods for the study of MMPs, which we refer to as "probabilistic methods". In one of the earliest works in this category, Strauss et al. [42] used latent class growth analysis to identify clusters of multimorbidity trajectories but their analysis was based on a 3-year study period which is a relatively short time for the study of MMPs; furthermore, their study of temporal patterns was limited to counting chronic conditions recorded over time (rather than the study of how one disease's occurrence is associated with other diseases' occurrence). Wang et al. [50] , on the other hand, used a Hidden Markov Model to study the generative process underlying the disease trajec-tories. In their approach, the future relationship between latent comorbidity variables and observed diseases are determined by the current relationship between them over time. The key challenge of this approach is its high sensitivity to the current state of the model (rather than having a longer memory) and its computational complexity/expensiveness.
Another category of methods use deep learning to extract insights from EHRs. Many of these studies do not explicitly account for temporal information [45, 25] . Nguyen et al.
[27] introduced a CNN architecture called Deepr (Deep record), where a patient's journey is modelled as a long sentence of medical codes where time between events are denoted as "special words". The authors validated their method on hospital data to predict unplanned readmission after discharge. Another notable work is RETAIN (REverse Time AttentIoN) model by Choi et al. [3] which used two RNNs and a two-level neural attention model to process sequential data using an end-to-end approach that has been tested on predicting heart failure diagnosis. Many recent works proposed similar architectures for different prediction tasks, including patients' readmission [35, 54] , treatment recommendation [18] and personalized prescription [49] . Although deep learning methods usually minimise the need for preprocessing and feature engineering, the disease representations/associations they generate are biased toward the prediction task and are not necessarily generalisable to other tasks [53] .
The other category of advanced methods that have been used to study multimorbidity, is primarily based on matrix/tensor decomposition and factor analysis; we refer to them as "factor methods". In these methods, one usually starts by forming a matrix, where the entry i, j denotes a metric related to disease i (or other concepts in EHR, such as medication and/or clinical measurements) in patient j; factor methods decompose such a matrix into P multimorbidity patterns. The resulting MMPs are described with two vectors: Disease clusters (that show the influence of each disease in that MMP), and the expression of that MMP in each patient. There have been multiple MMP analyses that used factor methods, but they did not take into account the temporal aspect of the diseases' (co)occurrence and have been mostly limited to the study of disease clusters [13, 39, 24, 17, 38] . As one of the exceptions among factor methods, Zhou et al. [56] introduced a factor method that considers the temporal patterns in electronic health record (EHR) data; while the method has the potential to result in multimorbidity analyses, the study's primary focus was on the prediction of future diseases. Given the non-negative nature of the data that such factor methods start from, non-negative factorisation techniques have also been used in this space. For instance, in both [12] and [51], non-negative tensor factorisation have been employed to learn the core factors underlying disease co-occurrences. If one represents the data to such tensor factorisation techniques in certain ways, these techniques have the ability to mine disease clusters and their temporal patterns. However, instead of time the focus was on joint patterns of phenotypes such as medication and diagnosis. In summary, various investigations have attempted to mine the MMPs from various sources of medical data -see Table 1 . Most of these studies are limited to certain age ranges and/or are cross-sectional by design, which hampers their ability to observe the patients over an appropriate amount of time to see the temporal patterns of multimorbidity. Furthermore, in almost all these methods, time was not taken into account; a few of them that did account for progression over time, lacked appropriate MMP analysis and clinical validation (e.g., focused on disease prediction instead). For instance, in one of the most powerful factor methods (in terms of taking time into account), Wang et al. [48] used non-negative matrix factorisation (NMF), where each factor has a temporal evolution model; while this approach has the potential to provide unique insights into diseases trajectories and their interactions, it has only been validated on 21K patients with diabetes (i.e., limited data and clinical focus). Therefore, there is still need for an investigation of MMPs, using large datasets (that are representative of the population) and over a reasonable time horizon, which can simultaneously model disease clusters and their relationships/trajectories over time. The rapid growth in the development of healthcare information systems has led to an increased interest in utilising EHR. The longitudinal nature of EHR and its richness (e.g., containing diagnoses, medications, and tests/measurement) can provide a unique opportunity to study long-term patterns of diseases' cooccurrence.
In this study, we apply NMF [4, 8] (with a novel design that results in both disease clusters and their trajectories) to one of the world's largest EHR datasets. Our approach (which falls in the factor method category) results in two main characteristics for each MMP (or factor): a disease cluster (which like past factor methods is a vector showing the influences from each disease in that MMP) and the expression of that MMP in each patient at a given age. The expression of each MMP at a given age is the most important contribution of our paper; to demonstrate its importance, we carried out a follow-up analysis of building a multimorbidity network, where nodes are MMPs and an edge between two MMPs denotes their associations and/or likely influence on each other. The clinical validation of our results suggests that this new approach provides the field with a unique tool to study complex multimorbidity networks and their evolution as one ages.
Materials and methods
In this study, we are interested in understanding the MMPs, both in terms of disease clusters (i.e., disease co-occurrence patterns) and how they influence each other over time (i.e., their trajectories). In this section, we explain the source of our data, our use of NMF, and the follow-up analyses we carried out to show the strength of this approach as a foundation for future multimorbidity research. Note that, for the rest of the paper, matrices will be denoted by upper case bold fonts (e.g., A), vectors will be denoted by lower case bold fonts (e.g., a), and everything else (scalar and indices) will be denoted with no bolding of the fonts.
Data
In this study, we used CPRD (Clinical Practice Research Datalink) [5] ; it contains longitudinal primary care data from a network of 674 general physician (GP) practices in the UK, and is linked to secondary care (i.e., Hospital Episode Statistics, or HES) and other health and administrative databases (e.g., office for national statistics' death registration). Around 1 in 10 GP practices in the UK contribute data to CPRD; it covers 35 million patients, among whom nearly 10 million are currently registered patients. CPRD is broadly representative of the population by age, sex, and ethnicity [10] . It has been extensively validated and is considered as the most comprehensive longitudinal primary care database [47] , with several large-scale epidemiological reports [6, 7, 40] adding to its credibility.
HES, on the other hand, contains data on hospitalisations, outpatient visits, accident and emergency for all admissions to National Health Service (NHS) hospitals in England [21] . Approximately 75% of the CPRD GP practices in England (58% of all UK CPRD GP practices) participate in patientlevel record linkage with HES, which is performed by the Health and Social Care Information Centre [26] . In this study, we only considered the data from GP practices that consented to (and hence have) record linkage with HES. The importance of primary care at the centre of the national health system in the UK, the additional linkages, and all the aforementioned properties, make CPRD one of the most suitable EHR datasets in the world for data-driven clinical/medical discovery and machine learning.
Study Population
In order to have a comprehensive coverage of patients' health journey, we only considered the CPRD patients with at least 5 years of follow-up; this resulted in a total number of 2,204,178 patients with a total number of clinical 25,791,493 encounters. Note that, in this study, we are interested in "incident cases" and not in the "prevalent cases" of diseases, i.e. new occurrences of diseases rather than diseases carried over. Therefore, we only considered the first occurrence of each disease happening after 1 year of any patient's registration date with the general practice clinic (as the first year after registration is likely to contain diseases carried over rather than new occurrences of diseases). Another important step in processing CPRD was to create a consistent diseases classifications between GP and HES data and choosing the appropriate level of granularity in diseases' hierarchy (see Table 2 ). In HES, diseases are coded using ICD-10 (International Classification of Diseases [52]) code, whereas in the GP records diseases are coded using Read Code [28] . ICD offers a hierarchical form that makes its use for data mining and machine learning much more convenient. Therefore, we decided to map the diseases to the ICD domain, i.e., we mapped the Read Codes to ICD-10 codes using the mapping provided by NHS Digital [29] . When no direct mapping was available, Read Codes were first mapped to SNOMED-CT codes [31] (also provided by NHS Digital [30]), and the latter are then mapped to ICD-10 codes using the mapping provided by the US National Library of Medicine [33] .
As mentioned earlier, ICD-10 codes are organised in a tree-like hierarchy. Working at the highest level of the ICD-10 hierarchy will result in only a few diseases and hence is not likely to help unravel the complex underlying dependencies among diseases. Conversely, working at the lowest level of the hierarchy will generate thousands of diseases, each with small number of occurrences (and even a smaller number of co-occurrences) and hence an overall difficulty of mining useful inter-disease patterns. In this study, similarly to the work in [38] , we chose to work at the ICD-10 sub-chapter level, which provides a good trade off between granularity and co-occurrence, and can lead to medically interpretable results. Furthermore, for the purpose of this study, we eliminate all the diagnoses relating to pregnancy, general symptoms, external causes and administration (ICD-10 chapters XV, XVI, XVIII, XIX, XX and XXI); similar to [14] . The resulting 142 ICD-10 sub-chapters are what we will refer to as diseases from here on. the details of our inclusion/exclusion process is shown in Figure 1 . In order to make sure that the data is appropriate for the study's objectives (described at the end of Section 1), we made sure that patients whose records meets our criteria (in terms of length, diseases, and quality of linkage) are only included. Also note that, terms such as "up to standard", "crd" and "tod" are referring to fields in CPRD data; for more details on these, we refer readers to CPRD manual [5] .
After all these, our cut of CPRD dataset includes nearly 2.2M adult patients (aged 16 years and over) and 65M events; from here, this will be referred to as the data in this study. Figure 2 shows some of the key characteristics of the data. When compared to the studies in Table 1 , in terms of number of patients, length of follow-up and being representative of the population, our data is comparable, if not better, than the best ones studied so far.
Non-negative Matrix Factorisation
Non-negative matrix factorisation (NMF, or NNMF) refers to a group of algorithms that decompose a matrix D into (usually) two matrices A and B, with the property that all three matrices have no negative elements, i.e.,
This non-negativity makes the resulting matrices easier to inspect and interpret. Also, in applications such as processing of count data (i.e., the starting point of our multimorbidity analysis), non-negativity is inherent to the data being considered. Since the NMF problem does not have an exact analytical solution in general, there has been a range of numerical approximations for it [20, 22, 19, 15, 2, 55, 1, 57, 43, 16] . In this paper, we use the Kullback-Leibler divergence and simple multiplicative updates [20, 19] , enhanced to avoid numerical underflow [2] as implemented by Nimfa python package [57] . Furthermore, in order to determine the number of factors (or, as in our analysis, the number of MMPs), we used the commonly applied cophenetic correlation coefficient, which measures the stability of clustering associated with a given rank [2] .
Modelling Pipeline
We start our modelling pipeline by forming a "disease matrix" D p for each patient p, where entry d i,j is 1 if patient p had the first incidence of disease i at age (in years) j; d i,j will be 0 otherwise. This makes D p a T × C matrix, where C is the number of conditions/diseases (i.e., 142 in our case) and T is the maximum age we track a patient for (i.e., 114 years in our case). Denoting the total number patients by N , this process will result in N such D p matrices. We carry out two processing steps to create a final disease matrix D for the NMF analysis.
Given the variability in disease prevalences (i.e., some diseases are more common than others), the counts corresponding to rarer diseases (such as tuberculosis) are expected to be much lower than the counts corresponding to more common diseases such (such as respiratory infections). Therefore, when solving the NMF model, the results can be biased towards explaining the more frequent diseases/the higher counts. In order to correct for this, in our first processing step, we used an adjustment inspired by TF-IDF (term frequency-inverse document frequency) which is commonly used in natural Unspecified mental disorder G00-G09: Inflammatory diseases of the central nervous system G10-G14: Systemic atrophies primarily affecting the central nervous system G20-G26: Extrapyramidal and movement disorders G30-G32: Other degenerative diseases of the nervous system G35-G37: Demyelinating diseases of the central nervous system G40-G47: Episodic and paroxysmal disorders G50-G59: Nerve, nerve root and plexus disorders G60-G64: Polyneuropathies and other disorders of the peripheral nervous system G70-G73: Diseases of myoneural junction and muscle G80-G83: Cerebral palsy and other paralytic syndromes G89-G99: Other disorders of the nervous system H00-H06: Disorders of eyelid, lacrimal system and orbit language processing and information retrieval tasks [36] . More specifically, we introduce DF-IPF (disease frequency -inverse patient frequency), which equals DF × IP F , where we set DF = 1 as we only considered the first occurrence of each disease. For each disease i, we then defined
where N is the total number of patients in our study. The DF-IPF adjustment for D p will simply result from the multiplication of its entries with the appropriate inverse patient frequency (i.e.,
As each patient will only have a small subset of diseases, D p is expected to be sparse. On the other hand, NMF does not explicitly model age as a temporal concept with a covariance structure (i.e., no explicit model for the relationship among rows in D). In medicine, however, one will not see a meaningful difference between a disease happening at age a or a±one or two years; they are virtually the same. In factorisation of a matrix like D using standard NMF, however, this property will not exist and the two scenarios will not necessarily be seen as similar. Furthermore, we know from the practice of medicine that the date at which certain chronic disease gets recorded is a noisy concept, i.e., there is an inherent noise in the time of recording a diagnosis. For instance, a one's hypertension diagnosis can be delayed by months or years due to one ignoring the symptoms and/or delaying a doctor visit; or, diseases such dementia are known to have long preclinical periods, where patients who visit their doctors less regularly are on average more likely to have their diagnosis delayed.
Therefore, in a second adjustment of D p , and in order to tackle temporal forgetting of NMF and sparsity of the data, and take into account the noise/uncertainty we have around the age that a particular disease is recorded at, we smooth each column of D m , using a Gaussian filter with σ = 3 (in order to be able to learn patterns of diseases even when they are far apart). Figure 3 illustrates the effect of both these adjustments (DF-IPF and smoothing) on D p for an example patient.
Before we carry out the NMF analysis, we perform one last step: concatenating the D p matrices in age dimension to form
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Ascendency Analysis
One of the goals of multimorbidity analyses is to conclude how the presence of a disease or a disease cluster can increase the chance of another disease or disease cluster. This is essentially what network models do; a comprehensive study and review of a range of such techniques (for when the data from nodes/variables is available in the form of time-/event-course) can be found in Smith et al [41] . On the other hand, each MMP from our approach consists of a disease cluster and a pseudo time course (a patient-age course, to be more specific); for brevity we refer to the latter as time course. Therefore, in order to show the strength of our approach in providing the data for such follow-up studies of multimorbidity, we next employed a simple technique, which was introduced by Patel et al [34] for the study of the networks in the brain, for mining the network structure among MMPs. This idea is illustrated in Figure 5 .
Imagine we have two MMPs, for which time courses v and w, are binary (say, via an appropriate thresholding applied to the continuous time course resulting from our NMF analysis). Now, if v and w are active together and inactive together, we consider them associated/connected. This concept is measured by κ v,w ∈ [−1, 1], and can be seen as an undirected edge in a network; κ v,w is 1 when the joint activation probability of v and w is the highest, -1 when the joint activation probability or the joint inactivation probability is nil, and 0 when v and w are statistically independent. Given the connectivity between v and w, if v exhibits elevated activity for a subset of the period in which w exhibits elevated activity, we consider w to be ascendant to v and vice versa. This is measured by τ v,w ∈ [−1, 1], and can be seen as a directional edge in a network; τ v,w > 0 means that v is ascendant to w and τ v,w < 0 , and (a 3 ,b 3 ) are illustrated, each with a different hierarchical relationship. As the slope of the line from the origin to (P (A a ), P (A b )) gets further from 1, the degree of ascendancy between the MMP pair increases. Credits to Patel et al. [34] means that w is ascendant to v. We refer readers to the original paper for more details on the methods.
Results
As explained earlier, we first formed D and used NMF to decompose it. Given that our implementation of NMF requires the number of factors to be given, we used cophenetic correlation coefficient to determine it; the result is shown in Figure 6 . Based on the results we observed from a group of 100K randomlyselected patients, we chose the Q value of 34 as the optimal rank for the NMF. Given that our approach does not explicitly model gender, we decided to carry out the analysis separately for men and women, In our data, we have 
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Cophenetic correlation coefficient Fig. 6 : The change in cophenetic coefficient (y axis) as a function of number of factors (x axis). As can be seen, 34 seems to be the optimal number for the number of factors that NMF will decompose D into.
994,563 male and 1,209,615 female patients; Figure 7 shows the heatmap in which each column corresponds to disease clusters that result from NMF (i.e., matrix B). Corresponding to each of these clusters we have a time course that has one value for every patient-age, which shows how a cluster has been expressed in that patient at that age (see Figure 8 for an example visualisation of this time series).
The components identified by our method are summarised in Table 3 for  male patients and Table 4 for female patients. These tables give for each MMP, the top 3 diseases and their weights.
As discussed, while disease clusters are important, their trajectories over time (plus their influence on each other) is also important. One of the advantages of our approach is its ability to provide a time course for each disease clusters; treating each cluster as a node, this time course opens the door to a range of network modelling techniques that can help mine the patterns of interactions among the diseases. In this study, we used ascendancy analysis (described in Section 2.5) that was shown to be one of the most powerful techniques for mining directed and undirected edges in a network. Given that it requires the time courses to be binary, we binarised the time courses corresponding to each disease cluster by thresholding it at 5% of its maximum value (see Figure 8 for an illustration). Functional dependency and ascendency between different MMPs, obtained through κ and τ , is illustrated in Figure 9 .
If we only take the MMP pairs with high κ values, and define the direction of the edge between each pair using τ , a network can be achieved as shown in Figures 10 and 11 . In these figures, we chose a threshold for κ, so that the obtained graph has 30 nodes; not too high to make interpretation difficult, and not too low to make the results less useful for clinical usability. 
Conclusions and Discussion
In this study, we employed a well-known matrix factorisation technique (i.e., NMF) to mine the MMPs from one of the largest EHR datasets in the world (i.e., CPRD). The key reason behind this research was to provide a solution for the shortcomings of the state-of-the-art data-driven multimorbidity research.
To be more specific, our study attempted to build on the past studies' learnings, while minimising risks such as using relatively small data, relying on a narrow observation window, focusing on a small number of diseases, and solely extracting the disease clusters (instead of also extracting their trajectories and how they interact with each other over time).
Our approach is exploratory (or, data-driven) and hence the results will require thorough clinical validation. Therefore, in a follow-up analysis, we compared the MMPs resulting from our analysis with multimorbidity patterns published by other studies that went through thorough clinical validations; more specifically, we considered the study by Jensen et al. for which the list of directional ICD-10 diagnosis pairs are provided [14] . For the comparison to hold, for each ICD-10 code we generated the corresponding ICD-10 subchapter. After excluding pairs where the two ICD-10 sub-chapters are the same, this results in 1,556 unique ICD-10 sub-chapter pairs. Next, for each MMP we considered the top 10 diseases. Out of 1,556 ICD-10 sub-chapter pairs by Jensen et al., 411 pairs (26.4%) belong to the top 10 diseases of at least one of the 34 obtained MMPs of male patients, that is 1.879 higher (95% CI 1.866-1.892) than what would be obtained through random sampling. Similarly, 430 pairs (27.6%) belong to the top 10 diseases of at least one of the 34 obtained MMPs of female patients, which is 1.969 higher (95% CI 1.956-1.983) than what would be obtained through random sampling. When considering the top 3 diseases, the overlap will be 3.861 higher than random sampling (95% CI 3.783-3.939) for male patients and 3.962 (95% CI 3.880-4.045) for female patients.
Furthermore, to clinically validate our ascendency results, we have computed the number of pairs by Jensen et al. that traverse our ascendency graphs when choosing κ in a similar way to figures 10 and 11 and when considering the top 10 diseases for each MMP. These were 328 for male patients, which is higher than random sampling by a factor of 1.629 (95% CI 1.615-1.644) and 320 for female patients, which is higher than random sampling by a factor of 1.431 (95% CI 1.420-1.443). When considering the top 3 diseases, those number become 45 for male patients, higher than random sampling by a factor of 2.468 (95% CI 2.411-2.526) and 48 for female patients, higher than random sampling by a factor of 2.277 (95% CI 2.230-2.325). All these validate the fact that our approach, despite being purely data-driven, shows strong correspondence to some of the reliable MMP studies that have been clinically validated. Despite this, we believe that the field will benefit from future research into a more thorough clinical investigation of the results from the approach we introduced.
An important objective of multimorbidity analyses is to conclude a disease network, which summarises how diseases interact with one another and influence each other's trajectories. While network models have the potential to solve such a problem, if given the time courses for diseases, the definition of nodes can be a challenge for researchers. As Table 2 shows, if we operate in the ICD-10 universe, we can see scenarios where the network can have anything ranging from 22 nodes to 10,138 nodes; prior to starting the network analysis, one needs to make this decision that at what level of this hierarchy will they define the diseases and hence nodes. We know from the network modelling literature that the search space for finding the best network is of a super-exponential size on the number of nodes (i.e., O(n!2 ( n 2 ) )) [37] . This makes the optimisation for learning a network of 10K nodes a huge challenge; both in terms of data (relatively small number of patients, and low prevalence and hence cooccurrence of most diseases at this level) and computing. On the other hand, using ICD-10 chapters, which will result in network with 22 nodes, is likely to lead to results that are hard to be clinically meaningful/interpretable; due to the heterogeneity of the diseases they each contain. Operating at levels such as sub-chapters and 2-digit ICD-10 codes is likely to have many highly correlated/co-occurring nodes that might make sense to be combined (particularly, given the data and computing challenges that we face when learning large networks).
Therefore, in this study, we introduced a new concept for the node: the disease clusters resulting from the NMF. This definition of nodes has a few advantages. Firstly, as our analysis suggests, it leads to a relatively small number of nodes, for which the corresponding network will be easier to learn. Secondly, from an empirical point of view, given that such nodes are driven by diseases that usually cooccur, splitting them into sub-nodes is not likely to be the source of any advantage (specially that such a split will make the network more complex and hence more difficult to learn). And lastly, from a clinical way of thinking, we are implying that diseases tend to happen in clusters and what the network will tell us is the influence of one cluster on another, given the rest of the clusters. This is in correspondence with what many in the clinical world have been arguing for that the definition of diseases today might not be the most accurate one (and hence various research on phenomapping of the diseases). Based on all these, we carried out our analysis and derived a network, using a simple and yet powerful technique known as ascendancy analysis. Of course, the data from our NMF approach is equally useful for any other network model (e.g., Bayesian networks), and hence there is need for follow-up research on the use of alternative network modelling techniques (an exhaustive list of such techniques have been used and compared in Smith et al [41] ).
As in most such analyses, our modelling pipeline relied on a mix of choices we made; from preprocessing to factorisation technique and beyond. For instance, NMF has a range of different implementations; a follow-up research on comparing different implementations of NMF can surely improve the ap-proach we introduced. Furthermore, the data preprocessing we introduced, from smoothing to adjustment for count can all be done with some differences that can be subject of future research. Lastly, our approach was focused on D as defined in Section 2. The earlier works, however, have introduced more concepts (e.g., measurements and medications) to the starting matrix, and some even went further and introduced a tensor as their starting point. A combination of our approach and such works can lead to richer multimorbidity analyses that not only can take time/age into account, but also can benefit from additional concepts and interventions that do influence the disease clusters and their trajectories.
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