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Introduccio´n
En este proyecto de fin de carrera se tiene como objetivo tratar el tema de la programacio´n
gene´tica. De esta forma se pretende generar un programa que resuelva el cubo de Rubik de
forma o´ptima. El motivo del proyecto se debe a una competicio´n ofrecida por Parabon, en la
que se pretende participar. El ganador de la competicio´n tendra´ la oportunidad de exponer su
proyecto en The Genetic and Evolutionary Computation Conference 2009 (GECCO 2009),
una famosa conferencia sobre la computacio´n evolutiva.
La programacio´n gene´tica es una rama de la computacio´n evolutiva donde se imita el
modelo de evolucio´n natural aplicado a programas informa´ticos. La computacio´n evolutiva
procede de difqerentes or´ıgenes: programacio´n evolutiva (Fogel, 1966), algoritmos gene´ticos
(Holland, 1975), estrategias de evolucio´n (Rechenberg, 1971; Schwefel, 1981) y por u´lti-
mo programacio´n gene´tica (Cramer, 1985; Koza, 1992). Todas estas vertientes nacieron
de forma independiente, pero en los noventa se unificaron para formar la computacio´n evo-
lutiva. Todas estas ramas coinciden en inspirarse en la teor´ıa de la evolucio´n moderna de
la que Darwin (Darwin, 1859) planto´ sus pilares, para resolver problemas, normalmente de
optimizacio´n, en la informa´tica.
La computacio´n evolutiva se caracteriza por encontrar soluciones inusuales a problemas
de los que no existe un me´todo resolutivo claro o viable en te´rminos temporales. La potencia
de estos sistemas reside en una multitudinaria exploracio´n aleatoria del espacio bu´squeda.
Uno de los problemas del cubo de Rubik es que debido al gran nu´mero de posibilidades de
desorden no es posible determinar a priori un nu´mero m´ınimo de pasos que se necesitan para
resolver cualquier cubo. De este modo, los me´todos que han dado mejores resultados han
sido los sistemas de bu´squedas exhaustivas informa´ticas, batiendo el record con 26 pasos
(Kunkle & Cooperman, 2007) y 22 pasos (Rokicki, 2008). Sin embargo, explorar todo el
extenso espacio de cubos de Rubik posibles resulta un proceso muy costoso, por lo que es
posible que au´n existan soluciones ma´s cortas inexploradas actualmente. Esto hace que la
programacio´n gene´tica sea un desaf´ıo interesante para la resolucio´n mediante la computacio´n
evolutiva.
El resto de este documento trendra´ la siguiente estructura. Un cap´ıtulo introductorio
donde se describira´ de la teor´ıa de la evolucio´n en la que se inspiran las principales ideas de
los sistemas evolutivos (cap´ıtulo 2). Procederemos a adentrarnos en la situacio´n actual de
los sistemas evolutivos, en concreto en la programacio´n evolutiva, donde se vera´n todos los
procesos existentes en una evolucio´n informa´tica. Adema´s profundizaremos y describiremos
los me´todos ma´s utilizados en la programacio´n evolutiva, con sus ventajas y sus defectos.
Una vez introducidos en la materia de la programacio´n gene´tica fijaremos los objetivos
de este proyecto de fin de carrera (cap´ıtulo 3).
2 1. Introduccio´n
Desarrollo de una representacio´n adecuada del problema para hacer posible su solucio´n
usando programacio´n gene´tica.
Experimentacio´n y ajuste de los para´metros del algoritmo evolutivo a fin de lograr
soluciones con el mejor desempen˜o posible.
Ejecucio´n del sistema y extraccio´n de la mejor solucio´n para ser enviada a la competi-
cio´n.
En el cap´ıtulo 4 explicaremos el disen˜o de nuestro algoritmo que hemos utilizado para la
realizacio´n de este proyecto. Veremos las evoluciones que ha sufrido nuestro lenguaje hasta
llegar hasta el seleccionado para ser implementado. Adema´s hablaremos de todo el complejo
proceso de evaluacio´n y asignacio´n del fitness a nuestros individuos.
Una vez abordado el disen˜o del sistema, nos centraremos en la implementacio´n (cap´ıtulo
5). Explicaremos las herramientas que nos han ayudado a desarrollar un programa evolutivo,
adema´s de las librer´ıas que modelan el cubo de Rubik computacionalmente. Terminaremos
este cap´ıtulo explicando la implementacio´n con diagramas de clases y la configuracio´n final
de la plataforma evolutiva.
En el cap´ıtulo 6 hablaremos de las pruebas realizadas, explicando el porque´ de ellas y las
conclusiones de su resultado.
Las conclusiones finales del proyecto se vera´n en el capitulo 8, adema´s de hablar de las
futuras l´ıneas de investigacio´n.
Como anexos an˜adiremos la planificacio´n del proyecto y un desarrollo en detalle de los
para´metros de utilizacio´n de ECJ.
2Estado del arte
2.1. Teor´ıa de la evolucio´n
La computacio´n evolutiva esta´ basada, como muchos otros saberes humanos, en la ob-
servacio´n y funcionamiento de la naturaleza. Como la propia palabra anticipa, la computacio´n
evolutiva imita al proceso de evolucio´n natural para alcanzar objetivos computacionales. Esta
descripcio´n es una breve explicacio´n de ciertos feno´menos naturales que nos servira´n para
entender mejor la computacio´n evolutiva.
¿Que´ es el co´digo gene´tico? El co´digo gene´tico es el conjunto de normas por las que
la informacio´n codificada en el material gene´tico (secuencias de ADN o ARN) se traduce
en prote´ınas (secuencias de aminoa´cidos) en las ce´lulas vivas. Esto significa que el co´digo
gene´tico almacena toda la informacio´n f´ısica de nuestro cuerpo: color de la piel, color de ojos,
altura de las orejas, etc. No obstante, la informacio´n aprendida durante la vida no se almacena
en los genes (co´digo gene´tico). De esta forma, nuestros hijos se parecen a nosotros porque
llevan parte de nuestro co´digo gene´tico, sin embargo, no actu´an de la misma manera, ya
que el comportamiento depende de muchos otros factores (educacio´n, amistades, sociedad).
Por ejemplo, los gemelos son ide´nticos gene´ticamente y, por ello, su apariencia externa es la
misma; pero su forma de actuar puede ser completamente diferente.
El co´digo gene´tico esta´ formado por una o varias cadenas de a´cido desoxirribonucleico
o ADN. A su vez estas cadenas esta´n formadas por cuatro nucleo´tidos cuyas bases son:
adenina (A), timina (T), citosina (C) o guanina (G). Estas bases se unen entre s´ı formando
largas cadenas de informacio´n (AGGTACGTAATTCTGTCG. . . ). Las secuencias de ADN
que constituyen la unidad fundamental, f´ısica y funcional de la herencia se denominan genes
(figura 2.1). De esta forma llamaremos gen a la parte de ADN que codifica, por ejemplo,
el color de los ojos. Realmente, toda esta informacio´n gene´tica se asemeja a un lenguaje, y
como todo lenguaje, tiene reglas gramaticales y sinta´cticas, y una posterior interpretacio´n y
expresio´n.
Sin embargo, existe una diferencia en la informacio´n que contiene el co´digo gene´tico
y la expresio´n del mismo. Eso es lo que llamamos genotipo y fenotipo. El genotipo es la
informacio´n que nuestro co´digo gene´tico contiene. El fenotipo es la expresio´n del genotipo.
E´sta puede variar por diferentes motivos: dominancia de genes, medio ambiente, etc. Por
ejemplo: es posible tener informacio´n para los ojos azules y marrones y poseer ojos marrones.
Cada individuo de una poblacio´n tiene su propio ADN u´nico que le define. No obstante,
no dista mucho de otro individuo de su misma especie. De este modo pueden reproducirse
entre ellos. Esto se debe a que al tener trozos similares de ADN, con la misma funcio´n, se
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Figura 2.1: Estructura del ADN.
pueden intercambiar por los mismos trozos del otro individuo. Esto se llama cruzamiento.
As´ı, la descendencia tendra´ algunos rasgos del padre y otros rasgos de la madre: su co´digo
gene´tico se ha mezclado (figura 2.2).
Se ha demostrado que la diversidad es necesaria para la supervivencia de la especie.
Este hecho se hizo presente en la realeza Espan˜ola a lo largo de la historia, donde solo ten´ıan
descendencia entre ellos. La consanguinidad reduc´ıa considerablemente la diversidad gene´tica
y empobrec´ıa la calidad de lo individuos, potenciando enfermedades gene´ticas. Por ejemplo,
Carlos II nacio´ de´bil, este´ril y enfermizo v´ıctima de sucesivos matrimonios consangu´ıneos de
la familia real.
Por lo tanto, la naturaleza necesita ciertas similitudes para mezclar ADN, pero, es funda-
mental que existan pequen˜as diferencias en el ADN de los progenitores. Esto es crucial para
el e´xito en la evolucio´n: la diversidad.
La diversidad tiene su origen en la mutacio´n. Una mutacio´n es una alteracio´n en el
co´digo gene´tico que produce cambios en el fenotipo. La consecuencia mas importante de
las mutaciones es que pueden ser heredadas por las siguientes generaciones. No obstante, la
mayor´ıa de las mutaciones producen consecuencias fatales para el individuo y so´lo en contadas
ocasiones tienen un resultado positivo para la continuidad de la especie. Por ejemplo una
mutacio´n que cambie de color a un animal y por ello es capaz de camuflarse mejor con su
entorno.
La funcio´n de la diversidad es crear individuos capaces de ofrecer diferentes desempen˜os en
situaciones de diversa naturaleza. Estas situaciones pueden ser fatales si no son superadas.
Por ejemplo, el ataque de un determinado virus, o el ataque de un depredador. Ciertas
cualidades consiguen hacer que el individuo siga viviendo y por lo tanto tener descendencia.
Por lo tanto, podr´ıamos decir que la naturaleza selecciona a los individuos ma´s aptos. Es lo
que se llama seleccio´n natural.
Combinando toda esta teor´ıa evolutiva con la informa´tica surge la computacio´n evolutiva.
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Figura 2.2: Ejemplo de posibles descendencias y combinaciones de dos individuos con dos
tipo de gen (rojo y azul).
2.2. Computacio´n evolutiva
Desde que Von Neumann ideo´ su modelo de computacio´n moderna en los albores de la
informa´tica, el concepto de algoritmo tomo´ ma´s fuerza que nunca (una secuencias de pasos
que sirve para resolver un problema). El problema ahora es encontrar la secuencia de pasos
adecuada. Con la ventaja de que estas “nuevas” ma´quinas eran capaces de ejecutar estas
secuencias de pasos infinitamente ma´s ra´pido que el ser humano, se abrio´ la puerta a nuevos
campos de bu´squeda y nuevas ideas. Desde siempre la naturaleza ha aportado a nuestra
civilizacio´n multitud de ideas y soluciones y, en este a´mbito, no iba a ser diferente. Por
que´ no imitar el mecanismo que tiene la naturaleza para dar con sus excelentes soluciones.
La computacio´n evolutiva es la implementacio´n del algoritmo de la evolucio´n.
Esta idea dio lugar a diferentes vertientes dentro de la computacio´n evolutiva, entonces
inexistente como tal. Desde Estados Unidos, J. Fogel (Fogel, 1966) daba las primeras pin-
celadas a lo que se llamar´ıa programacio´n evolutiva. Fogel creo´ un sistema evolutivo donde
los individuos a evolucionar eran ma´quinas de estado finito en el a´mbito de la prediccio´n.
Henry Holland (Holland, 1975) tuvo otra visio´n de este concepto y quiso aplicarlo a proble-
mas de optimizacio´n, donde los individuos consist´ıan en valores nume´ricos que se aplicaban
de alguna forma a un determinado algoritmo. Este me´todo recibio´ el nombre de algoritmos
gene´ticos. En 1960 Ingo Rechenberg y Hans–Paul Schwefel (Rechenberg, 1971) propusie-
ron las Estrategias Evolutivas. Sobre la base de los resultados previos, Koza (Koza, 1992)
inicio´ la u´ltima de las cuatro ramas, la programacio´n gene´tica. En esta u´ltima, los individuos
que evolucionan son programas informa´ticos que luchan por conseguir la solucio´n con mayor
(o menor) puntuacio´n. El mejor programa sera´ capaz de procrear y tener descendencia, en
cambio, los menos aptos estara´n predestinados a desaparecer.
En todas estas ramas es comu´n tener una poblacio´n de individuos que se reproducen
y/o mutan, permitiendo la descendencia a los individuos que consiguieron mejor puntua-
cio´n enfrenta´ndose a un problema determinado. Sorprendentemente, el algoritmo converge,
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tendiendo a que la poblacio´n actual mejore la puntuacio´n de sus antecesores.
En computacio´n evolutiva es necesario evaluar a cada individuo de la poblacio´n y para
ello se necesita reproducir el entorno adecuado del problema que se quiere resolver. Adema´s,
para asegurar el e´xito de nuestro algoritmo, necesitamos un gran nu´mero de individuos en la
poblacio´n. Esto hace que estos algoritmos necesiten muchos recursos computacionales. Sin
embargo, gracias a los u´ltimos avances tecnolo´gicos, la computacio´n evolutiva esta´ en auge
actualmente.
2.3. Programacio´n gene´tica
En 1992, John R. Koza publico´ Genetic Programming: On the Programming of Compu-
ters by Means of Natural Selection (Koza, 1992), un libro que extiende y asienta las bases
que Nichael Lynn Cramer (Cramer, 1985) inicio´ con su publicacio´n A Representation for the
Adaptive Generation of Simple Sequential Programs.
Koza habla de las posibles codificaciones que un programa lineal puede tener para poder
ser evolucionado. Defiende que la estructura ma´s adecuada es la representacio´n en a´rbol. Un
programa representado como a´rbol tiene mu´ltiples ventajas: Es posible volver al estado lineal
sin ambigu¨edades. Las operaciones de reproduccio´n y mutacio´n consumen menos recursos,
adema´s de producir mejor rendimiento.
Este modelo de representacio´n dio lugar a multitud de alternativas de modificacio´n y
ajuste del algoritmo. Existen infinidad de posibilidades con los que podemos “jugar” y probar,
como los posibles me´todos de reproduccio´n, mutacio´n, inicializacio´n de programas, seleccio´n
de nodos, etc. Hablaremos de estos aspectos en los siguientes apartados.
El algoritmo de la programacio´n gene´tica es como todos los algoritmos de la computacio´n
evolutiva. Se trata de un bucle, donde cada iteracio´n se llama generacio´n. En el caso de la
primera iteracio´n se creara´ una poblacio´n de un determinado nu´mero de programas alea-
toriamente generados. Durante la iteracio´n, se procedera´ a la evaluacio´n de los individuos,
seleccio´n, reproduccio´n, mutacio´n, y as´ı sucesivamente.
En el proceso de evaluacio´n, se ejecutara´ el programa y se puntuara´ de alguna forma su
comportamiento.
En el proceso de seleccio´n, se eligen los individuos ma´s aptos de todas la poblacio´n para
procrear y generar una nueva poblacio´n. Para procrear se pueden utilizar diferentes me´todos,
incluso puede darse el caso en el que los individuos simplemente se clonen.
Una vez que tenemos la nueva poblacio´n, se forzara´ la mutacio´n de algunos individuos
con una cierta probabilidad.
El bucle de generaciones llegara´ a su fin cuando se encuentre al individuo ideal (si es que
puede llegar a existir un individuo que satisfaga todas nuestras necesidades) o se llegue a un
l´ımite de generaciones.
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Figura 2.3: Representacio´n del problema del camino de la hormiga de Santa Fe. Los cuadrados
negros representan comida, mientras que los cuadrados blancos esta´n vac´ıo. El punto blanco
es el punto de partida de la hormiga y el punto rojo es el final del camino.
2.3.1. El problema del camino de la hormiga (Santa Fe Ant Trail)
Antes de continuar, se describira´ una aplicacio´n de ejemplo muy caracter´ıstico en la pro-
gramacio´n gene´tica que servira´ para la comprensio´n de los conceptos. Este problema es el
problema del camino de la hormiga o en ingle´s Santa Fe Trail Ant. Consiste en conseguir que
una hormiga situada en un mapa de rejilla pueda seguir el ratro de comida. Este ratro de co-
mida no es continuo. As´ı la hormiga tendra´ que seguir el ratro a pesar de las discontinuidades
(ver figura 2.3).
Evolucionar un individuo que resuelva este problema es un ejercicio de toma de decisiones.
Los individuos reciben informacio´n del ambiente; si hay o no comida en frente de ellos y
pueden moverse hacia adelante, girar a la izquierda o girar a la derecha o una combinacio´n
de estos movimientos. El objetivo es comer toda la comida posible en un periodo de tiempo
determinado. Uno de los motivos por el que se utiliza este problema para introducirnos a la
programacio´n gene´tica es que es sencillo y, sobre todo, mediante la programacio´n gene´tica
se puede resolver fa´cilmente este problema.
2.3.2. Lenguaje y a´rboles
En la programacio´n gene´tica cada individuo tiene una determinada secuencia de instruc-
ciones a ejecutar, es decir, su propio co´digo gene´tico. Esta secuencia de instrucciones es,
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Figura 2.4: Representacio´n de un a´rbol.
como la propia palabra dice, secuencial. Por ello, muchas implementaciones de sistemas de
programacio´n gene´tica utilizan esta representacio´n para mezclar y evolucionar programas.
Sin embargo, la representacio´n lineal dificulta las labores de reproduccio´n ya que es dif´ıcil
encontrar zonas de similitud para intercambiar co´digo. Asimismo, el intercambio de co´digo
no asegura tener nuevos individuos sinta´cticamente correctos.
Existe otra forma de representacio´n que aporta mayores alternativas a la hora de crear
y mezclar co´digo gene´tico: la representacio´n en a´rbol. Es una de las ma´s extendidas en la
programacio´n gene´tica debido a su flexibilidad y al gran nu´mero de posibilidades que ofrece.
Un a´rbol es una estructura de datos formada por nodos. Un nodo, explica´ndolo de una
forma informal, es una caja que contiene dentro cierta informacio´n y que esta´ ligada a otras
cajas, otros nodos. Estas ligaduras o conexiones se llaman hijos. Existen nodos que podra´n
tener varios hijos, y nodos que no tendra´n ninguno, en cuyo caso se les llamara´ nodos hoja
o terminales. Adema´s existira´ un nodo base del que partira´n el resto de los nodos (ver figura
2.4).
En la programacio´n gene´tica cada nodo contiene una instruccio´n del programa o una
constante. Las constantes suelen ser nodos terminales, y las instrucciones de programa suelen
ser nodos no-terminales.
Para ejecutar un programa, necesitamos una secuencia de instrucciones. Para obtener una
secuencia de instrucciones de un a´rbol existen una serie de transformaciones que transforman
estos a´rboles en un co´digo lineal sin ningu´n tipo de ambigu¨edad. Estas transformaciones se
llaman preorder, inorder y postorder:
Preorder: ra´ız, suba´rbol izquierdo, suba´rbol derecho. (F, B, A, D, C, E, G, I, H) Inorder:
suba´rbol izquierdo, ra´ız, suba´rbol derecho. (A, B, C, D, E, F, G, H, I) Postorder: suba´rbol
izquierdo, suba´rbol derecho, ra´ız. (A, C, E, D, B, H, I, G, F)
La decisio´n de utilizar un orden especifico viene dado por el lenguaje que apliquemos para
resolver el problema.
Esta estructura es ido´nea para la reproduccio´n de los programas, ya que facilita el pro-
ceso de combinacio´n gene´tica que se representa por el intercambio de suba´rboles y, en esta
estructura, este proceso resulta trivial (cambiar un hijo por otro).
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En la ejemplo de la hormiga, el lenguaje ser´ıan todos los movimientos que puede realizar
la hormiga, adema´s de la comprobacio´n de si existe comida frente a ella. Un pequen˜o a´rbol
podr´ıa ser:
if comidadelante then
avanzadefrente
else
avanzalateralmente
end if
2.3.3. Etapas del proceso evolutivo
El proceso evolutivo es un proceso iterativo, el cual se repite hasta que se cumpla un
criterio de parada. El criterio de parada puede ser que se haya llegado a un ma´ximo de
iteraciones o que se haya encontrado al individuo deseado.
En la primera generacio´n se inicializa la poblacio´n, mediante procesos aleatorios que debe
proveer a la poblacio´n de la suficiente diversidad para proporcionar el e´xito del algoritmo.
Despue´s, el proceso iterativo se reduce a tres etapas: seleccio´n de individuos, reproduccio´n
y adicio´n de los nuevos individuos.
Inicializacio´n
La inicializacio´n consiste en crear una nueva poblacio´n y dotar a todos los individuos de
la poblacio´n de un co´digo gene´tico admisible, adema´s de generar la diversidad suficiente en la
poblacio´n para que el sistema pueda evolucionar. Se pueden llevar a cabo multitud de me´todos
para acometer este fin, sin embargo, los ma´s empleados y comunes son los me´todos grow y
full que se suelen combinan de forma que el 50% de la poblacio´n se genera por el me´todo
grow y el restante con el me´todo full. Estos me´todos los describiremos a continuacio´n.
El me´todo grow genera un a´rbol de programa de un individuo aleatoriamente hasta una
determinada profundidad. En concreto, dado un conjunto de terminales y de no terminales
de nuestro lenguaje, el me´todo grow va rellenando el a´rbol aleatoriamente escogiendo indife-
rentemente entre terminales y no terminales hasta llegar a la ma´xima longitud, en cuyo caso
so´lo elije terminales terminando con la expansio´n del a´rbol. Aunque existe un l´ımite estipulado
de longitud ma´xima, es posible que los a´rboles generados no lleguen en profundidad a ese
l´ımite ya que al escoger entre aleatoriamente entre s´ımbolos terminales y no terminales, pue-
de darse el caso que aparezcan s´ımbolos terminales podando el crecimiento del a´rbol. Incluso
es posible que los a´rboles generados tengan mayor longitud, ya que si existe una grama´tica
inherente al lenguaje, puede que en el l´ımite de altura solo podamos escoger s´ımbolos no
terminales, prolongando el crecimiento del a´rbol hasta que podamos seleccionar terminales.
Este me´todo esta´ muy condicionado por la cantidad de nodos terminales y no terminales de
nuestro lenguaje, ya que dado un lenguaje con un alto nu´mero de terminales, la probabilidad
de escoger uno aumenta respeto a la probabilidad de escoger un s´ımbolo no terminal. Esto
ocurre tambie´n al contrario.
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El me´todo full siempre escoge s´ımbolos no-terminales hasta una determinada profundidad
donde, a partir de ah´ı, so´lo elegira´ s´ımbolos terminales. Es por esto que este me´todo siempre
genera a´rboles de la misma profundidad.
Como hemos mencionado antes, normalmente se utilizan ambos me´todos para generar
la poblacio´n inicial por el motivo de que el me´todo grow esta´ condicionado por el nu´mero
de terminales y no terminales del lenguaje, pudie´ndose generar a´rboles muy cortos en el
caso que en el lenguaje predominen los s´ımbolos terminales. Este hecho puede poner en
peligro el e´xito de la evolucio´n, ya que si los a´rboles que generamos son demasiado cortos, la
diversidad de la poblacio´n no ser´ıa suficiente para obtener la solucio´n deseada. Sin embargo,
el me´todo full garantiza un m´ınimo de altura en lo a´rboles, pero generando siempre a´rboles
de la misma forma. Es por esto por lo que se combinan ambos me´todos, produciendo un
nu´mero determinado de individuos con un me´todo y el resto con el otro.
Por u´ltimo resaltar que en un lenguaje donde predominen los s´ımbolos no-terminales, los
a´rboles generados con el me´todo grow sera´n parecidos a los que genere el me´todo full.
Evaluacio´n
Antes de proceder a la seleccio´n, es necesario evaluar a la poblacio´n. El proceso de
evaluacio´n consiste en ejecutar cada individuo y probar su eficacia al solucionar el problema.
Esa eficacia tendra´ que ser codificada para poder comparar a dos individuos cualquiera y
decidir cua´l es el mejor de ambos.
Para tomar esta decisio´n, podemos dar a cada individuo una calificacio´n nume´rica de su
rendimiento. Una vez que tenemos esta calificacio´n, la toma de decisiones se simplifica al
comparar que programa supera en calificacio´n al otro programa en cuestio´n. Adema´s, tenemos
que tener en cuenta si queremos maximizar esta calificacio´n, en cuyo caso, 0 ser´ıa el valor
del individuo menos apto, e infinito el individuo ma´s apto; o si queremos minimizarla, en
cuyo caso 0 representar´ıa el individuo ideal e infinito el individuo menos apto. Koza se inclina
a utilizar la segunda versio´n de calificacio´n. A esta forma de puntuacio´n se la llamo´ fitness
estandarizado. Adema´s existe una transformacio´n que acota esta calificacio´n entre 0 y 1,
donde 0 ser´ıa el individuo peor y 1 el mejor. Esta u´ltima calificacio´n ajustada se la llamo´ a
fitness ajustado. La transformacio´n se realiza mediante la siguiente formula:
Adj =
1
1 + f
, (2.1)
donde f es el fitness estandarizado.
No obstante, en determinadas ocasiones, es dif´ıcil obtener una u´nica nota por individuo,
puesto que es posible que existan diferentes medidas que influyen en la decisio´n. Estos proble-
mas surgieron sobretodo cuando se detecto´ la aparicio´n de bloat. El bloat son las partes del
co´digo del un programa que carecen de sentido o son innecesarios. Para evitar este feno´meno
se quiso introducir una medida ma´s de control del bloat en la toma de decisiones de los in-
dividuos. Para combinar estos dos objetivos, se penso´ utilizar una combinacio´n lineal de los
objetivos del tipo
fitness =
∑
i
wi fi(x), (2.2)
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Figura 2.5: Ejemplo de la frontera de Pareto.
donde fi(x) es el valor obtenido al evaluar la i-e´sima funcio´n objetivo y wi el valor por el cual
misma se poderara´.
Incluso se puede llegar a tener una ponderacio´n exponencial de los objetivos, cuando
queremos dar mucha mas importancia a un objetivo que a otro. Es posible, adema´s, impedir
el uso de un determinado objetivo hasta un cierto nivel de satisfaccio´n de otro objetivo.
Sin embargo, hay que prestar especial atencio´n a la hora de combinar todos nuestros
objetivos ya que es posible que limitemos la evolucio´n de nuestros programas si elegimos
unos para´metros incorrectos. Por ello conviene realizar un estudio previo del rendimiento de
nuestro fitness.
Langdon y Poli (Poli & Langdon, 1998) utilizaron un funcio´n semilineal para combinar el
acierto del programa y la velocidad para mejorar el rendimiento de la programacio´n gene´tica
en el problema de la hormiga. No obstante, necesitaron ajustar este fitness para aquellas
hormigas que eran muy ra´pidas pero no consegu´ıan resolver el problema.
Pero la combinacio´n lineal de objetivos no es la u´nica aproximacio´n posible para resol-
ver problemas multi-objetivo, existen otros me´todos capaces de optimizar varios objetivos
simulta´neamente, por ejemplo, me´todos basados en la optimizacio´n de la frontera de Pareto.
La frontera de Pareto es aquella frontera formada por las soluciones o´ptimas de una
poblacio´n. Estas soluciones no se pueden comparar ya que, si por ejemplo observamos la
figura 2.5, en algu´n punto una solucio´n A ofrece mejor resultado frente a cierto problema
que una solucio´n B, sin embargo la B ofrece mejor solucio´n a otro problema que la A. Por
ello no se pueden comparar. Sin embargo puede existir una solucio´n C cuyas soluciones sean
peor que la dada por la A, en ese caso, A es estrictamente superior que C. Este sistema
intenta evitar que la solucio´n se quede en un m´ınimo local, ampliando las fronteras a otros
m´ınimos de intere´s. Adema´s tiene la ventaja de potenciar la diversidad.
Adema´s de la frontera de Pareto, existen otros me´todos como el orden lexicogra´fico (los
objetivos son ordenados segu´n la preferencia del usuario), me´todos basados en prioridades,
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otros me´todos basados en la dominancia de la frontera de Pareto pero con la adhesio´n de
la cuenta del nu´mero de objetivos que un individuo es mejor que otro. Incluso, es posible
combinar varios me´todos de evaluacio´n, para conseguir una visio´n ma´s objetiva y diversa del
problema.
Seleccio´n
El proceso de seleccio´n sirve para escoger a los individuos de la poblacio´n mejor adaptados,
para que actu´en de progenitores de la siguiente generacio´n. En la naturaleza existen varios
factores que intervienen para que un individuo pueda tener descendencia. El primero de todos
es que consiga sobrevivir, ya sea por que no es devorado por depredadores, o porque sea capaz
de procurarse alimento. Lo segundo es que encuentre pareja para reproducirse. El u´ltimo
factor es que la combinacio´n de ambos individuos sea apta para crear un nuevo individuo.
Sin embargo, en la realidad es posible que “el mejor” individuo no pueda reproducirse, pero
otro individuo de “peor calidad” pueda conseguirlo. Aunque este hecho es menos probable,
sigue siendo posible.
En la programacio´n gene´tica, la seleccio´n es un conjunto de reglas que sirven para elegir a
los progenitores de la siguiente generacio´n. Estos progenitores se reproducira´n (cruzamiento
gene´tico) y generara´n descendencia.
Un sistema muy utilizado en programacio´n gene´tica es la seleccio´n por torneo (tourna-
ment selection). Este sistema consiste en escoger aleatoriamente de la poblacio´n un cierto
nu´mero de individuos. De esos individuos se escoge el mejor de todos para ser el padre. Para
escoger la madre se repite el proceso: se escoge aleatoriamente a un nu´mero de individuos
de la poblacio´n y se elige al individuo con mejor calidad. Este sistema garantiza un m´ınimo
de diversidad, ya que no siempre se elegira´ al mejor individuo de la poblacio´n para tener des-
cendencia y por lo tanto, no todos los hijos tendra´n al mismo padre. Pero, por el contrario,
existen grandes posibilidades de que e´ste tenga descendencia, ya que si es escogido en algu´n
torneo, sera´ el vencedor.
Adema´s existen otros me´todos que no solo tienen en cuenta si un individuo es mejor que
otro, sino que miden tambie´n la diferencia de la calidad, ya que si la diferencia no es muy
grande, quiza´s el vencedor de la seleccio´n no es el que tenga un desempen˜o estrictamente
superior.
Reproduccio´n
La fase de reproduccio´n es la que se encarga de generar nuevos individuos, preferiblemente
diferentes, a partir de los predecesores seleccionados en el proceso anterior. En esta fase se
pueden utilizar varios me´todos de reproduccio´n. El cruzamientos es un me´todo que consiste
en intercambiar parte del co´digo del padre y parte del de la madre. Otro me´todo ma´s simple
es el de la clonacio´n, cuya funcio´n consiste en copiar a los progenitores en la nueva poblacio´n.
Adema´s, para generar ma´s variedad, los individuos son mutados con cierta probabilidad, esto
es que el co´digo gene´tico de algunos individuos es modificado introduciendo nuevo material
gene´tico dentro de la poblacio´n (figura 2.6).
2.3. Programacio´n gene´tica 13
Figura 2.6: Cruzamiento de dos a´rboles.
Dependiendo del problema, nos interesara´ utilizar cruzamiento o clonacio´n y mutacio´n, o
una combinacio´n de estos operadores controlados por probabilidades de aparicio´n.
Cruzamiento El cruzamiento es el intercambio de material gene´tico entre dos individuos
para producir un individuo nuevo y diferente. En programacio´n gene´tica esto se traduce en
intercambio de suba´rboles. Cuando dos individuos se van a reproducir se selecciona un nodo
aleatoriamente en el padre y otro nodo en la madre y se realiza el intercambio de suba´rboles.
Sin embargo, en la naturaleza, durante la reproduccio´n sexual de dos individuos se in-
tercambia parte del co´digo gene´tico de tal forma que el nuevo co´digo gene´tico generado
es similar al de los padres. Esto es posible debido a la organizacio´n existente del co´digo
gene´tico en genes y cromosomas. En la programacio´n gene´tica no sucede exactamente de la
misma forma ya que resulta muy costoso identificar las partes de co´digo similares entre dos
programas. Es por ello que el co´digo gene´tico se almacena en a´rboles, imitando los genes y
cromosomas en la naturaleza. De esta forma se consigue estructurar el co´digo gene´tico de tal
forma que puedan encontrarse partes similares fa´cilmente. No obstante, la simple estructura-
cio´n del co´digo gene´tico del programa en a´rboles no es suficiente y requiere de subprogramas
adicionales que controlen la reproduccio´n ya que el intercambio de suba´rboles sin control mis-
mo puede cambiar radicalmente la configuracio´n del a´rbol resultante, produciendo efectos
fatales.
Existen varios me´todos denominados me´todos homo´logos que intentan preservar la posi-
cio´n del material gene´tico. Mantener la posicio´n f´ısica del material gene´tico es trivial cuando
se trata de programas lineales ya que en su forma natural ya son lineales. Sin embargo, este
proceso resulta ma´s tedioso cuando el co´digo se encuentra almacenado en a´rboles ya que la
transformacio´n a co´digo lineal puede verse afectada enormemente por un ligero cambio en
el arbol.
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El ma´s viejo operador de cruzamiento homo´logo en programacio´n gene´tica es el cruza-
miento en un punto. El operador intercambia un suba´rbol que coincida en la ra´ız en los dos
padres. Identifica las partes con la misma forma estructural (misma aridad1), e intercambia
el co´digo gene´tico a partir de estas partes comunes. De esta forma, este sistema intenta
mantener la posicio´n original del co´digo gene´tico intercambiado (Langdon & Poli, 2002).
El me´todo de cruzamiento de taman˜o similar escoge el primer nodo de forma aleatoria
como el cruzamiento normal. Sin embargo, el segundo nodo debe seleccionarse de tal forma
que la altura de este segundo suba´rbol debe ser parecida a la altura del primer suba´rbol
seleccionado.
Harries y Smith (Harries & Smith, 1997) idearon cinco operadores nuevos de cruzamiento
muy parecidos a los tradicionales pero con restricciones de profundidad en los puntos de
cruzamiento de los a´rboles de los padres utilizando un criterio probabil´ıstico.
No obstante, existen otras clases de operadores lineales de cruzamiento, pero pertenecen
a una representacio´n distinta a la utilizada, por lo que no nos concierne para el desarrollo del
proyecto.
Clonacio´n Como su propio nombre dice, se trata de copiar individuos de una generacio´n
a otra. Este me´todo se llama tambie´n reproduccio´n, aunque en este contexto el nombre puede
dar lugar a ambigu¨edades. Clonar no aporta nueva diversidad a la poblacio´n, no obstante,
en ciertas ocasiones resulta conveniente aplicarlo, sobre todo en las ocasiones donde se ha
conseguido una solucio´n muy o´ptima y no se desea perder la informacio´n correspondiente a
esa solucio´n.
Al ser un operador que pone en peligro la diversidad de la poblacio´n se suele utilizar con
probabilidades muy bajas o nulas. Por otro lado, es cierto que en la naturaleza existen especies
que utilizan la clonacio´n como forma de reproduccio´n, pero siempre se da en organismos
sencillos. Por otro lado, existen estudios que demuestran que posible evolucionar individuos
con clonacio´n combinada con mutacio´n.
Por otro lado existe un sistema de los algoritmos evolutivos llamado elitismo que es
un mecanismo para preservar a los individuos ma´s aptos de la poblacio´n clonando a estos
individuos en la nueva poblacio´n.
Mutacio´n En el a´mbito de la programacio´n gene´tica la mutacio´n se define como el
cambio aleatorio del co´digo gene´tico (co´digo de programa) del individuo. Este cambio se
puede producir en cualquier punto del co´digo y actuar de las siguientes formas: borrando
co´digo, generando co´digo o cambiando una instruccio´n por otra.
La mutacio´n, al producirse de forma aleatoria, produce efectos incontrolados y genera
individuos menos aptos para la supervivencia. Por ello, la frecuencia de aparicio´n de este
feno´meno suele ser baja. Incluso se ha llegado a cuestionar si es necesario para que el algorit-
mo evolutivo converja. Se ha demostrado que es posible resolver problemas con programacio´n
evolutiva sin llegar a utilizar la mutacio´n. Sin embargo, la mutacio´n debe entenderse como
1En el ana´lisis matema´tico, se define a la aridad de un operador matema´tico o de una funcio´n como el
nu´mero de argumentos necesarios para que dicho operador o funcio´n se pueda calcular.
2.3. Programacio´n gene´tica 15
un punto de entrada de diversidad. Y si no somos capaces de generar esa diversidad en el
inicio del algoritmo, la mutacio´n salvara´ a la poblacio´n de quedarse estancada.
A diferencia de los programas lineales donde una mutacio´n solo produce un cambio puntual
en el material gene´tico, las mutaciones en los a´rboles pueden aparecer de diversas formas,
que se explican a continuacio´n:
1. La mutacio´n de suba´rbol selecciona un nodo aleatoriamente y genera un suba´rbol alea-
torio para ese nodo (Koza, 1992). Kinnear (Jr, 1993) amplio´ este me´todo restringiendo
la profundidad del a´rbol producido a un 15%.
2. La mutacio´n de reemplazo de nodo selecciona un nodo al azar y lo reemplaza por un
nodo equivalente, de la misma aridad y mismas propiedades. Este me´todo se parece a
la versio´n lineal de reemplazar una l´ınea de co´digo por otra.
3. La mutacio´n Hoist genera un nuevo individuo a partir de un suba´rbol del individuo
anterior. La ra´ız del nuevo a´rbol sera´ diferente al del anterior y el a´rbol generado
sera´ ma´s pequen˜o.
4. La mutacio´n Shrink intercambia un suba´rbol elegido aleatoriamente por un nodo ter-
minal aleatorio compatible. Este me´todo tambie´n reduce el taman˜o final del programa.
5. La mutacio´n de permutacio´n selecciona un nodo aleatoriamente e intercambia de posi-
cio´n sus suba´rboles. Es posible que en algunos casos, este intercambio no refleje ningu´n
cambio en el funcionamiento del programa.
La nueva poblacio´n
Una vez que hemos seleccionado, reproducido y con cierta probabilidad mutado la po-
blacio´n, es el momento de generar otra poblacio´n con nuevos individuos. Normalmente se
escogen los nuevos individuos ma´s aptos y se rellena la poblacio´n hasta un nu´mero ma´ximo
de individuos. Adema´s, se puede reservar un espacio de esta poblacio´n para los individuos
ma´s aptos, con mejor puntuacio´n, de la generacio´n anterior. Esto se llama elitismo. Aunque
el elitismo apueste en contra de la diversidad, se ha comprobado que en ciertas ocasiones
acelera la convergencia del algoritmo, sin embargo, debe utilizarse con precaucio´n. Adema´s al
crear esta nueva poblacio´n podemos encontrar dos formas de hacerlo: El modo generacional
y el modo de estado estacionario.
En el modo de estado generacional el sistema almacena todas las generaciones en espacios
diferentes. Los nuevos individuos ocupan un nuevo espacio. Este modo evolutivo aporta un
gran valor estad´ıstico e incluso ser´ıa posible que antiguos individuos interviniesen en nuevas
poblaciones ya que poseemos la informacio´n de todos los individuos de la evolucio´n. El u´nico
inconveniente de este sistema es que requiere muchos ma´s recursos y puede ser un modo
poco factible para largas ejecuciones.
En el modo de estado estacionario, el espacio asignado para almacenar los programas
siempre es el mismo, de esta forma, los nuevos individuos tienen que desplazar a los individuos
antiguos, ocupando su posicio´n. Este me´todo resulta ideal para ejecuciones muy largas,
poblaciones muy extensas o individuos que ocupen mucho espacio en memoria. Incluso, es
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posible que en determinadas ocasiones, el sistema ofrezca un rendimiento ma´s alto que
el sistema generacional, ya que no tiene que generar nuevas estructuras, ni preocuparse por
clonar los individuos antiguos para crear nuevos. Lo u´nico que tiene que hacer es mantenerlos
en la poblacio´n.
2.3.4. El cubo de Rubik
El cubo de Rubik fue inventado por un profesor de arquitectura Hu´ngaro Erno¨ Rubik en
1974. Se trata de un puzzle en forma de cubo de 6 caras y con 9 pegatinas coloreadas en
cada cara. Cada cara tiene un color y estas caras se pueden rotar descolocando las posiciones
de los colores. El objetivo del juego es volver a juntar las pegatinas del mismo color.
La dificultad del cubo de Rubik radica en las millones de posiciones diferentes que puede
llegar a tener. En total se calcula que pueden existir ma´s de 43 millones de permutaciones
(Wikipedia, 2009).
Existen diversas formas de resolucio´n del cubo de Rubik, no obstante, el misterio esta´ en
que no es posible formalizar un algoritmo capaz de encontrar una solucio´n o´ptima (la que
menos pasos requiere) de cualquier cubo desordenado. En 2008, Tomas Rokicki (Rokicki,
2008) establecio´ el record mas reciente y demostro´ que cualquier cubo de Rubik se resuelve
en 22 movimientos o menos.
Estos algoritmos se basan en la bu´squeda de todo el espacio de posibilidades del cubo
de Rubik, el cual, es tan grande que se puede tardar varias de´cadas en calcular. Para sim-
plificar ligeramente el proceso se utiliza la descomposicio´n matema´tica del cubo de rubik en
subconjuntos. Estos subconjuntos son ma´s fa´ciles de resolver y ofrecen una gu´ıa para estos
algoritmos.
En nuestro sistema solo vamos a poder realizar movimientos de caras. Por lo tanto ya
que tenemos 6 caras y dos sentidos de movimientos, podremos hacer 12 movimientos en
cada estado. Si tenemos un cubo ordenado, podremos hacer 12 desplazamientos. Estos 12
cubos diremos que pertenecen a la dificultad 1. Por cada uno de estos 12 cubos tendremos
12 movimientos, por lo tanto 144 posibilidades. Estos cubos pertenecera´n al nivel 2. No´tese
que 12 de estos 144 cubos, es el cubo resuelto. Del nivel 3 tendremos 1.728 cubos y as´ı en
adelante.
Estos niveles de dificultad nos servira´n para clasificar los cubos de Rubiks y tener una
nocio´n a priori del nu´mero de pasos que son requeridos para su resolucio´n.
Para referirnos a las caras del cubo utilizaremos la nomenclatura desarrollada por David
Singmaster (Singmaster, 1981):
F(Front): la cara que de enfrente.
B(Back): la cara opuesta a la frontal.
U(Up): la cara de encima a la frontal.
D(Down): la cara de debajo de la frontal.
L(Left): la cara a la izquierda de la frontal.
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R(Right): la cara a la derecha de la frontal.
Esta nomenclatura estandariza el caso de los posibles movimientos del cubo y hace posible
expresar una posible solucio´n de forma rigurosa y sin ambigu¨edades.
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3Objetivos del PFC
El objetivo del proyecto de fin de carrera consiste en evolucionar un programa a trave´s
de la programacio´n gene´tica capaz de resolver el cubo de Rubik de forma o´ptima. Como este
objetivo es realmente amplio, se dividira´ en varios subobjetivos:
3.1. Encontrar un lenguaje apropiado para representar la solu-
cio´n del problema
El lenguaje que utilice nuestro programa necesitando pocos nodos, sera´ capaz de expresar
un solucio´n. Cuanto menos nodos tenga que generar la programacio´n, la soluciones sera´n
menos complejas, por lo tanto, la convergencia del algoritmo sera´ ma´s alta, llegando a una
solucio´n ma´s ra´pidamente.
3.2. Encontrar un fitness adecuado para que nuestro sistema
evolutivo consiga desarrollarse y generar soluciones del cubo
de Rubik.
La eleccio´n del fitness es fundamental para la correcta evolucio´n del sistema. Tiene que
mantener “sana” la poblacio´n y a la vez indicar claramente que´ individuos son mejores que
otros.
3.3. Encontrar un algoritmo de evaluacio´n que obtenga datos
suficientes para determinar el rendimiento del programa.
El algoritmo de evaluacio´n se encargara´ de probar el programa con una muestra repre-
sentativa del problema, lidiando con factores de eficiencia y rendimiento, para conseguir en
el menor tiempo posible sacar una muestra fiable de las capacidades del programa evaluado.
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3.4. Encontrar los para´metros adecuados de nuestro framework
para optimizar el desarrollo del resolvedor.
Nuestro framework de trabajo contiene infinidad de para´metros a configurar, los cuales
requieren ser correctamente establecidos, ya que una mala configuracio´n puede ser fatal y
generar programas inoperativos. La configuracio´n es crucial para el e´xito de nuestro sistema
evolutivo.
3.5. Optimizar la velocidad de evaluacio´n.
Para poder obtener soluciones en un tiempo razonable, el sistema tendra´ que ahorrar
cualquier tiempo de CPU extra. Para ello se necesitara´ crear multitud de cachees y meca-
nismos que eviten la repeticio´n de procesos que dan lugar al mismo resultado ya calculado
anteriormente.
3.6. Resolver cualquier cubo de Rubik.
Dentro del objetivo del proyecto, antes de conseguir encontrar una solucio´n o´ptima al
problema, necesitaremos encontrar una solucio´n cualquiera del problema. Y, a partir de ah´ı,
reducir el nu´mero de pasos a realizar para resolver el cubo.
3.7. Buscar las soluciones ma´s compactas.
Una vez que tenemos la solucio´n al problema, los programas tendra´n que ir bajando la
complejidad de sus soluciones hasta llegar a un cierto limite. Obviamente se desconoce cual
es e´ste, sin embargo, nuestro l´ımite sera´ el tiempo que dispongamos para encontrar una
solucio´n menor. Adema´s llegara´ un punto en el que apenas mejore. En ese punto podremos
dar por finalizada la ejecucio´n.
4Disen˜o del algoritmo
4.1. Lenguaje
En este apartado iremos pasando por todos los lenguajes que se han disen˜ado y probado
hasta llegar al lenguaje escogido para la representacio´n del problema. Un lenguaje candidato
tiene que poder realizar todos los movimientos posibles del cubo de Rubik y a la vez tiene que
realizar las comprobaciones suficientes para determinar que´ movimiento realizar en cada mo-
mento. Es por ello que el lenguaje constara´ de sentencias condicionales, capaces de ejecutar
una rama si la condicio´n se cumple y sentencias de accio´n como puede ser el desplazamiento
de una cierta cara en un cierto sentido.
4.1.1. Solucio´n 1: El cubo como mapa
El primer lenguaje que se nos planteo´, fue al imaginar un lenguaje parecido al lenguaje del
problema de la hormiga. El problema de la hormiga tiene los operadores de movimiento de
la hormiga por el mapa y las comprobaciones de existencia de comida enfrente. Adaptando
este problema a nuestro problema, podr´ıamos pensar en el cubo de Rubik como un mapa
bidimensional. Un mapa con forma de cruz, donde cada casilla del cubo representa una
posicio´n del mapa. Sobre este mapa nos podemos mover hacia arriba, hacia abajo, derecha e
izquierda. Al situarnos en el borde de una cara y avanzar nos situaremos en la siguiente cara,
es decir, no existe l´ımite, siempre podemos avanzar.
Una vez que nos podemos desplazar por el mapa, como la hormiga, querremos realizar
ciertas comprobaciones en relacio´n a nuestra posicio´n actual, como por ejemplo si existe
comida en nuestra posicio´n. En el caso del cubo de rubik, querremos comprobar el color de
la pegatina en la que estemos situados.
Una vez que tenemos la funcionalidad de comprobar cualquier casilla de nuestro cubo de
Rubik, los siguientes operadores son triviales y ba´sicos para el resolvedor del cubo de Rubik:
los movimientos de cara. Estos son los operadores que rotan una cara, por ejemplo, el que
rota la cara derecha en sentido de las agujas del reloj.
Es normal pensar que´ para´metros son necesarios en nuestro sistema, es decir, cuando
movemos una cara necesitaremos especificar que´ cara movemos. Debe existir el operador
“mover” y el para´metro “cara” que especifica que cara movemos. No obstante, el objetivo
de este lenguaje es conseguir un lenguaje gramaticalmente libre, de tal forma que cualquier
nodo sea compatible con otro.
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Figura 4.1: Nodos terminales de la solucio´n 1.
Este hecho tiene la ventaja de que cualquier nodo puede sustituir a otro, por eso, los
operadores de mutacio´n y cruzamiento requieren de menos esfuerzo para llevar a cabo con
e´xito su labor. Por lo tanto, en el lenguaje tendremos nodos del tipo “IfBlue”, “IfRed” o
MoveFaceUpClockwise.
De esta forma tenemos el conjunto de nodos terminales que se muestra en la tabla 4.1
y en la figura 4.1, y el conjunto de nodos no-terminales en la tabla 4.2 y en la figura 4.2.
Este lenguaje ofrece la ventaja que cada nodo es sustituible por cualquier otro. De esta
manera, la generacio´n de a´rboles, cruzamiento, mutacio´n y cualquier operador que trabaje
con el lenguaje resultara´ beneficiado de esta situacio´n.
Sin embargo este lenguaje resulta poco eficiente, en cuanto al nu´mero de nodos requeridos
para lograr resolver cubos, ya que el trabajo que cuesta comprobar dos casillas diferentes no
siempre es el mismo, de modo que alcanzar el camino hacia una casilla puede convertirse en
otro problema de cierta complejidad en si mismo.
Adema´s, al ser necesario saber en que posicio´n estamos, es inherente que el estado del
sistema entre en juego a la hora de determinar los resultados de un operador. Es por esto
que este lenguaje es dif´ıcilmente predecible y entendible por el hombre.
Por otra parte, este es un lenguaje de´bilmente tipado de forma que la aparicio´n de bloat
estara´ mucho ma´s presente, y podra´ ocupar un espacio mucho mayor en los a´rboles del
sistema.
Vamos a ver un ejemplo de co´mo se podr´ıa solucionar un cubo de Rubik de nivel 1
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Figura 4.2: Nodos no terminales de la solucio´n 1.
(una cara desplazada respecto de la solucio´n, figura 4.3) con este lenguaje. Si, por ejemplo,
rotamos la cara de la izquierda en el sentido de las agujas del reloj, tendremos un cubo de
Rubik de nivel 1, donde la cara frontal tiene tres casillas del color de la cara superior, la
cara inferior tiene 3 casillas del color de la cara frontal y as´ı sucesivamente. Para dar con la
solucio´n bastar´ıa con el siguiente plan:
if Orange then
MovePosDown
MovePosDown
MovePosDown
MovePosRight
if Orange then
MoveFaceLeftCounterClockwise
end if
end if
El plan puede no parecer muy complicado, pero si queremos volver a evaluar la ca-
silla inicial, tendremos que volver hacia atra´s y repetirlo del mismo modo con todas las
casillas que se tengan que comprobar. Por otra parte, el lenguaje admite sentencias del
tipo
if IfOrange then
if IfRed then
. . .
end if
end if
(figura 4.4) que carecen de sentido y que son dif´ıcilmente controlables. Esto puede desenca-
denar la generacio´n de mucho co´digo sin sentido que carezca de utilidad.
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Figura 4.3: Ejemplo de a´rbol que resuelve un cubo de rubik de nivel 1.
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Tabla 4.1: Tabla de nodos terminales de la solucio´n 1.
Nombre Descripcio´n
MovePosUp Mueve la posicio´n actual a la casilla superior. Si
no existe tal casilla, se saltara´ de cara a la superior
a la casilla Y2. Si estamos en la cara superior, nos
desplazaremos a la cara trasera.
MovePosDown Mueve la posicio´n actual a la casilla inferior. Si no
existe tal casilla, se saltara´ de cara a la inferior a
la casilla Y0. Si estamos en la cara inferior, nos
desplazaremos a la cara trasera.
MovePosLeft Mueve la posicio´n actual a la casilla izquierda. Si
no existe tal casilla, se saltara´ de cara a la izquier-
da a la casilla X2.
MovePosRight Mueve la posicio´n actual a la casilla derecha. Si
no existe tal casilla, se saltara´ de cara a la derecha
a la casilla X0.
MoveFaceUpClockwise Mueve la cara superior en el sentido de las agujas
del reloj.
MoveFaceDownClockwise Mueve la cara inferior en el sentido de las agujas
del reloj.
MoveFaceRightClockwise Mueve la cara derecha en el sentido de las agujas
del reloj.
MoveFaceLeftClockwise Mueve la cara izquierda en el sentido de las agujas
del reloj.
MoveFaceFrontClockwise Mueve la cara frontal en el sentido de las agujas
del reloj.
MoveFaceBackClockwise Mueve la cara trasera en el sentido de las agujas
del reloj.
MoveFaceUpCounterClockwise Mueve la cara superior en el sentido opuesto a las
agujas del reloj.
MoveFaceDownCounterClockwise Mueve la cara inferior en el sentido opuesto a las
agujas del reloj.
MoveFaceRightCounterClockwise Mueve la cara derecha en el sentido opuesto a las
agujas del reloj.
MoveFaceLeftCounterClockwise Mueve la cara izquierda en el sentido opuesto a
las agujas del reloj.
MoveFaceFrontCounterClockwise Mueve la cara frontal en el sentido opuesto a las
agujas del reloj.
MoveFaceBackCounterClockwise Mueve la cara trasera en el sentido opuesto a las
agujas del reloj.
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Tabla 4.2: Tabla de nodos no-terminales de la solucio´n 1.
Nombre Aridad Descripcio´n
IfBlue 2 Comprueba que la casilla de la posicio´n actual sea
azul. Si es as´ı ejecuta lo hijos de la izquierda. Si
no, ejecuta los de la derecha.
IfWhite 2 Comprueba que la casilla de la posicio´n actual sea
blanca. Si es as´ı ejecuta lo hijos de la izquierda.
Si no, ejecuta los de la derecha.
IfGreen 2 Comprueba que la casilla de la posicio´n actual sea
verde. Si es as´ı ejecuta lo hijos de la izquierda. Si
no, ejecuta los de la derecha.
IfOrange 2 Comprueba que la casilla de la posicio´n actual sea
naranja. Si es as´ı ejecuta lo hijos de la izquierda.
Si no, ejecuta los de la derecha.
IfRed 2 Comprueba que la casilla de la posicio´n actual sea
rojo. Si es as´ı ejecuta lo hijos de la izquierda.Si no,
ejecuta los de la derecha.
IfYellow 2 Comprueba que la casilla de la posicio´n actual sea
amarillo. Si es as´ı ejecuta lo hijos de la izquierda.
Si no, ejecuta los de la derecha.
Progn2 2 Ejecuta primero la rama izquierda y luego la de-
recha.
Progn3 3 Ejecuta primero la rama izquierda, luego la central
y luego la derecha.
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Figura 4.4: A´rboles va´lidos que carecen de sentido de la solucio´n 1.
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4.1.2. Solucio´n 2: Un lenguaje de funciones y para´metros.
Uno de los grandes fallos de la solucio´n 1 es que la comprobacio´n del color de dos casillas
diferentes se convierte en un problema en si mismo. Las comprobaciones deber´ıan poderse
hacer en una instruccio´n sin necesidad de generar un a´rbol especifico para encontrar una
casilla.
Es por ello que surge la necesidad de un lenguaje fuertemente tipado, donde existan
funciones como test que comprueban en que una casilla seleccionada por para´metros coincida
con el valor del color pasado por para´metros, es decir: test faceUp x1 y2 colorRed(comprueba
que la casilla x1 y2 de la cara de arriba sea de color rojo). La necesidad de los para´metros
se justifica porque si queremos generar una funcio´n por cada combinacio´n de para´metros
posibles tendr´ıamos:
6caras ∗ 3casillasx ∗ 3casillasy ∗ 6colores = 324nodos (4.1)
Esto, adema´s de ser un trabajo inmensamente tedioso, es dif´ıcilmente escalable y so´lo
podr´ıa aplicarse al cubo de Rubik.
Por esto mismo, se creara´n los distintos terminales necesarios para referirse a las casillas
(X0,X1,X2,Y0,Y1,Y2), para referirse a las caras (FaceUp, FaceFront, FaceDown, FaceRight,
FaceLeft y FaceBack) y para referirse a los colores (ColorRed, ColorBlue, ColorGreen, Co-
lorWhite, ColorYellow).
Adicionalmente dispondremos de una funcio´n test, que comprobara´ si una casilla en con-
creto es de un color determinado. Si lo es, el valor devuelto de la funcio´n sera´ verdadero. Si
no, sera´ falso.
Tambie´n tendremos todo el conjunto de operaciones condicionales como AND, OR y
NOT. La sentencia If ahora tendra´ tres hijos, en lugar de dos, como pasaba en el lenguaje
anterior. El primero de los hijos representa la condicio´n a evaluar, el segundo es la rama del
a´rbol que se ejecutara´ si la condicio´n es cierta, si no, se ejecutara´ la tercera rama del nodo.
De esta forma obtenemos conjunto de nodos terminales y no-terminales descritos en las
tablas 4.3 y 4.4 respectivamente (figuras 4.5, 4.6 y 4.7).
A diferencia con el lenguaje anterior, en este lenguaje cualquier nodo no es compatible
con otro. Por lo tanto, que la operacio´n de cruzamiento puede que resulte mucho ma´s cos-
tosa y requiera de muchos ma´s intentos para que se pueda producir. Cuando el operador de
cruzamiento ha agotado todos sus intentos de buscar una combinacio´n correcta del co´digo
gene´tico, la consecuencia resultante aparece como la copia del individuo en la nueva po-
blacio´n. Este suceso no aporta nada nuevo a la siguiente generacio´n, y, por lo tanto, si no
configuramos correctamente el algoritmo, la evolucio´n se vera´ comprometida.
Sin embargo, las ventajas de este lenguaje son enormes. La complejidad a la hora de
comprobar el estado del cubo ha disminuido enormemente, de tal forma que ya no constituye
un problema en si mismo. Antes, en el peor de los casos eran necesarios nueve pasos para
llegar a la casilla ma´s distante y comprobar su color. Ahora solo se requiere un paso. Adema´s,
las expresiones condicionales pueden expresar situaciones mucho ma´s complejas ya que ahora
es posible utilizar operadores como AND, OR y NO.
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Figura 4.5: Nodos terminales de la solucio´n 2.
Para resolver el ejemplo propuesto en la solucio´n anterior (figura 4.8) necesitar´ıamos de
los siguientes operadores:
if (Test FaceUp X0 Y 0 Red) AND (Test FaceFront X1 Y 0 Red) then
Move FaceLeft Clockwise
end if
. Como se puede observar, la sentencia es mucho mas simple y por otra parte, mucho ma´s
fa´cil de entender.
En conclusio´n, aunque hemos dado con un lenguaje bastante apropiado para representar
la solucio´n del problema, necesitamos explotar la potencia de este lenguaje. Con el a´rbol que
hemos expuesto anteriormente so´lo somos capaces de resolver 1 caso de los 12 posibles de
nivel 1 (figura 4.9), lo que resulta en unas estad´ısticas muy poco favorables para la comple-
jidad del a´rbol. Sin duda podemos sacar ma´s informacio´n del a´rbol de programa expuesto. El
siguiente lenguaje que veremos explotara´ al ma´ximo las posibilidades del este lenguaje.
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Figura 4.6: Nodos no terminales de la solucio´n 2.
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Tabla 4.3: Tabla de nodos terminales de la solucio´n 2.
Nombre Tipo Descripcio´n
X0 XNode Se trata de la representacio´n de la posicio´n x0 de
una cara del cubo de Rubik.
X1 XNode Se trata de la representacio´n de la posicio´n x1 de
una cara del cubo de Rubik.
X2 XNode Se trata de la representacio´n de la posicio´n x2 de
una cara del cubo de Rubik.
Y0 YNode Se trata de la representacio´n de la posicio´n y0 de
una cara del cubo de Rubik.
Y1 YNode Se trata de la representacio´n de la posicio´n y1 de
una cara del cubo de Rubik.
Y2 YNode Se trata de la representacio´n de la posicio´n y2 de
una cara del cubo de Rubik.
FaceLeft FaceNode Se trata de la representacio´n de la cara izquierda
del cubo de Rubik.
FaceUp FaceNode Se trata de la representacio´n de la cara superior
del cubo de Rubik.
FaceFront FaceNode Se trata de la representacio´n de la cara frontal del
cubo de Rubik.
FaceRight FaceNode Se trata de la representacio´n de la cara derecha
del cubo de Rubik.
FaceDown FaceNode Se trata de la representacio´n de la cara inferior
del cubo de Rubik.
FaceBack FaceNode Se trata de la representacio´n de la cara trasera
del cubo de Rubik.
Red ColorNode Se trata de la representacio´n del color rojo del
cubo de Rubik.
Orange ColorNode Se trata de la representacio´n del color naranja del
cubo de Rubik.
Green ColorNode Se trata de la representacio´n del color verde del
cubo de Rubik.
White ColorNode Se trata de la representacio´n del color blanco del
cubo de Rubik.
Yellow ColorNode Se trata de la representacio´n del color amarillo del
cubo de Rubik.
Blue ColorNode Se trata de la representacio´n del color azul del
cubo de Rubik.
Clockwise DirectionNode Es el sentido de rotacio´n de las agujas del reloj de
una cara.
CounterClockwise DirectionNode Es el sentido de rotacio´n en sentido contrario a
las agujas del reloj de una cara.
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Tabla 4.4: Tabla de nodos no-terminales de la solucio´n 2.
Nombre Tipo Aridad Descripcio´n
Test CondNode 4 Comprueba que en la cara especificada (nodo 0),
en la posicio´n especificada (nodo 1 se refiere a x
y nodo 2 se refiere a y) sea del color especificado
(nodo 3).
And CondNode 2 Realiza la operacio´n booleana AND entre sus dos
hijos.
Or CondNode 2 Realiza la operacio´n booleana OR entre sus dos
hijos.
No CondNode 1 Realiza la operacio´n booleana NOT de su hijo.
Move ActionNode 2 Mueve la cara (nodo 0) en la direccio´n (nodo 1)
especificado.
If ActionNode 3 Comprueba que la condicio´n especificada en el hi-
jo 0 se cumpla. Si se cumple ejecuta el suba´rbol
del hijo 1, si no, el suba´rbol 2.
Progn2 ActionNode 2 Ejecuta todos sus hijos.
Progn3 ActionNode 3 Ejecuta todos sus hijos.
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Figura 4.7: Nodos no terminales de la solucio´n 2.
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Figura 4.8: Ejemplo de a´rbol de la solucio´n 2 que resuelve un cubo de rubik de nivel 1.
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Figura 4.9: Cubos de estado similar.
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4.1.3. Solucio´n 3: La abstraccio´n del cubo.
Una de las caracter´ısticas del cubo de Rubik es que existen estados que son equivalentes,
sime´tricos: existe una serie de rotaciones del conjunto completo que transforman un estado
en otro. Nuestro cerebro es capaz de abstraer todos estos estados y unificarlos en solo estado
y por lo tanto, un camino de resolucio´n posible. Por otro lado, tambie´n es capaz de abstraer
los colores espec´ıficos del cubo de Rubik, y puede trabajar en la misma situacio´n con colores
diferentes sin necesidad de adaptacio´n alguna.
Pongamos un ejemplo. Para todos los cubos de nivel 1, es decir, con un solo despla-
zamiento de la solucio´n, nuestro cerebro solo ve dos estados diferentes y por lo tanto dos
soluciones. Estos dos casos surgen de mover cualquier cara en el sentido de las agujas del
reloj, el primero y el segundo cuando movemos una cara en sentido opuesto a las agujas del
reloj. De esta forma se podr´ıan reducir los 12 primeros casos, en dos simples casos: cua´ndo
debo girar en el sentido de las agujas del reloj y cuando no.
Para imitar este comportamiento y adaptarlo a nuestro sistema se han realizado dos
modificaciones importantes sobre el segundo lenguaje.
La primera es que los colores ya no son colores concretos, como rojo o verde, sino abstrac-
ciones como color1 o color2 que pueden tomar diferentes valores en momentos concretos.
As´ı en color1 puede referirse al color rojo en un momento determinado, y luego puede refe-
rirse al verde. Una situacio´n que no puede ocurrir es que el color 1 se refiera al verde y el
color 2 tambie´n. El color 1 es diferente al color 2.
La segunda de estas modificaciones refleja la segunda parte del proceso de abstraccio´n.
Para conseguirlo, el cubo sera´ rotado en todas sus posibilidades para cubrir todos los estados
equivalentes, mientras se verifica si en alguna de esas rotaciones se cumple la condicio´n
expuesta. Si se cumple el sistema de rotaciones parara´ y dejara´ el cubo preparado para recibir
los movimientos pertinentes en funcio´n de la condicio´n especificada.
Estas dos modificaciones las llevara´ a cabo la sentencia If y Test. If se encargara´ de
rotar el cubo hasta que su condicio´n se cumpla. Si no se cumple no se ejecutara´ el suba´rbol
de accio´n. Adema´s desaparece el suba´rbol else ya que no tiene sentido sin un previo If que
coloque el cubo en la posicio´n adecuada.
Test se encargara´ de la asignacio´n de los colores. Comprobara´ si existe alguna asignacio´n
anterior al color que se quiere comprobar. Si no existe, devolvera´ verdadero y asignara´ el
color especifico al color abstracto (color 1 = red). Si el color esta ya asignado, entonces, el
color abstracto tomara´ ese valor. Si el color que existe en esta posicio´n no coincide con el
color especificado, entonces se devolvera´ false.
Cuando una condicio´n no se cumple, la funcio´n If desasigna todos los colores abstractos,
rota el cubo y vuelve a empezar de nuevo, comprobando que se cumpla la condicio´n que
anida. Una vez que se ha encontrado una forma de que la condicio´n se cumpla, se dejara´ en
posicio´n deseada el cubo de Rubik para que el grupo de acciones que vienen a continuacio´n
actu´en sobre el cubo.
Una vez planteadas las modificaciones del lenguaje se procede a describir todos sus nodos
empezando por el grupo de terminales (tabla 4.5) y el grupo de terminales (tabla 4.6) (figuras
4.10, 4.11 y 4.12).
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Figura 4.10: Nodos terminales de la solucio´n 3.
Este lenguaje presenta los mismo s´ıntomas y problemas que aparec´ıan en el anterior con
la diferencia de que el nodo If no contiene Else. Adema´s, la anidacio´n de sentencias If deja
de tener sentido por lo que nuestro programa pasara´ a ser una “lista” de sentencias If ya que
los operadores de movimiento no tienen sentido si no existen un If que lo contenga.
Las ventajas son claras y evidentes. Donde antes resolv´ıamos dos cubos de Rubik, ahora
resolvemos doce (figuras 4.13 y 4.14). Es decir, nuestro lenguaje resulta mucho ma´s potente.
Otro factor a tener en cuenta es que al ser un lenguaje altamente tipado el bloat que se puede
producir es menor.
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Figura 4.11: Nodos no terminales de la solucio´n 3.
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Tabla 4.5: Tabla de nodos terminales de la solucio´n 3.
Nombre Tipo Descripcio´n
X0 XNode Se trata de la representacio´n de la posicio´n x0 de
una cara del cubo de Rubik.
X1 XNode Se trata de la representacio´n de la posicio´n x1 de
una cara del cubo de Rubik.
X2 XNode Se trata de la representacio´n de la posicio´n x2 de
una cara del cubo de Rubik.
Y0 YNode Se trata de la representacio´n de la posicio´n y0 de
una cara del cubo de Rubik.
Y1 YNode Se trata de la representacio´n de la posicio´n y1 de
una cara del cubo de Rubik.
Y2 YNode Se trata de la representacio´n de la posicio´n y2 de
una cara del cubo de Rubik.
FaceLeft FaceNode Se trata de la representacio´n de la cara izquierda
del cubo de Rubik.
FaceUp FaceNode Se trata de la representacio´n de la cara superior
del cubo de Rubik.
FaceFront FaceNode Se trata de la representacio´n de la cara frontal del
cubo de Rubik.
FaceRight FaceNode Se trata de la representacio´n de la cara derecha
del cubo de Rubik.
FaceDown FaceNode Se trata de la representacio´n de la cara inferior
del cubo de Rubik.
FaceBack FaceNode Se trata de la representacio´n de la cara trasera
del cubo de Rubik.
Color1 ColorNode Se trata de la abstraccio´n de un color del cubo de
Rubik.
Color2 ColorNode Se trata de la abstraccio´n de un color del cubo de
Rubik.
Color3 ColorNode Se trata de la abstraccio´n de un color del cubo de
Rubik.
Color4 ColorNode Se trata de la abstraccio´n de un color del cubo de
Rubik.
Color5 ColorNode Se trata de la abstraccio´n de un color del cubo de
Rubik.
Color6 ColorNode Se trata de la abstraccio´n de un color del cubo de
Rubik.
Clockwise DirectionNode Es el sentido de rotacio´n de las agujas del reloj de
una cara.
CounterClockwise DirectionNode Es el sentido de rotacio´n en sentido contrario a
las agujas del reloj de una cara.
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Tabla 4.6: Tabla de nodos no-terminales de la solucio´n 3.
Nombre Tipo Aridad Descripcio´n
Test CondNode 4 Comprueba que en la cara especificada (nodo 0),
en la posicio´n especificada (nodo 1 se refiere a x
y nodo 2 se refiere a y) sea del color especificado
(nodo 3).
And CondNode 2 Realiza la operacio´n booleanas AND entre sus dos
hijos.
Or CondNode 2 Realiza la operacio´n booleana OR entre sus dos
hijos.
No CondNode 1 Realiza la operacio´n booleana NOT de su hijo.
If IfNode 2 Se trata de la representacio´n de la posicio´n y2 de
una cara del cubo de Rubik.
Progn2 IfNode 2 Ejecuta todos sus hijos.
Progn3 IfNode 3 Ejecuta todos sus hijos.
Move ActionNode 2 Mueve la cara (nodo 0) en la direccio´n (nodo 1)
especificado.
Progn2 ActionNode 2 Ejecuta todos sus hijos.
Progn3 ActionNode 3 Ejecuta todos sus hijos.
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Figura 4.12: Nodos no terminales de la solucio´n 3.
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Figura 4.13: Ejemplo de a´rbol de la solucio´n 3 que resuelve un cubo de rubik de nivel 1.
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Figura 4.14: A´rbol que resuelve todos los cubos de rubik de nivel 1.
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4.2. Fitness
El fitness es una nota o un conjunto de calificaciones o notas de un programa que sirven
para decidir cuando un programa es mejor que otro. En nuestro caso necesitamos varias
medidas de fitness. Necesitamos un valor que nos indique lo cerca de la solucio´n que un
programa deja a los cubos. De esta forma, un programa sera´ mejor cuanto ma´s cerca de
la solucio´n deje el cubo. A esta puntuacio´n se la llamara´ entrop´ıa, descrita en el siguiente
punto.
No obstante, cuando tenemos varios cubos en juego podemos obtener ma´s informacio´n
sobre el rendimiento del algoritmo. Por ejemplo podremos saber cua´ntos cubos resuelve
un programa. Es ma´s, ya que tenemos una manera de clasificar los cubos mediante sus
dificultades, podemos sesgar la bu´squeda y guiar a los programas para que primen los cubos
dif´ıciles respecto a los ma´s fa´ciles.
Otro dato que necesitamos saber es la longitud de las soluciones. Ya que nos conviene
encontrar el camino o´ptimo, necesitamos saber el taman˜o de la solucio´n para poder elegir el
programa que menor longitud de solucio´n tenga.
Por u´ltimo, para controlar el bloat producido, podremos considerar en el fitness el nu´mero
de nodos que posee el programa, ya que si encontramos un programa que hace lo mismo con
menos co´digo puede sernos de intere´s.
Al final del proceso, cuando estamos comparando dos programas, uno tiene que inclinarse
a por elegir uno u otro. Para ello necesitaremos comparar y unir de alguna forma todos estos
objetivos en un objetivo comu´n. De esto hablaremos en el u´ltimo punto de este apartado.
4.2.1. Entrop´ıa
La razo´n de esta medicio´n es que nos interesa saber cua´nto de cerca estamos de solventar
el cubo de Rubik. Podr´ıamos obtener este dato mediante la utilizacio´n de algoritmos de reso-
lucio´n del cubo de Rubik existentes. No obstante, estos algoritmos utilizan muchos recursos
y multiplicando e´stos por cada individuo de la poblacio´n resultar´ıa una utilizacio´n inviable de
los recursos y la potencia de ca´lculo del sistema. Por otro lado necesitamos un criterio ajeno
a cualquier sistema de bu´squeda preexistente para no predeterminar a los individuos. Por lo
tanto hemos desarrollado un me´todo basado en la entrop´ıa del cubo que nos dira´ con ma´s o
menos acierto lo cerca que estamos de una solucio´n.
El ca´lculo de la entrop´ıa del cubo consiste en la suma de las casillas del mismo color que
este´n contiguas dentro de una misma cara. Es decir, sumamos un punto por cada casilla que
este´ contigua dentro de la misma cara y que sea del mismo color. Por consiguiente, una cara
resuelta sumar´ıa 40 puntos (figura 4.15), y entonces un cubo de Rubik resuelto sumar´ıa 240
puntos.
El pseudoco´digo del algoritmo ser´ıa el siguiente:
for each cara do
puntuacionCara = 0
for each casilla do
if CasillaArriba.color == CasillaActual.color then
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Figura 4.15: Entrop´ıa.
puntuacionCara++
end if
if CasillaArribaIzq.color == CasillaActual.color then
puntuacionCara++
end if
if CasillaIzquierda.color == CasillaActual.color then
puntuacionCara++
end if
if CasillaAbajoIzq.color == CasillaActual.color then
puntuacionCara++
end if
if CasillaAbajo.color == CasillaActual.color then
puntuacionCara++
end if
if CasillaAbajoDer.color == CasillaActual.color then
puntuacionCara++
end if
if CasillaDerecha.color == CasillaActual.color then
puntuacionCara++
end if
if CasillaArribaDer.color == CasillaActual.color then
puntuacionCara++
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end if
end for
puntuacionTotal += puntuacionCara
end for
Con este me´todo es posible encontrar estados intermedios ma´s cercanos a la meta que
posean menor entrop´ıa. Sin embargo, la tendencia general del cubo es a aumentar el orden de
las casillas segu´n se acerque a la solucio´n. Adema´s, esta medida se utilizara´ para comparar el
estado final del cubo finalizada la ejecucio´n de un programa frente al estado final del mismo
cubo finalizada la ejecucio´n de otro programa, por lo tanto, esta nota no servira´ para evaluar
estados intermedios sino so´lo los finales.
4.2.2. Cubos resueltos
Una vez que conseguimos resolver cubos, es trivial comparar programas en funcio´n del
nu´mero de cubo que resuelve uno y el nu´mero de cubos de Rubik que resuelve otro. Sin embar-
go, podemos explotar esta medicio´n incorporando nuevos para´metros, como es la dificultad
de los cubos resueltos.
Al generar los primeros programas podemos ver en las estad´ısticas que existen muy pocos
de ellos que puedan resolver un cubo de alta dificultad. Sin embargo, de los programas
generados por el algoritmo gene´tico hay muchos ma´s que pueden resolver cubos fa´ciles. Y
esos programas que resuelven cubos fa´ciles son, adema´s, capaces de resolver muchas clases
de cubos fa´ciles. Por el contrario, los programas resolvedores de cubos dif´ıciles so´lo son
capaces de resolver un nu´mero muy limitado de dichos cubos.
Como el algoritmo selecciona los programas que ma´s cubos resuelven, los resolvedores de
cubos dif´ıciles van desapareciendo, de tal forma que so´lo sobreviven los programas capaces
de resolver los cubos fa´ciles. Esto hace que disminuya enormemente la diversidad gene´tica
de nuestro sistema. En definitiva necesitamos buscar alguna forma de calibrar el fitness para
mantener con vida a los individuos que pueden resolver cubos dif´ıciles.
As´ı, necesitamos premiar de alguna forma a los programas que resuelven cubos dif´ıciles.
Una alternativa ser´ıa realizar una suma ponderada linealmente de los cubos resueltos de cada
dificultad. Sin embargo la ponderacio´n lineal no pondera lo suficiente ya que, es fa´cil encontrar
un programa que resuelva ma´s cubos de dificultad fa´cil que de la dificultad estrictamente
superior. Esto es debido a que por cada nivel aparecen doce nuevas posibilidades, por lo que,
resolver el siguiente nivel resulta doce veces ma´s dif´ıcil. Es por esto que necesitamos una
ponderacio´n exponencial.
Sin embargo en la ponderacio´n necesitamos encontrar un factor que regule la suma de
los cubos resueltos de diferentes niveles. La forma de encontrar este valor sera´ de forma
emp´ırica, buscando el valor que obtenga el mejor rendimiento de la evolucio´n. Para ello la
base de la potencia sera´ configurable mediante para´metros del algoritmo.
La fo´rmula
p = c ∗ f d , (4.2)
es la fo´rmula del fitness donde p es la puntuacio´n del programa, c son los cubos resueltos
por el programa, f es el factor elegido y d es la dificultad de los cubos resueltos.
44 4. Disen˜o del algoritmo
La puntuacio´n final del programa sera´ la suma de las multiplicaciones del nu´mero de
cubos resueltos de una dificultad por un factor elevado a la dificultad del cubo resuelto.
4.2.3. Longitud de la solucio´n
Para poder controlar la longitud de las soluciones de los cubos que genera un programa
es necesario tener en cuenta este hecho en el fitness. Calcular las longitudes de las soluciones
de los programas es un proceso muy sencillo. Lo u´nico que requiere es un contador que se
inicializa a cero antes de intentar resolver cualquier cubo de Rubik. Posteriormente, en cada
ocasio´n que se rota una cara de un cubo se sumara´ una unidad a este contador. Una vez
que la ejecucio´n del a´rbol de programa ha terminado, es decir, el programa ha terminado
de intentar resolver el cubo en cuestio´n, se guardara´ el nu´mero de pasos realizados por el
programa para este cubo. Este proceso se repetira´ por cada cubo de Rubik a resolver.
Cuando el programa termine de intentar resolver todos los cubos de Rubik que le han sido
asignados en el proceso de evaluacio´n, se calculara´ la media del nu´mero de pasos alcanzado
en cada cubo. En base a esa media podremos determinar que programa es capaz de generar
soluciones generalmente ma´s cortas.
4.2.4. Bloat
El bloat es el co´digo que se genera dentro los programas evolucionados que carece de
sentido. Como la evolucio´n es un proceso aleatorio, no se encarga de verificar si el co´digo
que se genera tiene sentido o no tiene sentido. Es por ello que tenemos que realizar esta
comprobacio´n de forma manual. Para ello lo u´nico que tenemos que hacer es calcular el
nu´mero de nodos que hay en nuestro sistema. Esto se hace utilizando un simple algoritmo
recursivo que recorre todos los nodos del a´rbol del programa, contando uno por cada nodo
que pasa.
Una vez que tenemos esta funcio´n, podremos decir que un programa sera´ mejor cuando
tenga menos nodos que otro programa, es decir, contenga menos instrucciones.
4.2.5. Combinacio´n del fitness
Una vez que tenemos preparados nume´ricamente todos los objetivos necesitaremos crear
un criterio de unio´n para fusionar todas las calificaciones de un programa. Como hemos visto
en el apartado del estado del arte, existen multitud de maneras de combinar todos estos
objetivos. Nosotros hemos escogido utilizar una pol´ıtica de prioridades, es decir, definimos
la existencia de calificaciones que prevalecen sobre otras, y so´lo cuando las calificaciones de
nivel superior son iguales en ambos programas, el resto de calificaciones sera´n estudiadas en
mas detalle.
Hemos optado por esta pol´ıtica ya que hemos comprobado que el hacer un control del
bloat demasiado exhaustivo durante la propia evolucio´n puede impedir que ella misma tenga
lugar, por lo que para no tener problemas, so´lo se utilizara´ cuando consigamos resolver todos
los cubos de Rubik.
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El mismo efecto que el bloat tiene el nu´mero de pasos. Como es obvio, no mover nada
en el cubo de Rubik tiene menos pasos que mover algo. Como nuestro primer objetivo es
conseguir resolver todos los cubos de Rubik, necesitamos que el sistema mueva las caras. Por
lo tanto, esta calificacio´n tampoco se tendra´ en cuenta hasta que se hayan resuelto todos
los cubos propuestos en la evaluacio´n.
La entrop´ıa nos valdra´ para deqcidir que´ programa es mejor que otro cuando exista un
empate nume´rico de la puntuacio´n de cubos resueltos. Esto se justifica en que cuando dos
programas consiguen resolver el mismo nu´mero de cubos, el programa que mas se acerque
a la solucio´n, ma´s cerca estara´ de resolver un cubo de Rubik y por lo tanto, de mejorar la
puntuacio´n de cubos resueltos.
Como adelantaba, la puntuacio´n principal sera´ la de los cubos resueltos expuesta en la
seccio´n 4.2.2. Esto es debido a que el objetivo principal es resolver los cubos, y este ı´ndice
nos muestra directamente el nu´mero de cubos que es capaz de resolver un programa.
Resumiendo, la formula de fitness sera´ la siguiente:
if yo.cubosResueltos > otro.cubosResueltos then
return yogano
end if
if yo.cubosResueltos < otro.cubosResueltos then
return otrogana
end if
if yo.entropia > otro.entropia then
return yogano
end if
if yo.entropia < otro.entropia then
return otrogana
end if
if TodoResuelto then
if yo.pasos < otro.pasos then
return yogano
end if
if yo.pasos > otro.pasos then
return otrogana
end if
if yo.taman˜o < otro.taman˜o then
return yogano
end if
if yo.taman˜o > otro.taman˜o then
return otrogana
end if
else
return random {Si no ha ganado nadie se elige uno aleatoriamente}
end if
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4.3. Evaluacio´n
El proceso de evaluacio´n consiste en enfrentar a los programas contra una bater´ıa de
pruebas suficientes para poder calcular un fitness que consiga representar precisamente las
cualidades del programa y en funcio´n de esas cualidades elegir a los individuos ma´s aptos.
Al inicio del proyecto se empezo´ a probar los programas con un cubo diferente por cada
evaluacio´n y programa (especial atencio´n a este hecho). Esto ten´ıa como consecuencia que a
los programas con “suerte” les tocaba un cubo ma´s fa´cil o que supieran resolver de antemano
y, con esta clara ventaja, se situaban como lideres de la poblacio´n. Sin embargo, en la siguiente
generacio´n, el cubo con el que ten´ıan que enfrentarse era diferente y por lo tanto, es probable
que no supieran resolverlo. Es por esto que el sistema divagaba entre individuos y no mostraba
una tendencia clara de evolucio´n. Este me´todo de trabajo no resulta apropiado para explotar
la potencia del sistema.
Al sistema anterior le llamaremos evaluacio´n dina´mica, donde cada evaluacio´n es diferente.
Al ser diferente depende de factores aleatorios y puede favorecer a ciertos individuos que
en realidad no contienen la informacio´n que nos interesa explotar. Las pruebas a las que
sometemos a la poblacio´n pueden no ser del mismo grado de dificultad y por lo tanto hay
ciertos individuos que saldr´ıan muy aventajados de este hecho.
Adema´s, generar un cubo en cada evaluacio´n resulta muy costoso y por otro lado resulta
muy complicado optimizar dicho proceso. Esto es debido a que al ser una evaluacio´n dina´mica,
no se pueden guardar los resultados de cada una de ellas para posteriores evaluaciones. Por
lo tanto este sistema de evaluacio´n consume demasiados recursos aportando resultados muy
pobres.
Posteriormente, decidimos cambiar este me´todo de evaluacio´n y someter a la poblacio´n
siempre a las mismas pruebas. El problema ahora es garantizar que el mejor programa sea
capaz de resolver cubos que no existen en la muestra. E´ste es el t´ıpico problema de la
IA, donde se prepara un conjunto de entrenamiento y un conjunto de pruebas, diferente al
de entrenamiento, para verificar que nuestros individuos no aprenden solamente los cubos
presentados en el conjunto de entrenamiento.
Sin embargo, el sistema evolutivo es lo suficientemente pesado so´lo con el conjunto de
entrenamiento como para, adema´s, realizar otra evaluacio´n con otro conjunto diferente. Es
por esto que se probara´n los programas simplemente con el conjunto de entrenamiento y, al
final del proceso, se verificara´ las cualidades de abstraccio´n del individuo resultante.
As´ı, el conjunto de cubos de entrenamiento tiene que ser lo suficientemente grande como
para que podamos extrapolar los resultados a todas las posibilidades de cubos de Rubik
existentes. Por lo tanto, intentaremos probar con el mayor nu´mero de cubos posibles para
que las pruebas sean viables.
Hay que tener en cuenta que otra ventaja importante es que al ser siempre el mismo
conjunto de entrenamiento, no necesitamos reevaluar a los individuos, ni generar nuevos
cubos en cada evaluacio´n y por lo tanto, el sistema puede probar muchos ma´s cubos en el
mismo tiempo.
En concreto, en el concurso para el que el sistema fue disen˜ado, especificaban que en sus
pruebas utilizar´ıan 1000 cubos diferentes para evaluar el rendimiento del programa. Es por
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esto que, para garantizar que nuestro programa resuelve al menos 1000 cubos, se probara´ con
al menos 2000 cubos diferentes.
Este sistema de evaluacio´n esta´tica facilito´ enormemente la toma de decisiones. Las
puntuaciones se manten´ıan constantes y se percib´ıa perfectamente cuando se produc´ıa una
mejora en la poblacio´n.
El conjunto de entrenamiento como hemos dicho, tiene que contener una muestra su-
ficiente de cubos para que podamos afirmar que hemos creado un resolvedor. Para crear el
conjunto de entrenamiento, hablaremos primero de co´mo hemos clasificado a los cubos de
Rubik dentro de diferentes dificultades. La dificultad de un determinado cubo de Rubik son
los pasos m´ınimos que se han realizado para llegar a ese estado.
Existen dos formas de generar los cubos. La forma nu´mero uno, generara´ todas las
posibilidades existentes de esa dificultad. Es decir, existira´n 12 posibilidades de dificultad 1,
ya que existen 12 movimientos posibles en el cubo de Rubik. De dificultad 2 existira´n 144
posibilidades, aunque estas posibilidades incluyen cubos resueltos y repetidos.
La segunda forma de generar cubos se utilizara´ cuando no podamos almacenar todos
los cubos posibles. De esta manera, en la muestra generada, querremos tener una muestra
representativa del nivel de dificultad, sin que existan cubos repetidos y adema´s que estos
pertenezcan al nivel de dificultad adecuado. Para conseguir cubos de la dificultad especificada
vamos a utilizar la medida de entrop´ıa para generar los cubos. El me´todo consiste en mover
aleatoriamente una cara en un sentido aleatorio siempre que la entrop´ıa del cubo sea menor
(ma´s desordenado) tantas veces como el nivel de dificultad requiera. Si llegado un nu´mero
determinado de intentos, no se consigue alcanzar una entrop´ıa menor, se empezara´ a mover
el cubo de forma aleatoria hasta que, en algu´n estado, la entrop´ıa del cubo sea menor. De
esta forma nos aseguramos que un cubo de nivel 3 tenga por lo menos nivel 3.
Una vez que sabemos como se generan los cubos, hemos comprobado que a partir de
la dificultad 10, la ma´quina virtual de Java suele dar problemas de memoria a la hora de
generar cubos, por lo que creemos que un cubo de dificultad 10 es un cubo verdaderamente
desordenado. Como queremos resolver al menos 2.000 cubos, necesitamos que los programas
se vayan enfrentando a todas las dificultades desde un principio, y a medida que evolucionen,
las dificultades ma´s fa´ciles se resolvera´n completamente.
Por lo tanto los 2.000 cubos planteados se distribuira´n equitativamente por todas las
dificultades, de esta forma, si tenemos 10 dificultades, generaremos 200 cubos por dificultad.
Por supuesto, de nivel 1 y 2 no existen cubos suficientes llenar los 200 cubos requeridos, por
lo que al final no llegaremos a tener exactamente 2000 cubos (figura 4.16).
As´ı se generara´n 200 cubos por dificultad hasta la dificultad 10, haciendo un total exacto
de 1.756 cubos que se probara´n por evaluacio´n.
Adema´s necesitamos saber la forma en la que probaremos los programas del conjunto
de entrenamiento. Como la estructura de los programas sera´n en forma de a´rbol, es posible
que en una sola iteracio´n de la ejecucio´n del a´rbol del programa no dejemos expresar toda
su capacidad resolutiva. Las sentencias que se encuentran al principio del a´rbol del programa
pueden no llegarse a ejecutar nunca ya que el estado del cubo va cambiando a lo largo de la
ejecucio´n del a´rbol. Es por esto que introducimos el concepto de iteraciones sobre el a´rbol
del programa.
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Figura 4.16: Almacen de cubos.
Para introducir las iteraciones en la ejecucio´n del programa necesitaremos especificar
un nu´mero de iteraciones ma´ximas para que el programa no itere infinitamente. Adema´s
no nos interesa seguir iterando cuando hemos resuelto el cubo. Con estas dos condiciones
principales, el a´rbol del programa se ejecutara´ una y otra vez hasta que alcancemos una
solucio´n o lleguemos a un l´ımite de iteraciones.
El l´ımite de iteraciones se elegira´ en funcio´n de los movimientos necesarios que se re-
quieren para resolver un cubo. Segu´n estudios recientes, se cree que es posible resolver
cualquier cubo de Rubik en menos de 22 pasos. Suponiendo que al menos se ejecuta un paso
por iteracio´n consideramos que 40 iteraciones es un valor muy aceptable. Sin embargo, un
nu´mero muy alto de iteraciones tiene un alto coste computacional, por ello debemos elegir
cautelosamente el valor adecuado de iteraciones ma´ximas.
La figura 4.17 representa esquema´ticamente el proceso de evaluacio´n.
4.4. Optimizacio´n
La programacio´n evolutiva va estrechamente ligada a un gran consumo de recursos
computacionales. Sin embargo, no suele utilizar mucha memoria, por lo que explotaremos al
ma´ximo el uso de la CPU generando caches y almacenando datos calculados para que no
tengan que volver a serlo.
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Figura 4.17: Proceso de evaluacio´n.
4.4.1. Reevaluacio´n
El primer paso gigantesco para acelerar el proceso de evaluacio´n reside en no reevaluar.
Como los resultados perduran y siempre son los mismos en toda la ejecucio´n, no es necesario
reevaluar. As´ı los individuos llevan un flag que indica si han sido evaluados. Si no han sido
evaluados, cuando se evalu´en, se ejecutara´ todo el proceso de evaluacio´n. Si ya han sido
evaluados, el proceso de evaluacio´n sera´ omitido y se utilizara´n los datos almacenados de la
evaluacio´n.
4.4.2. Almace´n de cubos
Para impedir emplear tiempo en generar cubos de Rubik cada vez que se evalua un
individuo. La muestra de cubos de Rubik de entrenamiento se generan al principio del proceso
de evolucio´n. As´ı cuando evaluemos un programa, se extraera´ un cubo de Rubik del almace´n
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de cubos. Adema´s este sistema nos permite verificar la calidad de los cubos que resuelven
nuestros programas.
4.4.3. Iteraciones inteligentes
Al introducir las iteraciones en la ejecucio´n de los programas nos dimos cuenta de que no
siempre es necesario llegar al l´ımite de iteraciones. Es posible que aunque se ejecute el a´rbol,
no se realice ningu´n cambio sobre el estado del cubo, y, aunque en la siguiente iteracio´n
se vuelva a ejecutar el programa, el estado del cubo va a ser el mismo. Por eso vamos a
introducir un flag en el cubo que nos indica si se ha cambiado el estado del cubo. Este flag
se resetea en cada iteracio´n. Si en una iteracio´n el flag indica que no se ha producido ningu´n
movimiento se escapara´ del bucle. No obstante, existen situaciones repetitivas, perio´dicas,
que son ma´s dif´ıciles de detectar, como por ejemplo, cuando en una iteracio´n se hace una
accio´n y en la siguiente se deshace y esto se repite infinitamente. Estos movimientos en
bucle no llegan a ninguna parte. En nuestro sistema ignoraremos estas situaciones ya que
detectarlas consumir´ıa una gran cantidad de recursos que, si ajustamos correctamente el
nu´mero de iteraciones ma´ximas, podemos paliar el efecto de esta situacio´n no deseada.
4.4.4. Motor del cubo de Rubik
Para detectar las partes que ocupaban ma´s tiempo del programa evolutivo, se introdujeron
temporizadores. Descubrimos que la capa de abstraccio´n de posiciones del cubo ocupaba gran
parte del tiempo. Observamos, tambie´n, que exist´ıan determinadas funciones equivalentes
de rotacio´n del cubo de Rubik que eran muchos mas eficientes que otras, por lo que se
reemplazaron las funciones existentes por dichas funciones ma´s o´ptimas para sacar el ma´ximo
rendimiento de ejecucio´n.
Por otra parte, el ca´lculo de la entrop´ıa resultaba extran˜amente pesado. La explicacio´n
reside en que para calcular la entrop´ıa se genera un array que contiene la situacio´n de las
pegatinas del cubo. Este array se calculaba cada vez que se llamaba a la funcio´n de obtener
las pegatinas. Ideamos un mecanismo que mientras el cubo no cambie, el estado de las
pegatinas se almacene en memoria, de tal forma que so´lo se computara el estado de las
pegatinas cuando el cubo cambie de estado.
5Implementacio´n
5.1. ECJ: Evolutionary Computation for Java
Para la implementacio´n del sistema evolutivo se utilizara´ la plataforma Java ECJ desa-
rrollada por el Dr. Sean Luke de la universidad de George Mason, disen˜ada para la experi-
mentacio´n cient´ıfica de esta rama (Luke, 2009).
Se caracteriza por ser extremadamente modular y parametrizable. Esta plataforma cons-
ta de diferentes librer´ıas para cubrir casi todos los aspectos de la computacio´n evolutiva.
Nosotros nos centraremos ma´s en las librer´ıas que se centran en la programacio´n gene´tica.
Se eligio´ esta plataforma por que una de las normas del concurso es utilizar Origin,
plataforma de desarrollo multiproceso de sistemas evolutivos basada en ECJ. Al ser una
plataforma multiproceso hace que la informacio´n que podemos extraer en las ejecuciones sea
m´ınima. Adema´s, la forma en que se utiliza es ide´ntica a Origin con la excepcio´n de unos
pocos para´metros de configuracio´n.
La clase principal que tiene ECJ es ec.Evolve. Esta clase se encarga de leer un fichero
de configuracio´n del sistema y empezar la evolucio´n. El fichero de para´metros sirve para
configurar los distintos aspectos de la evolucio´n. Se encarga tanto de las clases que se
utilizara´n, como de la estructura de los a´rboles del lenguaje de los programas y de muchos
otros para´metros de configuracio´n de las clases que intervienen en el proceso de evolucio´n.
ECJ utiliza una estructura jera´rquica de ficheros de configuracio´n, de tal forma que si
queremos utilizar la librer´ıa de Koza para la programacio´n gene´tica, simplemente tendremos
que heredar del fichero de configuracio´n de Koza y definir ciertas propiedades especificas de
nuestro problema. Esto se hace mediante la siguiente l´ınea:
parent.0 = ../../gp/koza/koza.params
Sin embargo, para tener un control mucho ma´s avanzado y personalizar ciertos aspectos
de nuestro sistema evolutivo necesitamos conocer algunos para´metros que configuran aspec-
tos cruciales de nuestra aplicacio´n. El resto de para´metros los encontraremos descritos en el
anexo A.2 de este proyecto ya que es dif´ıcil encontrar documentacio´n de estos para´metros.
La jerarqu´ıa de ficheros de configuracio´n comienza con el fichero ec.params. Este fichero
configura los para´metros ma´s simples de una ejecucio´n evolutiva como por ejemplo nu´mero
de threads del proceso, semillas de nu´meros aleatorios, frecuencia del checkpoint (fotograf´ıa
de los programas en un punto de la evolucio´n). El siguiente fichero de la jerarqu´ıa es el fichero
simple.params. Este fichero asienta las bases de un proceso evolutivo, concretando las clases
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que representara´n a nuestros individuos, procesos de evaluacio´n, reproduccio´n, estad´ısticas,
etc.
El fichero koza.params, es el u´ltimo fichero antes que el fichero de configuracio´n concreto
de un sistema evolutivo como por ejemplo el nuestro. Este fichero concreta los aspectos
que son necesarios para poder evolucionar programas. El Dr. Sean se cin˜e estrictamente al
sistema evolutivo descrito por Koza (Koza, 1992), no obstante, siempre es posible cambiar
el comportamiento de ciertos mo´dulos para adaptarlos a nuestro sistema.
El sistema de Koza consta de las siguientes caracter´ısticas. El fitness sera´ un nu´mero el
cual el individuo perfecto adquiere el valor 0 y el peor individuo tendra´ el valor infinito.
Los individuos constara´n de un solo a´rbol de programa. Adema´s este a´rbol puede tener
restricciones gramaticales.
La forma de reproduccio´n que se va utilizar sera´ una combinacio´n de cruzamiento y
clonacio´n con probabilidades de 0.9 y 0.1 respectivamente. Esto significa que el operador de
reproduccio´n que predominara´ sera´ el cruzamiento.
Para elegir a los progenitores se utilizara´ la seleccio´n por torneo. Se realizara´ un torneo de
un nu´mero determinado de individuos escogidos aleatoriamente de la poblacio´n. El ganador
sera´ elegido como padre. La madre sera´ elegida de igual forma. Para la clonacio´n servira´ el
mismo me´todo, pero sin cruzamiento.
Para seleccionar el nodo que se intercambiara´ con el progenitor en el cruzamiento se
limitara´ la profundidad a un determinado nu´mero de nodos, adema´s de elegirse aleatoriamente
dentro del l´ımite establecido. Podremos tambie´n condicionar la bu´squeda del nodo eligiendo
la probabilidad de seleccionar un nodo terminal, un nodo no-terminal o incluso la ra´ız del
a´rbol.
En el proceso de mutacio´n se utilizara´ “Point Mutation” donde se seleccionara´ un nodo
aleatorio dentro de una profundidad l´ımite establecida, con un nu´mero de intentos establecido.
Una vez que se selecciona el nodo de la misma forma que en el cruzamiento, se generara´ un
suba´rbol completamente aleatorio utilizando el operador grow.
Adema´s en la inicializacio´n de los a´rboles combinaremos el me´todo grow y el me´todo full
que previamente hemos descrito en el estado del arte.
Una vez descrito el funcionamiento del sistema, explicaremos concretamente los para´me-
tros principales que utilizaremos a lo largo del proyecto y que nos han servido para realizar
mu´ltiples pruebas:
gp.koza.xover .tries : Es el nu´mero de intentos que el sistema realiza para que la ope-
racio´n de cruzamiento se realice con e´xito, es decir, sinta´nticamente correcto. Si no se
consigue una combinacio´n adecuada en la operacio´n de cruzamiento se clonara´n a los
individuos. Por defecto, el nu´mero de intentos es 1.
gp.koza.xover .maxdepth : Es la profundidad ma´xima permitida para buscar suba´rboles
compatibles en ambos individuos para realizar el intercambio en el proceso de cruza-
miento.
select.tournament.size : Es el nu´mero de individuos que tienen los torneos del siste-
ma. Cuanto ma´s alto, ma´s probabilidades de escoger al mejor individuo. Sin embargo,
cuantas ma´s veces se escoja siempre el mismo individuo, la diversidad empobrecera´.
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gp.koza.mutate.tries : Nu´mero de intentos de mutar a un individuo.
gp.koza.mutate.maxdepth : Profundidad ma´xima para mutar un punto del a´rbol de
programa.
gp.koza.grow .min− depth y gp.koza.grow .max − depth : La profundidad ma´xima que
el operador grow utilizara´ a la hora de generar un a´rbol estara´ comprendida entre estos
dos valores.
5.1.1. Origin
Origin es el sistema que convierte a ECJ en un sistema multiproceso para ser utilizado en
Frontier. Frontier es un grid de ordenadores alrededor del mundo desarrollado por Parabon.
Para pertenecer a este grid, el u´nico paso a seguir es instalar la herramienta de Frontier en
tu ordenador, y tu ordenador empezara´ a formar parte de este grid.
Parabon, la empresa que se encuentra detra´s de estas dos tecnolog´ıas, combino´ la poten-
cia de investigacio´n de ECJ con la potencia computacional de Frontier, dando lugar al sistema
Origin. Aunque Origin nacio´ de ECJ, actualmente son productos distintos, mantenidos por
empresas diferentes, y cada vez son productos que divergen ma´s.
Aunque un requerimiento del concurso es utilizar Origin para evolucionar nuestros progra-
mas, tuvimos mu´ltiples problemas desde el inicio: Origin se encuentra en fases muy tempranas
de su desarrollo. Esto hace que ciertos aspectos del sistema no se encuentran muy desarro-
llados. Por ejemplo, la ejecucio´n del sistema se realizaba mediante un script, dificultando
utilizar cualquier herramienta de depuracio´n, al contrario que ECJ, el cual se ejecuta direc-
tamente llamando a una clase Java. Por otro lado, parte del co´digo de Origin esta oculto
y no podemos acceder a e´l, por lo que es dif´ıcil predecir en ciertas ocasiones el resultado
de ciertas acciones. En tercer lugar, en sus u´ltimas versiones dejaron de soportar el modelo
generacional (master-slave), en el cual el ordenador que lanza la ejecucio´n se encarga de
coordinar el funcionamiento, para soportar exclusivamente el modelo de estado fijo (oportu-
nistic), donde el comportamiento esta mucho ma´s distribuido, dificultando enormemente la
recogida de estad´ısticas e informacio´n de funcionamiento del sistema, el cua´l es fundamental
para el desarrollo de aplicaciones. Por u´ltimo, al ser un sistema distribuido, los procesos tienen
que esperar a ser ejecutados segu´n las prioridades de Frontier, por lo que, para ciertos casos
pequen˜os de prueba el overhead de utilizar un sistema distribuido es demasiado grande.
Debido a todos estos problemas que presenta Origin decidimos trasladar nuestro trabajo a
ECJ. Gratamente comprobamos que no tuvimos que cambiar pra´cticamente nada del co´digo
existente. Adema´s ECJ permit´ıa el uso de breakpoints, co´digo abierto, mu´ltiples hilos de
ejecucio´n, ejecucio´n local (podemos inspeccionar cualquier rinco´n de nuestro programa) y no
depend´ıa de ningu´n artefacto prioritario que retrasara la ejecucio´n de nuestros procesos.
Origin es una herramienta orientada a la ejecucio´n: mejora el rendimiento de nuestra
aplicacio´n. No obstante, se encuentra en desarrollo y por lo tanto esta sujeto a grandes
cambios (y fallos), y, por u´ltimo, resulta muy dif´ıcil utilizar con la herramienta cuando se
trata de un trabajo de investigacio´n ya que necesitamos obtener la ma´xima informacio´n
posible de nuestras ejecuciones y Origin falla en este aspecto.
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5.1.2. Extensiones a ECJ
Al implementar nuestro sistema tuvimos una serie de problemas que nos obligaron a
realizar ciertas modificaciones a la plataforma ECJ. El problema surgio´ al intentar utilizar
un lenguaje con fuertes restricciones gramaticales. Estas restricciones no permiten colocar
cualquier nodo como hijo de otro nodo en el momento de generar a´rboles. El resultado:
desbordando la pila de memoria de la ma´quina virtual de Java. Para explicar el motivo del
fallo recordemos el me´todo de generacio´n de a´rboles full. Este me´todo constru´ıa a´rboles de
programa mediante nodos no-terminales hasta llegar a la profundidad ma´xima, en donde so´lo
utilizaba nodos terminales (vease seccio´n 2.3.3). El problema es que en nuestro lenguaje no
siempre es posible colocar un nodo terminal como hijo de otro nodo. Esto provoca que cuando
el me´todo full se encuentra en la fase de colocar nodos terminales y no encuentra ninguno
que pueda utilizar, elige aleatoriamente entre los nodos no-terminales que gramaticalmente
encajan. El desbordamiento de la pila de memoria se produce al escoger nodos no-terminales
que producen que el a´rbol se expanda infinitamente. Esto es debido a que el me´todo full
desconoce de antemano que´ nodos no-terminales son los que acaban terminando la rama de
un a´rbol. Es por ello que hay que informar al me´todo full de cuales son los nodos no-terminales
que pueden llevar a terminar la rama de un a´rbol.
Este es el caso de las funciones de nuestro sistema como move y test. Estas funciones
son s´ımbolos no-terminales que generan so´lo un nivel ma´s de profundidad en la rama del
a´rbol. En este nivel adicional del a´rbol se encuentran los argumentos de llamada a la funcio´n.
Por lo tanto, este tipo de nodos deber´ıa considerarse como un nodo terminal, ya que si se
usa este nodo no-terminal, se producira´ la parada de la expansio´n del a´rbol.
El sistema no es consciente de estos hechos y por lo tanto no sabe que´ nodo escoger
en el caso de que se quiera parar la expansio´n del a´rbol solo puede escoger entre s´ımbolos
no-terminales en funcio´n de su aridad. En nuestro caso, en ciertas ocasiones existe el 50%
de posibilidades de que se escoja un s´ımbolo que puede duplicar el nu´mero de nodos o un
s´ımbolo que pare la expansio´n. Si escoge el nodo que duplica el nu´mero de nodos de la
rama, tendra´ dos nuevas oportunidades de volver a escoger el nodo que sigue expandiendo el
a´rbol. Esto hace muy probable que el sistema cree un a´rbol infinito, desbordando la memoria
disponible.
La solucio´n consistio´ en extender la funcionalidad del sistema de tal manera que desde el
fichero de para´metros podamos especificarle que´ nodo posee cualidades de terminal aunque
sea no-terminal. Para hacer esto, sobrescribimos la clase GPNode para leer este flag del fiche-
ro de para´metros. Adema´s cambiamos la funcionalidad de las clases ec.gp.koza.KozaBuilder,
ec.gp.koza.HalfBuilder y ec.gp.koza.GrowBuilder para que tuvieran en cuenta este flag a la
hora de clasificar nodos terminales y no-terminales. De esta forma pudimos generar a´rboles
sin que se produjera ningu´n error.
La segunda gran modificacio´n que realizamos en el sistema sirvio´ para poder utilizar
nuestro propio sistema de fitness. De esta forma, sobrescribiendo la funcio´n que compara
dos individuos, podemos decirle al sistema nuestra preferencia a la hora de elegir.
La ultima modificacio´n es una modificacio´n obligada, es decir, la propia documentacio´n
del framework ECJ recomienda realizar estos cambios. Esta modificacio´n cambia la manera
que tiene el sistema de sacar datos de funcionamiento e imprimir estad´ısticas. De esta for-
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Figura 5.1: Asignacio´n nume´rica de las caras del cubo de rubik..
ma podemos obtener una informacio´n mucho ma´s rica del sistema para poder encontrar la
solucio´n a nuestro problema.
5.2. Cubetwister y el cubo de Rubik
El modelo computacional del cubo de Rubik va a ser el especificado en el concurso.
Para representar el cubo de Rubik en el ordenador utilizaremos la librer´ıa de Randelshofer
(cubetwister.jar) (Randelshofer, 2009), en la versio´n 1.0.3.2. Existe una importante diferencia
entre la versio´n 1 y la versio´n 2, tambie´n disponible en la Web, sobre todo en la nomenclatura
de las caras. La numeracio´n de las caras sera´ la siguiente: la cara frontal sera´ la 0, la derecha,
la 1; la inferior, la 2; la trasera, la 3; la izquierda, la 4; y por u´ltimo la superior, la 5 (figura
5.1).
Adema´s, internamente, para situarnos dentro de una cara, utilizaremos la representacio´n
gra´fica matema´tica (figura 5.2), donde X0 e Y0 se situara´n en la parte superior izquierda de
la cara. No obstante el eje de ordenadas estara´ invertido, siendo la casilla X0 Y0 la casilla
que esta en la esquina superior izquierda y la casilla X2Y2 la casilla de la esquina inferior
derecha.
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Figura 5.2: Asignacio´n nume´rica de las posiciones de las casillas de una cara del cubo de
rubik.
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Figura 5.3: Paquete com.parabon.rubik
5.3. Diagrama de clases
Las figuras 5.3, 5.4, 5.5 y 5.6 representan los diagramas de clase de la aplicacio´n.
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Figura 5.4: Paquete direction.
Figura 5.5: Paquete color.
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Figura 5.6: Paquete func.
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6Pruebas y Resultados
La naturaleza del algoritmo propuesto hace dif´ıcil determinar la configuracio´n inicial del
mismo ya que la forma de encontrar la ma´xima efectividad del mismo es mediante la experi-
mentacio´n con distintos valores de sus para´metros.
Por este motivo se hace necesario realizar un conjunto de experimento que permitan
entender la influencia de los para´metros en el desempen˜o del algoritmo. En particular anali-
zaremos la influencia de:
Nu´mero de intentos al realizar el cruzamiento.
Nu´mero de individuos del torneo.
Nu´mero de intentos de mutacio´n.
Profundidad ma´xima del me´todo grow.
Profundidad ma´xima en el cruzamiento.
Profundidad ma´xima en la mutacio´n.
Factor Fitness
En cada caso ejecutaremos el algoritmo dejando fijo el resto de para´metros y modificando
el para´metro bajo estudio. Al tratarse de procesos aleatorios cada ejecucio´n con la misma
configuracio´n puede ser completamente diferente, sin embargo, al hacer la media de varias
ejecuciones, podremos sacar conclusiones objetivas sobre el rendimiento del algoritmo con la
configuracio´n. Por esto, se procede a lanzar 10 ejecuciones de cada configuracio´n. Despue´s
de las ejecuciones analizaremos la media de los resultados para compararla con la media de
otras ejecuciones.
6.1. Nu´mero de intentos al realizar cruzamiento
Como se describe en la seccio´n 2.3.3, a la hora de realizar el cruzamiento se pueden
permitir una serie de intentos para obtener un a´rbol va´lido. En caso de que no se obtenga un
a´rbol va´lido en el nu´mero de intentos especificados, no se llevara´ a cabo el cruzamiento. Con
este experimento queremos determinar cual es el valor ma´s conveniente para el problema que
nos hemos planteado.
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Tabla 6.1: Valores de los para´metros para el nu´mero de intentos al realizar el cruzamiento.
Prueba 1 Prueba 2 Prueba 3 Prueba 4
gp.koza.xover.tries 1 10 100 1000
Tabla 6.2: Valores de los para´metros para el nu´mero de individuos del torneo.
Prueba 5 Prueba 6 Prueba 7
select.tournament.size 2 4 7
En la tabla 6.1 se encontrara´n los valores de los para´metros que se han utilizado para
este caso. La figura 6.1a muestra la evolucio´n de los valores de fitness del mejor individuo
a trave´s de las distintas iteraciones para los distintos valores del para´metro analizado. De
manera similar la figura 6.1b presenta los valores que toma el fitness medio de la poblacio´n a
medida que avanza la ejecucio´n del algoritmo. Como complemento a las figuras anteriores,
en la figura 6.1c se puede apreciar el nu´mero medio de nodos de los a´rboles de programa de
la poblacio´n. Finalmente la figura 6.1d se refiere al consumo de recursos computacionales
durante la ejecucio´n del programa.
El ana´lisis de las figuras anteriores nos permite concluir que la cantidad de intentos (verde)
resulta ma´s conveniente porque produce el mejor desempen˜o, y adema´s se puede observar
que el valor del para´metro no implica mayores costes computacionales que otros de peor
calidad.
Resulta interesante constatar que el nu´mero de nodos se mantiene en rangos similares en
la primera parte de la ejecucio´n del algoritmo pero a partir de un punto empiezan a divergir.
Como resultado de este experimento podemos concluir que el valor ma´s conveniente de
la cantidad de intentos para realizar con e´xito el cruzamiento es 1000 intentos.
6.2. Nu´mero de individuos del torneo
El nu´mero de individuos del torneo, descrito en la seccio´n Y, es el nu´mero de individuos
que entran en el torneo de seleccio´n del padre y la madre para producir un nuevo individuo.
El resultado esperado es que, al aumentar el nu´mero, la probabilidad de escoger al indi-
viduo ma´s apto es mayor. De esta forma, el individuo ma´s apto ganara´ siempre los torneos,
distribuyendo su co´digo gene´tico en la siguiente generacio´n. Por ello, la diversidad de la
poblacio´n disminuira´.
Por el contrario, si el nu´mero de individuos en el torneo es muy bajo, las probabilidades
de que en el torneo aparezcan individuos ma´s aptos es menor. Por ello, es posible que se
pierdan individuos muy aptos que deber´ıan haber tenido descendencia.
Siguiendo la estructura presentada en la seccio´n 6.2 (tabla de para´metros 6.2) tanto la
figura 6.2a que muestra la calidad media como la figura 6.2b que muestra la calidad ma´xima,
nos indican que el mejor desempen˜o lo ofrece el valor 4 para el nu´mero de individuos del
torneo. Este hecho confirma nuestra previsio´n de los resultados, ya que un valor bajo como
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(d) Tiempo de las ejecuciones
Figura 6.1: Nu´mero de intentos de realizar cruzamiento (T )
2 ofrece muy poco rendimiento, y un valor alto como 7 no supera la calidad obtenida por el
valor 4.
El nu´mero de nodos (figura 6.2c) nos ı´ndica que el valor 2 produce a´rboles con pocos
nodos, el valor 4 produce a´rboles de taman˜o medio y el valor 7 produce los a´rboles con un
mayor nu´mero de nodos. En este caso, la exigencia computacional (figura 6.2d) va a la par
del nu´mero de nodos.
6.3. Nu´mero de intentos de mutacio´n
El nu´mero de intentos de mutacio´n es el nu´mero de intentos del algoritmo para gene-
rar una mutacio´n va´lida en el a´rbol de programa, donde una mutacio´n va´lida es aquella que
consigue generar un a´rbol sinta´cticamente correcto. En nuestro algoritmo, la mutacio´n selec-
cionara´ un punto en el a´rbol aleatoriamente y generara´ un suba´rbol tambie´n aleatoriamente.
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Figura 6.2: Nu´mero de individuos del torneo (S)
El nu´mero de intentos de mutacio´n representa la probabilidad de mutacio´n. As´ı, 0 significa
que no existira´ mutacio´n; 1 que hay mutacio´n pero con muy baja probabilidad. Sin embargo,
no podemos asegurar nunca un 100% de probabilidad de mutacio´n, ya que siempre es posible
superar un nu´mero de intentos (por alto que sea) sin encontrar una mutacio´n va´lida.
Una vez realizadas las pruebas con los valores indicados en la tabla 6.3, los resultados
revelan que el mejor desempen˜o (figuras 6.3a y 6.3b) se encuentra cuando el nu´mero de
intentos de mutacio´n es 10. Adema´s es posible que un valor ma´s elevado pueda conseguir
mejor desempen˜o, sin embargo, para ser un estudio cient´ıfico riguroso tendr´ıamos que realizar
otro estudio en detalle para optimizar este para´metro.
La mejora del rendimiento (figura 6.3d) debido al aumento de la probabilidad de mutacio´n
puede deberse a que al principio del proceso evolutivo aparece una reduccio´n general de nodos
(figura 6.3c generaciones 1-4) y por ello la diversidad se reduce. La mutacio´n es un operador
que aporta nueva diversidad a la poblacio´n en cualquier punto de la evolucio´n. Por ello
creemos que la mutacio´n es necesaria para la evolucio´n en este problema, y, no obstante,
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Tabla 6.3: Valores de los para´metros para el nu´mero de intentos de mutacio´n.
Prueba 8 Prueba 9 Prueba 10
gp.koza.mutate.tries 0 1 10
Tabla 6.4: Valores de la profundidad ma´xima del me´todo grow.
Prueba 11 Prueba 12
gp.koza.grow.max-depth 10 100
probablemente exista un l´ımite superior donde la mutacio´n no beneficie a la calidad de los
individuos.
6.4. Profundidad ma´xima del me´todo grow
La profundidad ma´xima del me´todo grow afecta a los a´rboles generados por este me´todo.
Este me´todo so´lo se utiliza al inicializar la poblacio´n, por lo que en principio solo deber´ıa
afectar al inicio del algoritmo.
Siguiendo la l´ınea de las secciones anteriores y la tabla de datos 6.4, las figuras 6.4a
y 6.4b muestran la evolucio´n de nuestro algoritmo en el tiempo y las figuras 6.4c y 6.4d
muestran la evolucio´n del nu´mero de nodos y el rendimiento del algor´ıtmo respectivamente.
Para esta prueba no muestran informacio´n relevante ya que en ambas pruebas se percibe un
desempen˜o parecido. No obstante, parece que el valor 100 mejora ligeramente la calidad de
los individuos, aunque es posible que se trate de un evento casual (recordemos cada ejecucio´n
se comporta de forma diferente debido a aleatoriedad del algoritmo).
6.5. Profundidad ma´xima en el cruzamiento
El para´metro de la profundidad ma´xima de cruzamiento se utilizara´ en el cruzamiento
de individuos e indica la profundidad ma´xima que tendra´ el suba´rbol seleccionado para ser
intercambiado.
Como indica claramente la figura 6.5a y 6.5b en el desempen˜o de los datos de la tabla
6.5, el mejor rendimiento se obtiene cuando la profundidad ma´xima es menor, en concreto
17. Adema´s se puede observar que el nu´mero de nodos (figura 6.5c) es mayor a lo largo del
tiempo cuando la profundidad ma´xima es mayor. Esto es debido cuanta ma´s profundidad,
mayor es el nu´mero de nodos que intercambiamos. El rendimiento (figura 6.5d) muestra,
Tabla 6.5: Valores de los para´metros para la profundidad ma´xima en el cruzamiento.
Prueba 13 Prueba 14
gp.koza.xover.maxdepth 30 100
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Figura 6.3: Nu´mero de intentos de mutacio´n (T )
fuera de lo esperado, una relacio´n indirectamente proporcional entre el tiempo y el nu´mero
de nodos. Este evento puede ser debido a que ambas pruebas albergan un nu´mero de nodos
parecidos y por ello, el rendimiento del arbol no depende u´nicamente del a´rbol de programa,
sino que influye la rapidez en la que se evaluan las condiciones del a´rbol.
6.6. Profundidad ma´xima en la mutacio´n
La profundidad ma´xima de mutacio´n ajusta la longitud ma´xima que un suba´rbol generado
aleatoriamente podra´ tener. Si el a´rbol excede esta profundidad, el suba´rbol sera´ descartado
y se generara´ otro nuevo suba´rbol.
El comportamiento esperado es que segu´n se aumenta la profundidad ma´xima, es ma´s
probable que se generen a´rboles va´lidos, y, adema´s, estos tendra´n una longitud mayor. En
el caso que se disminuya la profundidad ma´xima, la mutacio´n se producira´ con menos pro-
6.7. Factor fitness 67
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Figura 6.4: Profundidad ma´xima del me´todo grow (M)
babilidad y, en el caso de que aparezca el feno´meno, el suba´rbol generado sera´ de menor
longitud.
Si observamos las gra´ficas de calidad (figura 6.6a y 6.6b) obtenidas mediante los para´me-
tros de la tabla 6.6, observamos un feno´meno curioso. El mejor rendimiento del algoritmo
se encuentra cuando la profundad ma´xima es 17 y 100, sin embargo, el peor desempen˜o lo
tiene la ejecucio´n con valor 30. La figura de nu´mero de nodo 6.3c y la figura del rendimiento
6.3d no indican ningu´n dato que resaltar.
Como el valor que mejor calidad ofrece es 100, optaremos por este valor de configuracio´n.
6.7. Factor fitness
El factor del fitness es un valor que nos sirve para ponderar la suma de los cubos resueltos
de diferentes dificultades. De esta forma obtenemos una nota que nos indica la calidad del
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Figura 6.5: Profundidad ma´xima en el cruzamiento (M)
individuo. La fo´rmula esta descrita en la seccio´n 4.2.2.
Un valor bajo, como 1, valora de la misma forma un cubo resuelto de nivel 1 que de
ma´ximo, de tal forma que 10 cubos fa´ciles resueltos valen la misma puntuacio´n que 10 cubos
dif´ıciles resueltos. El u´nico objetivo del algoritmo es resolver el ma´ximo nu´mero de cubos
posibles independientemente de su dificultad.
Un valor ma´s alto a 1, gu´ıa al proceso evolutivo a intentar resolver cubos de mayor de
dificultad ignorando los de menor dificultad. As´ı si el factor es 2, y se resuelve un cubo de
nivel 2, tendremos una puntuacio´n de 4, y si otro individuo resuelve 3 cubos de nivel uno,
vencera´ al individuo que resolv´ıa uno de nivel 2. De esta forma, cuanto ma´s alto sea el valor
del factor, mayor es la importancia que tiene resolver un cubo de mayor dificultad.
Como el valor del fitness no es equiparable en cada prueba, compararemos las pruebas
con el valor medio de la entrop´ıa de cubos resueltos. De esta forma podremos equiparar el
desempen˜o de cada prueba.
En contra de lo que pensa´bamos, el resultado de las pruebas (figura 6.7) de los datos
6.7. Factor fitness 69
Tabla 6.6: Valores de los para´metros para la profundidad ma´xima en la mutacio´n.
Prueba 15 Prueba 16
gp.koza.mutate.maxdepth 30 100
Tabla 6.7: Valores de los para´metros para el factor del fitness.
Prueba 17 Prueba 18 Prueba 19
gp.koza.fitness.factorfitness 1 2 4
expuestos en la tabla 6.7 nos indica que el mejor rendimiento se obtiene cuando el valor del
factor es 1. Esto puede ser debido a que el sistema aprende a resolver los casos ba´sicos y
lentamente va resolviendo casos ma´s complicados.
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Figura 6.6: Profundidad ma´xima en la mutacio´n (M)
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Figura 6.7: Factor fitness (F )
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7Participando en GECCO 2009
The Genetic and Evolutionary Computation Conference (GECCO) es una de las 11 confe-
rencias internacionales ma´s importantes de inteligencia artificial. En la conferencia se presen-
tan los u´ltimos resultados en el campo en crecimiento de la computacio´n evolutiva. Adema´s
se suelen hacer competiciones donde la gente expone sus soluciones a los problemas dados.
Parabon es una empresa que se dedica a la computacio´n distribuida a trave´s de su platafor-
ma Frontier. Con animo de promocionar su plataforma, Parabon patrocina una competicio´n
del GECCO 2009. Se trata de evolucionar un programa que consiga resolver cualquier cubo
de Rubik en el menor nu´mero de pasos posibles.
La competicio´n de Parabon exig´ıa en sus bases que el programa se evolucionase en su
plataforma Frontier. Adema´s Parabon ofrece otra plataforma para desarrollar programacio´n
gene´tica llamado Origin. Origin esta basado en ECJ, una plataforma de computacio´n evolu-
tiva, adaptando ECJ para funcionar sobre Frontier.
Al intentar utilizar Origin descubrimos que la plataforma estaba en vias de desarrollo y
resultaba casi imposible trabajar con ella. Es por esto que migramos nuestro desarrollo a
ECJ.
A partir de las experiencias anteriores se disen˜o´ un experimento que ten´ıa como objetivo
la generacio´n de un programa capaz de tomar parte en la competicio´n.
La simulacio´n se llevo´ a cabo con los para´metros anteriormente determinados como
o´ptimos y con cubos de un ma´ximo de 10 movimientos de desorden y con una cantidad
total de 2000 cubos diferentes aproximadamente. Este l´ımite se debe a las limitaciones del
hardware en que tuvo lugar la misma.
La ejecucio´n de la simulacio´n se extendio´ durante 15 d´ıas y los resultados de la misma
fueron enviados a la competicio´n. A pesar de que la competicio´n fue suspendida por falta
de participantes va´lidos, la solucio´n aportada fue reconocida por los organizadores como la
mejor participacio´n. Los resultados de la misma se resumen en la tabla 7.1. As´ı mismo el
programa enviado se muestra en el ape´ndice A.3.
74 7. Participando en GECCO 2009
Tabla 7.1: Resultados de funcionamiento del mejor individuo.
Dificultad Resueltos Total Porcentaje
1 12 12 100.00%
2 135 144 93.75%
3 589 860 68.49%
4 373 1000 37.30%
5 148 1000 14.80%
6 37 1000 3.70%
7 12 1000 1.20%
8 1 1000 0.10%
9 2 1000 0.20%
10 1 1000 0.10%
Total 1310 8016 16.34%
8Conclusiones
En el presente trabajo hemos abordado el problema de la generacio´n automa´tica, mediante
programacio´n gene´tica, de programas capaces de resolver cubos de Rubik. Con este fin
hemos definido un lenguaje apropiado para representar la solucio´n del problemay formulado
una funcio´n de fitness adecuada para que nuestro sistema evolutivo consiga desarrollarse y
generar buenas soluciones. Tambie´n hemos propuesto un algoritmo de evaluacio´n que obtenga
datos suficientes para determinar el rendimiento de programa que se esta´ evolucionando.
Sobre la base de estas propuestas hemos realizado un estudio de los para´metros del
algoritmo evolutivo a la vez que se realizaron varias optimizaciones del co´digo usado.
En estos experimentos se logro´ tener soluciones capaces de resolver algunos cubos de
alto grado de desorden, en particular cubos que necesitaban hasta 10 movimientos para ser
resueltos. Debido a las restricciones en cuanto a recursos computacionales y tiempo dedicados
a este trabajo fue imposible continuar llevando a cabo estos experimentos. Hay que hacer
notar que en un principio se contaba con poder usar la plataforma de computacio´n distribuida
creada por Parabon pero que esto no fue posible y solo se tuvo a disposicio´n recursos locales
de co´mputo.
A partir de las experiencias obtenidas en el estudio mencionado se evoluciono´ un programa
que fue enviado a la Parabon Sponsored GECCO Competition.
A pesar de los inconvenientes pra´cticos que han impedido el completo despliegue de la
propuesta planteada se han obtenido varios resultados de intere´s. En particular, se ha logrado
una mejor comprensio´n de las caracter´ısticas del problema y se han identificado posibles l´ıneas
de solucio´n.
Este trabajo puede ser mejorado de varios puntos de vista. Resulta de intere´s comprobar
las consecuencias de introducir elementos de optimizacio´n multiobjectivo para as´ı lograr una
mejor representacio´n del fitness.
Otro aspecto interesante ser´ıa introducir el concepto de subpoblaciones en el proyecto. De
esta forma, existir´ıan varias poblaciones coexistiendo y evolucionando paralelamente. En de-
terminados momentos, estas subpoblaciones pueden intercambiarse un nu´mero determinado
de individuos. De esta forma, se aportar´ıa una nueva fuente de diversidad en las poblaciones.
Tambie´n resulta importante encontrar un contexto adecuado para la ejecucio´n de los
experimentos, ya sea en la plataforma de Parabon u otro ordenador o grupo de ordenadores
de alto desempen˜o.
Aunque no se haya conseguido crear un resolvedor universal de cubos de Rubik, hemos
asentado una base y unas lineas futuras de investigacio´n con las que esperamos que algu´n
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d´ıa el problema sea resuelto venciendo a los resolvedores actuales creados mediante me´todos
de busqueda de todo el espacio de soluciones.
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AAnexo
A.1. Gestio´n del proyecto
1 Investigación de las herramientas (Origin, ECJ, ect). 15 days? 1/12/09 8:00 AM 1/30/09 5:00 PM
2  Análisis del problema 15 days? 2/2/09 8:00 AM 2/20/09 5:00 PM 1
3  Diseño del lenguaje 1 5 days? 2/23/09 8:00 AM 2/27/09 5:00 PM 2
4  Implementación lenguaje 1 5 days? 3/2/09 8:00 AM 3/6/09 5:00 PM 3
5  Pruebas lenguaje 1 5 days? 3/9/09 8:00 AM 3/13/09 5:00 PM 4
6  Diseño del lenguaje 2 5 days? 3/16/09 8:00 AM 3/20/09 5:00 PM 5
7  Implementación lenguaje 2 5 days? 3/23/09 8:00 AM 3/27/09 5:00 PM 6
8  Pruebas lenguaje 2 5 days? 3/30/09 8:00 AM 4/3/09 5:00 PM 7
9  Diseño del lenguaje 3 5 days? 4/6/09 8:00 AM 4/10/09 5:00 PM 8
10  Implementación lenguaje 3 5 days? 4/13/09 8:00 AM 4/17/09 5:00 PM 9
11  Pruebas del lenguaje 3 15 days? 4/20/09 8:00 AM 5/8/09 5:00 PM 10
12  Ejecución de la evolución 15 days? 5/11/09 8:00 AM 5/29/09 5:00 PM 11
13  Documentación a entregar en el concurso 15 days? 6/1/09 8:00 AM 6/19/09 5:00 PM 12
14  Entrega 1 day 6/22/09 8:00 AM 6/22/09 5:00 PM 13
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A.2. Para´metros de ECJ
Fichero ec.params:
verbosity = 0 : Es el nivel de mensajes que el sistema sacara´ por pantalla. Un nu´mero alto
imprimira´ ma´s mensajes por pantalla.
evalthreads=1 : Nu´mero de threads en el proceso de evaluacio´n.
breedthreads=1 : Nu´mero de threads en el proceso de reproduccio´n.
checkpoint=false : Activa o desactiva la opcio´n de guardar el estado de la evolucio´n en una
generacio´n concreta.
checkpoint-modulo = 1: Cada cuantas generaciones se har´ıa el checkpoint.
prefix = ec : Es el prefijo del nombre del fichero de checkpoint.
El siguiente fichero en la jerarqu´ıa es simple.params.
state = ec.simple.SimpleEvolutionState : esta clase define un modelo evolutivo generacional,
es decir, cada generacio´n es una nueva generacio´n. Adema´s se almacena la poblacio´n de ca-
da generacio´n. Para poblaciones muy grandes y largas ejecuciones es mejor utilizar la clase
ec.steadystate.SteadyStateEvolutionState que mantiene una poblacio´n, donde sus miembros
van siendo reemplazados por los nuevos.
init = ec.simple.SimpleInitializer : es la clase que se utilizara´ para inicializar la poblacio´n.
finish = ec.simple.SimpleFinisher : es la clase que usa para finalizar la poblacio´n. Esta clase no
hace nada actualmente.
exch = ec.simple.SimpleExchanger : esta clase sirve para definir la forma de intercambiarse
individuos entre dos poblaciones. Esta clase tampoco hace nada.
breed = ec.simple.SimpleBreeder : es la clase que asienta las bases de la reproduccio´n. Se
encargara´ de hacer el elitismo si se requiere. Sin embargo, esta clase solo escoge individuos
dentro de la misma poblacio´n.
eval = ec.simple.SimpleEvaluator : es la clase que se encarga de administrar el procesos de
evaluacio´n de la poblacio´n.
stat = ec.simple.SimpleStatistics : realiza estad´ısticas simples de la poblacio´n.
generations = 51 : nu´mero ma´ximo de generaciones que podra´n ejecutarse.
quit-on-run-complete = true : activamos la opcio´n de que el sistema pare cuando encontremos
la mejor solucio´n.
pop = ec.Population : la clase de poblacio´n que utilizaremos.
pop.subpops = 1 : el nu´mero de subpoblaciones que tendremos
pop.subpop.0 = ec.Subpopulation : la clase de subpoblacio´n que existira´.
pop.subpop.0.size = 1024 : el taman˜o de la subpoblacio´n 0
pop.subpop.0.duplicate-retries = 0 : intentos de la subpoblacio´n de eliminar los individuos re-
petidos de la poblacio´n inicial 0.
breed.elite.0 = 10 : espacio que dedicara´ para almacenar la e´lite de la poblacio´n.
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stat.file $out.stat : el nombre del fichero de estad´ısticas.
El pro´ximo fichero en la jerarqu´ıa es koza.params:
pop.subpop.0.species.fitness = ec.gp.koza.KozaFitness : utilizaremos el fitness de koza.
init = ec.gp.GPInitializer : Para inicializar la poblacio´n se usara´ el inicializador de programacio´n
gene´tica (GP).
stat = ec.gp.koza.KozaStatistics : estad´ısticas de koza.
pop.subpop.0.species = ec.gp.GPSpecies : especies de programacio´n gene´tica
pop.subpop.0.species.ind = ec.gp.GPIndividual : individuos de programacio´n gene´tica.
pop.subpop.0.duplicate-retries = 100 : se intentara´ 100 veces borrar a los individuos duplicados
en la generacio´n 0.
pop.subpop.0.species.ind.numtrees = 1 : cada individuo tendra´ un a´rbol.
pop.subpop.0.species.ind.tree.0 = ec.gp.GPTree : este a´rbol sera´ del tipo GPTree
pop.subpop.0.species.ind.tree.0.tc = tc0 : Adema´s tendra´ la grama´tica tc0 (tree constrains).
pop.subpop.0.species.pipe = ec.breed.MultiBreedingPipeline : lo individuos se sometera´n en la
reproduccio´n a varios sistemas de reproduccio´n.
pop.subpop.0.species.pipe.generate-max = false : no se intentara´ generar el ma´ximo nu´mero
de hijos.
pop.subpop.0.species.pipe.num-sources = 2 : Se utilizara´n dos formas de reproduccio´n.
pop.subpop.0.species.pipe.source.0 = ec.gp.koza.CrossoverPipeline : la primera sera´ crossover.
pop.subpop.0.species.pipe.source.0.prob = 0.9 : Se escogera´ con una probabilidad de 0.9.
pop.subpop.0.species.pipe.source.1 = ec.breed.ReproductionPipeline : en la segunda se utili-
zara´ la clonacio´n.
pop.subpop.0.species.pipe.source.1.prob = 0.1: con probabilidad 0.1.
breed.reproduce.source.0 = ec.select.TournamentSelection : para seleccionar a los candidatos
de la clonacio´n se utilizara´ la seleccio´n por torneo(antes explicada).
gp.koza.xover.source.0 = ec.select.TournamentSelection : para el proceso de crossover, el padre
se buscara´ por el me´todo de seleccio´n por torneo.
gp.koza.xover.source.1 = same : la madre por el mismo sistema.
gp.koza.xover.ns.0 = ec.gp.koza.KozaNodeSelector : para seleccionar el nodo en el padre que
se cambiara´, se utilizara´ el sistema de koza.
gp.koza.xover.ns.1 = same : para la madre se utilizara´ el mismo sistema.
gp.koza.xover.maxdepth = 17 : la ma´xima profundidad de los suba´rboles a escoger para el
crossover sera´ de 17 alturas.
gp.koza.xover.tries = 1 : las veces que se intentara´ encontrar nodos compatibles para la repro-
duccio´n.
gp.koza.mutate.source.0 = ec.select.TournamentSelection : para mutar, se seleccionara´ a los
individuos por torneo.
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gp.koza.mutate.ns.0 = ec.gp.koza.KozaNodeSelector : la seleccio´n del nodo a mutar se reali-
zada por el me´todo de Koza (aleatorio).
gp.koza.mutate.build.0 = ec.gp.koza.GrowBuilder : Una vez que se localice el nodo, se recons-
truira´ el a´rbol por el me´todo grow.
gp.koza.mutate.maxdepth = 17 : es la profundidad ma´xima del suba´rbol a escoger.
gp.koza.mutate.tries = 1 : las veces que se intentara´ realizar la mutacio´n con e´xito.
select.tournament.size = 7 : el nu´mero de individuos que entran en torneo.
gp.koza.grow.min-depth = 5 : nu´mero de nodos m´ınimo de a´rbol del me´todo grow.
gp.koza.grow.max-depth = 5 : nu´mero ma´ximo de nodos del me´todo grow.
gp.koza.ns.terminals = 0.1 : para´metro del selector de nodos, el cual seleccionara´ con proba-
bilidad 0.1 terminales.
gp.koza.ns.nonterminals = 0.9 : para´metro del selector de nodos, el cual seleccionara´ con
probabilidad 0.9 noterminales.
gp.fs.size = 1 : las siglas fs se refieren a Function Set. So´lo vamos a tener un grupo de funciones.
gp.fs.0 = ec.gp.GPFunctionSet : nuestro grupo de funciones sera´ del tipo GPFunctionSet.
gp.fs.0.name = f0 : el nombre del grupo de funcio´n sera´ f0.
gp.type.a.size = 1 : tendremos solamente un tipo ba´sico. Estos tipos ba´sicos sirven para crear
grama´ticas y especifican el tipo de devuelta de los nodos.
gp.type.a.0.name = nil : el nombre de este tipo ba´sico es nil.
gp.type.s.size = 0 : no tendremos ningu´n tipo compuesto.
gp.tc.size = 1 : el taman˜o de restricciones del a´rbol es de 1.
gp.tc.0 = ec.gp.GPTreeConstraints : la clase para controlar estas restricciones es GPTreeCons-
traints.
gp.tc.0.name = tc0 : el nombre de la restricciones sinta´cticas del a´rbol. Este debe coincidir con
el especificado en el para´metro pop.subpop.0.species.ind.tree.0.tc.
gp.tc.0.fset = f0 : el nombre del grupo de funciones.
gp.tc.0.returns = nil : el tipo de devuelta del nodo base del a´rbol.
gp.tc.0.init = ec.gp.koza.HalfBuilder : Es el constructor inicial del a´rbol. Mezcla el me´todo
grow y el me´todo full.
gp.koza.half.min-depth = 2 : es la m´ınima profundidad de los a´rboles generados.
gp.koza.half.max-depth = 6 : es la profundidad ma´xima del a´rbol.
gp.koza.half.growp = 0.5 : es la probabilidad que utilizara´ el me´todo grow frente al me´todo
full.
gp.nc.size = 7 : es el nu´mero de restricciones sinta´cticas.
gp.nc.0 = ec.gp.GPNodeConstraints : la clase que soporta estas restricciones.
gp.nc.0.name = nc0 : el nombre de esta restriccio´n.
gp.nc.0.returns = nil : el tipo de devuelta esta restriccio´n.
gp.nc.0.size = 0 : el nu´mero de hijos que tendra´ el nodo al que se aplique esta restriccio´n.
gp.nc.1.child.0 = nil : cuando el nu´mero de hijos es mayor que cero hay que especificar el tipo
de hijo que se requiere.
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A.3. Mejor Individuo
(Progn2 (If (No (And (Test X1 Y1 FaceRight Color2) (Test X1 Y2 FaceBack Color1))) (Move
FaceDown Clockwise)) (Progn2 (If (No (And (Test X1 Y2 FaceUp Color1) (Test X1 Y1 FaceFront
Color5))) (Move FaceUp CounterClockwise)) (If (Or (Or (No (Test X0 Y2 FaceUp Color1)) (Or
(No (Test X0 Y2 FaceUp Color1)) (And (Test X1 Y1 FaceFront Color5) (And (No (And (Test X1
Y2 FaceUp Color1) (Test X1 Y1 FaceFront Color5))) (Test X2 Y2 FaceFront Color1))))) (Or (Or
(No (Test X0 Y2 FaceUp Color1)) (And (And (And (Or (Or (No (Test X0 Y2 FaceUp Color1)) (Or
(No (Test X0 Y1 FaceDown Color2)) (Test X0 Y2 FaceUp Color1))) (No (Or (Test X1 Y2 FaceUp
Color1) (Test X1 Y1 FaceDown Color2)))) (And (And (Test X1 Y1 FaceUp Color1) (Test X1 Y1
FaceFront Color5)) (Or (No (Test X0 Y2 FaceUp Color1)) (And (And (And (Test X1 Y1 FaceDown
Color2) (Test X0 Y1 FaceDown Color2)) (Test X1 Y2 FaceUp Color1)) (No (And (Test X1 Y1
FaceRight Color2) (Test X1 Y2 FaceBack Color1))))))) (Test X1 Y2 FaceBack Color1)) (No (Test
X2 Y2 FaceDown Color3)))) (No (Or (Or (Or (Or (Test X1 Y2 FaceUp Color1) (No (Test X1 Y2
FaceLeft Color0))) (Test X1 Y1 FaceDown Color2)) (Test X1 Y2 FaceBack Color1)) (Test X1 Y1
FaceDown Color2))))) (Move FaceLeft CounterClockwise))))
