This paper studies a single machine scheduling problem with time-dependent learning and setup times. Time-dependent learning means that the actual processing time of a job is a function of the sum of the normal processing times of the jobs already scheduled. The setup time of a job is proportional to the length of the already processed jobs, that is, past-sequence-dependent (psd) setup time. We show that the addressed problem remains polynomially solvable for the objectives, i.e., minimization of the total completion time and minimization of the total weighted completion time. We also show that the smallest processing time (SPT) rule provides the optimum sequence for the addressed problem.
Introduction
In classical scheduling problems, it is reasonable and necessary to consider scheduling problems with setup times. In many realistic situations, the setup times are considered either sequence independent or sequence dependent. In the first case, the setup times are usually added to the job processing times while in the second case, the setup time for the job currently being scheduled depends on the previous one or ones already scheduled. Koulamas and Kyparisis [1] first introduced a scheduling problem with past-sequence-dependent setup times, i.e., the setup time is dependent on all already scheduled jobs. They showed that a standard single machine scheduling problem with psd setup times can be solvable in polynomial time when the objectives are the makespan, the total completion time and the total absolute differences in completion times, respectively. They also extended their results to nonlinear psd setup times.
Recently, there is a growing interest in the literature to study scheduling problems with a learning effect [1] - [9] [10]- [12] , and some researches take setup times into the study problem as well, such as Kuo and Yang [13] considered a single machine scheduling with past-sequence-dependent setup times and job-independent learning effect and showed the problem remains polynomially solvable for the objectives of the makespan, the total completion time, the total absolute differences in completion times and the sum of earliness, tardiness and common due-date penalty. Wang [14] considered a single-machine scheduling problem with past-sequence-dependent setup times and time-dependent learning effect. He proved that the problem with minimization of some objectives, such as makespan, the total completion time and the sum of the quadratic job completion time can be solved in polynomial time, respectively. Wang [15] considered a single-machine scheduling problem with exponential time-dependent learning effect and past-sequence-dependent setup times. The author indicated that the smallest processing time (SPT) rule can provide an optimum schedule for some performance measures, such as makespan, the total completion time and the sum of the quadratic job completion time, respectively. Although applying learning concepts into the setup or processing operations have been extensively studied in scheduling literature, however, few of them take both considerations into account simultaneously. In this paper, we study a single machine scheduling problem with a learning effects model that includes the psd setup times and the actual processing time of a job as a function of the sum of the normal processing times of the jobs already scheduled. The optimal sequences are developed for the two objectives, minimization of the total completion time and the total weighted completion time.
Notations and Problem Description
In this section, addressing single machine scheduling problems, the actual processing time of a job is assumed to be a function of the sum of the normal processing times of the jobs already scheduled and the setup time of a job is proportional to the length of the jobs already processed. 
where ( 1) a a ≥ is learning effect indexes. Like Koulamas and Kyparisis [1] , we assume that the non-linear past-sequence-dependent setup times of job j J if it is scheduled in position r is given as follows:
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is a normalizing constant.
The Total Completion Time Criterion
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Thus, the proof is completed. 
First, the proof of part (a) is given as follows.
we have 
Note the proof of part (a) also shows that the makespan is minimized by the SPT rule. Furthermore, the proof of part (b) is given as follows.
and
we have
, the first term is non-negative. From (a), the sum of the second to the fourth terms are non-negative as well. Therefore, this implies that 
The Total Weighted Completion Time Problem
For the problem to minimize the total weighted completion time, we show that an optimal solution if the processing times and the weights are agreeable, i.e., i 
( ) 
Conclusion
In this study, we analyzed a single machine scheduling problem with time-dependent learning and setup times. Time-dependent learning means that the actual processing time of a job is a function of the sum of the normal processing times of the jobs already scheduled. The setup time of a job is proportional to the length of the already processed jobs, that is, past-sequence-dependent (psd) setup time. The problem addressed with the two objectives, i.e., minimization of the total completion time and total weighted completion time, was studied in depth. We proved that the SPT rule can provide the optimal schedule for both the total completion time and total weighted completion time objectives. We also show that both the total completion time problem remains poly-
