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Abstract
We study Dirac operator zero-modes on a torus for gauge background with uniform field
strengths. Under the basic translations of the torus coordinates the wave functions are
subject to twisted periodic conditions. In a suitable torus coordinates the zero-mode wave
functions can be related to holomorphic functions of the complex torus coordinates. We
construct the zero-mode wave functions that satisfy the twisted periodic conditions. The
chirality and the degeneracy of the zero-modes are uniquely determined by the gauge back-
ground and are consistent with the index theorem.
1 Introduction
Toric geometry appears in periodic systems. In many interesting cases background gauge
field is also introduced. We may then consider topologically nontrivial gauge fields. They
affects the spectrum of the hamiltonian in an interesting way even if the charged particle
does not touch the magnetic field. In Dirac theory on a compact space we have chiral zero-
modes for gauge background with nonvanishing topological charge. This is well-known as
the Atiyah-Singer index theorem [1]. It can be used as a mechanism of keeping fermions
massless in Kaluza-Klein compactifications.
If the gauge fields carry topological information of the periodic system, it cannot be pe-
riodic but changes by a gauge transformation under translations by a period of the system.
Similarly the boundary condition for wave functions of a charged particle becomes twisted
from the naive periodic boundary condition. This makes the task of solving eigenvalue prob-
lems nontrivial. In this paper we investigate Dirac fields in an abelian gauge background
of constant field strength on a torus and construct zero-mode solutions of the Dirac opera-
tor. They are interesting in gauge theories in connection to chiral anomaly [2, 3] and also
in Kaluza-Klein scenario as a mechanism to have massless fermions. In Ref. [4] Sakamoto
and Tanimura developed Fourier analysis for wave functions satisfying twisted boundary
conditions on an arbitrary torus. They analyzed the eigenvalue problem of magnetic lapla-
cian. Their arguments are based on the representation theory of magnetic translation group
[5, 6, 7]. Though their approach is powerful and systematic, it is possible to find Dirac
operator zero-modes in a way that is more accessible to physicists. Namely, we directly solve
massless Dirac equation on a euclidean torus and find solutions satisfying twisted boundary
conditions. We show that the zero-mode wave functions can be expressed as gaussian wave
function times a function of complex torus coordinates. We find that the twisted boundary
conditions determine the zero-mode wave functions up to an overall normalization.
This paper is organized as follows. In the next section we argue general features of gauge
potentials on a torus. We also show periodicity conditions for wave functions. In Sect. 3
we solve the massless Dirac equation on T 2. This system exhibits some characteristics of
Dirac operator zero-modes on tori. We show that the zero-mode wave functions are related
to holomorphic or anti-holomprphic functions satisfying periodicity conditions with a twist.
In Sect. 4 Dirac operator zero-modes in an arbitrary even dimensions are analyzed for field
strengths of a standard form. Most general field strengths are treated in Sect. 5. The zero-
mode wave functions can be related to holomorphic functions. We derive the periodicity
conditions for the holomorphic functions. In Sect. 6 we solve the periodicity conditions
and give a construction of zero-mode wave functions. Sect. 7 is devoted to summary. A
periodicity relation for general translations is derived in Appendix A. In the appendices
B and C we give proofs of the key mathematical facts that are used in this paper. The
normalization constant of the zero-mode wave functions is given in Appendix D.
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2 Gauge Potential on a Torus
A d dimensional torus T d can be regarded as a quotient space Rd/Λ, where Λ is some d
dimensional lattice. Or equivalently, it can be obtained from a d dimensional parallelogram
by identifying its opposite d−1 dimensional faces. In this paper we take a hypercubic regular
lattice Λ = Zd generated by the standard basis vectors ea (a = 1, · · · , d) with (ea)
b = δba
and define T d = Rd/Λd by identifying all the points that differ by a vector in Λ. In Ref.
[4] a more general torus is considered by taking an arbitrary set of vectors in place of the
orthonormal basis ea. It is straightforward to carry out this kind of generalization in the
following development.
Abelian gauge fields on T d
A =
∑
a
Aa(x)dx
a (2.1)
are topologically classified by a set of integers φab given by
φab =
1
2π
∫
Dab
F, (2.2)
where Dab is an (a, b)-plane taken in T
d and F is the field strength 2-form
F =
1
2
∑
a,b
Fabdx
a ∧ dxb = dA. (2.3)
We see that 2πφab is the flux through Dab.
That φab must be an integer can be understood by considering a parallel transport of a
wave function along a closed curve C taken in Dab as depicted in Fig. 1. The phase factor
arising from the parallel transport along C is given by
exp
[
−i
∫
C
A
]
. (2.4)
In applying the Stokes theorem there are essentially two different possibilities of choosing
a two-dimensional surface with C as its boundary. One is the region enclosed by C, the
shaded region of Fig. 1(a). It is contractible to a point. The other is the shaded region of
Fig. 1(b). This is also an allowed surface since the left side of the square is identified with
the right and the upper side with the lower. These two must yield the same phase factor.
This implies
exp
[
−i
∫
Dab
F
]
= exp[−2πiφab] = 1. (2.5)
We thus find that φab must be an integer.
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Figure 1: Two possible choices of two-dimensional surface with C as its boundary. The
square denotes the (a, b)-plane Dab taken in T
d.
The gauge potential A cannot be single-valued on T d if it belongs to a topologically
nontrivial sector. However, the field strength F must be well-defined on T d. In other words,
it must satisfy the periodic boundary conditions
Fab(x+ ec) = Fab(x). (2.6)
This implies that Aa(x) and Aa(x+ eb) can only differ by a gauge transformation as
Aa(x+ eb) = Aa(x) + ∂aλb(x), (2.7)
where λb may be a function on R
d. This also gives rise to the transformation property of a
wave function ψ under the translations as
ψ(x+ ea) = ga(x)ψ(x), ga(x) = e
iλa(x), (2.8)
where we are assuming that the covariant derivative is given by∗
Daψ(x) = (∂a − iAa(x))ψ(x). (2.9)
In order for the translations (2.8) to give a unique wave function under the combined
translations x→ x+ ea → x+ ea + eb and x→ x+ eb → x+ ea + eb, the ga(x) must satisfy
the cocycle conditions
ga(x+ eb)gb(x) = gb(x+ ea)ga(x). (2.10)
That these are fulfilled can be seen by considering the parallel transport of the wave function
along the boundary of the square D as depicted in Fig. 2. The flux through D can be
computed as ∫
D
F =
∫
∂D
A = λa(x+ eb)− λa(x)− λb(x+ ea) + λb(x). (2.11)
∗We include the coupling constant in the definition of gauge potential.
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Figure 2:
In deriving this use has been made of (2.7). Since the flux through D is equal to 2π times
an integer, we see that the cocycle conditions (2.10) are satisfied.
We now turn to gauge potential with uniform field strength. In this case Fab can be
written as
Fab = 2πφab. (2.12)
The gauge potential 1-form A in axial gauge is given by
A =
∑
a<b
Fabx
adxb +
∑
b
abdx
b. (2.13)
Since we can freely shift the constant part ab by 2π by carrying out a gauge transformation on
T d given by g(x) = e2πix
b
, we can restrict ab to be in the interval 0 ≤ ab < 2π. Furthermore,
if detFab 6= 0, we can remove the constant part of Aa by a suitable shift of the coordinates
x. This is not obvious in axial gauge. We come back to this point soon in connection to
symmetric gauge. Henceforth, we restrict ourselves to the case detFab 6= 0 and choose the
coordinates so as for the gauge potential A to be given by
A =
∑
a<b
Fabx
adxb. (2.14)
This satisfies complete axial gauge conditions
A1(x1, · · · , xd) = A2(0, x2, · · · , xd) = A3(0, 0, x3, · · · , xd) = · · · = Ad(0, · · · , 0, xd) = 0.
(2.15)
The gauge potential (2.14) satisfies the periodicity
A(x+ ea) = A(x) + dλa(x), (2.16)
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where λa(x) is given by
λa(x) =
d∑
b=a+1
Fabx
b. (2.17)
Due to (2.12) the gauge transformation ga(x) in (2.8) is periodic in R
d, i.e. ,
ga(x+ eb) = ga(x). (2.18)
We can regard it as a gauge transformation on T d. The wave function ψ must satisfy the
periodicity (2.8) with λa given by (2.17).
Though the axial gauge is useful in our analysis, it lacks the rotational covariance. The
shortcoming can be remedied by using the gauge potential in symmetric gauge given by
A˜a(x) =
1
2
d∑
b=1
Fbax
b. (2.19)
It is related to the potential in axial gauge by a gauge transformation in Rd
A˜a = Aa + ∂aΛ, Λ = −
1
2
∑
a<b
xaxbFab. (2.20)
The wave function in symmetric gauge is related to the wave function in axial gauge by
ψ˜(x) = eiΛ(x)ψ(x). (2.21)
The gauge potential (2.19) is not of a most general form. We can add an arbitrary constant
term to the potential without affecting the field strength. It can be removed, however, by a
suitable shift of the coordinates x if the field strength satisfies detFab 6= 0.
3 Massless Dirac Equation on T 2
To solve massless Dirac equation in a background gauge field with constant field strength
we need several machinery. In two dimensions, however, the problem is rather simple but
its solution is illuminating to understand higher dimensional cases. In this section we give
a construction of Dirac operator zero-modes on T 2 to illustrate some points that also apply
in higher dimensional cases.
The Dirac operator in two dimensions is given by
D/ =
∑
k=1,2
σkDk =
(
0 ∂x − i∂y − i(Ax − iAy)
∂x + i∂y − i(Ax + iAy) 0
)
(3.1)
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where σ’s are the Pauli matrices and the gauge potential for a constant field strength F12 = B
in axial gauge is given by
Ax = 0, Ay = Bx. (3.2)
We can write B = 2πNν, where ν is a positive integer and N = sgnB. In two dimensions
the distinction between B and 2πν is not essential and the introduction of ν and N might
be considered redundant. As we will see in later sections, the distinction becomes crucial in
the case of general uniform field strength in higher dimensions.
The zero-mode of the Dirac operator is a solution to the euclidean massless Dirac equation
D/ ψ = 0. (3.3)
In terms of components
ψ =
(
ψ+
ψ−
)
(3.4)
the Dirac equation (3.3) is given by
(∂x + is∂y + sBx)ψs = 0. (3.5)
The s = ± label the chiral components of ψs if we define the chiral matrix by Γ3 = −iσ1σ2 =
σ3. We see from (3.5) that ψs can be written as
ψs(x, y) = e
− 1
2
sBx2fs(x+ isy), (3.6)
where fs is a function of x+ isy to be determined shortly.
Under the translations x → x + ea (a = 1, 2), the gauge potential (3.2) is changed by a
gauge transformation λa(x) = Byδa1. This gives the periodicity conditions on ψ as
ψ(x+ 1, y) = eiByψ(x, y), ψ(x, y + 1) = ψ(x, y) (3.7)
These can be transcribed into the conditions for fs(x+ isy) as
fs(x+ sN + isy) = e
2πν
(
x+isy+ 1
2
sN
)
fs(x+ isy),
fs(x+ is(y +N)) = fs(x+ isy). (3.8)
Since fs(x+ isy) are periodic under the translation y → y+N , we can Fourier expand them
as
fs(x+ isy) =
∑
n
csne
2πn(x+isy). (3.9)
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The Fourier coefficients csn can be determined from the first condition of (3.8). They must
satisfy the recursion relation
csn = e
−πsN(2n−ν)csn−ν . (3.10)
By putting n = νk + r with k ∈ Z and r = 0, 1, · · · , ν − 1, these can be solved as
csνk+r = c
s
re
−πsN(νk2+2rk), (3.11)
where csr are arbitrary constants. The fs(x+ isy) is now given by
fs(x+ isy) =
ν−1∑
r=0
csr
+∞∑
k=−∞
e−πsN(νk
2+2rk)+2π(νk+r)(x+isy). (3.12)
Since B = 2πνN , the sum defining f− does not converge if B > 0. This implies that c
−
r
and, hence, f− must vanish. There are only ν independent f+ corresponding to an arbitrary
choice of c+r . We thus obtain ν independent zero-modes with positive chirality. Conversely,
f+ does not exists for B < 0 and there are ν independent f−, giving zero-modes with negative
chirality.
The absence of zero-mode of D1− iD2 for B > 0 can be shown without solving the Dirac
equation. Using
(D1 + iD2)(D1 − iD2) = D
2
1 +D
2
2 − B, (3.13)
we get ∫
T 2
d2x|(D1 − iD2)ψ−|
2 =
∫
T 2
d2x(|D1ψ−|
2 + |D2ψ−|
2 +B|ψ−|
2). (3.14)
The rhs of this expression cannot vanish if ψ− 6= 0. This implies that D1 − iD2 has no
nontrivial zero-modes for B > 0. Conversely, D1 + iD2 has no zero-mode if B < 0.
Combining (3.6) and (3.12), we finally obtain the normalized zero-modes
ψrR = u+ψr,+(x, y), (B > 0)
ψrL = u−ψr,−(x, y), (B < 0) (3.15)
where we have introduced the basis of two-component chiral spinors u± given by
u+ =
(
1
0
)
, u− =
(
0
1
)
. (3.16)
The ψr,s(x, y) are defined by
ψr,s(x, y) = (2ν)
1
4
+∞∑
k=−∞
e
−pisN
ν
{
ν(sNx−k)−r
}2
+2πis(νk+r)y
= (2ν)
1
4
∑
n≡r (mod ν)
e−
pisN
ν
(sνNx−n)2+2πisny, (3.17)
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where the last sum is taken over integers of the form n = νk+ r (k ∈ Z). The overall factor
is so chosen that the wave functions satisfy the orthonormality∫
T 2
d2xψ∗r,sψr′,s = δr,r′. (3.18)
The ψrR and ψrL are eigenstates of the chiral matrix Γ3. If we denote the number of
positive and negative chirality zero-modes by nR and nL and define the index of D/ by
indexD/ = nR − nL, (3.19)
we find indexD/ = νN = B/2π irrespective of the sign of B. This is completely consistent
with the index theorem.
indexD/ =
B
2π
=
1
2π
∫
T 2
F. (3.20)
4 Extension to Higher Dimensions
The analysis given in the previous section can be easily extended to arbitrary even dimensions
d = 2n in the case that the field strength 2-form takes a special form
F =
n∑
k=1
Bkdx
2k−1 ∧ dx2k, (4.1)
where Bk is a flux density through (2k− 1, 2k)-plane and νk = |Bk|/2π is a positive integer.
Most general uniform field strength can be made into the form (4.1) by a suitable coordinate
rotation. In the rotated coordinates, however, the periodicity conditions (2.8) become com-
plicated. We postpone the analysis of the Dirac operator zero-modes for the most general
uniform field strength to later sections. In this section we argue the Dirac operator zero-
modes for the special gauge background given by (4.1) and develop some machinery needed
in later sections.
The γ-matrices Γan (a = 1, · · · , d) in d = 2n dimensions can be obtained recursively by
the relations
Γ1n = σ
1 ⊗ 12n−1 , Γ
2
n = σ
2 ⊗ 12n−1 , Γ
a
n = σ
3 ⊗ Γa−2n−1, (a = 3, · · · , d), (4.2)
where 1N is the N × N unit matrix and Γ
a
n are 2
n × 2n matrices. Explicitly they are given
by
Γ2k+1n = σ
3 ⊗ · · · ⊗ σ3⊗︸ ︷︷ ︸
k times
σ1⊗12 ⊗ · · · ⊗ 12︸ ︷︷ ︸
n−k−1 times
,
Γ2k+2n = σ
3 ⊗ · · · ⊗ σ3⊗︸ ︷︷ ︸
k times
σ2⊗12 ⊗ · · · ⊗ 12︸ ︷︷ ︸
n−k−1 times
. (4.3)
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The chiral matrix Γd+1 is given by
Γd+1 = (−i)
nΓ1n · · ·Γ
d
n = σ
3 ⊗ · · · ⊗ σ3︸ ︷︷ ︸
n times
(4.4)
The gauge potential that gives rise to the field strength (4.1) is a simple extension of
(3.2) and is given by
A2k−1 = 0, A2k = Bkx
2k−1, (4.5)
The Dirac operator is then given by
D/ = Γan(∂a − iAa) =
n−1∑
k=0
σ3 ⊗ · · · ⊗ σ3 ⊗ (σ1D2k−1 + σ
2D2k)⊗ 12 ⊗ · · · ⊗ 12. (4.6)
The components of the Dirac spinor can be defined by introducing a basis of the represen-
tation (4.3) defined as direct products of two-component spinors us (s = ±) given by (3.16).
They satisfy
σ3us = sus, σ
+u− = u+, σ
−u+ = u− (4.7)
with σ± = 1
2
(σ1 ± iσ2). The basis of spinors in d = 2n dimensions is then given by
us1 ⊗ · · · ⊗ usn. (4.8)
Then an arbitrary spinor ψ can be expanded as
ψ(x) =
∑
{s}
us1 ⊗ · · · ⊗ usnψs1···sn(x), (4.9)
where ψs1···sn stand for the components of ψ(x). Using σ
1us = u−s and σ
2us = isu−s, we can
write the Dirac equation in component form as
n∑
k=1
s1 · · · sk−1(D2k−1 − iskD2k)ψs1···sk−1−sksk+1···sn(x) = 0. (4.10)
These are the generalization of (3.5) to d = 2n dimensions. Since each equation contains n
different components of ψ(x), one might think it difficult to solve them. As we will see soon,
this is not the case. We show that each component ψs1···sn must satisfy uncoupled first order
differential equations similar to (3.5).
To show this we first compute the square of the Dirac operator. By noting the commu-
tation relations
[D2k−1, D2l−1] = [D2k, D2l] = 0, [D2k−1, D2l] = −iBkδkl, (k, l = 1, · · · , n) (4.11)
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we obtain
D/ 2 = D2 − i
n∑
k=1
Γ2k−1n Γ
2k
n Bk, (4.12)
where we have introduced the Laplacian D2 =
∑
aD
2
a . In the present representation of Γ
a
we have
Γ2k−1n Γ
2k
n = 12 ⊗ · · · ⊗ 12⊗︸ ︷︷ ︸
k−1 times
iσ3⊗12 ⊗ · · · ⊗ 12︸ ︷︷ ︸
n−k times
. (4.13)
This gives
D/ 2ψ =
∑
{s}
us1 ⊗ · · · ⊗ usn
(
D2 +
n∑
k=1
skBk
)
ψs1···sn . (4.14)
We thus find that each component of the Dirac operator zero-modes must satisfy(
D2 +
n∑
k=1
skBk
)
ψs1···sn = 0. (4.15)
By multiplying ψ∗s1···sn to this expression and then integrating over T
d, we obtain∫
T d
ddx
∑
k
|(D2k−1 + iskD2k)ψs1···sn|
2 = 0, (4.16)
where use has been made of the relation
(D2k−1 − iskD2k)(D2k−1 + iskD2k) = D
2
2k−1 +D
2
2k + skBk. (4.17)
We thus find that ψs1···sn must satisfy
(D2k−1 + iskD2k)ψs1···sn = 0. (4.18)
These are essentially the same with the two-dimensional equations (3.5). As we have shown
in the previous section, D2k−1+ iskD2k has no zero-modes if sgnskBk < 0. This implies that
ψs1···sn = 0 unless s1 = sgnB1, · · · , sn = sgnBn. The zero-modes of D/ is then given by a
tensor product as
ψ = ψ1(x1, x2)⊗ ψ2(x3, x4)⊗ · · · ⊗ ψn(xd−1, xd), (4.19)
where ψk is a zero-mode of σ
1D2k−1 + σ
2D2k. There are νk zero-modes of σ
1D2k−1 + σ
2D2k
with the two-dimensional chirality sgnBk. The chirality of ψ is the product of each chirality
of the two-dimensional spinor ψk and coincides with sgnB1 · · ·Bn. Since the number of
independent zero-modes of D/ is given by ν1ν2 · · · νn, we obtain the index relation
indexD/ =
∏
k
Bk
2π
=
1
(2π)nn!
∫
T d
F n. (4.20)
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5 Extension to Arbitrary Field Strengths
In the previous section we have considered rather special gauge field that can be treated by
the method developed for the two dimensional system described in Sect. 3. A general uniform
field strength can be more complicated. The flux through (i, j)-plane may be nonvanishing
for any i 6= j. Fortunately, an arbitrary uniform field strength Fab can be made into a
standard form by an SO(d) rotation as
Fab =
∑
c,d
ζcaζ
d
bBcd, B = (Bab) =


0 B1
−B1 0
0 B2
−B2 0
. . .
0 Bn
−Bn 0


, (5.1)
where R = (ζba) is a real orthogonal matrix satisfying RR
T = RTR = 1 and detR = 1. Since
we are assuming detFab 6= 0, any eigenvalue Bk is nonvanishing. This ensures that the Dirac
operator has a nonvanishing index. The essential difference between (4.1) and (5.1) is that
the eigenvalue Bk in the latter is not necessarily a 2π multiple of an integer. We also note
that the field strengths Fab can be expressed as
Fab =
∑
k
Bk(ζ
2k−1
a ζ
2k
b − ζ
2k−1
b ζ
2k
a ). (5.2)
We will frequently use the relation in the following development.
The goal of this paper is to find the solutions to the Dirac equation coupled to the gauge
potential in axial gauge (2.14). It is given by∑
a
Γa
(
∂a + i
∑
b<a
Fabx
b
)
ψ(x) = 0. (5.3)
What makes the task nontrivial is the periodicity conditions (2.8). In the present case they
are given by
ψ(x+ ea) = e
i
∑
b<a Fabx
b
ψ(x). (5.4)
In Ref. [4] these are referred to as twisted periodicity conditions. We will see that they
essentially determine the solution.
In the axial gauge, however, the rotational symmetry is not manifest. So, we carry out
the gauge transformation (2.20) and move in symmetric gauge. The Dirac equation (5.3)
then becomes ∑
a
Γa
(
∂a +
i
2
∑
b
Fabx
b
)
ψ˜(x) = 0. (5.5)
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We now introduce new orthogonal coordinates ya by
ya =
∑
b
xbζab . (5.6)
The Dirac equation (5.5) can be converted to the form∑
a
Γa
( ∂
∂ya
+
i
2
∑
b
Baby
b
)
Ψ˜(y) = 0, (5.7)
where Ψ˜(y) = Sψ˜(x) with S†ΓaS =
∑
b Γ
bζab . The S stands for the spinor representation of
the SO(d) rotation R.
We again go back to axial gauge in the coordinate system y. This can be achieved by
the inverse of the gauge transformation (2.21). The Dirac equation (5.3) finally becomes∑
a
Γa
( ∂
∂ya
+ i
∑
b<a
Baby
b
)
Ψ(y) = 0, (5.8)
where Ψ is related to the original ψ by
Ψ(y) = e
i
2
∑
a<b y
aybBab−
i
2
∑
a<b x
axbFabSψ(x). (5.9)
The Dirac operator on the rhs of (5.8) is of the from given by (4.6). This implies that the
Dirac equation can be reduced to the form(
∂
∂y2k−1
+ isk
∂
∂y2k
+ skBky
2k−1
)
Ψs1···sn = 0. (k = 1, · · · , n) (5.10)
We see that Ψs1···sn can be expressed as
Ψs1···sn(y) = e
− 1
2
∑
k skBk(y
2k−1)2fs1···sn(z), (5.11)
where fs1···sn depends only on the n complex variables z
k = y2k−1 + isky
2k (k = 1, · · · , n).
We now turn to the periodicity conditions for the wave function Ψ. The translation
x→ x+ ea corresponds to a translation of y by a vector ζa = (ζ
b
a) as can be seen from
yb =
∑
c
xcζbc → y
′b =
∑
c
(x+ ea)
cζbc = (y + ζa)
b. (5.12)
Using the periodicity (5.4) under the translation x→ x+ ea, we can find the periodicity of
Ψ under the translation (5.12) as
Ψ(y + ζa) = e
i
∑
b<c ζ
b
aBbc
(
yc+ 1
2
ζca
)
Ψ(y). (5.13)
The overall factor of gauge transformation
ga(y) = e
i
∑
b<c ζ
b
aBbc
(
yc+ 1
2
ζca
)
(5.14)
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satisfies the cocycle conditions analogous to (2.10). This can be shown explicitly by noting
the relation (5.2). The ga(y), however, is not single-valued on T
d. This is contrasted with the
corresponding factor appearing in (5.4), where the gauge transformation is periodic under
x→ x+ eb.
Under the translation (5.12) the zk are transformed as
zk → zk + Ξka with Ξ
k
a = ζ
2k−1
a + iskζ
2k
a . (5.15)
The periodicity conditions (5.13) can be transcribed as the conditions for fz1···sn(z). They
are given by
fs1···sn(z + Ξa) = e
∑
k skBkζ
2k−1
a (z
k+ 1
2
Ξka)fs1···sn(z). (5.16)
These ensure that the wave functions defined in Rd can be regarded as those on T d. We
will see that they imposes very tight constraints on the wave functions and are sufficient to
determine fs1···sn.
Before closing this section we generalize (5.16) to an arbitrary translation by a vector
Ξa =
∑
aN
aΞa, where N
a (a = 1, · · · , 2n) are integers. This can be achieved by applying
(5.16) repeatedly to fs1···sn(z + Ξ) until we arrive at fs1···sn(z). Since we will use a similar
formula in later sections we give the periodicity conditions for an arbitrary translation in
Appendix A. They are given by
fs1···sn(z + Ξ) = e
∑
k skζ
2k−1Bk
(
zk+ 1
2
Ξk
)
− i
2
∑
a<bN
aNbFabfs1···sn(z), (5.17)
where ζ2k−1 =
∑
aN
aζ2k−1a is the real part of Ξ
k
a.
The periodicity under the translation z → z + Ξ becomes much simpler if we can find a
set of integers Na for which ζ2k−1 (k = 1, · · · , n) vanish. In the next section we show that
we can find a set of translations under which fs1···sn(z) is periodic or anti-periodic.
6 Solving the Periodicity Conditions
In this section we give a construction of fs1···sn(z). To achieve this we search for a basis
vectors other than {ea} for the lattice Z
2n and convert the periodicity conditions (5.16) into
a tractable form.
We first note that the field strengths Fab can be made into a block-diagonal form
νab =
1
2π
La
cLb
dFab =


0 ν1
−ν1 0
0 ν2
−ν2 0
. . .
0 νn
−νn 0


, (6.1)
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where L = (La
b) is a regular 2n × 2n matrix with integral elements satisfying | detL| = 1
and νp (p = 1, · · · , n) are positive integers with the property that νp divides νq for p < q.
As before, we are assuming a general field strengths Fab with detFab 6= 0 and any νp is
nonvanishing. For given Fab we can find L in a systematic way. To illustrate this we give a
proof of this lemma [8] in Appendix B.
We denote L by 2n vectors Mp = (Mp
a) and Np = (Np
a) as
L = (M1, N1, · · · ,Mn, Nn). (6.2)
Then the relation (6.1) can be expressed as
F (Mp, Nq) = νpδpq, F (Mp,Mq) = F (Np, Nq) = 0, (6.3)
where we have introduced a skew symmetric bilinear form
F (ξ, η) =
1
2π
∑
a,b
Fabξ
aηb. (6.4)
It is integer-valued if both ξ and η are integral vectors.
As we show in Appendix B, any vector in Λ = Zd can be uniquely expressed by a linear
combination of the 2n vectors Mp and Np with integral coefficients. This implies that Λ can
also be generated by the basis {Mp, Np}. In defining T
2n = R2n/Z2n, the 2n dimensional
hypercubic region 0 ≤ xa ≤ 1 in R2n can be replaced with the rectangular region D given
by
xa =
∑
p
(Mp
aξp +Np
aηp). (0 ≤ ξp, ηp ≤ 1) (6.5)
Using (6.3), we can solve this with respect to ξp and ηp as
ξp =
F (x,Np)
νp
, ηp =
F (Mp, x)
νp
. (6.6)
The volume of D can be easily found as∫
D
d2nx =
∫ 1
0
dnξ
∫ 1
0
dnη| det(Mp
a, Np
a)| = 1, (6.7)
where use has been made of | detL| = 1. These imply that ξp and ηp can be regarded as the
coordinates of the 2n-torus T 2n. Later in this section we consider the translations
xa → xa +Mp
a, Np
a. (6.8)
These correspond to unit translations of the (ξ, η)-coordinates.
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In Sect. 5, we have used the fact that the field strength can be made into a standard
form (5.1) by an SO(2n) ration R = (ζba). The choice of R, however, is not unique but we
can replace ζ2k−1a and ζa
2k by
ζ2k−1a cos θk + ζ
2k
a sin θk, −ζ
2k−1
a sin θk + ζ
2k
a cos θk, (6.9)
where θk is an arbitrary rotation angle. By utilizing this arbitrariness we can always choose
ζba to satisfy ∑
a
Np
aζ2k−1a = 0, (k, p = 1, · · · , n) (6.10)
where Np = (Np
a) are those vectors that constitute the L as given by (6.2). In Appendix C,
we give a proof of the existence of such a basis ζb = (ζba).
For the choice of ζba satisfying (6.10) the periodicity (5.16) under the translations
z → z + Ωp with Ω
k
p = isk
∑
a
Np
aζ2ka (6.11)
reduces to
fs1···sn(z + Ωp) = e
−iπǫpfs1···sn(z), (6.12)
where ǫp is defined by
ǫp =
1
2π
∑
a<b
Np
aNp
bFab. (6.13)
There are exactly n such translations corresponding Np (p = 1, · · · , n). Since ǫp is an integer,
we see that fs1···sn(z) is either periodic or anti-periodic under the translations (6.11).
It is convenient to introduce new variables wp by
zk =
∑
p
∑
a
skNp
aζ2ka w
p. (6.14)
By noting (5.2) and (6.10), this can be made into the form∑
k
skBkζ
2k−1
a z
k = 2π
∑
p
sapw
p, (6.15)
where sap is an integer defined by
sap =
1
2π
∑
b
FabNp
b. (6.16)
From (6.3) we see that sap satisfies the orthogonality relation∑
a
Mp
asqa = νpδpq. (6.17)
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This enables us to solve (6.15) with respect to wp as
wp =
1
2πνp
∑
k
∑
a
skBkMp
aζ2k−1a z
k. (6.18)
The translation z → z + Ωp corresponds to a unit imaginary translation in w
w → w + iep, (6.19)
where ep = (δ
q
p) is a unit vector. This can be seen easily as
zk → z′k =
∑
q
∑
a
skNq
aζ2ka (w
q + iδqp) = z
k + Ωkp. (6.20)
If we denote fs1···sn(z) by gs1···sn(w), the periodicity (6.12) can be written as
gs1···sn(w + iep) = e
−iπǫpgs1···sn(w). (6.21)
Since the change of variables (6.14) is nonsingular, the shift of w → w + Υa under the
translation z → z + Ξa is uniquely determined as
Υpa =
1
2πνp
∑
b
∑
k
skBkMp
bζ2k−1b Ξ
k
a. (6.22)
We thus obtain from (5.16) the periodicity relations of gs1···sn(w) under w → w +Υa as
gs1···sn(w +Υa) = e
2π
∑
p sap
(
wp+ 1
2
Υpa
)
gs1···sn(w), (6.23)
where use has been made of (6.15).
We can generalize (6.23) for arbitrary Υ =
∑
aM
aΥa as in (5.17). It is given by
gs1···sn(w +Υ) = e
2π
∑
p
∑
aM
asap
(
wp+ 1
2
Υp
)
+ i
2
∑
a<bM
aMbFabgs1···sn(w), (6.24)
where Ma are arbitrary integers. In particular under the translation
w → w + ρp with ρp
q =
∑
a
Mp
aΥqa, (6.25)
where Mp = (Mp
a) is a vector appearing in L, the wave function is transformed as
gs1···sn(w + ρp) = e
2πνp
(
wp+ 1
2
ρp
p
)
+iπǫ˜pνpgs1···sn(w), (6.26)
In deriving this use has been made of (6.17). The ǫ˜p is defined by
ǫ˜p =
1
2πνp
∑
a<b
Mp
aMp
bFab. (6.27)
Note that only wp appears in the exponent on the rhs of (6.26) under the translation (6.25).
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We are now in a position to solve the periodicity conditions (6.21) and (6.26). From the
periodicity (6.21) we can express gs1···sn(w) in the Fourier expansion as
gs1···sn(w) =
∑
{np}
cs1···sn{np} e
2π
∑
p(np−
1
2
ǫp)wp, (6.28)
where {np} stands for the abbreviation of n1 · · ·nn.
The condition (6.26) can be translated into the recursion relations for the Fourier coeffi-
cients. They are given by
cs1···sn{nq} = c
s1···sn
{nq−νpδpq}
e−π
∑
q ρp
q(2nq−ǫq)+πνpρpp+iπǫ˜pνp. (6.29)
It is straightforward to obtain the general expression for cs1···sn{nq} . We find that c
s1···sn
{nq}
for
nq = νqkq + rq with kq ∈ Z and rq = 0, 1, · · · , νq − 1 is given by
cs1···snn1···nn = c
s1···sn
r1···rne
−π
∑
p,q ρp
qνqkpkq−π
∑
p,q ρp
qkp(2rq−ǫq)+iπ
∑
p ǫ˜pνpkp, (6.30)
where cs1···snr1···rn are arbitrary constants to be determined later. In deriving this we have used
the relation
ρp
qνq − ρq
pνp = −iF (Mp,Mq) = 0. (6.31)
To each component of the wave function labeled by {sk} we have ν1 · · · νn independent
solutions to the recursion relations (6.30). They do not, however, necessarily correspond to
nontrivial zero-mode solutions. The Fourier expansion (6.28) must converge. To establish
the convergence of the rhs of (6.28), we must show that cs1···snn1···nn → 0 as |n| → ∞, where
|n| =
√
n21 + · · ·+ n
2
n. It suffices to verify the convergence of the most dominant part
|e−π
∑
p,q ρp
qνqkpkq |2 = e−
∑
k skBk
(∑
p
∑
a ζ
2k−1
a Mp
akp
)2
. (6.32)
Since we have det
∑
a ζ
2k−1
a Mp
a 6= 0, the rhs does not converge as |n| → ∞ unless skBk > 0
for k = 1, · · · , n. This implies that the coefficients cs1···snr1···rn must vanish if {s1, · · · , sn} 6=
{sgnB1, · · · , sgnBn}. We thus find that the only nontrivial components of the zero-modes
is Ψs1···sn with sk = sgn(Bk). Hence the number of independent zero-modes is equal to the
number of arbitrary constants cs1···snr1···rn and is given by
ν1 · · ·νn =
√√√√det
(
1
2π
Fab
)
=
1
(2π)nn!
|ǫa1b1···anbnFa1b1 · · ·Fanbn |, (6.33)
where ǫa1b1···anbn is the Levi-Civita symbol in d = 2n dimensions. Furthermore, the chirality
of these zero-modes coincides with s1 · · · sn. These are perfectly consistent with the index
theorem (4.20).
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We now turn to the wave function (5.11). To write it in terms of the present coordinates
let us denote wp by its real and imaginary parts as
wp = up + ivp. (p = 1, · · · , n) (6.34)
Then we have from (6.18) ∑
k
skBk(y
2k−1)2 = 2π
∑
p,q
gpqu
puq, (6.35)
where gpq is given by
gpq =
1
2π
∑
a,b
∑
k
skBkζ
2k
a ζ
2k
b Np
aNq
b. (6.36)
It reminds us of a metric in geometry. To find the inverse of gpq we note the relations∑
k
(∑
a
skNp
aζ2ka
)(∑
b
skBkMq
bζ2k−1b
)
= 2πνpδpq, (6.37)
∑
p
( 1
2πνp
∑
a
skBkMp
aζ2k−1a
)(∑
b
slNp
bζ2lb
)
= δkl. (6.38)
These can be verified by using (5.2), (6.3) and (6.10). The inverse gpq can be obtained from
(6.36) and (6.38) as
gpq =
∑
a,b
∑
k
skBk
2πνpνq
ζ2k−1a ζ
2k−1
b Mp
aMq
b. (6.39)
We see from (6.22) and (6.25) that gpq is the real part of ρp
q/νp. We write ρp
q as
ρp
q = νp(g
pq + iγpq), (6.40)
where γpq is defined by
γpq =
1
4πνpνq
∑
a,b
∑
k
Bk(ζ
2k−1
a ζ
2k
b + ζ
2k−1
b ζ
2k
a )Mp
aMq
b. (6.41)
The wave function (5.11) for a given set of {rp} can be written as
Ψr1···rns1···sn =
∑
n1,··· ,nn
e−iπ
∑
p,q γ
pqnpnq+iπ
∑
p ǫ˜pnp−π
∑
p,q gpq
(
up+
∑
r g
prnr
)(
uq+
∑
s g
qsns
)
+2πi
∑
p npv
p
,
(6.42)
where the sum with respect to np (p = 1, · · · , n) should be taken over the numbers of the
form np = νpkp + rp −
1
2
ǫp (kp = 0,±1,±2, · · · ). We have suppressed overall normalization
constant in (6.42).
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The wave function (6.42) is not the final result. We must go back to the wave function
ψ(x) in the original coordinates. As we have mentioned at the beginning of this section,
ξp and ηp defined by (6.5) are natural coordinates on T 2n. The coordinates up and vp are
related to ξp and ηp by
up =
∑
q
gpqνqξ
q, vp = ηp +
∑
q
γpqνqξ
q. (6.43)
The translations (6.19) and (6.25) correspond to
ξq → ξq, ηq → ηq + δqp under w
q → wq + iδqp,
ξq → ξq + δqp, η
q → ηq under wq → wq + ρp
q. (6.44)
These can be understood by recalling the fact that the translation (6.19) and (6.25), respec-
tively, correspond to xa → xa+Np
a and xa → xa+Mp
a. We thus find that (6.19) and (6.25)
are the unit translations of the coordinates ξp and ηp. These are just the basic moves on
T 2n. We can also directly show (6.44) by making use of (6.43).
It is now possible to write down the zero-mode wave function ψ(x) in terms of ξp and ηp.
Since the spinor part of Ψ is given by us1 ⊗ · · · ⊗ usn, the normalized zero-mode for a given
{rp} can be obtained from (5.9) and (6.42) as
ψr1···rn(x) =
[
2
n
2 ν1 · · · νn√
det gpq
] 1
2
S†us1 ⊗ · · · ⊗ usnFr1···rn(x)e
i
2
∑
a<b Fabx
axb , (6.45)
where F r1···rns1···sn (x) is given by
F r1···rns1···sn (x) = e
− i
2
∑
a<bBaby
aybΨr1···rns1···sn(y)
=
∑
n1,···nn
e−π
∑
p,q(g
pq+iγpq)(νpξp−np)(νqξq−nq)−iπ
∑
p(νpξ
p−np)ηp+iπ
∑
p npη
p+iπ
∑
p ǫ˜pnp .
(6.46)
In deriving this, use has been made of the relation
∑
a<b
Baby
ayb = 2π
∑
p
νpξ
p
(∑
q
γpqνqξ
q + ηp
)
. (6.47)
The orthogonality of ψr1···rn with different set of {rp} is obvious by the standard integral∫ 1
0
dnηe2πi
∑
p npη
p
e−2πi
∑
q n
′
qη
q
= δn1,n′1 · · · δnn,n′n . (6.48)
The computation of the normalization constant is given in Appendix D.
The zero-mode wave function (6.45) is the generalization of (3.15) to arbitrary even
dimensions. It is interesting to see how the periodicity conditions (5.4), or their generalization
for an arbitrary integral vector L =
∑
a L
aea
ψ(x+ L) = ei
∑
a<b FabL
axbψ(x), (6.49)
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are satisfied. These can be verified by applying (5.4) successively to the lhs of (6.49). Since
the 2n vectors Mp = (Mp
a) and Np = (Np
a) span the entire lattice Z2n, it suffices to show
(6.49) for L = Mp, Np. In the form given by (6.45) it is completely straightforward to check
these. For instance, under the translation x→ x+Mp the overall exponential factor of ψ(x)
develops an extra phase factor as
e
i
2
∑
a<b(x
a+Mpa)(x+Mpb) = e−iπνpη
p+iπǫ˜pνpei
∑
a<bMp
axbFabe
i
2
∑
a<b x
axbFab. (6.50)
On the other hand Fr1···rn(x) is transformed into
F r1···rns1···sn (x+Mp) = e
iπνpη
p+iπǫ˜pνpF r1···rns1···sn (x). (6.51)
Since ǫ˜pνp is an integer, the extra phase factors in the rhs’ of (6.50) and (6.51) cancel each
other. Similar thing also happens for the translation x→ x+Np.
We finally note that the transformation properties of Fr1···rn(x) under (6.8) become sym-
metric as
F r1···rns1···sn (x+Mp) = e
i
2
∑
a<b Fab(Mp
axb−Mpbxa+MpaMpb)F r1···rns1···sn (x),
F r1···rns1···sn (x+Np) = e
i
2
∑
a<b Fab(Np
axb−Npbxa−NpaNpb)F r1···rns1···sn (x). (6.52)
In deriving these we have used (6.5), (6.13) and (6.27).
7 Summary
We have investigated the Dirac operator zero-modes on a torus for a gauge background
with constant field strength. The gauge potential possesses a characteristic transformation
properties under the translations corresponding to the periods of the torus. This gives rise
to nontrivial periodicity conditions for the wave function. In the coordinates where the
field strength take a standard block-diagonal form the Dirac equation for the zero-modes
can be reduced to first order differential equations for each spinor component. It give a
kind of holomorphicity conditions and allows us to express the wave function by a set of
holomorphic functions of the torus coordinates. We have shown that it is always possible to
find a set of complex torus coordinates in which the holomorphic part of the wave function
becomes either periodic or anti-periodic under unit translations along the imaginary axes.
The periodicity conditions determine up to an overall normalization the holomorphic part
of the wave function. For gauge backgrounds with uniform field strength only left-handed or
right-handed chiral zero-modes are realized in a manner consistent with the index theorem.
Throughout the paper we have assumed detFab 6= 0. If detFab = 0, then the index
of the Dirac operator vanishes. We expect two possibilities. One is the occurrence of an
equal number of positive and negative chirality zero-modes. Another is the absence of chiral
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zero-modes. As noted in Sect. 2, we cannot remove some of the constant components of
the gauge potential by shifting the coordinate origin if detFab = 0. In general the presence
of a constant gauge potential affects the spectrum of the Dirac operator and eliminates the
chiral zero-modes. A complete analysis of the eigenvalue problem of the Dirac operator is
interesting. We will argue this in a separate publication.
This work is supported in part by the Grant-in Aid for Scientific Research form the
Ministry of Education, Culture, Sports, Science and Technology (No. 13135203).
A General Translations
We first consider a translation z → z + nΞa with an arbitrary integer n. By a successive
application of (5.16), we find
fs1···sn(z + nΞa) = e
∑
k nskζ
2k−1
a Bk
(
zk+ 1
2
nΞka
)
fs1···sn(z). (A.1)
We now consider the most general translation by
Ξk =
∑
a
NaΞka. (A.2)
By applying (A.1) to
fs1···sn
(
z +
b∑
a=1
NaΞa
)
= fs1···sn
(
z +
b−1∑
a=1
NaΞa +N
bΞb
)
, (A.3)
we obtain a recursive relation
fs1···sn
(
z +
b∑
a=1
NaΞa
)
= e
∑
k N
bskζ
2k−1
b
Bk
(
zk+
∑b−1
a=1N
aΞka+
1
2
NbΞk
b
)
fs1···sn(z +
b−1∑
a=1
NaΞa).
(A.4)
This gives
fs1···sn(z + Ξ) =
2n∏
b=1
(
e
∑
k N
bskζ
2k−1
b
Bk
(
zk+
∑b−1
a=1N
aΞka+
1
2
NbΞk
b
))
fs1···sn(z)
= e
∑
k skBk
(
ζ2k−1zk+ 1
2
∑
a(N
a)2ζ2k−1a Ξ
k
a+
∑
a>bN
aNbζ2k−1a Ξ
k
b
)
fs1···sn(z),
(A.5)
where use has been made of ζ2k−1 =
∑
aN
aζ2k−1a . By noting the relation∑
a
(Na)2ζ2k−1a Ξ
k
a + 2
∑
a>b
NaN bζ2k−1a Ξ
k
b = ζ
2k−1Ξk − isk
∑
a<b
NaN b(ζ2k−1a ζ
2k
b − ζ
2k
a ζ
2k−1
b )
(A.6)
and using (5.2), we see that (A.5) can be written in the form (5.17).
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B Proof of the Lemma
In this appendix we give a proof of the basic lemma mentioned in Sect. 6. It can be stated
in the following form;
Lemma: Any nondegenerate antisymmetric matrix φ with φab = −φba ∈ Z can be converted
to a block-diagonal form
La
cLb
dφcd = νab, with ν =


0 −ν1
ν1 0
0 −ν2
ν2 0
. . .
0 −νn
νn 0


, (B.1)
where L is a 2n × 2n matrix with La
b ∈ Z and | detL| = 1. The ν1, · · · , νn are a sequence
of positive integers with νp+1/νp ∈ Z.
To prove this let us consider a space Z2n spanned by the vectors
ξ =
∑
a
ξaea, (ξ
a ∈ Z). (B.2)
Then φ naturally defines an integer-valued skew symmetric bilinear form
φ(ξ, η) =
∑
a,b
φabξ
aηb. (ξ, η ∈ Z2n) (B.3)
Let M1 and N1 be such a pair of vectors that ν1 = φ(M1, N1) becomes the smallest positive
integer. Then we see that φ(M1, ξ) and φ(N1, ξ) for any integral vector ξ must be divided
by ν1. This can be shown as follows: Let ξ be such an integral vector with φ(M1, ξ)/ν1 /∈ Z.
Then we have φ(M1, kN1 + ξ) = kν1 + φ(M1, ξ) for any integer k. Since |φ(M1, ξ)| > ν1 by
assumption, we can always find a suitable k such that 0 < φ(M1, kN1 + ξ) < ν1 is satisfied.
This contradicts the assumption that ν1 is the smallest positive integer taken by φ. Hence
φ(M1, ξ) must be divided by ν1. This also applies to φ(N1, ξ). Using these properties, we
can decompose any integral vector ξ in the form
ξ = ξ′ +
φ(ξ, N1)
ν1
M1 +
φ(M1, ξ)
ν1
N1, (B.4)
where ξ′ satisfies
φ(M1, ξ
′) = φ(ξ′, N1) = 0. (B.5)
We next consider the space of integral vectors ξ′ satisfying (B.5) and evaluate the bilinear
form φ. Let M2 and N2 be such a pair of vectors that ν2 = φ(M2, N2) becomes the smallest
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positive integer on this restricted space. By assumption we have ν1 ≤ ν2. To see that
ν2/ν1 ∈ Z we consider
φ(kM1 +M2, N1 +N2) = kν1 + ν2, (B.6)
where k may be an arbitrary integer. Since kν1 + ν2 cannot be a positive integer smaller
than ν1 for any integer k, we see that ν1 must divide ν2. We can also show that φ(M2, ξ)
and φ(N2, ξ) for any vector ξ ∈ Z
2n can be divided by ν2.
This procedure can be continued until we arrive at Mn and Nn with νn = F (Mn, Nn).
The matrix La
b is then given by
L2p−1
a = Nap , L2p
a = Map . (p = 1, · · · , n) (B.7)
In matrix notation this can be written as
L = (N1,M1, · · · , Nn,Mn). (B.8)
To show | detL| = 1 we note that any vector ξ ∈ Z2n can be expanded uniquely as
ξ =
∑
p
(apNp + b
pMp) with ap =
1
νp
φ(Mp, ξ), bp =
1
νp
φ(ξ, Np), (B.9)
where the coefficients ap and bp are all integers. In particular we consider expansion of unit
vectors ea with (ea)
b = δba as
ea =
∑
p
(AapNp +BapMp), (B.10)
where Aap and Bap are all integers. In terms of components we have∑
p
(AapNp
b +BapMp
b) = δba. (B.11)
These can be expressed in a matrix form as

A11 · · · A1n B11 · · · B1n... . . . ... ... . . . ...
A2n1 · · · A2nn B2n1 · · · B2nn




N1
1 · · · N1
2n
... · · ·
...
Nn
1 · · · Nn
2n
M1
1 · · · M1
2n
... · · ·
...
Mn
1 · · · Mn
2n


= 1. (B.12)
Taking the determinant of both sides of this expression, we find that
| detL| = | det(N1, · · · , Nn,M1, · · · ,Mn)| = 1. (B.13)
This completes the proof of the lemma.
From (B.1) and (B.13) we obtain det ν = detφ. This immediately gives
ν1 · · · νn =
1
n!
|ǫa1b1···anbnφa1b1 · · ·φanbn |. (B.14)
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C Existence of a Standard Basis
Using the the lemma given in Appendix B, we can always find 2n sets of integral vectors
Np = (Np
a) and Mp = (Mp
a) satisfying
F (Mp, Nq) = νpδpq, F (Mp,Mq) = F (Np, Nq) = 0,
| det(N1,M1, · · · , Nn,Mn)| = 1, (C.1)
where ν1, · · · , νn are positive integers with the property that νp divides νq for p < q. To
make the paper self-contained we give a proof of the existence of a set of orthonormal basis
vectors (ζ1, · · · , ζ2n) that converts the field strengths into a standard form (5.1) and satisfies
the conditions (6.10). We basically follow Ref. [4].
We first note that an arbitrary vector V ∈ R2n can be expanded in three ways as
V =
∑
a
vaea =
∑
a
uaLa =
∑
a
waζa, (C.2)
where the bases ea, La = (N1,M1, · · · , Nn.Mn) and ζ
a in R2n are defined by
(ea)
b = δba, (La)
b = La
b, (ζa)b = ζab . (C.3)
This gives
wc =
∑
a,b
uaLa
bζcb . (C.4)
The transformation matrix
(LR)a
b =
∑
c
La
cζbc (C.5)
relates B = (Bab) with ν = (νab) as
ν = LFLT = LRB(LR)T . (C.6)
We then define n dimensional vector subspaces spanned by {N1, · · · , Nn} and {M1, · · · ,Mn}
as
M− = {V ∈ R2n|V =
∑
p
vpNp, v
p ∈ R}, (C.7)
M+ = {V ∈ R2n|V =
∑
p
vpMp, v
p ∈ R}. (C.8)
The field strength 2-form (2.3) is degenerated on M+ and M− in the sense
F (Np, Nq) = F (Mp.Mq) = 0. (C.9)
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Furthermore,M+ andM− are maximal degenerate subspaces ofR2n. This implies F (V,W ) 6=
0 for some V ∈M+ and W /∈M+.
The R2n can also be decomposed into n two-dimensional orthogonal subspaces W1, · · · ,
Wn, where Wk is spanned by the orthonormal basis vectors ζ
2k−1 = (ζ2k−1a ) and ζ
2k = (ζ2ka )
satisfying
∑
b,c
FabFbcζ
2k−1
c = −B
2
kζ
2k−1
a , ζ
2k
a =
1
Bk
∑
b
Fabζ
2k−1
b . (C.10)
We note that the vector subspaces W±k of Wk defined by
W−k = Wk ∩M
−, W+k = Wk ∩ (M
−)⊥ (C.11)
must be one-dimensional. This can be seen as follows; If dimW−k = 2, we have W
−
k = Wk ⊆
M−. Since F is degenerated on M−, we obtain F (V, V ′) = 0 for arbitrary V, V ′ ∈ W−k . This
contradicts the fact that the basis vectors ζ2k−1 and ζ2k defined above satisfy
F (ζ2k−1, ζ2k) = −
Bk
2π
6= 0. (C.12)
On the other hand if dimW+k = 2, we see that W
+
k = Wk ⊂ (M
−)⊥ is orthogonal to M−.
Then we can expand Np as
Np =
∑
l(6=k)
(clpζ
2l−1 + dlpζ
2l). (C.13)
We now choose an arbitrary vector V ∈ W+k and consider the n + 1 dimensional subspace
M˜− ⊃ M− of R2n spanned by V and {N1, · · · , Nn}. Using (C.13), we immediately find
F (V,Np) = 0 for any p. This implies that F is degenerated on M˜
−. This contradicts the
fact that M− is a maximal degenerate subspace. We thus conclude that dimW±k = 1.
We can alway find an orthonormal basis (ζ2k−1, ζ2k) in Wk to satisfy
ζ2k−1 ∈ W−k , ζ
2k ∈ W+k . (C.14)
Since W−k is orthogonal to M
− we obtain∑
a
Np
aζ2k−1a = 0. (C.15)
This completes the proof of the existence of ζba satisfying (6.10).
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D Computation of the Normalization Constant
In this appendix we compute the normalization constant of the wave function (6.45). Due
to the orthogonality relations (6.48) we have only to compute the integral
∫
D
d2nx
∣∣∣∣∣ ∑
n1,··· ,nn
e−π
∑
p,q(g
pq+iγpq)(νpξp−np)(νqξq−nq)−iπ
∑
p(νpξ
p−np)ηp+iπ
∑
p npη
p+iπ
∑
p ǫ˜pnp
∣∣∣∣∣
2
=
∫ 1
0
dnξdnη
∑
n1,··· ,nn
∑
n′
1
,··· ,n′n
e−π
∑
p,q(g
pq+iγpq)(νpξp−np)(νqξq−nq)−iπ
∑
p(νpξ
p−np)ηp+iπ
∑
p npη
p+iπ
∑
p ǫ˜pnp
×e−π
∑
p,q(g
pq−iγpq)(νpξp−n′p)(νqξ
q−n′q)+iπ
∑
p(νpξ
p−n′p)η
p−iπ
∑
p n
′
pη
p−iπ
∑
p ǫ˜pn
′
p
=
∫ 1
0
dnξ
∑
n1,··· ,nn
∑
n′
1
,··· ,n′n
e−π
∑
p,q(g
pq+iγpq)(νpξp−np)(νqξq−nq)+iπ
∑
p ǫ˜pnp
×e−π
∑
p,q(g
pq−iγpq)(νpξp−n′p)(νqξ
q−n′q)−iπ
∑
p ǫ˜pn
′
p
∫ 1
0
dnηe2iπ
∑
p(np−n
′
p)η
p
=
∫ 1
0
dnξ
∑
n1,··· ,nn
e−2π
∑
p,q g
pq(νpξp−np)(νqξq−nq)
=
∫ 1
0
dnξ
+∞∑
k1,··· ,kn=−∞
e−2π
∑
p,q g
pq(νpξp−νpkp−rp+
1
2
ǫp)(νqξq−νqkq−rq+
1
2
ǫq)
=
+∞∑
k1,··· ,kn=−∞
∫ −k1+1
−k1
dξ1 · · ·
∫ −kn+1
−kn
dξne−2π
∑
p,q g
pq(νpξp−rp+
1
2
ǫp)(νqξq−rq+
1
2
ǫq)
=
∫ +∞
−∞
dξ1 · · ·
∫ +∞
−∞
dξne−2π
∑
p,q g
pqνpνqξ
pξq
=
√
det gpq
2
n
2 ν1 · · · νn
. (D.1)
This justifies the overall normalization of (6.45). In two dimensions we have g11 = ν. The
normalization constant appearing in (3.17) is consistent with (D.1).
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