Abstract. In this paper, we propose a reactive algorithm for a dual arm aerial robot during its navigation phase. This algorithm takes into account not only the aerial platform dynamics but also the constraints imposed by the dual-arm manipulator. The UAV is fully and continuously controlled using velocity commands but the arms are only allowed to move between a set of predefined configurations. The arms configurations are bounded in order to achieve a reduced solution space for collision checking. The reactive navigation algorithm is based on commands from a higher-level path planner and receives as input point-cloud sensor readings. This work is within the framework of the AEROARMS project, so we consider the dual-arm aerial platform developed in the project. Thus, a simple but realistic model for velocity dynamics of the mentioned UAV has been obtained by means of real data, and the proposed method has been tested in a SITL simulation framework.
Introduction
In order to navigate with an Unmanned Aerial Vehicle (UAV) in complex environments like the industrial inspection and maintenance scenarios addressed in the AEROARMS 1 project, an autonomous mobile robot needs to reach a compromise between the need for reacting to unexpected events and the need for having efficient and optimized trajectories. Usually, path-planning methods work in two steps: in the first one, a global path in a previous map is calculated, and in the second step, the robot reads the sensor data and the local trajectory is modified in a reactive way (a planner is called reactive if it considers only the currently visible obstacles for planning the next step). That allows the path-adaptation mechanism to cope with unexpected obstacles or dynamic environments. These methods calculate the global trajectory off-line in an a priori known map and the local modifications are made continuously based on the sensor data while the robot is moving.
The reason for using a two-level planning approach is due to the high computational cost required in most motion-planning techniques to achieve an updated environment model and to plan a smooth and dynamically adapted trajectory. Moreover, the use of a two-level planner strategy decreases the computational cost due to the fact that the global planner is activated occasionally (it can be done off-line) and the local planner, which is much faster, runs on-line.
In local path planning, which is the main focus of this paper, we can mention reactive collision avoidance methods such as (see [3] ): potential fields, VFH, ND, DWA, velocity obstacles (ORCA). Also [4] provides a good introduction to terminology in UAV path planning and classification of methods.
However, many traditional methods for global path planning are being enhanced lately in order to be able to cope with dynamic environments in a reactive manner. In this sense, probabilistic sample-based planners are commonplace. There is an interesting review in [2] , where they explain the basics for RRT and PRM, and give an overview of how to select different parameters. They have also specific sections for optimal sampled-based planners (e.g., RRT*, PRM*), kinodynamic planning and planners for dynamic and uncertain environments. RRTX [8] is a really recent novel algorithm. It is an asymptotically optimal sampling-based motion planning algorithm for real-time navigation in dynamic environments (containing obstacles that unpredictably appear, disappear, and move).
Collision checking is considered to be the most expensive computational bottleneck in sampling-based motion planning algorithms, and a problem suitable for parallelization. [1] propose a new collision-checking technique in order to save time by avoiding checking all points. The method could be applied to different planners and may be of interest in problems with complex collision-checking such as AEROARMS. Moreover, [9] present a novel approach to perform fast probabilistic collision checking in high-dimensional configuration spaces to accelerate the performance of sampling-based motion planning. The idea is to maintain a database with prior collision-checking queries and estimate the collision probability for new queries, avoiding additional actual collision checks for unnecessary cases.
Some works also apply parallelization techniques to speed up the planning process. For instance, [5] is a paper of interest for using GPUs to solve planning problems. In that case, they use CUDA to parallelize the MCVI solver for POMP problems. In [10], a parallel implementation for RRT is proposed using GPU. They use some benchmark scenarios and algorithm implementations from the library OMPL for comparison.
The main contribution of this paper is to present a reactive algorithm for local navigation, which takes into account not only the UAV itself but also the constraints imposed by the onboard manipulator. Our approach is samplingbased and considers models for the whole platform (UAV plus manipulator) to predict trajectories ahead and check collisions. In order to simplify the joint solution space, the configuration space for the arms is discretized, i.e., only a small set of typical configurations are allowed. A key point of our algorithm is that it is well suited for parallelization, which is our final goal. The idea is to implement later the reactive navigation using CUDA and an NVIDIA Jetson TX1 GPU in order to make the real-time response faster, which is needed for navigation in complex and dynamic scenarios.
This paper is structured as follows: Section 2 describes the dual arm aerial robot developed in the AEROARMS project; Section 3 is devoted to the overall architecture of the navigation system; Section 4 describes our Montecarlo reactive algorithm proposed; and Section 5 and Section 6 are dedicated to the simulation results and conclusions obtained, respectively.
Dual-arm Aerial Robot
In this section, we present briefly the dual-arm aerial platform that we have developed for the AEROARMS project. Our reactive algorithm will be used to navigate this platform around a complex scenario, placing the arms in different configurations.
The UAV is an hexarotor with two human-size arms attached to the chassis, as shown in Figure 1 . A more detailed description of the arms mounted on board can be found in [11] . The size of the hexarotor is 1.18 × 1.18 × 0.5m (including rotor blades), it weights 6.5kg (including batteries, arms, sensors and electronics), its MTOW is 10kg and its flight time is 20 minutes. The structure is made of carbon fiber, it is equipped with brushless engines T-Motor MN4006 380KV and 15 × 5 carbon fiber propellers. There are three onboard processors: a Pixhawk PX4 for UAV control and state estimation, an Odroid board to interface the arms and a general purpose Intel NUC i7 processor. The robot primary sensors are a GPS and a ZED stereo camera, which provides a 3D point cloud for navigation.
The aerial robot can be commanded in velocity through the Pixhawk board and each joint of the dual arms can be commanded in position through the Odroid board. The velocity dynamics model of the aerial robot has been ex-perimentally obtained from real data. Figure 2 shows that the forward velocity dynamics (v x ) and position (x) estimations match quite well with real data. 
Navigation Architecture
As many other works from the state of art [1, 7, 6] , a navigation framework with several layers have been designed (see Figure 3) for our platform. The idea is to have global and/or local planners providing plans over a precomputed map, and then performing obstacle avoidance while trying to follow the plan using sensor inputs. The outputs of the planner modules are the position/velocity of the UAV and the joints angles of the dual manipulator. These values are the inputs for the Local Navigation and Operation module, which modifies these setpoints taking into account point-cloud sensor readings.
In order to perform a mission with the UAV, two different modes of operation are considered: the Navigation mode and the Manipulation mode. In the Navigation mode, the UAV travels to the operation point (the UAV is aimed for inspection) using continuous velocity commands, but only a set of discrete configurations for the dual arm (see Figure 4) are allowed. Thus, in this mode the arms move slowly, just to change their configuration, while the UAV is allowed to move freely. Therefore, the solution space is reduced and can be explored more easily for collision checking. In the Manipulation mode the UAV moves slowly, near the operation point, but the arms are fully and continuously controlled.
In this paper a Montecarlo reactive algorithm is proposed for the Navigation mode. It is based on trajectory rollouts where the model of the UAV together with the arms configuration are taken into account to check for collisions efficiently, which is one of the bottlenecks in terms of computational load for obstacle avoidance in 3D environments [1, 9] .
Montecarlo Reactive Navigation Algorithm
Given the next waypoint provided by the global planner, a desired velocity vector v p can be computed for the reactive navigation module. Then, a Montecarlo approach is followed to sample multiple times the solution space (i.e., continuous 3D velocity vectors and discrete arms configurations) and simulate the trajectories ahead, checking for collisions. Thus, several simulations are performed, using different input values u i (velocity vector) and k (arms configuration) and taking into account the point-cloud obtained from the ZED stereo camera.
The algorithm executes the following steps for each simulation:
1. Select control input u i , sampled with a bias around v p . 2. Sample configuration for the arms k.
Predict robot trajectory within time T , given u i (using the model presented in Section 2). 4. Check collisions:
-A simple spherical representation of the robot volume is placed around each position. -Different volume radii can be used depending on the arm configuration k. -Trajectories where point-cloud particles lie within the object volume are discarded and trajectories without collisions are evaluated. 5. Evaluate path for u i and k using a cost index J ik that takes into account the distance from the path endpoint to the goal and the minimum distance from the point-cloud to the path.
After N random simulations, the algorithm selects the pair (u i , k) with the lowest J ik , which is defined in the following equation:
where r k : radius for configuration k p j : point from a point-cloud with M points pos i (t) : position at time t of simulation with u i pos ik (t = t 1 , t = t 2 ) : trajectory t 1 → t 2 with u i and configuration k
In order not to sample the whole 3D space looking for velocity vectors, the vector u i is sampled with a bias around the velocity v p . This one is computed taken into account the direction of the next waypoint (goal) provided by the global planner (see Figure 5) . The azimuth and polar components of the vector are sampled using gaussian distributions with standard deviations σ θ and σ ϕ but the module is sampled using a triangular distribution as shown in Figure 5 . Fig. 5 . Left, velocity vector computed taken into account the next goal from the global planner. Right, triangular probability distribution used to sample velocity modules.
Experimental Results
In this section, we present some preliminary results of the navigation algorithm with a simulated environment. We first explain the simulation framework, and later the adjustment of parameters and results.
Simulation Framework
A simulation framework have been developed to validate and test the reactive navigation algorithm. A precise 3D model of the dual-arm aerial robot was developed in Gazebo, including point-cloud sensors. Also, different test scenarios, such as an industrial plant (see Figure 6 ), were created. In order to make the simulations as close as possible to the real robot, a Software-In-The-Loop (SITL) framework was developed, which is able to emulate the interfaces of the actual aerial platform, both in terms of vehicle controller and point-cloud sensors. For that, the same Pixhawk software stack that runs in the onboard Pixhawk PX4 was compiled and run in the simulator.
The complete framework includes a laptop running a server with the scenario, the SITL and the robot model in Gazebo. This laptop is connected through TCP/IP to a Jetson TX1 GPU (see Figure 6 ) that executes the reactive algorithm using a preloaded point-cloud, i.e., the camera is not read in real time. 
Parameter Tuning and Simulation Results
Several simulations were performed to validate the reactive navigation algorithm proposed and to tune the parameters. We noticed empirically that the following values were adequate for our scenario:
-Time horizon: T = 3s -Number of samples: N = 25 -Probability distribution parameters:
Although the reactive algorithm was run with a GPU fully integrated, the simulation results shown in this paper were obtained with a non-parallel implementation. The parallelized version of the reactive algorithm is still an ongoing work. Note also that the configuration of the arms was not very relevant for the experiments shown. We are planning to navigate with more complex scenarios were the arms will need to be expanded or contracted so that the UAV passes through.
An illustrative simulated scenario is shown in Figure 7 . There are two walls that obstruct the path provided by the global plan. These obstacles were not considered in the original map but they were detected by the onboard pointcloud sensors. As shown in Figures 8 and 9 the trajectory planned originally (blue line) takes the robot through the two walls because these obstacles were not considered in the map. However, our reactive algorithm, based on the input from the pointcloud sensor, keeps the first wall on the left while moving forward and then goes up and down to avoid the front wall. The actual trajectory followed by the UAV is depicted in purple and the arrows show some of the sampled velocity vectors considered in each iteration. In Figure 10 the robot must avoid a "U " shape obstacle that was not considered in the plan originally. The desired velocity vector v p (bold blue arrow) is always pointing to the goal position (blue sphere). When the onboard sensors detect the obstacle (red), the reactive algorithm evaluates different trajectories to avoid it. Evaluated trajectories that cause a collision are depicted in red and trajectories considered in the cost function J ik are depicted in green. Then, u i with the lowest cost function is selected (bold green arrow). The reactive algorithm manages to take the robot to the target position without re-planning and computing new intermediate goals. 
Conclusions
The reactive algorithm proposed has shown a good performance when dealing with unplanned obstacles in real 3D scenarios without the need to replan or update a local map. Thanks to the SITL simulation framework a good correlation between simulation an experimental results with the real platform is expected. The implementation in the actual dual-arm aerial robot is currently an ongoing work that will allow us to validate the whole system in field tests. Moreover, extensive validation in more complex scenarios were arms configurations are critical, and a parallel implementation of the reactive algorithm using a Jetson TX1 GPU, are also ongoing work.
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