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Abstract
Weak coin ipping (WCF) is a fundamental cryptographic primitive for two-party secure compu-
tation, where two distrustful parties need to remotely establish a shared random bit whilst having
opposite preferred outcomes. It is the strongest known primitive with arbitrarily close to perfect se-
curity quantumly while classically, its security is completely compromised (unless one makes further
assumptions, such as computational hardness). A WCF protocol is said to have bias ϵ if neither party
can force their preferred outcome with probability greater than 1/2 + ϵ . Classical WCF protocols are
shown to have bias 1/2, i.e., a cheating party can always force their preferred outcome. On the other
hand, there exist quantum WCF protocols with arbitrarily small bias, as Mochon showed in his seminal
work in 2007 [arXiv:0711.4114]. In particular, he proved the existence of a family of WCF protocols ap-
proaching bias ϵ(k) = 1/(4k +2) for arbitrarily large k and proposed a protocol with bias 1/6. Last year,
Arora, Roland and Weis presented a protocol with bias 1/10 and to go below this bias, they designed
an algorithm that numerically constructs unitary matrices corresponding to WCF protocols with arbi-
trarily small bias [STOC’19, p.205-216]. In this work, we present new techniques which yield a fully
analytical construction of WCF protocols with bias arbitrarily close to zero, thus achieving a solution
that has been missing for more than a decade. Furthermore, our new techniques lead to a simplied
proof of existence of WCF protocols by circumventing the non-constructive part of Mochon’s proof.
As an example, we illustrate the construction of a WCF protocol with bias 1/14.
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1 Introduction
Coin ipping (CF), introduced by Blum [6], is an important cryptographic primitive which permits two
distrustful parties to remotely generate an unbiased random bit in spite of the fact that one of them might
be dishonest and try to force a specic outcome. Like bit commitment (BC) and oblivious transfer (OT),
it is a basic primitive for secure 2-party computation, a special case of secure multi-party computation,
where the parties need to jointly compute a function on their inputs while keeping these inputs private.
In the classical scenario, these primitives are shown to be computationally secure, and without extra as-
sumptions (e.g. computational hardness) a dishonest party can always cheat perfectly [10]. Moving to
the quantum scenario, BC and OT protocols have a non-zero lower bound on their bias [8, 7]; achieving
perfect security is not possible, but still they perform better than their classical counterparts without com-
putational hardness assumptions. The two distinct variants of CF, namely strong CF (SCF) and weak CF
(WCF), behave dierently in the quantum scenario. In SCF the desired outcome of each party is not known
a priori, i.e., none of the parties know beforehand whether the other prefers outcome 0 or 1. Just like for
quantum BC and OT, there is a lower bound on the bias of SCF protocols [14, 13]. The best known explicit
quantum SCF protocols had bias 14 [3, 18, 12]. For a quantum WCF protocol though, where the preferred
outcome of each party is known, the situation is dierent. In his seminal work, Mochon [17] proved the
existence of a family of WCF protocols achieving arbitrarily close to zero bias. This established WCF to be
the strongest known secure 2-party computation primitive which has arbitrarily close to perfect security
in the quantum setting while being completely insecure classically (without making further assumptions).
Moreover, Kerenidis and Chailloux showed that perfect WCF can be used as a block box to obtain the
optimal protocols for quantum SCF and BC [9, 8], i.e. the protocols with the lowest possible bias 1√
2
− 12 ,
therefore Mochon’s result is highly relevant for the whole area of quantum secure 2-party (and multi-
party) computation. However, his proof was not constructive and the proposal of an explicit protocol with
almost zero bias was left as an open problem, while only an explicit protocol with bias 16 was presented. In
fact, rst, a WCF protocol with bias 1√
2
− 12 was reported [19], which incidentally matched the lower bound
for the bias of SCF protocols, undermining even the existence of better WCF protocols and the distinction
between them. Later, Mochon’s lengthy and highly technical proof was veried and simplied [2], but still
a protocol with bias below 16 was missing. Last year Arora, Roland and Weis proposed an explicit protocol
with bias 110 , and designed an algorithm that can numerically construct unitary matrices corresponding to
protocols with arbitrarily small bias [5]. In the present work, we report the analytical solution to the WCF
problem, by determining the unitary matrices that constitute WCF protocols with arbitrarily small bias.
2 Background and overview of the result
A quantum WCF protocol can be described as follows: the two parties, say A and B, are located in dierent
places and, besides their local register, they also have a register that they can exchange, called the message
register. At each round, the party that holds the message register can apply a local unitary on it and
on their local register. After a number of rounds, the parties perform a nal measurement on their local
registers, and the outcome determines the winner: A wins on outcome 0, while B wins on outcome 1. If
both parties are honest and follow the protocol, they have equal probabilities of winning PA = PB = 1/2.
If one of the parties is cheating and tries to force the other player to output their desired outcome, then
their probability of winning is, in general, greater. We denote this probability by P∗A for A being dishonest
and P∗B for dishonest B. Let ϵ ≥ 0 be the smallest number such that both P∗A and P∗B are upper bounded by
1
2 + ϵ . Then we say that the protocol has bias ϵ .
1 To calculate P∗A/B one can write a semi-denite program
(SDP) that maximizes this cheating probability, given that the honest party follows the protocol. Using
1The case where both A and B are dishonest does not depend on the description of the protocol since neither is following it.
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the SDP duality, this maximization problem can be written as a minimization problem over the respective
dual variables ZA/B . However, the above holds given that we already have a protocol. Therefore, a new
framework is needed, permitting us to nd both the protocol and its bias.
A ground-breaking idea was provided by Kitaev (as Mochon describes in [17]), who transformed these
SDPs into the so-called time-dependent point games (TDPG). A TDPG is a sequence of frames that include
points on the positive quadrant of the x − y plane with a probability weight assigned to each point. The
TDPGs that we consider are determined by specic initial and nal congurations and there are rules on
how to move from one frame to the next. The initial frame has two points with coordinates n0, 1o and
n1, 0o and probability weight 1/2 each, while the nal frame we want to obtain has only one point at
nβ,αo with probability weight 1. Consider one frame, and restrict to the set of points along a horizontal
line, i.e. points with the same y coordinate. We denote the x−coordinates of the ith such point by xдi and
the respective probability weight by pдi , with i ∈ {1, 2 . . .nд}. In the subsequent frame, restrict again to
a set of points with the same y coordinate as before. Let the x−coordinates of the ith such point be xhi
and the respective probability weight be phi , with i ∈ {1, 2 . . .nh}. The rules for transitioning between
subsequent frames can be written as follows:
nд∑
i=1
pдi =
nh∑
i=1
phi and
nд∑
i=1
λxдi
λ + xдi
pдi ≤
nh∑
i=1
λxhi
λ + xhi
phi , ∀λ > 0. (1)
Analogous rules exist for moving points along vertical lines. Some examples of such permitted moves are
the raises, where we move a point along a horizontal or vertical line by increasing its coordinate, the splits,
where we split a point into several others, and the merges, where we merge several points into a single
point.
It was shown that for any TDPG with transitions respecting Equation (1), there exists a WCF protocol
with cheating probabilities P∗A = α +δ and P
∗
B = β+δ , where δ can be made arbitrarily small. The converse
also holds. Thus, the initial task of nding a protocol and solving the associated SDPs minimising P∗A/B ,
is reduced to nding a TDPG such that the point nβ,αo of the nal frame is as close to n 12 , 12o as possible,
corresponding to the zero-bias case. These TDPGs are called expressible by matrices (EBM) point games,
and they are dened below.
Denition 1. Let Z ≥ 0 be a Hermitian matrix2 and Π[z] be the projector on the eigenspace of the
eigenvalue z of Z . Let |ψ 〉 be a vector (not necessarily normalised), and dene the nitely supported
function Prob[Z , |ψ 〉] : [0,∞) → [0,∞) as
Prob[Z , |ψ 〉](z) =
{
〈ψ |Π[z] |ψ 〉 if z ∈ spectrum(Z )
0 otherwise.
Let д,h : [0,∞) → [0,∞) be two nitely supported functions. The line transition д → h is called EBM if
there exist two matrices 0 ≤ G ≤ H and a vector |ψ 〉, such that д = Prob[G, |ψ 〉] and h = Prob[H , |ψ 〉].
Denition 2. Let д,h : [0,∞)×[0,∞) → [0,∞) be two nitely supported functions. The transition д→ h
is called an
• EBM horizontal transition if for all y ∈ [0,∞) ,д(·,y) → h(·,y) is an EBM line transition, and
• EBM vertical transition if for all x ∈ [0,∞) ,д(x , ·) → h(x , ·) is an EBM line transition.
Denition 3. An EBM point game is a sequence of nitely supported functions3 {д0,д1, . . . ,дn}, such that
2This matrix inequality denotes that Z is a positive semi-denite matrix.
3As explained further in Section 3, na,bo(x ,y) := δa,xδb,y where δr,s is the Kronecker Delta.
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• д0 = 12n0, 1o + 12n1, 0o and дn = 1nβ,αo for some α , β ∈ [0, 1],
• for all even (odd) i the transition дi → дi+1 is an EBM vertical (horizontal) transition.
In order to verify that a transition is EBM one has to check conditions involving matrices, thus the
problem remains hard and yet another reduction is needed. For an EBM transitionд→ h, one can consider
the corresponding nitely supported EBM function to be h − д. The set of EBM functions is shown to be
the same (up to the closures) as the set of the so-called valid functions. We omit both the denition of a
valid function and the proof that the two sets are same, as they have been presented in previous works
[17, 2]. We only highlight that checking if a transition is EBM is equivalent to verifying the validity of a
suitably constructed function which is an easier task.
Mochon, following the above reductions, proved the existence of a WCF protocol with arbitrarily small
bias, by proposing a suitable family of point games with valid transitions [17]. This family is parametrised
by an arbitrary integer k ≥ 1 that species the bias ϵ = 14k+2 . More precisely, 2k is the number of points
involved in the main move of the point game. He constructed a protocol with bias 16 , but he left as an
open problem the construction of a protocol with almost zero bias. This problem has remained open since
then, as translating the point game into a sequence of unitaries determining the protocol is, indeed, not
easy. A step forward was recently taken in [5], where a framework, TDPG-to-Explicit-protocol Framework
(TEF) was introduced, which allows the conversion of TDPGs into WCF protocols, granted that unitaries
associated with the valid functions used in the games can be found. More precisely, if a unitary matrix O
acting on span{|д1〉 , |д2〉 , . . . , |h1〉 , |h2〉 , . . .}, and satisfying the constraints
O |v〉 = |w〉 and
nh∑
i=1
xhi |hi 〉 〈hi | −
nд∑
i=1
xдiEhO |дi 〉 〈дi |O†Eh ≥ 0, (2)
can be found for every transition of a TDPG, then an explicit WCF protocol with the corresponding bias
can be obtained using the TEF. The vectors
{{|дi 〉}nдi=1, {|hi 〉nhi=1}} are orthonormal and Eh is a projec-
tion on span{|hi 〉}. Furthermore, xдi and xhi are the coordinates of the points of the initial and nal
frame, respectively, of the line transitions, and pдi and phi their corresponding probability weights (see
also Equation (1)). Note that there exist nд and nh points in the initial and nal frame, respectively. Finally,
|v〉 := ∑i √pдi |дi 〉 /√∑i pдi and |w〉 := ∑i √phi |hi 〉 /√∑i phi . In fact the set of transitions which satisfy
Equation (2) is the same (up to the closures) as the set of valid/EBM transitions (see Appendix A). Using
a perturbative method in conjunction with the TEF, the authors in [5] analytically constructed a protocol
with bias 110 , and to go below this bias they used tools from geometry, and designed the so-called elliptic
monotone align algorithm, that numerically nds the matrices determining a protocol with arbitrarily small
bias.
In the present work, we analytically construct explicit WCF protocols with arbitrarily small bias, and to
this end, we consider the class of valid functions that Mochon uses in his family of point games approach-
ing bias 14k+2 for arbitrary integers k ≥ 1. We refer to these valid functions as f -assignments, and when f
is a monomial, we call them monomial assignments. We chose the term assignment to reect the fact that
these functions are assigning the appropriate probability weights to the points of the TDPGs. If we are
able to construct unitaries satisfying Equation (2) with respect to the f −assignments of Mochon’s TDPGs
with bias ϵ → 0 (i.e. for k → ∞), we have eectively solved our problem, since the aforementioned TEF
enables the conversion of TDPGs to WCF protocols. We start by noticing that an even weaker condition
is sucient: suppose that a valid/EBM function can be written as a sum of valid/EBM functions; to obtain
the protocol, it suces to nd unitaries corresponding to each valid function that appears in this sum (see
Appendix A). We then solve the monomial assignments, i.e. we give formulae for the unitaries correspond-
ing to monomial assignments, and show that they indeed satisfy Equation (2), obtaining, thus, an eective
solution to the f -assignment, as summarised in our main result, Theorem 13. Our approach, in addition
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to yielding analytic WCF protocols with vanishing bias, has a feature that we would like to emphasize
here. The reduction of the problem from EBM to valid functions is pivotal in the construction of Mochon’s
point game [17]. However, we can bypass this reduction and directly construct a WCF protocol once the
matrices O , corresponding to the (eective) solutions to the transitions of the point game, which satisfy
Equation (2) are known. By means of the TEF we can prove that this protocol has the same bias as the point
game. Therefore, our approach is simpler than the previous ones, as it avoids the aforementioned—quite
technical—reduction. Finally, in [4, 5] it was shown that functions expressible by real matrices (EBRM) are
sucient for obtaining the solution,4 therefore from now on we restrict to orthogonal matrices.
3 f −assignments and their properties
We write nitely supported functions t in two ways: (1) as t =
∑n
i=1 pinxio, where |pi | > 0 for all i ∈
{1, 2 . . .n}, and xi , x j for i , j, and (2) as t = ∑nhi=1 phi nxhi o−∑nдi=1 pдi nxдi o, where phi ,pдi > 0 and xhi ,xдi
are all distinct. By nxio we represent a point with coordinate xi . More concretely, we have nao(x) = δa,x ,
where δa,x is the Kronecker delta.
Denition 4 (f -assignments). Given a set of real coordinates 0 ≤ x1 < x2 · · · < xn and a polynomial of
degree at most n − 2 satisfying f (−λ) ≥ 0 for all λ ≥ 0, an f -assignment is given by the function
t =
n∑
i=1
−f (xi )∏
j,i (x j − xi )︸           ︷︷           ︸
=:pi
nxio = h − д,
where h contains the positive part of t and д the negative part (without any common support), viz. h =∑
i :pi>0 pinxio and д =
∑
i :pi<0 (−pi ) nxio.
• We say an assignment is balanced if the number of points with negative weights, pi < 0, equals
the number of points with positive weights, pi > 0. We say an assignment is unbalanced if it is not
balanced.
• When f is a monomial, viz. has the form f (x) = cxq , where c > 0 and q ≥ 0, we call the assignment
a monomial assignment. For q = 0, we call the assignment the zeroth assignment.
• We say that a monomial assignment is aligned if the degree of the monomial is an even number
(q = 2(b − 1), b ∈ N). We say that a monomial assignment is misaligned if it is not aligned.
In the denition above the coordinates are real non-negative numbers, but in the next sections where
we present the solutions, we consider the coordinates to be strictly positive. However, this is not really a
restriction, because any f -assignment with a zero coordinate can be expressed as an f -assignment with
strictly positive coordinates, in such a way that both have the same solution (see Lemma 15 in Appendix
B).
Denition 5 ( (Eectively) Solving an assignment). Given a nitely supported function t =
∑nh
i=1 phi nxhi o−∑nд
i=1 pдi nxдi o and an orthonormal basis
{|д1〉 , |д2〉 . . . дnд 〉 , |h1〉 , |h2〉 . . . hnh 〉} , we say that an orthog-
onal matrix O solves t if O satises the following: O |v〉 = |w〉 and Xh ≥ EhOXдOTEh , where |v〉 =∑nд
i=1
√
pдi |дi 〉, |w〉 =
∑nh
i=1
√
phi |hi 〉, Xh =
∑nh
i=1 xhi |hi 〉 〈hi |, Xд =
∑nд
i=1 xдi |дi 〉 〈дi | and Eh =
∑nh
i=1 |hi 〉 〈hi |.
Moreover, we say that t has an eective solution if t =
∑
i ∈I t ′i and t ′i has a solution for all i ∈ I , where I is
a nite set.
4This permitted the use of a geometric approach to achieve the numerical solution.
5
In Section 2, we claimed that in order to construct a WCF protocol with vanishing bias it suces
to obtain eective solutions to f −assignments. In particular, it suces to express each f −assignment
as a sum of monomial assignments and nd the orthogonal matrices solving each monomial assignment
appearing in the sum. In Appendix A we explain why this claim holds, and in Lemma 6 below we show
how an f -assignment5 can be trivially expressed as a sum of monomial assignments.
Lemma 6 (f -assignment as a sum of monomials). Consider a set of real coordinates6 satisfying 0 ≤ x1 <
x2 · · · < xn and let f (x) = (r1−x)(r2−x) . . . (rk−x)where k ≤ n−2. Let t = ∑ni=1 pi nxio be the corresponding
f -assignment. Then
t =
k∑
l=0
αl
(
n∑
i=1
−(−xi )l∏
j,i (x j − xi )
nxio
)
,
where αl ≥ 0. More precisely, αl is the coecient of (−x)l in f (x).
In the following sections we present the orthogonal matrices solving the four possible types of mono-
mial assignments, namely balanced/unbalanced and aligned/misaligned (see Denition 4).
4 Solution to the zeroth assignment
In this section we present the solution for the simplest monomial assignment, which we call the zeroth
assignment, since f (x) = (−x)0. We start with the orthogonal matrices solving the balanced case, and
prove their correctness. Henceforth, we use h.c. to denote the Hermitian conjugate.
Proposition 7 (Solution to balanced zeroth assignments). Let t =
∑n
i=1 phi nxhi o −
∑n
i=1 pдi nxдi o be a
zeroth assignment over 0 < x1 < x2 · · · < x2n , {|h1〉 , |h2〉 . . . |hn〉 , |д1〉 , |д2〉 . . . |дn〉} be an orthonormal
basis, Eh :=
∑n
i=1 |hi 〉 〈hi | be a subspace projector, and nally let
Xh :=
n∑
i=1
xhi |hi 〉 〈hi |  diag(xh1 ,xh2 . . . xhn , 0, 0 . . . 0︸   ︷︷   ︸
n-zeros
),
Xд :=
n∑
i=1
xдi |дi 〉 〈дi |  diag(0, 0, . . . 0︸    ︷︷    ︸
n-zeros
,xд1 ,xд2 . . . xдn ),
|w〉 :=
n∑
i=1
√
phi |hi 〉  (
√
ph1 ,
√
ph2 . . .
√
phn , 0, 0 . . . 0︸   ︷︷   ︸
n-zeros
)T
|v〉 :=
n∑
i=1
√
pдi |дi 〉  (0, 0 . . . 0︸   ︷︷   ︸
n-zeros
,
√
pд1 ,
√
pд2 . . .
√
pдn )T .
Then,
O :=
n−1∑
i=0
(
Π⊥hi−1(Xh)i |w〉 〈v | (Xд)iΠ⊥дi−1√
chicдi
+ h.c.
)
satises
Xh ≥ EhOXдOTEh and O |v〉 = |w〉 ,
where Π⊥h−1 = Π
⊥
д−1 = I, Π
⊥
hi
:= projector orthogonal to span{(Xh)i |w〉 , (Xh)i−1 |w〉 , . . . |w〉},
chi := 〈w | (Xh)iΠ⊥hi−1(Xh)i |w〉, and analogously are dened the forms of Π⊥дi and cдi .
5with real and non-negative roots,
6The restriction on the number of roots is justied by the forthcoming use of the f −assignment.
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Proof. Let t =
∑2n
i=1 pinxio be the zeroth assignment. Lemma 17 from Appendix B gives us the following
properties of t : 〈
xk
〉
= 0, for all k ∈ {0, 1, 2 . . . , 2n − 2}, and (3)〈
x2n−1
〉
> 0 (4)
where 〈xk 〉 := ∑2ni=1 pi (xi )k . Consider the following basis:
|w0〉 := |w〉
|w1〉 := (I − |w0〉 〈w0 |) (Xh) |w〉√
ch1
...
|wk 〉 :=
(
I −∑k−1i=0 |wi 〉 〈wi |) (Xh)k |w〉
√
chk
. (5)
We are interested in keeping track of the highest power, l , of 〈x lh〉. To this end, we consider the highest
power of Xh that appears in |wk 〉, i.e. X kh and the highest value l ′ such that a 〈x l
′
h 〉 appears in |wk 〉, i.e.
l ′ = 2k (as 〈x2kh 〉 is present in
√
chk ). We capture this dependence by writingM(|wk 〉) =
〈
x2kh
〉 · (Xh)k |w〉.
Note that the projectors can be expressed in terms of these vectors more concisely, as Πhi := I − Π⊥hi =∑i
j=0
w j 〉 〈w j  . It also follows that O can be re-written as
O =
n−1∑
j=0
(w j 〉 〈vj  + vj 〉 〈w j ) ,
where
vj 〉 is analogously dened (by replacing h with д). It is evident that O |v〉 = |w〉. We set D =
Xh − EhOXдOTEh , and note that
〈
vj
D |vi 〉 = 0 (because Xh |vi 〉 = 0 and Eh |vi 〉 = 07). We assert that it
has the following rank-1 form
D =

0 . . . 0
...
. . .
...
0 . . . 〈wn−1 |D |wn−1〉

in the (|w0〉 , |w1〉 , . . . |wn−1〉) basis, together with 〈wn−1 |D |wn−1〉 > 0. To see this, we simply compute
〈wi |D
w j 〉 = 〈wi |Xh w j 〉 − 〈wi |OXдOT w j 〉 = 〈wi |Xh w j 〉 − 〈vi |Xд vj 〉 .
For any 0 ≤ i, j ≤ n − 1 except for the case where both i = j = n − 1, the two terms are the same. This is
because the term with the highest possible power l (of
〈
x l
〉
) in 〈wi |Xh
w j 〉 can be deduced by observing
M(〈wi |)XhM(
w j 〉) = 〈x2ih 〉 · 〈x2jh 〉 · 〈x i+j+1h 〉 .
For the analogous expression with д to be the same, we must have 2i, 2j and i + j + 1 less than or equal
to 2n − 2. The rst two are always satised (for 0 ≤ i, j ≤ n − 1). The last can only be violated when
i = j = n − 1. This establishes that the matrix has the asserted form.
7The conclusion holds even without the projector as O maps span(|v1〉 , |v2〉 , . . . |vn〉) to span(|w1〉 , |w2〉 . . . |wn〉) on which
Xд has no support.
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To prove the positivity of 〈wn−1 |D |wn−1〉, consider 〈wn−1 |Xh |wn−1〉 and 〈vn−1 |Xд |vn−1〉. When these
terms are expanded in powers of
〈
xkh
〉
and
〈
xkд
〉
respectively, only terms with k > 2n − 2 would remain;
the others would get cancelled due to Equation (3). Using Equation (5), it follows that
〈wn−1 |D |wn−1〉 = 1
chn−1
〈w | (Xh)2n−2+1 |w〉 − 1
cдn−1
〈v | (Xд)2n−2+1 |v〉 ,
and it is not hard to see that chn−1 = chn−1(
〈
x2n−2h
〉
,
〈
x2n−3h
〉
, . . . ,
〈
x1h
〉) does not depend on 〈x2n−1h 〉 (we
proceed analogously for cдn−1 ). Further, chn−1 = cдn−1 =: cn−1. We thus have
〈wn−1 |D |wn−1〉 =
〈
x2n−1h
〉
cn−1
> 0
using Equation (4). Thus,Xh−EhOXдOTEh ≥ 0. Note that we assumed span{|w〉 ,Xh |w〉 ,X 2h |w〉 , . . . ,Xnh |w〉}
equals to span{|h1〉 , |h2〉 . . . |hn〉} which is justied by Lemma 16, presented in Appendix B. 
Before proceeding to the unbalanced zeroth assignments, let us try to better understand the above
result and see why it doesn’t work unchanged in the unbalanced case. We could write Di j = 〈wi |D
w j 〉
and note that the maximum power l which appears as
〈
x lд/h
〉
is given by max{2i, 2j, i + j + 1}. This yields
a matrix with each term depending on the power as
D =

D00(〈x〉)
D10(
〈
x2
〉
, . . . ) D11(
〈
x3
〉
, . . . ) h.c.
D20(
〈
x4
〉
, . . . ) D21(
〈
x4
〉
, . . . ) D22(
〈
x5
〉
, . . . )
D30(
〈
x6
〉
, . . . ) D31(
〈
x6
〉
, . . . ) D32(
〈
x6
〉
, . . . ) D33(
〈
x7
〉
, . . . )
D40(
〈
x8
〉
, . . . ) D41(
〈
x8
〉
, . . . ) D42(
〈
x8
〉
, . . . ) D43(
〈
x8
〉
, . . . ) D44(
〈
x9
〉
, . . . )
. . .

.
For brevity, we represent this dependence as
M(D) =

〈x〉 h.c.〈
x2
〉 〈
x3
〉〈
x4
〉 〈
x4
〉 〈
x5
〉
. . .

.
Consider the balanced m0 case over {x1,x2,x3,x4}, where we have 〈x〉 =
〈
x2
〉
= 0 and
〈
x3
〉
> 0. This is a
two-dimensional case, thus
M(D) =
[
0 0
0
〈
x3
〉 ] ≥ 0.
If we now try to use the same procedure for an unbalanced zeroth assignment over {x1,x2 . . . x5}, we will
have 〈x〉 = 〈x2〉 = 〈x3〉 = 0 and 〈x4〉 > 0. If we try to solve in three dimensions, we would obtain
M(D) =

0 0
〈
x4
〉
0 0
〈
x4
〉〈
x4
〉 〈
x4
〉 〈
x5
〉  (6)
which does not seem to work directly. It turns out that the projector that was present in Equation (2), gets
rid of the troublesome part and yields a zero matrix. We see it in this example rst and then generalize
it. The unbalanced assignment takes three points to two points. We dene Xh := diag(xh1 ,xh2 , 0, 0, 0),
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|w〉 = (√ph1 ,
√
ph2 , 0, 0, 0) along with |w0〉 := |w〉 and |w1〉 := (I − |w0〉 〈w0 |)Xh |w0〉 . We can write Eh =∑1
i=0 |wi 〉 〈wi | and have the same orthogonal matrix as before, except that we leave |v2〉 unchanged, i.e.
O =
∑1
i=0 |wi 〉 〈vi | + |v2〉 〈v2 |. We can now show that D ′ = Xh − EhOXдOTEh ≥ 0 because every vector in
|ψ 〉 ∈ span{|v0〉 , |v1〉 , |v2〉} satises D ′ |ψ 〉 = 0 (as Xh |ψ 〉 = 0 and Eh |ψ 〉 = 0). This means that it suces
to restrict to a 2 × 2 matrix in span{|w0〉 , |w1〉}. But, from Equation (6), we already know that this is zero,
hence D ′ = 0.
Proposition 8 (Solution to unbalanced zeroth assignments). Let t =
∑n−1
i=1 phi nxhi o −
∑n
i=1 pдi nxдi o be a
zeroth assignment over 0 < x1 < x2 · · · < x2n−1, {|h1〉 , |h2〉 . . . |hn−1〉 , |д1〉 , |д2〉 . . . |дn〉} be an orthonormal
basis, Eh :=
∑n
i=1 |hi 〉 〈hi | a subspace projector, and nally let
Xh :=
n−1∑
i=1
xhi |hi 〉 〈hi |  diag(xh1 ,xh2 . . . xhn−1 , 0, 0, . . . 0︸    ︷︷    ︸
n zeros
),
Xд :=
n∑
i=1
xдi |дi 〉 〈дi |  diag(0, 0, . . . 0︸    ︷︷    ︸
n−1 zeros
,xд1 ,xд2 . . . xдn−1 ,xдn ),
|w〉 :=
n−1∑
i=1
√
phi |hi 〉  (
√
ph1 ,
√
ph2 , . . .
√
phn−1 , 0, 0 . . . 0︸   ︷︷   ︸
n zeros
)T ,
|v〉 :=
n∑
i=1
√
pдi |дi 〉  (0, 0, . . . 0︸    ︷︷    ︸
n−1 zeros
,
√
pд1 ,
√
pд2 . . .
√
pдn−1 ,
√
pдn )T .
Then, O :=
(
n−2∑
i=0
Π⊥hi−1(Xh)i |w〉 〈v | (Xд)iΠ⊥дi−1√
chicдi
+ h.c.
)
+
Π⊥дn−2(Xд)n−1 |v〉 〈v | (Xд)n−1Π⊥дn−2
cдi
satises
Xh ≥ EhOXдOTEh and EhO |v〉 = |w〉 ,
where Π⊥h−1 = Π
⊥
д−1 = I, Π
⊥
hi
:= projector orthogonal to span{(Xh)i |w〉 , (Xh)i−1 |w〉 , . . . |w〉},
chi := 〈w | (Xh)iΠ⊥hi−1(Xh)i |w〉, and analogous are the forms of Π⊥дi and cдi .
Proof. By using again Lemma 17 from Appendix B, we have〈
xk
〉
= 0 for k ∈ {0, 1, . . . 2n − 3}, (7)
and 〈
x2n−2
〉
> 0.
We dene the basis, almost exactly as before, we set |w0〉 := |w〉 and for each integer k satisfying
0 ≤ k ≤ n − 2 we have
|wk 〉 :=
Π⊥hk−1(Xh)k |w〉√
chk
=
(
I −∑k−1i=0 |wi 〉 〈wi |) (Xh)k |w〉
√
chk
.
We dene |v0〉 := |v〉 and for each integer satisfying 0 ≤ k ≤ n − 1 we have
|vk 〉 :=
Π⊥дk−1(Xд)k |v〉√
cдk
=
(
I −∑k−1i=0 |vi 〉 〈vi |) (Xд)k |v〉
√
chk
.
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Note that this meansO =
∑n−2
i=0 (|wi 〉 〈vi | + |vi 〉 〈wi |)+ |vn−1〉 〈vn−1 | and so EhO |v〉 = |w〉 follows directly.
Also, to establish D := Xh −EhOXдOTEh ≥ 0, note that it suces to show that 〈wi |D
w j 〉 ≥ 0 for integers
i, j satisfying 0 ≤ i, j ≤ n − 2. This is because, as we saw in the previous case, D |vi 〉 = 0 as Xh |vi 〉 = 0
and Eh |vi 〉 = 0. As before, we indicate the term with the highest power of Xh appearing in |wk 〉, for k in
{0, 1 . . .n − 2}, by
M(|wk 〉) =
〈
x2kh
〉
· (Xh)k |w〉
and analogously, the highest power of Xд appearing in |vk 〉 for k in {0, 1, . . .n − 2}, by
M(|vk 〉) =
〈
x2kд
〉
· (Xд)k |v〉 .
Again, the highest power l of
〈
x l
〉
that appears in 〈wi |D
w j 〉 is max{2j, 2i, i + j +1} which can be deduced
by evaluating
M(〈wi |)XhM(
w j 〉) = 〈x2jh 〉 · 〈x2ih 〉 · 〈x i+j+1h 〉
and similarly
M(〈vi |)EhOXдOEhM(|vi 〉) =
〈
x2jд
〉
·
〈
x2iд
〉
·
〈
x i+j+1д
〉
.
The highest possible power is obtained when i = j = n − 2. This yields 2n − 3 and thus, using Equation (7),
we conclude that 〈wi |D
w j 〉 is zero for all 0 ≤ i, j ≤ n − 2, establishing in fact that D = 0. 
5 Solution to the monomial assignments
In this section we present the solutions to the monomial assignments of order higher than zero. There are
four dierent cases, depending on the number of points and the degree of the monomial (balanced/unbalanced
and aligned/misaligned, see Denition 4). One could nd a single expression for all, but this does not seem
to aid clarity, therefore we present and prove the four cases separately. Our approach is essentially the
same as before. The main additional technique that we introduce here is the use of the pseudo-inverses
X ah and X
a
д .8
Proposition 9 (Solution to balanced aligned monomial assignments). Letm = 2b be an even non-negative
integer, t =
∑n
i=1 x
m
hi
phi nxhi o −
∑n
i=1 x
m
дipдi nxдi o a monomial assignment over 0 < x1 < x2 · · · < x2n ,
{|h1〉 , |h2〉 . . . |hn〉 , |д1〉 , |д2〉 . . . |дn〉} an orthonormal basis, and nally let
Xh :=
n∑
i=1
xhi |hi 〉 〈hi |  diag(xh1 ,xh2 . . . xhn , 0, 0 . . . 0︸   ︷︷   ︸
n zeros
),
Xд :=
n∑
i=1
xдi |дi 〉 〈дi |  diag(0, 0, . . . 0︸    ︷︷    ︸
n zeros
,xд1 ,xд2 . . . xдn ),
|w〉 :=
n∑
i=1
√
phi |hi 〉  (
√
ph1 ,
√
ph2 . . .
√
phn , 0, 0, . . . 0︸    ︷︷    ︸
n zeros
)T and |w ′〉 := (Xh)b |w〉 ,
|v〉 :=
n∑
i=1
√
pдi |дi 〉  (0, 0, . . . 0︸    ︷︷    ︸
n zeros
,
√
pд1 ,
√
pд2 . . .
√
pдn )T and |v ′〉 := (Xд)b |v〉 .
8For any Hermitian matrix A with spectral decomposition A =
∑
i ai |i〉 〈i | (including zero eigenvalues), we denote by Aa its
pseudo-inverse Aa := ∑i : |ai |>0 a−1i |i〉 〈i |.
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Then,
O :=
n−b−1∑
i=−b
(
Π⊥hi (Xh)i |w ′〉 〈v ′ | (Xд)iΠ⊥дi√
chicдi
+ h.c.
)
satises
Xh ≥ EhOXдOTEh and EhO |v ′〉 = |w ′〉 ,
where Eh :=
∑n
i=1 |hi 〉 〈hi |, and for brevity, by X−kh we mean (X ah)k for k > 0 (similarly for Xд),
Π⊥hi :=

projector orthogonal to span{(Xh)−|i |+1 |w ′〉 , (Xh)−|i |+2 |w ′〉 . . . , |w ′〉} i < 0
projector orthogonal to span{(Xh)−b |w ′〉 , (Xh)−b+1 |w ′〉 , . . . (Xh)i−1 |w ′〉} i > 0
I i = 0,
chi := 〈w ′ | (Xh)iΠ⊥hi (Xh)i |w ′〉, and analogous are the forms of Π⊥дi and cдi .
Proposition 10 (Solution to balanced misaligned monomial assignments). Letm = 2b − 1 be an odd non-
negative integer, t =
∑n
i=1 x
m
hi
phi nxhi o−
∑n
i=1 x
m
дipдi nxдi o, amonomial assignment over 0 < x1 < x2 · · · < x2n ,
{|h1〉 , |h2〉 . . . |hn〉 , |д1〉 , |д2〉 . . . |дn〉} an orthonormal basis, and nally let
Xh :=
n∑
i=1
xhi |hi 〉 〈hi |  diag(xh1 ,xh2 . . . xhn , 0, 0 . . . 0︸   ︷︷   ︸
n zeros
),
Xд :=
n∑
i=1
xдi |дi 〉 〈дi |  diag(0, 0, . . . 0︸    ︷︷    ︸
n zeros
,xд1 ,xд2 . . . xдn ),
|w〉 := (√ph1 ,
√
ph2 . . .
√
phn , 0, 0 . . . 0︸   ︷︷   ︸
n zeros
) and |w ′〉 := (Xh)b− 12 |w〉 ,
|v〉 := (0, 0, . . . 0︸    ︷︷    ︸
n zeros
,
√
pд1 ,
√
pд2 . . .
√
pдn ) and |v ′〉 := (Xд)b−
1
2 |v〉 .
Then, O :=
n−b−1∑
i=−b+1
(
Π⊥hi (Xh)i |w ′〉 〈v ′ | (Xд)iΠ⊥дi√
chicдi
+ h.c.
)
+
Π⊥дn−b (Xд)n−b |v ′〉 〈v ′ | (Xд)n−bΠ⊥дn−b
cдn−b+1
+
Π⊥hn−b (Xh)n−b |w ′〉 〈w ′ | (Xh)n−bΠ⊥hn−b
chn−b
satises
Xh ≥ EhOXдOTEh and EhO |v ′〉 = |w ′〉 ,
where Eh :=
∑n
i=1 |hi 〉 〈hi |, and for brevity, by X−kh we mean (X ah)k for k > 0 (similarly for Xд),
Π⊥hi :=

projector orthogonal to span{(X ah) |i |−1 |w ′〉 , (X ah) |i |−2 |w ′〉 . . . , |w ′〉} i < 0
projector orthogonal to span{(X ah)b−1 |w ′〉 , (X ah)b−2 |w ′〉 , . . . , |w ′〉 ,Xh |w ′〉 , . . . (Xh)i−1 |w ′〉} i > 0
I i = 0,
chi := 〈w ′ | (Xh)iΠ⊥hi (Xh)i |w ′〉, and analogous are the forms of Π⊥дi and cдi .
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For the proofs and concrete examples of balanced aligned and misaligned monomial assignments, see
Appendix C.
We similarly proceed to the unbalanced monomial assignments, aligned and misaligned. Below, we
state the solution for both cases, while in Appendix D we prove their correctness and give concrete exam-
ples illustrating their construction.
Proposition 11 (Solution to the unbalanced aligned monomial assignments). Letm = 2b be an even non-
negative integer, t =
∑n−1
i=1 x
m
hi
phi nxhi o −
∑n
i=1 x
m
дipдi nxдi o a monomial assignment over 0 < x1 < x2 · · · <
x2n−1, {|h1〉 , |h2〉 . . . |hn−1〉 , |д1〉 , |д2〉 . . . |дn〉} be an orthonormal basis, and nally let
Xh :=
n−1∑
i=1
xhi |hi 〉 〈hi |  diag(xh1 ,xh2 . . . xhn−1 , 0, 0 . . . 0︸   ︷︷   ︸
n zeros
),
Xд :=
n∑
i=1
xдi |дi 〉 〈дi |  diag(0, 0, . . . 0︸    ︷︷    ︸
n−1 zeros
,xд1 ,xд2 . . . xдn ),
|w〉 := (√ph1 ,
√
ph2 . . .
√
phn−1 , 0, 0 . . . 0︸   ︷︷   ︸
n zeros
) and |w ′〉 := (Xh)b |w〉 ,
|v〉 := (0, 0, . . . 0︸    ︷︷    ︸
n−1 zeros
,
√
pд1 ,
√
pд2 . . .
√
pдn ) and |v ′〉 := (Xд)b |v〉 .
Then, O :=
n−b−2∑
i=−b
(
Π⊥hi (Xh)i |w ′〉 〈v ′ | (Xд)iΠ⊥дi√
chicдi
+ h.c.
)
+
Π⊥дn−b−1(Xд)n−b−1 |v ′〉 〈v ′ | (Xд)n−b−1Π⊥дn−b−1
cдn−b−1
satises
Xh ≥ EhOXдOTEh and EhO |v ′〉 = |w ′〉 ,
where for brevity, by X−kh we mean (X ah)k for k > 0 (similarly for Xд), chi , cдi ,Π⊥hi ,Π⊥дi are as dened in
Proposition 9.
Proposition 12 (Solution to the unbalanced misaligned monomial assignments). Let m = 2b − 1 be an
odd non-negative integer, t =
∑n
i=1 x
m
hi
phi nxhi o −
∑n−1
i=1 x
m
дipдi nxдi o a monomial assignment over 0 < x1 <
x2 · · · < x2n−1, {|h1〉 , |h2〉 . . . |hn〉 , |д1〉 , |д2〉 . . . |дn−1〉} be an orthonormal basis, and nally let
Xh :=
n∑
i=1
xhi |hi 〉 〈hi |  diag(xh1 ,xh2 . . . xhn , 0, 0 . . . 0︸   ︷︷   ︸
n−1 zeros
),
Xд :=
n−1∑
i=1
xдi |дi 〉 〈дi |  diag(0, 0, . . . 0︸    ︷︷    ︸
n zeros
,xд1 ,xд2 . . . xдn−1),
|w〉 := (√ph1 ,
√
ph2 . . .
√
phn , 0, 0 . . . 0︸   ︷︷   ︸
n−1 zeros
) and |w ′〉 := (Xh)b− 12 |w〉 ,
|v〉 := (0, 0, . . . 0︸    ︷︷    ︸
n zeros
,
√
pд1 ,
√
pд2 . . .
√
pдn−1) and |v ′〉 := (Xд)b−
1
2 |v〉 .
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Then, O :=
n−b−1∑
i=−b+1
(
Π⊥hi (Xh)i |w ′〉 〈v ′ | (Xд)iΠ⊥дi√
chicдi
+ h.c.
)
+
Π⊥hn−b (Xh)n−b |w ′〉 〈w ′ | (Xh)n−bΠ⊥hn−b
chn−b
satises
Xh ≥ EhOXдOTEh and EhO |v ′〉 = |w ′〉 ,
where for brevity, by X−kh we mean (X ah)k for k > 0 (similarly for Xд), chi , cдi ,Π⊥hi ,Π⊥дi are as dened in
Proposition 10.
Combining all the above, we can now state our main result:
Theorem 13. Let t be an f -assignment (see Denition 4) with f having real positive roots. Then, in order
to obtain its eective solution (see Denition 5), it suces to write it as t =
∑
i αit
′
i (see Lemma 6), where αi
are positive and t ′i are monomial assignments. Furthermore, each monomial assignment t
′
i admits an exact
solution given in Proposition 9, Proposition 10, Proposition 11, or Proposition 12.
Proof. We established that in order to determine the eective solution to an f −assignment t , it is sucient
to express it as a sum of monomial assignments ti′ and nd the solution for each one of them (see Appendix
A). A monomial assignment can be balanced/unbalanced and aligned/misaligned (see Denition 4). The
solution in each case is given by either Proposition 9, Proposition 10, Proposition 11, or Proposition 12. 
In Appendix E, as an example, we describe how Theorem 13 can be applied to derive a WCF protocol
with bias approaching 114 .
6 Conclusions and future work
We presented the analytical construction of explicit WCF protocols achieving arbitrarily close to zero bias,
by means of Mochon’s family of TDPGs [17], described by the respective f −assignments. Using the TEF
from [5], these TDPGs can be converted into WCF protocols with the corresponding bias. In order to obtain
the solution for an f −assignment, we argued that it suces to write it as a sum of monomial assignments
and nd the solution for each term of the sum separately. For all four dierent types of monomial assign-
ments, we constructed the corresponding solutions and proved that indeed satisfy the required conditions
as stated in Equation (2) and the analysis following it. Importantly enough, our approach does not use the
reduction of EBM functions to valid functions and it admits, thus, a simple and clear description. We also
presented an example illustrating the construction of a WCF protocol with bias 114 .
There exist several related problems that deserve further study. First, one could try to nd analytic
solutions corresponding to f −assignments in fewer dimensions (assuming that they exist). This way, the
only shortcoming of our approach concerning resource requirements could be improved: while expressing
the f −assignment as a sum of monomial assignments we are increasing the dimensions, which in turn
corresponds to an increase in the number of qubits required. One could also try to nd analytic solutions for
the Pelchat-Hoyer point games [11], which is another family of point games giving rise to WCF protocols
with arbitrarily close to zero bias. Moreover, given the recently improved bound on the number of rounds
of communication needed to achieve a certain bias ϵ [15], one can investigate whether there exist protocols
matching these bounds. Finally, while one expects the bias to increase in the presence of noise, a thorough
study of such eects is needed in order to determine the robustness of WCF protocols against noise.
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A Decomposing TEF functions into sums of TEF functions
In this rst part of the appendix we present how one can construct a WCF protocol with bias ϵ , by de-
composing the TEF functions (i.e., the functions that satisfy Equation (2) for some unitary matrix O9) of
a so-called time-independent point game (TIPG)10 with the same bias ϵ into a sum of TEF functions. This
way, we establish our claim that, to convert Mochon’s TIPGs (achieving vanishing bias) which rely non-
trivially only on transitions dened by f -assignments, it is sucient to nd an eective solution thereof.
In particular, it is sucient to express an f -assignment as a sum of monomial assignments and nd the
solution to each one of them. In Lemma 14, we show that the set of TEF functions is the same as the set
of valid functions, which in turn is the same as the closure of the set of EBM functions.11 Henceforth, for
simplicity, we only use the term valid functions. Our demonstration requires techniques and results from
previous works [17, 1, 4, 5], which we do not present here in detail; we only refer to them and outline how
they are used in our analysis. We recall from [17, 2] the basic idea behind the conversion of a TIPG into
a TDPG (see, for e.g., the proof of Theorem 5 in [2]). The primary hinderance is that for applying a valid
function in a TDPG, the places where the function is negative must already have points with at least as
much weight. This corresponds to nding a time dependent ordering of the valid functions which dene a
TIPG, however, in general, TIPGs do not admit such simple orderings. This diculty is surpassed by intro-
ducing the so-called catalyst state, which is a set of points with vanishing weights. They are a scaled-down
compensation for the negative weights which arise. In their presence, an accordingly scaled-down version
of the valid functions can be applied, repeatedly, until their cumulative eect is essentially the same as
that of having applied the valid functions unaltered. The catalyst state, after this procedure, is eectively
unchanged. The weight of the catalyst state costs us an increase in the bias. However, the weight can be
made arbitrarily small, at the expense of extra rounds of communication. Our case is not very dierent.
Suppose that the valid functions used in the TIPG are decomposed into a sum of valid functions. Let us
call these valid functions (present in the decomposition), constituent functions. Then, we can convert the
TIPG into a TDPG which only uses the constituent functions by essentially using the same technique. This
is because the diculty in constructing TDPGs using the constituent functions is of the same nature. In
particular, it is possible that the constituent functions are negative at various locations, but there are no
points present there. We can again use a catalyst state, scale the constituent functions accordingly, and
proceed thereafter as in the original proof [1], to obtain the corresponding TDPG. The TEF from [4, 5] is
then applied for this TDPG resulting in a WCF protocol approaching the same bias as the TIPG that we
started with, in the limit of innite rounds of communication.
Lemma 14 (TEF = Closure of EBM = valid). The set of the TEF functions (as dened above), the set of valid
functions (for the denition, see e.g. [17, 1]) and the closure of the set of the EBM functions (for the denition
9As already mentioned, restricting to real matrices is enough (see [5]), therefore we assume that the matricesO are orthogonal
without loss of generality.
10TIPGs are presented and studied in numerous previous works [17, 1, 5].
11and the same holds for the closure of the set of EBRM functions, see [4, 5].
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see Section 2) are the same.
Proof outline. We start by observing that the set of EBM functions is an open set. From Denition 1 we
can see that the matrix H may have eigenvectors which have no support on |ψ 〉. Consequently, one can
consider a sequence of EBM functions ti such that the limi→∞ ti = t is well-dened, while the associated
matrix limi→∞Hi has a diverging eigenvalue. Such a case arises, for instance, when we have a merge
move in the point game. For concreteness, let xд1 ,xд2 be the coordinates of two points that are going to
be merged into a single point with coordinate xh = pд1xд1 + pд2xд2 , and let pд1 ,pд2 be their respective
probability weights, with pд1 + pд2 = 1. Furthermore, let ti = nxh + 1/io − pд1nxд1o − pд2nxд2o. One can
verify that for all nite values of i , ti is EBM, but its limit t = nxho − pд1nxд1o − pд2nxд2o is not EBM (we
omit the details for the sake of brevity), thus concluding that the set of EBM functions is open.
To show that the closure of this set is the same as the set of the TEF functions, we need to establish
that the limit of any such sequence belongs to the set of TEF functions. This requires a combination
of certain results from Section 5 of [4]. In particular, the relationship between the so-called canonical
orthogonal form and the canonical projective form permits one to trade the divergence of such a matrix
H for appropriate projectors. This is exactly the origin of the projectors Eh that appear in our analysis.
The matrices H ≥ G and the vector |ψ 〉 corresponding to an EBM transition, can be expressed in the
canonical orthogonal form,12 Xh ≥ OXдOT . Essentially, the same orthogonal matrix O also satises the
TEF inequality.13 (Equation (2)) The TEF inequality may, in fact, be seen as the limit whereH ’s eigenvalues
diverge to innity. Thus, the limit t of the sequence ti indeed belongs to the set of TEF functions and this
argument readily extends to all relevant sequences.
Finally, in Section 3 of [1] the authors prove that the set of valid functions is the same as the closure of
the set of EBM functions. In particular, they start by observing that the set of EBM functions is a convex
cone K , and its dual cone K∗ is the set of operator monotone functions. The bi-dual K∗∗ is the set of valid
functions, and the fact that K∗∗ = cl(K) completes the proof. Since we just showed that the closure of the
set of EBM functions is the same as the set of TEF functions, we can also conclude that the set of valid
functions is the same as the set of TEF functions.

B Useful lemmas
Lemma 15. Consider a set of real coordinates 0 ≤ x1 < x2 · · · < xn and let f (x) = (a1−x)(a2−x) . . . (ak −x),
where k ≤ n − 2 and the roots {ai }ki=1 of f are non-negative. Let t =
∑n
i=1 pi [xi ] be the corresponding f -
assignment. Consider a set of real coordinates 0 < x1 + c < x2 + c · · · < xn + c , where c > 0 and let
f ′(x) = (a1 + c −x)(a2 + c −x) . . . (ak + c −x). Let t ′ = ∑ni=1 p ′i [x ′i ] be the corresponding f -assignment with
x ′i := xi + c . The solution to t and to t ′ are the same.
Proof. Note that p ′i = pi as the c’s cancel. We write t =
∑nh
i=1 phi

xhi
 − ∑nдi=1 pдi xдi  and dene Xh :=∑nh
i=1 xhi |hi 〉, Xд :=
∑nд
i=1 xдi |дi 〉. If t is solved by O , then we must have Xh ≥ EhOXдOTEh . We show
that Xh + cIh ≥ EhO(Xд + cIд)OTEh where Ih := ∑nhi=1 |hi 〉 〈hi | and Iд := ∑nдi=1 |дi 〉 〈дi |. Together with the
observation that p ′i = pi , this establishes thatO also solves t ′. Since c is an arbitrary real number, it follows
that O solves t if and only if it solves t ′.
12Xh and Xд are diagonal matrices containing the eigenvalues of H and G, respectively. We suppress further details.
13The TEF inequality is closely related to the canonical projective form.
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We now establish Xh ≥ EhOXдOTEh ⇐⇒ Xh + cIh ≥ EhO(Xд + cIд)OTEh . Observe that
Xh ≥ EhOXдOTEh
⇐⇒ Eh(Xh −OXдOT )Eh ≥ 0 ∵ Xh = EhXhEh
⇐⇒ Eh(Xh + cIhд −O(Xд − cIhд)OT )Eh ≥ 0
⇐⇒ Xh + cIh ≥ EhO(Xд + cIhд)OTEh , where Ihд := I.
Further,
Xд + cIhд ≥ Xд + cIд
⇐⇒ EhO(Xд + cIhд)OTEh ≥ EhO(Xд + cIд)OTEh
which together yield
Xh ≥ EhOXдOTEh ⇐⇒ Xh + cIh ≥ EhO(Xд + cIд)OTEh .

Lemma 16. Consider an n-dimensional vector space. Given a diagonal matrix X = diag(x1,x2 . . . xn)
and a vector |c〉 = (c1, c2 . . . , cn) where all the xi s are distinct and all the ci are non-zero, the vectors
|c〉 ,X |c〉 , . . .Xn−1 |c〉 span the vector space.
Proof. We write the vectors as
|w˜i 〉 = X i−1 |c〉 =

x i−11 c1
x i−12 c2
...
x i−1n cn

.
We show that the set of vectors are linearly independent, which is equivalent to showing that the deter-
minant of the matrix containing the vectors as rows (or equivalently as columns) is non-zero, i.e.
det
©­­­­­­­­­­­­­«

1 1 . . . 1
x1 x2 xn
x21 x
2
2 x
2
n
...
. . .
xn−11 x
n−1
2 . . . x
n−1
n
︸                                  ︷︷                                  ︸
:=X˜

c1
c2
. . .
cn

ª®®®®®®®®®®®®®¬
= c1 · c2 · . . . cn · det X˜
is non-zero. To see this, we note that X˜ is the so-called Vandermonde matrix (restricted to being a square
matrix) and its determinant, known as the Vandermonde determinant, is det(X˜ ) = ∏1≤i≤j≤n(x j − xi ) , 0
as xis are distinct. As cis are all non-negative, this concludes the proof. 
Lemma 17. Let t =
∑n
i=1 pi [xi ] be the zeroth assignment for a set of real numbers 0 ≤ x1 < x2 · · · < xn .
Then for 0 ≤ k ≤ n − 2, 〈
xk
〉
= 0 and
〈
xn−1
〉
> 0,
where
〈
xk
〉
=
∑n
i=1 pi (xi )k .
Proof. For the proof, see Section 4 and Appendix B of [4]. Most of the work had already been done by
Mochon [17]. 
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C Proofs and examples for balanced monomial assignments
Proof of Proposition 9
Proof. The orthonormal basis (over span{|h1〉 , |h2〉 . . . |hn〉}) of interest here isw ′i 〉 := Π⊥hi (Xh)i |w ′〉√chi (8)
which entails
Π⊥hi =

Ih i = 0
Ih −∑0j=i+1 w ′j 〉 〈w ′j  i < 0
Ih −∑i−1j=−b w ′j 〉 〈w ′j  i > 0 (9)
where Ih := Eh . We dene
v ′i 〉 andΠ⊥дi analogously. Our strategy would be to keep track of both the highest
and lowest power l , in 〈w ′ |X lh |w ′〉 and 〈v ′ |X lд |v ′〉, which appear in the matrix elements
〈
w ′i
D w ′j 〉. We
use
〈
x lh
〉′ := 〈w ′ |X lh |w ′〉 = 〈w |X l+2bh |w〉 and similarly 〈x lд〉′ := 〈v ′ |X lд |v ′〉 = 〈w |X l+2bд |w〉. To this end,
we denote the minimum and maximum powers l , by
M(w ′i 〉) =

(〈
x0h
〉′ |w ′〉 , 〈x0h〉′ |w ′〉) i = 0(〈
x−2 |i |h
〉′ (Xh)−|i | |w ′〉 , 〈x0h〉′ |w ′〉) i < 0(〈
x−2bh
〉′ (Xh)−b |w ′〉 , 〈x2ih 〉′ (Xh)i |w ′〉) i > 0.
We dene D := Xh − EhOXдOTEh 
〈
w ′i
 (Xh − EhOXдOTEh ) w ′j 〉. It suces to restrict to the span of
{w ′i 〉} basis, because Xh v ′i 〉 = 0 and Eh v ′i 〉 = 0. The lowest power l , appearing in D is for i = j = −b (as
−b ≤ i, j ≤ n − b − 1). This can be evaluated to be −2b by observing that
M(〈w ′−b )XhM(w ′−b 〉) = (〈x−2bh 〉′ 〈x−2bh 〉′ 〈x−2b+1h 〉′ , 〈x0h〉′ 〈x0h〉′ 〈xh〉′) ,
where we multiplied component-wise. To nd the highest power l , in the matrix D, note that for i, j > 0
we have
M(〈w ′i |)XhM(|w ′j 〉) =
(〈
x−2bh
〉′ 〈
x−2bh
〉′ 〈
x−2b+1h
〉′
,
〈
x2ih
〉′ 〈
x2jh
〉′ 〈
x i+j+1h
〉′)
,
therefore l = max{2i, 2j, i + j + 1}. As argued for the zeroth assignment l = 2n − 2b − 1 for i = j = n −b − 1
or otherwise strictly less than 2n − 2b − 1. Thus, only the Dn−b−1,n−b−1 term in D depends on
〈
x2n−2b−1h
〉′.
Except for this term, all other terms depend, at most, on
〈
x−2bh
〉′
,
〈
x−2b+1h
〉′
, . . .
〈
x2n−2b−2h
〉′,
i.e.
〈
x0h
〉
,
〈
x1h
〉
, . . .
〈
x2n−2h
〉
. The analogous argument for
〈
v ′i
Xд v ′j 〉, the observation that 〈w ′i D w ′j 〉 =〈
w ′i
Xh w ′j 〉− 〈v ′i Xд v ′j 〉, and the fact that 〈x0〉 = 〈x1〉 = · · · = 〈x2n−2〉 = 0 entail that these terms vanish.
It remains to establish that Dn−b−1,n−b−1 ≥ 0. This is easily seen by noting that in
〈
w ′n−b−1
D w ′n−b−1〉,
the only term which would not get cancelled due to the aforesaid reasoning, must come from the part ofw ′n−b−1〉 containingXn−b−1h |w ′〉. It suces to show that the coecient of this term is positive, as we know
that
〈
x2n−2b−1
〉′
=
〈
x2n−1
〉
> 0. Further, from Equation (9) and Equation (8), we know that the coecient
is 1/chn−b−1 . This establishes D ≥ 0. 
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Example of balanced aligned and misaligned monomial assignments
Let us consider a concrete example of a balanced aligned monomial assignment with 2n = 8 and m =
2b = 2 (see Figure 1a). We represent the range of dependence of
〈
w ′0
Xh w ′0〉 on 〈x lh〉 diagrammatically by
enclosing in a left bracket, the terms
〈
x3
〉
= 〈x〉′ and 〈x2〉 = 〈x0〉′ (replacing |w〉 with w ′0〉) and writingw ′0〉 next to it. Similarly, for w ′−1〉 , w ′1〉 and w ′2〉 we enclose in a left bracket, the terms{〈
x0
〉
,
〈
x1
〉
,
〈
x2
〉
,
〈
x3
〉}
=
{〈
x−2
〉′
,
〈
x−1
〉′
, . . . 〈x〉′} ,{〈
x0
〉
,
〈
x1
〉
, . . . ,
〈
x5
〉}
=
{〈
x−2
〉′
,
〈
x−1
〉′
, . . .
〈
x3
〉′}
and {〈
x0
〉
,
〈
x1
〉
, . . .
〈
x7
〉}
=
{〈
x−2
〉′
,
〈
x−1
〉′
, . . .
〈
x5
〉′}
,
respectively. Note that the highest power l of
〈
x lh
〉
that appears in
〈
w ′i
Xh w ′j 〉 is l = 7 only when i = j = 2.
Thus, the matrix D restricted to the subspace spanned by the {w ′i 〉} basis (again, we can safely ignore the
subspace span{v ′i 〉} because D v ′i 〉 = 0) has only one non-zero entry, which is positive, as 〈x7〉 > 0.
We now explain why a direct extension of the analysis to the balanced misaligned monomial as-
signment fails and subsequently see how to remedy the situation. Consider the case with 2n = 8 and
m = 2b − 1 = 3 (see Figure 1b). From hindsight, we write both the v ′i 〉s and the w ′i 〉s. We start withw ′0〉 = X 3/2h |w〉 and v ′0〉 = X 3/2д |v0〉, and, as before, enclose the terms {〈x0〉′ = 〈x3〉 , 〈x1〉′ = 〈x4〉}
in a left bracket. We continue by multiplying
w ′0〉 with X−1h (and v ′0〉 with X−1д , respectively) and pro-
jecting out the components along the previous vectors. We represent these by
w ′−1〉 and v ′−1〉 and in
the gure, enclose the terms
{〈x〉 = 〈x−2〉′ , 〈x2〉 = 〈x−1〉′ . . . 〈x4〉 = 〈x〉′} in the left and right brack-
ets. We do not continue further, because in this case a dependence on
〈
x−1
〉
arises and persists for
subsequent vectors. In general, we stop after taking b (which equals 1 here) steps downwards. We can
move upwards by multiplying
w ′0〉 with Xh (and v ′0〉 with Xд resp.) and projecting out the components
along the previous vectors. We represent these by
w ′1〉 and v ′1〉 and in the gure, enclose the terms{〈x〉 = 〈x−2〉′ , 〈x2〉 = 〈x−1〉′ . . . 〈x6〉 = 〈x3〉′} in the brackets. Finally, we construct w ′2〉 and v ′2〉 by tak-
ing a step up using Xh and Xд , respectively (these are essentially xed to be the vectors orthogonal to
the previous ones once we restrict to span(|h1〉 , |h2〉 . . . |hn〉)) and span(|д1〉 , |д2〉 . . . |дn〉)). Taking a step
down using X−1h and X
−1
д we could have constructed
w ′−2〉 and v ′−2〉 respectively but they are the same
as
w ′2〉 and v ′2〉. If we were to use O = ∑2i=−1 (w ′i 〉 〈v ′i  + h.c.) , we would have obtained dependence on〈
x7
〉
in the last row (corresponding to
w ′2〉) and a dependence on 〈x8〉 for the last term (i.e. 〈w ′2D w ′2〉).
This already hints that the matrix is negative because it has the form
[
0 b
b c
]
with b , 0, which means
that the determinant is −b2, entailing there’s a negative eigenvalue; thus this choice can not work. We
therefore dene O :=
(∑1
i=−1
w ′i 〉 〈v ′i  + h.c.) + w ′2〉 〈w ′2 + v ′2〉 〈v ′2. Furthermore, instead of using
Xh ≥ EhOXдOTEh (10)
for establishing positivity, we equivalently use
Eh ≥
(
X ah
)1/2
OXдO
T (X ah )1/2 . (11)
The reason is that to establish positivity, we must include
w ′2〉 in the basis (we can neglect the null vectors
of Eh ), and even though the RHS of Equation (10) would not contribute, the LHS would get non-trivial con-
tributions along the rows (as was the case earlier). Using the form with the inverses lets us remove this de-
pendence. To see this, note that span{w ′−1〉 , w ′0〉 . . . w ′2〉} equals theh-space, i.e. span{|h1〉 , |h2〉 . . . |hn〉}.
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Further, span{X 1/2h
w ′i 〉}2i=−1 also equals the h-space (but the vectors are not, in general, orthonormal any
more). Finally, observe that X 1/2h
w ′2〉 is a null vector of the RHS of Equation (11). Therefore, to prove the
positivity, it suces to restrict to span{X 1/2h
w ′i 〉}1i=−1. An arbitrary normalised vector in this space can be
written as
|ψ 〉 =
∑1
i=−1 αiX
1/2
h
w ′i 〉√∑1
i, j=−1 αiα j
〈
w ′i
Xh w ′j 〉
=⇒ X 1/2д OT (X ah)1/2 |ψ 〉 =
∑1
i=−1 αiX
1/2
д
v ′i 〉√∑1
i, j=−1 αiα j
〈
w ′i
Xh w ′j 〉
=⇒ 〈ψ | (X ah)1/2OXдOT (X ah)1/2 |ψ 〉 =
∑1
i, j=−1 αiα j
〈
v ′i
Xд v ′j 〉∑1
i, j=−1 αiα j
〈
w ′i
Xh w ′j 〉 = 1,
where we got the equality by noting that
〈
v ′i
Xд v ′j 〉s depend on (at most) {〈xд〉 , 〈x2д〉 . . . 〈x6д〉} and
analogously
〈
w ′i
Xh w ′j 〉 depend on (at most) {〈xh〉 , 〈x2h〉 . . . 〈x6h〉}, concluding that they are the same
as
〈
x i
〉
= 0 for i ∈ {0, 1, . . . 6}. Since we proved that the RHS of Equation (11) is one for all normalised
|ψ 〉s, we infer that we have the correct orthogonal matrix.
Proof of Proposition 10
Proof. The proof is very similar to that of Proposition 9. The orthonormal basis (over {|h1〉 , |h2〉 . . . |hn〉})
of interest here is w ′i 〉 := Π⊥hi (Xh)i |w ′〉√chi
which entails
Π⊥hi =

Ih i = 0
Ih −∑0j=i−1 w ′j 〉 〈w ′j  i < 0
Ih −∑ij=−b+1 w ′j 〉 〈w ′j  i > 0 ,
where Ih := Eh . We dene
v ′i 〉 and Π⊥дi analogously. Our strategy is to keep track of the highest and
lowest powers l in 〈w ′ |X lh |w ′〉 and 〈v ′ |X lд |v ′〉, which appear in the matrix elements
〈
w ′i
Xh w ′j 〉 and〈
v ′i
Xд v ′j 〉. For brevity, as before, we use 〈x lh〉′ := 〈w ′ |X lh |w ′〉 and similarly 〈x lд〉′ := 〈v ′ |X lд |v ′〉. To this
end, we denote the minimum and maximum powers l , by
M(w ′i 〉) =

(〈
x0h
〉′ |w ′〉 , 〈x0h〉′ |w ′〉) i = 0(〈
x−2 |i |h
〉′ (Xh)−|i | |w ′〉 , 〈x0h〉′ |w ′〉) i < 0(〈
x−2(b−1)h
〉′ (Xh)−(b−1) |w ′〉 , 〈x2ih 〉′ (Xh)i |w ′〉) i > 0.
Note that establishing Xh ≥ EhOXдOTEh is equivalent to establishing
Eh ≥ X−1/2h OXдOTX
−1/2
h . (12)
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(a) 2n = 8, m = 2b = 2; Balanced
(aligned)m-assignment.
(b) 2n = 8, m = 2b − 1 = 3; Balanced (aligned) mono-
mial assignment.
Figure 1: Depicting balanced monomial assignments with simple examples.
It is easy to see thatX 1/2h
w ′n−b 〉 is a null vector (vector with zero eigenvalue) for the RHS asXдOT w ′n−b 〉 =
0. Any vector |ψ 〉 in span{|д1〉 , |д2〉 . . . |дn〉} is a null vector for both the LHS and the RHS. Thus, we
can restrict to span{|h1〉 , |h2〉 , . . . |hn〉}\span{X 1/2h
w ′n−b 〉}, i.e. to vectors in the h-space orthogonal to
X 1/2h
w ′n−b 〉, in order to establish positivity. It turns out to be easier to test for positivity on a possibly
larger space. It is clear that span
{
X 1/2h
w ′i 〉}n−bi=−b+1 = span{|h1〉 , |h2〉 . . . |hn〉} (because it also equals
span{|w ′〉i }n−bi=−b+1, due to Lemma 16). As neglecting vectors with components along X
1/2
h
w ′n−b 〉 suf-
ces for establishing positivity of Equation (12), we can restrict to span{X 1/2h
w ′i 〉}n−b−1i=−b+1, which might
still contain vectors with components along X 1/2h
w ′n−b 〉, as the basis vectors are not orthogonal. Let
|ψ 〉 =
(∑n−b−1
i=−b+1 αiX
1/2
h
w ′i 〉) /c where c = √〈ψ |ψ 〉. To establish Equation (12), it is enough to show that
for all choices of αis,
1 ≥ 〈ψ |X−1/2h OXдOTX
−1/2
h |ψ 〉
=
∑n−b−1
i, j=−b+1 αiα j
〈
v ′i
Xд v ′j 〉∑n−b−1
i, j=−b+1 αiα j
〈
w ′i
Xh w ′j 〉 (13)
= 1,
where the second step follows from the fact that X 1/2д OTX−1/2h |ψ 〉 =
∑n−b−1
i=−b+1 αiX
1/2
д
v ′i 〉, and the last step
follows from a counting argument which we give below.
Note that 〈
x ih
〉′
=
〈
x i+2b−1h
〉
and 〈
x0
〉
= 〈x〉 = · · · = 〈x2n−2〉 = 0. (14)
To determine the highest power l in 〈w ′ |X lh |w ′〉 which appears in the matrix elements
〈
w ′i
Xh w ′j 〉 (for
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−b + 1 ≤ i, j ≤ n − b − 1) it suces to consider 〈w ′n−b−1Xh w ′n−b−1〉. To this end, we evaluate
M(〈w ′n−b−1)XhM(w ′n−b−1〉)
=
(〈
x−2(b−1)h
〉′ 〈
x−2(b−1)h
〉′ 〈
x−2(b−1)+1h
〉′
,
〈
x2(n−b−1)h
〉′ 〈
x2(n−b−1)h
〉′ 〈
x2(n−b−1)+1h
〉′)
=
(〈xh〉 〈xh〉 〈x2h〉 , 〈x2n−3h 〉 〈x2n−3h 〉 〈x2n−2h 〉) .
The highest power is l = 2n − 2. To nd the lowest power of l in 〈w ′ |X lh |w ′〉 which appears in the matrix
elements
〈
w ′i
Xh w ′j 〉 (for −b + 1 ≤ i, j ≤ n − b − 1) it suces to consider 〈w ′−b+1Xh w ′−b+1〉. To this end,
we evaluate
M(〈w ′−b+1)XhM(w ′−b+1〉) = (〈x−2(b−1)h 〉′ 〈x−2(b−1)h 〉′ 〈x−2(b−1)+1h 〉′ , 〈x0h〉′ 〈x0h〉′ 〈xh〉′)
=
(
〈xh〉 〈xh〉
〈
x2h
〉
,
〈
x2b−1h
〉 〈
x2b−1h
〉 〈
x2bh
〉)
.
The lowest power is l = 1. We thus conclude that the numerator in Equation (13) is a function of
〈xh〉 ,
〈
x2h
〉
, . . .
〈
x2n−2h
〉
, and analogously the denominator is a function of
〈
xд
〉
,
〈
x2д
〉
, . . .
〈
x2n−2д
〉
with the
same form. Using Equation (14), we obtain that the numerator and the denominator are the same. 
D Proofs and examples for unbalanced monomial assignments
Proof of Proposition 11
Proof. Many observations from the proof of Proposition 9 carry over to this case. We import the denitions
of
{w ′i 〉}n−b−2i=−b and {v ′i 〉}n−b−1i=−b , together with the observations thatM(〈w ′−b )XhM(w ′−b 〉) has no depen-
dence on
〈
x lh
〉′with l smaller than −2b (which corresponds to 〈xh〉), and thatM(〈w ′n−b−2)XhM(w ′n−b−2〉)
has no dependence on
〈
x lh
〉′ with l greater than 2n − 2b − 4 + 1 = 2n − 3 − 2b. We can restrict to
span{w ′−b 〉 , w ′−b+1〉 . . . w ′n−b−2〉} to establish the positivity of D := Xh − EhOXдOTEh . Using the anal-
ogous observation for M(〈v ′−b )XдM(v ′−b 〉) and M(〈v ′n−b−2)XдM(v ′n−b−2〉), along with the fact that〈
x l
〉′
=
〈
x l+2b
〉
and
〈
x0
〉
=
〈
x1
〉
= · · · = 〈x2n−3〉 = 0, it follows that D is zero. 
Proof of Proposition 12
Proof. For this proof, we can use the denitions and observations from the proof of Proposition 10. We
import the denitions of
{w ′i 〉} n−bi=−b+1 and {v ′i 〉}n−b−1i=−b+1 along with the observation that
M(〈w ′−b+1)XhM(w ′−b+1〉)
has no dependence on
〈
x lh
〉′ with l smaller than −2b + 2 (which corresponds to 〈xh〉), and
M(〈w ′n−b−1)XhM(w ′n−b−1〉)
has no dependence on
〈
x l
〉
with l greater than 2n − 2b − 1 (which corresponds to 〈x2n−2h 〉, as 2n − 2b − 1+(2b − 1) = 2n− 2). From the previous proof, we also have that establishing Xh ≥ EhOXдOTEh is equivalent
to establishing that
1 ≥
∑n−b−1
i, j=−b+1 αiα j
〈
v ′i
Xд v ′j 〉∑n−b−1
i, j=−b+1 αiα j
〈
w ′i
Xh w ′j 〉 ,
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for all real {αi }n−b−1i=−b+1. We know that 〈x〉 =
〈
x2
〉
= · · · = 〈x2n−3〉 = 0. As we have dependence on 〈x2n−2h 〉,
we can’t conclude that the fraction is one. However, as we saw in the proof of Proposition 9, dependence
on
〈
x2n−2h
〉
in the denominator only appears in the
〈
w ′n−b−1
Xh w ′n−b−1〉 term with the positive coecient
1/chn−b−1 . The analogous statement holds for the numerator. This, using
〈
x2n−2
〉
> 0, entails that the
denominator is larger than or equal to the numerator, concluding the proof. 
Examples of unbalanced aligned and misaligned monomial assignments
We illustrate how the solution is constructed by considering a concrete example of an unbalanced aligned
monomial assignment. We start with 2n − 1 = 7 points and m = 2b = 2 (see Figure 2a). We use the same
diagrammatic representation as before. In this case, we have 4 initial and 3 nal points and the basis is
{|д1〉 , |д2〉 , . . . |д4〉 , |h1〉 , |h2〉 , |h3〉}. We construct the basis of interest by starting at |w ′〉 and using X−1h
rst until we reach
〈
x0
〉
, followed by using Xh until the space is spanned (analogously for |v ′〉). We get{v ′−1〉 , v ′0〉 , v ′1〉 , v ′2〉} and {w ′−1〉 , w ′0〉 , w ′1〉}. In the same vein as the previous solutions, we dene
O :=
∑1
i=−1
(w ′i 〉 〈v ′i  + h.c.) + v ′2〉 〈v ′2. In Xh ≥ EhOXдOTEh , the v ′2〉 term is removed by the projector
Eh :=
∑3
i=1 |hi 〉 〈hi |. Using
〈
x0
〉
= 〈x〉 = · · · = 〈x5〉 = 0 and the counting arguments from before, it
follows that D = Xh − EhOXдOTEh is zero.
We now move on to unbalanced misaligned monomial assignment. Consider 2n−1 = 7 points andm =
2b−1 = 1. In this case, we have 3 initial and 4nal points and the basis is {|д1〉 , |д2〉 , |д3〉 , |h1〉 , |h2〉 , . . . |h4〉}.
We construct the basis of interest by starting at |w ′〉 and using Xh until the space is spanned (analo-
gously for |v ′〉). That is, we rst go downwards for b − 2 steps (which is zero in this case), until 〈x〉 is
reached in the diagram. The basis is
{v ′0〉 , v ′1〉 , v ′2〉} and {w ′0〉 , w ′1〉 , w ′2〉 , w ′3〉}. As before, we dene
O :=
∑2
i=0
(w ′i 〉 〈v ′i  + h.c.) + w ′3〉 〈w ′3. This time we use Eh ≥ X−1/2h OXдOTX−1/2h which is equivalent to
Xh ≥ EhOXдOTEh for Eh := ∑4i=1 |hi 〉 〈hi |. Using an argument similar to the balanced misaligned case, we
can reduce the positivity condition to
1 ≥
∑2
i, j=0 αiα j
〈
v ′i
Xд v ′j 〉∑2
i, j=0 αiα j
〈
w ′i
Xh w ′j 〉 ,
but the counting argument doesn’t make the fraction 1. This is because we now have an
〈
x6h
〉
dependence
in the denominator and
〈
x6д
〉
dependence in the numerator. However, we also know that this term only
appears in
〈
w ′2
Xh w ′2〉 that too with a positive coecient. Furthermore, we know 〈x6h〉 > 〈x6д〉 and
therefore we can conclude that the numerator is smaller than the denominator ensuring the inequality is
always satised.
E Constructing a WCF protocol approaching bias 1/14
In this last part of the appendix we show how one can construct an explicit WCF protocol, in particular a
protocol approaching bias ϵ = 114 , corresponding to the point game with the same bias, that is for k = 3 in
ϵ(k) = 14k+2 , we obtain ϵ(3) = 114 . Several results and techniques presented in previous works, such as [16,
17, 1, 5], are required for this construction. We will only refer to them when they are needed.
The TDPG with bias 114 includes the basic moves we mentioned in Section 2, namely the split, merge and
raise moves, as well as the main moves which are needed for the so-called ladder, as illustrated in Figure 3.
We only need to determine the orthogonal matrix O for these main moves, as the matrices corresponding
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(a) 2n − 1 = 7; m = 2b = 2. Even unbalanced
monomial assignment.
(b) 2n − 1 = 7; m = 2b − 1 = 1. Odd unbal-
anced monomial assignment.
Figure 2: Depicting unbalanced monomial assignment with simple examples.
to the split and the merge moves are given by the so-called blinkered unitary, as presented in Equation 3 of
[5], and the raise move is trivial, as it just increases the coordinate. The weights on the points constituting
the ladder are given by the f -assignment. For our example (the bias 114 case), the f -assignment is on a set
of points seven points {x ′0,x ′1 . . . x ′6}, and the corresponding polynomial has degree ve which we write as
f ′(x) = (r ′1 − x)(r ′2 − x)(r ′3 − x)(r ′4 − x)(r ′5 − x). More explicitly, the f -assignment is given by
t ′ =
6∑
i=0
−f ′(x ′i )∏
j,i (x ′j − x ′i )

x ′i

.
The placement of the roots of the polynomial with respect to the points is the following (see also Figure
3):
x ′0 = 0 < r ′1 < r ′2 < x ′1 < x ′2 < x ′3 < x ′4 < x ′5 < x ′6 < r ′3 < r ′4 < r ′5.
The assignment t ′ includes a point with zero coordinate, while the orthogonal matricesO (in Proposi-
tion 9, Proposition 10, Proposition 11, and Proposition 12) solve (monomial) assignments whose points have
strictly positive coordinates. As already mentioned in Section 3, this is not really a restriction, as Lemma 15
permits us to alternatively consider an f -assignment on the points {x0,x1 . . . x6} where xi = x ′i + c and
f (x) = (r1 − x)(r2 − x) . . . (r5 − x) where ri = r ′i + c , for a positive number c . The resulting assignment
t =
6∑
i=0
−f (xi )∏
j,i (x j − xi )
nxio
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has the same solution as that of t ′. We decompose t into a sum of monomial assignments as
t =
6∑
i=0
−r1r2r3r4r5∏
j,i (x j − xi )
nxio︸                       ︷︷                       ︸
I
+
6∑
i=0
−
:=α1︷                                               ︸︸                                               ︷
(r2r3r4r5 + r1r3r4r5 + r1r2r3r5 + r1r2r3r4)(−xi )∏
j,i (x j − xi )
nxio︸                                                                     ︷︷                                                                     ︸
II
+
6∑
i=0
−α2(−xi )2∏
j,i (x j − xi )
nxio︸                       ︷︷                       ︸
III
+
6∑
i=0
−α3(−xi )3∏
j,i (x j − xi )
nxio︸                       ︷︷                       ︸
IV
+
6∑
i=0
−α4(−xi )4∏
j,i (x j − xi )
nxio︸                       ︷︷                       ︸
V
+
6∑
i=0
−α5(−xi )5∏
j,i (x j − xi )
nxio︸                       ︷︷                       ︸
VI
,
where αl is the coecient of (−x)l in f (x). Since the total number of points in each term is 7, the mono-
mial assignments are unbalanced. Terms I, III and V each have an even powered monomial, therefore they
correspond to the aligned case. Their solutions, thus, are readily obtained from Proposition 11. Analo-
gously, the remaining terms II, IV and VI have an odd powered monomial, therefore they correspond to
the misaligned case. Their solutions, thus, are readily obtained from Proposition 12.
We have already done the hard work, which is to nd the matrices which (eectively) solve the
f −assignments for each move of the point game, and we can now describe how the pieces t together
to give the WCF protocol. We outline the steps of the associated TDPG, since, using the TEF, they can
be seen as a short-hand to denote an exchange and manipulation of quantum systems (e.g. qubits) by the
two parties executing the WCF protocol, granted that the associated unitaries are known (for details, see
the description of the TEF in [5]). Then, the WCF protocol consists of the same steps implemented in the
reverse order. Here, we should clarify that, in fact, we convert a TIPG approaching bias 114 , into a TDPG
following the technique presented, for instance, in the proof of Theorem 5 in [1] with the minor modi-
cations we outlined in Appendix A. Being familiar with the relationship between TIPGs and TDPGs and
the related techniques facilitates the understanding of the construction that follows.
Steps of the point game
1. The initial frame corresponds to the function 12 (n0, 1o + n1, 0o).
2. The split move: the point n0, 1o is split into a set of points along the y–axis and analogously, the
point n1, 0o is split into a set of points along the x–axis. The number of points resulting from the
splits and their respective weights match the distribution of points along the axis as specied by the
TIPG we started with.
3. The catalyst state [17, 1, 5]: Deposit a small amount of weight, δcatalyst, at all the points that appear in
the TIPG. This can be done, for instance, by raising (the x–coordinates) of the points which are along
the y–axis, i.e. if the points along the axes are denoted as
∑
i psplit,i n0,yio then raise them to obtain∑
i (psplit,i − δsplit,i ) n0,yio + ∑i, j δcatalyst xi ,yj where δcatalyst > 0 can be chosen to be arbitrarily
small and the second sum is over the points (xi ,yj ) which appear in the TIPG (excluding the points
on the axes14).
14One needs to use the analogues procedure, i.e. use
∑
i psplit,i nxi , 0o as well for the one point of the TIPG which has a
y–coordinate smaller than that of the points along the y–axis.
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Figure 3: The TDPG (or equivalently, the reversed protocol) approaching bias ϵ(k = 3) = 114 may be seen as
proceeding in three stages, as illustrated by the three images (left to right). First, the initial points (indicated
by unlled squares) are split along the axes (indicated by the lled squares). Second, the points on the axes
(unlled squares) are transferred, via the ladder (indicated by the circles), into two nal points (lled
squares). Third, the two points from the previous step (unlled squares) and the catalyst state (indicated,
after being raised into one point, by the little unlled box) are merged into the nal point (lled box). The
second stage is illustrated by Mochon’s TIPG (or more precisely, the ladder) approaching bias 1/14. Its
typical move is highlighted. The weight of these points is given (up to a multiplicative constant) by the
f –assignment shown above. The roots of the polynomial correspond to the locations of the vertical lines
and the location of the points in the graph is representative of the general construction.
4. The ladder:
(a) The constituent functions, i.e., the valid functions resulting from the decomposition of the valid
function of the TIPG, are globally scaled such that no negative weight appears when they are
applied.
(b) All the scaled down constituent horizontal functions are applied.
(c) All the scaled down constituent vertical functions are applied.
(d) The above two steps are repeated until all the weight has been transferred from the axes points
to the two nal points of the ladder.15
5. The raise and merge moves: the last two points are raised and merged into the point (1−δ ′)  47 + δ ′′, 47 + δ ′′ ,
where δ ′ is the weight introduced by the catalyst state, and δ ′′ comes from the truncation of the lad-
der. The catalyst state can then be absorbed (see, e.g. the proof of Theorem 5 in [1]) to obtain a
single point
 4
7 + δ ,
4
7 + δ

, where δ can be made arbitrarily small.
This nal point,
 4
7 + δ ,
4
7 + δ

with a vanishing δ > 0, of the point game is, in fact, the starting point
of the WCF protocol. It corresponds to the initial uncorrelated state of the two parties, A and B, and the
15Once the weight on the axes points diminishes suciently, it becomes impossible to apply the moves again.
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coordinates represent the cheating probabilities of each party, P∗A/B =
4
7 + δ =
1
2 +
1
14 + δ . The steps of
the point game are followed in the reverse order, and the WCF protocol ends with two points of equal
weights along the axis (these are exactly the points in the initial frame of the point game) corresponding
to a correlated state between A and B, |00〉+ |11〉√
2
.
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