In this paper, we are interested by advanced backward stochastic differential equations (ABSDE), in a probability space equipped with a Brownian motion and a single jump process. The solution of the ABSDE is a triple (Y, Z, U ) where Y is a semimartingale, Z is the diffusion coefficient and U the size of the jump. We allow the generator to depend on the future paths of the solution.
Introduction
In this paper, we are interested by backward stochastic differential equations of one of the following forms, called advanced backward stochastic differential equations (in short ABSDE) 
1 where B is a Brownian motion and H is the process H t = 1 {τ ≤t} associated with a given random time τ . In this equation, for an integrable random variable X, we have used the notation E Gt [X] := E[X|G t ], where G = (G t ) t≥0 is the filtration generated by B and H. The terminal conditions ξ, P and Q are given processes. We remark that the generators f of these ABSDEs depend on the values of the processes (Y, Z, U ) for present time t as well as for future time t + δ and also of the trajectory of the processes on the interval [t, t + δ].
The ABSDE (1.1) was introduced by Peng and Yang in [12] in a Brownian case setting (roughly speaking, for τ ≡ 0). Øksendal et al. [11] have introduced ABSDEs of the form (1.2) when dealing with optimal control for delayed systems, taking into account a random Poisson measure, instead of a single jump process.
Using the methodology of BSDEs in an enlargement of filtration setting as in Kharroubi and Lim [8] , we give conditions such that there exists a unique solution of (1.1) and of (1.2) under immersion hypothesis and in adequate spaces. This progressive enlargement is often considered as progressive adding of information given in form of a random time τ in a way which transforms τ to a stopping time with respect to the filtration G. The topic of enlargement of filtration was initiated by Jacod, Jeulin and Yor (see [6, 7] ). Naturally, the enlargement of filtration appears in credit risk and it has also been related recently to stochastic optimal control by Pham [13] and to mean-variance hedging by Kharroubi et al. [9] where the optimal strategy is described by non-standard BSDEs driven by a Brownian motion and a jump martingale in the enlarged filtration.
Framework

Classical results about progressive enlargement
Let (Ω, G, P) be a complete probability space. We assume that this space is equipped with a one-dimensional standard Brownian motion B and we denote by F := (F t ) t≥0 the rightcontinuous and complete filtration generated by B. We consider on this space a random time τ and we introduce the right-continuous process H := 1 {τ ≤.} . Since τ is not supposed to be an F-stopping time, we use the standard approach of filtration enlargement by considering the smallest right-continuous extension G of F that turns τ into a G-stopping time. More precisely, the filtration G := (G t ) t≥0 is defined by
We denote by P(F) (resp. P(G)) the σ-algebra of F (resp. G)-predictable subsets of Ω × R + , i.e., the σ-algebra generated by the left-continuous F (resp. G)-adapted processes. We denote by O(F) (resp. O(G)) the σ-algebra of F (resp. G)-optional subsets of Ω × R + , i.e., the σ-algebra generated by the right-continuous F (resp. G)-adapted processes.
We impose the following hypothesis introduced by Bremaud and Yor [2] , which is classical in the filtration enlargement theory and is called (H)-hypothesis or immersion property .
Hypothesis 2.1 The process B remains a G-Brownian motion.
We observe that, since the filtration F is generated by the Brownian motion B, Hypothesis 2.1 is equivalent to all F-martingales are also G-martingales. In particular, the stochastic integral
We also introduce another hypothesis, often called the Jacod equivalence hypothesis (see, e.g., [1, chapter 4] , that the conditional law of τ is equivalent to the law of τ and that τ admits a density w.r.t. Lebesgue's measure, which will allow us to compute conditional expectations w.r.t. G in terms of conditional expectations w.r.t. F.
Hypothesis 2.2 We assume that there exists a strictly positive P(F) ⊗ B(R)-measurable
In particular, the density of τ is α 0 .
In all the paper, Hypotheses 2.1 and 2.2 are in force.
We now recall some standard results that will be important for our purpose and we refer to [3] for their proofs.
We introduce the F-supermartingale G (called Azéma's supermartingale) defined as
The supermartingale G is strictly positive, non-increasing and continuous. The process M defined by
is a G-martingale, with a single jump at time τ . The F-adapted process λ defined by 
which implies
since, by definition of G and λ and the fact that (2.2) holds, we have the following equalities,
and G 0 = 1. Note that, from immersion 
Furthermore, if Y ∈ G T is integrable, then we have
We recall a decomposition result for P(G)-measurable processes, proved in [7, Lemma 4.4] for bounded processes. It can be easily extended to the case of unbounded processes.
Proposition 2.5 Any P(G)-measurable process X = (X t ) t≥0 can be represented as
Here, the superscript b is for before τ and a for after τ . In particular, a G-predictable process is equal to an F-predictable process on the set {t ≤ τ }.
Song [14] has extended the previous result to the class of optional processes under some hypotheses, which are satisfied under equivalence Jacod's hypothesis. Proposition 2.6 Any O(G)-measurable process X = (X t ) t≥0 can be represented as
If the process X is bounded by a constant K, then the process X b is bounded by K and one can also choose the process X a (θ) bounded by K for any θ ≥ 0. We remark that the uniqueness of X a t (θ) is granted for θ ≤ t.
, this quantity will be called the pre-default part.
where 
Proof: The proof of this Lemma is an application of Proposition 2.6 and that
We now give a decomposition result for Stochastic Differential Equations (SDEs) in G in terms of SDEs in F.
Lemma 2.8 If the process X satisfies the following stochastic differential equation
The proof of this Lemma is an application of Proposition 2.6 and for the last equality, we have used that if an F-predictable process K satisfies
Notation
To define solutions to ABSDEs, we introduce the following spaces, where s, t ∈ R + with s ≤ t, and T < ∞ is the terminal time and δ is a strictly positive constant.
• L 2 (F t ) is the set of R-valued square integrable F t -measurable random variables.
• L 2 τ is the set of R-valued P(F)-measurable processes U such that U t = 0 for t > τ and
Existence results for ABSDE in a Brownian filtration
We extend the results of Peng and Yang [12] to more general drivers. The proofs are based on standard methodologies, however they require careful majorizations. To simplify the writing we introduce some new notation for each Proposition, and the same notation ⃗ y ∈ A is used in different meanings which are clear from the context.
Proposition 2.9 Let
where |Y| is defined in Section 2.
Let us first introduce a norm in the Banach space
and define the mapping Φ :
where
We now prove Φ is a contraction in E under the norm ||.|| β . For two arbitrary elements (y, z) and (y ′ , z ′ ), we denote their difference by
We can prove by using classical estimates we have
In the following inequalities, K is a constant which does not depend on β and may change from line to line. By Lipschitz property of the map f , standard majorization of the square of a sum (resp. integral) via the sum (resp. integral) of the square (up to a constant) and the boundness of p and q, it follows that
By the change of variable u = t + s, we get
Fubini's theorem leads to
where we have used that 1 − e −βδ ≤ βδ. Combining (2.10) with (2.9), we obtain for β ≥ 2
Consequently, since Y = Z = 0 for t > T , we get
and Φ is a contraction on S 2
for β large enough to ensure that K/β < 1, and β > 2.
We now give an estimation of the solution of the ABSDE.
Proposition 2.10 Suppose f satisfies the hypotheses of Proposition 2.9. Then there exists a strictly positive constant K that only depends on the Lipschitz constant C and on T such that for any
Proof: The proof is obtained with standard computations. For the sake of completeness, we give details in the Appendix.
Using the same methodology as in Proposition 2.9, one obtains the following result,
Moreover, there exists a constant K such that we have
Proof: We use similar arguments to the proofs of Proposition 2.9 and 2.10.
3 ABSDE with jump of type (1.1)
We assume that Hypotheses 2.1, 2.2 and 2.3 hold. We consider in this section an ABSDE of the following form: find a triple
From Propositions 2.5 and 2.6, all the involved processes can be decomposed in two parts, before and after τ . In particular, since ξ will be given as a G-optional process and P as a G-predictable process, we have for any
and we have for any t ∈ [T,
We work under the following hypotheses:
and, for any ⃗ y ∈ A we define |⃗ y| by 
From Propositions 2.5 and 2.6, we can write
Study of the Equation (3.2)
Our aim is to write (3.2) as a family of ABSDEs in the filtration F. For that purpose, we note that, on the set {t ≥ τ }, we have from (2.6)
The same equality holds for the part involving f (t, ⃗ y) and Z a t+δ (τ ). Therefore, we study the family of ABSDE
For any fixed θ ∈ [0, T ], the map F := f a (θ) defined as F (t, ⃗ y) = f a (t, θ, ⃗ y) inherits the Lipschitz conditions of Proposition 2.9 from the one of f . Due to the boundedness of f (·, ⃗ 0), the map F (·, ⃗ 0) is also bounded, and satisfies
and the existence of a solution follows from Proposition 2.9. Using Proposition 2.10, there exists a constant K such that
Study of the Equation (3.3)
Our aim is to write (3.3) as an ABSDE in the filtration F, that is to get rid of the quantities involving processes after time τ (as, e.g., Y t+δ on {t + δ > τ }) and working only with conditional expectation w.r.t. F. Obviously, for any t ≤ u ≤ t + δ, we have
Furthermore, from (2.5), we have
and
The same equalities hold for the part involving Z a . We are lead to consider, relying on the uniqueness of pre-default parts, the BSDE
(3.8) Here, using the equalities (3.6) and (3.7), we obtain that g is the map 
where, recalling the quantities J are defined in (3.7)
) .
It is straightforward that g is F-optional. We now show g satisfies Lipschitz conditions recalled in Proposition 2.9.
Since we have
we obtain that, using the Lipschitz condition for f and that G is bounded, there exists a constant K such that
Since, for X ∈ F s and s > t, one has from (2.4)
We deduce
Noting G is upper bounded by 1, the Lipschitz property of Proposition 2.9 for g holds. We now check the integrability condition on |g(t, ⃗ 0)| 2 . We notice, using notation (3.7), we have
From Lipschitz property of f , that f (t, ⃗ 0) is bounded and G
Using again that the square of a sum is bounded (up to a constant) by the sum of the squares, and using again the fact that G is lower bounded, the integrability condition of |g(t, ⃗ 0)| 2 will follow from the boundedness of the quantities
and similar expressions with J Z , as well as
The quantities in (3.9) are bounded since α is bounded and
and the assumed boundness of P and ξ. The other quantities are studied using the same methodology and that
The existence of a unique solution (Y b , Z b ) of the ABSDE (3.8) follows from Proposition 2.11. Moreover we have
Integrability of the solutions
In this part we consider the integrability of the solutions (Y, Z, U ) where
From Subsections 3.1 and 3.2 we know (Y, Z, U ) satisfy the ABSDE (3.1).
and the quantities on the right-hand side are finite.
Proposition 3.3 There exists a strictly positive constant K such that the solution (Y, Z, U ) of the ABSDE (3.1) satisfies
Proof: In the proof, the constant K can vary from line to line. We remark 1
On the set {τ < t}, we use that
On the set {t ≤ τ }, we remark
.
and that α is bounded, we have
We proceed in the same way for the part ∫ T T ∧τ (Z a s (τ )) 2 ds. Using (3.5)-(3.10) we can conclude.
Uniqueness of the solution
In this part we consider the uniqueness of the solution of ABSDE (3.1). Suppose this ABSDE has two solutions (Y, Z, U ) and (Ȳ ,Z,Ū ). Each process admits a unique decomposition under the form 
We consider in this section an ABSDE of the following form: find a triple 
Proceeding as before, we consider, on the set {τ ≤ t}, the ABSDE
whereas, due to the uniqueness of pre-default parts we consider the ABSDE
Study of the Equation (4.2)
Using the same arguments as in Subsection 3.1 we study the family of ABSDEs
This ABSDE can be written under the following form
4) which is on the form of Proposition 2.11. The Lipschitz condition on g follows from the hypothesis on f . The square integrability of g(t, ⃗ 0) = E Ft [ f a (t, θ, ⃗ 0)] follows as in Subsection 3.1 from the boundedness hypothesis of f (t, ⃗ 0). Thus from Proposition 2.11 we get the existence of a unique solution to this ABSDE satisfying
Study of the Equation (4.3)
Using the same arguments as in Subsection 3.2, we are lead to consider
6) where
We show that the hypotheses of Proposition 2.11 are satisfied. First, we show that the driver is Lipschitz. Using that f is Lipschitz we get
there exists a constant C such that
where we use that α(θ) is a martingale. Hence, using that ∫ ∞ 0 α t (θ)dθ = 1, we get
In the other hand, using the Lipschitz property of f b , that G is upper bounded and denoting 
Integrability
The integrability condition of One can apply the same methodology than the one in the previous section, since Proposition 2.10 is valid in the case of ABSDE (4.1) and obtain similar results. 
2)
where a is a bounded F adapted process and η is a measure of the form η(ds) = , the driver satisfies the Lipschitz condition, and the above ABSDE has a solution.
Linear ABSDE
In this part we give a closed formula for the solution of linear ABSDEs. That means the driver f is linear w.r.t. Y , Z and U . We first give a result about the form of Y , part of the solution of a linear ABSDEs in the Brownian case. 
Proposition 5.1 Consider the following ABSDE
       −dY t = [ < ⃗ a t , ⃗ Y t > +l t ] dt − Z t dB t , t ∈ [0, T + δ] , Y T +t = ξ T +t , 0 ≤ t ≤ δ , Z T +t = P T +t , 0 < t ≤ δ ,(5.
