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 RESUMEN 
 
 
La espectroscopia de ablación láser es una técnica espectroscópica de emisión 
óptica que consiste en irradiar una parte de la muestra con un pulso láser de alta potencia, 
formando un plasma en la superficie de la muestra mediante un fenómeno denominado 
descomposición. El análisis espectroscópico de las emisiones del plasma permite el 
análisis de la composición elemental de la muestra. La adquisición instantánea de 
espectros ofrece la posibilidad de obtener información sobre la composición de un 
material mediante irradiación directa con pulsos láser, tratamiento mínimo de la muestra, 
simplicidad y versatilidad, análisis en cualquier estado de la materia en diferentes 
condiciones y distancias ambientales, destrucción mínima de la muestra, flexibilidad en 
la configuración experimental,  portabilidad de la instrumentación y la rentabilidad de los 
equipos, así como los análisis, debido a que no requieren reactivos, proporcionan una 
excelente combinación de características de LIBS, lo que lo convierte en una gran 
herramienta analítica para el análisis cualitativo y cuantitativo. Durante las últimas 
décadas, no solo se ha incrementado el uso de esta técnica en los laboratorios, sino que 
también ha conducido a su transformación en una técnica portable en el campo. Debido 
a estas características intrínsecas de la técnica LIBS y a las ventajas que ofrece, los 
investigadores han estado trabajando continuamente para evaluar la capacidad de esta 
técnica en nuevos aspectos para su aplicación en diversos campos de la ciencia. 
En la primera fase, la técnica LIBS, se limitó principalmente a los estudios 
relacionados con el análisis de materiales, el monitoreo ambiental y el control de 
procesos. El interés en este campo ha atraído a los investigadores a utilizarlo tanto en el 
estudio de muestras tan pequeñas como bacterias como en otras a mayor escala. Aunque 
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el principio básico de LIBS es el mismo, no existe una única fórmula para llevar a cabo 
el análisis LIBS de muestras muy diferentes, por lo tanto, dependiendo de la muestra, es 
necesario optimizar los parámetros experimentales que afectan a la interacción láser - 
materia y a los métodos de extracción de información de las mediciones espectrales 
obtenidas. 
El plasma es el elemento básico de una medición LIBS, que se genera debido a la 
ablación del material, y las emisiones producidas por su enfriamiento proporcionan la 
información sobre los elementos constitutivos del material ablacionado. Las líneas de 
emisión, con sus intensidades situadas en longitudes de onda específicas, dan lugar a una 
característica "huella digital espectral" de la muestra en análisis, que permite realizar un 
análisis cualitativo o cuantitativo de la muestra. Un subconjunto de análisis cualitativo es 
la identificación material que incluye la creación de modelos de clasificación utilizando 
diversas técnicas quimiométricas para determinar la identidad o pertinencia de una 
muestra dentro de un cierto conjunto limitado de materiales de referencia. 
En esta tesis se ha estudiado el enfoque cualitativo de la técnica LIBS en el área 
de la biomedicina, explorando su potencial para identificar y discriminar muestras 
biológicas, a partir de los cambios en su composición atómica. La motivación de estos 
estudios fue evaluar la capacidad de LIBS para proporcionar una identificación rápida en 
comparación con los métodos bioanalíticos tradicionales, aprovechando la posibilidad de 
combinarlo con los métodos quimiométricos para aumentar el rendimiento de la técnica 
y demostrar su potencial de uso como un método diagnóstico en el ámbito clínico. En la 
figura 1.1 se presenta un esquema que resume el trabajo presentado en esta tesis. 
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Esquema de la tesis 
 
Con el fin de desarrollar los modelos de clasificación, se emplearon diferentes 
enfoques de los métodos quimiométricos y se compararon, para encontrar el mejor 
enfoque para proporcionar la solución a este problema. Una parte integral de los estudios 
es el desarrollo de modelos de clasificación utilizando los algoritmos de Red Neural 
Artificial (NN) como la herramienta quimiométrica para el análisis de datos espectrales 
LIBS en la identificación y discriminación de materiales biológicos moleculares 
complejos como bacterias y hongos. La selección de la NN fue fomentada por un estudio 
en el que la comparación entre varios métodos quimiométricos, incluyendo Análisis 
Discriminante Lineal (LDA), Máquinas de Soporte Vectorial (SVM), Modelado Suave 
Independiente de Analogía de Clase (SIMCA), Análisis Discrecional de mínimos 
cuadrados parciales (PLS-DA) y Redes Neuronales Artificiales (NN), demostró el mejor 
desempeño de la NN en la clasificación de cepas bacterianas. 
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Hay una multitud de técnicas que se emplean para identificar los patógenos 
bacterianos y fúngicos presentes en una muestra biológica que causa enfermedades 
infecciosas. Todas estas técnicas ofrecen varias ventajas y proporcionan buenos 
resultados, pero en muchos casos los factores como el tiempo y el coste del análisis son 
limitados. Por lo tanto, en esta tesis se pretendió desarrollar una metodología basada en 
la combinación LIBS-NN para realizar la identificación y discriminación de estos 
patógenos en la identificación y discriminación de bacterias y hongos en  muestras 
biológicas; con especial referencia a la mejora de los estándares de seguridad hospitalaria, 
particularmente desde el punto de vista microbiológico, mediante el diagnóstico precoz 
de las infecciones adquiridas en el hospital (HAI) y su uso en las aplicaciones clínicas en 
el diagnóstico de enfermedades resultantes de infecciones bacterianas y fúngicas. 
 
La tesis se divide principalmente en tres partes: Introducción a los fundamentos 
de las técnicas utilizadas, procedimiento Experimental y Resultados. 
La primera parte se centra en la introducción al objetivo principal de esta tesis, es 
decir, el análisis de muestras de microorganismos utilizando la técnica LIBS junto con el 
estado del arte de la técnica LIBS en el análisis de las muestras de microorganismos. 
También cubre la teoria fundamental de la técnica de LIBS junto con un acercamiento 
teórico detallado a la quimiometría en LIBS, particularmente las técnicas. 
 El capítulo 1 da una visión teórica de la técnica incluyendo los 
fundamentos de la técnica LIBS, instrumentación y 
configuración comúnmente utilizados para los análisis. 
Además, este capítulo abarca los antecedentes del análisis 
basado en LIBS de microorganismos que discute el principio 
de la técnica, la importancia de las muestras bacterianas 
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estudiadas hasta el momento y los avances realizados en esta 
técnica para sus aplicaciones médicas. 
 El capítulo 2 incluye una introducción general a la 
quimiometría y las figuras de mérito que se necesitan tener en 
cuenta para la evaluación del desempeño de los métodos 
quimiométricos en las tareas de clasificación. 
Específicamente, las técnicas incluyen métodos lineales 
supervisados tales como SIMCA, PLS-DA, LDA y métodos 
supervisados no lineales tales como SVM y NN, discutidos 
desde un punto de vista teórico. 
 En el capítulo 3 se describe la configuración experimental 
utilizada para las mediciones LIBS y los componentes del 
sistema experimental desarrollado en el laboratorio. También 
trata las muestras bacterianas incluidas en el estudio y la 
preparación de estas muestras. Además, se dan los detalles 
sobre los programas utilizados para el desarrollo de los 
modelos de clasificación. 
 
La tercera parte de la tesis incluye los resultados experimentales y las conclusiones 
obtenidas en el estudio. 
 El capítulo 4 trata sobre la metodología desarrollada de LIBS-
NN para la identificación y discriminación de muestras 
bacterianas. Esta parte se divide además en tres secciones. 
1. El primer estudio se basa en la aplicación de LIBS y NN para 
el análisis de cepas bacterianas, estudiando por un lado la 
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combinación de estas técnicas para llegar a la identificación y 
discriminación de estas muestras de microorganismos, 
mientras que por el otro se estudia el efecto del medio de 
crecimiento sobre el análisis y los resultados. 
2. La metodología basada en LIBS-NN se extendió al análisis de 
cepas bacterianas resistentes a los antibióticos, que forman la 
segunda sub-sección. 
3. También se realizó una comparación entre las prestaciones de 
los diferentes métodos quimiométricos, tal como se menciona 
en la Figura 1.1, aunque realizadas al principio, formando la 
última parte de este capítulo. Esta comparación constituyó la 
base para continuar con el uso de NN para generar los modelos 
de clasificación. 
 
 El capítulo 5 presenta el análisis de muestras de hongos, 
específicamente cepas de Cándida, por LIBS con su posterior 
caracterización por LIBS y SEM-EDS y aplicando la 
metodología LIBS-NN para su discriminación. Primer análisis 
centrado completamente en hongos y cándida.  
 
 Finalmente, la última parte del capítulo 6 discute las 
conclusiones sobre el trabajo en esta tesis y discute los desafíos 
que enfrenta la técnica debido a su versatilidad en su 
aplicación e instrumentación. 
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Al final de la tesis, se han añadido tres anexos que incluyen: 
 Interfaz de usuario desarrollada para el análisis de datos LIBS. 
 Publicaciones en revistas científicas, incluyendo todos los proyectos 
realizados durante el desarrollo de esta tesis. 
 Finalmente, el trabajo de investigación consistente en los resultados 
iniciales obtenidos de la clasificación de diferentes cepas bacterianas de la 
misma especie publicado como en proceedings de Congreso 
“BioMicroWorld2013”. 
 
OBJETIVOS 
El objetivo general de esta tesis fue desarrollar un conjunto de herramientas 
analíticas que permitiesen un análisis simple, económico, fiable y preciso para identificar 
y discriminar los microorganismos patógenos y la extrapolación de estos métodos a la 
detección de patógenos en muestras de origen biológico, y evaluar la potencial de la 
técnica LIBS en combinación con el análisis de datos utilizando algoritmos matemáticos 
de correlación para su aplicación a nivel clínico. 
 
Específicamente, los objetivos que se persiguen se resumen a continuación: 
1. Diseño de protocolo para el análisis LIBS de las muestras de 
microorganismos incluidos en el estudio. Para ello, se evaluaron las 
variables y condiciones de medición, optimización de parámetros 
experimentales, preparación de muestras para el análisis LIBS y evaluación 
de la detección directa de cultivos sin tratamiento de muestra. 
2. Estudiar el efecto del medio para cultivar microorganismos en la 
identificación basada en LIBS, dada la necesidad de aislar bacterias de 
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muestras biológicas antes del análisis LIBS debido al efecto matriz y la 
importancia de cultivar microorganismos como método básico en 
microbiología. Este estudio se realizó para averiguar si el medio de cultivo 
influye en la composición elemental de las células y afecta a la 
identificación de microorganismos por LIBS.  
3. Desarrollo de modelos de clasificación basados en el estudio de métodos 
matemáticos de análisis de datos. Esto incluye la comparación de modelos 
quimiométricos controlados lineales y no lineales, y procedimientos de 
correlación para determinar el método que proporciona mejores resultados 
de clasificación. También se pretendió evaluar el poder de clasificación de 
las redes neuronales en combinación con LIBS y el desarrollo de una 
interfaz para el usuario que permite el control en tiempo real de los 
parámetros matemáticos NN de los modelos utilizados.  
4. Evaluación de la metodología LIBS-NN para discriminar e identificar 
diferentes bacterias y hongos patógenos sobre la base de su composición 
atómica con el fin de desarrollar una metodología rápida y sencilla para 
aplicaciones biomédicas. Por un lado, se pretendía lograr la identificación y 
discriminación de microorganismos, por otro, el estudio pretendía ampliar 
la escala de estudio aumentando el número de especies como 
enterobacterias, bacterias gram-positivas y gram-negativas y también 
diferentes cepas de estas bacterias y hongos.  
5. Determinación de la resistencia a antibióticos en cepas bacterianas más 
comúnmente aisladas. Incluye la evaluación de la capacidad de LIBS-NN 
para clasificar cepas bacterianas basadas en su huella espectral característica 
detectando las diferencias de composición debidas a mutaciones resultantes.
Summary 
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 SUMMARY 
 
 
Laser Induced Breakdown Spectroscopy (LIBS) is an optical emission 
spectroscopic technique that is based on irradiating a portion of the sample with a short 
and high power laser pulse, forming the plasma on the sample´s surface by a phenomenon 
called breakdown. The emissions from this plasma are analysed spectroscopically 
providing a spectrum which allows obtaining the compositional information of the 
sample. Instant spectra acquisition, possibility to directly irradiate the sample with laser 
pulses in any state of matter under different ambient conditions and variable distances, 
minimal sample treatment, simplicity and versatility, minimal or negligible destruction 
of the sample, flexibilty in experimental configuration, portability of the set-up, and cost-
effectiveness of both the equipment and analyses, obviating reagents and cumbersome 
sample preparation steps, provide an excellent combination of features to LIBS as an 
analytical tool for qualitative and quantitative analysis for a wide range of samples. Last 
two decades have seen a rapid increase in the use of this technique in different fields, that 
has not been restricted only to the laboratory experiments but has led to its maturation 
and transformation into a field-deployable technique [1-3]. The excellent features and 
advantages offered by LIBS have motivated the researchers to work continuously 
evaluating the ability of this technique in newer aspects finding its application in various 
fields of science. This has resulted using this technique, only limited to material analysis, 
environmental monitoring and process control during the earlier phase of its use to the 
study of samples as small as bacteria, fungi and animal tissues.  
Although the basic working principle of LIBS is same but there is not a single 
formula to carry out LIBS analysis of very different samples, therefore, depending on the 
sample, there is a need to optimize experimental parameters affecting laser - matter 
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interaction and the methods of extracting information from the spectral measurements 
obtained. Plasma is the basic element of a LIBS measurement. Emissions produced from 
cooling of plasma provide the information about constituent elements of the ablated 
material. Emissions lines with their intensities located at specific wavelengths give rise 
to a “spectral fingerprint” characteristic of the sample under analysis, which then allows 
carrying out qualitative or quantitative analysis on the sample. A subset of qualitative 
analysis is material identification that includes creating classification models using 
various chemometric techniques to determine the identity or pertinence of a sample within 
a certain limited set of reference materials.  
In this thesis, qualitative approach of LIBS technique has been studied in the area 
of biomedicine, exploring its potential to identify and discriminate biological samples, 
based on the changes in their atomic composition. A scheme is shown in Fig. 1.1 summing 
up the work presented in this thesis. 
 
Scheme of the thesis 
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The motivation of these studies was evaluating the ability of LIBS in order to 
provide fast identification of bacterial pathogens as compared to traditional bioanalytical 
methods, benefitting from the possibility to combine it with chemometric methods in 
order to increase the performance of the technique and demonstrate its potential for use 
as a diagnostic method in clinical set ups.  
In order to develop the classification models different approaches of chemometric 
methods were employed and compared to find out the best approach to provide the 
solution to this problem. An integral part of the studies is the development of 
classification models using the Artificial Neural Network algorithms (NN) as the 
chemometric tool for the analysis of LIBS spectral data for the identification and 
discrimination of molecularly complex biological materials such as bacteria and fungi. 
The selection of NN was encouraged by a study where comparison among several 
chemometric methods including Linear Discriminant Analysis (LDA), Support Vector 
Machines (SVM), Soft Independent Modeling of Class Analogy (SIMCA), Partial least 
Squares – Discriminant Analysis (PLS-DA) and Artificial Neural Networks (NN) 
demonstrated the best performance in the classification of bacterial strains by NN 
classification model. 
There is a multitude of techniques that are employed to identify the bacterial and 
fungal pathogens present in a biological sample causing infectious diseases. All of these 
technique offer several advantages one over the other and provide good results but in 
many cases the factors like time and cost of analysis have to be compromised. Therefore, 
in this thesis, it was aimed to develop a methodology based on LIBS-NN combination to 
perform the identification and discrimination of these pathogens the identification and 
discrimination of bacteria and fungi in the biological samples; with special reference to 
improve the standards of hospital security, particularly from the microbiological point of 
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view by an early diagnosis of Hospital Acquired Infections (HAI) and its use in the 
clinical applications for the diagnosis of diseases resulting from bacterial and fungal 
infections.  
The thesis is mainly divided into three parts: Introduction to the fundamentals of 
the techniques used, Experimental and Results. 
The first part focuses on the introduction to the main objective of this thesis i.e. 
analysis of the microorganisms samples using LIBS technique along with the state of art 
of LIBS technique in the analysis of the microorganisms samples. It also covers the 
fundamental of LIBS technique along with a detailed theoretical approach to the 
chemometrics in LIBS, particularly the techniques. Particularly,  
 Chapter 1 gives a theoretical view of the technique including 
the fundamentals of the LIBS technique, instrumentation and 
configuration commonly used for the analyses.  In addition, 
this chapter covers the background of the LIBS based analysis 
of microorganisms discussing the principle of the technique, 
importance of bacterial samples studied so far and the 
advancements made in this technique for its medical 
applications. 
 Chapter 2 includes a general introduction to chemometrics and 
the figures of merit that are needed to be taken into account for 
the evaluation of the performance of chemometric methods in 
the classification tasks. Specifically, the methods include 
supervised linear methods such as SIMCA, PLS-DA, LDA and 
non-linear supervised methods such as SVM and NN, 
discussed from a theoretical point of view. 
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The second part composing the  
 Chapter 3 discusses the experimental set-up used for the LIBS 
measurements and the components of the experimental system 
developed at the laboratory. It also includes the bacterial 
samples included in the study and the preparation of these 
samples. The details about the programs used for developing 
the classification models is also given. 
 
The third part of the thesis includes the experimental results and conclusions obtained 
in the study.  
 Chapter 4 includes the developed LIBS-NN methodology for 
the identification and discrimination of bacterial samples. This 
part is further divided into three sections.  
1. The first study is based on the application of LIBS and NN for 
the analysis of bacterial strains, studying on one hand the 
combination of these techniques to reach the identification and 
discrimination of these microorganism samples while on the 
other the effect of growth medium on the analysis and results.  
2. The LIBS-NN based methodology was extended to the 
analysis of antibiotic resistant bacterial strains, which forms 
the second sub-section. 
3. A comparison was also performed between the performances 
of different chemometric methods as mentioned in Fig. 1.1, 
although performed in the beginning, forms the last part of this 
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chapter. This comparison formed the basis to continue with the 
use of NN to generate the classification models. 
 Chapter 5 presents the analysis of fungi samples of the class 
yeast, specifically Candida strains by LIBS with their further 
characterization by LIBS and SEM-EDS and applying LIBS – 
NN methodology for their discrimination. 
 
 Finally, the last part chapter 6 discusses the conclusions on the 
work in this thesis and discussing the challenges the technique 
faces because of its versatility in application and 
instrumentation. 
 
In the end of the thesis, three annexes have been added, which includes: 
 User Interface developed for the analysis of LIBS data. 
 Publications in scientific journals, including all projects carried out 
during the development of this thesis. 
 Finally, the research work consisting of initial results obtained for the 
classification of different bacterial strains of same species published as 
Proceedings. 
 
OBJECTIVES 
 The overall objective in this thesis was developing a set of analytical tools that allow 
a simple, economical, reliable and accurate analysis to identify and discriminate the 
pathogenic microorganisms and the extrapolation of these methods to the detection of 
pathogens in samples of biological origin, evaluating the potential of the LIBS technique 
Summary 
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in combination with data analysis using mathematical algorithms of correlation for its 
application at the clinical level.  
Specifically, the objectives to be achieved are outlined below: 
1. Designing protocol for LIBS analysis of the microorganism samples included in 
the study. This involved evaluating the variables and conditions of measurement, 
optimization of experimental parameters and set-up, preparing samples for LIBS 
analysis and evaluation of direct detection of cultures without any sample 
treatment. 
2. Study the effect of culture medium to grow microorganisms on LIBS based 
identification, given the need of isolating bacteria from biological samples prior 
to LIBS analysis due to matrix effect and importance of cultivating 
microorganisms as basic method in microbiology. This study was performed to 
find out if culture medium influence the elemental composition of the cells and 
affect the identification of microorganisms by LIBS  
3. Development of classification models based on the study of mathematical 
methods of data analysis. This included comparison of linear and non-linear 
supervised chemometric models and correlation procedures in order to determine 
the method which provides better classification results. It was also intended to 
evaluate the classification power of Neural Networks in combination with LIBS 
and development of an interface for the user that allows real time control of 
mathematical parameters used NN models.  
4. Evaluation of LIBS-NN methodology to discriminate and identify different 
pathogenic bacteria and fungi on the basis of their atomic composition in order to 
develop a fast and simple methodology for biomedical applications. Where on one 
hand it was intended to achieve the identification and discrimination of 
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microorganisms, on the other the study was intended to expand the scale of study 
by increasing the number of species like enterobacteria, gram-positive and gram-
negative bacteria and also including different strains of these bacteria and fungi.  
5. Determination of the antibiotic resistance in most commonly isolated bacterial 
strains. It included evaluation of the ability of LIBS-NN to classify bacterial 
strains based on their characteristic spectral fingerprint by detecting the 
compositional differences due to mutations resulting from acquisition of antibiotic 
resistance.
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CHAPTER 1. LASER INDUCED BREAKDOWN SPECTROSCOPY BASED IDENTIFICATION OF MICROORGANISMS 
Chapter 1 
 
Laser Induced Breakdown Spectroscopy based identification 
of microorganisms 
  
Pathogen detection methods are of peculiar interest because the spread of 
pathogens for instance can not only endanger whole ecosystems, but can cause serious 
economic damage as well. Test procedures are required in order to control the quality of 
drinking water, food or pharamceutical substances and prevent placing them on the 
market and associated health risks to the population [4]. Although all of the above 
mentioned sectors are important, pathogen detection and identification has high 
significance in the medical field and therefore the need to improve the public health 
standards has impulsed the focus of this thesis on the medical significance of 
microorganisms (bacteria and fungi) in its clinical context .  
Mostly the identification of the microorganism in a specimen is aided by the 
taxonomic classification based on binomial nomenclature determining the genus and 
species. The genus represents a collection of similar species where species is referred to 
the strains that are highly similar among each other with respect to other strains. For 
example, in Klebsiella pneumoniae, Klebsiella represents the genus and pneumoniae 
specifies the species. Revealing this information about a microbe along with the type of 
strain helps the clinicians to deal with a diverse microbiota and establish the level of 
pathogenicity and risk of infections related to the microorganism in an epidemiological 
investigation. Furthermore, this information allows designing the strategies for dealing 
with Hospital Acquired Infections (HAI) or Nosocomial infections. HAI include those 
infections which are not present at the time of admission of a patient to a healthcare setting 
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and are acquired within hours after admission from the surrounding pool of the 
microorganisms. 
A wide range of microorganisms are responsible for causing the infectious 
diseases in human beings but the epidemiological reports by EPINE (Study of Prevalence 
of Nosocomial Infections in Spain) [5], indicate a high prevalence of certain groups of 
bacteria and fungi in the nosocomial or Hospital Acquired Infections (HAI) as shown in 
Fig. 1.1.  
 
 
Fig. 1.1. Distribution of microorganisms isolated from patients affected by 
a) Hospital Acquired Infections and b) Community Infections [5]  
 
According to this EPINE report [5,6], approximately 7% of hospitalized patients 
get affected by a nosocomial infection, which causes an increase of about 5 days in the 
hospital stay and 2% of these patients ultimately die from these infections. The direct and 
indirect costs for diagnosing and treatment can reach several million Euros. Bacteria 
cause about 90 % of HAI, 3% correspond to fungi and less than 1% to virus. Over 90% 
of all invasive fungal infections are caused by species of the genera Candida (most 
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common) and Aspergillus. Although fungi have a low incidence as compared to bacteria 
but they cause some serious infections and in most of the cases, it results in rapid death 
of the patient.  
A serious concern posed by these pathogenic bacteria is the acquisition of 
antibiotic resistance and a consequence of the lack of control towards these infectious 
diseases is that the microbes acquiring resistance to drugs continue emerging. This results 
in another serious threat i.e. emerging infectious diseases (EIDs), which cause a 
significant burden on global economies and public health [7,8]. Studies have shown that 
54.3% of EID events are caused by bacteria mainly, among them a large number belongs 
to drug-resistant microbes [9]. This requires developing an effective and efficient 
methodology capable of performing a faster microbial identification that could provide 
an instant diagnosis of the diseases. 
 
1.1. MICROBIAL IDENTIFICATION METHODS 
Many clinical laboratories still rely on the use of classical methods of microbial 
identification and characterization and will not be completely replaced, however, there is 
a continuous research going on in this direction that is leading to the development of new 
and innovative strategies. This has resulted to the addition of attractive alternatives and 
sophisticated instrumental techniques based on different aspects of microbial analysis 
providing significant advantages over traditional methods [10]. Various methods that 
have been brought up to deal with this matter are summarised in Fig. 1.2. 
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Fig. 1.2. Methods used for the identification of microorganisms 
 
Classical methods for microbial identification are based on culturing processes coupled 
to the recognition of similarities and differences in morphology, growth, enzymatic 
activity, metabolism, gram staining, growth conditions observing the presence or absence 
of oxygen, growth ability on different culture media, bacterial fermentation, parasitic 
morphology, and viral cytopathic effects with those of type cultures. These methods 
employ more traditional and laborious tasks such as microscopic observation and 
biochemical characterization of sample microorganisms with those of type cultures and 
the reliability of this kind of identification is in direct proportion to the number of similar 
phenotypic characteristics [11,12].  
 
Genotypic and Proteomic analysis of microorganisms have gained momentum during 
the last decades and have proven to be very useful in the identification and 
characterization of bacteria and fungi strains overcoming the shortcomings of traditional 
methods in failing to identify complex similar strains. The genotypic methods include 
nucleic acid based detection methods and rely on the amplification, sequencing, 
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fingerprinting and hybridization of DNA or RNA via polymerase chain reaction (PCR), 
where real time–Polymerase Chain Reaction and microarrays assemblies are the most 
commonly used techniques currently [13]. Other molecular techniques used include FISH 
[14] and sequencing of 16s RNA [15,16]. Proteomic methods of bacterial identification 
include the analysis of proteins (or specific markers) in a sample [12,17]. This includes 
the serological proteome analysis based on immunological techniques, which exploits the 
specificity, and sensitivity of the interaction between antigen and antibody is measured. 
In some cases, fluorescent or radioactive substances are added to the antibody which later 
allows the detection and quantification of antigen and hence the microorganism present 
[18]. Enzyme–linked immunosorbent assay (ELISA) is a serological technique used fr 
the detection of an antigen or antibody. It can be used to detect a bacterial antigen by an 
enzyme–substrate reaction by conjugating a specific antibody with an enzyme [19]. Other 
methods include two dimensional gel electrophoresis and obtaining the sequence of 
proteins generating a map, which is compared to the reference database to identify the 
bacteria [20].  
Another proteomic technique that is extensively being used for microbial 
identification is Matrix Assisted Laser Desorption Ionization – Time-of-Flight – Mass 
Spectrometry (MALDI-TOF). It offers a gel – free spectrometry proteomics involving the 
absorption of UV laser at 337 nm by the matrix containing microbial sample causing soft 
ionization of sensitive biological molecules, generally producing charged ions of high 
molecular weight that are detected by the mass spectrometer providing a mass spectrum 
fingerprint [12,21],. 
Spectroscopic methods have also been reported to be employed in microbiology over 
the last years providing an alternative physiochemical approach to the analysis of 
microorganisms. Due to their feature of displaying the molecular composition of the 
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sample with unique specificity, providing the fingerprint of the chemical composition of 
each microorganism based on the application of vibrational spectroscopic techniques i.e. 
infrared (IR) and Raman spectroscopy, these techniques have been the subject of various 
studies [22-30].  
 Although molecular methods are used for identification as well as characterization 
of microorganisms, the spectroscopic based methods mainly deal with the identification 
and discrimination between the microbes. These methods deal with different aspects of 
microbial cells such as cell wall composition, cell proteins, nucleic acids, molecular and 
atomic composition, offering different features and advantages and hence each method 
has its own potentials and limitations. When a clinical diagnostic is needed to be 
performed, an ideal method is the one that is able to provide an accurate and reliable 
identification of the infectious agent in a short period of time and at low cost per analysis. 
On the methodological basis, the diagnostic method should be simple and non-laborious 
to perform, easily available, temporally and economically feasible and present a simple 
experimental set-up, data analysis and results inference. When a diagnostic method is 
evaluated based on these features, the comparison between the efficiency and possibility 
of a routine use shows that none of the methods can be determined as an optimal or ideal 
method for the detection of pathogens in clinical samples. Thus new techniques and 
methodologies are continuously needed, the use of which will not replace the existing 
techniques, however, their development will be an ongoing process [10]. 
 The focus for the new techniques is the development of rapid, cost effective and 
simple methodologies as these aspects are of utmost importance in medical diagnosis due 
to the tremendous impact of these infectious diseases on human health as well as 
economic issues. In order to fulfil these demands, it is necessary to employ adequate tools 
that provide reliable, timely analytical results essential for day-to-day analysis that are 
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temporally and economically feasible. Growing evidence suggests that early, appropriate 
antibiotic therapy improves outcomes, and such therapy should therefore be a goal; 
however, this strategy needs to be coupled with an early reassessment of both diagnosis 
and therapy, usually within 48 to 72 hours. Provided a quick accurate diagnosis is enabled, 
in the majority of cases, the medical treatment can be targeted to a more specific regimen 
or can be discontinued, if an alternative microorganism is identified [4,31]. 
 The molecular methods provide accurate and reliable results and have been 
established with defined protocols and are currently extensively being used but the 
economic aspects related to them because of laborious nature, long time, high cost of 
analysis due to the consumables required and huge set–up cost put limitations to their use 
in routine clinical analysis [32]. Moreover, there are other challenges faced by most 
molecular methods that include the long time period for culturing and high volumes of it 
required in order to obtain a sufficient quantity of culture to be able to carry on with the 
analysis, high sensitivity to contamination, if the sample matrix contains substances 
inhibiting the PCR reaction, the need of expertise in both molecular biology and 
bioinformatics to interpret results for sequence alignments and analysis and direct contact 
with the hazardous organisms . The classical methods are laborious and heavily rely on 
culturing of microorganisms, rendering them extremely slow as some microorganisms 
take several days to provide a critical biomass for analysis. Furthermore, due to the 
increase in the diversity and complexity of the microorganisms with time highly related 
microbes are complicated to be differentiated based on phenotypic characteristics. The 
bias or lack of inexperience towards a particular isolate may result in misidentification 
when a biochemical test are interpreted to fit to a specific profile as reported in certain 
cases [11]. Serological methods are highly specific and expensive due to the high cost of 
the antibodies used. MALDI-TOF is currently increasing the interest in this field but its 
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big size and need to maintain at very low vapour pressure imply it to be installed in special 
set-ups and the high cost of equipment can be limiting factors. The spectroscopic methods 
based on Raman spectroscopy are coming up but are mostly kept back off the clinical 
laboratories due to complexity in maintaining the equipment as well its high cost. 
Despite the fact that classical, genomic and proteomic techniques are widely used 
for pathogen identification and provide accurate results but mostly require expensive 
consumables and are time consuming, therefore, are not efficient enough to deal with 
situations where a fast diagnosis is required. In some cases, it has been reported that the 
genomic methods may also provide a considerable number of false positives, failing to 
provide accurate results as compared to the slow conventional methods [33]. This is why 
further research and development of more sophisticated, cost-effective and fast 
approaches is underway to bring advances in this challenging territory.  
Laser Induced Breakdown Spectroscopy (LIBS) is a budding technique, and has 
captured the interest of researchers because of its capability to generate an instant spectral 
fingerprint of the sample based on the atomic composition of the microorganism that 
could be used to identify and discriminate microorganisms. Such approach is often 
referred to as a 'whole-organism' fingerprint in microbiological studies, as each different 
microorganism produce a unique spectrum [34,35].  
LIBS, because of its working principle and being an elemental analysis, was 
previously used in analytical applications such as inert matter mining, nuclear energy, 
environmental chemical pollution, art materials, etc., and in the physical studies of 
plasma, however, its potential to analyze complex microbiological systems was not 
reported until 2003. It was in 2001 when the events of bioterrorism hit the United States 
where spores of lethal bacteria Bacillus anthracis sent by mail and caused serious 
infections (categorized as deliberately emerging diseases) [8] and deaths in few cases. 
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The need of developing a fast identification method for timely detection of such 
hazardous microorganisms motivated the researchers to explore it for the detection of 
microorganisms based on the quest that if a bacterial sample could be identified based on 
its elemental composition. The advantages mainly high speed of analysis, minimal sample 
preparation and no direct handling of pathogenic samples made it more appealing to this 
end. The first study in this direction was carried out by Morel et. al. [36] who analysed 
Bacillus globigii, a non-pathogenic surrogate for Bacillus anthracis. This study focused 
more on characterization of bacterial samples by LIBS revealing the information that 
plasma could provide on atomic and molecular level and therefore finding the markers to 
achieve discrimination between them. The occurrence of several events such as outbreaks 
of food-borne illness that caused deaths and serious infections led to the appearance of 
more research in this field focusing on bacterial strains causing infectious diseases [37-
39]. 
Following is the description about the working principle, state of the art analysis 
on how this technique has been used for the study of microorganisms and a brief 
description on fundamentals of LIBS from theoretical point of view. 
The working principle of LIBS technique relies on the use of a highly energetic, 
short pulse of laser light focused on to the target which causes the vaporization of a 
fraction of target material forming on its surface a plume “plasma” within the focal region 
of the laser [1,3,37],. As a result of the vaporization or ablation or laser induced 
breakdown of the irradiated material is converted into the constituent components and are 
retained in the plasma in the form of energetic atoms, ions and electrons. The light emitted 
from this plasma is collected and recorded as a pattern referred to as “spectral fingerprint” 
consisting of emissions lines from the elements forming the target with their intensities 
located at specific wavelengths. This spectral fingerprint is a characteristic feature of the 
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sample under analysis and hence provides instant information about the sample 
composition [1,40-42].  
The ability of pulsed focused laser radiation to initiate plasma directly irradiating 
a sample in-situ and at a distance, perform fast spectral signature acquisition in seconds 
time taking into account the time from generation of plasma to collection of its light 
enabling simultaneous scanning of constituting elements of sample, provides a quick and 
versatile method for analysing different types of samples that can be inaccessible or 
tedious using conventional analytical techniques. The possibility of (a) elimination of 
cumbersome sample preparation steps; (b) performing analysis in any state of matter; (c) 
requiring minute amount of sample in micro- or nanograms; (d) setting up a simple 
experimental system; (e) low cost and compactness of equipment; (f) remote 
measurements for the analysis of hazardous, highly contagious pathogenic targets, and 
(g) automation of analysis make LIBS a simple and potent technique for its application 
in microbiological systems [40,41].  
 
1.2. LASER INDUCED BREAKDOWN SPECTROSCOPY FOR MICROBIAL 
ANALYSIS 
Microorganisms although unicellular organisms, possess a highly complicated 
cellular structure. Although they are basically made up of carbon based organic molecules 
and water, and composed of genome, cell organelles, cytoplasm, and different 
membranes, that can be found common in all but at the structural and molecular level 
there exist variations between different microorganisms. Therefore, they can be 
differentiated and/or classified on the basis of different cellular structures such as 
presence or absence of cell wall, nuclear membranes, types of cell wall, serotype, 
metabolism etc.  
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Bacteria is a biological structure with mainly carbon, hydrogen, nitrogen, 
phosphorus and oxygen forming the base along with other trace inorganic elements such 
as calcium, sodium, magnesium, potassium that are involved in the metabolic activities, 
enzymatic activities of the cells and maintaining the cellular structures [37]. Depending 
on the environment and genetic make-up, microbial cells can intake other elements from 
the medium. Furthermore, on structural basis bacterial cells can be seen sharing some 
common cellular elements and some variable structures such as pili, flagella or capsule 
as shown in Fig. 1.3, which also contribute to differences between different types [36]. 
 
 
Fig. 1.3 Basic structural division of bacteria [36] 
 
In LIBS analysis, all these variations can be of great help as depending on the 
characteristics of a microbe a highly specific spectral fingerprint can be generated which 
can allow achieving identification and discrimination between wide ranges of 
microorganisms. The laser pulse vaporizes several bacteria from the surface of bacterial 
target breaking it into its constituents and distributing this elemental and molecular 
information over the entire spectral range. This spectral fingerprint acts as a marker for 
the particular microorganism in order to provide information about its identity and related 
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pathogenicity [36]. Taking the advantage of possibility of coupling LIBS with other 
techniques such as Laser Induced Fluorescence Spectroscopy (LIFS), the same year, Hybl 
et al. [38] investigated the potential of LIBS–LIFS for detecting and discriminating 
aerosolized bacterial spores from more common background fungal/mold spores and 
pollens [41]. These studies highlighted the meaningfulness of the LIBS spectral 
fingerprint demonstrating the possibility of elemental based identification of 
microorganisms and marked the onset of a completely new direction of research 
integrating LIBS and microbiology with each other.   
The possibility of using LIBS to identify and discriminate pathogens in clinical 
diagnosis and public health has prompted investigations into the use of more realistic 
samples from a clinical analysis perspective. Almost all of the studies so far have 
emphasized studying bacterial samples and not much attention has been paid on the fungi 
samples except the inclusion of few strains in some studies. Most commonly studied 
bacteria include Escherichia coli, Pseudomonas aeruginosa, along with different species 
and strains belonging to the genus Staphylococcus, Streptococcus, Salmonella, 
Mycobacterium, Enterobacter and Bacillus. Among fungi samples a strain of Candida 
albicans was included whereas just a single study reported the analysis of virus i.e. 
Hantavirusstrains [43].  
All of the studies have employed different methods for the mounting of samples 
for LIBS analysis, and therefore there is not present any standard method of manipulation 
of the microbial samples and different protocols have been implemented for this purpose. 
A review of the bacterial based LIBS studies show that in some cases a previous 
centrifugation [44] of bacterial culture was done and the semi-liquid pellet obtained was 
deposited onto a nutrient free agar bed, others performed analysis by immobilizing the 
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bacterial slurry directly on a nutrient-free agar bed [45], microscope glass slides or 
substrate coupons made of polycarbonate, stainless steel and aluminium foil [43,46].  
Like many other techniques LIBS analysis requires pure culture and therefore 
isolation of microbial culture, however, Rehse et al. [47] studied the presence of a second 
bacteria in a mixed culture and its effect on the identification capability. Furthermore, the 
dependence of LIBS signal intensity with the bacterial cell number was studied making 
different dilutions of the pure culture and it was demonstrated that a linear relationship 
existed between them. It was a very interesting analysis demonstrating the ability of LIBS 
in the detection of mixed infection. However, studies report that about 90% of the 
bacteremia patients were found to contain only one pathogenic bacteria at a time and 
infection resulting from multiple pathogens was found to be rare [33,48,49]. 
A review of the instrumentation employed for LIBS measurements of bacterial 
samples reveals that almost all studies used Nd:YAG laser. This laser is usually preferred 
by LIBS community over other lasers because of its size, compactness, easy maintenance, 
repetition rate, high power throughput, short pulse duration, transmission of laser 
radiation via fiber optics, efficient frequency conversion, high amplification, better 
thermal and mechanical properties and easy-to-use source [50]. Another important 
component of the LIBS system is the spectrometer and detection system as this is the part 
where plasma emission is resolved and the spectral fingerprint is generated. Different 
systems have been used based on Czerny Turner combined with Charged Coupled Device 
detectors (CCD) but the introduction of high resolution Echelle spectrometers coupled 
with ICCD detectors have given some highly resolved spectra and signal enhancement 
[1,2,51,52]. The emission from the plasma is greatly affected by the ambient gases and 
enhancement in the signals was observed in the spectrum with helium and argon as 
ambient gases and hence an improvement in the discrimination capability [53]. However, 
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measurements have been usually made in air at room conditions that also allowed an 
efficient discrimination, furthermore kept the analysis simple and experimental set-up 
easy to handle [54-57]. The spectrum recorded may be the result of an irradiation with a 
single or multiple laser shots. Some LIBS experiments relied on single shot spectra while 
others recorded spectra by accumulating and averaging individual measurements 
including one point averaging or multiple points averaging or a combination of both in 
order to increase the S/N ratio, LIBS analytical performance, precision and 
reproducibility in the spectral set. 
A very important parameter that affects this is the chemometric method selected 
for the analysis of data and its tolerance to the shot-to-shot variations in data. Most of the 
times the method selected is the one available at hand. Different chemometric methods 
have been evaluated by other research groups, such as principal components analysis 
(PCA), soft independent modeling of class analogy (SIMCA), linear discriminant analysis 
(LDA) and partial least-squares discriminant analysis (PLS-DA). Some widely used 
chemometric methods sometimes do not offer satisfactory solutions to many practical 
problems due to the complexity of data or problem to be addressed. Research exists 
demonstrating that the use of NN can provide better results [58,59]. Therefore, a 
comparison of some of these methods has been performed in this thesis.  
 
1.3. Fundamentals of Laser Induced Breakdown Spectroscopy 
The process of LIBS involves several stages mainly dealing with the interaction 
of laser with the sample then with the ablated material and finally coupling of the 
remaining pulse energy with the plasma [60] (Fig. 1.4). The process is initiated with the 
irradiation of a sample surface by a high power energy laser pulse typically at 1 – 10 
GW.cm-2 [61]. This marks the onset of a sequence of events. The laser shot which is 
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usually a nanosecond pulse causes the breakdown of a portion of sample in the focal 
volume of the laser pulse by local heating, melting and vaporization leading to its 
atomization.  
 
 
Fig. 1.4. Main stages during the formation and emission of LIBS plasma 
 
The effects of laser-matter interaction and breakdown threshold to generate 
plasma are usually specified as the minimum irradiance defined as power per unit area 
[60]. The breakdown caused by optical excitation begins with the presence or generation 
of free electrons (seeding electrons) that absorb the incident laser energy through three-
body collisions with photons and neutrals followed by avalanche ionization in the focal 
region of the laser pulse. During the time period between collisions the electric fields of 
the optical pulse tend to accelerate the free electrons leading to thermalizing their energy 
distribution [3]. The increase in the energy of electrons and their collisions result in the 
ionization of species in plasma, generation of more electrons, hence more of the energy 
absorbed producing an avalanche. This leads to formation of high pressure plasma plume 
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with a temperature as high as tens of thousands of degrees and starts expanding 
ultrasonically outwards in all directions at a high speed creating a shock wave and also 
producing a loud sound. The expansion of plasma is accompanied by changes in 
temperature and density of electrons and depends on ablated mass, spot size, energy 
coupled to the sample, and environmental conditions (state of the sample, pressure, etc.). 
The expansion of shockwave and plasma causes pressure changes in the surrounding 
gases creating a negative pressure gradient collapsing the plasma plume [3,60],. The 
plasma finally cools and decay emitting energy in different ways leaving crater behind.  
Pulses of femtosecond duration have also been used to perform LIBS and the 
mechanism of plasma formation, expansion and the profile of spectral lines and the 
interaction with ambient atmosphere differs from the one using ns pulses. In case of fs 
laser pulses non-thermal processes dominate the ionization and the highly energetic laser 
pulses induce excitation of sample by effects such as multiphoton absorption and 
ionization, tunneling, and avalanche ionization giving rise to highly charged ions by 
Coulomb explosion [51]. Femtosecond pulses being short prevent thermal effects 
producing a much-defined crater without melted edges and deposited material around it. 
On the contrary in comparatively longer ns laser pulses the heating time of electron-lattice 
is approximately 10−12 s that is much shorter than the complete pulse duration causing 
thermal effects to dominate ionization and the increase in cause the ionization. However, 
if the irradiance is high non-thermal processes also accompany to ionize the sample. 
During the irradiation of a sample by laser pulse a part of the pulse energy is consumed 
in the ablation of the material, forming a plasma plume which becomes opaque between 
10−9 s and 10−8 s, acting as a shield and preventing more sample to be ablated therefore a 
significant remaining fraction of energy is absorbed by the expanding plasma leading to 
the excitation of species (atoms and ions) constituting the plasma plume. This 
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phenomenon, called plasma shielding, produces a crater with melted edges and deposited 
material around it. Because of these phenomenon the lifetime and size of ns LIP is greater 
than fs LIP [51]. The evolution of plasma has been given by three models i.e. laser-
supported combustion (LSC), laser-supported detonation (LSD), and laser-supported 
radiation (LSR) waves, differing in the opacity of the plasma and energy transfer to the 
ambient [3].  
Optical spectroscopic studies of plasma reveal its temporal evolution and the 
emissions from it containing continuum and line radiation as a result of bremsstrahlung, 
recombination and de-excitation of atoms [52]. As the laser induced plasma (LIP) is 
formed by a pulsed laser source the lifetime of the plasma is very short approximately 
300 ns to more than 40 µs range depending on the ambient gas, its density among other 
factors [62]. The timeline of events occurring and radiations emitting from different 
species constituting the plasma have been shown in Fig. 1.5. Initially the plasma is rich 
with ions but later the ion – electron recombination forms the neutral atoms and finally 
some of those combine with each other or ambient atmosphere forming molecules. As in 
the beginning, the plasma is rich in ions and electrons, early stages of plasma emission is 
dominated by a white light continuum that arises from the bremsstrahlung effect (free – 
free) and recombination (free – bound).  
     X+  +  e−  →   X  +  hv  (recombination) 
         X+∗  →  X+  +  hv   (de-excitation of ions)  
           X∗  →  X  +  hv   (de-excitation of atoms) 
This continuum ranges from 2 – 600 nm approximately and dominates in the first 
hundreds of nanoseconds of plasma life, interfering with the characteristic emissions from 
ionic, neutral and molecular species. During the subsequent stages, the continuum decays 
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with time and the spectral lines and molecular band spectra arising from de-excitation of 
ions, atoms and molecules start appearing sequentially.  
 
 
Fig. 1.5. Timeline of events showing the evolution of plasma and observed emission 
 
Although the continuum minimizes with time, it does exist along the entire length 
of plasma emission therefore in order to record a spectrum that could allow for the LIBS 
compositional analysis of the sample, a compromise between high line intensity and 
minimum background is required. This is achieved by time resolution of plasma and 
finding the delay “td” i.e. time passed since the laser shot is fired to the opening of window 
“tb” defined as time interval during which spectral acquisition takes place. The values of 
“tb” and “td” are important parameters and optimized depending on the application and 
instrumental set-up [62]. Of all stages of LIBS process, the last stage that is recording of 
optical emission is crucial and basic component of any LIBS measurement as it provides 
the LIBS spectral fingerprint revealing the information about the sample [1,40]. The 
analytical performance of LIBS technique is strongly dependent on the experimental 
parameters such as laser wavelength, the pulse energy, time interval of spectra acquisition 
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and the geometrical set-up of the collecting optics. Furthermore, achieving plasma 
conditions where Local Thermodynamic Equilibrium (LTE) and optically thin plasma is 
the underlying premise for the use of LIBS as an analytical technique provided that the 
sample undergoes stoichiometric ablation i.e. the composition of the luminous plasma 
reflects that of the target [62]. LTE is defined by the condition when material particles 
balance has attained equilibrium but the light-matter balance does not. This assumption 
is considered in case the McWhirter and the Boltzmann distribution criteria are fulfilled, 
which state that the critical value for electron density (𝑁𝑒(𝑐𝑚
−3)) in the plasma should 
be greater than 1.6 × 1012𝑇2(𝐾)(∆𝐸𝑛𝑚)
3(𝑒𝑉). Here, T represents the plasma 
temperature and ∆Enm  represents the energy gap between two adjacent transition levels 
n and m [63]. In order for LTE condition to be present in plasma, electron density, Ne,  
should have a value of 4.7 X 1015 cm-3 [64]. According to Griem’s analysis, for a 
temperature of 1 eV (∼11 000 K), irradiance of >108 W/cm2 and at atmospheric pressure, 
LTE exists at an electron density of 1017/cm3 [65]. 
The spectrum obtained has discrete lines and bands belonging to the constituent 
elements and molecules formed as a result of recombination in plasma that can be 
characterized based on their wavelength, intensity and shape, and depend on the 
parameters such as the structure of the emitting atoms and their environment [1,40,51]. 
Simultaneous multi–elemental scanning of a sample to provide a characteristic spectrum 
enables LIBS to provide qualitative and quantitative information about the sample, which 
requires a previous identification of emission lines to detect the constituent elements. 
Several factors are considered when identifying a particular line such as a priori 
information about the expected composition of samples, significant and/or intense 
emission lines, ionization stage of emitting species (neutral atom, ion or molecule), 
relative intensities of the lines of interest and experimental conditions (including ambient 
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gas and focused power densities). Plasma temperature is another very important factor to 
take into account in order to identify the emission lines unequivocally as several lines 
corresponding to different ionization states can be observed for an element. However, 
generally singly ionized species are found in LIBS plasma, nonetheless, other oxidation 
states unlikely to be present, can be observed under special conditions [1,66,67]. In 
addition to emissions from atoms and ions, emissions from simple molecules formed such 
as CaOH, AlO, CN, etc., because of recombination between atoms in the plasma or 
interaction with ambient air are also observed [1]. The emission lines in the LIBS spectra 
can be identified by comparing them manually with those provided in the spectral data 
bases such as National Institute of Standards and Technology (NIST) [68], Vienna 
Atomic Line Database (VALD) and Kurucz atomic and molecular database (Harvard) 
[69]. These databases can be assessed using wavelength of the emission line as prime 
identification parameter however additional data including ionization stage, relative 
intensity and energy level designations with energies are also provided [1]. Characteristic 
patterns observed in the spectra such as doblets, triplets or profile facilitate the assignation 
of certain emission lines and bands in the spectrum. Another approach that can be used 
in order to assign an emission line of interest in a sample is by generating a database using 
inorganic salts containing the element of interest. Superposition of lines from different 
elements, dependence of line intensity on experimental conditions, complexity of LIBS 
spectra and subjectivity in assignation can sometimes make manual identification tedious 
and lead to incorrect results especially in case of weak emission lines [70]. Therefore, in 
view of the need to perform a reliable, fast and automatic identification of lines, different 
programs and software have been developed for particular applications [71-73] as well as 
generic experimental data such as SALIPS (Software for the Analysis of Laser-Induced 
Plasma Spectra) [70]. Simulations of a set of spectra corresponding to different plasma 
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temperatures and electron intensity is also carried out to develop algorithm for an 
automatic identification of emission lines in LIBS spectra. The lines can be assigned by 
finding the best correlated pair for model and experimental spectra. Plasma temperature, 
nature of emission lines (atomic or ionic), different excitation conditions, local 
thermodynamic equilibrium, line broadening and spectrographic features are essential 
paramets to consider [73].  
The qualitative analysis encompasses finding out the elemental composition of a 
sample, monitoring any specific element/s compositional changes and the chemical 
pattern recognition. In case of pattern recognition, the analysis can be based on selected 
wavelength ranges or entire spectral fingerprint recognition. LIBS spectrum is complex 
emission pattern and as it reflects the samples composition, differs for different kind of 
samples. These differences are sometimes more evident while in some cases very subtle 
differences are present. Therefore, pattern recognition methods are used to develop 
classification models in order to reveal the identity of a sample within a certain limited 
set of materials [1].  
The quantitative analysis by LIBS can be basically divided into two main groups; 
empirical and theoretical [74]. The empirical approach includes the conventional 
univariate analysis and multivariate approaches, both based on obtaining calibration 
models. Multivariate analysis make use of chemometric tools and require calibration of 
LIBS spectral data. These methods require an internal standard for calibration, however, 
this makes these methods highly sensitive to matrix effects and the physical state of the 
samples. In order to deal with these problems, matrix matched standards are required 
which are mostly not easily available. In the area of quantitative LIBS, this issue was 
dealt by developing the theoretical approach, “Calibration Free – Laser Induced 
Breakdown Spectroscopy (CF-LIBS)” by Ciucci et. al. [75], which is based on calculation 
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of some plasma parameters such as measuring the ablated mass, the plasma electron 
temperature and the electron number density from the LIBS spectra. Few other 
approaches have also been put forward, employing Neural Networks for data analysis in 
CF-LIBS as well as some hybrids or modifications of LIBS such as Optimized Calibration 
(OC-LIBS) [74]. All this progress in quantitative analysis has been possible due to 
introduction of advanced instrumentation involving broadband high resolution 
spectrometers that have allowed increasing the sensitivity of LIBS.  
In this thesis, qualitative approach of LIBS has been applied, particularly, pattern 
recognition and classification. Therefore, more stress has been given on qualitative aspect 
and chemometric methods used for the data analysis. These pattern recognition methods 
form part of chemometric techniques and are discussed in Chapter 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 _____________________________________________________________________________ 
_____________________________________________________________________________ 
47 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Sadia Manzoor 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
48 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 2 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
49 
 
CHAPTER 2. CHEMOMETRIC METHODS FOR THE ANALYSIS OF LIBS DATA 
Chapter 2 
 
Chemometric methods for the analysis of LIBS Data 
 
Chemometrics is an interdisciplinary field combining statistics, mathematics and 
computer science in order to extract useful information from the multivariate data. The 
origin of chemometrics lies in chemistry and it emerged as a response to the problem of 
dealing with large amount of data generated by the computerized instrumental techniques. 
In 1960s, some groups working in analytical chemistry started using mathematical and 
statistical techniques for data analysis. Early studies were based on Principal Component 
Analysis (PCA), Factor analysis, sequential simplex optimization, canonical correlation, 
k-nearest-neighbours among others involving the use of mainframe computers. The 
availability of personal computers in 1980s and advancements made in the field of 
computer technology allowed a sudden progress and expansion of this approach to 
acquisition, processing and interpretation of chemical data [76]. In the present time 
chemometrics has become a very mature and extensively worked field being widely used 
in analytical chemistry, medicine, biochemistry and engineering among others [76-93]. 
Typically, in spectroscopic studies, chemometric techniques are applied to signal 
processing, experimental design, extracting relevant information, exploring the patterns 
associated within the data, cluster analysis, pattern recognition and quantification. The 
use of chemometrics offers the advantages of noise reduction, neglecting the effects of 
interfering signals, and the exposure of outlier samples [1,94-98],. 
Chemometrics for Laser Induced Breakdown Spectroscopy (LIBS) data analysis 
was first used in 1994 and since then the number of papers, using LIBS–chemometrics 
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combination is constantly increasing. Although in the beginning chemometrics was 
employed for quantitative analyses, recent studies are using it for qualitative purposes 
focusing on pattern recognition and sample classification.  LIBS is being proposed more 
and more as a high-throughput technology for the sample analysis. On one hand this can 
be attributed to the high speed of spectral data acquisition while on the other the 
application of chemometric techniques for data analysis has allowed it to move ahead 
even more quickly, and is one of the  reason of the success of LIBS as a potential tool in 
various applications. A wide range of chemometric methods have been employed in the 
LIBS studies and the literature is expanding with the continuous introduction of new 
approaches and software tools for LIBS data analysis. Even there have been introduced 
some commercial LIBS systems that have chemometric analysis software embedded in 
them [1]. 
Mostly LIBS experiments include recording a set of data with a large number of 
measurements and each laser shot produces a spectrum containing tens of thousands of 
intensity values (variables) generating extremely large data sets that are needed to be 
statistically modelled. The use of chemometrics enables multivariate analysis of complex 
spectral data involving computations with only a few clicks and seconds time [99]. Data 
analyses based on the selection of one or two more variables from the dataset keeping out 
a range of variables provides the disadvantage of missing out the information that can be 
obtained by establishing the relationship between the variables and their usefulness to the 
sample under study. Moreover, in LIBS spectra an element has usually more than one 
emission line, and there are many examples where several emission lines used in 
combination give dramatically better results than any of the individual variables used 
alone. With a multivariate approach, models can be constructed taking into account all 
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the emission lines related to a specific element, along with the peak profiles; therefore 
more robust models can be developed [100].  
In case of LIBS – chemometrics combination, a detailed analysis of the spectra is 
not required and an instantaneous identification of the sample is done using a correlation 
procedure to recognize the spectra from different samples [41]. Fig. 2.1 shows the scheme 
of such qualitative analysis. 
 
Fig. 2.1. LIBS and chemometrics combined for the classification tasks 
 
In this thesis, chemometric techniques have been employed for the purpose of 
pattern recognition, to obtain classification models able to recognize the membership of 
each object to its class based on a set of measurements. These methods are based on 
finding mathematical relationships between a set of descriptive variables (measurements) 
and a qualitative variable (membership to a defined category) [101]. Depending on the 
different characteristics and properties, these methods have been put into several 
categories. Regarding classification methods, two procedures are mainly used; 
unsupervised and supervised.  
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Unsupervised methods do not require a priori model on the set of samples used for 
classification purpose. These methods involve only one dataset “matrix X” or “matrix of 
objects” defined by I rows (objects) and J columns (explanatory variables), composed by 
G categories (classes). These methods generate the model, determining the number of 
classes present in the dataset by revealing the patterns of association and groupings and 
characterize the variables that define each class, also reducing the complex data to a more 
comprehensible form.  
 
Supervised methods are defined by two datasets; matrix X composed by objects (input 
variables) and classes Y (target) and attempt to discover the relationship between input 
and target, representing in a structure referred to as a model, characterized by a set of 
features that define the classification process. This approach consists of two steps, 
calibration or training and second being the validation of the generated model where these 
models can be used to predict the membership of new objects (unknowns for the models) 
on the basis of their similarity to a certain class in the model [102].  
Another criterion to classify these methods is based on the division of hyperspace 
such as pure classification and class modelling. Pure classification also called 
discriminant classifiers bases on separating the hyperspace into the regions equal to the 
number of classes, whereas Class modelling involves modelling each class individually 
by a defined boundary based on similarities between the objects of the class. Fig. 2.2 
shows the creation of a model by pure classification and class modelling on a set of 
objects belonging to three classes separating the hyperspace into three groups and 
posterior projection of three new objects T1, T2 and T3.  
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Fig. 2.2. Projection of new objects T1, T2 and T3 on the models created by 
(a) pure classification and (b) class modelling on a data set defined by 60 
objects and two variables grouped into three classes. 
 
The Fig. 2.2 demonstrates the drawback of pure classification methods as each 
object is always assigned to one of the one of the regions or predefined classes depending 
on the modelled space and if an object does not belong to any predefined class; it is also 
assigned to one of the modelled classes. On the other hand, class modelling enables 
recognizing the objects belonging to none of the class spaces or the object can can be 
assigned to more than one class and therefore considered as a confused object [103]. 
From the mathematical point of view, algorithms employed by these methods can be 
classified into two types based on the mathematical form of the decision boundary, i.e. 
linear and non-linear. This refers to the ability of the method to detect linear or non-linear 
boundaries between classes. In case of linear classification method, the best linear 
boundary separating the classes is calculated by using linear combination of variables to 
estimate the classification model. The non-linear methods base on finding the best curve 
(non-linear boundary) and employ more complex algorithms that increase the 
sophistication improving the classification capacity of the method [58,101,103-108].  
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A combination of these strategies give rise to a variety of statistical and 
computational algorithms, therefore, the selection of a chemometric method depends on 
the analytical application, the information available and desired outcome. Although 
chemometric methods offer a rapid and simple approach to data analysis, it requires best 
quality spectral data, and knowledge to interpret the results and significant understanding 
of the mathematical algorithms as well as optimizing the working parameters accordingly 
in each case [99].  
Once representative data is collected, termed as objects that were spectra in our 
case, it is combined in a data matrix X when a supervised chemometric method is selected 
whereas in supervised methods an additional Y matrix is also created which contains the 
class information. The data matrix X is sometimes passed through some pre-treatment 
steps that involves data processing in order to standardize the data using approaches such 
as normalization, mean-centring, auto-scaling, baseline correction, signal filtering etc. In 
case of high dimensional data, reduction in dimensionality of data is performed prior to 
model development by projecting it onto a lower-dimensional space, retaining important 
information on the original variables that offers some sort of optimality properties. This 
can be achieved by selection of variables, also called feature selection or creating a 
reduced set of linear or nonlinear transformations of the input variables, also referred to 
as feature extraction. For this purpose, Principal Component Analysis (PCA) is one of 
the commonly used techniques to achieve the purpose. As PCA is an exploratory data 
analysis, it allows obtaining an overview of the data improving the performance of the 
method and sometimes used for variables reduction as well. When a supervised method 
is selected, training or calibration is done  considering the Y matrix, and the model is 
optimized mostly by cross-validation and analysing the parameters such as root mean 
square error of calibration (RMSEC), Receiver-Operating characteristics (ROC), Area 
Chapter 2 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
55 
 
under Curve (AUC) etc. Final step includes validation of the optimized model, which 
may be internal or external, and is performed using the samples not included in training.  
 
2.1. DESCRIPTION OF CHEMOMETRIC METHODS USED 
In the development of this thesis, the chemometric methods commonly employed 
in LIBS studies have been taken into account for the data analysis. Therefore, this chapter 
includes a brief description of these methods such as Partial Least Squares – Discriminant 
Analysis (PLS-DA), Linear Discriminant Analysis (LDA), Soft Independent Modelling 
of Class Analogy (SIMCA), Support Vector Machines (SVM) and Neural Networks 
(NN). Principal Component Analysis (PCA) has also been included because of its 
importance in relation to SIMCA. The figures of merits for qualitative classification to 
evaluate the performance of the models have also been discussed briefly in the end of 
chapter. The scientific literature consulted for this chapter includes the references 
[1,76,94,97,101,104,109-127]. 
 
2.1.1. Principal Components Analysis 
Principal Component Analysis (PCA) is the most commonly employed 
exploratory data analysis and is generally used to display the structure in the multivariate 
data studying the relationship between variables and observations [104]. PCA itself is not 
a classification method, however, the models generated by PCA can be used to perform 
the classification by making other predictive models. It is a non-supervised technique that 
projects the data in a reduced hyperspace defined by Principal Components (PCs), 
retaining the maximum amount of variability. PCs are new variables obtained as linear 
combinations of the original variables, orthogonal to each other. The number of PCs 
obtained corresponds to the number of variables (dimensions) in the original dataset and 
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the largest variance is shown by the first principal component. Each of the successive PCs 
shows a continuous decrease in the variance. The variance explained by each principal 
component allows retaining a lower number of PCs as compared to the variables present 
in original matrix by selecting the ones that are more important to the model. This leads 
to data reduction by keeping maximum information of the original data set in least 
possible dimensions. Plotting these PCs allows visualizing the data providing the 
relationship between the variables and observations, revealing the hidden patterns and 
groupings in the dataset, distribution of samples, observing anomalous objects (outliers) 
and aliens. Usually 2D plots are generated that mostly take into account PC1 and PC2 as 
these are the components representing largest variance; however, for the purpose of 
discrimination other PCs may also serve useful. 
The key concept of PCA is the transformation of the original matrix (Fig. 2.3) into 
a product of two matrices – score and loading and can be represented as:  
𝑋 = 𝑇𝑃 + 𝐸      Eq. 1 
where X is the data matrix with experimental data with dimensions I X J, I being the rows 
containing the objects (spectra) and J represents the columns containing variables 
(intensity values at each wavelength); T is the score matrix with I rows and A columns 
(number of PCs); P represents the matrix containing loadings with A rows and J columns; 
and E represents the error matrix (I X J), consisting of residuals, representing the 
deviation of model with respect to original matrix X [128].  
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Fig. 2.3. Transformation of original matrix by PCA into scores and loading matrix 
 
Each column of T, ta, and each row of P, pa, can be represented as a column vector 
that generate the PC, a, and can be given as: 
𝑥𝑖𝑗 =   ∑ 𝑡𝑖𝑎
𝐴
𝑎=1 𝑝𝑎𝑗 + 𝑒𝑖𝑗    Eq. 2 
where i is the individual observations and j is the individual variables. The computation 
of PCs is done by using algortihms such as Non-linear iterative partial least squares  
(NIPALS) or more powerful methods that are based on matrix diagonalization such as 
Singular Value Decomposition (SVD), or bidiagonalization such as partial least squares 
[76].  
 
2.1.2. Soft Independent Modelling of Class Analogy 
Soft Independent Modelling of Class Analogy (SIMCA) is a supervised classification 
method that uses the modelling properties of PCA to generate a PC model (disjoint class 
models) for each class independently and calculating a critical distance with probabilistic 
meaning [117]. Fig. 2.4 shows the scheme for the generation of SIMCA model. 
a
= 
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Fig. 2.4. Developing SIMCA model using PCA models and prediction of class 
membership of new object by the model 
 
For each model the optimal number of PCs is selected independently. Since the 
shape and structure of each class is different this number can therefore be different for 
each class [116]. In order to optimize this parameter cross validation is performed and 
once every data point has been left out the Principal Component model with minimum 
error is selected. SIMCA generates a model taking into account the PCA models 
belonging to G classes, generating a space where each class is defined by a distinct 
confidence region at a given probability. The distance at which these regions or planes are 
situated depends on the spread of the data around the plane and can be given by the total 
residual variance of each class, 
𝑠2 = ∑ ∑
𝑒𝑖𝑗
2
(𝑝 − 𝑑)(𝑛 − 𝑑 − 1)
                                          Eq. 3
𝑝
𝑗=1
𝑛
𝑖=1
 
where 𝑒𝑖𝑗
2  stands for the residual of each element, p is the number of variables, n is the 
number of objects and d is the number of principal components of each class. In order to 
find the membership of a new object, u, the object is projected in the class space of each 
of the disjoint models of G classes and the distance to each class is calculated. 
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Mathematically, this is done by calculating the scores and residuals with respect to each 
PCA model are calculated. This allows obtaining the standard deviation (𝑠𝑢
2) for the object 
u as: 
𝑠𝑢
2 = ∑
𝑒𝑢𝑗
2
(𝑝 − 𝑑)
                                                         Eq. 4
𝑝
𝑗=1
 
providing the information on object-to-model distance and hence the ability of each 
model to describe the newly projected data [116]. 
The quantity 𝑠𝑢
2 obtainedcan be compared to the class variance (𝑠2) using the F-ratio. 
𝐹 =
𝑠𝑢
2
𝑠2
      Eq. 5 
If F-ratio > F-ratio(critical) at a given level of significance, the distance of object u is larger 
than that of the class as a whole. It can be given that, 
𝑠𝑙𝑖𝑚
2 =  𝑠2. 𝐹0.05             Eq. 6 
If  (𝑠𝑢)
2 ≤  (𝑠𝑙𝑖𝑚)
2 , the object u is assigned as belonging to a class [76,94,109,111,112].  
 
2.1.3. Partial Least Square Discriminant Analysis  
Partial Least Square Discriminant Analysis (PLS-DA) is a supervised linear 
method which comprises of partial least squares regression approach in combination with 
discriminant analysis [104,109,110]. PLS is a well-known dimension reduction method 
and has been extensively used in the past for quantitative analysis however it has been 
adapted to perform the high dimensional classification tasks by the application of 
Discriminant Analysis [109]. PLS algortihm is an evolution to PCA, the difference being 
that PLS is applied to a dataset divided into two matrices, X and Y [115]. The matrix X 
contains variables forming the experimental data and Y matrix contains information on 
the membership of samples to the G classes with rows (samples) and G columns (class 
information, response, calibration data and/or observed outcome) [100]. Each value yig of 
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matrix Y, expressed with categorical (dummy) variable, assigns class membership “g-
th” to the “i-th” sample of X matrix.  
The PLS regression algorithm tends to reduce the data dimensions using PLS1 when only 
one dependent Y variable is involved and PLS2 when several dependent Y variables are 
being dealt. The algorithm searches for latent variables LV (orthogonal linear 
combinations of the original variables) with a maximum covariance with the Y variables. 
The weight vectors that are used for the computation of LV are called loadings. The PLS2 
algorithm transforms X and Y matrices as given in equations 7 and 8, and constructs a 
relationship between both matrices. 
𝑋 = 𝑇𝑃 + 𝐸       Eq. 7 
𝑌 = 𝑈𝐶 + 𝐹       Eq. 8 
where T and U are scores, P and C are the loadings, and E and F are the corresponding 
residuals. The number of LV taken into account to generate the model is selected by cross-
validation. The developed PLS2 regression model is then calibrated on the Y matrix, 
calculating the value 𝑦𝑖𝑔
𝑐𝑎𝑙𝑐 for each i-th sample for each g-th class, which allows 
estimating the probability of an object to each of the G classes. The value of 𝑦𝑖𝑔
𝑐𝑎𝑙𝑐 lies 
between 0 and 1, where values close to 0 means no match and close to 1 means belonging 
to a class. In order to assign the membership of an object, a threshold is defined for each 
class based on the Bayes theorem, and the sample is assigned to its corresponding class 
[97,113,114]. 
 
2.1.4. Linear discriminant analysis  
Linear discriminant analysis (LDA) is a supervised linear classification method, 
which is based on finding the plane of projection or directions (linear discriminants) that 
allows maximizing the variance between classes by maximizing the distance between the 
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mean of the classes and minimizing the variance within the class  [117]. This hyperplane 
is useful in the classification tasks. LDA bases on the calculation of orthogonal linear 
discriminant functions in a number equal to the number of classes minus one. The 
variables significant for the construction of a classification model are evaluated using 
Wilk’s lambda selection criterion, and an F-statistic to determine the significance of the 
changes in lambda when a new variable is tested [117]. It is a parametric method and 
therefore same spread and normal distribution is assumed for all classes. Moreover, the 
covariance matrix for all classes (𝑆𝑏) is considered homoscedastic, and 𝑆𝑤 and 𝑆𝑏 are 
intra-class and inter-class variance [94,112,113] given as: 
𝑆𝑝 =
∑ (𝑛𝑘−1)𝑆𝑔
𝑛
𝑖=1
𝑘−𝑛
      Eq. 9 
  𝑆𝑏 =  ∑ 𝑛𝑘(𝜇𝑖−𝜇)(𝜇𝑖−𝜇)𝑇
𝑛
𝑖=1      Eq. 10 
  𝑆𝑤 =  ∑ ∑ (𝑥 − 𝜇𝑖)𝑥∈𝑐𝑖 (𝑥𝑗 − 𝜇𝑖)
𝑇𝑛
𝑖=1    Eq. 11 
where n stands for number of classes; nk, number of objects in each class; k, total number 
of objects; x, object in a class; μi, mean of a class; and μ is the global mean of all classes.  
The weights of the linear discriminant functions (λ, eigenvalues) are found as the 
eigenvectors (𝑣) of the following matrix: 
𝑆𝑤
−1𝑆𝑏 𝑣 = 𝜆 𝑣     Eq. 12 
The eigenvector, 𝑣1, with the highest value of 𝜆, provides the first linear 
discrimination function. With the residual x data, the second largest discriminant function 
is calculated and in the same way all the DFs needed to solve a problem are found. In 
order to find the membership of a new object, it is inserted into DFs in order to transform 
its coordinates in the same way as for original data set and then the object is assigned to 
the class for which the Euclidian distance is the smallest [58,129],.  
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The limitations possessed by LDA include singularity problem i.e. it fails when 
dealing with singular scatter matrices. This implies the need of having the number of 
variables equal to the number of objects in matrix X, and therefore a previous reduction 
in data dimension is required. Mostly PCA is used for this purpose, however increases 
the costs of analysis in terms of time and space due to the Eigen decomposition involving 
the scatter matrices [108]. Secondly, being a pure classification technique and parametric 
method always assigns a class membership to the object even if it does not belong to any 
of the classes in target matrix Y, therefore giving false positives [109].   
 
2.1.5. Support Vector Machine  
Support Vector Machines (SVM) is a machine learning method, enters in a new 
generation of classification methods, and follows the supervised learning approach. The 
key feature of SVM is the formulating the decision boundaries between the classes which 
can be linear or can become non-linear when dealing with a situation where boundaries 
are complex. The decision boundaries are calculated by minimizing the empirical error 
from the training dataset.  
In case when the samples x (classes) have membership to two classes given by y 
= ±1, the simplest approach can be a separation by a linear decision boundary 
(hyperplane) given by: 
𝑦(𝑥) = 𝑠𝑔𝑛(𝑤𝑐
𝑇𝑥 + 𝑏𝑐)    Eq. 13 
where (wcbc) are the corresponding weight and bias parameters determined from the 
training set. A linear boundary can work for simpler cases; however, in a complex 
situation where a linear decision boundary cannot produce separation between groups, 
SVM uses kernel function defined as:  
𝐾(𝑥𝑖 , 𝑥𝑗) = 〈ϕ(𝑥𝑖), ϕ(𝑥𝑗)〉    Eq. 14 
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where K is the Kernel function, 𝑥𝑖  and 𝑥𝑗 are the training sets. Different kernel functions 
are used for the transformation, such as Radial Basis Function (RBF), Polynomial and 
Sigmoidal Functions, and RBF is most commonly used. Radial basic function (RBF) can 
be given as: 
𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (−
‖𝑥𝑖 − 𝑥𝑗‖
2
2𝜎2
)                                             Eq. 15 
where  defines implicitly the non-linear mapping from input space to feature space 
[130,131]. It works by mapping the coordinates of the objects (original input space) into 
a new transformed high dimensional space (feature space) where the samples are 
projected by means of feature function Φ(x) that maximizes the margins [130]. When the 
hyperplane from the new feature space is projected back to its original input space, it 
results in complex non-linear decision boundaries producing separation between the 
classes (Fig. 2.5). The location of the decision boundaries is directly affected by some 
data points (support vectors), which lie closest to the hyperplanes and therefore determine 
the separation between the training sets [119-121]. 
 
 
Fig. 2.5. Creation of the boundary for a non-separable case. Projection of data into 
a high dimensional space by SVMs searching the optimal separating hyperplane. 
Squares represent the support vectors. 
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2.1.6. Neural Networks 
Neural Networks (NN) are computational models that are motivated by the 
structure of biological nervous system, defined by a set of parameters that enable them to 
perform certain tasks such as pattern recognition and generating classification models 
[76,122,123 ,124,126,132,133]. NN are made up of simple elements “neurons” highly 
connected to each other and arranged in layers where the input layer receives the signals, 
the output layer represents the results of computation and between these layers might be 
present additional layers of neurons called hidden layers. The connections between the 
neurons are controlled by numerical factors that are called weights w. A simplified 
version of NN computation is presented in Fig. 2.6 showing the operation of a single 
neuron j.  
 
 
Fig. 2.6. Operation of a single neuron 
 
The input signals are received by the neuron that are scalar inputs 𝑥𝑖 (i = 1,…, m) 
which are multiplied by the scalar weights 𝑤𝑖 (i = 1,…, m) to form 𝑥𝑖𝑤𝑖 one of the terms 
that is sent to the sum function. Each neuron has a bias b that is also passed to the sum 
function. It is also a numerical value just like weights but has a constant input of 1. The 
sum funtion gives the summation of these inputs which is often referred to as the net input 
𝑁𝑒𝑡𝑗.  
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𝑁𝑒𝑡𝑗 = ∑ 𝑥𝑖𝑤𝑖
𝑚
𝑖=1 + 𝑏               Eq. 16 
A transformation is performed on 𝑁𝑒𝑡𝑗 by a transfer function (activation function), 
producing a scalar neuron output 𝑦𝑗. 
𝑦𝑗 =  ∫ 𝑁𝑒𝑡𝑗     Eq. 17 
The output of a neuron (or neural network) depends on the kind of transfer 
function chosen. Different types of transfer functions are used, mainly classified as linear, 
threshold and sigmoid functions (Fig. 2.7). Apart from linear transfer functions all other 
transformations lead to a non-linear output signal.  
Linear transfer function: The output of the neuron is directly proportional (or equal) to 
the net input 𝑁𝑒𝑡𝑗. 
Hard limit Threshold function: The output is set at two levels, 0 or 1, and depends on 
whether the argument function comes out to be greater or smaller than the fixed threshold 
value. The output is 0 if 𝑁𝑒𝑡𝑗 < 0, or 1 if 𝑁𝑒𝑡𝑗 ≥ 0. 
Log Sigmoid function: The output of the neuron keeps varying with the input in a non-
linear way. The input which may lie between + and – infinity is squashed to produce an 
output in the range of 0 to 1, according to∫ 𝑁𝑒𝑡 =  
1
1+𝑒−𝑐.𝑁𝑒𝑡
 . This function is most 
commonly used particularly in multilayer network topologies that are trained using 
backpropagation algorithm and also because it is easily differentiable. Some applications 
also employ a hyperbolic tangent sigmoid transfer function, yielding output values in the 
range [-1, +1]. Once a transfer function is chosen the parameters of the neural network 
are adjusted by employing some learning rule in order to establish an optimum input – 
output relationship in the neuron to achieve a specific goal. In addition to transfer 
function, the architecture and learning rule for the training process are the parameters that 
define a network. 
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Fig. 2.7. Transfer functions for a) Hard limit Threshold function,“s-
threshold”, b) Log Sigmoid Function and c) Hyperbolic tangent sigmoid 
function 
 
2.1.6.1. Architecture of Neural Networks 
The two layered network model, perceptron, made up of only input and output layer, was 
the earliest model studied. The perceptron model presents limitations in lacking flexibility 
therefore multilayered networks are mostly employed where the interconnections 
between layers increase the flexibility to transform the inputs for each layer of neurons. 
In a multilayered model (as an example Fig. 2.8), all neurons of a layer are connected to 
all neurons of the previous and next layer, and each neuron j in the layers receives the 
input data X (xl, x2,……, xm), transformed by a matrix of weights W with elements wji and 
transfer function generating an output value yji specific to this neuron. The output Out l 
from each layer l, is fed to the next layer as an input, that arrives with a different value as 
each connection between neurons of successive layers is associated with a different 
weight wji factor, the magnitudes of which are optimized by the learning process.  
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Fig. 2.8 Neural Network with input and three layers of active neurons 
 
The architecture of the network and connections between the neuron of 
consecutive layers have a great influence on the performance of an NN model. There is 
a wide range of architectures available that are mainly classified as: 
Feedforward Neural Networks that allow the information to flow in only forward 
direction, i.e. from input to output layer. Pattern recognition tasks most commonly rely 
on this type of architecture. These networks offer multilayered structures with one or 
more hidden layers; input layer consisting of neurons equal to the number of variables in 
data matrix; and output layer containing the neurons same as the number of classes to be 
assigned. The number of hidden layers are selected depending on the system´s 
complexity and influence the transformation on the data matrix to find the desired 
classification results between the objects based on the similarity between them.  
 
Recurrent Neural Networks that have feedback mechanism where the outputs of the 
neurons are connected to its inputs. In this topology each neuron in addition to being 
connected to the neurons of previous and next layers is also connected to itself as well as 
the neurons of the same layer. The connections are similarly controlled by weights that 
are determined by the learning process. These networks are potentially more powerful 
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than feedforward networks but at the same time exhibit complicated dynamics that make 
the training process very difficult.  
 
Symmetrically connected Neural Networks are similar to the recurrent networks except 
that the connections between neurons are always symmetrical, i.e. the magnitude of 
weights for each connection between the layers is same in both directions. These networks 
are less powerful than recurrent networks but offer simplicity in operation and learning 
algorithms. Symmetrically connected networks can be distinguished into Hopfield nets 
(with no hidden layers) and Boltzmann machines (those having hidden layers) where later 
is more powerful due to the transformations by the hidden neurons.  
2.1.6.2. Learning paradigms 
The neural networks have the ability to store a set of patterns and memorise 
information, which can be used for relating the information between patterns and 
responding to the new one presented to the network by revealing whichever pattern lies 
more closely. This ability is called associative memory and stores the patterns through 
the weights associated with the neurons. Its function is to recognize previously learned 
input vectors. The association of patterns can be distinguished into two types, 
autoassociation (recognizing two objects belong to the same class even when one of the 
patterns is distorted) and heteroassociation (recognizing that one pattern is related to 
another object). 
Neural networks capture hidden information in the data, through a process called 
“learning” or “ training”, which mathematically refers to adjusting the weights between 
the neurons so that some conditions are fulfilled and desired classification results are 
achieved. NN can be used in reinforcement, unsupervised or supervised learning 
approach.  
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Reinforcement Learning:  It involves the processing and transformation of input matrix 
into output resul providing a feedback based on how well the system performed the 
computation. The feedback given reflects the correctness of transformation in terms of 
an an extra reiforcement signal, which rewards or penalizes the network depending on its 
performance. Using trial and error method the network keeps computing in order to 
minimize the penalties and maximize the rewards until it achieves correct 
transformations [134]. 
 
Unsupervised learning: In this type of learning, the desired outcome is not known and 
the network is trained with only input data matrix. Using the information in the input data 
the system performs autocorrelation finding patterns within the data and settles down 
after some number of iterations grouping the objects based on their features. This 
approach is useful in data exploration and data reconstructions. Kohonen self organizing 
maps (SOM) is a more typical example using this type of learning, working similar to 
PCA; however SOM offer the advantages in providing advanced visualization, 
establishing non-linear relations and can be applied to a large dataset.  
 
Supervised learning is controlled by the user where in addition to the input data matrix 
X consisting of the patterns, the network receives the information about the clases in form 
of a target Y. The network then categorizes the patterns on the basis of this predefined 
set of classes that helps to adjust the weights, teaching the network to reach to an output 
which can associate input and output target data. Once the network is trained it is should 
be able to generalize, i.e. classify the patterns that are new and unknown but similar 
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enough to the examples used used in the training. Multilayer feedforward networks are 
the common examples of this type of learning.  
2.1.6.3. Supervised Learning Algorithms 
In supervised learning each input value, 𝑥𝑖, is coded by the target value, 𝑦𝑡, that 
corresponds with the input vector forming training pairs (𝑥𝑖, 𝑦𝑡). The learning process 
consists of using a set of randomly guessed synaptic weights and calculating an output 
𝑦𝑗, which is then compared with the target output Y. As learning is an iterative process 
involving epochs, using the learning algorithm, it keeps updating and adjusting the 
parameters and outcome of the network with each epoch to minimize the error by 
applying a correction value (δ) until an optimum set of synaptic weights that fit the neural 
network outputs to an input-target data set has been achieved in order to perform the 
required task such as classification.  
The algorithms that use this type of learning are called supervised learning 
algorithms and are given as follows:  
Perceptron Learning Algorithm: The perceptron learning rule classifies the input vectors 
that are linearly separable by a hyperplane whereas many classification tasks include the 
problems that are not separable linearly and there the perceptron model exhibits 
limitations to solve such problems. Although the basic perceptron learning rule presents 
limitations it provides the basis for understanding the lraning rules in more powerful 
networks. 
Delta rule or Least Mean Square Error method: used by ADALINE or MADALINE 
networks. Delta rule is similar to perceptron learning rule with the difference that it can 
be derived for any differentiable output activation function whereas perceptron learning 
rule only uses threshold output function. It works by choosing an error function that 
allows the system to estimate the the difference between the network output and target 
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output and minimze the error. This difference can be quantified by a function given by 
eq. 17, 
𝐸(𝑊) =
1
2
∑ ∑(𝑦𝑡
𝑝 − 𝑦𝑗
𝑝)
2
𝑗𝑝
                                        Eq. 18 
where W represnts the weights in the neural net adapted for any set p of known objects. 
Eq. 17 can be given in a normalized form as: 
𝑀𝑆𝐸 =
1
2𝑃𝑁
∑ ∑(𝑦𝑡
𝑝 − 𝑦𝑗
𝑝)
2
                                     Eq. 19
𝑗𝑝
 
where MSE is mean square error, P is total number of training patterns and N is the 
number of neurons in the output layer. 
The Generalized Delta rule: used by multilayered feedforward networks in the 
backpropagation procedure for learning internal representations of the network. 
2.1.6.4. Gradient descent method 
The learning algorithms use the principle of gradient descent for the minimization 
of mean square error. As the objective of learning is to achieve an optimum set of weights 
and minimize the mean square error, the gradient descent algorithm works by finding a 
“global minimum” of the error function within solution´s vector space that is a 
hyperparabolic surface. The global minimum represents the minimum error value 
encountered, and at this point the outputs agree with the target output values and learning 
is said to be converged to a solution. 
In this method, as shown in Fig. 2.9, a gradient is defined in terms of an error 
function E(W) that keeps indicating the error variations as a function of set of synaptic 
weights (W), tweaking the weights in every epoch. The gradient descent algorithm takes 
small calculated steps in the direction negative to the gradient of the function along the 
steepest gradient of the error surface.  
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Fig. 2.9. Decrement of error along the steepest curve in the 
hyperbolic error space according to the Gradient Descent 
method 
 
The algorithm continues to obtaining a decrement in the error until a global 
minimum is achieved, according to the Eq. 18:  
𝑊(𝑡 + 1) = 𝑊(𝑡) − 𝛼𝐸(𝑊)  Eq. 20 
where α represents the learning rate i.e. the size of each step in each epoch. This is 
sometimes called delta rule since it bases on the difference between target and network 
output and adjusts the weights so as to minimize the mean square error.  
The error surface is hyperbolic and rough in nature therefore an infinitely small 
value of α will lead to entrapping in a local mínimum whereas a greater value results in 
jumping around the global mínimum without reaching to the best solution. α is a critical 
parameter as these training parameters are not not a priori  therefore several iterations 
take place before the system reaches the optimum state. 
2.1.6.5. Backpropagation 
Supervised neural networks make use of a wide range of learning algorithms 
however back propagation is the one most commonly used for the generation of 
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classification models which relies on the delta rule since backpropagation requires the 
activation function by the network to be differentiable. As the original perceptron learning 
procedure does not apply to more than one layer, therefore, backpropagation rule that is 
infact a generalization of the delta rule was developed to find a way to train multi-layered 
networks. Backpropagation is a special learning process using chain rule based on the fact 
that adjustments to the neural net's weights can be calculated on the basis of well-defined 
equations. In a multilayered network, the input data passes through the hidden layers in 
such a way that each of the hidden layers produces an output 𝑂𝑢𝑡𝑙 which serves as the 
input of the neurons in the next layer eventually providing an output 𝑂𝑢𝑡𝑙𝑎𝑠𝑡 by the final 
layer. A comparison between 𝑂𝑢𝑡𝑙𝑎𝑠𝑡 and target Y matrix determines the error 𝜀 between 
the neurons outputs which is then used to correct the weights in the output layer. 
Derivation of the error gives rise to the correction value 𝛿 required for the adjustments of 
the weights ∆𝑤𝑗𝑖
𝑙𝑎𝑠𝑡 in the final layer.  The chain rule leads to the following equations. 
𝐸 = ∑(𝑦𝑡 − 𝑜𝑢𝑡𝑗
𝑙𝑎𝑠𝑡)
2
𝑚
𝑗=1
                                                Eq.  21 
    𝛿𝑗
𝑙𝑎𝑠𝑡 =  − 𝜕𝐸 𝜕𝑁𝑒𝑡𝑗
𝑙𝑎𝑠𝑡⁄                                                  Eq. 22 
∆𝑤𝑗𝑖
𝑙𝑎𝑠𝑡 = 𝜂𝛿𝑗
𝑙𝑎𝑠𝑡𝑜𝑢𝑡𝑗
𝑙𝑎𝑠𝑡−1                                              Eq. 23 
 
Once the weights for the final layer are corrected, the weights in the penultimate 
layer are corrected with regard to the error from the final layer. Similarly the error is 
determined and fed back to the preceding layers one by one correcting the errors and 
adjusting the weights, flowing in the direction counter to the input data, hence called back 
propagation [135] (Fig. 2.10). 
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Fig. 2.10. Learning process of Neural Networks by Feedforward 
computation and back-propagation of errors correcting the weights 
 
Eq. 23 can be generalized for weight adjustments of any single layer of the 
network as: 
∆𝑤𝑗𝑖
𝑙 = 𝜂 ∑ 𝛿𝑙+1𝑤𝑗𝑘
𝑙+1ƒ′(𝑁𝑒𝑡𝑗
𝑙)𝑜𝑢𝑡𝑖
𝑙+1
                                    Eq. 24
𝑟
𝑘=1
 
where 𝜂 is the learning rate. In the process of errors and weights correction, the 
adjustments from the previous cycle are also considered, which is accomplished by 
extending the Eq. 22 by the contribution of 𝜇∆𝑤𝑗𝑖
𝑙(𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠)
 where µ reprsents the 
momentum of learning. The parameter η determines the speed of convergence between 
the networks´s current solution and the global minmum whereas µ determines the extent 
to which the weight adjustments from the previous cycle are considered. The momentum 
factor renders a certain amount of inertia to the learning process helping the network to 
avoid entrappment in a local minima and provide the solution at or close to global 
miniumum.  
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2.1.6.6. Generalization 
Generalization is the ability of a classification technique to recognize or classify 
correctly new patterns presented to it once it has been trained sufficiently and at this point 
it can be employed as an analytical tool. During the training or learning process the neural 
networks establish associations between input and output data extracting essential 
features from the training set which can later enable to predict the pertinence of new data 
not presented to the network before. The input-output data relationships are established 
by weight adjustments made in the network based on the training error as given by 
equations previously however in order for the network to be able to generalize an error of 
generalization called validation error is determined. To do this the input data set is divided 
into two sets: a training subset used in the learning process to compute gradient and adjust 
weights, and a validation subset to test the generalizability. Training is stopped when the 
network provides good results on both the training data  and the validation data obtaining 
a minimum error for the validation (Early stopping criteria). However, it is also possible 
that the network instead of extracting the essential and representative features of the input 
data, memorizes it so specifically that it has lost the the ability of generalization. This is 
called overfitting and is characterized by an increase in the validation error during the 
training process. Such network is an unwanted situation in classification tasks in real word 
problems. 
 
2.2. Evaluation of classification performance of Chemometric Methods 
Classification or pattern recognition involve fundamental chemometric techniques 
to establish mathematical models able to assign an object defined by a set of features to 
one of the classes previously learned by the model based on a set of measurements. The 
developed classification model therefore serves as an analytical tool for the analysis of 
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test samples, where each object can be defined as belonging or not to a class in question 
based on its characteristic features. The outcome of the classification model for an object 
in an identification process can be associated to a qualitative binary response, yes 
(Positive) or no (Negative). This binary classifier therefore can provide four possible 
results as given by the confusion matrix in Table 2.1. TP is the case when the outcome of 
a prediction and the actual value are both positive and FP occurs when prediction is 
positive but the actual vaue is negative. TN occurs when the outcome of prediction is and 
actual value are both negative whereas FN occurs when the predicted value is negative 
but the actual value is positive [136, 137]. 
 
Table 2.1. Confusion Matrix for a classifier 
Predicted 
Actual  
Positive Negative  
Positive True Positive (TP) False Positive (FP) Rp 
Negative False Negative (FN) True Negative (TN) Rn 
 Cp Cn N 
 
The Cn and Cp represent total number of truly negative and positive observations 
while Rn and Rp are total number of predicted negative and positive observations and N is 
the the total number of observations (N = Cn + Cp = Rn + Rp). The confusion matrix 
allows extracting meaningful information obtaining several parameters that can used for 
the evaluation of the performance of classification models such as correct classification 
rates measured in terms of True Positive rate (TPR) and True Negative Rate (TNR), 
incorrect classification rate defined by false positives (FP) or false negatives (FN), 
sensitivity, specificity, accuracy, selectivity, generalization ability and robustness. 
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Sensitivity (S) of a classification model also called the true positive rate (TPR) can be 
given by: 
𝑆 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
                                                               Eq. 25 
When S = 1 it indicates that all samples are correctly identified.  
 
Specificity (Sp) determines the ratio of fault-free recognitions and can be calculated as: 
𝑆𝑝 =
𝑇𝑁
𝐹𝑃 + 𝑇𝑁
                                                              Eq. 26 
Moreover, False Positive rate (FPR) gives the ratio of objects erroneously 
classified, where FPR = 1 − SP. The sensitivity and specificity terms in chemometrics are 
used in a context different from the analytical chemistry. 
A model´s classification ability cannot be represented in terms of sensitivity or 
specificity alone hence the combination of both metrics is needed. Therefore, accuracy 
(A), which involves the relative frequency of correct and incorrect classification is the 
main parameter used for the estimation of the efficiency of a model, calculated as: 
𝐴 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                           Eq. 27 
and can be therefore defined as the ratio between number of correct predictions by the 
model and total number of predictions on a set of data. Although most commonly used, 
accuracy is not considered as a parameter sufficient to evaluate a model alone [138] and 
other metrics such as Receiver Operating Characteristic (ROC) and Area Under Curve 
(AUC) are suggested by statisticians. 
 
Receiver Operating Characteristic (ROC): ROC plot analysis was developed in the 
context of electronic signal detection in the early 1950s [139] and since then this 
metric is extensively used in machine learning as a primary indicator to evaluate the 
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performance of a model and its visualization in order to select a suitable operating 
point, or decisión threshold [140]. For its construction sensitivity (S) and specificity 
(SP) are calculated for consecutive cut-off points with respect to the predicted 
probabilities from the models [141] and ROC graph is plotted with TPR (S also called 
recall) on y-axis and FPR (1−SP) on x-axis. ROC plot serves as a tool to plot all possible 
combinations between sensitivity and specificity for classification problem. An ideal 
ROC plot would be obtained at the operating point with TPR = 1 and FPR = 0. ROC 
curves for four classifiers are shown as an example in Fig. 2.11 where classifier I and II 
seem to dominate III; however, in many cases it becomes difficult to mark a clear 
domination between different curves. In such cases, area under the ROC curve (AUC) 
provides a good “summary” to evaluate a model or compare between different 
classifiers. 
 
Area Under Curve (AUC): It is widely suggested that the area under curve (AUC) 
provides a better measure than accuracy for evaluating the predictive ability of the 
classification [142, 143]. The use of the area under ROC curve as a performance metric 
exhibits several desirable properties over the conventional overall accuracy in presenting 
increased sensitivity in Analysis of Variance (ANOVA) tests, Independence of the 
decision threshold, invariant to a priori class probability distributions [138,140].  
AUC can be calculated [138,144] according to the eq.: 
𝐴𝑈𝐶 =
𝑆0 − 𝑛0 (𝑛0 + 1) 2⁄
𝑛0𝑛1
                                      Eq. 28 
where 𝑛0 and 𝑛1 are the numbers of points in the test set belonging to class 0 and 1 
respectively, and 𝑆0 = ∑ 𝑟𝑖. The probability (G) is calculated at a threshold t that is 
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randomly chosen according to the distribution F is calculated for class 0 and 1 points. 
According to the definition of ROC curve, AUC is given as: 
∫ 𝐺(𝑢)𝑑𝐹(𝑢) = ∫ 𝐺(𝑢) 𝑓 (𝑢)𝑑𝑢                                      Eq. 29 
can be estimated by replacing the G and 𝑓 theoretical functions by the observed 
distributions 𝑔𝑖𝑎𝑛𝑑  𝑓𝑖 of sample values and arranging them gives the Rank 𝑟𝑖. AUC with 
an area of 1.0 represnts an ideal case where all the predictions were made correctly. Fig. 
2.11 shows a plot of three ROC curves, each representing one of the three classifiers.  
 
 
Fig. 2.11 shows a plot of four ROC curves, each representing a classifier [138] 
 
In this example, I and II dominate III, however, often there is no clear dominating 
relation between two ROC curves I and II as they are not dominating each other in the 
whole range. In such cases, the area under the ROC curve, or simply AUC, provides a 
good summary for comparing the two ROC curves [138]. 
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Validation tests 
In addition to the metrics mentioned above to evaluate a classification model, 
different types of validation tests can be performed in order to use it for real applications. 
These include: 
Sensitivity: ability to classify correctly the samples that were included in training to 
construct the model. 
Generalization ability: classification of samples of the same class not included in the 
training set. 
Robustness: ability of system to estimate the correct result when a sample from a class 
not included in the training set is tested by the model. Such a sample that does not belong 
to any of the classes included in training set must not be classified as false positive to any 
class and should be predicted as “unknown” by the model. The test of robustness is 
performed using Leave One Out (LOO) procedure where one dataset (class) is removed 
from the from the training set and the model´s ability to “see” it as “unknown” is 
evaluated. This is a positive identification for the statistical analysis as a classification 
model must be able to recognize foreign objects and not misclassify them [41,42]. The 
success of a classification model lies in its ability to present high sensitivity, high 
generalization ability and high robusteness [58]. 
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CHAPTER 3. EXPERIMENTAL – LIBS INSTRUMENTATION 
Chapter 3 
 
Experimental – LIBS Instrumentation 
 
LIBS has been mainly a subject of academic laboratories research for long and the 
continuous efforts to increase the efficiency of LIBS as an analytical technique have 
resulted in a great advancement in the components of LIBS system in order to perform 
highly sophisticated experiments. However, the past years have seen a successful 
transference to the industrial applications with the availability of compact commercial 
LIBS instruments on the market, offering direct measurements [62]. The set-ups used in 
LIBS experiments whether on the academic or commercial level share the same basic 
components but depending on the analyte of interest and its concentration, type and state 
of sample and its physical and chemical characteristics, the kind of analysis (qualitative 
or quantitative), environment, distance from the sample, the need to maintain some 
specific ambient conditions among others, the components and their specifications are 
tailored to the particular application [3].  A typical LIBS instrumental set-up consists of 
a laser system generating pulsed beam that is focused on a sample placed on a moving 
stage that acts as a sample holder. The pulsed laser beam is directed and focused onto the 
sample using optical system. The emission from the plasma is collected and taken by 
another optical circuit to the spectrograph that is coupled with a detector and finally a 
computer that controls the whole system and stores spectral data.  
  
  Sadia Manzoor 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
84 
 
3.1. LIBS SET-UP 
The assembly of LIBS components and most of the experimental parameters were 
kept the same for the measurements of all microorganism samples, however, depending 
on the samples, sample manipulation and emissions observed, different spectrometers 
were used for bacterial and fungi samples. The scheme of experimental set-up for LIBS 
measurements is shown in Fig. 3.1 and the description of the components forming the 
LIBS set-up is mentioned in the coming text. 
 
 
 
Fig. 3.1. Scheme of LIBS set-up for the study of samples in this thesis 
 
 
3.1.1. LASER SYSTEM 
The laser system used as excitation source for all measurements was Q-switched 
Nd:YAG laser, Brio model commercialized by Quantel, operating at its fundamental 
wavelength of 1064 nm. The temporal profile of the laser beam or the pulse duration at 
Full Width Half Maximum (FWHM) was 4 ns with a beam diameter of 4 mm and a 
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divergence of 0.6 mrad. Although the energy of the laser pulses could be varied, the laser 
energy was set to 20 mJ for the experiments. 
  
3.1.2. Construction and working of Nd:YAG laser 
Nd:YAG laser is a solid state laser where the rod Yttrium aluminium garnet 
(Y3Al5O12) crystal acts as a host and is doped with 1% of Nd+3 ions that act as gain 
medium responsible for lasing. The energy levels of Nd+3 ion make Nd:YAG a four level 
laser. The optical pumping is done by a lamp of noble gas mostly Krypton or Xenon to 
get the population inversion, the latter was present in our laser system. The pumping of 
Nd:YAG laser occurs at wavelengths of 800 – 820 nm, causing the transition from the 
ground state into the absorption bands. This transition is followed by a fast non-radiative 
decay in the order of nanoseconds to the upper laser level “4F3/2” which has a longer 
lifetime, the metastable state, resulting in the population inversion. Transition from this 
level to the lower laser level “4I11/2” leads to the production of laser radiation at 1064 nm, 
the fundamental line of Nd:YAG laser, followed by another fast non-radiative decay to 
the ground state “4I9/2”. In addition to this fundamental wavelength in the IR region, 
Nd:YAG can be operated in visible region at second, third harmonics at wavelengths 532 
nm, 355 nm and UV region at fourth harmonic 266 nm respectively by using internal 
frequency doublers, depending on the sample and application. Nd:YAG laser can be 
operated in Continuous wave or pulsed mode, where pulsed mode is used in LIBS 
experiments because of the high power generated required to cause sample breakdown. 
The pulsed mode is typically obtained by Q-switching, generating high power laser pulses 
required for the ablation of sample in the range of 4 – 20 ns and power in the order of 
MW. Nd:YAG lasers are the most commonly used ones in LIBS because of the possibility 
of using at different harmonics, compactness, reliability and easy maintenance. The 
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working principle of Nd:YAG laser and the laser system used in the study have been 
shown in Fig. 3.2. 
  
  
Fig. 3.2. (a) Scheme of the Nd:YAG laser (b) Laser system used in the study 
 
3.1.3. Positioner/Stage 
Samples were placed on a translational stage perpendicularly with respect to the 
laser beam and hence the beam had to be directed to the sample using optical components. 
The sample stage or micro-metric positioner allowed movement in X – Y – Z axes with 
a displacement of 0.5 μm at every coordinate to ensure that each laser pulse impinged on 
a fresh sample. The dimensions of the stage was sufficient to allow an easy manipulation 
of the sample in petri dishes. 
  
3.1.4. Laser Focusing and plasma emission collecting optics 
As the sample was placed perpendicular to the laser beam a specially coated mirror 
for infrared radiation was used to deflect the laser beam onto the sample. The laser beam 
was then focused on the sample by using a Plano-convex lens of 100 mm focal length to a 
fine spot of micrometric range on the target. 
(b) 
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The second optical circuit served for the collection of the light emitting from the 
plasma. The LIBS set-ups make use of lens or mirrors or alternatively a fibre optic cable 
(FOC), placed at an angle to the plasma. The use of FOC provides advantage in 
simplifying the light collection and taking it to the spectrometer, especially when samples 
or detection system are at long distances and therefore FOC coupled with a collimator 
was used in all of our experiments.  
The collimator was 7 mm, made of fused silica and with an aperture of 4 mm that 
collected the emission from plasma. It was placed at an angle from normal and a few 
centimetres distance from the sample. The collected light was then focused into the FOC 
that was 1 m length with a core diameter of 1000 μm and a numerical aperture of 0.22, 
which was coupled to the entrance of the spectrometer. 
 
3.1.5. Spectrometer 
The spectrometer consists of a resolution device (spectrograph) that resolves the 
incoming light into its component wavelengths which is read out by a detector (camera) 
presenting this information as a function of wavelength in the form of a spectrum on a 
computer. Hence the important features of a spectrograph that are considered while 
performing a LIBS analysis are the spectral range and the resolution i.e. the minimum 
wavelength separation that can be achieved between two emission lines, as these are 
essential factors in determining the quality of an experiment and accurate identification 
of constituent elements in a spectrum.  
There exist various configurations of spectrographs such as Littrow, Ebert–Fastie, 
Czerny Turner and Echelle, depending on the number and mounting of the mirrors, prisms 
and grating, however, the last two are most commonly used in LIBS studies. Czerny–
Turner spectrograph coupled to a photodiode array (PDA) or Charged Coupled Device 
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(CCD) array has been mostly used in LIBS analysis. On the other hand, Echelle 
spectrograph combined with Intensified Charged Coupled Device (ICCD) has recently 
caught great interest due to high resolving power and wide wavelength range covering 
emission lines from most elements on one hand while highly sensitive detection of charge 
on the other. However, Czerny-Turner configuration takes advantage over Echelle and 
other spectrometers when it comes to price, compactness, simple design, miniaturization 
and therefore suitability for designing of the portable instruments in field and industrial 
applications. In our experiments, compact spectrometers were used employing Czerny 
Turner configuration couple with CCD detectors. This design consists of an entrance slit, 
two mirrors, and diffraction grating as shown in Fig. 3.3.  
 
 
 
Fig. 3.3. a) Crossed Czerny – Turner design b) inside view of a 
typical compact spectrometer 
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The incident light enters through the entrance slit and falls on the first mirror 
which collimates it onto the diffraction grating where it is spatially dispersed at different 
angles into spectral components depending on the component wavelengths. This 
dispersed light is then focussed by the second mirror on the focal plane of the detector 
where these photons are imaged by the detector. Because of this crossing of the beams 
this configuration is also known as crossed Czerny Turner. Variation in the focal length 
of the two mirrors and the number of lines on the diffraction grating allow obtaining 
different resolving power and spectral range of the spectrometer, hence the spectrometer 
can be optimized depending on the use and purpose of experiments. When the light falls 
on the CCD detector, that is made up of pixels arranged linearly or in two-dimensional 
pattern, it is imaged and converted into electrons which are digitalized. The electric 
signals are interpolated depending on the pixels of the camera and the spatial dispersion 
by the diffraction grating to create a calibration and converting this data into a plot of the 
intensity of each resolved spectral component as a function of wavelength, the spectrum 
 
3.1.6. Spectrometers used in the study 
As mentioned previously the spectral range and the resolution of the Czerny-
Turner spectrometers can be tuned varying the parameters of the internal components 
depending on the application therefore in order to carry out the analysis of bacterial and 
fungal samples two different spectrometers were used based on the emission signals. 
Analysis of Bacterial samples was performed using compact spectrometer EPP2000, 
StellarNet, Tampa, FL, USA (Fig. 3.4a). It consisted of a diffraction grating of 300 l/mm 
and a slit of 7 µm. The CCD detector was linear, composed by 2048 pixels. This 
spectrometer offered a spectral resolution of 0.5 nm over a spectral range of 200 to 1000 
nm. 
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Analysis of Candida samples was performed using compact spectrometer single-fibre 
system USB4000, Ocean Optics, Dunedin, FL, U.S.A (Fig. 3.4b). It consisted of a grating 
of 600 l/mm and an entrance slit of 10 μm, with a gated CCD detector, 10 μm entrance 
slit and 3648 pixels. The spectral range covered was from 200 to 900 nm with a resolution 
of 1 nm. 
During the final year of the thesis, a Dual channel spectrometer was also employed 
in the experiments in order to achieve spectra with higher resolution. The spectrometer 
was compact, AvaSpec StarLine family, Dual-Channel Fibre optic, commercialized by 
Avantes (Fig. 3.4c). Based on the need of the experiment, analyte of interest and the 
spectral range required to be scanned; these spectrometers can be configured 
independently in different channels with different gratings and resolving power. The 
spectrometer covered spectral ranges between 190 – 415 nm and 390 – 900 nm, with 
resolution of 0.08 nm (600 l/mm) and 0.17 nm (1200 l/mm) respectively, and was 
equipped with two CCD detectors of 3648 pixels each and an entrance slit of 10 µm. 
 
 
Fig. 3.4. Spectrophotometers used in the experiments 
 
The spectral range and resolution of the spectrometers used enabled to measure 
the emission from atoms, ions and molecules in the samples. Although traditionally 
classified as an elemental analysis technology, thanks to these of broadband high-
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resolution spectrometers that have extended LIBS applications to molecular species 
identification. The ability to detect molecular and elemental signatures with a single laser 
pulse offers unprecedented performance for emerging biomedical and biological 
applications [3]. 
 
3.1.7. Time consideration 
In order to optimize the signal to noise ratio the delay time for each study was 
optimized. The LIBS system was controlled using a delay generator. For the study of 
bacterial samples, DG535, Stanford Research Systems and in the study of fungal samples, 
Stanford model DG645 was used.  
 
3.1.8. Experimental set-up 
The experimental set-up used for the study of bacterial samples at the laboratory 
of Laser Chemistry Research Group has been shown in Fig. 3.5 and the experimental 
assembly for the study of Candida samples set at Los Madroños Hospital has been shown 
in fig 3.6.  
 
Fig. 3.5. Experimental Set-up at the laboratory of Laser 
Chemistry Research Group, Complutense University 
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Fig. 3.6. Experimental Set-up for the analysis of Candida samples 
 
The experimental configurations were simple construction and mounting of LIBS 
set-up, without extensive optics. The experimental parameters such as laser fluence, 
delay time, integration time, angle and distance of fibre optic cables and the spot size 
have been mentioned in the respective studies in the results section. 
 
3.2. LIBS Measurements 
Single shot spectra were recorded for all microbial samples. Many studies dealing 
with bacterial identification have used averaged spectrum irradiating multiple laser shots 
at the same point and/or different points on the bacterial culture whereas others used 
single shot measurements. Although averaged spectra may be suitable for many 
applications in relation to reproducibility, data processing and the ability to obtain 
quantitative measurements, the use of single shot measurements can be preferable in 
many studies [145] depending on the type of sample and the purpose of application. In 
the work included in this thesis, single-shot LIBS measurement was selected because of 
technical and methodological reasons. Firstly, the microbial samples are fragile, the layer 
of the microbial culture grown on the medium is thin, and the measurements were made 
directly on the agar medium. Although the agar medium was observed to be almost 
transparent to Laser beam but still there could be chances that if multiple laser shots were 
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irradiated on the thin layered fragile samples, it might penetrate and there might appear 
some signals from the nutrients in the medium interfering with the signals from 
microorganisms ablation. Moreover, more quantity of microbial culture would be 
required for such measurements. As the aim of LIBS based methodology is a future 
medical application, the speed of analysis is a very important factor. On one hand using 
single shot measurements reduces the time of analysis while on the other small quantity 
of microbial culture can be sufficient for each test sample thus reducing the time of 
culture. Therefore, keeping in mind the future application of this technique and its 
integration into clinical set-ups single shot measurements were selected to perform the 
spectral analysis.  
 
3.3. Assignation of spectra 
The emission lines in the spectra were assigned using the NIST atomic spectral 
database and the observed emission molecular bands were identified using the 
spectroscopic information available in References [146,147]. Furthermore, previous 
studies in the same field of application were also consulted [45,47,148,149]. 
 
3.4. SEM-EDS Analysis 
In the study of Candida samples, analyses by Scanning Electron Microscopy 
(SEM) and Energy – Dispersive Spectroscopy (EDS) were carried out. SEM is 
extensively used to obtain information in order to create high-resolution surface image of 
the microstructures and enables characterization of the samples. It makes use of electron 
beam, which due to having shorter wavelength provide greater resolution, on the order of 
about 1 – 5 nm. The schematic diagram of SEM is shown in Fig. 3.7a. It uses a beam of 
electrons, produced by an electron gun present at the top of the column, which is then 
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passed through a series of electromagnetic lenses (at different voltages) and apertures, 
and finally interacts with the sample placed in a specimen chamber at the bottom. A high 
vacuum is established inside the column (10-10 – 10-11 Torr) and specimen chamber (10-5 
– 10-6 Torr) area to maintain the beam coherency by preventing its interaction with gas 
molecules. The lenses (condenser and objective lens) and micrometric apertures control 
the properties of the electron beam and its interaction with the sample surface. A pair of 
deflection coils is present above the objective lens that enables the rastering or scanning 
across the sample surface on such a local area by the electron beam. The electron beam 
impinges the sample surface to a few micrometres depending on the accelerating voltage 
and the characteristic of samples, generating various signals such as secondary electrons, 
backscattering electrons, Auger electrons, X-rays and photons of various energies. In 
SEM, the signals of greatest interest are secondary and backscattering electrons, since 
they reflect the differences in the topography of the sample. These electrons generated 
have energies less than 50 eV. These electrons fall on the detector and processed to 
produce a two-dimensional grey-scale image on the monitor following a one to one 
correspondence rastering pattern.  
The X-rays possess characteristic energy depending on the parent atom, and the 
analysis of this characteristic energy and its intensity by an Energy Dispersive 
Spectrometer, provides the information about the qualitative and quantitative distribution 
of elements in the sample at micrometric scale [150]. 
In the present study, Candida samples were analysed using Hitachi S-3000N 
microscope, to study the external morphology of the Candida culture. Energy – 
Dispersive Spectroscopy (EDS) analyses were performed for the analysis of elemental 
composition of Candida samples with an attached EDS analyser (Oxford Instruments 
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INCAx-sight) as shown in Fig. 3.7b. The SEM-EDS analyses were performed at high 
vacuum with an accelerating voltage of 3.5 kV and at a working distance of 4 mm.  
 
 
Fig. 3.7. a) Schematic diagram of Scanning Electron Microscope/ Energy 
Dispersive Spectrometer b) Scanning Electron Microscope/ Energy Dispersive 
Spectrometer facility at Autonoma University of Madrid 
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CHAPTER 4. LASER INDUCED BREAKDOWN SPECTROSCOPY TO BACTERIAL ANALYSIS 
Chapter 4 
 
Laser Induced Breakdown Spectroscopy to Bacterial 
Analysis 
 
This chapter deals with the analysis of bacteria by Laser Induced Breakdown 
Spectroscopy in order to evaluate its potential for the development of a methodology to 
perform the diagnosis of infectious diseases. Such diagnoses require the identification of 
the causative agent in order to understand the pathology of the disease and start the 
required antibiotic treatment. Different phenotypic, molecular and proteomics based 
methods are employed in routine practice to perform this task, however, these methods 
can be very expensive, restricted to some centralized laboratories, requiring specialized 
staff to perform lengthy and complicated molecular procedures that may lead to delays 
of several hours to days even in providing the results [151]. This directly poses risks for 
the patients’ health, as an early and appropriate antibiotic treatment can reduce the costs 
of treatment and mortality rate in case of serious infections. According to a study, each 
hour of delay in antimicrobial treatment was associated with an increment in the mortality 
of 7.6 % [152,153]. Given the situation, the patients are mostly put to an inappropriate 
antibiotic regimen that leads to the emergence of antibiotic resistant strains, bringing up 
further challenges to deal with these microbes.  
Regarding public health, it is expected that these diseases be treated as early as 
possible to prevent unwanted outbreaks and series of epidemic events. Where on one 
hand strict measures should be taken to prevent such risks, on the other hand, highly 
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selective analytical methods are desirable that can allow a fast and cost-effective 
detection of infectious agents for a timely antimicrobial treatment. 
This thesis has therefore the main goal to take economic, temporal and 
methodological advantages of LIBS technique in microbiological field to propose a 
methodology based on LIBS and chemometrics to perform a reliable and robust 
analysis of bacteria of clinical origin and their antimicrobial susceptibility, improving 
and/or complementing current detection systems. Particularly, this chapter encompasses 
the study of effect of medium used to culture bacteria and its significance on LIBS 
measurements, detection of bacteria with a range of mutations and acquired antibiotic 
resistance, and finally a comparative study of chemometric methods to develop an 
appropriate LIBS-chemometrics based bacterial detection strategy. 
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4.1.1. ABSTRACT 
A method based on Laser Induced Breakdown Spectroscopy (LIBS) and neural 
networks (NN) has been developed and applied to the identification and discrimination 
of some medically relevant bacteria (Pseudomonas aeruginosa, Escherichia coli and 
Salmonella typhimurium). In order to develop a strategy for its posterior application in 
the detection of bacteria, the dependence of type of medium to culture these microbes on 
LIBS analysis has been investigated. For this purpose, three different media i.e. LB agar, 
MacConkey and Brucella were selected. Furthermore, the samples used in this study were 
divided into three groups, each prepared on a different day. A dependence of medium was 
found out on LIBS signal which affected the identification. However, when medium was 
kept the same for all microorganisms, a successful identification and discrimination of 
the samples was achieved using the spectral libraries, showing that only a difference 
between the bacteria could cause identification. Due to the nature of samples, LIBS 
measurements were made using a single laser pulse that resulted sufficient for clear 
identification of the bacterial strains by NN models, obtaining the identification of the 
bacteria with a certainty of over 95%. The results showed the potential of LIBS-NN 
system for fast, reliable and robust measurements. In order to prove its practicality in 
clinical laboratories, it is needed to analyse a diverse range of bacteria. 
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4.1.2. INTRODUCTION 
 Laser Induced Breakdown Spectroscopy (LIBS) analysis by direct measurement 
of the optical emission from laser-induced plasma has been the subject of research for 
many years [40,154]. This technique provides a quick and versatile method for analysing 
different types of samples that can be inaccessible or tedious using conventional 
analytical techniques, and is particularly useful for analysing samples with a complex 
matrices [155,156]. LIBS as an instrumental platform has replaced some analytical 
techniques successfully in some industries especially in material analysis [157,158], and 
is finding extensive use for the analysis of biological samples such as muscle tissues, 
cancerous tissues, plants and microorganisms among others [159-165]. Of which analysis 
of microorganisms for the identification of pathogens to detect food contamination, 
infectious diseases or deal with bioterrorism have been important directions of LIBS 
microbiological approach [36,37,39,44,166].   
In many situations, a considerable number of alternative techniques with a higher 
sensitivity are available, however, LIBS provides several advantages over these 
conventional methods for elemental analysis. These include, elimination or minimization 
of laborious sample preparation steps,  possibility of analysis in any state of matter (solid, 
liquid, gas), high speed of analysis, micrograms or nanograms amount of sample ablated 
from its surface, and simultaneous detection of a range of elements and molecular patterns 
representing sample´s composition [45,167]. Specifically, remote measurements 
allowing the analysis of hazardous, highly contagious and pathogenic targets at a safe 
distance and ability to computerize the spectral as well as data analysis, without being 
mandatory to have the expertise of a trained microbiologist make it an interesting 
pathogen detection tool.  
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 Detection and identification of biological samples, in particular, bacteria using the 
LIBS technique has been studied by several research groups. Nevertheless, it was not 
until 2003, when the possibility of using LIBS to microbial analysis was tested 
[36,47,168,169]. The first of these studies focused on the use of LIBS as a system for 
early real-time detection of biological weapons. The motivation for most of these studies 
was LIBS’ ability to provide extremely fast identification compared to traditional 
methods of identifying bacteria.  
In preliminary experiments performed in 2003, Morel et al. investigated the 
detection of six strains of bacteria and two pollens [36]. They placed particular emphasis 
on Bacillus globigii, which acts as a non-pathogenic surrogate for Bacilus anthracis 
(anthrax), demonstrating the ability of LIBS to detect bacteria. That same year, Hybl et 
al. investigated the technique's potential for detecting and discriminating aerosolized 
bacterial spores from more common background fungal/mold spores and pollens [38]. 
More recently, the possibility of using LIBS to detect and identify bacteria in clinical 
diagnosis and public health has prompted investigations into the use of more realistic 
samples from a clinical analysis perspective. As from that date, the increase of 
publications and reports of the use of LIBS for bacterial analysis has been exponential. 
The intrinsic features of LIBS technique on one hand while combination of this 
technique with chemometrics became a reason to catalyze research in this direction. 
Chemometrics is a multivariate data analysis tool coupled to the data rich instrumental 
methods for qualitative or quantitative analysis [170]. LIBS has been combined to a 
variety of chemometric techniques for bacterial identification; however, the correct 
identification rate in some cases fell below 90%. Thus, there is a clear need for more 
thorough and systematic studies that include new approaches. Many chemometric 
methods have been evaluated in several research works, such as Principal Components 
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Analysis (PCA), Soft Independent Modelling of Class Analogy (SIMCA), and Partial 
Least-Squares Discriminant Analysis (PLS-DA). Those methods are not able to give 
satisfactory solutions to many practical problems that can be attributed mainly to 
uncertainty in identification. Research exists demonstrating that the use of Neural 
Networks (NN) can provide better results. An interesting comparison of some of these 
methods with the use of NN has been performed [59,171]. Therefore, NN was selected 
for data analysis as it is reported to significantly improve the identification capability 
without considerably increasing the difficulty of implementation. 
 The aim of this paper is to evaluate and develop a simple and direct methodology 
based on LIBS and Neural Networks to identify and discriminate bacterial samples. 
Specifically, in this work, it was intended to improve the recognition capacity by 
developing a method capable of identifying extremely similar samples that have few 
physical and spectral differences between them. Moreover, the ultimate goal of evaluation 
of this methodology for bacterial identification is to develop a reliable pathogen detection 
system, research on the factors affecting analysis were also investigated. Previous studies 
in the field of microbiology have reported that the composition and behavior of microbes 
is strongly dependent on their growth environment [172], in particular on the nature of 
the nutrient. This holds true not only for all cellular constituents and metabolic pools but 
also for the elemental composition of the microbial biomass [172,173]. As LIBS 
technique is sensitive to changes in the elemental composition of the samples, the effect 
of type of medium used to cultivate bacteria on LIBS analysis was also studied. This test 
was performed to find out if the chemical composition of media could introduce changes 
to the bacterial cells that consequently affect LIBS based identification. 
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4.1.3. MATERIAL AND METHODS 
4.1.3.1. Experimental set-up 
The experimental configuration has already been shown in Chapter 3. 
Experiments were performed by using a Q-switched Nd:YAG laser (Quantel, Brio model) 
operating at 1064 nm, with a pulse duration of 4 ns full width at half maximum (FWHM), 
4 mm beam diameter and 0.6 mrad divergence. The samples were placed directly over 
an X-Y-Z manual micrometric positioner with a 0.5 µm stage of travel at every 
coordinate to ensure that each laser pulse impinged on a fresh sample. The laser beam 
was focused onto the sample surface with a 100 mm focal-distance lens, producing a spot 
of about 100 µm in diameter. The experimental configuration with this focal distance, 
distance of the collimator and resulting spot diameter made it possible to maintain spatial 
resolution on the sample surface without irradiating the target on the previously shot area, 
as well as recording the plasma emission without any interference. The pulse energy was 
20 mJ, and the repetition rate was 1 Hz.  The emission from the plasma created was 
collected with a 4 mm-aperture, with a 7 mm focus fused silica collimator placed at a 
distance of 3 cm from the sample, and then focused into an optical fibre (with a 1000 µm 
core diameter and 0.22 numerical aperture), which was coupled to the entrance of the 
spectrometer. The spectrometer system was a user-configured miniature single-fibre 
system (EPP2000, StellarNet, Tampa, FL, U.S.A.) with a gated CCD detector. A grating 
of 300 l/mm was selected; a spectral resolution of 0.5 nm was achieved with a 7 µm 
entrance slit. The spectral range from 200 to 1000 nm was used. The detector integration 
time was set to 1 ms.  To prevent the detection of bremsstrahlung, the detector was 
triggered with a 5 µs delay time between the laser pulse and the acquired plasma radiation 
using a digital delay generator (Stanford model DG535). The spectrometer was computer-
  Sadia Manzoor 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
108 
 
controlled using an interface developed with Matlab, which allowed for data processing 
and real-time NN analysis. 
4.1.3.2. Methodology 
The LIBS-NN methodology of bacterial identification is mainly based on isolation 
of bacteria from the biological samples, obtaining LIBS spectra and finally comparison 
of test spectra from bacterial sample against the generated spectral database providing the 
identity. In this case, no detailed chemical analysis of bacteria is sought; rather an instant 
identification of the sample using a unique “characteristic LIBS spectral fingerprint” or 
“marker” of that sample is achieved. This characteristic LIBS spectral fingerprint is due 
to the nature of the emission spectra, representative of the main compounds and the 
bacterial matrix that constituted the sample. The matrix structure and composition 
strongly affect the intensity of the emission lines, and have often inhibited a possible 
direct relationship between the elemental concentration of a sample and the intensities of 
its spectral lines. Thus, LIBS provides a unique spectrum, corresponding only to the 
sample under analysis. Using a correlation procedure, the LIBS-NN system developed 
can be trained to recognize spectra from different samples, which means evaluating the 
similarity of unknown spectra against a spectral library of classified samples.  
4.1.3.3. Bacterial samples 
Keeping in view the medical importance of microorganisms, medically relevant 
species and strains of bacteria were analysed included in this study. It has already been 
mentioned in chapter 1 that the focus was particularly to the pathogens that are common 
in the nosocomial infections or HAI. Specifically, the bacteria studied included strains 
belonging to the species Escherichia coli, Pseudomonas aeruginosa and Salmonella 
typhimurium were studied. As the matrix effect causes significant interference in LIBS 
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signals, the analysis was always performed on isolated bacterial samples obtained from 
biological specimens. 
Bacterial samples were grown on three different culture media, having a different 
chemical composition and nutrient value. The media selected were Luria-Bertani (LB) agar 
(from Difco Microbiology, Lawrence, KS, U.S.A), MacConkey agar (from Difco 
Microbiology, Lawrence, KS, U.S.A.) and Brucella anaerobic agar (from bioMerieux SA, 
Marcy l’Etoile, France). LB agar is a nutritionally rich medium, which is highly 
referenced for growing a wide range of bacteria and traditionally has been used as an 
optimum medium for Escherichia coli. MacConkey Agar is a selective and differential 
medium used to isolate gram-negative bacteria. It contains bile salts as a main component, 
which inhibits the growth of gram-positive bacteria. Brucella Agar is a nutrient-rich 
medium used for Brucella particularly; however, it is also recommended for the isolation 
and cultivation of other fastidious and non-fastidious bacteria from clinical and non-
clinical specimens of public health important [174]. Due to different composition and 
functions, the effect of these media on the growth of bacteria and LIBS analysis was 
studied.  
For preparing each culture medium, 20 g of nutrient agar powder was suspended 
in one litre of distilled water and heated to dissolve it completely. The pH was adjusted 
to seven and the flask containing liquid medium was autoclaved and sterilized. After 
cooling the agar medium was transferred to sterile petri dishes (8.9 cm in diameter), and 
allowed to solidify. The bacterial strains were taken from frozen culture and then streaked 
onto the surface and incubated at 37 ºC for 18 hours, to get the required biomass for LIBS 
analysis. I would like to thank Prof. Juan Alfonso Ayala from Centro de Biología 
Molecular “Severo Ochoa”, Autonoma University of Madrid, Spain, for providing 
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bacterial strains used in this study and sharing his expertise in the microbiology field for 
the development of this thesis. 
The bacterial samples were of wild-type strains, Pseudomonas aeruginosa M841, 
Escherichia coli OV2 and Salmonella typhimurium LB5010 were designated as B1, B2 
and B3. They were prepared on three different days, with a 10-day gap in between. The 
media i.e. LB agar, MacConkey agar and Brucella anaerobic agar were designated as 
culture media M1, M2 and M3, respectively. Because the NN handles numbers, numerical 
and alphanumerical nomenclatures were used to label each sample. Table 4.1.1 shows the 
name structure used for the samples. The alphanumerical names indicate the bacterial 
strain and culture medium. The numbers in brackets correspond to the identification 
number of the bacterial sample. For example, sample 23 corresponds to B2M3, which 
means, E.coli (B2) grown on Brucella anaerobic agar (M3).  
 
Table 4.1.1. Nomenclature of bacterial samples 
Bacteria LB Agar MacConkey Agar Brucella Anaerobic Agar 
Pseudomonas 
aeruginosa 
B1M1 (11) B1M2 (12) B1M3 (13) 
Escherichia 
coli  
B2M1 (21) B2M2 (22) B2M3 (23) 
Salmonella 
typhimurium 
B3M1 (31) B3M2 (32) B3M3 (33) 
 
4.1.3.4. LIBS measurements 
All samples were used with no further preparation than that described herein.  
LIBS spectra were recorded directly on the biomass deposited on the culture media in 
each petri dish. Due to the delicate and thin-layered structure of bacterial biomass, single 
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laser shots were irradiated. A minimum of 3 replicate tests for each sample were 
performed. The samples analysed were 3 bacteria × 3 culture media × 3 days × 3 
replicate analyses which made a total of 81 samples analysed. The analysis was made 
under room experimental conditions. Other studies have shown that LIBS measurements 
in inert atmosphere such as Argon increase the signal to noise ratio, which could allow 
easing in data analysis; however, it may increase the complexity of experimental set-up 
as well as cost of analysis. To keep the apparatus simple for a posterior application room 
conditions were chosen. Each sample was irradiated with 100 laser pulses. For each pulse, 
the generated plasma spectrum was acquired and stored as a column on a dataset. Thus, 
the dataset contains the intensity at different wavelengths in rows and the spectra in 
columns. Thus, our dataset has 2048 rows (one for each wavelength) and 100 columns or 
spectra for each sample. 
4.1.3.5. Creation of Spectral Libraries 
Each of the individual worksheets containing the spectra for a specific sample 
constitutes a spectral library. From the spectral library, 80 spectra were used to create the 
training libraries to calibrate the NN model and 20 spectra were used to test the 
classification model. The greater the number of spectra used in the fingerprint of a sample, 
the better the recognition capacity of the method. A more thorough study of how 
recognition affected model identification is shown in the results section. The acquisition 
of these 100 spectra is very fast (<2 minutes, taking into account the integration time and 
1 Hz laser pulse repetition). Although the data matrix can be considerably large, the 
computation time for training the NN was always below 10 s. 
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4.1.4. Data Analysis by Neural Networks 
 The NN models were based on a multilayer perceptron, feed-forward networks 
and supervised learning algorithm. They consisted of several neurons (information 
processing units) arranged in two or more layers. Each layer receives information from 
all of the neurons in the previous layer. The connections are controlled by a weight that 
modulates the output from the neuron before inputting its numerical content into a neuron 
in the next layer. The process that optimizes the weights is called the learning or training 
process [175,176], which was based on a back-propagation (BP) algorithm [176]. The 
inputs from each neuron are added by an activation function, and the result is transformed 
by a transfer function that limits the amplitude of the neuron output. In this work, the 
hyperbolic tangent sigmoid function was used as the NN transfer function. When the NN 
parameters are adjusted by slightly refreshing the weights, the NN is able to learn from 
its environment. The theoretical fundamentals behind these concepts have already been 
mention in Chapter 2. The NN models were designed using Matlab software (Matworks, 
2010a).  
4.1.4.1. Description of the learning and verification set 
 As the NN models were based on a supervised algorithm, in order to optimize the 
weight matrix, it was necessary to use input and output data that adequately characterized 
the process to be modelled. The input data was a linear combination of the dataset 
libraries. Data from the spectral training libraries (mentioned in section 4.1.3.5) were 
randomly distributed into the learning (80% – 64 spectra) and verification (20% – 16 
spectra), internally by the NN algorithm. Once the learning and verification processes 
were carried out, the network parameters were transferred to a program developed in 
Matlab that provided real-time identification during data acquisition.  
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4.1.4.2. NN model calibration and verification process 
 The NN model consisted of three layers (input, hidden and output), a topology 
widely used to model systems with a similar level of complexity [177]. In particular, the 
input layer consisted of 2048 nodes (intensity values in the 200 - 1000 nm wavelength 
range). The output layer was comprised of J neurons (where J = number of reference 
samples used) for estimating the similarity between the reference sample spectrum and 
the testing sample spectrum. The identification process was based on the ability of the 
NN to detect the degree of similarity between the new spectrum and each of the reference 
spectra used in the learning process [177]. 
 During the training process, each sample used as a reference was associated with 
an identification number (usually the same number assigned to the sample) in the output 
layer.  Thus, a perfect identification was obtained if the output from the NN model for the 
test sample matched the identification number assigned to the reference. It is possible to 
use more than two identification numbers simultaneously, e.g., when analysing a large 
number of samples. If the test sample is not assigned to any class, it is taken as unknown. 
 NN training was achieved by applying the BP algorithm, based on the conjugate 
gradient method [178], one of the general-purpose, second-order techniques that help 
minimize the goal functions of several variables.  Second order indicates that such 
methods use the second derivatives of the error function, whereas a first-order technique, 
such as standard back-propagation, uses only the first derivatives. 
 To determine when the training should be stopped, an early stopping criteria based 
on the validation set was used [126].  The number of epochs was not relevant in this case.  
To avoid an overfitting of the NN model, the learning process was repeated while the 
verification mean square error (MSE), defined in Eq. 30, was decreased.  
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            (Eq. 30) 
where N, yk, and rk are the number of input data, the response from each output neuron, 
and the real output response, respectively. A detailed description of the calculation 
process is provided in the literature [126,175]. 
 
4.1.5. Process for testing the calibrated NN Models  
4.1.5.1. Performance parameters for classification models 
 Once NN models were trained, they were validated by test libraries. The 
confidence of the prediction can be expressed by a conditional probability, i.e. the rate of 
correct classification within the classified spectra. The confidence was estimated by a 
parameter termed as Spectral correlation (SC) given by Eq. 31. The higher the SC, the 
better the efficiency of the network for identifying a bacterial strain.  
𝑆𝐶 =
100
𝑁
∑ 𝛿𝑖                                                                   Eq.  31
𝑖
 
where δi is the number of spectra classified correctly and N is the total number of spectra. 
The performance of the models generated was evaluated based on the metrics explained 
previously in Chapter 2. In each case, confusion matrix was obtained and the results were 
obtained in terms of sensitivity (S), specificity (SP) and Accuracy (A) [126,143,179,180] 
based on the number of TP, FP, TN and FN in the validation set. Whereas accuracy was 
the main parameter of the recognition procedure for decision-making, and the reason the 
metrics for assessing detection processes are so important. These involve the relative 
frequency of correct and incorrect identification obtained from the results. The receiver 
operating characteristic (ROC) curve which is a standard tool for plotting all possible 
combinations of sensitivity and specificity in a screening process was obtained. Area 
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Under Curve (AUC) was calculated as it provides a better measure than accuracy for 
evaluating the predictive ability of the classification.  
 The robustness of the model was tested by assessing the ability of LIBS-NN to 
estimate the correct result when an unknown sample was input into the network model.  
In other words, the higher the robustness, the better the efficiency of the network model 
for identifying a sample not included in the training step as an “unknown,” and not 
identifying it as another bacteria [181]. In order to test this, one dataset (input data spectra) 
from the training set was removed. The results obtained with the remaining ones were 
then checked, in terms of the probability of correct identification.  This was alternately 
repeated for each bacterial strain.   
4.1.5.2. LIBS-NN model validation process 
 Four validation processes were carried out, each with its respective set of input 
data.  In all cases, the reference datasets (spectral training libraries) were formed by the 
spectra recorded on day 1. 
 
First validation was carried out to evaluate the model’s capacity to recognize and identify 
different bacterial species in the same culture media. The test samples were comprised of 
the day 1 bacterial samples. Each bacterial sample was individually analysed and 
contrasted with another from the same day in a binary manner. 
 
Second validation was performed to evaluate the validity of NN models and spectral 
libraries forming reference datasets in identifying a bacterial strain cultivated on different 
days. Bacterial samples from the other two days were then individually compared against 
the reference datasets, both in the same and different culture media.  
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Third validation included the evaluation of the NN models to identify bacterial strains 
grown of different culture media, in order to find out if media composition affected 
bacterial cells in way that could interfere with LIBS based identification.  
 
Fourth validation was an independent external validation, carried out to test the model’s 
ability to identify unknown samples. To test the robustness of the model, the spectra of 
samples from day 1 were used as the library reference, and one bacterial dataset was 
removed and alternately repeated for each bacterial strain. The model was considered 
robust if the sample removed was identified as unknown and the NN output for these 
bacteria was zero.  
 
4.1.6. RESULTS AND DISCUSSION 
Fig. 4.1.1 shows an example of normalized single-shot spectra for three bacterial 
species i.e. Pseudomonas aeruginosa, Escherichia coli and Salmonella typhimurium on 
LB agar medium. The compositions of these samples seems to be very similar, as evident 
from their spectra, hence making visual identification difficult.  
Due to very fast testing conditions and bearing in mind the high spectral similarity 
between the samples (for which a single shot might be the only sampling event), the 
spectra were not averaged. The emission lines can be seen to be coming from the sample 
as a result of ablation as well as contribution from the air is also present, due to the 
experimental conditions. 
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Fig. 4.1.1. Normalized LIBS single-shot spectra for three bacterial strains 
from day 1: (a) P. aeruginosa (B1M1), (b) E. coli (B2M1), (c) S. typhimurium 
(B3M1). 
 
Taking into account that the plasma is generated from evaporated and ionized 
sample materials mixed with ambient gas [61], some spectral lines from air were present 
in the spectra, which might make elemental identification less effective. On the other 
hand, it has been demonstrated [182], that spectra from air can be correlated with the use 
of a simple multiplicative scaling factor, thus demonstrating that changes in relative 
spectral contributions from oxygen and nitrogen are not occurring. Furthermore, the 
contribution of different atomic ionization levels in the spectra does not change 
significantly. It is also necessary to consider the kinetic effect of the native CN molecular 
band usually observed in LIBS spectra for organic and biological samples [183,184], 
which corresponds to either native CN molecules vaporized from the sample, or CN bond 
formations due to recombination with the air.  
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Spectral emission lines and a continuum background emission are typical 
components of the spectra created in LIBS. In addition, the intensity of the spectra can 
change from pulse to pulse and from day to day; however, to ensure that it does not affect 
the system's ability to identify the sample; two aspects were taken into consideration. 
First, the system is trained with a set of spectra that were recorded using all possible 
variations of the ablation parameters, such as changes in the lens-sample distance and the 
laser pulse energy. Second, both the intensity ratio and the bandwidth were analysed by 
the NN, which made discrimination and identification possible. Furthermore, in order to 
avoid data variations due to changes in the laser pulse energy, each spectrum was 
normalized by the intensity of one specific spectral line (i.e., with the most intense 
assigned to hydrogen Hα, Fig. 4.1.1). 
4.1.6.1. Variable selection 
Optimization of the appropriate number of variables to be used as inputs for the 
training of a chemometric model is a very important aspect to get a successful 
classification results. Selection of the “optimum” subset of full spectrum for multivariate 
calibrations is widely investigated in literature [185]. On the other hand, selection of 
emission lines of a specific element or using intensity/area of multiple emission lines or 
ratios between them has also been among the approaches used for variable selection. It 
has been shown that the selection of intensities at some wavelengths for elements such as 
P, C, Mg, Ca, and Na provides sufficient information to achieve the identification of 
bacteria [47]. However, in the present study two approaches were considered i.e. selecting 
shorter spectral ranges with few peaks, applying Principal Component Analysis (PCA) 
and secondly using the entire spectral range as spectral fingerprint for the sample. Tests 
performed using shorter spectral ranges with few peaks, selected by PCA analysis, 
showed that the model’s recognition ability decreased and the NN model could not 
Chapter 4-I 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
119 
 
discriminate between different bacterial species. This can be attributed to highly similar 
spectra and composition of bacterial samples.  This imposed extreme requirements on the 
identification model to take into account the broadest spectral range in order to cover the 
greatest number of spectral characteristics of the sample. In many other chemometric 
methods, this can limit their analytical performance due to massive data volume. 
However, the size of the data for the NN (denoted hereafter as input-data) can be quite 
large; therefore, a mathematical algorithm efficient and effective enough to handle a large 
amount of data was optimized. In the light of these results, it can be said that the whole 
spectrum serves as the biomarker for the bacterial samples. This has the disadvantage of 
decreasing the spectral resolution, which makes it even more difficult to unequivocally 
identify the elements responsible for those lines, but has the advantage of reducing the 
analysis time. Employing a spectrometer with greater resolution might allow a reduction 
in the variables.   
4.1.6.2. Number of spectra used in the training set 
The size of training set has great influence on each algorithm and its performance, 
therefore, number of spectra needed to provide a robust classification was investigated. 
To improve the correct identification rate, the number of spectra for each sample must 
increase to improve the spectral correlation. It is therefore necessary to select a high 
number of spectra, and because each spectrum comes from a single laser pulse, the time 
taken to collect the data (1 second per spectrum) is not an issue. The broad spectral range 
used also plays a key role in correct identification. 
Finally, to evaluate the optimum number of spectra used in the training process, 
the variations in robustness as a function of the number of spectra used in the training 
matrix was studied. Fig. 4.1.2. shows a plot of these results. As we can observe, 
robustness increases rapidly with the number of spectra. Even for a very low number (8 
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spectra), the robustness is acceptable but it could present problems in discrimination if a 
large number of diverse microorganisms are tested.  
 
Fig. 4.1.2. Robustness obtained for the samples B1M1 (■) and B2M2 (●), 
as a function of the number of spectra used in the process of training the 
NN. 
 
Therefore, to develop a robust classification model for microbial identification a 
higher number should be considered, as the Fig. 4.1.2 shows that when spectra number in 
training library reaches 80, the robustness reaches closer to 100%. Although a bigger 
number can be used but it would increase the time of LIBS analysis as well as for data 
manipulation. Keeping in view time factor and robustness achieved, the number of spectra 
in training libraries was optimized to 80. 
The NN was trained for spectral characteristics using the input data of known 
samples, with the optimized number of spectra. The subsequent network model 
parameters were then handled by an identification program that performs real-time 
identification during data acquisition. 
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4.1.6.3. LIBS-NN model validation 
First validation: The LIBS/NN correlation method was first applied to the identification 
of bacteria in the same day. A collection of single-shot spectra for each sample were 
analysed and contrasted with the spectra for reference samples in the same day, in a binary 
manner. In each binary analysis, part of the library for the sample was used as reference. 
As an example, Fig. 4.1.3 shows the analysis of sample B1M1 and B2M1 (Pseudomonas 
aeruginosa and Escherichia coli on the same cultured media LB agar). 80 spectra for each 
sample were used as a reference sample set, where 11 and 21 were assigned as 
identification numbers, respectively.  
 
 
Fig. 4.1.3.  LIBS–NN correlation method applied to the identification of 
bacterial strains from day 1. Squares correspond to B3M1 (sample 31), 
triangles correspond to B2M1 (sample 21), Circles correspond to B1M1 
(sample 11) 
 
Twenty spectra for samples not included in the reference were tested. The 
references were assigned the same bacterial identification numbers for the NN output, 
taking into account the bacteria and matrix. Thus, if the NN has an output equal to 11, 
this corresponds to the identification of bacterial strains B1M1 shown in Table 4.1.1.  If 
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the NN output contains an output equal to 21, this corresponds to the identification of 
bacteria B2M1, and so on. With the first 
laser shot, the network recognizes the 
spectrum as belonging to a reference 
dataset, and the NN output is 21. 
Therefore, the NN model cannot “see” 
the difference between the analyzed 
sample and the reference sample with an 
identification number equal to 21.  The 
same result was obtained up to spectrum 
20. Then, when test sample B2M1 is 
replaced by sample B1M1, the network 
output is 11. At this point, the NN 
correctly assign the spectra to the 
identification number equal to 11 used for 
this sample. Most of the spectra for this 
sample were assigned correctly, and only 
two deviated from the expected 
behaviour, returning values in between 
the two values assigned.  
This behaviour strongly affects 
both the spectral correlation and the 
AUC, which were 97.4% and 0.985, 
respectively. Fig. 4.1.4 shows the ROC plot and spectral correlation obtained for this case, 
and the capacity of the LIBS/NN to identify those bacterial strains. Given that the spectra 
Fig. 4.1.4. ROC plot obtained for the 
NN models, presenting AUC and 
Spectral correlation 
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analysed came from a single laser shot, the disturbance spectra observed in only 2 out of 
20 is not only more than acceptable, but is essential for taking into account the spectral 
correlation.  Exactly the same results were obtained when using the data set for all other 
bacterial strains from day 1 as a reference, and updating the NN parameters, as shown in 
Table 4.1.2. 
 
Table 4.1.2. Classification results from Neural Network analysis 
Classification results 
 Identification test Robustness test 
Bacteria Medium 
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Pseudomonas 
aeruginosa  
LB 97.4 0 0 100 0 100 
Mac Conkey 98.2 0 0 100 0 100 
Brucella 98 0 0 100 0 100 
Escherichia 
coli 
LB 99 0 0 100 0 100 
Mac Conkey 100 0 0 100 0 100 
Brucella 100 0 0 100 0 100 
Salmonella 
typhimurium 
LB 97.2 0 0 100 0 100 
Mac Conkey 98 0 0 100 0 100 
Brucella 100 0 0 100 0 100 
  
It means that the differences between the two colonies cannot be attributed to 
matrix variations. Only differences between bacteria can cause identification within the 
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same matrix. Another important result is obtained from this test. The high spectral 
correlation shows that, despite not taking into account the contributions of both air and 
the culture medium, a correct identification can be achieved, and helps to decrease the 
analysis time without significantly affecting the model discrimination capacity.  
 
Second validation: As part of a tough test for evaluating the validity of the reference 
matrix with regard to time and the method’s ability to identify bacteria cultivated on 
different days, the spectra for the bacterial strains in day 1 were introduced into the NN 
model as references. The mathematical procedure followed was similar to the training 
and validation process described above.  Measured on different days, but still each strain 
was classified to its respective species. Fig. 4.1.5 shows the results obtained for the 
samples from day 2 (B1M1, B2M2 and B3M3). For all other bacterial samples, the 
classification results were averaged and presented in Table 4.1.2. It can be seen that the 
samples have been correctly identified from the first laser shot. Results also show the 
network’s capacity to work simultaneously with more than one fingerprint, without 
significantly increasing the computing time. The training process for all samples from 
day 1 used as references required 7.2 seconds of execution time on a standard computer. 
Fig 4.1.5 shows the results obtained for E. Coli (B2) from day 3 (last day) in three 
different media. The bacteria were correctly identified, even in this case where the 
identification was made using the first library (the oldest) as a reference, and comparing 
to libraries obtained subsequently. This confirmed the temporal validity of the libraries, 
at least during this study.  
 
Third validation: In principle, it might be assumed that the identification of the bacteria 
should not be dependent on the culture medium, as LIBS measures the cellular content. 
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Nevertheless, the Fig. 4.1.5 shows that same bacteria was classified differently when 
cultivated in different media. This difference was interpreted as a real and not unexpected 
elemental alteration of the membrane of the bacteria cultured in that medium, and did not 
represent an inherent limitation of the LIBS technology.  
 
Fig 4.1.5. a) NN output for 20 spectra for sample B1M1, B2M2 and B3M3 
from day 2 (not included in the training), and b) The NN output for 20 spectra 
for samples B2M1, B2M2 and B2M3 from day 3. This confirms that the 
spectral library used in the training process was useful for all samples 
analysed. 
 
The alteration of fundamental bacteria chemistry was attributed to the presence of 
bile salts in the MacConkey medium, which is known from biochemistry to disrupt 
membrane integrity. Because standard serological (antibody-based) diagnostics are also 
membrane-based, rather than genetically based, these competing microbiological 
techniques might misidentify such bacteria if their outer membrane or surface has been 
significantly altered.  
Although growth on different media affected the elemental composition, and 
consequently LIBS analysis, no significant difference was observed in the quantitative 
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aspect of bacterial growth. Virtually every microbiological experiment starts with the 
cultivation of microbes that makes it a fundamental methodology of microbiology [186]. 
This suggests that for LIBS based bacterial identification, a standard medium should be 
selected in order to avoid any alterations in the cellular structure and thus in the spectra.  
 
Fourth validation: In order to complete the validation of the prediction capability of the 
optimized NN, a fourth independent validation set was carried out in order to test the 
model’s ability to identify unknown samples as unknown. To test the robustness of the 
model, the spectra of samples from day 1 were used as the library reference, and one 
bacterial dataset was removed and alternately repeated for each bacterial strain. The NN 
compares the analysed sample spectra with those stored as a reference (like two 
fingerprints). Therefore, if they match, the output from the network is satisfactory, and 
the value assigned to the reference and NN output match. If the fingerprints (spectra) 
differ slightly, the NN output must be zero. This means that the bacteria are not present 
in the training set, and are therefore unknown.  As an example, Fig. 4.1.6 shows a possible 
stronger test. In this case, all samples from day 1 were used as a reference, and the spectra 
for Salmonella (B3) were removed. The NN output for 20 spectra from each sample in 
day 2 (B3M1, B2M1 and B1M1) were tested. The first 20 spectra correspond to sample 
B2M1, the next 20 to sample B1M1, and the last 20 to sample B3M1. All samples were 
correctly identified. Even sample B3M3 was correctly identified as unknown, and not as 
another sample present during training, which demonstrates the robustness of the method 
used. 
Looking at the results, it can be said that the time required to obtain the spectra is very 
fast. Once stored, they are selected for further analysis in real time. Analyses carried out 
with different types of bacteria (generated at different times) showed that the libraries 
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were adequate for correct identification of the bacterial strains, even with small variations 
in the experimental conditions, such as changes in laser energy, room temperature, or 
sample distance. 
 
Fig 4.1.6. NN outputs for B1M1, B2M1 and B3M1, where the latter 
corresponds to a sample set not included in the training set. Thus, this B3M1 
sample was unknown for the NN model.  Sample B3M3 was correctly assigned 
a zero, the identification number assigned to unknown samples. The spectral 
correlation was 96.6%, and the robustness was 98.0%. 
 
Single-shot measurements were sufficient for clear identification of the bacterial 
strains studied. In light of these results, the optimized NN model provides reliable results 
(sample identification) for all samples analysed. This result is the best indicator of the 
capacity of the methodology presented.  
 
4.1.7. CONCLUSIONS   
 It has been shown that accurate sample analyses can be obtained using LIBS-NN. 
Tests performed on bacteria samples demonstrated 100% reliable identification of known 
and unknown samples with very similar spectral characteristics. In addition, in studies 
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where the only variation was the type of bacteria, the identification was correct, and 
therefore did not depend on the culture medium. Only differences between bacteria 
resulted in identification. Despite not taking into account the contributions of the air and 
culture medium, a correct identification can be achieved, which helps decrease the 
analysis time without significantly affecting the model’s discrimination capacity.  
 The identification analysis was stable over a long period, and minor changes in 
experimental conditions, such as the intensity of the LIBS single-shot regimen and 
continuum background, were not relevant for sample identification. The system was able 
to perform a correct identification even with a single laser shot. The most important 
conclusion is that in the 200-1000 nm range, each spectrum is a true fingerprint of the 
sample, allowing correct differentiation of each bacterial strain using the NN model. 
 Multivariate techniques are known to be efficient methods for sorting and 
classifying data. However, the results of this study show that better reproducibility data 
and the introduction of advanced statistical models are needed to produce robust 
classification models. Clearly, the sample size was small, representing the lower limit of 
practical application. However, the verification test emphasized that the methodology 
used in this work can provide a measure of confidence classification that may have 
practical significance. It was also demonstrated that the medium to cultivate bacteria must 
be same because it changes LIBS spectral fingerprint and affects classification capacity. 
The study will be extended to characterize different bacteria and, more importantly, to 
differentiate pathogenic bacterial strains, thus demonstrating medical diagnosis potential. 
This work is currently underway in our laboratories. The equipment and methods used in 
this work can be developed for quick, automatic, reliable and robust measurements in real 
time.
_____________________________________________________________________________ 
_____________________________________________________________________________ 
129 
 
  Sadia Manzoor 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
130 
 
 
 
 
Chapter 4-III 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
131 
 
 
II – Rapid identification and discrimination of antibiotic resistant bacterial 
strains by laser induced breakdown spectroscopy and neural networks - 
Analysis of bacteria with major and minor mutations 
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4.2.1. ABSTRACT 
Identification and discrimination of bacterial strains of same species exhibiting 
resistance to antibiotics using Laser Induced Breakdown Spectroscopy (LIBS) and Neural 
Networks (NN) algorithm is reported. The method has been applied to identify 40 
bacterial strains causing Hospital Acquired Infections (HAI), i.e. Pseudomonas 
aeruginosa, Escherichia coli, Klebsiella pneumoniae, Salmonella typhimurium, 
Salmonella pullurum and Salmonella salamae. The strains analysed included both 
isolated from clinical samples and constructed in laboratory that differ in mutations 
because of their resistance to one or more antibiotics. Small changes in the atomic 
composition of the bacterial strains, as a result of their mutations and genetic variations, 
were detected by the LIBS-NN methodology and led to their identification and 
classification. This is of utmost importance because solely identification of bacterial 
species is not sufficient for disease diagnosis and identification of the actual strain is also 
required. The proposed method was successfully able to discriminate strains of the same 
bacterial species. The optimized NN models provided reliable bacterial strain 
identification with an index of spectral correlation higher than 95% for the samples 
analyzed, showing the potential and effectiveness of the method to address the safety and 
social-cost HAI-related issue.  
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4.2.2. INTRODUCTION 
 Hospital Acquired Infections (HAI) have been widely studied in the past 30 years 
and have been raised to top-priority issue due to the associated economic and social costs 
[187]. Therefore, many preventive campaigns as well as new protocols have been 
implemented [188,189]. Infectious diseases have been a major challenge to public health 
and remains as a leading cause of mortality and ill health worldwide. However, the rate 
of morbidity and mortality is found high in infants, children and people from developing 
countries [8]. On average 5-7% of hospitalized patients are affected by HAI, and 1% of 
such unwanted events result in the patient's death [190]. Bacteria are responsible for 95% 
of HAI, Escherichia coli (18.2%), Staphylococcus (18.1%), Pseudomonas (6.0%), 
Enterococcus (15.4%), Klebsiella (3.7%), Acinetobacter (0.8%), and Salmonella (2.8%) 
being the most relevant ones. 
 An important issue highlighted in recent years has been the increasing emergence 
of bacteria that are resistant to many antimicrobial therapies, sometimes resulting in 
multidrug-resistant strains or “super bugs”. Studies have reported that each hour of delay 
in the use of antibiotic lead to an increase in the mortality rate of 7.6 % [153]. This implies 
clinicians to start a treatment as early as possible; however, in many cases due to the 
difficulty of obtaining a quick diagnosis of the infection, an inappropriate and early use 
of antibiotics in an attempt to treat the infection is practiced, producing resistant bacteria 
[191]. This antibiotic resistance is evolved under the treatment regimens of single or 
multidrug combinations as a result of the mutations [192]. Problems associated with BSI 
include infection with multidrug resistant pathogens, which are difficult to treat and are 
associated with increased mortality [193]. Emerging infectious diseases (EIDs) are a 
significant burden on global economies and public health. 54.3% of EID events are caused 
by a large number of drug-resistant bacteria [9]. EPINE has reported the prevalence of 
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most common antibiotic drugs taken by the patients (Fig. 4.2.1) and consequently the 
same type of resistance was found in the bacteria isolated from biological samples. 
Therefore, the bacterial samples included in the present study were selected based on the 
resistance to a majority of these antibiotics. 
 
 
Fig. 4.2.1. Percentage of Antibiotic drugs used by patients of a) Hospital 
Acquired Infections and b) Community Infections 
 
Most of these antibiotics belonged to β-lactams, Quinolones and Tetracycline. β-
lactam antibiotics are responsible for causing changes in the bacterial cell wall [194]. 
Quinolones affect DNA and Tetracycline acts on ribosomes [195-197]. These 
modifications in the cellular structures might be helpful for their analysis by LIBS 
technique. 
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During the past decades several methods have been proposed to optimize the 
identification of bacterial strain, which are based on molecular techniques such as 
fluorescent probes [198], microarray assemblies [199,200] and polymerase chain reaction 
[201,202]. However, these methodologies present some difficulties and drawbacks such 
as use of consumables, primer, probes or fluorescently labeled RNA antibodies [47]. 
Moreover, sometimes the sequences in the database are not accurate or up-to-date and 
micro-heterogeneity is also found common in 16S rRNA gene sequence within a species 
[203,204].  The phenotypic similarities between the strains of the same bacterial species 
restrict their identification using routine diagnostic methods [205].  
Although these methods provide a reliable and accurate bacterial identification, 
special sample treatment methods, the high costs and low speed  to perform such analysis 
limit their use as rapid diagnostic methods in common laboratories in order to provide 
quick results which leads to an increase in the rates of infectious diseases in clinical 
settings [151]. Further, the direct handling of these potentially pathogenic bacterial 
samples poses health-associated security risks. At present, clinical safety, procedures and 
cost-related considerations do not allow an easy routine analysis of highly dangerous 
pathogenic bacterial specimens causing Hospital Acquired Infections. Nevertheless, 
bacterial identification within the first 24 hours of infection allows the use of a more 
effective and less risky targeted-therapy decreasing unnecessary hospitalization days and 
costs. It is also necessary to point out the importance of sample preparation, which is an 
important step to achieve a significant result within a reasonable amount of time, thereby, 
avoiding or reducing the need for time-consuming culture enrichment steps. Thus, the 
increasing need for high speed and precision illustrates the importance of sophisticated 
methods for sampling and sample preparation within the overall process. The proper 
development and adaptation of sample preparation towards the detection method, is 
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essential for exploiting the whole potential of the complete workflow of any diagnostic 
method.  
Detection and identification of biological samples and, in particular bacteria, 
using Laser Induced Breakdown Spectroscopy (LIBS) analysis has been studied by 
several research groups [36,44,167,169,206,207]. The motivation of these studies was to 
evaluate the ability of LIBS to provide fast identification compared to traditional 
bioanalytical methods, benefitting from the possibility to combine it with chemometric 
methods in order to increase the performance of the technique. Morel et al. [36] 
investigated the detection of six bacteria  by time resolved LIBS. They placed particular 
emphasis on Bacillus globigii, which acts as a non-pathogenic surrogate for Bacillus 
anthracis (anthrax), demonstrating the ability of LIBS to detect bacteria. Baudelet et al. 
[148] showed an unambiguous discrimination of different bacteria based on the 
concentration profile of trace elements. Recently, Rehse et al. [44,47], studied the effect 
of different experimental conditions (e.g., bacteria dilution and nutrient deprivation) on 
bacteria identification by discriminant functional analysis showing successful bacterial 
classification. Multari et al. [169] applied partial least squares regression analysis to 
differentiate E. coli from S. aureus strains. Although these studies present good results, 
in some cases correct identification rate of bacterial strains or correlation falls below 85%. 
Thus, there is a clear need for more thorough and systematic studies that include new 
approaches making it possible to take this methodology in clinical setting for diagnosis 
of diseases and public health. Therefore, the motivation behind this study is to use a 
classification model for bacterial identification using artificial intelligence algorithms like 
Neural Networks (NN) to improve the accuracy and precision of the classification 
process. In a previous study by our group [41] artificial intelligence algorithms like 
Neural Networks (NN) have been used that have shown to be a promising chemometric 
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methodology to classify and predict  bacterial samples at genus level with a high degree 
of precision and accuracy. The full sets of variables (intensities at each wavelength) that 
constitute the sample spectrum are important in the process of comparison performed by 
the NN, which constitutes the basis of their ability to carry out discrimination. The NN is 
able to compute internal parameters (weights and bias) in the learning process for 
classifying a given set of input variables as belonging to particular sample with a high 
tolerance for noise and the presence of outliers [42]. 
In this study, we have intended to extend the previous study to investigate the 
application of LIBS-NN to discriminate different antibiotic resistant strains of same 
bacterial species and address its use as a rapid potential diagnostic methodology. The aim 
is to determine if genetic variations between bacterial strains of the same bacterial species, 
even when there is a difference in only one gene, generate sufficient or significant changes 
in their atomic composition, can be detected by LIBS-NN method in order to achieve 
their discrimination and identification. 
 
4.2.3. MATERIAL AND METHODS 
4.2.3.1. LIBS set-up 
The LIBS technique and the methodology used in the present work together with the most 
significant experimental conditions have been described in the previous section [41]. 
Same experimental setup and parameters were established. A study of integration and 
delay time resulted in the selection 1 ms and 5 µs. The spectrometer was computer-
controlled using an interface developed with Matlab, which allowed for data processing 
and real-time analysis. 
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4.2.3.2 Bacterial samples 
All the bacterial strains were cultivated in LB agar (Difco Microbiology, 
Lawrence, KS, U.S.A) at 37 ºC for 12 hours in three Petri dishes (8.9 cm in diameter). A 
total of 40 strains of different bacterial species i.e. Escherichia coli (Ec) [208], 
Pseudomonas aeruginosa (Pa) [209], Klebsiella pneumoniae (Kp) [210], Salmonella 
typhimurium (St) [211], Salmonella pullorum (Sp) [211] and Salmonella salamae (Ss) 
[211] were included in the study. Kp, Ec and Pa strains showed multidrug antibiotic 
resistance and multiple genes mutations (Table 4.2.1), whereas St, Sp and Ss were 
resistant to kanamycin and differed in only one gene (Table 4.2.2). Two bacterial strains 
of the Salmonella species (strains 2 and 3 of Table 4.2.2) were constructed by inactivation 
by directed mutagenesis of specific gene in the wild type background (strains 1 of Table 
4.2.2). Sample ID has been represented in XYZ format, where X is the genus, Y the 
bacterial species and Z the type of strain. Thus, for example, Kp1 refers to the first strain 
of Klebsiella pneumoniae (K21P).  
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Table 4.2.1. Description of bacterial strains with multidrug antibiotic resistance. 
 
Bacteria Strain Antibiotic Resistance Phenotypes 
Diffusion Disk(b)(c) 
Sample 
ID 
Origin 
Klebsiella 
pneumoniae 
K21Pa Amp, Amo, Amc, Tet, Nal, Fox, Cip, Tsu, Ctx, Caz, Azt Kp1 Peritoneal fluid 
K18Pa Amp, Amo, Amc, Clo, Tet, Nal, Cip, Stm, Tsu, Caz, Azt Kp2 Urine 
K17Pa Amp, Amo, Amc, Tet, Nal, Cip, Tsu, Ctx, Caz, Azt Kp3 Urine 
K16Ra Amp, Amo, Amc, Clo, Stm, Tsu, Ctx, Caz Kp4 Urine 
K11CMa Amp, Amo, Amc, Clo, Tet, Nal, Fox, Cip, Tsu, Ctx, Caz, Azt Kp5 Urine 
K11Pa Amp, Amo, Amc, Clo, Tet, Nal, Cip, Stm, Tsu, Ctx, Caz, Azt Kp6 Urine 
K7Pa Amp, Amo, Amc, Clo, Tet, Nal, Fox, Cip, Tsu, Ctx, Caz, Azt Kp7 Urine 
K6Pa Amp, Amo, Amc, Clo, Tsu, Ctx, Caz, Azt Kp8 Blood 
K3Ca Amp, Amo, Tet, Ctx (Int.) Kp9 Urine 
K2Pa Amp, Amo, Tet, Nal, Tsu, Caz, Azt Kp10 Urine 
Escherichia 
coli 
  
MC6-
RP11 
MC6RP1 leu+ ftsA3(Ts)  Ec1  
QCB1 MC6RP1 ponB::Spcr  Ec2  
Pseudomonas 
aeruginosa 
PA1 Serotype 010,  Pa1 Secretion 
PA2 Serotype 014, Gen, Amk, Tob, Azt, Tic, Pip, Clo, Car, Eri. Pa2 Secretion 
PA3 Serotype 011, Pa3 Secretion 
PA4 Serotype N/A, Pa4 Secretion 
PA5 Serotype 04, Azt, Tic, Pip, Cip, Clo, Car, Eri. Pa5 Secretion 
PA6 Serotype 011,  Pa6 Secretion 
PA7 Serotype 014, Pa7 Blood 
PA8 Serotype 01, Azt, Tic, Pip, Cip, Clo, Car, Eri. Pa8 Secretion 
PA9 Serotype 09, Pa9 Sputum 
PA10 Serotype 06, Azt, Tic, Pip, Cip, Clo, Car,Eri. Pa10 Secretion 
PA11 Serotype 010, Pa11 Sputum 
PA12 Serotype 015, Pa12 Secretion 
PA13 Serotype 09, Pa13 Blood 
PA14 Serotype 011, Pa14 Secretion 
PA15 Serotype 011, Pa15 Sputum 
PA16 Serotype 011, Gen, Amk, Tob, Azt, Tic, Pip, Imp, Cip Pa16 Secretion 
PA17 Serotype 010, Gen, Amk, Tob, Azt, Tic, Pip, Cip, Imp, Clo, Car, Eri Pa17 Blood 
PA18 Serotype 015, Pa18 Secretion 
PA19 Serotype 011, Pa19 Secretion 
P, Peritoneal fluid; U, Urine; B, Blood; S, Secretion; Sp, Sputum 
(a) K. pneumoniae isolates resistant or intermediate to cephalosporin by the disk diffusion method. 
(b)Amp, ampicillin; Amo, amoxicillin; Amc, amoxicillin-clavulanate; Clo, chloramphenicol; Tet, 
tetracycline; Nal, nalidixic acid; Fox, cefoxitin; Cip, ciplofloxacin; Stm, streptomycin; Tsu, 
trimethoprim/sulfamethoxazole; Ctx, cefotaxime; Caz, ceftazimide; Azt, aztreonam; (Int.), Intermediate   
(c)Gen, gentamicin; Amk, amikacin; Tob, tobramicin; Azt, aztreonam; Tic, ticarcilin; Pip, piperacillin; Cip, 
ciplofloxacin; Imp, imipenem; Clo, chloramphenicol; Car, carbenicillin; Caz, ceftazimide; Eri, erithromicin  
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Table 4.2.2. Salmonella strains that differ in a single gene. 
Bacterial species  Strain  Sample ID 
 1 2 3  
S. pollorum 1JVC 1/1Km 2/1Km Sp 
S. salamae 2JVC 1/2Km 2/2Km Ss 
S. typhimurium SL-1344 1/22Km 2/22Km St 
 
JVC: Wild type codification 
Km: Mutant in a gene by insertion of a Kanamycin resistance cassette 
  
4.2.3.3. LIBS measurements and spectral libraries 
 Bacterial samples were measured directly in the Petri dish at room experimental 
conditions. It was observed that the water content of the bacterial samples affected the 
LIBS signals therefore; it was reduced by flowing air over the bacterial surface before 
LIBS spectra acquisition. For each bacterial strain, four replicate Petri dishes were 
measured. Eighty single-laser-shot spectra from one Petri dish and twenty single-laser-
shot spectra each from the remaining three Petri dishes were acquired. The acquisition 
time of these 140 spectra was approximately 2 min. Because the emission intensity signal 
may vary with laser pulse, spectra were normalized by the most intense emission line, i.e. 
Na (I), to avoid instrumental variations (Fig. 4.2.2). The 80 spectra from the first Petri 
dish were used to train the NN model for each bacterial strain (spectral training library), 
whereas the 20 spectra from the remaining three Petri dishes each were used to test the 
model (spectral test library). Although the matrix dataset was considerably large, the 
computation time for training each NN model was below 10 s. 
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4.2.3.4. Neural Network model 
The details about the topology, learning and verification process have been given 
in the previous sections. Therefore, only the essential details have been mentioned here. 
The NN topology consists of three layers (input, hidden and output), which is widely used 
to model systems with a similar level of complexity [212]. In particular, the input layer 
consisted of 2048 nodes (spectral response in the 200–1000 nm wavelength range). The 
number of neurons in the hidden layer was 10. The output layer (classification result) was 
comprised of J neurons (where J = number of reference samples used) for estimating the 
similarity between the reference sample spectra and the testing sample spectrum. Because 
the NN is a supervised method, in order to optimize the weight matrix it is necessary to 
use input and output data that adequately characterized the system to be modelled. The 
spectral data of the training library was randomly divided as a part of the training process 
into two subsets: 80% (64 spectra) for training and 20% (16 spectra) for self-validation 
of the model. Once the training and self-validation process was carried out, the models 
were validated by testing the 60 spectra from the remaining three replicas of the bacterial 
strains.  
4.2.3.5. Neural Network model validation  
Three validation tests were carried out for each NN model. First validation test 
performed was inter-bacterial species discrimination where the ability of NN models was 
evaluated to classify the bacterial strains based on their species. The second and third 
validation tests were performed to evaluate the capacity of the LIBS-NN methodology to 
discriminate between strains of the same bacterial species with small changes in the 
atomic composition because of their resistance, mutations and genetic variations. Second 
validation test included strains which differed in resistance to a set of different antibiotics, 
whereas, the third validation test included strains which differed in only one gene. 
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The model performance was evaluated by its accuracy, i.e. the rate of correct 
bacterial classification or correlation within the classified spectra. The model accuracy 
was estimated by the parameter “spectral correlation”, which is expressed as the 
percentage of test-set spectra classified correctly. The higher the index of spectral 
correlation of a test set, the better the capacity of the NN model for discriminating a 
sample. A spectral correlation value higher than 90% was considered as correct 
identification of the sample. 
 
4.2.4. RESULTS AND DISCUSSION 
LIBS experiments were performed for some typical HAI-causing bacteria and 
therefore important pathogens from medical point of view. Fig. 4.2.2 shows a normalized 
LIBS spectrum of an Ec bacterial sample, identifying the elements with the most intense 
emission lines.  
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Fig. 4.2.2. Normalized LIBS spectrum of Escherichia coli 
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 It has been shown that elements such as P, C, Mg, Ca and Na provide sufficient 
information to achieve bacterial identification [45,47,148]. However, due to the high 
similarity between the spectra of the bacterial strain samples (especially in the case of the 
differences is only in one gene), a broad spectral range (200-1000 nm) was used in order 
to cover the greater number of spectral characteristics and improve the performance of 
the NN model. Several papers have shown [213] that reducing the number of variables in 
the training of NN using spectral zones with few peaks, selected by PCA, decreases the 
performance of the NN model. Therefore, the selection of certain variables does not imply 
that the other variables are redundant with respect to selected. Thus, the larger the 
information (representative data) is used in the training of the NN model, the better is the 
predictive capability of the model.  On the other hand, neural networks have a much better 
noise performance.  
Despite that there are not significant variations in the spectra to easily discriminate 
the bacterial strains, from the mathematical point of view each bacterial strain can be 
discriminated based on its complete spectral fingerprint [42]. Therefore, the whole set of 
variables that constitute the sample spectrum is important in the classification process 
performed by the NN model by computing internal parameters (weights and bias) in the 
training step. This fact constitutes the basis of their ability to carry out the discrimination 
between the bacterial strains with high tolerance for noise and the presence of outliers.  
  Because samples were measured at room conditions, emission signals from air 
were also observed in the LIBS spectra. However, as it has been demonstrated, these 
signals do not significantly interfere the relative spectral contribution of the trace 
elements of the samples [182]. In order to improve the signal to noise ratio of the emission 
lines, the water content of the samples was reduced by flowing air before LIBS spectra 
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acquisition. On the other hand, a continuum background emission was also observed as a 
typical component of LIBS spectra. 
 
4.2.4.1. First validation: Inter-bacterial Species Discrimination 
Inter-bacterial species discrimination test involved the classification of bacterial 
strains based on their species.  The capacity of LIBS-NN method to discriminate bacterial 
species, independent of the strain of the bacterial species used to train the NN model, was 
evaluated. For carrying out this validation test, the NN was trained with two libraries of 
different bacterial species, and tested with the libraries of the bacterial strains of all 
species. Even though it is possible to include the spectral datasets of all the bacterial 
strains in the training phase of the Neural Network, we have used only two bacterial 
libraries to train the neural network as a first approach to test whether there are sufficient 
significant spectral differences between different bacterial strains that allow for 
discrimination. The results have been shown in Fig. 4.2.3.  
 
Fig. 4.2.3. Inter-bacterial species classification. 
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It can be seen that the LIBS-NN methodology developed was able to correctly 
classify all the bacterial strains to their corresponding bacterial species, achieving 
accurate and reliable results. All bacterial strains were assigned to their species (95% 
spectral correlation) independent of the bacterial strains used to train the NN model, 
demonstrating the robustness of the methodology. Hence, classification is based on the 
major differences in the spectral fingerprints of the bacteria at species level.  
 
4.2.4.2. Second validation: Intra-bacterial strain discrimination of multidrug 
resistant bacteria 
Strains of Kp, Ec and Pa which acquired resistance to multiple antibiotics were 
selected for LIBS analysis. These strains exhibited different antibiotic resistance patterns 
and, hence, different mutations. In this validation, NN models were estimated training the 
NN with two libraries of different strains of the same bacterial species and validated with 
all the test libraries of the strains of that species. An average spectral correlation for each 
bacterial strain and estimated model was calculated. Fig. 4.2.4 shows the classification 
results (spectral correlation) obtained for all the models and bacterial species.  
A spectral correlation higher than 92%, 98.3% and 95% for Klebsiella pneumoniae, 
Escherichia Coli and Pseudomonas aeruginosa was achieved, respectively, 
demonstrating the good performance of the LIBS-NN methodology to classify the strain 
samples for each of the bacterial species. The fact that 100% spectral correlation was not 
achieved could be attributed to that each spectrum was recorded with a single laser shot. 
Nevertheless, this lack of complete accuracy was considered no significant in the overall 
performance of the LIBS-NN method developed to discriminate strains of different 
bacterial species. Therefore, these results showed that NN trained with datasets of 
different bacterial strains allowed to discriminate strains of the same bacterial species 
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with multidrug resistance and genetic variations that imparted changes in their elemental 
composition providing a characteristic fingerprint and hence, enabling LIBS-based 
bacterial identification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2.4. Intra-bacterial strain classification of multidrug resistant strains 
of (a) Klebsiella pneumoniae (b) Escherichia coli (c) Pseudomonas 
aeruginosa. 
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4.2.4.3. Third validation: Single-gene intra-bacterial strain discrimination  
  A single-gene intra-bacterial strain discrimination of Salmonella species was 
carried out. Three different strains for each species with genetic variation of only one 
gene were selected. This minor variation in the genetic code of the bacterial strains made 
the training of the NN to take more time (ca. 3 second) in order to reach the minimum 
MSE. In this validation, NN models were estimated training the NN with two libraries of 
different strains of the same bacterial species and validated with all the strains’ libraries 
of the same species. An average spectral correlation for the three estimated models for 
each bacterial strain and bacterial species was calculated. Table 4.2.3 shows that a spectral 
correlation higher than 95%, 95% and 96.6% for S. pullorum, S. salamae and S. 
typhimurium was achieved, respectively, demonstrating the capacity of the LIBS-NN 
methodology to classify bacterial strain samples that differed in a single gene.   
 
Table 4.2.3. Single-gene Intra-bacterial strain classification results 
Bacterial species 
Spectral Correlation % 
Strain 
1 2 3 
S. pullorum 97.3 95.0 97.0 
S. salamae 95.0 96.0 97.2 
S. typhimurium 96.6 97.5 97.5 
 
These results demonstrate that when the NN models were trained with libraries of 
different species, they were able to correctly identify strains based on their species. 
Moreover, the discrimination capability of the NN models is not only based on their 
ability to find similarities between spectra but also due to their capacity to tolerate small 
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spectral variations among them. This feature led to classify the strains to their 
corresponding species and the intra-bacterial strain discrimination.  
 
4.2.5. CONCLUSIONS  
A method based on Laser Induced Breakdown Spectroscopy (LIBS) and Neural 
Networks (NN) algorithms was developed and applied to achieve rapid identification and 
discrimination of different bacterial species and strains causing Hospital Acquired 
Infections, including multidrug resistance and single gene variation bacterial strains based 
on their characteristic spectral fingerprint. Single shot LIBS measurements combined 
with a supervised Neural Network method were sufficient for a clear identification and 
classification of bacterial strains of different species due to the reliability and robustness 
of the estimated non-linear classification models. 
The results show that the LIBS-NN methodology proposed is able to discriminate 
bacterial species and strains with high accuracy. Therefore, it may be considered a quick, 
simple and cost-effective alternative for the slower and more expensive biological 
methods to discriminate strains of the same bacterial species.  The three validation tests 
carried out show the ability of the NN models for rapid identification of bacterial samples 
from species to strain level with minor genetic variations. Moreover, single gene 
variations are enough to discriminate strain of the same bacterial specie. From the medical 
point of view, these capabilities would allow an early diagnosis of the bacterial infections 
and their treatment, which may reduce the recurrence of HAI.
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4.3.1. ABSTRACT 
Considering the case in routine laboratories where diverse microbiota is isolated 
from biological fluids and different bacteria are needed to be classified principally on the 
basis of their species and discriminated from other strains, an analysis by Laser Induced 
Breakdown Spectroscopy (LIBS) and chemometrics using different strains from five 
bacterial species was performed. Five most commonly used linear and nonlinear 
supervised chemometric methods such as Linear Discriminant Analysis (LDA), Soft 
Independent Modelling of Class Analogy (SIMCA), Partial least Squares–Discriminant 
Analysis (PLS-DA), Support Vector Machines (SVM) and Artificial Neural Networks 
(NN) were studied to perform the discrimination of bacterial samples based on LIBS 
measurements. Sensitivity, generalization ability and robustness were the parameters 
taken into account to select the chemometric method for the development of classification 
models in LIBS based diagnostic methodology. These strains included Pseudomonas 
aeruginosa, Escherichia coli, Klebsiella pneumoniae, Salmonella typhimurium and 
Staphylococcus aureus. The results showed that NN outperformed SIMCA, PLS-DA, 
LDA and SVM with respect to all the above-mentioned parameters to discriminate highly 
similar bacterial samples.  
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4.3.2. INTRODUCTION 
Development of a methodology for the identification and discrimination of a 
microorganism in biological samples with a high accuracy is very important for the 
clinical laboratories in the diagnosis of infectious diseases. Furthermore, the technical, 
economical and temporal aspects of the microbial analysis involving acquisition of the 
data as well as the processing of data to provide results are of high significance for a 
methodology to be useful for a real time analysis. Laser Induced breakdown Spectroscopy 
(LIBS) due to its intrinsic properties and aided by the possibility to combine with 
chemometric methods may offer such a diagnostic tool in future to analyze the clinical 
samples. However, advancements on both levels are required to transform its 
microbiological application from LIBS laboratories to clinical set-ups. 
LIBS performs an instant and simultaneous multi-elemental scanning of elements 
providing a “spectral fingerprint”, which is composed by a huge amount of data [154]. 
Here, chemometrics serves as a useful tool to convert huge amount of measurements into 
significant and useful information for multivariate calibration and classification, thus 
contributing to a significant improvement in the analytical performances of LIBS 
technique [42,56,58,95-98,100,131,181,214-216]. In order to obtain maximum 
information from the raw data, researchers have developed and applied a variety of 
statistical and computational algorithms. These methods attempt to discover a 
relationship between objects (input) and classes (target), referred to as a model, which 
represents a set of features that define the classification process. New objects that are 
unknown to the model are predicted based on their correlation to a certain class (target) 
in the model. These algorithms used to develop a model are based on two different 
approaches i.e. linear (linear combination of variables) or nonlinear (employ complex 
algorithms). As nonlinear methods apply more complex algorithms, they tend to increase 
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the sophistication in finding the boundaries between classes, hence enhancing the 
classification capacity of the method [58]. The selection of a chemometric method for 
data analysis is one of the very challenging tasks because it depends on the addressed 
analytical application, required information and the structure of the data. Generalizing an 
algorithm or operational parameters to all tasks and sets of data is therefore not 
straightforward, hence, the raw data must be carefully studied and methods properly 
evaluated for a specific task in order to achieve a satisfactory classification result [217]. 
A wide range of chemometric approaches are available to carry out classification 
and discrimination processes [101,113,164,218,219] and various studies have focused on 
the comparison between the performance of chemometric methods on a wide range of 
samples and data sets [58,212,219-223]. Several studies have demonstrated the viability 
of LIBS spectrum to identify and discriminate bacterial samples employing a range of 
chemometric methods for the data analysis [37,43,45,47,148,169,206,207,224-226]. 
However, mostly the chemometric methods used are the ones available at hand, which 
might lead to a bias towards that method. Among various chemometric methods 
employed for bacterial identification such as Principal Component Analysis (PCA), 
Linear Discriminant analysis (LDA), Partial Least Squares - Discriminant Analysis (PLS-
DA), Neural Networks (NN) and Support Vector Machines (SVM), this has not still been 
established that which method could provide a superior classification performance for a 
given set of data and choice of independent variables. In case of bacterial analysis, 
Putnam et al. [207] carried out a comparison between PLS-DA and Discriminant Function 
Analysis (DFA) performing a sensitive and specific genus level classification of LIBS 
spectra from live bacterial specimens using independent variable models and obtained a 
better performance by PLS-DA [227]. If LIBS-chemometrics is to be used as a routine 
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diagnostic method, standardization of the methodology on every level is required so that 
reproducible results can be obtained between laboratories.  
Certain evaluation parameters such as sensitivity (testing the samples included in 
the training), generalization ability (samples of the same class not included in the training) 
and robustness (identifying a sample not belonging to any class as unknown or 
unassigned) are required to be taken into account when using a chemometric method to 
develop a classification model. In order to present a solution to real world problem, only 
performing the sensitivity test does not make much difference, therefore, an appropriate 
chemometric method must be able to perform a successful test on generalization ability 
and robustness [185].  
In this work, the performance of five most commonly used linear and nonlinear 
supervised chemometric methods, i.e., Soft Independent Modelling of Class Analogy 
(SIMCA), Partial Least Squares–Discriminant Analysis (PLS-DA), Linear Discriminant 
Analysis (LDA), Support Vector Machines (SVM) and Artificial Neural Networks (NN) 
have been evaluated for their performance to deal with the bacterial identification and 
discrimination.  
 
4.3.3. MATERIALS AND METHODS 
4.3.3.1. Experimental Setup 
The experimental configuration and parameters are same as explained in section 
4-I. The delay time for the acquisition of spectra was studied and optimized to 5 µs. 
4.3.3.2. Samples and LIBS measurements 
Nine bacterial strains belonging to five different species, i.e. Klebsiella 
pneumoniae, Escherichia coli, Pseudomonas aeruginosa, Staphylococcus aureus and 
Salmonella typhimurium were analysed to generate LIBS spectral data. Bacterial culture 
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preparation and LIBS spectra acquisition were performed following the same procedure 
as mentioned in the section 4-I. The bacterial strains along with the nomenclature used 
are given in table 4.3.1. For each bacterial sample, 100 single shot spectra were recorded. 
80 spectra forming the spectral training libraries were used to calibrate the models, 
whereas 20 spectra formed spectral test library to test the models. 
 
Table 4.3.1. Nomenclature of the bacterial samples selected in this study 
Bacteria  Strain Sample ID 
Klebsiella pneumoniae KBC Kp1 
Escherichia coli  MC6-RP11 Ec1 
 MG1655 Ec2 
 QCB1 Ec3 
Pseudomonas aeruginosa M8A4 Pa1 
 M9A1 Pa2 
 M8A1 Pa3 
Staphylococcus aureus CP Sa1 
Salmonella typhimurium LB5010 St1 
 
 
4.3.4. DATA ANALYSIS METHODS 
All data analysis was performed using Matlab software (Mathworks, 2012a). PCA 
and NN models were developed using home-made routines. SIMCA, LDA, PLS-DA was 
performed using the freeware toolbox developed by Ballabio et al [103]. For all the 
chemometric methods used, entire spectral range was considered. The spectral libraries 
were constructed with intensities (2048 variables) at each wavelength versus number of 
spectra (observations). The spectra were normalized by the most intense emission line, 
i.e. Na I, in order to avoid instrumental variations. The samples used for the calibration 
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of classification models were Kp1, Ec1, Pa1, Sa1, St1. In sensitivity test, the number of 
classes (N) was five whereas in robustness test N = 4. Once the models were generated, 
they were validated using the spectral test libraries and prediction results were obtained. 
The essential details related to the development of classification models by each 
chemometric method is given below: 
 
4.3.4.1. Soft Independent Modelling of Class Analogy (SIMCA) 
In order to calibrate SIMCA classification model, a prior PCA is run for each class. 
Leave-one-out cross-validation procedure was used to obtain the number of Principal 
Components (PCs). In the validation step, each spectrum is assigned the class 
membership based on its analogy to a reference class. The distance between the spectrum 
and centre of each class is calculated and finally the spectrum is allocated to the class 
with highest probability of membership. A spectrum was classified as unknown if its 
residual variance exceeded the upper limit for every class. This limit was fixed following 
the method described by Sirven et al., [228], assuming that the distances of training 
sample to centre of the corresponding class followed a normal distribution. A spectrum 
was considered as unclassified when the membership probability for every class was less 
than 5%. 
  
4.3.4.2. Partial least Squares – Discriminant Analysis (PLS-DA) 
The classification model by PLS-DA was generated using both PLS1 and PLS2 
algorithms. The calibration was performed using two matrices, X (reference) composed 
by spectral training libraries, and Y (target) composed by the class information.  For 
Sensitivity test, Y matrix had a dimension of 400 X 25, obtained by associating 80 spectra 
of each training library with a vector, such as (1,0,0,0,0) for class 1 “Kp1”, (0,1,0,0,0) for 
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class 2 “Ec1, and so on for remaining classes. The prediction results for the test spectra 
in validation of the model are given in the form of a vector where each element represents 
the probability of the spectrum to each class. 
 
4.3.4.3. Linear Discriminant Analysis (LDA) 
LDA model was estimated using 5 classes as mentioned above, taken simultaneously, 
creating N-1 discriminant function. Afterwards the tests libraries are introduced into the 
model to obtain the prediction membership results. Being a method for the discrimination 
of objects, it maximizes inter-class variance to the intra-class variance ratio [229]. In this 
case, test spectra are always classified to a class and no unknown assignation can be made. 
 
4.3.4.4. Support Vector Machines (SVM) 
SVM classification model was created by optimizing two parameters i.e. 
regularization parameter (γ) and RBF kernel function parameter. Parameter “γ” allows 
establishing a trade-off between maximizing the models´ performance and minimizing 
model complexity. RBF kernel function is the bandwidth that defines the nonlinear 
mapping from input space to some high-dimensional feature space [130,131],. A fine 
search of the γ and C model parameters was performed in order to select the values that 
better fit the data and provide the minimum error in the cross-validation. 
 
4.3.4.5. Artificial Neural Networks (NN). 
NN model was developed in the same way as explained in section 4-I.  The 
calibration was carried out with the same training spectral libraries as in all methods. Each 
individual was assigned with an identification number in the output layer. Once a suitable 
  Sadia Manzoor 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
162 
 
training is achieved, all spectral test libraries for all individual were introduced into the 
NN model for validation.   
 
4.3.5. RESULTS AND DISCUSSION 
Three performance evaluation criteria i.e. sensitivity, generalization ability and 
robustness of the models were assessed in a stepwise manner to determine the most 
suitable classification method [41]. The successful classification rate for each model, 
determined by calculating the percentage of bacterial samples correctly classified over 
the total number of samples was used as a measure of the classification sensitivity, 
generalization ability and robustness.  
To consider bacteria correctly classified, the prediction of the model must match 
with the actual class by an arbitrary threshold of Spectral Correlation (SC) higher than 
90% and less than 20% to the other classes, otherwise it was considered incorrectly 
classified. A bacterial sample was classified as unknown when the SC was less than 90% 
for all classes. For a single spectra to be correctly classified a probability of 5% as a 
decision threshold was used. Thus, any spectra surpassing this limit was allocated as 
unknown or unassigned spectrum.  
 
4.3.5.1. Sensitivity test 
The sensitivity of the models was evaluated by their capacity to classify the 
spectral test libraries of the samples (Kp1, Ec1, Pa1, Sa1 and St1) used in the calibration 
process. The results of classification by all models are given in Table 4.3.2, in terms of 
the spectral correlation obtained for each set of 20 test spectra. For SIMCA model, the 
spectral correlation for all test sets was very low and less than 90%. Only in case of St1, 
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SC obtained was higher but it was still less than the threshold established to obtain a 
correct classification.  
 
Table 4.3.2. Classification results in Sensitivity test by five classification models 
    Predicted (Spectral correlation %)   
  Actual Ec Pa Kp Sa St Unknown 
Correctly 
classified 
S
IM
C
A
 
Ec1 10 40 0 0 0 50 × 
Pa1 0 55 0 0 0 45 × 
Kp1 0 0 0 0 0 100 × 
Sa1 0 45 0 10 0 45 × 
  St1 0 0 0 0 75 25 × 
P
L
S
-D
A
 
Ec1 75 0 0 5 0 20 × 
Pa1 5 70 0 15 0 10 × 
Kp1 0 0 100 0 0 0 ✓ 
Sa1 0 0 0 100 0 0 ✓ 
St1 0 0 0 0 95 5 ✓ 
L
D
A
 
Ec1 90 0 0 10 0 - ✓ 
Pa1 60 35 0 5 0 - × 
Kp1 0 0 100 0 0 - ✓ 
Sa1 5 0 0 95 0 - ✓ 
St1 0 0 0 0 100 - ✓ 
S
V
M
 
Ec1 90 0 0 0 10 0 ✓ 
Pa1 0 100 0 0 0 0 ✓ 
Kp1 0 0 100 0 0 0 ✓ 
Sa1 0 0 0 100 0 0 ✓ 
St1 0 0 0 0 100 0 ✓ 
N
N
 
Ec1 90 0 0 0 0 10 ✓ 
Pa1 0 100 0 0 0 0 ✓ 
Kp1 0 0 100 0 0 0 ✓ 
Sa1 0 0 0 100 0 0 ✓ 
St1 0 0 0 0 100 0 ✓ 
 
The SIMCA model gave a classification success rate of 0% as none of the bacteria 
was correctly classified. However, PLS-DA and LDA classification models showed a 
better sensitivity as can be seen from the spectral correlation obtained for the test-sets. A 
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classification success rate of 60% and 80% was achieved, respectively, along with a 
decrease in the percentage of unknown spectra PLS-DA. The highest classification 
success rate in sensitivity test was obtained by SVM and NN models. For all of the 
spectral test libraries, a spectral correlation higher or equal to 90% was provided. 
Although it is noteworthy that NN did not provide any false positives whereas SVM 
classified two spectra of Ec1 as St1. Both classification models, NN and SVM, provided 
a classification success rate in sensitivity of 100%. 
 
4.3.5.2. Generalizability 
In the generalizability test (Internal independent validation), the models created 
previously for the sensitivity test were tested by other strains not used in the training of 
the model. For this validation, two remaining strains of E. coli, Ec2 and Ec3, and of P. 
aeruginosa, Pa2 and Pa3 were used as spectral test libraries. As the comparison was 
performed to find the most suitable classification method, taking into account the 
prediction results by all models in the sensitivity test, the models with high classification 
success rate were selected for generalizability test. Therefore, LDA, SVM and NN models 
selected. The classification results of generalization test are given in Table 4.3.3. The 
classification success rate by LDA model was 50%, moreover, more false positives were 
obtained as reflected by the spectral correlation for Ec2 and Pa3. Furthermore, LDA is 
incapable of producing “unknown” assignations and produced higher false positives, it 
could lead to incorrect results. SVM demonstrated to be a sensitive method on the 
calibration samples but provided false positives for Ec2 and Ec3, classifying them 
incorrectly as S. typhimurium, thus incorrectly identifying the species of the bacterial 
strains. Thus, a low classification success rate of 50% was achieved for SVM in the 
generalization test. Whereas NN model still produced a high spectral correlation >90% 
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for each set and therefore a high classification success rate in generalizability. Comparing 
the results of these three methods, it is clear that in case of a real world application where 
different strains can be isolated from biological samples and genus- and species- specific 
identification is needed, NN models can be a better option. 
 
Table 4.3.3. Classification results in Generalizability test by selected models 
    Predicted (Spectral correlation %)   
  Actual Ec Pa Kp Sa St Unclassified 
Correctly 
classified 
L
D
A
 
Ec2 55 40 0 5 0 - × 
Ec3 95 5 0 0 0 - ✓ 
Pa2 0 100 0 0 0 - ✓ 
Pa3 0 25 0 75 0 - × 
S
V
M
 
Ec2 5 0 0 10 85 0 × 
Ec3 0 0 0 40 60 0 × 
Pa2 0 100 0 0 0 0 ✓ 
Pa3 0 100 0 0 0 0 ✓ 
N
N
 
Ec2 95 0 0 0 0 5 ✓ 
Ec3 100 0 0 0 0 0 ✓ 
Pa2 0 100 0 0 0 0 ✓ 
Pa3 0 95 0 0 0 5 ✓ 
 
4.3.5.3. Robustness Test 
Moreover, it is also important that the model shows robustness, that is, the ability 
to identify bacterial samples not included in the training step as an unknown and not 
classifying as another bacteria [230]. This can be a normal situation in a clinical 
laboratory when a new or bacterial samples different from the species or strains used in 
calibration is isolated and it is required to be classified correctly as not belonging to any 
class. In order to perform this test, new models were generated by calibrating with four 
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classes, removing the fifth class and introducing its spectral library to validate the 
classification model. As NN model showed high sensitivity as well as generalizability, its 
capacity to provide robustness was tested. The results obtained were then analysed in 
terms of the probability of correct classification and are given in the table 4.3.4. In order 
for achieving a correct classification as “unknown” the spectral correlation criteria was 
kept as < 20% for each class. In all of the tests this criteria was fulfilled and a high 
robustness was produced. 
 
Table 4.3.4. Results of External Independent validation (Robustness) 
 
Robustness test   
 
 Predicted (Spectral correlation %)  
Correctly 
unknown 
 
 Actual Ec1 Pa1 Kp1 Sa1 St1 
N
N
 
Ec1 * 10 0 5 0 ✓ 
Pa1 5 * 0 0 0 ✓ 
Kp1 0 0 * 10 5 ✓ 
Sa1 5 0 5 * 15 ✓ 
St1 0 5 15 0 * ✓ 
 
 
A comparison of the overall performance of the models has been shown in Fig. 
4.3.1.  SIMCA was unable to classify spectra not used in the calibration, showing both 
low sensitivity. PLS-DA and LDA provided better sensitivity than SIMCA but still in 
case of PLS-DA classification the classification success rate was not considered 
acceptable to deal with bacterial identification. Due to 100% sensitivity by SVM and NN 
and higher sensitivity of LDA model as compared to SIMCA and PLS-DA, they were 
tested for generalization ability. Among these models, NN provided the best results but 
high misclassification rate was obtained in LDA and SVM. NN model was tested for its 
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robustness where it also provided high classification success rate. The results indicate NN 
outperformed all the models giving the best results in sensitivity, generalizability, 
robustness and time-dependent capacity. Thus, despite highly similar composition of 
bacterial samples a correct classification was achieved by NN.   
 
 
Fig.4.3.1. Stepwise selection of chemometric method for bacterial classification based 
on the performance evaluation parameters 
 
4.3.6. CONCLUSIONS   
Laser Induced Breakdown Spectroscopy (LIBS) technique and five supervised 
chemometric methods (SIMCA, PLS-DA, LDA, SVM and NN) have been evaluated to 
develop a methodology for the identification and discrimination of bacteria. SVM and 
NN performed best in sensitivity, however, the generalizability was found highest for 
NN. This can be attributed to the non-linear nature of algorithm used for the model 
generation and its ability to model complex nonlinear input-target relationships. As NN 
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models provided the best results in all evaluation parameters, LIBS combined with NN 
seem to offer a robust methodology for bacterial classification, taking into account the 
entire spectral fingerprint. Working with NN reveals that these algorithms may be more 
difficult to implement than other standard chemometric methods, due to the diversity of 
functions and architectures, the results obtained in this study demonstrate that LIBS 
combined with NN offers significant advantages as a screening tool, given its speed, high 
throughput, minimal destructive, micro-analysis and ease of use. 
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CHAPTER 5. LASER INDUCED BREAKDOWN SPECTROSCOPY FOR THE DISCRIMINATION OF CANDIDA STRAINS  
Chapter 5 
  
Laser Induced Breakdown Spectroscopy and Neural Networks 
for the discrimination of Candida strains 
 
5.1. ABSTRACT 
The present study reports the evaluation of Laser Induced Breakdown 
Spectroscopy (LIBS) and Neural Networks (NN) for the discrimination of different 
strains of various species of Candida. This genus of yeast was selected due to its medical 
relevance as it is commonly found in cases of fungal infection in humans. Twenty-one 
strains belonging to seven species of Candida were included in the study. Scanning 
Electron Microscopy with Energy-Dispersive X-ray Spectroscopy (SEM-EDS) was 
employed as a complementary technique to provide information about elemental 
composition of Candida cells. The use of LIBS spectra in combination with optimized 
NN models provided reliable discrimination among the distinct Candida strains with a 
high spectral correlation index for the samples analysed, without any false positive or 
false negative. Therefore, this study indicates that LIBS-NN based methodology has the 
potential to be used as fast fungal identification or even diagnostic method.  
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5.2. INTRODUCTION 
Biomedical applications of Laser Induced Breakdown Spectroscopy (LIBS) have 
been extensively explored since the last decade. Among these studies the analysis of 
microorganisms especially bacteria with particular relevance to infectious diseases in 
humans have made a greater contribution [41,47,148,224,231,232]. The increased interest 
in this area has been due to the advantages offered by LIBS in providing a speedy and 
cost effective analysis as well as to the use of modern chemometric techniques to deal 
with the large amount of data produced by LIBS. Whereas most of the studies have 
focused on the identification and discrimination of bacterial samples [47, 
57,149,184,232,233] , not much has been done towards the analysis of fungi samples by 
LIBS. Hybl et. al [38] and Samuels et. al. [39] in 2003 analysed few fungal specimens 
such as Penicillium, Corn Smut, Oat Smut and Alternaria tenuis, Cladosporum herbarum 
respectively. Their work was based on studying the elemental composition and elemental 
ratios obtained by the observed emission lines in order to discriminate them from other 
bacterial samples. These studies were the pilot studies in LIBS based microbial analysis 
but posteriorly all studies dealt with identification and discrimination of pathogenic 
bacteria.  
Among the fungal pathogens that cause the infections, species of Candida, 
Aspergillus and non-Aspergillus molds appear to be on the rise in the patients. Infections 
from these pathogens range from localized infections (endogenous microbiota of 
digestive and urogenital tract) [234,235] to widespread haematogenous (blood stream 
infections) and mucocutaneous dissemination [236], include patients undergoing blood 
and organ transplantations, surgeries, AIDS, cancer and premature infants [237-239]. 
Epidemiological studies reveal that among all these fungal pathogens Candida species 
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are ubiquitous and found to be the most common causative agents of these infections 
[240-243].  
Studies report an increase in these fungal infections [244,245] being Candida to 
be a leading cause of nosocomial infections posing a major concern associated with a 
great deal of attributable morbidity and mortality accompanied by an increased 
hospitalization period and treatment costs [237,246,247]. In fact, Candida is the fourth 
most commonly recovered organism from blood cultures of hospitalized patients, with an 
estimated mortality rate of 38 to 75% [248]. Candidiasis poses considerable diagnostic 
and therapeutic challenges and this implies the need of improvement on one hand in the 
defining preventive measure and standards of care while very importantly develop fast 
diagnostic techniques to start a timely and targeted antifungal therapy [249,250].  
Out of approximately 200 species of the genus Candida, about 20 species are 
implicated in clinical infections. Among them, C. albicans, C. glabrata, C. tropicalis, C. 
parapsilosis and C. krusei are found more frequently than others. Some species such as 
C. guillermondii, C. kefyr and C. dubliniensis, although are less frequent, also cause 
serious infections [234,244,245,251]. Therefore, keeping in view the medical importance 
of fungi, the Candida genus and these strains were selected for this study.  
The taxonomic identification of a fungal sample is conventionally done by 
methods based on the analysis of macro and microscopic morphology and physiology. A 
common method relies on the analysis of the ability to develop germ tubes, which is a 
characteristic feature of Candida albicans that allows its differentiation from the non-
albicans species. However, 5% of C. albicans isolates do not produce germ tubes, while 
some C. tropicalis isolates exhibit germ tube formation. Other identification procedures 
include biochemical-based assays, like carbohydrate fermentation and assimilation, 
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serological and molecular analyses such as ELISA and PCR tests, chromogenic studies 
and fluorogenic assays [240].  
Moreover, sophisticated spectroscopic techniques like Fourier transform infrared 
spectroscopy (FTIR), Raman and matrix-assisted laser desorption/ionization time of 
flight/Mass spectrometry (MALDI-TOF/MS) have also been employed to identify 
Candida isolates [236,248,252,253]. Conventional methods are time consuming and may 
take up to 96 hours for a complete identification. Main drawbacks of most of the 
molecular methods are the high cost of the analysis and the requirement of complex 
equipment [240,254]. Thus, there is a clear need for rapid and cost-effective novel 
approaches to be used in clinical setting for the diagnosis of fungal diseases.  
Having LIBS focused more towards bacterial identification, the utility of this 
technique in the biomedical field for the analysis of fungal strains remains to be 
established. Therefore, the motivation of this study was to evaluate the potential of LIBS 
technique in achieving discrimination between different Candida strains based on the 
information given about the LIBS elemental composition. Furthermore, Neural Network 
algorithms were applied to the analysis of LIBS data in order to design the classification 
models to identify and discriminate the Candida strains. In order to reveal the cellular 
structure, three-dimensional visualization [255] and chemical elemental composition of 
Candida, analysis by scanning electron microscopy (SEM) and Electro Dispersion X-Ray 
Spectroscopy (EDS) was also performed.  
 
5.2. MATERIAL AND METHODS 
5.2.1. Samples 
Keeping in view the medical importance of microorganisms, medically relevant 
species and strains of bacteria and fungi were analysed included in this thesis. It has 
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already been mentioned in Chapter 1 that the focus was particularly to the pathogens that 
are common in the nosocomial infections or HAI. Among the fungi samples different 
species and strains of genus Candida composing Candida parasilopsis, Candida 
dubliniensis, Candida krusei, Candida glabrata, Candida guilliermondii, Candida 
tropicalis and Candida albicans were analysed. Type of strains and the details about these 
strains are given in respective sections. 
5.2.2. Sample preparation 
In case of Candida samples selective media was used for their growth. YPD (10 
g/L of Yeast extract, 20 g/L of Peptone, 20 g/L of Dextrose and 20 g/L of agar) plates 
were prepared and Candida cells were grown at 30 °C for 48 h. Then, cells were 
resuspended in sterile water and 70 µL of this suspension spread on the surface of a small 
petri dish (5 cm in diameter) containing selective Sabouraud Dextrose Agar medium (5 
g/L of pancreatic digest of casein, 5 g/L of peptic digest of animal tissue, 40 g/L of 
dextrose, 15 g/L of agar and 0.05 g/L of chloramphenicol for 48 hours at 30 ºC. In order 
to ensure the presence of only the Candida cells, antibiotic “chloramphenicol” was also 
added to the medium once it was cooled. This inhibits the growth of bacteria in the fungal 
culture.  
5.2.3. Sample preparation 
All samples were used with no further preparation than that described herein. 
Candida strains were grown on YPD plates (10 g/L of Yeast extract, 20 g/L of Peptone, 
20 g/L of Dextrose and 20 g/L of agar) for 48 hours at 30 ºC. Then, cells were resuspended 
in sterile water and 70 µL of this suspension spread on the surface of a small petri dish (5 
cm in diameter) containing selective Sabouraud Dextrose Agar medium (5 g/L of 
pancreatic digest of casein, 5 g/L of peptic digest of animal tissue, 40 g/L of dextrose, 15 
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g/L of agar and 0.05 g/L of chloramphenicol (to inhibit the growth of bacteria) for 48 
hours at 30 ºC. Table 1 shows the Candida strains analyzed. Strains were kindly provided 
by Ana Alastruey-Izquierdo from the Instituto de Salud Carlos III, Spain (CNM-strains) 
and by Elvira Marín from Dept. Microbiología II, Universidad Complutense, Spain.  
Table 5.1 shows the Candida strains analyzed. Strains were provided by Ana 
Alastruey-Izquierdo from the Instituto de Salud Carlos III, Spain (CNM-strains) and by 
Elvira Marín from Dept. Microbiología II, Universidad Complutense, Spain. 
 
Table 5.1. Candida strains used in this study. 
Candida spp. Strain Sample ID 
C. parapsilosis 
ATCC CP22019 CpA 
CNM-CL9608 CpB 
CNM-CL9607 CpC 
C. dubliniensis 
CBS 7987 CdA 
CNM-CL9531 CdB 
CNM-CL9472 CdC 
C. krusei 
ATCC 6258 CkA 
CNM-CL9526 CkB 
CNM-CL9524 CkC 
C. glabrata 
CBS138 CglA 
CNM-CL9600 CglB 
CNM-CL9555 CglC 
C. guilliermondii 
CNM-CL9533 CgA 
CNM-CL9603 CgB 
CNM-CL9602 CgC 
C. tropicalis 
CNM-CL9537 CtA 
CNM-CL9690 CtB 
CNM-CL9470 CtC 
C. albicans 
CNM-CL9534 CaA 
CNM-CL9535 CaB 
CNM-CL9536 CaC 
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5.2.4. Mounting protocols for LIBS analysis 
For the study of Candida samples, during the initial attempts to optimize the LIBS 
signal and deal with the sample manipulation in case of microbiological samples, different 
sample preparation methods were used such as drying the biomass, preparing a suspension 
followed by filtration, freezing the culture and direct irradiation. The mounting protocols 
are described as under: 
 
- Drying the biomass 
The Candida cells were collected from the petri dish using a spatula and deposited 
onto a filter paper. It was then left to dry for two hours by flowing the air over the surface. 
 
Fig. 5.1. Candida biomass harvested from agar medium and dried on filter paper 
 
- Preparing a suspension and filtration 
2 g of Candida cells were mixed with distilled water to get a final volume of 10 
mL. The suspension was made and filtered through a filter paper using vacuum suction 
filter device, confining to a circle of diameter of 1.5 cm in order to get a uniform layer of 
Candida cells.  
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Fig. 5.2. Sample manipulation protocol showing a) filtration of Candida cells suspension 
b) formation of smooth layer c) appearance of cracks and folding of the layer 
 
- Freezing the culture 
A part of the layer of Candida cells along with the bottom agar medium was cut 
and placed into a second petri dish. This piece was frozen to –18 ºC into a solid sample. 
 
Fig. 5.3. Piece of frozen culture along with agar media 
 
- Direct irradiation 
As evident, it involved irradiating the laser beam directly on the Candida in the petri 
dish above the agar medium. 
 
Fig. 5.4. Direct analysis in the petri dish 
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5.2.5. Experimental Set-up 
The LIBS technique and methodology used have been previously described [42]. 
The more relevant parameters are discussed here. The experimental configuration used 
for the LIBS measurements included Q-switched Nd:YAG laser (Quantel, Brio model) at 
1064 nm, with a pulse duration of 4 ns full width at half maximum (FWHM), 4 mm beam 
diameter and 0.6 mrad divergence. The laser beam was focused onto the sample surface 
with a 125 mm focal-distance lens. The diameter of the spot on sample surface was ≈ 150 
μm. The laser fluence was set at 20 J/cm2 per pulse and the repetition rate was set to 1 
Hz.  Collection of light was done by a 4 mm-aperture fiber optic, (with a 1000 μm core 
diameter and 0.22 numerical aperture), coupled with a 7 mm focus fused silica collimator 
placed at 45 degrees with respect to the surface normal, and at a distance of 5 cm from 
the sample. The optical fiber was coupled to the entrance of the spectrometer.  
The spectrometer system was a user-configured miniature single-fiber system 
(USB4000, Ocean Optics, Dunedin, FL, U.S.A., grating 600 l/mm, spectral resolution 1 
nm, 10 μm entrance slit) with a gated CCD detector. The spectral range covered was from 
200 to 900 nm. The detector integration time was fixed at 100 ms, obtaining entire spectral 
information for ions, atoms and molecules. It is necessary to point out that the optical 
transmission properties of the optical fibre, the wavelength dependence of the 
spectrometer, and the wavelength efficiency of the detector elements all contribute to an 
overall wavelength dependence in the sample signal [41].  A delay of 2 µs was set to 
trigger the detector using a digital delay generator (Stanford model DG645) in order to 
prevent the detection of bremsstrahlung. The spectrometer was computer-controlled using 
an interface developed with Matlab (Mathworks, 2014b).  
Scanning Electron Microscopy (SEM) analyses was carried out using a 
microscope (Hitachi S-3000N). Energy – Dispersive X-Ray Spectroscopy (EDS) analyses 
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were performed with an attached EDS analyzer (Oxford Instruments INCAx-sight). In 
the present study, Candida samples were analysed using Hitachi S-3000N microscope, to 
study the external morphology of the Candida culture. Energy – Dispersive Spectroscopy 
(EDS) analyses were performed for the analysis of elemental composition of Candida 
samples with an attached EDS analyser (Oxford Instruments INCAx-sight). The SEM-
EDS analyses were performed at high vacuum with an accelerating voltage of 3.5 kV and 
at a working distance of 4 mm.  
5.2.6. LIBS Measurements 
A single spectrum was obtained for each laser shot, recording 150 spectra for each 
petri dish. From the recorded set of spectra, 100 were used to create the training library 
while the second set of 50 spectra composed the test library. Each library contains the 
intensity at different wavelengths in rows and the spectra in columns. Thus, our training 
library  has 3648 rows (one for each wavelength) and 100 columns or spectra for each 
sample. The remaining 50 spectra were used to construct the test library in similar way. 
The pre-treatment of data was done by normalizing the spectra using the intensity 
emission line Hα (i.e. 656 nm) in order to avoid data variations. 
 
 5.3. NN Analysis 
Statistical analysis of LIBS spectral data was performed by artificial intelligence 
algorithms i.e. NN in order to develop the classification models. The models were 
generated in a similar way as discussed previously in chapter 5 and only the more relevant 
aspects are given here. In order to estimate the NN model, the spectral data of the training 
library was randomly divided into two subsets: 80% for training and 20% for self-
validation of the model. The number of neurons in the hidden layer was optimized to 10 
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and the number of outputs corresponded to the number of strains included in the training 
of NN model. Once the training and self-validation process was carried out, the models 
were validated by test libraries. The “spectral correlation” (SC) parameter [58], defined 
as the percentage of test spectra correctly classified, was used to evaluate the models 
performance. 
 
5.4. RESULTS AND DISCUSSION 
LIBS analysis on all these targets revealed the advantages and disadvantages 
offered by each method, based on what a grading was done as shown in Fig. 5.5., showing 
that direct analysis of Candida samples offered the best mounting method for the spectra 
acquisition.  
 
Fig. 5.5. Comparison of sample preparation methods 
 
The frozen culture was firstly difficult to manage during the measurements due to 
rapid melting because of temperature changes and secondly the signal intensity was low. 
The samples deposited and dried on filter paper provided good signal to noise ratio but 
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the difference in lens to sample distance with each shot varied significantly because of 
non-uniform deposition and surface, giving greater variations in the signal intensity. This 
directed towards the preparation of sample by making suspension and then filtration to 
obtain a smooth and uniform surface for an even ablation. In the beginning, the deposited 
layer was uniform but along the course of experiment, the bacterial layer started drying 
and detaching from the filter paper resulting in folding and formation of cracks. This 
again led to the variations in lens to sample distance and therefore more scatter in the 
data. The same sample mounting protocol has been discussed in a recent study by 
Malenfant et. al. [46] where similar problems were encountered with respect to sample 
surface and signals scattering. Finding and standardizing a particular sample mounting 
protocol for microorganisms is still an area that needs much attention. The last method 
i.e. direct laser irradiation on the samples on one hand provided good signals intensity 
while on the other hand was the fastest method of analysis, which did not include any 
sample treatment steps and hence was selected as an optimal method. 
The potential of LIBS for the analysis and discrimination of distinct Candida 
strains has been addressed. LIBS measurements were taken by directly irradiating the 
sample grown in the Petri dish at room conditions. Fig. 5.4. shows an example of an 
irradiated C. albicans culture and the craters formed by the laser shots. The typical 
normalized LIBS spectra of Candida guilliermondii is shown in Fig. 5.6 where mainly 
ionic and molecular bands along with few neutral atomic emission lines can be seen. For 
the assignment of the atomic/ionic lines the information tabulated in NIST Atomic 
Spectral Database was used [256]. The observed molecular emission bands are identified 
using the spectroscopic information available in References [146,147]. The assignation 
of the emissions showed that the spectrum mainly consisted of emissions from C, N, O 
and H reflecting the organic nature of fungal cells. Interestingly emission lines from 
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inorganic elements were not observed. Emissions in all the spectra from analyzed strains 
corresponded to these same elements (Fig. 5.5b). A visual comparison of the emission 
lines showed high similarity among the distinct LIBS spectral fingerprints. This can be 
attributed to a very similar chemical composition of these fungal cells.  
Fig. 5.6.  a) Normalized LIBS spectrum of Candida guilliermondii with the 
assignation of emission lines. b) Normalized spectra of (I) C. parasilopsis (ATCC 
CP22019,) (II) C. dubliniensis (CBS 7987), (III) C. krusei (ATCC 6258), (IV) 
C. guilliermondii (CNM-CL9533), (V) C. glabrata (CBS138), (VI) C. tropicalis 
(CNM-CL9537), (VII) C. albicans (CNM-CL9534) within the spectral range of 
300 – 700 nm 
 
In order to understand the absence of signals from inorganic elements in LIBS 
spectra and to obtain more information about the elemental composition of Candida 
cultures SEM-EDS analyses were also performed. Fig. 5.7 illustrates the morphological 
aspect of a Candida culture as observed by SEM. EDS analyses of these strains provided 
the elemental composition in terms of weight percent of each element. As observed in 
Fig. 5.8., the major contribution was from elements such as C, N and O whereas Na, P, K 
and S were present in very small concentration. 
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Fig. 5.7. a) Wide and b) magnified view of Candida albicans (CNM-CL9535) by SEM 
 
Fig. 5.8. Energy – Dispersive X-Ray Spectrum of Candida albicans (CNM-CL9535) 
 Table 5.2 illustrates the highly similar elemental profile of these Candida strains 
as exemplified with C. dubliniensis, C. tropicalis and C. albicans. These results were 
consistent with the LIBS spectra in which emissions from the inorganic elements were 
not observed. As expected, hydrogen was impossible to detect in the EDS spectrum. 
However, emission lines from H (Hɑ, Hβ) were observed in LIBS spectra (Fig. 5.6) which 
are characteristic lines in LIBS analysis of organic samples.  
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Table 5.2. Element weight % obtained by Energy–Dispersive Spectroscopy of 
Candida strains 
Element 
Weight% 
C. dubliniensis 
(CBS-7987) 
C. tropicalis 
(CNM-CL9537) 
C. albicans 
(CNM-CL9535) 
C    46 ± 1 48 ± 1 48 ± 1 
N    12 ± 1 11 ± 1 9 ± 2 
O    40 ± 1 38 ± 1 39 ± 1 
Na  0.13 ± 0.05 0.21 ± 0.07 * 
P    0.92 ± 0.08 0.96 ± 0.08 1.49 ± 0.13 
S    0.21 ± 0.06 0.34 ± 0.06 0.47 ± 0.09 
K   1.02 ± 0.05 1.02 ± 0.06 1.29 ± 0.09 
*The weight % for Na was below the threshold. 
 
LIBS studies focusing on the organic compounds suggest that the diatomic carbon 
emissions (around 516 nm) called Swan bands (C2:d3∏g – a3∏u) are intrinsic to the sample 
whereas other emissions such as CN (B2∑+ - X2∑+), N, and O arise both from the sample 
as well as its combination with ambient air. The information extracted from C, N, H, O, 
CN and C/H, C/O and C/N intensity ratios proved highly useful for the characterization 
of compounds or samples of organic origin [55,257-260]. Thus, the cellular chemical 
structure of Candida, being predominantly organic, presented the spectral fingerprint with 
emissions from C, N, H, O and CN [54].  
A recent study of our group demonstrated that NN is the best model to analyze 
spectral data from LIBS experiments [58]. Therefore, the NN model has been evaluated 
to analyze the LIBS data from the studied Candida samples. The NN was selected because 
it can significantly improve the identification capability without considerably increasing 
the difficulty of implementation [41]. This methodology improves the recognition 
capacity because the NN model is capable of identifying extremely similar samples that 
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have few physical and spectral differences. The selection of a full set of variables 
(intensity values of emission lines at each wavelength) constituting the spectrum was 
considered an important parameter in the development of the NN model for the 
classification process. 
In order to achieve the classification of the Candida strains, a NN model was 
estimated using training libraries of all of the 21 Candida strains and then it was validated 
by test libraries. Each spectrum from the test library (unknown for the model) was 
evaluated using NN model, providing the prediction about the sample identity. The results 
from the NN model for the discrimination between strains are given in table 5.3.  
 
Table 5.3. NN classification results for Candida samples 
Candida 
strain 
Classification results 
Identification test Robustness test 
Spectral 
correlation 
Misidentified Correct as 
unknown CpA 100 0 ✓ 
CpB 100 0 ✓ 
CpC 100 0 ✓ 
CdA 100 0 ✓ 
CdB 100 0 ✓ 
CdC 100 0 ✓ 
CkA 100 0 ✓ 
CkB 100 0 ✓ 
CkC 100 0 ✓ 
CglA 100 0 ✓ 
CglB 100 0 ✓ 
CglC 100 0 ✓ 
CgA 100 0 ✓ 
CgB 100 0 ✓ 
CgC 100 0 ✓ 
CtA 100 0 ✓ 
CtB 100 0 ✓ 
CtC 100 0 ✓ 
CaA 100 0 ✓ 
CaB 100 0 ✓ 
CaC 100 0 ✓ 
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All of the spectra for Candida strains were assigned correctly to their species, 
achieving a spectral correlation of 100 % in all cases. The training process for all samples 
used as references required ≈ 1 min of execution time on computer whereas the test was 
carried out in approx. 2 seconds. Thus, the results also showed the network’s capacity to 
deal simultaneously with more than one fingerprint (samples), without significantly 
increasing the computing time. Moreover, none of the test spectra of Candida strains were 
misidentified i.e. assigned to any other class. All of the strains included in the study were 
successfully classified according to their species and strain without producing any false 
positive or false negative.  
On the other hand, the robustness of NN model was determined by assessing the 
ability of NN to estimate the correct result when an unknown sample was introduced into 
the network model [41,58]. This was evaluated as the efficiency of the NN model in 
recognizing a sample not included in the training step as “unknown” and not assigning it 
as one of the Candida strains used in the training. For this purpose, one Candida strain 
was removed from the training set and the NN model’s prediction was checked. This 
process was continued until every strain was once removed and tested. The results of this 
analysis show that NN models were capable of perfectly discriminating all strains. None 
of the strains was incorrectly assigned to another strain. Therefore, these results, without 
any false positive or false negative, indicate that LIBS-NN is a highly robust method for 
strain discrimination. 
In spite of the noise observed in the spectra, mainly due to direct analysis on the 
Candida culture with high humidity content, the mathematical treatment based on the 
complete spectral fingerprint constitutes the basis to achieve the discrimination between 
the samples. The NN is able to compute internal parameters (weights and bias) in the 
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training process for classifying a given set of input variables as belonging to a particular 
strain, with a high tolerance for noise and the presence of outliers [42]. 
 
5.5. CONCLUSION 
LIBS spectra obtained for the Candida strains mainly showed emissions from 
elements that constitute organic compounds highlighting the organic nature of yeast cells. 
This evidence was further supported by the SEM–EDS analysis. The CN, C2 band system, 
H, N, O and other molecular bands in LIBS spectra offered sufficient information for the 
discrimination of twenty-one Candida strains. In spite of high similarity between LIBS 
spectra, the mathematical analysis by NN algorithms that have significant identification 
capability and a relatively simple implementation, allowed achieving discrimination 
between Candida strains based on the single shot LIBS spectral fingerprint. This is the 
first LIBS-based study focused on the analysis of fungal samples and particularly of 
Candida, which present an outstanding clinical significance. The fact that NN models did 
not misidentify any strain makes LIBS-NN methodology very promising for classification 
purposes. Without the need of complex sample manipulation, LIBS-NN allowed fast 
spectral acquisition providing valuable compositional information, without the need of 
complex sample manipulation, and instant mathematical analysis of the data to predict 
the identity of the test sample. The methodology shows a great potential for rapid 
identification and discrimination between highly similar Candida strains.  
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CHAPTER 6. CONCLUSIONS  
Chapter 6 
 
Conclusions and General Discussion 
 
The main goal of this thesis was to explore the potential of Laser Induced Breakdown 
Spectroscopy (LIBS) for the identification and discrimination of microorganisms and 
present a possible application in biomedical field. Another significant aspect focused was 
the study of appropriate chemometric method for data analysis and development of 
classification models. Essential and related background knowledge about the techniques 
used along with the experimental details to achieve this goal have been explained in the 
thesis. Based on the objectives formulated and results obtained in each study, following 
conclusions can be drawn: 
 A methodology based on the combination of Laser Induced Breakdown 
Spectroscopy with advanced chemometric methods i.e. Neural Networks (NN) 
has been developed for the identification and discrimination of clinically 
relevant bacterial and fungal strains. The methodology has been successfully 
validated in the identification of bacterial samples in a hierarchical manner, 
based on their species first and discriminating from other strains of the same 
species. Bacterial strains isolated from different biological fluids were correctly 
identified to their species. Furthermore, a study using LIBS technique solely 
focused on fungal samples, in particular, Candida species and their 
identification was for the first time performed in this thesis. Test performed on 
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Candida strains with very similar spectral characteristics provided successful 
classification results.  
 Undoubtedly, the incorporation of computer-based signal processing techniques 
(chemometric algorithms) for the classification and identification of pathogenic 
microorganisms has added the ultra-rapid character required for the evaluation 
of biological threats and clinical diagnosis. On the other hand, it has improved 
its capacity of analysis and identification without false positives or false 
negatives turning it into a very robust technique. 
 Given the accuracy of the results obtained, viability of LIBS spectral fingerprint, 
high speed of analysis on part of LIBS as well as NN algorithm for data analysis, 
this methodology demonstrated its potential for performing a reliable, 
automated, simple and robust analysis in clinical laboratories. From the medical 
viewpoint, this would allow an early diagnosis of the infectious diseases and a 
timely their treatment, which may reduce the recurrence of Hospital Acquired 
Infections. 
 Spectral differences are difficult to detect by visual analysis of highly similar 
LIBS spectra. Herein, multivariate techniques are known to be efficient methods 
for sorting and classifying data, however, selection of an appropriate statistical 
method for data analysis is not a straightforward task as it depends on the 
application and type of dataset. Therefore, a comparison was carried out 
between five supervised chemometric methods (SIMCA, PLS-DA, LDA, SVM 
and NN) based on parameters such as sensitivity, generalization ability and 
robustness, demonstrated that NN outperformed all methods in all evaluation 
parameters. This can be attributed to the non-linear nature of algorithm used for 
the model generation and its ability to model complex nonlinear input-target 
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relationships. Therefore, neural networks models were taken forward to achieve 
the objectives formulated in this thesis, specifically designing algorithms for the 
particular application. 
 Although NN may be more difficult to implement than other standard 
chemometric methods due to the diversity of functions and architectures, the 
results obtained in this study demonstrate that LIBS combined with NN offers 
significant advantages as a screening tool, given its speed, high throughput, 
minimal destructive, micro-analysis and ease of use. This can be attributed to 
the supervised, non-linear approach of NN models, their inherent fault tolerance, 
noise immunity and statistical sensitivity. These characteristics enabled 
obtaining a clear identification and discrimination of microbes using single shot 
LIBS measurements and tolerating minor changes in experimental conditions, 
such as the intensity of the LIBS single-shot regimen and continuum 
background, when samples were measured on different days. However, the 
importance of quality of recorded data cannot be ignored. Data analysis of 
different spectral sets recorded along the course of the experimental work 
showed that only well-measured, structured and reproducible data could lead to 
a successful application of the chemometric method.  
 A key point while using a chemometric method is the selection of the input 
variables for data treatment. In this thesis, the complete set of variables 
(intensities at each wavelength) that make up the spectrum of the sample along 
entire spectral range presented the features to the NN models that were 
important in the comparison process to achieve a correct classification. Thus, 
whole LIBS spectral fingerprint was considered important for the identification 
of each strain analyzed. 
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 LIBS analysis requires minimal or no sample preparation, nevertheless, 
isolation of microorganisms and cultivating on a nutrient medium to obtain 
sufficient biomass for LIBS spectra acquisition is a required step, as in any other 
techniques used. It is necessary to emphasize that the time spent to generate the 
required biomass is much lesser comparatively as no culture enrichment steps 
are required, thus, this LIBS based methodology could provide the results in a 
reasonable period. However, studies on optimizing the minimum amount and 
time of culture are needed to be carried out in future.  
 The study using three different culture media to grow bacteria demonstrated that 
the type of medium used affects LIBS based microbial analysis. This might 
happen due to possible elemental alteration of the membranes and cellular 
content induced by different nutrient composition of the culture media. 
However, these results do not represent any inherent limitations of LIBS 
technique and are expected when samples´ elemental composition is altered.  In 
experiments where measurements were made using same culture media and the 
only variation was the type of bacteria, a correct identification and 
discrimination between the samples was made. This implies the use of a 
standard medium to grow microorganisms in order to avoid any changes in the 
characteristic LIBS spectral fingerprint that might affect the classification 
capacity.  
 The experimental configuration including different spectrometers and detectors 
along with other components of the system and taking measurements at room 
experimental conditions, as described in Chapter 3 demonstrate the simplicity 
of the set-up and analysis. Despite the contribution of the air in LIBS spectra, a 
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correct identification was achieved, which allowed keeping the analysis simple, 
fast and cost-effective. 
 LIBS-NN methodology allowed classifying and predicting bacterial samples at 
the level of genus, strain and even at the level of differences of a single gene 
between bacterial strains of the same species with a high degree of precision and 
accuracy. It has been shown that variations acquired by bacteria in their cell wall 
or genetic make-up due to antibiotic resistance generated sufficient or 
significant changes in their atomic composition that could be detected by the 
LIBS technique allowing their discrimination. This was a very fine test and 
successful result as such minute differences are hard to detect with other 
conventional techniques. 
 A first fully focused study on the analysis of Candida species of fungi was also 
performed. The initial results for twenty-one different strains of Candida were 
satisfactory as successful discrimination between them was achieved. The 
spectral profile of bacterial and fungal samples was found to be very distinct 
from each other. The emissions in bacterial spectra presented molecular bands 
as well as atomic and ionic lines from inorganic elements whereas LIBS spectra 
obtained for the Candida strains mainly showed band emissions such as CN, C2 
system and lines from H, N, O along with other elements that constitute organic 
compounds. The inorganic elements were not observed because of lower 
concentration. SEM-EDS analysis also supported the compositional analysis as 
reflected by LIBS spectra. Nevertheless, these spectral emissions offered 
sufficient information for the discrimination of highly similar Candida strains 
applying the mathematical analysis by NN algorithms, providing a robust 
analysis. An important component of this study was evaluation of mounting 
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protocols of the sample for LIBS analysis. All methods gave satisfactory results 
but direct analysis of fungal culture deposited on the petri dish was selected due 
to ease of analysis and possibility of a quick analysis. The thesis includes initial 
results obtained showing the potential of LIBS-NN for the analysis of Candida 
strains, obtaining and spectrally characterizing the fingerprints of these samples. 
 It is important to note that the fraction of total spectral intensity observed in the 
LIBS spectrum is not a measure of the total elemental concentration in the 
bacterial cell. The relative emission intensity of a given elemental emission line 
depends not only on the concentration of that element/analyte in the cell, but 
also on the relative atomic or ionic transition probabilities. Therefore, the 
emission lines observed in the LIBS spectrum give qualitative information of 
the elements. 
Advanced classification algorithms “NN” have been used to analyze the LIBS 
spectrum, based on the spectral characteristics of the specimen, which allowed assigning 
an unknown sample to a species or strain according to a predefined reference library. Due 
to the possibility of automation and converting into a portable system, the results of the 
diagnosis could be provided in real time, not requiring much intervention by the user, 
although additional diagnostic information may be included to aid in the interpretation of 
the spectrum and classification. Therefore, it can be considered a quick, simple and cost-
effective alternative to the slower and more expensive biological methods.  
The most important objective in this thesis was to develop and program LIBS-NN 
based methodology, efficient enough to produce results without false positives or false 
negatives, which has been sought fortunately. However, some challenges are still to be 
dealt such as introducing improvements in the experimental system, a better detection 
system and sensitive light collection system, the number of variables to be treated, the 
Chapter 6 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
199 
 
ability to analyze diverse range of microorganisms, sample contamination, low cell count 
and mixed samples.  
In spite of being fast, rapid and accurate, LIBS is still a young technique in biomedical 
field particularly and still in the phase of research. This is evident by use of different 
experimental configurations and chemometric methods to get the results. Different types 
of lasers have been used, although the fundamental frequency (1064 nm) of nanosecond 
Nd:YAG lasers are the most common. As for the experimental conditions, the energy 
may vary according to the experiment and the research group. Different geometries are 
used for collecting plasma emission, and different atmospheres (Air, He, Ar). There is no 
standard protocol of analysis nor for the preparation and mounting of microbial samples 
recommended by the scientific community, which makes it difficult to make a meaningful 
comparison between the analyses made in different laboratories. As such, there is still no 
agreement on how a standard "typical" LIBS spectrum should look like for a given 
organism and therefore there is no "reference LIBS spectral fingerprint" to be used as a 
standard by laboratories around the world. 
To date, no effort has been made to standardize the method for the identification of 
microorganisms. This situation is understandable since the existing results are relatively 
recent and that LIBS laboratories working around the world with microbiological samples 
are not coordinating their efforts. This will be impulsed by investing the funds and 
scientific support in this area of research. If standard measurement protocols were 
adapted, several research groups could come together to build a large and good quality 
database but even then the nature of the chemometric algorithms used could greatly affect 
the sensitivity and specificity of the technique. 
Although currently commercial instruments specially designed for real-time LIBS 
analyzes of biomedical samples are not yet a reality, it is evident from the experiments 
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summarized here that hardware and software are present to make such an instrument 
possible. During the development of this thesis, efforts were made in the use of LIBS 
technology and designing a prototype for specific clinical applications by working closely 
with a private hospital in the Community of Madrid. In addition, the microbiological 
experiments have been carried out to demonstrate that a LIBS-based analysis is not only 
sensitive and specific but also robust against many sources of error and uncertainty 
common to other methods. Therefore, it is required now is to increase the investment of 
both state and private resources to consolidate protocols for the standardized preparation 
of microbiological samples and the procedures for analysis and validation using a large 
number of clinical samples as well as chemometric classification algorithms.
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7.1. USER INTERFACE 
For the development of this thesis, a user interface was developed in order to 
perform the data analysis, from the generation of data matrix consisting of input variables 
to the creation and validation of Neural Network classification models,. Once the 
operational parameters are optimized, the user interface allow an easy manipulation of the 
recorded data and therefore can facilitate a non-specialist person to process the data. The 
interface and data analysis involves three main components, i.e. generation of data 
matrices from LIBS spectral data, training of the model and finally testing procedures. 
The interface offers the possibility to modify essential parameters depending on the 
results of operation and possesses necessary tools that allow the rapid data incorporation 
and integration to the developed algorithms. 
The interface developed for the creation of data matrix is presented in Fig. 7.1, 
which allowed the combination of individual spectra and preprocessing of data. This 
includes normalization, adjusting the baseline and selection of variables as optimized 
by the user. The Fig. 7.1.1 shows that the interface has two panels. The left panel deals 
with loading spectral data of a sample using the root name of spectra files, introducing 
the first and last number of spectrum to mention the range of spectra required to create 
the spectral libraries or data matrix and finally a label to the library. The right panel 
shows the processed spectra in the form of graphs. Therefore, any error during the 
process can be detected and the procedure repeated. 
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Fig. 7.1.1. Interface for creating Spectral libraries 
 
For the analysis of data by Neural Networks, two interfaces were created in 
Matlab, one for the training of NN models and the other for testing to make the prediction 
of test samples. Fig. 7.2 shows the training interface, where the left panel contains the 
sections to load the spectral libraries required to train the NN model. In the given 
example, spectral training libraries of strains 1PA and 2PA were loaded in “Select 
Reference 1” and “Select Reference 2”, respectively. The number of spectra forming each 
spectral library and number of neurons in hidden layer were mentioned and Training 
button is clicked. When the training is completed the performance parameters of the 
network appear on the left panel. The results of training are shown on the right panel. It 
can be seen that Reference 1 has been assigned an output of 1 and Reference 2 is 2. If the 
results are not satisfactory, the process is repeated until an accepted model is obtained. 
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Fig. 7.1.2. Interface for the training of NN model 
 
The trained model is saved and followed by testing process. The interface 
developed for this purpose is shown in Fig. 7.3, which includes loading the test sample 
and trained model. Clicking on the Test file button, the NN model provides the prediction 
results for the test sample and results are shown on the bottom left side, giving the spectral 
correlation for each Reference library as well as any unassigned spectrum. Spectral 
Correlation later replaced the term spectral correlation. In the given example, test sample 
used was strain 1PA, which was predicted with 95% to Reference 1 (1PA) and 5% was 
classified as unknown. Similar to other interfaces, the right panel showed the visual 
results and it can be seen that except one all spectra are present at a NN output value of 
1. The visual results add value to the interface by showing how much variation or 
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deviation is obtained in the results. As the results were 95% correct identification and one 
spectrum seems to be unknown, the visual inspection shows that the deviation was out of 
the defined threshold value; however, it was still closer to Reference 1.  
 
 
Fig. 7.1.3. Interface developed for testing process 
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