We address the problem of minimum mean-squared error (MMSE) estimation under convex constraints. The familiar orthogonality principle, developed for linear constraints, is generalized to include convex restrictions. Using the extended principle, we study two types of convex constraints: constraints on the estimated vector (e.g. bounded norm), and constraints on the structure ofthe estimator (e.g. filter with bounded coefficients). It is shown that in both cases there exists a simple closed form expression for the constrained MMSE estimator. As an application of our approach, we develop Wiener type filters under certain restrictions, which allow for practical implementations.
INTRODUCTION
A common problem in Bayesian estimation is to obtain an estimate of a random vector (r.v.) x C X based on a realization of another r.v. y C Y such that some error criterion is minimized [3] . The estimator X (.) assigns an estimated vector x C X to every possible realization of y. Thus, the Bayesian estimation problem is essentially a problem of constructing a mapping from the space of measurement vectors Y to the space of signals X based on the joint probability function of x and y. One of the most commonly used error criteria is the mean-squared error (MSE), which is given by the expectation of the 12-norm of the error E[IIx (y) 112] . It is well known that the estimator minimizing the MSE is 00 (y) = E[x y], the conditional expectation of x given y. This estimator, although seemingly simple, is not frequently used due to two main reasons. First, in many cases it is very hard to obtain an expression for 0, and second, one often desires to constrain the estimator to belong to a certain class of mappings because of implementation reasons. For example, when x and y are two discrete-time random processes, it may be desirable to constrain the estimator to be a causal filter with bounded coefficients rather than a general non-linear, non-causal function of the series {y [n] }. The need to pose restrictions on the estimator arises also when there is poor knowledge of the distribution of x and y, which may lead to an unfeasible estimate. For example,when estimating an image, one may want to restrict the pixel values to be positive.
Solutions to various constrained estimation problems appear in the signal processing literature, starting from the famous work of Wiener [4] on linear minimum MSE (MMSE) estimation and prediction of signals, and ranging to finite impulse response (FIR) filtering [5] , finite horizon and more. All these problems possess a
This work was supported in part by the Israel Science Foundation under Grant no. 536/04 and by the EU 6th framework programme, via the NEW-COM network of excellence.
common structure -the constraint on the estimator is linear. Linear constraints are well treated using the orthogonality principle, or, more generally, via the concept of conditional expectation in the wide sense [3] . However, there seems to be no unifying approach to solving MMSE estimation problems under general convex constraints.
In this paper we extend the well known orthogonality principle to the case of convex constraints on the estimator. We then study two types of convex restrictions: constraints on the estimated vector x, and constraints on the structure of the estimator X (.). We show that in the first case, the solution is simply the projection ofthe MMSE estimate onto the set of constraints. In the later case, the estimator can be obtained from the MMSE estimator using a weighted projection. To demonstrate the approach, we show how certain restrictions can be imposed on the Wiener filter in order to allow for practical implementations. Specifically, we derive the MMSE filter under bounded norm and bounded coefficient constraints. A projection operator onto a closed and convex set A in a Hilbert space H is denoted by PA (.) and defined as PA (h) = argmin lh -all. aEA (1) It can be shown that PA (h) C A is the projection of h onto A if and only if [1] Re{(h-PA(h),PA(h)-a)}>0, VaCA. (2) Since PA ( ) depends on the inner product on K, we use the notation p(G) (.) to denote a projection with respect to a G-weighted inner product, which we refer to as the G-weighted projection onto A. We note that p(G) (h) is well defined even when G S 0, as long as the vector h is orthogonal to the null-space of G.
Projections onto subspaces can be expressed in terms of frames. 
EXTENDED ORTHOGONALITY PRINCIPLE
The theory of MMSE estimation under linear constraints is well established via the concept of conditional expectation in the wide sense [3] . In this section we give a brief overview of the basic ideas underlying this theory and then extend it to general convex constraints.
Let (Q, F, P) be a probability space of r.v.'s taking values in X. The set of all finite variance r.v.'s is denoted by L2
{x: E [III2 < oc}. An inner product on L2 is defined by (u, V)2 = E u(, v)X . It can be shown that L2 is a Hilbert space given that two r.v.'s u,v are considered identical if u = v with probability 1 (w.p.1).
Let 'Hy be the subspace of L2 generated by applying all (Borel measurable) operators from Y to X on the r.v. y:
The set 'Hy is the set of r.v.'s in L2 that can constitute an estimate for x based on y. The conditional expectation of x given y is the projection of x onto the subspace 'Hy and is denoted by xo = E [xly].
Clearly, the r.v. xo is the MMSE estimate of x given y since it minimizes the distance 11x X 22, which is equivalent to minimizing the MSE, E [11 X When one restricts the search for the MMSE estimator to a certain family of operators, the set of candidate r.v.'s is narrowed down to a subset A C 'Hy. In the special case where A is a closed subspace of 'Hy, the MMSE estimate XA among all r.v.'s in A, is the orthogonal projection of x onto A and is termed the conditional expectation in the wide sense of x given A. Restrictions 
Thus, the error x -A (y) using the optimal estimator in A has to be orthogonal to any other estimator in A. For example, if A is the subspace in 'Hy of all the linear operators from Y to X, then the error of OA (y), which is the LMMSE estimator, is orthogonal to every linear transformation of the measurement vector y.
The orthogonality principle can be employed to solve a variety of constrained estimation problems in which the constraint is linear. For example, in the Wiener filtering setting, restricting the filter to be causal, FIR of order N, or any other restriction on the support of the filter are all linear constraints as they all correspond to subspaces of 'Hy. However, an amplitude constraint such as Ih [n] < E is nonlinear and cannot be treated by the same procedure
In the following theorem, we extend the orthogonality principle to nonlinear constraints that are closed convex sets in 'Hy. Proof. Follows immediately from (2). * Note that in contrast to the orthogonality principle, condition (8) is an inequality and therefore does not lead to an equation, whose solution is the MMSE estimator in A. Nevertheless, there are cases in which (8) leads to a simple scheme for obtaining the constrained MMSE estimator, as discussed in the following sections.
CONSTRAINTS ON THE ESTIMATED VECTOR
Consider the problem of MMSE estimation under a constraint on the estimated vector x. Specifically, we are interested in the case where x is constrained to lie in a given closed convex set W' C X. This type of constraints includes, for example, restricting the norm of the vector x to be bounded by a given value E or imposing that (x) i > 0. Clearly, A is a closed convex set in 'Hy. Therefore, using (8) we obtain the following. Proof. Plugging (9) in (8) and using the smoothing property, we get
Now, since X (y) C A' for every y, we conclude from (2) that the real part ofthe inner product is non-negative for every y. After taking the expectation over y, the real-part remains positive and hence (8) is satisfied. C Theorem 2 states that the estimation scheme consists of project- ( 1 1) Finally, the optimal estimate in a subspace A' C Rm is
where Pvw is the m x m projection matrix onto A'.
STRUCTURAL CONSTRAINTS ON THE ESTIMATOR
We now consider the case in which the structure of the estimator is constrained to be of a certain form. Specifically, we design an estimator possessing the form of a linear combination of operators with certain convex constraints on the coefficients of the combination. Suppose that one desires an estimator of the type In many cases, the matrix G is close to singular, causing th efficients of the linear combination to attain very large values. an effect is usually undesired in practical implementations. H( we are interested in the case where the vector a is constrained in a closed convex set A' C 12. This, for example, includes seek representation with bounded coefficients. Interestingly, the sol to this constrained estimation problem, as in (9), amounts to a] ing a certain transformation to the unconstrained coefficient v ao in (14), as described in the following theorem.
Theorem 3 Let {q$k (y)} be a set of rv.'s that form a frame subspace in 'Hy, and let W be a closed convex set in 12. Then at all the estimators ofthe form h (y) = Ik (a)k Ok (y) with a E the coefficient vector that minimizes the MSE is aW with G and ao given in (15) and (14) respectively.
The proof of the theorem relies on condition (8) and is orr due to lack of space.
Note that in contrast to the case of constraints on the mated vector (9), here the relation between the unconstrainec constrained coefficients is not a simple projection but rather weighted projection. The methods coincide only i f{qk (y) } ar correlated r.v.'s with equal variance, in which case G = a21.
We now present some examples of Theorem 3.
A Quadratic constraint
Consider the family of estimators of the form (13) where the coefficients are constrained to have bounded weighted norm: a*Wa < (16) where E > 0 and W is a positive definite matrix such that W-1 is bounded. From Theorem 3, the optimal set of coefficients under this constraint is a = (G + AW)t Gao (17) where A > 0 is the minimal value for which (16) holds.
We see that imposing a quadratic constraint amounts to adding a regularization term to the matrix G in (14) (as Gao can be replaced by v). An example of the use of (17) is given in Section 6 in the context of Wiener filtering.
An loo Constraint
Suppose that the matrix G is not singular and that it can be factored as G = UU*. We wish to obtain an estimator of the form (13) with a coefficient vector a, whose coordinates along the columns {Ui} of U are bounded by a given set of non-negative scalars { i}:
I(Ui,a)I < Ei (27) where A > 0 is the minimal value for which (25) As a special case of (28), we may obtain the causal Wiener filter. This is done by setting E [n] = 0 for n < 0 and E [n] -0o for n > 0 and using the spectral factorization L (w) = S-(w) and L* (w) = S+ (w), where S+ (w) is the Fourier transform of a causal series. Constraint (28), then, causes H (w) S+ (w) to be causal, and since S+ (w) is causal, this implies that H (w) is causal as well.
Substituting this specific choice of E [n] and L (w) in (29), we get the known expression for the causal Wiener filter [4] .
Another interesting special case of (28) is the condition f"',H (w) Sy (w)dw < Eo. This constraint can be brought to the form of (28) by setting E [n] -oo for n 7& 0 and E [0] = Eo /27 and using L (w) = S (w). Substituting these expressions into 
