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Resumen
Los algoritmos gene´ticos han sido implementados cada vez ma´s en diversos campos de es-
tudio. Particularmente en el caso de la qu´ımica computacional, donde se han convertido en
una herramienta u´til para en estudio de mecanismos de reaccio´n como soporte a los estudios
experimentales. A nivel experimental, el estudio de mecanismos de reaccio´n representa un
reto, ya que los estados de transicio´n involucrados en estos mecanismos, son compuestos con
un tiempo de vida media muy corto que dificulta la medicio´n precisa de diversas propiedades,
entre ellas su geometr´ıa molecular.
En este trabajo, haciendo uso de los algoritmos gene´ticos implementados en el programa
Kaxan, se pudieron determinar la existencia de estados de transicio´n e intermediarios de
reaccio´n en la s´ıntesis de formaldeh´ıdo, s´ıntesis de ciclohexeno por reaccio´n de Diels-Alder
y la isomerizacio´n del 2-norbonil. Adicionalmente, con los estados de transicio´n e interme-
diarios encontrados, se pudieron proponer los respectivos perfiles de reaccio´n para cada uno
de los procesos qu´ımicos ya mencionados. Los datos analizados evidencian que es posible
construir los perfiles de reaccio´n a partir del uso de los algoritmos gene´ticos.
Palabras clave: Algoritmos gene´ticos, qu´ımica computacional, 2-norbonil, perfil de reac-
cio´n, superficie de energ´ıa potencial, estados de transicio´n.
Abstract
The use of Genetic Algorithms (GAs) have been widely spread among different fields of
study. In the particular case of Computational Chemistry, GAs have been used to propose
reaction mechanisms as support to experimental studies, in which the estimation of such
mechanisms is limited due to the instability of the intermediary compounds, also known as
transition states.
In this work, GAs implemented in Kaxan software package have been used to determine the
existence of transition states and reaction intermediaries of formaldehyde synthesis, Diels-
Alder cyclohexene synthesis, and 2-Norboryl isomerization. Finally, these transitions states
and reaction intermediaries were used to propose the reaction profile for each of the men-
tioned chemical processes.Results from this research suggest that genetic algorithms can be
used as a tool to elucidate reaction profiles.
Keywords:Genetic algorithms, computational chemistry, 2-norbonyl, reaction profile, po-
tential energy surface.
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1 Introduccio´n
1.1. Reacciones objeto de estudio
Una reaccio´n es un proceso en el cual dos sustancias qu´ımicas interactu´an para convertirse
en otra sustancia o sustancias modificando su estructura y enlaces qu´ımicos, las reacciones
qu´ımicas se pueden llevar a cabo en una o mas etapas e igualmente puede estar descrita por
una o varias reacciones elementales [1].
Las reacciones objeto de estudio son tres: S´ıntesis del formaldeh´ıdo, la reaccio´n de Diels-
Alder y la isomerizacio´n del 2-norbonil
1.1.1. S´ıntesis del formaldeh´ıdo
El formaldeh´ıdo es el aldeh´ıdo ma´s simple sintetizado a partir de CO y H2, en una reaccio´n
que conlleva diferentes pasos, verificables a trave´s de la presencia de intermediarios de reac-
cio´n y estados de transicio´n. La reaccio´n general, sin pasos intermedios, esta´ representada en
la figura 1-1. Los intermedios de reaccio´n, en te´rminos energe´ticos, corresponden a mı´nimos
en la superficie de energ´ıa potencial mientras que los estados de transicio´n corresponden a los
puntos ma´ximos. En este trabajo, sera´n evaluados los puntos mı´nimos y ma´ximos a trave´s
del uso de algoritmos gene´ticos (GA).
C O + H H
H
C
O
H
Figura 1-1: S´ıntesis de formaldeh´ıdo a partir de CO y H2
1.1.2. Reaccio´n de Diels-Alder
La ma´s conocida y la mas usada de las reacciones peric´ıclicas es la reaccio´n de Diels-Alder
[2], figura 1-2, en donde se presenta la adicio´n [4+2] como es el caso de la reaccio´n entre
el butadieno y el etileno. La reaccio´n fue descubierta en 1928 y galardonada con el premio
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Nobel de qu´ımica en 1950. Debido a su importancia, se han realizado muchos estudios teo´ri-
cos que sugieren el uso de la base 6-31G* y el funcional B3LYP, ya que proveen una buena
descripcio´n de los reactivos y del estado de transicio´n[3], adema´s de la energ´ıa de reaccio´n y
de activacio´n[4].
Figura 1-2: Reaccio´n Diels-Alder
1.1.3. Isomerizacio´n del catio´n 2-norbonil
El catio´n 2-norbonil y su proceso de isomerizacio´n en su iso´mero ma´s estable, el catio´n
1,3-dimetilciclopentil, (figura 1-3) ha sido un tema de controversia debido a la cantidad de
iso´meros posibles para el catio´n de formula general C7H
+
11 . El mecanismo de isomerizacio´n
del catio´n 2-norbonil se descubrio´ en el 2015 por medio de estudios teo´ricos [5]. Es un me-
canismo reciente debido a las dificultades que propon´ıa la naturaleza de los carbocationes y
la facilidad con la que estos sistemas realizan rearreglos en su estructura.
Con estudios recientes se ha logrado evidenciar que el mecanismo ma´s corto puede llegar
a tener 9 estructuras involucradas mientras que en el mecanismo completo se encuentran 53
geometr´ıas diferentes, incluyendo intermediarios y estados de transicio´n [5].
Figura 1-3: Isomerizacio´n del catio´n 2-norbonil
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1.2. Mecanismos de reaccio´n y superficie de energ´ıa
potencial
Los mecanismos de reaccio´n son secuencias de pasos elementales que involucran reactivos,
intermediarios, estados de transicio´n y productos que describen las condiciones en las que
ocurre cada paso de la reaccio´n global [6]. Estos pasos rara vez son posibles de observar en
detalle y constituyen el camino ene´rgicamente ma´s favorable para la reaccio´n que se esta´
estudiando [7].
Los mecanismos de reaccio´n se construyen con informacio´n obtenida por medio de la cine´tica
qu´ımica en donde se determina la velocidad de reaccio´n y el orden de reaccio´n.
La superficie de energ´ıa potencial (PES) esta´ definida como una hiper-superficie en donde se
describe la variacio´n de la energ´ıa potencial en funcio´n de las coordenadas geome´tricas de un
grupo de a´tomos, corresponde al camino ene´rgicamente ma´s sencillo para pasar de reactivos
a productos.
Figura 1-4: Superficie de energ´ıa potencial para la reaccio´n de la s´ıntesis de acetonitri-
lo (RHF/6-31G). Energ´ıa relativa a los reactivos pasando por un estado de
transicio´n
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La superficie de energ´ıa potencial electro´nica para el estudio cua´ntico molecular es posible
gracias a la aproximacio´n de Born-Oppenheimer. En esta aproximacio´n se postula que la
energ´ıa electro´nica del sistema depende parame´tricamente de las coordenadas nucleares. Es
decir, cualquier cambio en la estructura molecular, corresponde a un cambio de la energ´ıa.
[7].La representacio´n gra´fica de esta dependencia es una superficie de energ´ıa potencial,
donde los puntos ma´ximos representan los estados de transicio´n y los puntos mı´nimos se
identifican como reactivos o productos, tal como se muestra en la figura 1-4.
1.3. Estados de Transicio´n
En reacciones elementales se asume que un estado de transicio´n es un conjunto de a´tomos
caracterizado por su propia energ´ıa y geometr´ıa que tienen la misma probabilidad de con-
vertirse en reactivos o productos. Estos estados de transicio´n tienen una mayor energ´ıa libre
de Gibbs comparado con los reactivos y los productos de una reaccio´n elemental[8].
Los estados de transicio´n toman relevancia puesto que son u´nicos para cada mecanismo, de
esta manera al ser identificados se puede lograr un mayor entendimiento del mecanismo que
lleva de reactivos a productos ya que curiosamente supone la “huella digital”de la reaccio´n
[9]. Al ser extremadamente inestables, son pocos los me´todos de estudio experimentales que
permiten la clara obtencio´n de los para´metros energe´ticos y geome´tricos de estas especies.
La importancia de los ca´lculos teo´ricos radican en la posibilidad de obtener estos para´me-
tros e identificarlos ya que los estados de transicio´n esta´n caracterizados por presentar una
u´nica frecuencia imaginaria al realizar los ca´lculos de optimizacio´n de geometr´ıa y ca´lculo
de frecuencias haciendo uso de programas de estructura electro´nica.
1.4. Principios fundamentales de la qu´ımica
computacional
La qu´ımica computacional es una disciplina que comprende todos los aspectos de la inves-
tigacio´n en qu´ımica que se beneficia con la aplicacio´n de las computadoras[10]. Una de las
aplicaciones ma´s importantes de la qu´ımica computacional es el estudio de los mecanismos de
reaccio´n, la prediccio´n estructural y el estudio de las propiedades moleculares de las mole´cu-
las involucradas en cada reaccio´n estudiada.
Los estudios qu´ımicos usualmente se realizan utilizando me´todos que provienen de la meca´ni-
ca cua´ntica como los me´todos semi-emp´ıricos, me´todos basados en Hartree-Fock y la teor´ıa
del funcional de la densidad (DFT) que tiene como base la ecuacio´n de Schro¨dinger inde-
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pendiente del tiempo;
HˆΨ(q) = EΨ(q) (1-1)
Esta ecuacio´n esta´ basada en el formalismo de las funciones y los operadores propios en
donde Ψ es una funcio´n propia denominada funcio´n de onda. Esta funcio´n contiene toda
la informacio´n necesaria que describe completamente el sistema de estudio y depende de la
ubicacio´n espacial de todas las part´ıculas asociadas al sistema (q). Esta funcio´n debe tener
un u´nico valor, ser continua, adema´s de ser cuadrado integrable. Esto supone que la integral
de la funcio´n al cuadrado debe tener un valor finito al estar normalizado. La funcio´n de onda
Ψ no puede proporcionar la informacio´n concreta sobre la posicio´n de la part´ıcula. Esta
limitacio´n fue resuelta por Max Born al relacionar la funcio´n de onda elevada al cuadrado
con la densidad de probabilidad, es decir, la probabilidad de que la part´ıcula estudiada se
encuentre en una regio´n determinada del espacio.
Los operadores son en te´rminos generales, reglas que permiten transformar una funcio´n
en otra y a la vez retornan un valor. En la meca´nica cua´ntica existen operadores que tienen
la particularidad de no transformar la funcio´n una vez actu´an sobre ella. Estos operadores
son denominados operadores propios de una funcio´n espec´ıfica y permiten obtener valores
de propiedades observables; sus medidas son los valores propios de las funciones que se com-
portan bien. Por ejemplo en la ecuacio´n 1-1 el te´rmino E representa la energ´ıa del sistema
y el te´rmino Hˆ representa a un operador que es conocido como operador Hamiltoniano y se
obtiene al adicionar las contribuciones de los operadores de energ´ıa cine´tica y potencial. Al
describir un sistema de n electrones (e) y N nu´cleos (Z) independiente del tiempo, expresado
en unidades ato´micas el operador Hamiltoniado esta´ dado por:
Hˆ = − 1
2m
N∑
I=1
∇2 − 1
2
n∑
i=1
∇2 −
n∑
i=1
N∑
I=1
ZIe
2
rIi
+
N∑
I=1
N∑
J>I
ZIZJ
rIJ
+
n∑
i=1
n∑
j>i
1
rij
(1-2)
El primer te´rmino de la ecuacio´n describe la energ´ıa cine´tica producida por el movimiento
de los nu´cleos, el segundo te´rmino describe la energ´ıa cine´tica que se produce por el movi-
miento de los electrones, el tercer te´rmino representa la energ´ıa potencial de atraccio´n que
se produce por la interaccio´n entre los electrones y los nu´cleos, el cuarto corresponde a la
energ´ıa de potencial que se produce por la repulsio´n entre los nu´cleos, y el ultimo te´rmino a
la energ´ıa potencial por la repulsio´n entre los electrones del sistema.
Aunque la teor´ıa que impulso´ a la construccio´n de la ecuacio´n de Schro¨dinger es ampliamen-
te aceptada y adoptada en la meca´nica cua´ntica y en la qu´ımica cua´ntica, anal´ıticamente
solo ha sido posible su resolucio´n para el a´tomo de hidro´geno. Para sistemas con ma´s de
un nu´cleo y un electro´n presenta dificultades de resolucio´n. Como solucio´n a este limitante
surgio´ la aproximacio´n de Born-Oppenheimer [7].
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La aproximacio´n de Born-Oppenheimer establece que los nu´cleos de un sistema, al ser con-
siderablemente ma´s pesados que los electrones (al menos 1800 veces), poseen una energ´ıa
cine´tica con respecto al movimiento de los electrones aparentemente nula. Dicho de otra
forma, es como si los nu´cleos se encontraran fijos en el espacio. Esta percepcio´n permite
inferir que el primer te´rmino de la (ecuacio´n 1-2) correspondiente a la energ´ıa cine´tica del
movimiento de los nu´cleos sea 0 y cuarto te´rmino del operador Hamiltoniano (ecuacio´n 1-2),
correspondiente a la energ´ıa potencial nuclear, se aproxime a un valor constante que depende
parame´tricamente de la posicio´n de los nu´cleos en el espacio. El operador Hamiltoniano que
se obtiene al incluir la aproximacio´n de Born-Oppenheimer se muestra en la ecuacio´n 1-3.
[10]
Hˆ = −1
2
n∑
i=1
∇2 −
n∑
i=1
N∑
I=1
ZIe
2
rIi
+
N∑
I=1
N∑
J>I
ZIZJ
rIJ
+
n∑
i=1
n∑
j>i
1
rij
(1-3)
Como consecuencia, la energ´ıa que se obtiene utilizando la aproximacio´n de Born-Oppenheimer,
depende de la geometr´ıa molecular que se escoja al momento del ca´lculo. La geometr´ıa que
corresponda a la menor energ´ıa es la que se considera como o´ptima y se puede calcular a
trave´s de ca´lculos de optimizacio´n de geometr´ıa.
El me´todo de Hartree-Fock o me´todo de campo autoconsistente (SCF, por sus siglas en
ingles), es un me´todo propuesto que utiliza esp´ın-orbitales antisimetrizados y modifica un
determinante de Slater de la ecuacio´n de Schro¨dinger. Esta aproximacio´n limita la interac-
cio´n entre dos electrones descrito en el cuarto te´rmino del operador Hamiltoniano (ecuacio´n
1-3) a la interaccio´n de un electro´n con un campo energe´tico promedio producido por la
interaccio´n con los dema´s electrones del sistema. Esta aproximacio´n propone un nuevo ope-
rador, el operador de Fock Fˆ que cumple las mismas reglas del operador Hamiltoniano pero
con la diferencia de que solo tiene en cuenta las coordenadas de un electro´n. El me´todo
Hartree-Fock al ser un me´todo aproximado, realiza la solucio´n a la ecuacio´n por medio de
aproximaciones sucesivas a la solucio´n buscando un para´metro de convergencia predefinido
[10].
1.4.1. Funciones Base
En el me´todo de HF se minimiza la funcio´n de prueba φi con respecto a la energ´ıa ε de
acuerdo a la siguiente ecuacio´n:
Fˆ (1)φi(1) = εiφi(1) (1-4)
El te´rmino Fˆ corresponde al operador Fock que en casos de capa cerrada, es decir, sistemas
que tienen el mismo nu´mero de electrones con spin α y β, sustituye al operador Hamiltoniano
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y esta´ definido como:
Fˆ (1) = h(1) +
N/2∑
j=1
[2Jj(1)−Kj(1)] (1-5)
El te´rmino h contenido en el operador Fock describe la energ´ıa cine´tica del electro´n (1) y la
energ´ıa potencial de la interaccio´n entre el electro´n (1) y los nu´cleos:
h = −1
2
∇21 −
∑
I
ZI
r1I
(1-6)
Los te´rminos restantes son el operador de Coulomb Jj que define la energ´ıa potencial de
interaccio´n entre el electro´n 1 y una nube de electrones con densidad electro´nica definida
[7] y el operador de intercambio Kj que no tiene interpretacio´n f´ısica, pero proviene de
considerar que la funcio´n de onda debe ser antisime´trica con respecto al intercambio de
electrones. Es decir, al intercambiar la posicio´n de los electrones con coordenadas espaciales
y de spin X 1, X 2 presentes en un sistema descrito por una funcio´n de onda Ψ. Esta debe
cambiar (ecuacio´n 1-7), demostrando que los electrones son part´ıculas u´nicas e identificables
en el sistema [11].
Ψ(X1,X2) = −Ψ(X2,X1) (1-7)
Al existir la posibilidad de calcular la energ´ıa de un orbital, se supondr´ıa que la suma de las
energ´ıas individuales de cada orbital de electrones se tomar´ıa como la energ´ıa del sistema.
Esta suposicio´n no es del todo correcta, debido a que el ca´lculo de la energ´ıa del orbital del
electro´n esta´ resuelto de forma iterativa y ser´ıa la sumatoria de valores aproximados llevando
a la sumatoria de errores derivados de la aproximacio´n [10]. Este inconveniente fue resuelto
en 1951 por Roothaan proponiendo expandir los orbitales φi como una combinacio´n lineal
de un conjunto de funciones base X s
φi =
b∑
s=1
CsiXs (1-8)
Aunque esta propuesta solucionaba el problema de la inexactitud al calcular los orbitales
moleculares, se requiere de un nu´mero infinito de funciones base formando un conjunto com-
pleto (Xs) que describa de forma exacta el orbital molecular. Esta exigencia de un nu´mero
infinito de funciones base en la pra´ctica es imposible porque se utiliza un nu´mero finito de
ellas, aunque es igualmente aceptable puesto que si b es un nu´mero suficientemente grande
y las funciones Xs describen correctamente el sistema, el error obtenido al calcular el orbital
molecular es insignificante para propiedades de largo alcance [7].
Las funciones base son el punto de partida para obtener una representacio´n de los orbi-
tales de un sistema qu´ımico (a´tomos y mole´culas). Los me´todos HF (Hartree-Fock), DFT
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(teor´ıa del funcional de la densidad) y me´todos semiemp´ıricos utilizan funciones de base.
Existen diferentes tipos de funciones base que permiten una adecuada descripcio´n de los
orbitales ato´micos, entre las ma´s habituales esta´n: las tipo Slater (STO), las tipo gaussiana
(GTO) [7]. Las STO son un tipo de funcio´n exponencial que depende de la distancia entre
el nu´cleo y un electro´n. No presentan nodos radiales si no que son incorporados por medio
de combinaciones lineales de varias funciones. Estas funciones aseguran una ra´pida conver-
gencia a pesar del aumento de funciones necesarias. Su uso se reduce a sistemas ato´micos o
diato´micos ofreciendo una alta precisio´n y en me´todos semiemp´ıricos donde no sea necesario
calcular integrales tri y tetrace´ntricas. Por otro lado, las funciones GTO se pueden describir
por medio de coordenadas esfe´ricas o cartesianas[10]. Esto ofrece la ventaja de usar compo-
nentes esfe´ricos para el ca´lculo reduciendo sustancialmente la dependencia lineal propia de
las funciones de base grandes. La dependencia lineal se refiere a la condicio´n que presentan
las combinaciones lineales muy largas, en la que los coeficientes C pueden llegar a ser muy
cercanos a cero, lo que har´ıa que el correspondiente determinante de la matriz de coeficientes
sea indeterminado. Si el determinante es indeterminado, la matriz no se puede invertir, es
decir, no habr´ıa solucio´n para el sistema de ecuaciones siguiendo el esquema SCF. La ventaja
de usar funciones Gaussianas con respecto al uso de funciones tipo Slater es que el ca´lcu-
lo de integrales se puede hacer anal´ıticamente, gracias al teorema del producto Gaussiano,
en lugar de usar integracio´n nume´rica, como se realiza con los orbitales tipo STO [12]. Es-
to naturalmente reduce considerablemente el tiempo de ca´lculo y la formulacio´n matema´tica.
En lugar de usar funciones Gaussianas individuales para representar orbitales ato´micos, se
utilizan combinaciones lineales de funciones Gaussianas, de la forma;
Xr =
∑
u
durgu (1-9)
donde la Gaussiana contra´ıda, Xr, esta´ construida a partir de gu funciones Gaussianas nor-
malizadas, conocidas como funciones primitivas, las cuales se diferencian en su exponente, y
dur coeficientes de combinacio´n, los cuales son optimizados manteniendo constante el expo-
nente. El uso de Gaussianas contra´ıdas posee la ventaja que al tener una menor cantidad de
coeficientes variacionales a calcular, se puede ahorrar una cantidad considerable de tiempo
de ca´lculo, sin sacrificar exactitud [12].
Podemos encontrar conjuntos de funciones base que funcionan como punto de partida al
momento de realizar una descripcio´n de un sistema en particular. Por ejemplo, las bases
mı´nimas son conjuntos de bases que contienen una funcio´n tipo STO por cada orbital ato´mi-
co de capa interna y capa de valencia de cada a´tomo. Sin embargo, al incluir u´nicamente
las funciones necesarias para describir a´tomos neutros se presentan limitaciones en cuanto
a la precisio´n que ofrecen con respecto al nu´mero de electrones, especialmente en sistemas
ionizados. Para aumentar la precisio´n es necesario aumentar el taman˜o de dichas bases, como
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por ejemplo las funciones de base doble-zeta (DZ), o cuando se trata de a´tomos con ma´s
electrones, se duplica el nu´mero de orbitales STO en la capa de valencia y se dejan sin modi-
ficar los orbitales internos (core), estas u´ltimas se conocen como funciones base de valencia
dividida [7, 10].
1.4.2. Teor´ıa del funcional de la densidad
La teor´ıa del funcional de la densidad (DFT) es una teor´ıa que se propuso en la bu´squeda
de un mejor me´todo que minimizara el costo computacional sin sacrificar en gran medi-
da una correcta descripcio´n del sistema. Fue desarrollado en 1964 por Hohenberg y Kohn
al comprobar que la densidad electro´nica (ρ0(x, y, z)) determina la funcio´n de onda y las
dema´s propiedades electro´nicas en el estado basal. Es decir, la energ´ıa electro´nica del estado
fundamental E0 es un funcional de ρ0 y se puede escribir como E0 = E0[ρ0], donde los cor-
chetes denotan la relacio´n funcional. De esta forma el me´todo DFT pretende calcular la E0
y otras propiedades moleculares del estado fundamental a partir de la densidad electro´nica
del estado fundamental ρ0.
Debido a la relacio´n de funcionalidad entre la energ´ıa electro´nica y la densidad electro´nica se
puede expresar cada te´rmino del operador Hamiltoniano que representa una propiedad mo-
lecular (energ´ıa cine´tica, energ´ıa de atraccio´n electro´n-nu´cleo y repulsio´n electro´n-electro´n)
determinada por una funcio´n de onda electro´nica en estado basal E = Tˆ + VˆNe + Vˆee, en
te´rminos de densidad electro´nica del estado fundamental ρ0. Por tanto, cada te´rmino se
convierte en un funcional de ρ0 de la siguiente manera:
E0 = Ev[ρ0] = Tˆ [ρ0] + VˆNe[ρ0] + Vˆee[ρ0] (1-10)
Donde Ev corresponde a la energ´ıa que depende del potencial externo y los dema´s te´rmi-
nos son las propiedades promedio calculadas a partir de la densidad electro´nica. Aunque en
principio, se puede conseguir calcular E0 sin necesidad de calcular la funcio´n de onda, no es
posible calcular E0 a partir u´nicamente de ρ0 conociendo el funcional E[ρ]. Este problema fue
resuelto por Khon y Sham (KS) que propusieron un me´todo pra´ctico para hallar la densidad
ρ y por consiguiente calcular E0 sin la necesidad de conocer el funcional [10].
Khon y Sham consideran la posibilidad de tener un sistema de referencia (S) y de n elec-
trones que no interactu´an entre s´ı, los cuales experimentan un potencial externo tal que la
densidad es igual a la densidad electro´nica del sistema que se pretende estudiar.
ρs = ρ0 (1-11)
Como el sistema de referencia se compone de part´ıculas que no interactu´an entre s´ı, se puede
separar su efecto y obtener una funcio´n de onda de referencia y el potencial externo, per-
mitiendo el ca´lculo de las propiedades moleculares en estado fundamental teniendo ρ0 sin
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necesidad de obtener la funcio´n de onda molecular.
El desarrollo de la teor´ıa de funcional de la densidad (DFT) ha permitido obtener resultados
ma´s aproximados con un costo computacional menor gracias a varias aproximaciones ex-
puestas posteriormente como la aproximacio´n de densidad local (LDA) y la aproximacio´n de
densidad de esp´ın local (LDAS). La LDA parte de la consideracio´n de un gas de electrones
que interactu´an en un volumen infinito electro´nicamente neutro donde la carga positiva esta´
distribuida de forma continua y uniforme, de esta forma integrando una aproximacio´n de
intercambio y correlacio´n. La aproximacio´n LDAS incluye, en adicio´n a la anterior, el uso
de diferentes orbitales para cada electro´n con esp´ın opuesto, aumentando la calidad de los
resultados en los ca´lculos de propiedades de mole´culas de capa abierta y geometr´ıas molecu-
lares pro´ximas a la disociacio´n [7, 13, 14].
Un funcional h´ıbrido es aquel que contiene un funcional de intercambio y un funcional de
correlacio´n. Entre los funcionales ma´s usados se encuentran los funcionales h´ıbridos BLYP,
B3LYP y M062X, tienen relevancia debido al grado de correlacio´n que ofrecen. BLYP es el
funcional base que permite realizar ca´lculos con un buen grado de correlacio´n y un bajo costo
computacional. El funcional B3LYP es tal vez el funcional ma´s usado y el ma´s recomendado,
debido a que es una variante mejorada del funcional BLYP que integra ma´s funcionales de
correlacio´n y de intercambio [15] donde la densidad electro´nica se va corrigiendo en forma
de gradiente a medida que cambia la posicio´n[13]. El funcional M062X es utilizado en gran
medida por ser especializado en ca´lculos de termodina´mica adema´s de ser un buen funcional
para ca´lculos de estados excitados, elementos de transicio´n y estados de transicio´n [16].
1.5. Algoritmos gene´ticos y su uso
Los algoritmos gene´ticos (AG) son me´todos adaptativos para la resolucio´n de diversos pro-
blemas basados en la teor´ıa de evolucio´n de Darwin en la que a trave´s de las generaciones la
gene´tica se va a ajustando en su mejor versio´n debido a que solo sobreviven los ma´s aptos o
los ma´s fuertes. Tambie´n es llamado me´todo de seleccio´n natural. Es gracias a la imitacio´n
de dicho proceso que los me´todos basados en algoritmos gene´ticos pueden brindar soluciones
ma´s ajustadas al mundo real y dichas soluciones van mejorando a medida que avanzan las
generaciones del algoritmo siendo susceptibles a las variables iniciales propuestas.
Los principios ba´sicos de los algoritmos gene´ticos fueron propuestos por Holland en 1975
[17] usando como analog´ıa el comportamiento de las especies en la evolucio´n,en donde los
individuos compiten por alimento, agua y territorio e incluso compiten entre s´ı por una
pareja reproductiva. De esta forma los individuos que logren adaptarse a estas condiciones
y consigan una pareja tendra´n muchos individuos de descendencia mientras que los menos
adaptados tienen bajas probabilidades de generar descendencia. En ciertos casos dos indi-
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viduos con muy buenas caracter´ısticas pueden producir “superindividuos”los cuales tienen
una adaptacio´n mucho mayor a sus antecesores y son catalogados como un salto evolutivo.
En un algoritmo gene´tico los individuos de la analog´ıa representan cada una de las posibles
soluciones propuestas a un problema en concreto. Los individuos de la primera generacio´n
son evaluados a partir de las condiciones iniciales y se les asigna un valor que esta´ relacionado
con la viabilidad ante el problema evaluado. Es decir, entre ma´s adaptado este el individuo al
problema asignado mayor probabilidad tiene de reproducirse con otro individuo selecciona-
do bajo el mismo me´todo y as´ı, generando nuevos individuos que compartira´n cualidades de
sus padres. En contrapartida los individuos que obtengan bajos valores de adaptacio´n sera´n
menos probables para reproducirse o cruzarse evitando as´ı que su informacio´n se propague
a nuevas generaciones como se muestra en la figura 1-5[18].
Figura 1-5: Representacio´n del algoritmo de cruce implementado en kaxan
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De esta forma se obtiene una nueva generacio´n que reemplaza a la anterior con nuevas ca-
racter´ısticas a evaluar y con mejoras significativas a la generacio´n anterior y permitiendo
la propagacio´n de mejores caracter´ısticas para que eventualmente se logre un individuo que
represente la solucio´n o´ptima al problema planteado[18].
El poder de los algoritmos gene´ticos proviene del hecho de ser un me´todo robusto que
se puede adaptar a diversos campos con evidencia emp´ırica de un buen desempen˜o en la
solucio´n de problemas y en un tiempo menor comparado con otros me´todos de optimizacio´n
aleatoria. En el caso de las a´reas donde existen me´todos de resolucio´n especializados pueden
ser mejorados cuando se combinan con algoritmos gene´ticos[18]. Los usos de los algoritmos
gene´ticos se ven en campos como el disen˜o automatizado[19], inteligencia artificial, sistemas
anti-terrorismo[20], procesamiento de ima´genes[21], criptograf´ıa[22], inteligencia artificial en
videojuegos[23]. En el campo de la Qu´ımica se ha utilizado en el estudio de mecanismos de
reaccio´n[24], similitud molecular[25] y prediccio´n estructural[26], exploracio´n de superficies
de energ´ıa potencial en bu´squeda de mı´nimos globales con el programa Kaxan [27].
1.6. Programa Kaxan
1.6.1. Estructura y funcionamiento
El programa Kaxan es un programa que busca mı´nimos globales por medio del empleo de
algoritmos gene´ticos creado por Diego Moreno para su tesis doctoral en el an˜o 2016 [27].
Este programa acopla varias estrategias de entrecruzamiento y decisio´n como una estrategia
de encontrar el mı´nimo global ma´s eficientemente.
El algoritmo central de Kaxan cumple tres funciones: generacio´n y evaluacio´n de individuos
aleatorios, operadores gene´ticos y evolucio´n de nuevas generaciones.
Generacio´n y evaluacio´n de individuos aleatorios
La construccio´n de los individuos de la primera generacio´n se realiza de manera aleatoria si-
guiendo algunos para´metros que son definidos en el archivo de entrada como son: El taman˜o
de la poblacio´n, numero de generaciones y la formula condensada del compuesto. La eva-
luacio´n de las estructuras generadas se realiza por medio de una optimizacio´n de geometr´ıa
por lo que tambie´n es necesario incluir en el archivo de entrada el programa de estructura
electro´nica y el nivel de teor´ıa. Con estos para´metros el algoritmo se encarga de generar la
poblacio´n inicial en 2D (planas) y 3D (esfe´ricas y geometr´ıas aleatorias o espaciales) teniendo
en cuenta otras consideraciones como el radio ato´mico para determinar la distancia mı´nima
de enlace entre dos a´tomos y no pueden existir a´tomos o fragmentos aislados.
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Cuando todos los individuos son generados y cumplen con las consideraciones de distancia y
no aislamiento se procede a realizar una evaluacio´n individual de cada geometr´ıa por medio
de una optimizacio´n de geometr´ıa en el programa de estructura electro´nica elegido, que
en este caso ha sido Gaussian09, y con el nivel de teor´ıa de eleccio´n DFT (BLYP, B3LYP,
M062X). De estos ca´lculos de optimizacio´n se toma el valor total de la energ´ıa y la geometr´ıa
optimizada de cada individuo (geometr´ıa candidata).
Operadores Gene´ticos
Los operadores gene´ticos son los encargados de tomar la informacio´n obtenida en la etapa
uno y evaluarla bajo los argumentos de los algoritmos gene´ticos (Supervivencia y reproduc-
cio´n del ma´s apto).
El operador aptitud es el encargado de evaluar y asignar un valor de aptitud a cada individuo
de la poblacio´n de acuerdo a su valor de energ´ıa electro´nica que va en concordancia con su
estructura, en este caso, la bu´squeda de un mı´nimo global lleva a que el operador aptitud
asigne valores mayores a individuos con los valores ma´s bajos de energ´ıa en contrapartida
con los valores ma´s altos, siempre asegurando que todos tendra´n una oportunidad al menos
remota de ser seleccionados para el cruce.
Para la seleccio´n se emplea el operador ruleta, este operador asigna una probabilidad de
ser elegido de acuerdo a su valor de aptitud asignado bajo la misma premisa del operador
aptitud, el individuo ma´s apto tendra´ una mayor probabilidad de ser elegido mientras que
para el menos apto sera´ menos probable ser elegido al momento de ser cruzados.
El operador de cruce es el encargado de definir como se mezclara´ cada pareja de individuos
con el fin de construir una nueva generacio´n. Este operador utiliza metodolog´ıas de corte
para obtener fragmentos de los individuos “padres”que al unir constituyan al individuo “hi-
jo”tratando de aproximarse a los para´metros propuestos por el usuario inicialmente.
El operador de mutacio´n actu´a sobre la nueva generacio´n obtenida durante el cruce. Su
funcio´n es elegir aleatoriamente un porcentaje de la poblacio´n definido en los para´metros de
control del programa y realizar una serie de mutaciones en las que puede intercambiar dos
a´tomos al azar de posicio´n o trasladar a un a´tomo desde su posicio´n a otra aleatoria en el
espacio, evitando que los a´tomos se desconecten o colapsen por su cercan´ıa. Los efectos de
este operador son completamente aleatorios en cada generacio´n.
Generacio´n
Esta u´ltima etapa recibe la poblacio´n generada por los operadores gene´ticos y son evaluadas
optimizando la estructura siendo este el paso que toma ma´s tiempo del ca´lculo y depende
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del nivel de teor´ıa aplicado. Con la informacio´n recolectada de las optimizaciones, se encarga
de eliminar las estructuras ide´nticas y env´ıa los datos restantes a los operadores gene´ticos
que realizara´n una nueva poblacio´n hasta que se cumpla el ma´ximo de generaciones. En esta
etapa se ejecuta un algoritmo denominado elitismo que se encarga de seleccionar los mejores
candidatos y los separa para que sean puestos directamente en la poblacio´n siguiente sin ser
modificados a fin de ser evaluados con las posteriores generaciones.
1.6.2. Para´metros y variables
Kaxan cuenta con varios me´todos y variables que esta´n parametrizadas pero pueden ser
modificadas por el usuario dependiendo de las necesidades propias de ca´lculo, los para´metros
esta´n divididos en tres bloques; control, potencial y especies ato´micas:
Control
Title: Describe el t´ıtulo del trabajo a realizar, definido por el usuario y de e´l depende
el nombre que recibira´n las carpetas y los archivos de ca´lculo creados por el programa.
Method: Tipo de me´todo a utilizar, el me´todo de optimizacio´n por gradiente es llamado
“gega”
Total_population: Con esta variable se determina el taman˜o de la poblacio´n total de
individuos por generacio´n.
ngen: Nu´mero de generaciones a realizar.
mutation_percent: Porcentaje de individuos que se elegira´n para ser mutados por
cada generacio´n. Entre ma´s alto, ma´s candidatos sera´n elegidos para mutar. Se puede
utilizar un rango entre 0 % y 100 %
elitism_percent: Determina la cantidad de individuos por generacio´n que sera´n ele-
gidos como mejores candidatos, tiene un rango comprendido entre 0 % y 100 %. Entre
mayor sea el porcentaje utilizado, mayor la cantidad de individuos que sera´n selec-
cionados como “elites”teniendo un menor grado de selectividad entre generacio´n y
generacio´n.
omp_threads:Esta variable permite al usuario la posibilidad de hacer ca´lculos de forma
paralela via OMP (Open Multi-Processing). Es decir, una tarea muy grande se distri-
buye en “hilos”que se resuelven de forma paralela y sus resultados son recolectados
posteriormente. El valor por omisio´n es 1 (un solo hilo).
mpi_proc: Es un complemento del trabajo en paralelo, nos permite en el caso de los
cluster definir la cantidad de nodos (servidores) que se pueden utilizar para realizar una
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tarea en paralelo. A diferencia del OMP, MPI divide una tarea grande entre diferentes
nodos disponibles en un cluster.
Potencial
code: Especifica el programa de estructura electro´nica en el que se realizara´n los ca´lcu-
los. Entre las opciones que se pueden utilizar esta GAMESS, Gaussian, Firefly, Terachem,
LennardJones.
charge: Especifica la carga de la especie qu´ımica de estudio.
multiplicity: Multiplicidad del sistema.
max_scf: Determina la cantidad ma´xima de iteraciones de convergencia para el me´todo
SCF (Self consistent field). Valor por omisio´n 200
max_step:Determina los pasos ma´ximos de ca´lculo para cumplir los para´metros de
convergencia energe´tica para la optimizacio´n local de los individuos generados. El valor
establecido por oimisio´n es 200.
electronicbasis: La base electro´nica de ca´lculo que sera utilizada por el programa
de estructura electro´nica.
correlation: La correlacio´n especifica el me´todo de correlacio´n que se utilizara´ en los
ca´lculos de estructura electro´nica. Se puede elegir entre HF (valor por defecto) y DFT,
en el caso de utilizar DFT en este campo se debe colocar el funcional que se pretenda
utilizar en el ca´lculo.
geometry_opt: Permite al usuario suspender la optimizacio´n de geometr´ıa a fin de
realizar ca´lculos exploratorios ra´pidos en los que no se realiza la optimizacio´n local de
geometr´ıa (paso que toma ma´s tiempo en la implementacio´n del algoritmo gene´tico).
Suspender esta opcio´n hara´ necesario ma´s generaciones para obtener un resultado
aproximado.
gauproc: Opcio´n u´nicamente va´lida para ca´lculos en gaussian, permite elegir la canti-
dad de procesadores que usara´ gaussian para realizarlo.
gaumem: Al igual que la opcio´n anterior es va´lida u´nicamente para gaussian y determina
la cantidad de memoria que estara´ disponible para realizar el ca´lculo.
frequency: Esta variable habilita el ca´lculo de frecuencias permitiendo separar los
mı´nimos de los ma´ximos. Existen opciones auxiliares que permiten integrar opciones
de otros programas de estructura electro´nica diferentes a gaussian. Estas opciones se
incluyen en la variable auxcommand1, auxcommand2.
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Especies ato´micas
En esta seccio´n se deben colocar el s´ımbolo ato´mico del elemento que se desea ingresar y la
cantidad de a´tomos de dicho elemento.
Un ejemplo que ilustra el uso de todas las variables descritas puede encontrarse en seccio´n
3.1
2 Objetivos
2.1. Objetivo General
Evaluar el uso de algoritmos gene´ticos en la bu´squeda de estados de transicio´n e intermedia-
rios en diversas reacciones.
2.2. Objetivos Espec´ıficos
Explorar el co´digo fuente del programa Kaxan para la generacio´n de perfiles de reaccio´n
de diversas mole´culas identificando su estructura y funcionamiento.
Determinar los para´metros de configuracio´n ideales para el ca´lculo de los sistemas de
estudio.
Analizar los resultados teniendo en cuenta la viabilidad de los candidatos obtenidos a
ser incluidos como estados de transicio´n o intermediarios de reaccio´n.
Construir perfiles de reaccio´n a partir de los resultados obtenidos y contrastar con
perfiles encontrados en investigaciones anteriores.
3 Metodolog´ıa
En este cap´ıtulo se describe la metodolog´ıa utilizada en el presente estudio. Para el desarrollo
de este trabajo se tuvieron en cuenta las reacciones de la s´ıntesis de formaldeh´ıdo, la reaccio´n
Diels-Alder para la s´ıntesis de ciclohexeno y la isomerizacio´n del compuesto 2-norbonil. La
metodolog´ıa de este estudio esta´ dividida en dos componentes detallados ma´s adelante:
exploracio´n del programa Kaxan que implementa los algoritmos gene´ticos y el ana´lisis de
datos obtenidos junto con la construccio´n de perfiles de reaccio´n.
3.1. Exploracio´n del programa Kaxan
Para conocer el funcionamiento de Kaxan es necesario explorar el co´digo del programa e
identificar las variables que pueden ser modificadas por el usuario. Con el fin de implementar
el programa en la bu´squeda de estados de transicio´n, es necesario realizar las modificaciones
respectivas en el co´digo para que permita aislar individuos de baja probabilidad por su valor
energe´tico y que sin estas modificaciones ser´ıan considerados individuos no aptos.
Algoritmo gene´tico
La base central de Kaxan es su algoritmo gene´tico, compuesto por varios operadores gene´ticos
que cumplen una funcio´n espec´ıfica y esta´n regidos por las reglas estipuladas por el usuario
a trave´s del archivo de entrada. El algoritmo gene´tico de Kaxan utiliza una estrategia que
esta´ basada en tres operadores principales descritos en la seccio´n 1.6.1:
Seleccio´n
Cruce
Mutacio´n
Estos operadores esta´n acoplados de forma que toman la informacio´n de la evaluacio´n rea-
lizada a las estructuras aleatorias y la utilizan para formar nuevas generaciones cruzando
los individuos o muta´ndolos aleatoriamente. Estos operadores funcionan de acuerdo con la
secuencia lo´gica que se muestra en la figura 3-1
El operador seleccio´n es el encargado de resolver el nivel de aptitud de cada individuo y
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Figura 3-1: Diagrama de flujo del funcionamiento del algoritmo gene´tico implementado en
Kaxan descrito en la seccio´n 1.6
asegura la supervivencia de los ma´s aptos. El operador cruce es el encargado de reproducir a
los individuos ma´s aptos. Este operador crea a los hijos a partir de fragmentos de sus padres
siguiendo una serie de para´metros que garantizan una mejora en la poblacio´n con el pasar
de las generaciones. El operador mutacio´n se encarga de realizar una serie de cambios en
algunos individuos de la poblacio´n, estos cambios esta´n relacionados con cambios de posicio´n
de a´tomos y longitudes de enlace.
Variables
Las variables de Kaxan esta´n definidas por palabras clave que permiten modificar los para´me-
tros de ca´lculo y el nivel de rigurosidad que se aplica durante la seleccio´n de individuos en
el uso de los algoritmos gene´ticos.
El archivo de entrada es una secuencia de variables descritas en la seccio´n 1.6.2, cada bloque
de para´metros esta´ separado por una barra inclinada, el caso de los comandos auxiliares se
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escribir´ıan as´ı: auxcommand1 = ’%mem = 12gb’ para definir propiedades de ca´lculo que no
esta´ presente en las variables por omisio´n. El archivo de entrada posee la siguiente estructura:
&control
title = ’COH2’
method = ’gega’
total_population = 12
ngen = 25
mutation_percent = 10
elitism_percent = 10
omp_threads = 1
mpi_proc = 1
/
&potential
code = ’gaussian’
charge = 0
multiplicity = 1
max_scf = 200
max_step = 200
electronicbasis = ’6-31+G’
correlation = ’B3LYP’
geometry_opt = ’yes’
gauproc = 6
gaumem = ’12Gb’
frequency = ’yes’
replace_calc = .false.
/
ATOMIC_SPECIES
C 1
O 1
H 2
END
Para modificar las variables del archivo de entrada se debe tener en cuenta que algunas
son alfanume´ricas y otras son nume´ricas, para el caso de las variables alfanume´ricas deben
ir escritas en medio de comillas simples, para el caso de las variables nume´ricas basta con
escribir el nu´mero que sea necesario segu´n el caso.
Las condiciones iniciales del estudio son: 12 individuos para la mole´cula CH2O en la va-
riable (total_population), se modifico´ el nu´mero de generaciones (ngen) por ca´lculo desde
3 para sistemas pequen˜os y desde 20 para sistemas grandes, llegando hasta 25 generaciones
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para ambos casos, se utilizo´ como funcio´n de base 6-31+G (electronicbasis), el programa
de estructura electro´nica usado es Gaussian09 (Code) y se utilizaron 3 funcionales dife-
rentes (correlation) seleccionados teniendo en cuenta lo mencionado en la descripcio´n de
funcionales (BLYP, B3LYP, M062X).
Funcionamiento de Kaxan
El me´todo de bu´squeda de Kaxan esta descrito en la figura 3-2, comienza con la generacio´n
de cu´mulos de a´tomos repartidos espacialmente de forma planar, esfe´rica y con geometr´ıas
aleatorias. Con las geometr´ıas generadas se crean los archivos de entrada usados por el pro-
grama de estructura electro´nica (Gaussian) para optimizar y calcular la energ´ıa. Al finalizar
se toma los datos de las coordenadas espaciales y la energ´ıa de la u´ltima geometr´ıa calculada.
Estos datos obtenidos corresponden a cada candidato sin diferenciar que el ca´lculo llegue a
cumplir los para´metros de convergencia o no.
Figura 3-2: Diagrama de funcionamiento Kaxan
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Con la informacio´n obtenida, Kaxan ejecuta los operadores gene´ticos y elige a las geometr´ıas
ma´s aptas. Estas geometr´ıas son reportadas en un archivo de salida por cada generacio´n.
Kaxan repite el proceso de los operadores gene´ticos hasta completar la cantidad de genera-
ciones definidas por el usuario.
3.2. Exploracio´n del perfil de reaccio´n
Inicialmente se realizaron pruebas con el compuesto C6H8 (Figura 3-3) y CH2O (Figura
3-4) para comprobar que el programa funcionara correctamente en el equipo que fue ins-
talado. Posteriormente, se realizo´ una serie de ca´lculos variando los para´metros planteados
previamente. Los resultados obtenidos de las geometrias propuestas por Kaxan y optimizadas
en Gaussian se compararon teniendo en cuenta la energ´ıa y similitud de la estructura de
cada mole´cula con respecto al mecanismo de reaccio´n de referencia. Los datos de ca´lculo
ma´s aproximados a los resultados esperados determinara´n los para´metros a utilizar en los
ca´lculos posteriores.
Figura 3-3: Geometr´ıas para el cumulo de a´tomos correspondientes a la formula condensa-
da C6H8. (1) Corresponde al primer individuo generado y (2) corresponde al
resultado final del ca´lculo
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Figura 3-4: Representacio´n de la geometr´ıa del compuesto CH2O. (1) Representa el cumulo
de a´tomos que representan la formula condensada y (2) representa la geometr´ıa
obtenida como resultado del ca´lculo de optimizacio´n por medio del programa
Kaxan
Finalmente con los para´metros elegidos se realizaron los ca´lculos en Kaxan para la s´ıntesis
del formaldeh´ıdo, reaccio´n de Diels-Alder y la isomerizacio´n del 2-Norbonil.
Una vez el programa Kaxan termina de clasificar las geometr´ıas aptas optimizadas por
Gaussian, el investigador las clasifica teniendo en cuenta el valor de la energ´ıa y la geo-
metr´ıa obtenida de manera visual, los datos energe´ticos son comparados con informacio´n
reportada en otros estudios teo´ricos de exploracio´n de superficie de energ´ıa potencial de la
s´ıntesis de formaldeh´ıdo [13, 28], reaccio´n de Diels-Alder [29] y la isomerizacio´n del catio´n
2-norbonil [5].
4 Resultados y Discusio´n
En este cap´ıtulo se presentan los resultados obtenidos luego de la exploracio´n del programa,
ejecucio´n de los algoritmos gene´ticos en cada caso, y optimizacio´n de geometr´ıas propuestas
por el programa Kaxan a cada mecanismo de reaccio´n estudiado. Posteriormente se presentan
el ana´lisis de los datos de energ´ıa potencial y la construccio´n de perfiles de reaccio´n. En todos
los casos, los resultados obtenidos se comparan con datos de estudios teo´ricos disponibles en
la literatura.
En la primera parte del cap´ıtulo de resultados se evidenciara´ la estructura y funcionamiento
del programa Kaxan, la ejecucio´n de los algoritmos gene´ticos y la eleccio´n de las variables
del programa. En la segunda parte se muestran los resultados de los ca´lculos obtenidos y por
u´ltimo se muestran los perfiles de reaccio´n a partir de los resultados obtenidos.
4.1. Para´metros de ca´lculo
Los para´metros de ca´lculo para el programa fueron obtenidos a partir del ana´lisis de resulta-
dos de diversos ca´lculos en los que se vario´ el nu´mero de individuos de la poblacio´n inicial y
el nu´mero de generaciones. Adicionalmente, se realizaron pruebas con diferentes funcionales
para los ca´lculos de optimizacio´n de geometr´ıa. El primer caso analizado fue la reaccio´n de
la s´ıntesis del formaldeh´ıdo, con los para´metros iniciales descritos en el capitulo anterior. Se
pudo observar que para los funcionales BLYP y M062X es necesaria una cantidad de indi-
viduos correspondiente a 3n para mole´culas pequen˜as (caso formaldeh´ıdo) y para mole´culas
grandes entre 3,7n y 3,9n (caso Diels-Alder y 2-norbonil), siendo n el nu´mero de a´tomos de
la especie qu´ımica de estudio. 20 generaciones fueron suficientes para obtener los resultados
esperados. Durante el estudio se evidencio´ que al cambiar el funcional de M062X a B3LYP
era necesario aumentar el nu´mero de generaciones en un 25 %, pasando de 20 generaciones
a 25. El incremento se debe a que el uso del funcional B3LYP permite tener un grado de co-
rrelacio´n mayor, este grado de correlacio´n hace que los candidatos aptos se repitan un mayor
nu´mero de veces e incluso se encuentran geometr´ıas que no aparecen con otros funcionales.
El tener un grado de correlacio´n mayor hace necesario que la cantidad de generaciones sea
mayor para as´ı poder obtener la geometr´ıa correspondiente al producto de cada reaccio´n
global
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Luego de estas observaciones se determino´ que los para´metros adecuados para un o´ptimo
funcionamiento del programa ser´ıan 25 generaciones y el nu´mero de individuos de cada
poblacio´n correspondiente a 3 veces el nu´mero de a´tomos para cu´mulos pequen˜os y entre 3,7
y 3,9 veces el nu´mero de a´tomos para cu´mulos grandes.
4.2. Reacciones
En esta seccio´n se muestran los resultados de los ca´lculos realizados en Kaxan para la s´ıntesis
de formaldeh´ıdo, la reaccio´n de Diels-Alder y la isomerizacio´n del compuesto 2-norbonil
utilizando los funcionales BLYP, M062X y B3LYP.
4.2.1. S´ıntesis de formaldeh´ıdo
Al ser la reaccio´n que involucra un nu´mero menor de a´tomos, se utilizo´ para determinar los
para´metros adecuados de ca´lculo como se describe en la seccio´n anterior. Como se puede
observar en la figura 4-1 la cantidad de generaciones y el cambio en el funcional inciden
en la probabilidad de encontrar todas las geometr´ıas necesarias al momento de construir el
perfil de reaccio´n.
Figura 4-1: Perfil de reaccio´n para la s´ıntesis del formaldeh´ıdo con diferentes funcionales
El mı´nimo global fue encontrado en la PES adema´s de otros mı´nimos importantes con el
funcional BYLP. Al cambiar por los funcionales M062X o B3LYP y aumentar el nu´mero
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de generaciones comenzaron a aparecer otras geometr´ıas importantes como los estados de
transicio´n.
Figura 4-2: Geometr´ıas encontradas con el algoritmo gene´tico correspondientes a la s´ıntesis
del formaldeh´ıdo
El cruce tipo fragment cut splice es ma´s eficiente en mole´culas con una alta simetr´ıa, tal
como el formaldeh´ıdo, ya que hace uso de los planos de simetr´ıa para fragmentar los indi-
viduos al momento de realizar el cruce. La geometr´ıa nu´mero 7 en la figura 4-2 es muestra
de ello, pues aparece en la tercera generacio´n y permanece hasta la nu´mero 25. El ana´lisis
poblacional posterior corrobora la incidencia del cruce en los individuos ma´s sime´tricos, pues
estos poseen una mayor densidad poblacional que los individuos menos sime´tricos.
La cantidad de generaciones a calcular juega un papel importante en la probabilidad de en-
contrar los estados de transicio´n(TS1, TS2, TS3). Al utilizar 15 generaciones se encontraron
2 estados de transicio´n y al aumentar a 20 generaciones se logro´ encontrar los 3 estados de
transicio´n. Los valores de energ´ıa tambie´n se ven afectados por la cantidad de generaciones,
puesto que los mejores datos se lograron obtener luego de 25 generaciones, como se muestra
en la figura 4-1 ya que al tener mas generaciones, se producen ma´s geometr´ıas aptas para
cada punto y por consiguiente pueden estar mejor optimizadas. Es probable que los estados
de transicio´n se encuentren durante la mutacio´n, puesto que en el cruce es muy poco pro-
bable que sean tomados como individuos aptos debido a la energ´ıa que tienen estas mole´culas.
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Energe´ticamente al variar el funcional de BLYP a M062X o B3LYP disminuye la diferencia
promedio del valor esperado de −77 kcal/mol a −23,9 kcal/mol y −17,79 kcal/mol lo que
refleja una mejora en la precisio´n del 68,96 % y 76,9 % respectivamente, este hecho demues-
tra que el funcional juega un papel importante en la precisio´n con la que se describe las
reacciones. En el caso de los estados de transicio´n el funcional es un factor importante si se
acompan˜a con el aumento del nu´mero de generaciones de ca´lculo, los valores registrados para
B3LYP con 25 generaciones muestra un aumento en la precisio´n en los valores de energ´ıa
del 94 % con respecto a los valores de referencia, las diferencias se deben tambie´n por el
nivel de teor´ıa utilizado en el ca´lculo. Esta diferencia en los niveles de teor´ıa hace que exista
una diferencia energe´tica a priori. El uso de 25 generaciones permite adema´s encontrar la
geometr´ıa correspondiente a la mole´cula TS2 de la figura 4-2 que no esta´ presente con los
dema´s funcionales a 20 generaciones.
Geometr´ıa B3LYP 25 Gen B3LYP 20 Gen M062X 20 Gen BLYP 15 Gen
1 23,00 % 14,41 % 12,08 % 11,11 %
TS3 0,33 % 0,45 % 0,42 % 0,56 %
3 23,33 % 27,93 % 15,42 % 23,33 %
TS1 0,33 % 0,45 % 0,42 % 0,56 %
5 14,67 % 9,01 % 20,42 % 8,89 %
TS2 0,33 % 0,45 % 0,42 % 0,00 %
7 23,00 % 25,23 % 27,92 % 23,33 %
Otros 15,01 % 22,07 % 22,90 % 32,22 %
Poblacio´n total 300 222 240 180
Tabla 4-1: Distribucio´n poblacional de las geometr´ıas generadas por Kaxan con variacio´n
de funcionales y generaciones
Al realizar la distribucio´n de individuos generados por el algoritmo gene´tico para el sistema
de estudio 4-1, evidencia una relacio´n entre el nu´mero de generaciones, la cantidad total de
individuos y la cantidad de individuos esperados para la reaccio´n estudiada. De acuerdo con
los datos, a mayor nu´mero de generaciones, mayor cantidad de individuos totales y menor
cantidad de individuos pertenecientes a la categor´ıa “otros”donde pertenecen geometr´ıas
no incluidas en el mecanismo de reaccio´n sino a iso´meros y mole´culas que cumplen con la
formula condensada. Adicionalmente se observa que el uso de funcionales con mayor grado
de correlacio´n disminuye la poblacio´n total y aumenta la cantidad de geometr´ıas de intere´s
lo que asegura una mejor descripcio´n del sistema.
4.2.2. Reaccio´n de Diels-Alder
La reaccio´n de Diels-Alder para la s´ıntesis de ciclohexeno presenta en su mecanismo 3 mı´ni-
mos y 1 estado de transicio´n. El ca´lculo se realizo´ utilizando los funcionales BLYP y B3LYP,
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adema´s de utilizar 20 y 25 generaciones para analizar el comportamiento del cambio de ge-
neraciones y de funcionales en mole´culas ma´s grandes.
El mı´nimo global al explorar la PES fue encontrado con el funcional BLYP tras 20 generacio-
nes, mientras que el ca´lculo con el funcional B3LYP y luego de 20 generaciones u´nicamente
se encontro´ las geometr´ıas 1 y 2 de la figura 4-3, esto debido al aumento del grado de corre-
lacio´n del funcional y la relacio´n que tiene con el nu´mero de generaciones que se demostro´
en la reaccio´n anterior. Al aumentar la cantidad de generaciones de 20 a 25 para el caso del
funcional B3LYP se logro´ encontrar todas las geometr´ıas asociadas al mecanismo de reac-
cio´n, aunque la geometr´ıa 3 de la figura 4-3 se encontro´ a partir de la generacio´n 21 y de
forma reiterada un total de 33 veces.
Figura 4-3: Geometr´ıas involucradas en el mecanismo Diels-Alder para la s´ıntesis de ciclo-
hexeno B3LYP/6-31+G 25 generaciones
El ana´lisis de la poblacio´n de individuos aptos muestra que las geometr´ıas que describen la
reaccio´n de estudio representan el 4,33 % del total de las geometr´ıas aptas calculadas por el
algoritmo siendo las mole´culas ma´s estables quienes tienen ma´s presencia en el grupo, como
el caso del ciclohexeno que en todos los ca´lculos aparece como la geometr´ıa que ma´s se repite
en contrapartida con el estado de transicio´n que al ser la geometr´ıa ma´s inestable aparece en
menor cantidad. Los dema´s individuos corresponden a iso´meros de la mole´cula, geometr´ıas
que var´ıan en la distancia de enlace.
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Geometr´ıa B3LYP 25 Gen B3LYP 20 Gen BLYP 20 Gen
1 0,25 % 0,42 % 0,25 %
2 1,67 % 0,42 % 0,67 %
TS 0,13 % 0,00 % 0,00 %
3 2,29 % 0,00 % 1,67 %
Otros 95,66 % 99,16 % 97,41 %
Poblacio´n total 2400 1200 1200
Tabla 4-2: Resultado de poblacio´n de intere´s obtenida con AG a diferentes generaciones
con diferentes funcionales
La cantidad de individuos aptos que pertenecen al mecanismo de reaccio´n estudiado se ve
afectado por la relacio´n entre funcional y cantidad de generaciones propuestas al momento
de ejecutar el algoritmo gene´tico. De acuerdo con la tabla 4-2 cambiar el funcional por uno
de mayor correlacio´n no es suficiente para obtener una mejor descripcio´n del sistema, al
comparar los funcionales B3LYP y BLYP a 20 generaciones se evidencio que el funcional
B3LYP obtiene una menor cantidad de geometr´ıas de intere´s. El aumento de generaciones
acompan˜ado del cambio de funcional aumenta la probabilidad de encontrar geometr´ıas como
el estado de transicio´n que no se encontraron en los ca´lculos a 20 generaciones.
La figura 4-4 corresponde a la construccio´n del perfil de reaccio´n, los valores energe´ticos del
ca´lculo con B3LYP y 25 generaciones se aproximan a los valores de referencia observando
diferencias de 0,04 kcal/mol y 0,045 kcal/mol en los puntos mı´nimos y para el estado de
transicio´n la diferencia es de 0,28 kcal/mol aumentando la precisio´n 99,64 % en comparacio´n
con BLYP que para los mı´nimos la diferencia esta´ entre 0,13 kcal/mol hasta 11,12 kcal/mol.
Figura 4-4: Perfil de reaccio´n Diels-Alder entre el etileno y el butadieno
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4.2.3. Isomerizacio´n 2-norbonil
Este mecanismo de isomerizacio´n comienza en la mole´cula 2NB+ (catio´n 2-norbonil) y culmi-
na en el iso´mero DMCP+ (dimetil ciclopentano). Son conocidas dos rutas de isomerizacio´n,
la primera es la ma´s corta y cuenta con 9 estructuras entre intermedios y estados de transicio´n
4-5, la segunda ruta que es denominada como ruta completa cuenta con 59 estructuras en su
mecanismo [5]. Debido a la complejidad del mecanismo y por la cantidad de a´tomos involu-
crados que generan un alto costo computacional se opto´ por usar el funcional de correlacio´n
BLYP, manteniendo la misma base y utilizando 25 generaciones como para´metros iniciales
de ca´lculo.
Figura 4-5: Mecanismo corto de isomerizacio´n del catio´n 2-norbonil calculado con 25 gene-
raciones BLYP/6-31+G
El algoritmo gene´tico identifico 7070 candidatos aptos durante el ca´lculo, logrando identificar
23 geometr´ıas diferentes de intere´s, 9 pertenecientes al mecanismo corto 4-5 y 14 restantes
identificadas en el mecanismo completo de isomerizacio´n 4-6.
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Figura 4-6: Geometr´ıas pertenecientes al mecanismo completo de isomerizacio´n encontra-
das por el algoritmo gene´tico
Al construir el perfil de reaccio´n (figura 4-7) se observa que las mole´culas candidatas para el
mecanismo corto de isomerizacio´n tienen diferencias muy ajustadas a nivel energe´tico con res-
pecto al mecanismo de referencia. Los valores energe´ticos se diferencian entre 0,006 kcal/mol
y 0,39 kcal/mol con respecto a los valores de referencia.
Figura 4-7: Perfil de reaccio´n para la isomerizacio´n del catio´n 2-norbonil
La poblacio´n de individuos pertenecientes a los mecanismos de isomerizacio´n representa el
1,49 % del total de los individuos obtenidos por el algoritmo gene´tico. Los individuos restan-
tes son mole´culas que cumplen con la formula condensada, iso´meros y algunas son geometr´ıas
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que no pertenecen a los mecanismos, pero esta´n documentadas en el art´ıculo [5] como el caso
del iso´mero MIN0339 o el iso´mero linear MIN0837.
Al analizar la distribucio´n de individuos de la poblacio´n de intere´s se encontro´ una par-
ticularidad. En este caso, la abundancia de una geometr´ıa en espec´ıfico no depende de la
energ´ıa de la misma sino de su simetr´ıa, como se observa en la tabla 4-3, las geometr´ıas que
ma´s veces se repiten son aquellas que tienen planos de simetr´ıa, esto se debe a que el algo-
ritmo gene´tico corta las mole´culas “padres” por sus planos de simetr´ıa y usa sus fragmentos
para formar las mole´culas “hijas”, de esta manera, al ser geometr´ıas sime´tricas tienen mayor
probabilidad de aparecer.
Geometr´ıa BLYP 25 Gen
2NB+ 0,04 %
MIN0147 0,03 %
MIN0148 0,01 %
MIN0018 0,03 %
MIN0050 0,01 %
MIN0022 0,01 %
MIN0003 0,04 %
MIN0035 0,01 %
DMCP+ 0,01 %
MIN0043 0,16 %
MIN0061 0,10 %
MIN0185 0,03 %
MIN0258 0,03 %
MINA020 0,10 %
MINC003 0,08 %
TST0006 0,18 %
TST0098 0,06 %
TST0194 0,03 %
TSTA004 0,13 %
TSTB006 0,11 %
TSTB027 0,10 %
TSTC005 0,03 %
TSTC012 0,14 %
Otros 98,53 %
Poblacio´n total 7070
Tabla 4-3: Individuos obtenidos por el algoritmo gene´tico BLYP/6-31+G 25 Generaciones
5 Conclusiones
Se lograron identificar los aspectos te´cnicos del algoritmo gene´tico implementado en el pro-
grama Kaxan.
El algoritmo gene´tico presenta propuestas exitosas para encontrar mı´nimos globales de tipo
planar y c´ıclico.
El programa Kaxan es eficiente para la bu´squeda de geometr´ıas de intere´s a pesar de generar
inicialmente geometr´ıa aleatorias, las restricciones que tiene el algoritmo gene´tico permiten
obtener excelentes individuos como base de ca´lculo que disminuyen la cantidad de genera-
ciones para encontrar el mı´nimo global.
El programa Kaxan permite modificar diversas variables de los AG que permiten flexibi-
lizar el programa para el estudio de diversos problemas y diversas aplicaciones en la qu´ımica
computacional.
La estabilidad de los individuos y su geometr´ıa determinan la probabilidad de ser encontra-
dos por el algoritmo gene´tico.
Aunque el algoritmo gene´tico logra describir satisfactoriamente los mecanismos propuestos,
debido a la naturaleza del me´todo es posible encontrar otras geometr´ıas que corresponden a
iso´meros moleculares que pueden o no pertenecer al mecanismo de reaccio´n de estudio, por
lo que el usuario debe tener fundamentos suficientes en qu´ımica para determinar y aislar las
mole´culas deseadas.
Debido a la naturaleza aleatoria de los algoritmos gene´ticos, es necesario elegir un nivel
de teor´ıa que logre describir el sistema de manera adecuada al momento de realizar el ca´lculo.
El algoritmo gene´tico implementado por el programa Kaxan permite de manera satisfac-
toria encontrar las geometr´ıas que constituyen el mecanismo completo de reaccio´n en una
sola ejecucio´n.
6 Recomendaciones
Es necesario estudiar opciones de programas o mecanismos que permitan la comparacio´n
molecular con el fin de aislar de forma mas eficiente las geometr´ıas de estudio y no depender
u´nicamente de la inspeccio´n visual por parte del usuario.
Una vez determinado los mecanismos de reaccio´n, es posible evaluar otro tipo de opera-
dores gene´ticos de cruce a fin de evaluar cua´l es el mas eficiente en cada caso.
Se podr´ıa incluir en el programa un modulo de reacciones que utilice fragmentos mole-
culares en lugar de cu´mulos ato´micos con el fin de aumentar las restricciones del programa
que permitan la obtencio´n de resultados con menor tiempo.
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