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Le mode`le GARCH a` changement de re´gimes est le fondement de cette the`se.
Ce mode`le offre de riches dynamiques pour mode´liser les donne´es financie`res en
combinant une structure GARCH avec des parame`tres qui varient dans le temps.
Cette flexibilite´ donne malheureusement lieu a` un proble`me de path dependence,
qui a empeˆche´ l’estimation du mode`le par le maximum de vraisemblance depuis
son introduction, il y a de´ja` pre`s de 20 ans. La premie`re moitie´ de cette the`se
procure une solution a` ce proble`me en de´veloppant deux me´thodologies permet-
tant de calculer l’estimateur du maximum de vraisemblance du mode`le GARCH
a` changement de re´gimes. La premie`re technique d’estimation propose´e est ba-
se´e sur l’algorithme Monte Carlo EM et sur l’e´chantillonnage pre´fe´rentiel, tandis
que la deuxie`me consiste en la ge´ne´ralisation des approximations du mode`le in-
troduites dans les deux dernie`res de´cennies, connues sous le nom de collapsing
procedures. Cette ge´ne´ralisation permet d’e´tablir un lien me´thodologique entre
ces approximations et le filtre particulaire. La de´couverte de cette relation est im-
portante, car elle permet de justifier la validite´ de l’approche dite par collapsing
pour estimer le mode`le GARCH a` changement de re´gimes. La deuxie`me moitie´
de cette the`se tire sa motivation de la crise financie`re de la fin des anne´es 2000
pendant laquelle une mauvaise e´valuation des risques au sein de plusieurs compa-
gnies financie`res a entraˆıne´ de nombreux e´checs institutionnels. A` l’aide d’un large
e´ventail de 78 mode`les e´conome´triques, dont plusieurs ge´ne´ralisations du mode`le
GARCH a` changement de re´gimes, il est de´montre´ que le risque de mode`le joue
un roˆle tre`s important dans l’e´valuation et la gestion du risque d’investissement
a` long terme dans le cadre des fonds distincts. Bien que la litte´rature financie`re a
de´voue´ beaucoup de recherche pour faire progresser les mode`les e´conome´triques
dans le but d’ame´liorer la tarification et la couverture des produits financiers, les
approches permettant de mesurer l’efficacite´ d’une strate´gie de couverture dyna-
mique ont peu e´volue´. Cette the`se offre une contribution me´thodologique dans ce
domaine en proposant un cadre statistique, base´ sur la re´gression, permettant de
mieux mesurer cette efficacite´.
vi
Mots cle´s : e´conome´trie financie`re, changement de re´gimes, GARCH, maximum
de vraisemblance, filtre particulaire, algorithme EM, risque de mode`le, couverture
dynamique, efficacite´ de la couverture, fonds distincts
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SUMMARY
The Markov-switching GARCH model is the foundation of this thesis. This model
offers rich dynamics to model financial data by allowing for a GARCH structure
with time-varying parameters. This flexibility is unfortunately undermined by a
path dependence problem which has prevented maximum likelihood estimation
of this model since its introduction, almost 20 years ago. The first half of this
thesis provides a solution to this problem by developing two original estimation
approaches allowing us to calculate the maximum likelihood estimator of the
Markov-switching GARCH model. The first method is based on both the Monte
Carlo expectation-maximization algorithm and importance sampling, while the
second consists of a generalization of previously proposed approximations of the
model, known as collapsing procedures. This generalization establishes a novel re-
lationship in the econometric literature between particle filtering and collapsing
procedures. The discovery of this relationship is important because it provides
the missing link needed to justify the validity of the collapsing approach for es-
timating the Markov-switching GARCH model. The second half of this thesis is
motivated by the events of the financial crisis of the late 2000s during which nu-
merous institutional failures occurred because risk exposures were inappropriately
measured. Using 78 different econometric models, including many generalizations
of the Markov-switching GARCH model, it is shown that model risk plays an im-
portant role in the measurement and management of long-term investment risk
in the context of variable annuities. Although the finance literature has devoted
a lot of research into the development of advanced models for improving pricing
and hedging performance, the approaches for measuring dynamic hedging effecti-
veness have evolved little. This thesis offers a methodological contribution in this
area by proposing a statistical framework, based on regression analysis, for mea-
suring the effectiveness of dynamic hedges for long-term investment guarantees.
Keywords : financial econometrics, regime-switching, GARCH, maximum like-
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INTRODUCTION
Cette the`se e´tudie deux the`mes de recherche et contient cinq chapitres, dont
quatre sont sous un format d’article. Deux de ces articles sont publie´s dans des
revues scientifiques et un troisie`me est soumis pour publication. Premie`rement,
cette the`se de´veloppe l’estimation du mode`le GARCH a` changement de re´gimes,
puis, deuxie`mement, elle traite de l’importance du risque de mode`le dans les ap-
plications financie`res en actuariat, notamment dans les fonds distincts (variable
annuities). Un fonds distinct est un produit d’investissement vendu par des com-
pagnies d’assurances au Canada. Il est semblable a` un fonds commun de placement
(mutual fund) assorti de garanties prote´geant le capital investi contre une baisse
des marche´s boursiers.
Le mode`le GARCH a` changement de re´gimes est le fondement de cette the`se.
Il inte`gre deux approches de mode´lisation en e´conome´trie financie`re, soit GARCH
et changement de re´gimes, dans le but d’offrir un meilleur ajustement aux donne´es
financie`res et de mieux refle´ter leurs dynamiques. Cette combinaison donne mal-
heureusement lieu a` un proble`me de path dependence qui complique son estima-
tion. Par exemple, plusieurs auteurs ont affirme´ que l’estimation des parame`tres
du mode`le avec le principe du maximum de vraisemblance est tre`s complexe, voire
impossible, a` effectuer. Ce proble`me, non re´solu depuis l’introduction du mode`le
il y a de´ja` pre`s de 20 ans, repre´sente la motivation des trois premiers chapitres de
cette the`se ou` deux approches originales sont de´veloppe´es permettant de calculer
l’estimateur du maximum de vraisemblance du mode`le GARCH a` changement de
re´gimes.
Le chapitre 1 introduit des notions en e´conome´trie financie`re qui sont ne´ces-
saires a` la compre´hension des deux chapitres suivants. Premie`rement, il de´finit les
mode`les GARCH et a` changement de re´gimes, ainsi que les techniques statistiques
couramment utilise´es pour les estimer. Par exemple, le filtre d’Hamilton et l’algo-
rithme espe´rance-maximisation (EM) sont e´tudie´s. Deuxie`mement, des me´thodes
en statistique computationnelle sont pre´sente´es, telles que l’e´chantillonnage pre´-
fe´rentiel, le filtre particulaire et l’e´chantillonnage de Gibbs. Elles sont utiles aux
4chapitres 2 et 3 pour le de´veloppement de l’estimation du mode`le GARCH a` chan-
gement de re´gimes. De plus, il est explique´ comment approximer l’algorithme EM
avec des me´thodes Monte Carlo dans les situations ou` il ne peut pas eˆtre implante´.
Le chapitre 2 inclut un article dont je suis le seul auteur et qui est publie´ dans
la revue Computational Statistics & Data Analysis [9]. Sa contribution princi-
pale est de proposer une approche originale, base´e sur l’algorithme Monte Carlo
EM et sur l’e´chantillonnage pre´fe´rentiel, permettant de calculer l’estimateur du
maximum de vraisemblance du mode`le GARCH a` changement de re´gimes. Une
contribution secondaire est de de´montrer comment estimer la matrice de variance-
covariance asymptotique de cet estimateur. Jusqu’a` pre´sent, aucune me´thode
n’existe pouvant atteindre ces objectifs sans recourir a` une simplification du mo-
de`le. Par conse´quent, la technique d’estimation propose´e est la premie`re me´thode
du maximum de vraisemblance dans le cadre du mode`le GARCH a` changement
de re´gimes. Son efficacite´ est de´montre´e sur des donne´es simule´es et empiriques.
Le chapitre 3 contient un article re´alise´ avec la collaboration des coauteurs
Mathieu Boudreault et Manuel Morales. Il a e´te´ soumis en octobre 2013 a` la revue
Journal of Econometrics. Sa contribution principale est de de´montrer comment les
approximations du mode`le GARCH a` changement de re´gimes propose´es dans les
deux dernie`res de´cennies, connues sous le nom de collapsing procedures, peuvent
eˆtre ge´ne´ralise´es, puis reformule´es comme un filtre particulaire de´terministe. Ce
lien entre le filtre particulaire et l’approche dite par collapsing est une de´couverte
importante, car il permet d’expliquer pourquoi cette approche parvient a` calculer
l’estimateur du maximum de vraisemblance du mode`le. Le principal avantage de
la me´thodologie propose´e par rapport aux techniques baye´siennes et a` l’algorithme
Monte Carlo EM est sa rapidite´ d’exe´cution. Elle permet donc de re´duire le fosse´
existant entre l’attrait du mode`le GARCH a` changement de re´gimes et sa mise
en pratique. La robustesse de l’algorithme est ve´rifie´e avec des simulations et
son efficacite´ est de´montre´e sur les meˆmes jeux de donne´es conside´re´s dans le
chapitre 2.
Les deux derniers chapitres de´veloppent le deuxie`me volet de recherche de
cette the`se, soit l’importance du risque de mode`le dans la gestion des risques en
actuariat. Ce the`me de recherche tire sa motivation de la crise financie`re de la fin
des anne´es 2000 qui a remis en question les mode`les et strate´gies de gestion des
risques utilise´s dans les deux dernie`res de´cennies par les institutions financie`res.
En effet, plusieurs institutions ont mal e´value´ leur exposition aux risques pendant
cette crise, re´sultant en de nombreux e´checs institutionnels et causant des re´per-
cussions dommageables sur toutes les sphe`res de l’e´conomie. Les deux derniers
chapitres tentent, en premier lieu, de sensibiliser les actuaires a` l’importance de
5prendre en compte le risque de mode`le dans l’e´valuation du risque d’investisse-
ment a` long terme (chapitre 4) et, en second lieu, d’expliquer comment mesurer
plus ade´quatement l’efficacite´ des strate´gies de couverture dynamique utilise´es
par les compagnies d’assurances (chapitre 5).
Le chapitre 4 inclut un article accompli avec la collaboration du coauteur Ma-
thieu Boudreault et publie´ dans la revue North American Actuarial Journal [10].
Bien que cet article fasse l’objet du quatrie`me chapitre de ma the`se, il repre´sente
le premier projet sur lequel j’ai travaille´. Il compare 78 mode`les e´conome´triques,
dont plusieurs ge´ne´ralisations du mode`le GARCH a` changement de re´gimes, et
examine l’efficacite´ des strate´gies utilise´es par les compagnies d’assurances pour
ge´rer les risques lie´s aux fonds distincts dans le contexte de la crise financie`re
de la fin des anne´es 2000. L’utilisation d’un large e´ventail de mode`les permet de
de´montrer l’importance que joue le risque de mode`le sur l’e´valuation et la gestion
du risque d’investissement a` long terme.
Le chapitre 5 contient un article dont le contenu est base´ sur trois projets
subventionne´s par l’Autorite´ des marche´s financiers et supervise´s par Mathieu
Boudreault. L’Autorite´ des marche´s financiers est l’organisme mandate´ par le
gouvernement du Que´bec pour encadrer les marche´s financiers que´be´cois et preˆ-
ter assistance aux consommateurs de produits et services financiers. La litte´rature
financie`re a de´voue´ beaucoup de recherche pour faire progresser les mode`les e´co-
nome´triques dans le but d’ame´liorer la tarification et la couverture des produits
financiers. Toutefois, les approches permettant de mesurer l’efficacite´ d’une strate´-
gie de couverture dynamique ont peu e´volue´. Le chapitre 5 offre une contribution
me´thodologique dans ce domaine en proposant un cadre statistique, base´ sur la
re´gression, permettant de mieux e´valuer cette efficacite´. L’importance de prendre
en compte le risque de mode`le est souligne´e. De plus, ce chapitre de´montre qu’une
garantie d’investissement simple peut eˆtre reformule´e comme un ensemble d’op-
tions a` barrie`re lorsque l’investisseur a l’option de re´silier son contrat de fonds
distinct. Ceci nous permet de tarifer et ge´rer le risque de ce produit avec des for-
mules analytiques et, ainsi, e´tudier l’impact de la de´che´ance dynamique (dynamic
lapsation) sur l’efficacite´ de la couverture.
Chapitre 1
NOTIONS EN E´CONOME´TRIE FINANCIE`RE
L’e´volution du prix d’un actif financier (par exemple, une action ou un indice
boursier) dans le temps est ge´ne´ralement mode´lise´e a` l’aide d’un processus sto-
chastique, symbolise´ par {xt}t∈A, ou` A est un ensemble d’indices faisant re´fe´rence
au temps et xt ∈ R≥0 est une variable ale´atoire repre´sentant le prix de l’actif au
temps t. Si A = R ou R≥0, le processus stochastique est dit a` temps continu et
si A = Z ou N, il est dit a` temps discret. Cette the`se conside`re le cas discret ou`
l’e´volution de xt−1 vers xt est mode´lise´e par l’entremise d’une variable ale´atoire
yt ∈ R, satisfaisant la relation suivante :
xt = xt−1e
yt ⇔ yt = log xt − log xt−1.
Cette variable ale´atoire repre´sente le rendement compose´ de manie`re continue
(continuously compounded return), aussi appele´ le log-rendement (log-return), sur
l’actif pour la pe´riode allant de t− 1 a` t.
De manie`re tre`s ge´ne´rale, le processus stochastique {yt} peut eˆtre mode´lise´
avec une e´quation prenant la forme :
yt = µt + ǫt = µt + σtηt, (1.0.1)
ou` {ηt} est une suite de variables ale´atoires inde´pendantes et identiquement dis-
tribue´es de moyenne ze´ro et de variance un. On suppose ge´ne´ralement que {yt}
est stationnaire au second ordre 1 (second-order stationary) et qu’on peut donc
e´crire E[yt] = µ et Var[yt] = σ
2, ∀t, ou` µ ∈ (−∞,∞) et σ ∈ (0,∞) sont des
constantes. Les symboles µt et σt de´notent des fonctions mesurables par rapport
1. Le processus {yt} est dit stationnaire au second ordre si :
(i) E[y2t ] <∞, ∀t ∈ Z,
(ii) E[yt] = µ, ∀t ∈ Z,
(iii) Cov[yt+h, yt] = E[(yt+h − µ)(yt − µ)] = γ(h), ∀t, h ∈ Z.
La fonction γ(·) est appele´e la fonction d’autocovariance de {yt}.
8a` une tribu engendre´e par le vecteur ale´atoire y1:t−1 = (y1, . . . , yt−1). Par conse´-
quent, la moyenne conditionnelle du rendement au temps t est E[yt | y1:t−1] = µt
et sa variance conditionnelle est Var[yt | y1:t−1] = σ2t . La moyenne et la variance
conditionnelles sont donc de´terministes e´tant donne´ l’information qui peut eˆtre
observe´e sur les marche´s.
Il est pratique courante en e´conome´trie financie`re de mode´liser les processus
{µt} et {σ2t } se´pare´ment dans le mode`le (1.0.1). Par exemple, le mode`le autore´-
gressif, connu sous l’acronyme AR [voir 156], est populaire pour mode´liser les dy-
namiques de la moyenne conditionnelle, tandis que la classe des mode`les GARCH
(voir la section 1.2) est souvent utilise´e pour repre´senter celles de la variance
conditionnelle.
1.1. Faits stylise´s des rendements financiers
Les rendements financiers exposent des dynamiques complexes qui sont diffi-
ciles a` reproduire avec des mode`les e´conome´triques. Plusieurs de ces proprie´te´s
statistiques sont appele´es les « faits stylise´s des rendements financiers » (stylized
facts) puisqu’elles sont communes a` un large e´ventail de se´ries chronologiques
e´tudie´es en finance. Un mode`le e´conome´trique ade´quat devrait avoir la capacite´
de reproduire les faits stylise´s suivants [voir 41] :
(1) Absence d’autocorre´lation dans les rendements : La fonction d’autocorre´la-
tion e´chantillonnale (sample autocorrelation function) associe´e a` Corr[yt+h, yt]
est approximativement e´gale a` ze´ro pour h ≥ 1. 2
(2) Pre´sence d’autocorre´lation positive dans les processus {ǫ2t} et {|ǫt|} : Ceci
implique une forme de de´pendance entre les rendements et la pre´sence
d’he´te´rosce´dasticite´ conditionnelle (conditional heteroscedasticity), c’est-
a`-dire, σ2t 6= σ2. La fonction d’autocorre´lation e´chantillonnale associe´e
a` Corr[ǫ2t+h, ǫ
2
t ] est ge´ne´ralement positive a` h = 1 et de´croˆıt lentement
lorsque h augmente.
(3) Clustering de volatilite´ (volatility clustering) : Les rendements de faible
et de forte amplitudes tendent a` eˆtre regroupe´s. Ce phe´nome`ne est lie´ au
point (2).
(4) Queues e´paisses et asyme´trie ne´gative (heavy tails and negative skewness) :
La densite´ inconditionnelle du rendement yt a des queues plus e´paisses












9que la loi normale, c’est-a`-dire, le coefficient d’aplatissement (kurtosis) de
cette densite´ et plus e´leve´ que celui de la loi normale qui est de trois.
Le coefficient d’asyme´trie (skewness) de la densite´ des rendements est
ge´ne´ralement infe´rieur a` ze´ro signifiant que les rendements ne´gatifs sont
moins nombreux que les rendements positifs, mais ils sont plus extreˆmes.
(5) Effet de levier (leverage effect) : Un choc ne´gatif important sur le rende-
ment au temps t tend a` accroˆıtre la volatilite´ des rendements subse´quents
par un plus grand e´cart comparativement a` un choc positif de la meˆme
amplitude. Mathe´matiquement, cela s’exprime par la relation
Corr [|ǫt+h|,max(−ǫt, 0)] > Corr [|ǫt+h|,max(ǫt, 0)] .
Ces faits stylise´s indiquent que le plus grand de´fi de la mode´lisation des rende-
ments financiers consiste a` de´crire les dynamiques de la variance conditionnelle.
En effet, ces dynamiques sont ge´ne´ralement beaucoup plus complexes que celles
de la moyenne conditionnelle. Par conse´quent, il est souvent suppose´ que µt = µ,
∀t, une hypothe`se qui concorde avec le fait stylise´ (1).
1.2. Mode`les GARCH
Les mode`les GARCH (generalized autoregressive conditional heteroscedasti-
city) ont e´te´ introduit par Engle [62] et Bollerslev [21] dans les anne´es 1980.
Cette classe de mode`les est rapidement devenue tre`s populaire pour expliquer les
dynamiques des rendements financiers puisqu’elle est en mesure de reproduire une
multitude de faits stylise´s. Le mode`le GARCH(p, q) de Bollerslev [21] mode´lise
la variance conditionnelle dans l’e´quation (1.0.1) par l’entremise de la relation
parame´trique suivante :











Afin de garantir σ2t > 0, les parame`tres {ω, α1, . . . , αq, β1, . . . , βp} doivent respec-
ter les contraintes : ω > 0, αi ≥ 0, i = 1, . . . , q, et βj ≥ 0, j = 1, . . . , p. Lorsque
βj = 0, j = 1, . . . , p, on obtient le mode`le ARCH(q) de Engle [62]. Cette the`se se
restreint aux mode`les GARCH du type GARCH(1, 1), soit la formulation la plus
populaire en e´conome´trie financie`re, ou` la variance conditionnelle admet la forme
suivante :





Dans ce qui suit, le mode`le dit GARCH correspondra au mode`le (1.0.1) avec
µt = µ, ∀t, et ou` l’e´volution de σ2t est donne´e par l’e´quation (1.2.1).
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Lorsque la condition α+β < 1 est satisfaite dans le mode`le GARCH, on obtient
un processus {yt} qui est stationnaire au sens strict 3 (strictly stationary) ainsi
qu’au second ordre [voir 71, chapitre 2]. Dans ce cas, la variance inconditionnelle
est donne´e par l’expression :
Var[yt] =
ω
1− α− β .
Le mode`le GARCH n’induit pas de corre´lation dans les rendements, mais il ge´ne`re
une autocorre´lation positive dans le processus {ǫ2t} et permet donc de reproduire
des pe´riodes de faible et de forte volatilite´s. De plus, le coefficient d’aplatissement
de la distribution inconditionnelle de yt est supe´rieur ou e´gal a` celui du terme
d’erreur ηt [voir 71, section 2.4.2]. Ceci signifie que le mode`le GARCH peut ge´ne´rer
une distribution inconditionnelle avec des queues plus e´paisses que celles de la loi
normale, meˆme si le terme d’erreur suit cette loi. Par contre, il n’est pas capable
de reproduire l’effet de levier. Par conse´quent, plusieurs ge´ne´ralisations du mode`le
GARCH ont e´te´ propose´es au de´but des anne´es 1990, incluant :
(1) GJR GARCH : Le mode`le Glosten-Jagannathan-Runkle GARCH, propose´
par Glosten et al. [80], ge´ne´ralise l’e´quation (1.2.1) en lui ajoutant un
terme permettant de refle´ter l’effet de levier :







Lorsque λ est positif, un choc ne´gatif, ǫt−1 < 0, accroˆıt la volatilite´ au
temps t par un plus grand e´cart qu’un choc positif, ǫt−1 > 0, de la meˆme
amplitude.
(2) APARCH : Le mode`le asymmetric power ARCH, introduit par Ding et al.
[49], ge´ne´ralise le mode`le GJR GARCH avec l’e´quation suivante :
σδt = ω + α(|ǫt−1| − λǫt−1)δ + βσδt−1.
Lorsque δ = 2, ce mode`le est e´quivalent au GJR GARCH, bien que la
parame´trisation n’est pas la meˆme. De plus, lorsque δ = 1, ce mode`le
prend la forme du threshold GARCH propose´ par Zako¨ıan [168].
(3) EGARCH : Le mode`le exponential GARCH, de´veloppe´ par Nelson [142],
mode´lise le logarithme de la variance conditionnelle et permet e´galement
de tenir en compte l’effet de levier :
log σ2t = ω + α (|ηt−1| − E[|ηt−1|]) + ληt−1 + β log σ2t−1. 4
3. Le processus {yt} est dit stationnaire au sens strict si les vecteurs y1:t et y(1+h):(t+h)
posse`dent la meˆme distribution jointe pour tout t ∈ N et tout h ∈ Z.




L’avantage de mode´liser le logarithme de la variance conditionnelle est
qu’il n’est pas ne´cessaire d’imposer des contraintes sur les parame`tres pour
assurer σ2t > 0.
Hentschel [104] a propose´ une formulation du mode`le GARCH qui regroupe les
mode`les GARCH, GJR GARCH, APARCH et EGARCH sous une meˆme famille
de mode`les.
Bien que les mode`les e´nume´re´s ci-dessus permettent d’incorporer l’effet de
levier dans le mode`le GARCH, ils ne ge´ne`rent pas ne´cessairement une asyme´trie
ne´gative dans la distribution inconditionnelle des rendements. He et al. [101] ont
de´montre´ que cette distribution est syme´trique si la moyenne est constante et
si la distribution du terme d’erreur ηt est syme´trique, peu importe la forme de
l’e´quation utilise´e pour mode´liser la variance conditionnelle. Par conse´quent, pour
ge´ne´rer une asyme´trie ne´gative, il faut incorporer une moyenne qui varie dans le
temps ou une densite´ asyme´trique pour le terme d’erreur.
Un excellent ouvrage re´cent sur les mode`les GARCH a e´te´ re´alise´ par Francq et
Zako¨ıan [71] et une liste des mode`les GARCH de´veloppe´s dans les trois dernie`res
de´cennies a e´te´ compose´e par Bollerslev [23].
1.2.1. Estimation
L’estimation des parame`tres d’un mode`le, contenus dans un vecteur que l’on
de´note par θ, s’effectue apre`s avoir observe´ une se´rie chronologique de T rende-
ments que l’on de´note par y1:T . Pour ne pas alourdir la notation, il n’y aura pas de
distinction entre « variable ale´atoire » et « observation » dans la notation puisque
le contexte permettra d’identifier cette diffe´rence. L’estimation d’un mode`le est
souvent effectue´e avec la me´thode du maximum de vraisemblance (maximum li-
kelihood) qui consiste a` trouver le vecteur de parame`tres maximisant la fonction
de vraisemblance du mode`le. Pour symboliser cette vraisemblance, nous utilisons
la notation, f(y1:T | θ), qui repre´sente e´galement la densite´ de probabilite´ jointe
(joint probability density function) du vecteur ale´atoire y1:T , e´value´e aux valeurs
observe´es des rendements et a` la valeur choisie du parame`tre θ. L’estimateur
du maximum de vraisemblance (maximum likelihood estimator), de´note´ par θˆ,
satisfait la relation suivante :
θˆ = argmax
θ
log f(y1:T | θ).
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La log-vraisemblance (log-likelihood), log f(y1:T | θ), se de´compose de la ma-
nie`re suivante :
log f(y1:T | θ) = f(y1 | θ) +
T∑
t=2
log f(yt | y1:t−1, θ), (1.2.2)
ou` le symbole f(yt | y1:t−1, θ) de´note la densite´ de probabilite´ conditionnelle de la
variable ale´atoire yt e´tant donne´ y1:t−1, e´value´e aux valeurs observe´es des rende-
ments et a` la valeur choisie du parame`tre θ. Pour donner une forme plus explicite
a` cette log-vraisemblance, nous pouvons supposer que ηt est de loi normale centre´e
re´duite dans le mode`le (1.0.1). Sous cette hypothe`se, nous avons











et, donc, nous obtenons












La popularite´ de la technique du maximum de vraisemblance dans le cadre des
mode`les GARCH est due a` la facilite´ de calculer cette log-vraisemblance. Si l’on
connaˆıt σ21, il est simple de calculer re´cursivement σ
2
t , t = 2, . . . , T , par l’entremise
de la relation (1.2.1) et, donc, d’obtenir la log-vraisemblance donne´e en (1.2.3).




0 qui sont inconnus et il faut donc faire une
hypothe`se sur ces valeurs pour calculer σ21. Dans les applications pratiques, elles
sont ge´ne´ralement remplace´es par la variance e´chantillonnale (sample variance).
Les librairies fGARCH [165] et rugarch [78] disponibles avec le logiciel R [150]
permettent d’estimer plusieurs types de mode`les GARCH.
1.2.2. Persistance de la variance conditionnelle
Le clustering de volatilite´, mentionne´ parmi les fait stylise´s dans la section 1.1,
est une proprie´te´ tre`s importante des rendements financiers. Afin de quantifier ce
phe´nome`ne dans un mode`le, il faut e´tablir une mesure de la persistance de la
variance conditionnelle. Lamoureux et Lastrapes [125] de´finissent la notion de
persistance comme suit : « Persistence in variance of a random variable, evolving
through time, refers to the property of momentum in conditional variance ; past
volatility explains current volatility. »
La persistance de la variance conditionnelle est fortement lie´e a` la pre´sence
d’autocorre´lation positive dans le processus {ǫ2t}. Pour le mode`le GARCH, si
α+ β < 1, il est possible de de´montrer que [voir 71, chapitre 2] :
Corr[ǫ2t+h, ǫ
2
t ] ∝ (α+ β)h, h ≥ 2.
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Par conse´quent, plus que la somme α + β s’approche de 1, plus que le mode`le
GARCH tend a` ge´ne´rer des regroupements de rendements avec de faible et de
forte amplitudes, c’est-a`-dire, un clustering de volatilite´. La litte´rature e´conome´-
trique a donc adopte´ la somme α + β pour mesurer la persistance de la variance
conditionnelle dans le mode`le GARCH.
Lorsqu’on conside`re des se´ries financie`res quotidiennes ou hebdomadaires cou-
vrant un horizon de plusieurs anne´es, la somme α + β est fre´quemment estime´e
tout juste au-dessous de un [voir 71, section 7.3]. Ceci indique un fort degre´ de
persistance dans la variance des rendements financiers et a conduit Bollerslev
[22] a` proposer le mode`le integrated GARCH (IGARCH) qui impose la contrainte
α + β = 1 au mode`le GARCH. Lamoureux et Lastrapes [125] affirment : « One
potential problem of IGARCH is that, unlike the random walk in mean for as-
set prices, it lacks theoretical motivation. » Cette affirmation a motive´ Diebold
[48] a` postuler que le phe´nome`ne de la persistance e´leve´e estime´e dans le mode`le
GARCH est duˆ a` des variations dans le parame`tre ω qui sont ne´glige´es. Les e´tudes
empirique et Monte Carlo mene´es par Lamoureux et Lastrapes [125] ont e´voque´
la plausibilite´ d’une telle hypothe`se. Hillebrand [106] et Mikosch et Starica [135]
ont par la suite de´montre´ rigoureusement qu’ignorer des changements structurels
dans les parame`tres du mode`le GARCH tend a` biaiser l’estimation de α+ β vers
un, appuyant ainsi l’hypothe`se de Diebold [48].
Une approche permettant de faire varier les parame`tres du mode`le GARCH
dans le temps est de le combiner avec un mode`le a` changement de re´gimes. Cette
combinaison, initialement propose´e par Cai [29], Gray [83] et Hamilton et Sus-
mel [93], donne naissance au mode`le GARCH a` changement de re´gimes qui fait
l’objet de cette the`se et qui sera introduit au chapitre 2. La raison d’eˆtre de
ce mode`le se justifie donc par l’incapacite´ des mode`les GARCH a` pouvoir refle´-
ter des variations dans les parame`tres qui sont souvent observe´es dans les se´ries
financie`res.
1.3. Mode`les a` changement de re´gimes
Les mode`les a` changement de re´gimes (regime-switching models) supposent
l’existence d’un processus stochastique non-observe´ re´gissant la distribution du
rendement yt. Ce processus est ge´ne´ralement une chaˆıne de Markov a` temps dis-
cret et a` espace d’e´tats discret de dimension finie (discrete-time Markov chain
with finite state-space). Dans ce cas, le mode`le est de´nomme´ Markov-switching
model ou mode`le de Markov cache´ (hidden Markov model). Lorsque la chaˆıne de
Markov a un espace d’e´tats continu, le mode`le est ge´ne´ralement appele´ mode`le
en variables d’e´tat (state-space model) dans la litte´rature. L’attrait des mode`les
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a` changement de re´gimes pour mode´liser des se´ries e´conome´triques a de´bute´ avec
l’article de Hamilton [90] qui les a propose´s pour refle´ter l’influence de l’e´tat de
l’e´conomie sur le produit national brut des E´tats-Unis. Dans un contexte e´cono-
me´trique, la valeur prise par la chaˆıne de Markov au temps t est appele´e e´tat
ou re´gime et a pour utilite´ de re´gir les changements structurels lie´s a` la variable
financie`re e´tudie´e.
1.3.1. Chaˆıne de Markov a` temps discret et a` espace d’e´tats discret
Une chaˆıne de Markov a` temps discret et a` espace d’e´tats discret de dimension
finie M est un processus stochastique a` temps discret, de´note´ par {St}, prenant
des valeurs dans l’ensemble {1, 2, . . . ,M}, appele´ espace d’e´tats (state-space), et
posse´dant la proprie´te´ de Markov :
Pr[St = st | St−1 = st−1, St−2 = st−2, . . .] = Pr[St = st | St−1 = st−1].
Cette the`se se restreint aux chaˆınes de Markov homoge`nes (time-homogeneous)
ou` les probabilite´s de transition d’un e´tat St−1 = i a` St = j sont homoge`nes en
fonction du temps, c’est-a`-dire,
∀t : Pr[St = j | St−1 = i] = pij, i, j = 1, . . . ,M.
Ces probabilite´s de transition sont ge´ne´ralement rassemble´es dans une matrice,
[ pij ]
M
i,j=1, appele´e matrice de transition de la chaˆıne de Markov. On suppose ge´-
ne´ralement que la chaˆıne de Markov est irre´ductible et que tous ses e´tats sont
ape´riodiques. 5 Ceci e´vite des situations dans lesquelles la chaˆıne pourrait rester
enferme´e dans un sous-ensemble de l’espace d’e´tats et a pour conse´quence que




Pr[St = j | S0 = i] = πj, ∀i, j = 1, . . . ,M,
ou` {πj}Mj=1 est la solution unique du syste`me d’e´quations :







πipij, j = 1, . . . ,M.
5. Une chaˆıne de Markov est dite irre´ductible si chaque e´tat de la chaˆıne est accessible (en
un ou plusieurs pas) a` partir de tous les e´tats de la chaˆıne. Un e´tat i est dit ape´riodique si
pgdc{t : Pr[St = i | S0 = i] > 0} = 1,
ou` « pgdc » signifie « plus grand diviseur commun ».
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La solution {πj}Mj=1 est un vecteur de probabilite´s correspondant a` la loi station-
naire de la chaˆıne de Markov.
1.3.2. Mode`le a` changement de re´gimes ge´ne´ral
Un mode`le a` changement de re´gimes tre`s ge´ne´ral peut eˆtre construit en incor-
porant cette chaˆıne de Markov dans le mode`le (1.0.1) comme suit :
yt = µt(S1:t) + σt(S1:t)ηt, (1.3.1)
ou` µt(S1:t) et σt(S1:t) de´notent des fonctions mesurables par rapport a` une tribu
engendre´e par le vecteur ale´atoire (y1:t−1, S1:t) et ou` les processus {ηt} et {St}
sont inde´pendants. Par conse´quent, la moyenne conditionnelle du rendement au
temps t est E[yt | y1:t−1, S1:t] = µt(S1:t) et sa variance conditionnelle est Var[yt |
y1:t−1, S1:t] = σ
2
t (S1:t). La moyenne et la variance conditionnelles de´pendent main-
tenant de la chaˆıne de Markov non-observe´e, et ne sont donc plus de´terministes
e´tant donne´ l’information qui peut eˆtre observe´e sur les marche´s.
Le mode`le (1.3.1) a pour particularite´ que la distribution conditionnelle de yt
de´pend de toute la trajectoire des re´gimes de 1 a` t, rendant ainsi le calcul de la log-
vraisemblance du mode`le impossible en pratique et l’estimation des parame`tres
tre`s difficile (voir la section 1.3.5 et les chapitres 2 et 3). Par conse´quent, la presque
totalite´ des mode`les a` changement de re´gimes conside´re´s dans les applications
empiriques font partie d’une sous-classe du mode`le (1.3.1), soit :
yt = µt(St) + σt(St)ηt, (1.3.2)
ou` µt(St) et σt(St) de´notent des fonctions mesurables par rapport a` une tribu
engendre´e par le vecteur ale´atoire (y1:t−1, St). Dans ce mode`le, la densite´ de pro-
babilite´ conditionnelle de yt de´pend seulement de l’e´tat au temps t plutoˆt que de
l’historique de tous les re´gimes, c’est-a`-dire,
f(yt | y1:t−1, S1:t, θ) = f(yt | y1:t−1, St, θ). (1.3.3)
Lorsque la condition (1.3.3) est satisfaite, les techniques existantes permettent
d’estimer le mode`le a` changement de re´gimes par le maximum de vraisemblance.
Cette optimisation peut eˆtre effectue´e avec deux approches qui seront introduites
dans les sections 1.3.3 et 1.3.4, soit (i) le filtre d’Hamilton et (ii) l’algorithme
espe´rance-maximisation (EM). De plus, la section 1.3.5 expliquera pourquoi ces
me´thodes ne sont plus applicables dans le cadre du mode`le ge´ne´ral en (1.3.1), ou`
la simplification (1.3.3) n’est pas possible.
La contribution principale de cette the`se est de proposer deux me´thodologies
d’estimation permettant de calculer l’estimateur du maximum de vraisemblance
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des mode`les du type ge´ne´ral (1.3.1), pour lesquels il n’y a pas de technique d’es-
timation bien e´tablie. Ces deux approches seront pre´sente´es aux chapitres 2 et 3
dans le cadre du mode`le GARCH a` changement de re´gimes qui est un cas particu-
lier du mode`le ge´ne´ral en (1.3.1). Cependant, il est important de souligner que les
techniques propose´es peuvent eˆtre e´tendues a` d’autres mode`les du type (1.3.1),
ainsi qu’a` des variantes de ce mode`le, telles que le mode`le ARMA (autoregressive
moving-average) a` changement de re´gimes introduit par Francq et Zako¨ıan [68] et
le mode`le ARMA-GARCH a` changement de re´gimes pre´sente´ par Henneke et al.
[102].
Finalement, les approches baye´siennes sont e´galement populaires pour estimer
les mode`les a` changement de re´gimes [voir 74] et se basent sur un concept commun
avec l’algorithme EM, soit la technique du data augmentation [159]. Cette the`se
n’e´laborera pas sur l’approche baye´sienne puisque qu’elle conside`re principalement
l’estimation par le maximum de vraisemblance dans un cadre fre´quentiste.
1.3.2.1. Exemple d’un mode`le a` changement de re´gimes
Pour clore cette section, nous pre´sentons en exemple un mode`le a` changement
de re´gimes populaire en e´conome´trie financie`re et en actuariat :
yt = µSt + σStηt, (1.3.4)
ou` µSt et σ
2
St de´notent des fonctions mesurables par rapport a` une tribu engendre´e
par la variable ale´atoire St ∈ {1, 2, . . . ,M} et repre´sentent, respectivement, la
moyenne et la variance conditionnelles du rendement yt dans le re´gime St, c’est-
a`-dire, µSt = E[yt | St] et σ2St = Var[yt | St]. Ce mode`le est donc plus simple que
celui pre´sente´ a` l’e´quation (1.3.2), car la moyenne et la variance conditionnelles
ne de´pendent pas de l’historique des rendements.
Lorsque le terme d’erreur ηt est de loi normale, la densite´ de probabilite´ condi-
tionnelle de yt est :










, i = 1, . . . ,M.
Dans ce cas, le vecteur des parame`tres du mode`le est θ = ({µi, σ2i }Mi=1, {pij}Mi,j=1).
Compte tenu de la contrainte
∑M
j=1 pij = 1, pour i = 1, . . . ,M , θ contient
(2M +M(M − 1)) parame`tres qui doivent eˆtre estime´s. Bien que ce mode`le est
simple, Hardy [94, 96] et Hardy et al. [97] ont de´montre´ son utilite´ dans certaines
applications actuarielles et l’e´valuation des risques financiers. Par exemple, il per-
met de mode´liser le rendement avec une distribution ayant une moyenne ne´gative
et une volatilite´ e´leve´e en temps de crise, et une autre avec une moyenne positive
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et une volatilite´ faible en pe´riode de prospe´rite´ e´conomique. Ce me´lange de dis-
tributions permet de cre´er le phe´nome`ne recherche´ du clustering de volatilite´ et
de ge´ne´rer une distribution inconditionnelle du rendement avec une queue gauche
e´paisse et une asyme´trie ne´gative. Dans le domaine de l’actuariat, Hardy [94] a
baptise´ ce mode`le « RSLN » (regime-switching lognormal).
1.3.3. Filtre d’Hamilton
Hamilton [90, 91, 92] a propose´ un algorithme permettant de calculer la
log-vraisemblance des mode`les a` changement de re´gimes respectant la condi-
tion (1.3.3). Cet algorithme, de´nomme´ le filtre d’Hamilton (Hamilton filter) ou
tout simplement l’algorithme de filtrage avant (forward filtering algorithm), est
applicable aux mode`les a` changement de re´gimes (1.3.2) et (1.3.4), mais pas au
mode`le ge´ne´ral (1.3.1).
La premie`re e´tape de l’algorithme consiste a` calculer :
f(y1 | θ) =
M∑
j=1




p(S1 = j | θ) · f(y1 | S1 = j, θ),
et
p(S1 = j | y1, θ) = f(y1, S1 = j | θ)
f(y1 | θ) , j = 1, . . . ,M,
ou` p(·) de´note une fonction de masse 6 (probability mass function). Par la suite,
pour t = 2, . . . , T , on calcule re´cursivement :
f(yt | y1:t−1, θ) =
M∑
j=1




p(St−1 = i | y1:t−1, θ) · pij · f(yt | y1:t−1, St = j, θ),
et
p(St = j | y1:t, θ) = f(yt, St = j | y1:t−1, θ)
f(yt | y1:t−1, θ) , j = 1, . . . ,M. (1.3.5)
6. L’usage que l’on fait de p(·) est similaire a` celui de la densite´ de probabilite´ f(·), c’est-a`-
dire, les meˆmes abus de notation sont utilise´s. Par rapport a` f(·), le symbole p(·) pre´cise que
la variable (ou vecteur) ale´atoire sous-jacente est discre`te. Par exemple, p(S1 = j | θ) est la
fonction de masse de la variable ale´atoire S1 e´value´e en j et a` la valeur choisie du parame`tre
θ. Parfois, un argument explicite a` la fonction n’a pas besoin d’eˆtre pre´cise´ et, dans ce cas,
l’argument j est omis dans la fonction p(·). Par exemple, p(S1 | θ) est la fonction de masse de
la variable ale´atoire S1 e´value´e en une re´alisation arbitraire de S1.
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Finalement, la log-vraisemblance est obtenue avec la relation (1.2.2), soit,
log f(y1:T | θ) = f(y1 | θ) +
T∑
t=2
log f(yt | y1:t−1, θ),
et peut donc eˆtre maximise´e nume´riquement.
Notons qu’a` la premie`re e´tape de l’algorithme, la probabilite´ p(S1 | θ) est
requise et il faut donc e´tablir une hypothe`se sur la distribution de l’e´tat au temps
0, S0. D’une part, on peut supposer que la chaˆıne de Markov {St} est station-
naire, c’est-a`-dire, la loi de S0 correspond a` la loi stationnaire de la chaˆıne (voir la
section 1.3.1). Dans ce cas, p(S1 | θ) est obtenu directement a` partir de cette loi
stationnaire. D’autre part, on peut traiter la distribution initiale de S0, de´note´e
par le vecteur de probabilite´s δ de dimension M , comme un parame`tre du mode`le
et l’estimer. Cependant, maximiser la vraisemblance en fonction de δ ge´ne`re un
vecteur prenant la forme (0, . . . , 0, 1, 0, . . . , 0) [voir 169, section 4.2.4]. Par conse´-
quent, sans perte de ge´ne´ralite´, on peut supposer S0 = 1 puisque la vraisemblance
des mode`les a` changement de re´gimes est invariante sous une permutation des re´-
gimes. Donc, si on suppose que la distribution de S0 est inconnue, il suffit de
remplacer p(S1 = j | θ) par p(S1 = j | S0 = 1, θ) = p1j.
En effet, l’e´tiquette que l’on donne a` chacun des re´gimes est arbitraire et il
est possible d’interchanger les parame`tres de deux re´gimes sans changer la valeur
de la vraisemblance. Cette caracte´ristique du mode`le cause des difficulte´s quand
une approche baye´sienne est utilise´e pour estimer les parame`tres du mode`le, un
proble`me connu sous le nom de label switching problem. Toutefois, « label swit-
ching is of no concern for maximum likelihood estimation, where the goal is to
find one of the equivalent modes of the likelihood function » [74, Section 3.5.5].
En the´orie, l’estimateur du maximum de vraisemblance n’est pas unique, mais,
en pratique, les estimateurs du maximum de vraisemblance associe´s a` chaque
possible e´tiquetage des re´gimes sont tous e´quivalents.
1.3.3.1. Probabilite´s filtre´e et lisse´e
L’estimation des parame`tres n’est pas la seule infe´rence d’inte´reˆt dans un mo-
de`le a` changement de re´gimes. Puisque les re´gimes de la chaˆıne de Markov ne sont
pas observe´s, il est e´galement pertinent de les de´coder a` partir de l’information
disponible, soit les rendements observe´s. Dans plusieurs mode`les e´conome´triques,
ces re´gimes sont utilise´s pour repre´senter diffe´rents e´tats de l’e´conomie et une
telle infe´rence a donc un inte´reˆt e´conomique. Un be´ne´fice du filtre d’Hamilton
est le calcul de la probabilite´ p(St | y1:t, θ) a` l’e´quation (1.3.5), dite probabilite´
filtre´e (filtered probability), qui nous procure une infe´rence du re´gime au temps t
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e´tant donne´ les rendements observe´s jusqu’a` ce moment. Cette infe´rence est donc
obtenue lors du calcul de la log-vraisemblance du mode`le, sans effort additionnel.
Une seconde infe´rence d’inte´reˆt est la probabilite´ p(St | y1:T , θ), dite probabilite´
lisse´e (smoothed probability), qui est base´e sur l’e´chantillon complet des donne´es.
Pour calculer les probabilite´s lisse´es, il faut faire suivre le filtre d’Hamilton d’un
algorithme de lissage arrie`re (backward smoothing algorithm) [voir 117]. Il consiste
a` calculer les probabilite´s, p(St | y1:T , θ), re´cursivement de t = T−1 a` 1 en utilisant
les deux relations suivantes :
p(St = i, St+1 = j | y1:T , θ) = p(St+1 = j | y1:T , θ) · p(St = i | St+1 = j, y1:T , θ)
= p(St+1 = j | y1:T , θ) · p(St = i | St+1 = j, y1:t, θ)
= p(St+1 = j | y1:T , θ) · p(St = i, St+1 = j | y1:t, θ)
p(St+1 = j | y1:t, θ)
=
p(St+1 = j | y1:T , θ) · p(St = i | y1:t, θ) · pij
p(St+1 = j | y1:t, θ) , i, j = 1, . . . ,M,
et
p(St = i | y1:T , θ) =
M∑
j=1
p(St = i, St+1 = j | y1:T , θ), i = 1, . . . ,M.
La condition (1.3.3) doit eˆtre satisfaite pour justifier le passage de la premie`re ligne
a` la deuxie`me ligne dans la de´composition de p(St = i, St+1 = j | y1:T , θ). Le filtre
d’Hamilton et l’algorithme de lissage arrie`re requie`rent, chacun, un nombre d’ope´-
rations arithme´tiques d’ordre O(TM2). La combinaison de ces deux algorithmes
est commune´ment appele´e forward filtering–backward smoothing algorithm.
1.3.4. Algorithme espe´rance-maximisation (EM)
L’algorithme espe´rance-maximisation (EM) est une technique d’estimation ite´-
rative permettant d’obtenir l’estimateur du maximum de vraisemblance sans avoir
a` maximiser ni a` calculer la log-vraisemblance du mode`le. Il est utile dans les si-
tuations ou` la log-vraisemblance est difficile a` e´valuer compte tenu la pre´sence
de donne´es manquantes ou de variables non-observe´es. Le principal avantage de
cet algorithme est que pour certains mode`les, on obtient un algorithme d’esti-
mation analytique qui ne requiert pas de routine d’optimisation. Ceci se produit
lorsque l’algorithme EM est de´rive´ pour le mode`le RSLN (voir la section 1.3.4.1).
Par contre, dans des mode`les a` changement de re´gimes plus ge´ne´raux, le filtre
d’Hamilton de´crit a` la section 1.3.3 est d’habitude plus efficace d’un point de vue
computationnel.
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L’algorithme EM de´bute avec un choix initial du vecteur des parame`tres, de´-
note´ par θ(0), et permet de ge´ne´rer une suite, {θ(r)}r≥1, en alternant les deux
e´tapes suivantes :
Algorithme EM
1. E´tape espe´rance : Calculer Q(θ | θ(r−1)), ou`,




log f(y, S | θ) · p(S | y, θ(r−1)). (1.3.6)




L’exposant r utilise´ sur un symbole indique qu’il se rattache a` l’ite´ration r de
l’algorithme. Les symboles y et S sont utilise´s pour repre´senter y1:T et S1:T , res-
pectivement.
L’utilite´ de cet algorithme repose sur une proprie´te´ de monotonie premie`re-
ment prouve´e par Dempster et al. [47] : f(y | θ(r)) ≥ f(y | θ(r−1)), c’est-a`-dire,
chaque ite´ration nous procure un meilleur parame`tre. Wu [163] a formellement
e´tudie´ la convergence de l’algorithme EM et le The´ore`me 1.3.1 expose un de ses
re´sultats les plus importants [voir e´galement 134, chapitre 3].
The´ore`me 1.3.1 (Convergence de l’algorithme EM). Supposons les conditions
suivantes satisfaites :
(1) Conditions de re´gularite´ :
(i) L’espace des parame`tres, de´note´ par Ω, est un sous-ensemble de Rn.
(ii) La vraisemblance, f(y | θ), est continue dans Ω et diffe´rentiable dans
l’inte´rieur de Ω.
(iii) Le parame`tre de de´part, θ(0), satisfait f(y | θ(0)) > −∞.
(iv) Ωθ0 = {θ ∈ Ω : f(y | θ) ≥ f(y | θ0)} est compact pour tout f(y | θ0) > −∞.
(v) Ωθ0 est dans l’inte´rieur de Ω pour tout θ0 ∈ Ω.
(2) Condition de Wu [163] : La fonction Q(θ | θ′) est continue en θ et θ′, pour
tout θ, θ′ ∈ Ω.
Alors, tous les points limites de la suite ge´ne´re´e avec l’algorithme EM, {θ(r)}r≥1,
sont des points stationnaires de la vraisemblance. De plus, f(y | θ(r)) converge de
manie`re monotone croissante vers f(y | θˆ), ou` θˆ est l’un de ces points station-
naires.
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De´monstration. Pour rendre la preuve de ce the´ore`me accessible, nous suppo-
sons, additionnellement, que Q(θ | θ′) est diffe´rentiable en θ, pour tout θ et θ′
dans l’inte´rieur de Ω.
On de´finit :
H(θ | θ(r)) = E
[





log p(S | y, θ) · p(S | y, θ(r)).
Pour tout θ(r) et S ∈ {1, . . . ,M}T , nous avons l’identite´ suivante :
log f(y | θ) = log f(y, S | θ)− log p(S | y, θ)
= E
[




log p(S | y, θ) | y, θ(r)
]
= Q(θ | θ(r))−H(θ | θ(r)), (1.3.7)
et, donc,
log f(y | θ)−log f(y | θ(r)) = [Q(θ | θ(r))−Q(θ(r) | θ(r))]−[H(θ | θ(r))−H(θ(r) | θ(r))].
De plus, si θ 6= θ(r), nous obtenons :




p(S | y, θ)
p(S | y, θ(r))
)





p(S | y, θ)
p(S | y, θ(r))




p(S | y, θ)






p(S | y, θ)
p(S | y, θ(r))
∣∣∣∣∣ y, θ(r)
]
< log 1 = 0, (1.3.9)
en appliquant l’ine´galite´ de Jensen a` la ligne (1.3.8) sur la fonction log qui est
strictement concave. Pour θ 6= θ(r), ceci implique
log f(y | θ)− log f(y | θ(r)) > Q(θ | θ(r))−Q(θ(r) | θ(r)).





log f(y | θ(r+1))− log f(y | θ(r)) ≥ 0,
avec e´galite´ si et seulement si θ(r+1) = θ(r). Par conse´quent, la suite {log f(y |
θ(r))}r≥1 est monotone croissante. Les conditions de re´gularite´ (ii)–(iv) impliquent
22
qu’elle est e´galement borne´e supe´rieurement (bounded above) et, donc, conver-
gente. De plus, la condition de re´gularite´ (v) implique que chaque ite´ration du
parame`tre, θ(r), est dans l’inte´rieur de Ω, plutoˆt qu’aux bords.





car autrement θˆ ne pourrait eˆtre un point limite. Puisque θ = θˆ maximise Q(θ | θˆ)















Finalement, par l’e´quation (1.3.7), on obtient :
∂
∂θ




signifiant que θˆ est un point stationnaire de la vraisemblance. Il a donc e´te´ de´mon-
tre´ que tous les points limites de la suite ge´ne´re´e avec l’algorithme EM, {θ(r)}r≥1,
sont des points stationnaires de la vraisemblance et que f(y | θ(r)) converge de
manie`re monotone croissante vers f(y | θˆ), ou` θˆ est l’un de ces points station-
naires. 
Bien que le The´ore`me 1.3.1 conclue que la suite {log f(y | θ(r))}r≥1 est conver-
gente, ceci n’implique pas automatiquement la convergence de la suite {θ(r)}r≥1,
expliquant pourquoi on parle de points limites de {θ(r)}r≥1 dans le the´ore`me.
Toutefois, la non-convergence de {θ(r)}r≥1 se produit tre`s rarement en pratique
et fait plutoˆt partie d’un cas pathologique [voir 134, chapitre 3].
Si la log-vraisemblance est unimodale en θ et posse`de un seul point station-
naire, le The´ore`me 1.3.1 assure que l’algorithme EM convergera vers l’estimateur
du maximum de vraisemblance peu importe le choix de θ(0). Par contre, si la
log-vraisemblance a plusieurs modes, il ne garantit pas que le point stationnaire
obtenu, θˆ, est un maximum global. Toutefois, dans la quasi-totalite´ des situations,
θˆ est un maximum local de la log-vraisemblance [voir 134, section 3.6, pour des
exceptions]. Par conse´quent, la convergence de l’algorithme EM vers l’estimateur
du maximum de vraisemblance de´pend du choix de θ(0). Notons que lorsqu’on
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maximise directement la log-vraisemblance avec une routine d’optimisation stan-
dard, on aboutit e´galement a` un maximum local qui de´pend du choix initial d’un
parame`tre.
1.3.4.1. Un exemple de l’algorithme EM
Cette section illustre l’application de l’algorithme EM pour le mode`le RSLN,
soit le mode`le (1.3.4) avec un terme d’erreur ηt de loi normale. Tout d’abord, on
de´compose




f(yt | St, θ) + log
T∏
t=1























A` l’e´tape maximisation de l’algorithme EM, on doit maximiser la fonction :













p(St−1 = i, St = j | y, θ(r−1))
]
= terme 1 + terme 2.
Le terme 1 inclut une somme de M termes qui de´pendent chacun d’une paire
de parame`tres (µj, σ
2
j ), ou` j ∈ {1, . . . ,M}. Par conse´quent, on peut maximiser
Q(θ | θ(r−1)) en fonction de (µj, σ2j ) inde´pendamment des autres parame`tres. Cette





t=1 p(St = j | y, θ(r−1)) · yt∑T
t=1 p(St = j | y, θ(r−1))






t=1 p(St = j | y, θ(r−1)) · (yt − µ(r)j )2∑T
t=1 p(St = j | y, θ(r−1))
, j = 1, . . . ,M. (1.3.11)
24












p(St−1 = i, St = j | y, θ(r−1)).
En somme, l’algorithme EM pour le mode`le RSLN consiste en l’application
ite´rative des deux e´tapes suivantes :
(1) Effectuer le forward filtering–backward smoothing algorithm conditionnel-
lement au parame`tre θ(r−1). Cet algorithme permet d’obtenir les pro-
babilite´s p(St−1 = i, St = j | y, θ(r−1)) et p(St = j | y, θ(r−1)), pour
i, j = 1, . . . ,M (voir la section 1.3.3.1).
(2) Calculer le parame`tre θ(r) en appliquant les formules (1.3.10)–(1.3.12).
Les ite´rations s’effectuent donc de manie`re analytique dans ce contexte et l’esti-
mateur du maximum de vraisemblance est calcule´ sans avoir recours a` une routine
d’optimisation nume´rique. Dans de telles situations, il est souvent pre´fe´rable d’uti-
liser l’algorithme EM pour estimer le mode`le. Par contre, lorsqu’il est possible de
calculer la log-vraisemblance et lorsqu’il n’y a pas de solution analytique a` l’e´tape
maximisation de l’algorithme EM, il est ge´ne´ralement plus efficace d’opter pour
une optimisation directe de la log-vraisemblance, c’est-a`-dire, le filtre d’Hamil-
ton. Ne´anmoins, l’algorithme EM conserve son attrait quand le calcul de la log-
vraisemblance est impraticable ou couˆteux nume´riquement. La librairie mhsmm
[143] disponible avec le logiciel R permet d’estimer des mode`les a` changement de
re´gimes avec l’algorithme EM, tels que le mode`le RSLN.
1.3.5. Limites du filtre d’Hamilton et de l’algorithme EM
L’utilisation du forward filtering–backward smoothing algorithm est restreint
aux mode`les a` changement de re´gimes respectant la condition (1.3.3). Il est pos-
sible d’e´tendre l’application de cet algorithme dans le cas ou` la densite´ de yt
de´pend des q derniers re´gimes (voir le chapitre 3) :
f(yt | y1:t−1, S1:t, θ) = f(yt | y1:t−1, St−q+1:t, θ).
Cette ge´ne´ralisation de l’algorithme requiert un nombre d’ope´rations arithme´-
tiques d’ordre O(TM q∨2), nous limitant a` de petites valeurs de q. 7 Par conse´-
quent, lorsque la distribution conditionnelle de yt de´pend de toute la trajectoire
7. Il est e´galement possible de de´finir une nouvelle variable d’e´tat, S¯t = St−q+1:t, et de re-
formuler le mode`le en fonction de cette variable. Puisque la distribution conditionnelle de yt
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des re´gimes du temps 1 a` t, il est impraticable de maximiser la log-vraisemblance
avec le filtre d’Hamilton ou d’utiliser l’algorithme EM. Une telle situation se
produit dans le cadre du mode`le GARCH a` changement de re´gimes. Ceci ex-
plique pourquoi l’estimation de ce mode`le est difficile a` effectuer et ne´cessite
l’utilisation d’approximations ou de me´thodes computationnelles pour e´valuer la
log-vraisemblance et appliquer l’algorithme EM.
1.3.6. Lien avec les mode`les en variables d’e´tat
Les mode`les en variables d’e´tat (state-space models) partagent plusieurs carac-
te´ristiques avec les mode`les a` changement de re´gimes. Par exemple, dans les deux
mode`les, les dynamiques de la variable observe´e de´pendent de la re´alisation d’un
processus stochastique latent ayant une structure markovienne. Cependant, l’es-
pace d’e´tats de ce processus est continu dans un mode`le en variables d’e´tat, plutoˆt
que discret. Lorsque le mode`le en variables d’e´tat est line´aire et gaussien, il existe
une technique analogue au filtre d’Hamilton, soit le filtre de Kalman [113, 114].
Dans ce cas, il est e´galement possible de de´river un algorithme EM ayant une
e´tape maximisation analytique comme celui pre´sente´ dans la section 1.3.4.1 [voir
156, section 6.3]. Quand le mode`le prend une forme non-line´aire ou n’est pas
gaussien, le filtre de Kalman n’est pas exact et des me´thodes computationnelles
sont requises afin de proce´der a` une infe´rence sur le mode`le.
1.4. Statistique computationnelle
Les deux me´thodologies de´veloppe´es dans les chapitres 2 et 3 pour calculer
l’estimateur du maximum de vraisemblance du mode`le GARCH a` changement de
re´gimes se basent sur diffe´rentes techniques en statistique computationnelle qui
sont introduites dans cette section.
1.4.1. E´chantillonnage pre´fe´rentiel (Importance sampling)
Supposons que x est un vecteur ale´atoire de loi (jointe) q(x) et que l’objectif
est d’e´valuer l’espe´rance :
E[h(x)] =
∫
h(x)q(x)dx ou E[h(x)] =
∑
h(x)q(x), (1.4.1)
ou` h(x) ∈ R est une fonction du vecteur x. Dans le cas ou` on peut simuler N
re´alisations inde´pendantes du vecteur x selon la loi q(x), de´note´es par {x(i)}Ni=1,
de´pend seulement du (nouveau) re´gime au temps t, S¯t, cette formulation nous permet d’ap-
pliquer le forward filtering–backward smoothing algorithm directement. Cependant, cette fac¸on
de proce´der ne´cessite un nombre d’ope´rations arithme´tiques d’ordre O(TM2q) qui est couˆteux
nume´riquement.
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Lorsqu’il n’est pas possible de simuler x selon q(x), l’e´chantillonnage pre´fe´-
rentiel (importance sampling) permet de simuler x avec une loi alternative q0(x),
appele´e proposition, satisfaisant la condition :
q(x) > 0⇒ q0(x) > 0.










, i = 1, . . . , N,
et {x(i)}Ni=1 est un e´chantillon inde´pendant ge´ne´re´ avec la loi q0(x). Cet estima-
teur est sans biais et la loi forte des grands nombres implique qu’il converge
presque suˆrement vers l’espe´rance en (1.4.1). Son efficacite´ de´pend du choix de
q0(x) et dans certaines situations il est possible de construire une loi q0(x) re´-
sultant en un estimateur (1.4.3) ayant une plus faible variance que l’estimateur
Monte Carlo (1.4.2). Par conse´quent, l’e´chantillonnage pre´fe´rentiel est e´galement
utilise´ comme technique de re´duction de variance.
Dans plusieurs contextes il est impossible de calculer la constante de norma-









, i = 1, . . . , N,
est utilise´ au lieu de celui pre´sente´ a` l’e´quation (1.4.3). Cet estimateur converge
presque suˆrement vers l’espe´rance en (1.4.1), mais il a un biais d’ordre 1/N .
Une limite de l’e´chantillonnage pre´fe´rentiel est que la variance des estimateurs
(1.4.3) ou (1.4.4) peut croˆıtre exponentiellement avec la dimension du vecteur x
[voir 53]. Par conse´quent, lorsque cette dimension est grande, il est important
de choisir une proposition q0(x) offrant une excellente approximation de q(x).
L’e´chantillonnage pre´fe´rentiel est discute´ en de´tails par Robert et Casella [152] et
Cappe´ et al. [34].
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1.4.2. Filtres particulaires (Particle filters)
Les filtres particulaires (particle filters), aussi connus sous le nom de me´thodes
de Monte Carlo se´quentielles (sequential Monte Carlo methods), sont des tech-
niques par simulations qui se basent sur une application se´quentielle de l’e´chan-
tillonnage pre´fe´rentiel. Ils sont tre`s pratiques dans les mode`les en variables d’e´tat
qui ne sont pas line´aires et gaussiens, car ils permettent d’estimer les re´cursions
du filtre de Kalman qui ne peuvent pas eˆtre effectue´es analytiquement. Ils pro-
curent une me´thodologie pour approximer les probabilite´s filtre´es et estimer la
log-vraisemblance du mode`le. Dans le cadre des mode`les a` changement de re´-
gimes, ils sont utiles quand la distribution conditionnelle de la variable observe´e
de´pend de toute la trajectoire des re´gimes parce que le filtre d’Hamilton est im-
praticable dans ce cas (voir la section 1.3). Le filtre particulaire est en quelque
sorte l’analogue Monte Carlo (ou stochastique) du filtre d’Hamilton et du filtre
de Kalman. Le contenu de cette section est inspire´ de deux excellents ouvrages
re´cents, re´alise´s par Creal [43] et Doucet et Johansen [53], offrant un aperc¸u du
filtre particulaire.
Dans plusieurs applications (par exemple, le calcul de la log-vraisemblance ou
le de´codage en ligne des re´gimes de la chaˆıne de Markov), nous avons besoin d’une
approximation de la loi jointe et conditionnelle p(S1:t | y1:t) pour t = 1 a` T . 8 Dans
ce cas, il est beaucoup plus efficace d’un point de vue computationnel de ge´ne´rer
ces approximations se´quentiellement de t = 1 a` T . Un filtre particulaire est une
me´thode, se basant sur le principe de l’e´chantillonnage pre´fe´rentiel, permettant
de prolonger une approximation de p(S1:t | y1:t) obtenue au temps t vers le temps
t + 1. Dans le cadre des mode`les a` changement de re´gimes, la loi p(S1:t | y1:t)
est approxime´e par l’entremise de N trajectoires simule´es de la chaˆıne de Markov
{St}, appele´es particules et de´note´es par {S(i)1:t}Ni=1, avec probabilite´s respectives
{w¯(i)t }Ni=1, c’est-a`-dire,
{S(i)1:t , w¯(i)t }Ni=1 ∼ p(S1:t | y1:t).
En d’autres termes, la loi p(S1:t | y1:t) est approxime´e avec une distribution (si-
mule´e) discre`te repre´sente´e par {S(i)1:t , w¯(i)t }Ni=1. Puisqu’il y a plusieurs proce´dures
permettant de prolonger cette approximation au temps t+1, il y a plusieurs filtres
particulaires. La section 1.4.2.1 pre´sente une approche dite « conditionnellement
optimale » [voir 43, section 2.5.3] qui est tre`s efficace, mais qui ne peut pas eˆtre
8. Pour raccourcir la notation, la de´pendance d’une loi sur le parame`tre θ est omis dans
cette section.
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implante´e pour tous les mode`les, tandis que la section 1.4.2.2 illustre une approche
moins efficace, mais plus ge´ne´rale.
1.4.2.1. Approche dite « conditionnellement optimale »
Supposons que nous avons l’e´chantillon suivant au temps t− 1 :
{S(i)1:t−1, w¯(i)t−1}Ni=1 ∼ p(S1:t−1 | y1:t−1).
Nous voulons prolonger cet e´chantillon au temps t afin d’obtenir un ensemble de
particules
{S(i)1:t , w¯(i)t }Ni=1 ∼ p(S1:t | y1:t),
ou`,
p(S1:t | y1:t) = p(St | y1:t, S1:t−1) · p(S1:t−1 | y1:t)
= p(St | y1:t, S1:t−1) · f(yt, S1:t−1 | y1:t−1)
f(yt | y1:t−1)
= p(St | y1:t, S1:t−1) · f(yt | y1:t−1, S1:t−1)
f(yt | y1:t−1) · p(S1:t−1 | y1:t−1) (1.4.5)
=
f(yt | y1:t−1, S1:t)
f(yt | y1:t−1) · p(St | St−1) · p(S1:t−1 | y1:t−1). (1.4.6)
En d’autres mots, nous voulons garder les trajectoires passe´es intact et y ajouter
des valeurs simule´es de St. En se basant sur l’expression (1.4.5), ceci peut eˆtre
accompli en deux e´tapes. Premie`rement, les poids des particules {S(i)1:t−1, w¯(i)t−1}Ni=1
sont ajuste´s avec le principe de l’e´chantillonnage pre´fe´rentiel afin de refle´ter la
connaissance de l’observation yt :
















f(yt | y1:t−1, S(i)1:t−1)
f(yt | y1:t−1) · w
(i)
t−1
∝ f(yt | y1:t−1, S(i)1:t−1) · w(i)t−1, i = 1, . . . , N. (1.4.7)
Deuxie`mement, les e´tats, {S(i)t }Ni=1, sont ge´ne´re´s selon
p(St | y1:t, S(i)1:t−1) =
f(yt | y1:t−1, S(i)1:t−1, St) · p(St | S(i)t−1)
f(yt | y1:t−1, S(i)1:t−1)
, i = 1, . . . , N, (1.4.8)
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ce qui nous permet d’obtenir l’e´chantillon de´sire´,
{S(i)1:t , w¯(i)t }Ni=1 ∼ p(S1:t | y1:t).
Cette fac¸on de proce´der est dite « conditionnellement optimale » puisque
chaque variable St est simule´e selon sa loi exacte e´tant donne´ {y1:t, S1:t−1}. Lorsque
la variable non-observe´e est discre`te, il est possible d’implanter une telle approche
parce que les expressions (1.4.7) et (1.4.8) peuvent eˆtre calcule´es analytiquement.
Par exemple, nous avons
f(yt | y1:t−1, S(i)1:t−1) =
M∑
j=1
f(yt | y1:t−1, S(i)1:t−1, St = j) · p(St = j | S(i)t−1),
et il est simple de simuler les e´tats, {S(i)t }Ni=1, car l’expression (1.4.8) peut eˆtre
calcule´e explicitement pour chaque valeur de St = 1, . . . ,M . Cependant, lorsque
la variable non-observe´e est continue, il faut ge´ne´ralement utiliser une approche
plus ge´ne´rale pour e´tendre l’e´chantillon {S(i)1:t−1, w¯(i)t−1}Ni=1 au temps t.
1.4.2.2. Approche ge´ne´rale
Comme pre´ce´demment, supposons que nous de´tenons l’e´chantillon suivant au
temps t− 1 :
{S(i)1:t−1, w¯(i)t−1}Ni=1 ∼ p(S1:t−1 | y1:t−1).
Une approche ge´ne´rale pour prolonger cet e´chantillon au temps t consiste, en
premier lieu, a` se baser sur l’e´quation (1.4.6) et simuler les e´tats, {S(i)t }Ni=1, selon
p(St | S(i)t−1), i = 1, . . . , N, (1.4.9)
qui est typiquement connu. Cette e´tape nous fournit les particules
{S(i)1:t , w¯(i)t−1}Ni=1 ∼ p(S1:t | y1:t−1).
En second lieu, les poids de ces particules sont ajuste´s avec le principe de l’e´chan-
tillonnage pre´fe´rentiel afin d’obtenir un e´chantillon
















f(yt | y1:t−1, S(i)1:t)
f(yt | y1:t−1) · w
(i)
t−1
∝ f(yt | y1:t−1, S(i)1:t) · w(i)t−1.
30
Cette approche est moins efficace que celle dite « conditionnellement optimale »,
car la simulation des e´tats, {S(i)t }Ni=1, ne tient pas compte de l’observation yt.
Cependant, elle est tre`s ge´ne´rale, car pour l’implanter il faut seulement eˆtre en
mesure de (i) simuler St selon p(St | St−1) et (ii) calculer l’expression f(yt |
y1:t−1, S1:t). Ces deux e´tapes peuvent eˆtre effectue´es sans difficulte´ dans la grande
majorite´ des mode`les a` changement de re´gimes et en variables d’e´tat.
1.4.2.3. Re´e´chantillonnage (Resampling)
Les algorithmes pre´sente´s dans les sections 1.4.2.1 et 1.4.2.2 sont voue´s a`
l’e´chec, car ils consistent en l’application se´quentielle de l’e´chantillonnage pre´fe´-
rentiel sur une variable dont la dimensionnalite´ croˆıt a` chaque pas de temps. La
proposition utilise´e pour obtenir un e´chantillon de p(S1:t | y1:t) se de´te´riore avec t
et la variance des poids, {w¯(i)t }Ni=1, croˆıt exponentiellement. E´ventuellement, cette
distribution est estime´e avec une unique particule puisque les poids des autres par-
ticules convergent vers ze´ro, un proble`me connu sous le nom de weight degeneracy
[voir 34, section 7.3.1].
Dans un article influent, Gordon et al. [82] proposent une solution a` ce pro-
ble`me de la de´ge´ne´rescence. Elle consiste a` re´e´chantillonner (resample) les parti-
cules, {S(i)1:t , w¯(i)t }Ni=1, proportionnellement a` leurs poids. Ceci a pour effet de dupli-
quer les particules les plus probables et e´liminer celles qui le sont moins, re´sultant
en une re´organisation des particules dans la re´gion d’inte´reˆt de p(S1:t | y1:t).
Apre`s l’e´tape de re´e´chantillonnage, on obtient un nouvel ensemble de particules,
{S(i)1:t , w¯(i)t = 1/N}Ni=1, avec des poids e´gaux.
Gordon et al. [82] ont propose´ le premier filtre particulaire, de´nomme´ bootstrap
filter, qui correspond a` l’algorithme de la section 1.4.2.2 combine´ a` une e´tape de
re´e´chantillonnage des particules, {S(i)1:t , w¯(i)t }Ni=1, a` chaque pas de temps. D’autre
part, l’algorithme de la section 1.4.2.1 combine´ a` une e´tape de re´e´chantillonnage
des particules, {S(i)1:t−1, w¯(i)t }Ni=1, est e´quivalent au fully adapted auxiliary particle
filter introduit par Pitt et Shephard [147]. Dans ce cas, il est possible de re´-
e´chantillonner les particules avant de simuler les e´tats, {S(i)t }Ni=1, parce que les
poids, {w¯(i)t }Ni=1, sont inde´pendants des valeurs de St. Ceci ame´liore ge´ne´ralement
l’approximation offerte par les particules, {S(i)1:t , w¯(i)t }Ni=1, car l’e´tape de re´e´chan-
tillonnage a pour effet de pre´se´lectionner les particules les plus inte´ressantes.
Malheureusement, le me´canisme de re´e´chantillonnage, bien que ne´cessaire
pour e´viter la de´ge´ne´rescence du filtre particulaire, appauvrit la diversite´ des
trajectoires et a donc un effet nuisible sur l’approximation de p(S1:t | y1:t). Pour
k ≪ t, toutes les particules au temps t sont e´ventuellement associe´es a` la meˆme
trajectoire S1:k et l’approximation de p(S1:k | y1:t) est inapproprie´e. En revanche,
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le filtre particulaire permet ge´ne´ralement d’estimer ade´quatement la probabilite´
p(St−k+1:t | y1:t) pour de petites valeurs de k.
1.4.3. Approximer l’algorithme EM
Nous avons vu dans la section 1.3.4 que l’algorithme EM de´pend de la distribu-
tion a posteriori des re´gimes, p(S | y, θ(r−1)), par l’entremise de l’e´quation (1.3.6)
a` l’e´tape espe´rance (rappel : S = S1:T ∈ {1, 2, . . . ,M}T et y = y1:T ∈ RT ). Il est
impraticable de calculer cette fonction analytiquement pour de grandes valeurs
de T , car son support discret contientMT points qui est e´norme, meˆme a` T = 50.
Dans l’exemple pre´sente´ a` la section 1.3.4.1 ou` l’algorithme EM a e´te´ de´rive´ pour
le mode`le RSLN, l’e´quation (1.3.6) se simplifiait et il e´tait seulement ne´cessaire
de calculer les distributions marginales p(St | y, θ(r−1)) et p(St−1:t | y, θ(r−1)) pour
implanter l’algorithme. Ce type de simplification est possible lorsque la condition
(1.3.3) est respecte´e et, dans ce cas, le forward filtering–backward smoothing algo-
rithm nous permet de calculer ces distributions marginales. Toutefois, lorsque la
distribution conditionnelle de yt de´pend de toute la trajectoire des re´gimes, une
telle simplification n’est plus possible et l’algorithme EM doit eˆtre approxime´.
Ceci peut eˆtre accompli en simulant n trajectoires de S, de´note´es par {S(i)}ni=1,
distribue´es selon p(S | y, θ(r−1)), et en posant :





log f(y, S(i) | θ). (1.4.10)
Cette approximation de l’algorithme EM correspond a` l’algorithme Monte Carlo
EM introduit par Wei et Tanner [161]. Les sections 1.4.3.1 a` 1.4.3.3 pre´senteront
trois me´thodes permettant d’approximer l’algorithme EM dans le cas ou` la dis-
tribution conditionnelle de yt de´pend de toute la trajectoire des re´gimes. Dans ce
qui suit, la de´pendance d’une loi sur le parame`tre θ est omis.
1.4.3.1. E´chantillonnage de Gibbs a` un pas (Single-move Gibbs sampler)
L’e´chantillonnage de Gibbs a` un pas (single-move Gibbs sampler) est une
me´thode Monte Carlo par chaˆınes de Markov (Markov chain Monte Carlo) pro-
pose´e par Albert et Chib [1] et Robert et al. [153] dans le cadre des mode`les a`
changement de re´gimes. L’algorithme de´bute avec une trajectoire initiale, S(0), et
ge´ne`re un e´chantillon de trajectoires de´pendantes, {S(i)}ni=1, en simulant chaque
re´gime se´quentiellement selon la distribution, p(St | y, S1:t−1, St+1:T ), de´nomme´e
full conditional distribution. Ces trajectoires repre´sentent des re´alisations d’une
chaˆıne de Markov ergodique admettant la distribution stationnaire p(S | y) [voir
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74, section 3.4.1].
E´chantillonnage de Gibbs a` un pas
Pour i = 1, . . . , n :
I. Simuler S
(i)
1 ∼ p(S1 | y, S(i−1)2:T ).
II. Pour t = 2, . . . , T − 1 : Simuler S(i)t ∼ p(St | y, S(i)1:t−1, S(i−1)t+1:T ).
III. Simuler S
(i)
T ∼ p(ST | y, S(i)1:T−1).





h(S(i)) −→ E[h(S) | y], (1.4.11)
quand n→∞, ou` h(·) ∈ R. Par conse´quent, les trajectoires obtenues avec l’e´chan-
tillonnage de Gibbs a` un pas, bien que de´pendantes, peuvent eˆtre utilise´es pour
approximer l’e´tape espe´rance de l’algorithme EM (voir l’e´quation (1.4.10)).
Un avantage de cet algorithme est sa ge´ne´ralite´, puisqu’il peut eˆtre implante´
lorsque la distribution de yt de´pend de toute la trajectoire des re´gimes. Par
exemple, il est simple de simuler St selon p(St | y, S1:t−1, St+1:T ), car l’expres-
sion,
p(St | y, S1:t−1, St+1:T ) ∝ f(y | S) · p(S)
∝ f(yt:T | y1:t−1, S) · p(St | St−1) · p(St+1 | St)
∝ p(St | St−1) · p(St+1 | St) ·
T∏
k=t
f(yk | y1:k−1, S1:k),
peut eˆtre calcule´e pour chaque valeur de St = 1, . . . ,M .
Un de´savantage de l’e´chantillonnage de Gibbs a` un pas est que les trajectoires
simule´es, {S(i)}ni=1, peuvent eˆtre fortement corre´le´es. Par conse´quent, la conver-
gence de ces trajectoires vers la distribution stationnaire peut eˆtre lente, re´sultant
en un estimateur impre´cis a` l’e´quation (1.4.11).
1.4.3.2. E´chantillonnage de Gibbs a` pas multiples (Multi-move Gibbs sampler)
L’e´chantillonnage de Gibbs a` pas multiples (multi-move Gibbs sampler), aussi
connu sous l’appellation forward filtering–backward sampling algorithm, a e´te´ de´-
veloppe´ par Carter et Kohn [35] et Fru¨hwirth-Schnatter [73] dans le cadre des
mode`les en variables d’e´tat line´aires et gaussiens et par Chib [38] pour les mo-
de`les a` changement de re´gimes. Cet algorithme permet d’obtenir un e´chantillon
inde´pendant de n trajectoires, {S(i)}ni=1, distribue´es selon p(S | y) et repose sur
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la factorisation suivante :
p(S | y) = p(ST | y) · p(ST−1 | y, ST ) · · · p(St | y, St+1:T ) · · · p(S1 | y, S2:T ).
E´chantillonnage de Gibbs a` pas multiples
Pour i = 1, . . . , n :
I. Simuler S
(i)
T ∼ p(ST | y).
II. Pour t = T − 1, . . . , 1 : Simuler S(i)t ∼ p(St | y, S(i)t+1:T ).
L’avantage de l’e´chantillonnage de Gibbs a` pas multiples vis-a`-vis celui a` un pas
est que les trajectoires ge´ne´re´es sont inde´pendantes. Cependant, son utilite´ est
limite´e aux situations ou` il est possible de simuler a` partir de p(St | y, St+1:T ), ou`
p(St | y, St+1:T ) = f(y, St:T )
f(y, St+1:T )
=
f(y1:t) · p(St | y1:t) · p(St+1 | St) · f(yt+1:T , St+2:T | y1:t, St:t+1)
f(y1:t) · p(St+1 | y1:t) · f(yt+1:T , St+2:T | y1:t, St+1)
=
p(St | y1:t) · p(St+1 | St)
p(St+1 | y1:t) ·
f(yt+1:T | St:T , y1:t)
f(yt+1:T | St+1:T , y1:t) (1.4.12)
= terme 1 · terme 2.
Quand la condition (1.3.3) est satisfaite, c’est-a`-dire, la distribution conditionnelle
de yt de´pend seulement du re´gime au temps t, le terme 2 dans l’e´quation (1.4.12)
s’annule et on obtient l’expression,
p(St | y, St+1:T ) = p(St | y1:t, St+1)
=
p(St | y1:t) · p(St+1 | St)∑M
j=1 p(St = j | y1:t) · p(St+1 | St = j)
,
qui peut eˆtre calcule´e explicitement pour chaque valeur de St = 1, ...,M . Dans ce
cas, l’e´chantillonnage de Gibbs a` pas multiples requiert le calcul des probabilite´s
filtre´es, p(St | y1:t), t = 1, . . . , T , et il doit donc eˆtre pre´ce´de´ d’un algorithme de
filtrage avant, tel que le filtre d’Hamilton, justifiant ainsi l’appellation forward
filtering–backward sampling algorithm.
Quand la distribution conditionnelle de yt de´pend de toute la trajectoire des
re´gimes du temps 1 a` t, il est plus difficile de simuler a` partir de p(St | y, St+1:T ).
Dans de telles situations, il est possible d’utiliser un filtre particulaire pour faciliter
cette simulation graˆce a` la de´composition :
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p(St | y, St+1:T ) =
∑
S1:t−1







f(y1:t−1) · p(S1:t−1 | y1:t−1) · p(St:T | y1:t−1, S1:t−1)·
f(yt:T | y1:t−1, S1:T )








f(yk | y1:k−1, S1:k)
]
· p(St | St−1)·
p(S1:t−1 | y1:t−1)








f(yk | y1:k−1, S(i)1:t−1, St:k)
]
· p(St | S(i)t−1) · w¯(i)t−1
,
ou`,
{S(i)1:t−1, w¯(i)t−1}Ni=1 ∼ p(S1:t−1 | y1:t−1).
Bien que la simulation selon p(St | y, St+1:T ) est possible a` l’aide d’un filtre
particulaire, elle est beaucoup plus couˆteuse nume´riquement que celle selon p(St |
y, S1:t−1, St+1:T ). Pour cette raison, l’e´chantillonnage de Gibbs a` pas multiples
n’est pas ne´cessairement plus efficace que celui a` un pas.
1.4.3.3. Lissage a` de´lai fixe (Fixed-lag smoothing)
Au lieu de simuler des trajectoires distribue´es selon p(S | y) pour approximer
l’e´quation (1.3.6) de l’algorithme EM, Olsson et al. [144] proposent d’utiliser une
me´thode de lissage a` de´lai fixe (fixed-lag smoothing). Cette section introduit une
ge´ne´ralisation de cette technique a` des mode`les ou` la distribution de yt de´pend
de toute la trajectoire des re´gimes du temps 1 a` t.
L’expression (1.3.6) a` l’e´tape espe´rance de l’algorithme EM se de´compose de
la manie`re suivante :∑
S
log f(y, S) · p(S | y) =∑
S
log f(y | S) · p(S | y) +∑
S












log p(St | St−1) · p(St−1:t | y),
et on est donc inte´resse´ a` approximer une fonction ayant la forme,
T∑
t=1





h(S1:t) · p(S1:t | y).
Le principe de lissage a` de´lai fixe consiste a` estimer E[h(S1:t) | y], se´quentiel-
lement pour t = 1, . . . , T , a` l’aide d’un filtre particulaire et la relation,














1:t) · w¯(i)t+k, (1.4.14)
ou`,
{S(i)1:t+k, w¯(i)t+k}Ni=1 ∼ p(S1:t+k | y1:t+k),
et k est un entier choisi de tel sorte que l’approximation a` l’e´quation (1.4.14)
est satisfaisante. Par conse´quent, l’espe´rance, E[h(S1:t) | y], est estime´e avec les
particules au temps t+k. La motivation derrie`re cette approximation est que dans
la grande majorite´ des mode`les en variables d’e´tat et a` changement de re´gimes,
les observations recueillies apre`s le temps t+ k contiennent peu d’information au
sujet de l’e´tat au temps t, justifiant ainsi la troncation a` l’e´quation (1.4.13). Cette
approximation s’ame´liore avec k, lorsque k ≪ T , mais si k est trop grand, elle se
de´te´riore compte tenu du proble`me de la de´ge´ne´rescence du filtre particulaire (voir
la section 1.4.2.3). En effet, si k est grand, les trajectoires, {S(i)1:t}Ni=1, associe´es aux
particules, {S(i)1:t+k, w¯(i)t+k}Ni=1, auront peu de diversite´. Le choix optimal de k de´coule
donc d’un compromis entre la qualite´ de l’approximation a` l’e´quation (1.4.13) et
l’atte´nuation du proble`me de la de´ge´ne´rescence.
Le principal de´savantage de la me´thode a` de´lai fixe est qu’il est difficile de de´-
terminer un k optimal et ce choix est donc ge´ne´ralement fait de manie`re arbitraire.
De plus, meˆme si N → ∞, l’approximation a` l’e´quation (1.4.14) est biaise´e. Par
contre, cette me´thode est tre`s efficace d’un point de vue computationnel puisque
l’e´tape espe´rance de l’algorithme EM est estime´e avec une seule ite´ration du filtre
particulaire et ne ne´cessite pas de simulations additionnelles.
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1.4.3.4. Une remarque
Le chapitre 2 propose d’approximer l’algorithme EM en utilisant l’e´chantillon-
nage de Gibbs a` un pas dans le but de calculer l’estimateur du maximum de
vraisemblance du mode`le GARCH a` changement de re´gimes. L’e´chantillonnage
de Gibbs a` pas multiples utilise´ conjointement avec un filtre particulaire ainsi
que la technique du lissage a` de´lai fixe de´crite a` la section 1.4.3.3 sont deux al-
ternatives qui pourraient e´galement eˆtre exploite´es pour approximer l’algorithme
EM dans ce cas. Au meilleur de ma connaissance, ces deux approches n’ont pas
encore e´te´ propose´es ni implante´es dans le cadre de mode`les a` changement de
re´gimes ou` la distribution conditionnelle de la variable observe´e de´pend de toute
la trajectoire de la chaˆıne de Markov. En effet, les sections 1.4.3.2 et 1.4.3.3 n’in-
troduisent pas seulement deux techniques existantes, mais elles offrent e´galement
une contribution en expliquant comment ces deux me´thodes peuvent eˆtre adap-
te´es pour estimer des mode`les de´pendants de toute la trajectoire des re´gimes.
Ces techniques constituent donc des alternatives pouvant permettre d’ame´liorer
l’efficacite´ de l’algorithme propose´ au chapitre 2.
Chapitre 2
MAXIMUM LIKELIHOOD ESTIMATION OF
THE MARKOV-SWITCHING GARCH
MODEL
Cet ouvrage fait l’objet d’un article dont je suis le seul auteur. Il est publie´
dans la revue Computational Statistics & Data Analysis [9]. Je remercie l’e´di-
teur associe´ anonyme du journal, deux arbitres anonymes, Mathieu Boudreault
et Manuel Morales pour leurs nombreux commentaires et suggestions qui m’ont
permis d’ame´liorer la pre´sentation et le contenu de cet article. Je suis e´galement
reconnaissant a` Brian Hartman et Eden Tsang qui m’ont indique´ des fautes de
composition, ainsi qu’a` Arnaud Dufays pour m’avoir fourni le jeu de donne´es
utilise´ par Bauwens et al. [16].
Re´sume´
L’inte´reˆt du mode`le GARCH a` changement de re´gimes est de combiner deux ap-
proches en e´conome´trie financie`re dans le but d’offrir un meilleur ajustement aux
donne´es financie`res et de mieux refle´ter leurs dynamiques. L’estimation de ce mo-
de`le est une taˆche difficile, car la fonction de vraisemblance de´pend de toute la
trajectoire des re´gimes de la chaˆıne de Markov. Cette difficulte´ a mene´ a` des me´-
thodes d’estimation base´es sur une simplification du mode`le ou a` des techniques
qui ne de´pendent pas de la fonction de vraisemblance. Il n’existe pas de me´thode
pouvant calculer l’estimateur du maximum de vraisemblance sans recourir a` une
simplification du mode`le. Une nouvelle approche est de´veloppe´e base´e sur l’algo-
rithme Monte Carlo EM et sur l’e´chantillonnage pre´fe´rentiel permettant d’obtenir
l’estimateur du maximum de vraisemblance et sa matrice de variance-covariance




The Markov-switching GARCH model offers rich dynamics to model financial
data. Estimating this path dependent model is a challenging task because exact
computation of the likelihood is infeasible in practice. This difficulty led to esti-
mation procedures either based on a simplification of the model or not dependent
on the likelihood. There is no method available to obtain the maximum likelihood
estimator without resorting to a modification of the model. A novel approach is
developed based on both the Monte Carlo expectation-maximization algorithm
and importance sampling to calculate the maximum likelihood estimator and
asymptotic variance-covariance matrix of the Markov-switching GARCH model.
Practical implementation of the proposed algorithm is discussed and its effecti-
veness is demonstrated in simulation and empirical studies.
Keywords : Markov-switching, GARCH, EM algorithm, importance sampling
2.1. Introduction
Financial time series exhibit complex statistical dynamics which are difficult
to reproduce with stochastic models. These dynamics are often referred to as
the stylized facts of financial data and include, among others, the heavy-tailed
nature of the return distribution and volatility clustering [see 41]. The generalized
autoregressive conditional heteroscedasticity (GARCH) class of models [62, 21]
has been extensively used to model financial data as it offers an explicit way to
model volatility. Markov-switching (MS) or regime-switching models have also
attracted a lot of attention in the econometric literature since the seminal paper
of Hamilton [90]. In MS models the return distribution at a given time depends on
the state (or regime) of an unobserved Markov chain. The states of the Markov
chain are often given an economic interpretation. For example, a regime with
a negative mean return and high volatility may be associated with a state of
financial distress in the economy.
Due to the popularity of MS and GARCH models, it is natural to combine
these two approaches and consider a MS-GARCH model. The MS-GARCH model
can be simply understood as a GARCH model where parameters depend on the
state of an unobserved Markov chain. One way to justify such a combination
is given by Lamoureux and Lastrapes [125] and Mikosch and Starica [135] who
show that the high persistence observed in the variance of financial returns can
be explained by time-varying GARCH parameters.
Hamilton and Susmel [93] were among the first authors to discuss the MS-
GARCH model. They noted that the estimation of this path dependent model
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is a challenging task because exact computation of the likelihood is infeasible in
practice. This led some authors [56, 83, 86, 120] to propose estimating modified
versions of the MS-GARCH model that circumvent the path dependence problem
by maximum likelihood. Other authors suggested alternative estimation methods
such as a generalized method of moments (GMM) procedure [70] and a Bayesian
Markov chain Monte Carlo (MCMC) algorithm [18, 16]. To this date, there is
no method available to obtain the maximum likelihood estimator (MLE) of the
MS-GARCH model without resorting to a simplification of the model.
The objective and main contribution of this article is to develop a novel ap-
proach based on the Monte Carlo expectation-maximization (MCEM) algorithm
[161] and the Monte Carlo maximum likelihood (MCML) method [76, 77] to es-
timate the MLE of the MS-GARCH model. The proposed algorithm requires
simulations from the posterior distribution of the state vector. For this reason, it
can be seen as a frequentist counterpart of the Bayesian MCMC method proposed
by Bauwens et al. [18] in the sense that both algorithms build on the data aug-
mentation technique [159]. A secondary contribution of this article is to show how
the asymptotic variance-covariance matrix of the MLE can be estimated. This is
relevant since Francq and Zako¨ıan [70] were not able to obtain the asymptotic
standard errors of their GMM estimates due to numerical difficulties.
This paper is organized as follows. Section 2.2 defines the MS-GARCH model.
Section 2.3 introduces the novel approach to calculate the MLE, proposes a proce-
dure to approximate the asymptotic variance-covariance matrix of the MLE and
discusses practical implementation of the algorithm. Section 2.4 demonstrates the
effectiveness of the proposed method in a simulation study. Section 2.5 applies
the estimation technique to daily and weekly log-returns on the S&P 500 index.
Section 2.6 concludes and proposes avenues for further research. Moreover, Ap-
pendix A justifies the validity of the expectation-maximization (EM) algorithm
when applied to the MS-GARCH model. Appendices B and C include a proof
and some technical details related to the implementation of the algorithm.
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2.2. The MS-GARCH model
2.2.1. Definition
Following Bauwens et al. [18] and Francq et al. [67], the MS-GARCH model
can be defined by the following equations :
yt = µSt + σt(S1:t)ηt, (2.2.1)





ǫt−1(St−1) = yt−1 − µSt−1 , (2.2.3)
where t = 1, . . . , T . The return process {yt} is a discrete-time stochastic process
taking values in R and ηt, t = 1, . . . , T , are independent and identically distribu-
ted normal innovations with zero mean and unit variance. The return dynamics
depend on an unobserved discrete-time process, {St}, which is an ergodic time-
homogeneous Markov chain with M -dimensional discrete state space (i.e., St can
take integer values from 1 to M). The M ×M transition matrix of this Markov
chain is defined by the transition probabilities {pij = Pr(St = j | St−1 = i)}Mi,j=1.
The processes {St} and {ηt} are assumed independent. The notations y1:t and
S1:t are used to represent the vectors (y1, . . . , yt) and (S1, . . . , St), respectively.
The symbols µSt and σt(S1:t) denote measurable functions with respect to a σ-
field generated by the random variable St and the random vector (y1:t−1, S1:t),
respectively. Therefore, µSt symbolizes the conditional mean of the return yt,
E(yt | y1:t−1, S1:t) = E(yt | St), and σ2t (S1:t) represents its conditional variance
Var(yt | y1:t−1, S1:t). The vector θ = ({µi, ωi, αi, βi}Mi=1, {pij}Mi,j=1) denotes the
parameters of the model. To ensure positivity of the variance, the following
constraints are required : ωi > 0, αi ≥ 0 and βi ≥ 0, i = 1, . . . ,M . Since∑M
j=1 pij = 1 for i = 1, . . . ,M , θ contains (4M + M(M − 1)) free parameters.
Conditions for stationarity and the existence of moments were studied by Bau-
wens et al. [18], Francq et al. [67] and Francq and Zako¨ıan [69].
2.2.2. Path dependence problem
The specification (2.2.1)–(2.2.3) causes difficulties in estimation since the
conditional variance at time t depends on the entire regime path S1:t. To empha-
size this dependence, the notation σ2t (S1:t) is used in equations (2.2.1)–(2.2.3),
but to simplify it in what follows, σ2t will be used to represent σ
2
t (S1:t). Moreover,
let y and S denote y1:T and S1:T , respectively, and f (p) stand for a probability
density (mass) function. The calculation of the likelihood of the observed returns,
denoted by f(y | θ), can be accomplished by integrating out all possible regime
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paths :
f(y | θ) =∑
S
f(y, S | θ) =∑
S
















p(S | θ). (2.2.4)
For large T , this integration is infeasible numerically as the summation in equation
(2.2.4) contains MT terms and quickly becomes very large. Even the estimation
of the likelihood by brute force Monte Carlo (i.e., by simulating independent se-
quences of states from the underlying Markov chain) will fail since such estimators
exhibit prohibitively large variances [see 45]. Nevertheless, as shown by Bauwens
et al. [16], it is possible to obtain an accurate estimate of the log-likelihood by
writing
log f(y | θ) = log f(y1 | θ) +
T−1∑
t=1
log f(yt+1 | y1:t, θ),
and estimating f(yt+1 | y1:t, θ), t = 1, . . . , T − 1, sequentially with the aid of
particle filters. Unfortunately, the estimate of the log-likelihood obtained with
particle filters is not a continuous function of θ [see 145]. Therefore, this simulated
log-likelihood is difficult to maximize with standard optimization routines.
2.2.3. The solution of Gray [83]
Gray [83] was the first to suggest a method to estimate the MS-GARCH
model. Recognizing that the likelihood cannot be computed exactly in practice,
he proposed to replace equations (2.2.2) and (2.2.3) with :
σ2t = ωSt + αStǫ
2
t−1 + βStht−1,
ǫt−1 = yt−1 − E(yt−1 | y1:t−2),
where ht−1 = Var(yt−1 | y1:t−2). The expression ht−1 has the effect of collapsing
all of the possible conditional variances at time t − 1 into a single value that
does not depend on the regime path. As a consequence, the conditional distri-
bution of yt, f(yt | y1:t−1, S1:t, θ), is now independent of S1:t−1 and maximum
likelihood estimation is tractable [see 92]. Dueker [56] and Klaassen [120] expan-
ded on Gray’s idea by using broader information sets to collapse variances. The
quality of these approximations to estimate the MLE of the MS-GARCH model
has not been investigated. Intuitively, Gray’s method will be more reliable if re-
gimes can be inferred accurately from the data. For example, this occurs when
regimes are persistent (i.e., pii, i = 1, . . . ,M , are close to 1) and well differentiated
in their parameters. However, even in this case, the simulation study in Section
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2.4 suggests that Gray’s method does not generate consistent estimates for the
MS-GARCH model. Therefore, an alternative approach to compute the MLE is
needed.
2.3. A novel approach to estimate the MS-GARCH mo-
del
2.3.1. MCEM algorithm
There are many situations in statistical inference where it is difficult to maxi-
mize the likelihood of the observed data directly. The EM algorithm is a technique
designed to obtain the MLE of the observed data likelihood through an iterative
procedure that does not require the computation of the likelihood. Instead, we
must be able to calculate and maximize




log[f(y, S | θ)]p(S | y, θ′).
The complete data likelihood of the MS-GARCH model, f(y, S | θ), admits a
simple expression (see equation (2.2.4)) but it is not possible to calculate (2.3.1)
exactly because of the path dependence problem. Nonetheless, we can simulate
from p(S | y, θ′) using Gibbs sampling and obtain a Monte Carlo approximation
of Q(θ | θ′). When the expectation step of the EM algorithm is approximated with
Monte Carlo methods, we obtain the MCEM algorithm introduced by Wei and
Tanner [161]. In such cases, the monotonicity property of the EM algorithm (i.e.,
the likelihood of the observed data is never decreased at each iteration) is not
guaranteed to hold because of the Monte Carlo error introduced. Consequently,
the specification of the number of simulated state vectors at each iteration of
the algorithm is of central importance. Wei and Tanner [161] recommend that
small values be used in the initial stages and that these values be increased as
the algorithm moves closer to convergence. The validity of the EM algorithm in
the context of the MS-GARCH model is discussed in Appendix A.
2.3.2. MCML algorithm
A common criticism of the EM algorithm is that, although it can reach the
neighborhood of the MLE quickly, it exhibits slow linear convergence in the neigh-
borhood itself [see 134, Section 3.9]. For this reason, it is often suggested to com-
bine the EM algorithm with a Newton-Raphson method or to simply switch to a
faster method after a few EM iterations. The latter was suggested by McCulloch
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[132] who proposed to follow the MCEM algorithm with the MCML approach of





f(y, S(i) | θ)
f(y, S(i) | θ⋆) , i = 1, . . . , n
⋆. (2.3.2)
The MCML algorithm makes use of importance sampling to directly maximize
the log-likelihood through the following relation :
log f(y | θ)− log f(y | θ⋆) = log E
[
f(y, S | θ)










Due to the well-known problems related to importance sampling, Cappe´ et al. [33]
explain that this method does not work well unless θ⋆ is in a close neighborhood
of the MLE. Similarly to McCulloch [132], they suggest using it only with another
consistent maximum likelihood estimation method.
2.3.3. MCEM-MCML algorithm for the MS-GARCH model
The discussion in Section 2.3.2 suggests a hybrid MCEM-MCML algorithm.
First, iterations of the MCEM algorithm can be performed to get a good estimate,
θ⋆, of the MLE. This estimate is then used to generate the importance sample
in the MCML algorithm. Both algorithms complement each other : the MCEM
algorithm addresses the flaw of the MCML algorithm relating to the choice of θ⋆
while the MCML method replaces many potential MCEM iterations with a single
iteration, leading to a faster convergence.
Given an initial guess of the parameter vector, θ(0), the following algorithm
started at r = 1 produces a sequence of parameter iterates, {θ(r)}r≥1, allowing us
to compute the MLE of model (2.2.1)–(2.2.3) :
Algorithm 1 : MCEM-MCML algorithm
1. Simulate nr samples of the state vector S from p(S | y, θ(r−1)) using a single-
move Gibbs sampler. The states are simulated sequentially for t = 1, . . . , T
based on the following full conditional distribution :
















To ease notation, the expression σj(S1:t) was reduced to σj. In the context




t+1:j ). It is straightforward to
sample St from (2.3.4) since St can only take integer values from 1 to M .
However, it should be noted that it is not possible to compute expression
(2.3.4) numerically for each value of St since this will result in underflow. To
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avoid underflow, we can calculate the ratios of these expressions and then
recover the probabilities for St = 1, . . . ,M from them. The nr simulations of
the state vector S that are obtained are denoted by {S(i)}nri=1. These draws
form a Markov chain with p(S | y, θ(r−1)) as its stationary distribution [see 74,
Section 3.4.1].
2. Monte Carlo E-step : Calculate Q̂(θ | θ(r−1)), an approximation of the conven-
tional E-step Q(θ | θ(r−1)), where
































= term 1 + term 2.
In the previous expressions, σ
(i)
t is shorthand for σt(S
(i)
1:t).




This optimization can be split into two independent steps since terms 1 and 2
of equation (2.3.6) involve different subsets of the parameters. Term 1 includes
the mean and GARCH parameters while term 2 only contains transition proba-
bilities. Maximization of term 1 must be performed numerically and is similar
to a standard GARCH optimization to calculate the MLE. To improve the
performance of that optimization, the gradient of term 1 with respect to the
mean and GARCH parameters should be provided to the optimization routine
(see Appendix C). Maximization of term 2 can be done analytically. Term 2 is




, j, k = 1, . . . ,M,
where fjk denotes the total number of transitions from state j to state k in all
of the nr simulated state vectors. A proof of this result is in Appendix B.
4. Apply a decision rule to determine whether to switch to the MCML algorithm
(see Section 2.3.5.2). If the decision is to switch, go to step 5 and set θ⋆ = θ(r).
Otherwise, add 1 to r and go to step 1.
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5. Simulate n⋆ samples of the state vector S from p(S | y, θ⋆) using the single-move
Gibbs sampler described in step 1 of the algorithm to obtain the importance
sample {S(i)}n⋆i=1.












In contrast to the M-step, this optimization cannot be split into two steps.
Appendix C provides some details related to its implementation.
Using importance sampling, the final sample, {S(i)}n⋆i=1, generated at step 5 of
the algorithm can be transformed into a weighted sample, {S(i), w¯(i)
θˆ|θ⋆
}n⋆i=1, from










, i = 1, . . . , n⋆. This sample can be used
to obtain an estimate of the smoothed inference of the state at time t, p(St =
j | y, θˆ), j = 1, . . . ,M , with ∑n⋆i=1 w¯(i)θˆ|θ⋆1{S(i)t =j} or to compute the asymptotic
variance-covariance matrix of the MLE.
2.3.4. Asymptotic variance-covariance matrix of the MLE
The asymptotic variance-covariance matrix of the MLE for the MS-GARCH
model can be obtained from the inverse of the Fisher information matrix, denoted




, where S(θ) = ∂ log f(y | θ)/∂θ is the score related to
the observed data log-likelihood. The expectation is taken over y and F(θ) must
be evaluated at the true parameter values (not the MLE). We may approximate
F(θ) by generating independent realizations of y and averaging S(θ)S(θ)T over all
of these realizations. Unfortunately, it is not possible to calculate the score exactly,
















where ∂Q̂(θ′ | θ)/∂θ′ is the gradient of the Monte Carlo E-step which is available
in closed form (see Appendix C). An alternative to approximate the score is to use
the MCML relation in expression (2.3.3). If θ⋆ = θ, this alternative is equivalent
to using expression (2.3.8). The procedure just described generates a valid ap-
proximation of the asymptotic variance-covariance matrix of the MLE when the
true parameters of the MS-GARCH model are known. This is the method that
is used to obtain the asymptotic standard errors of the MLE in the simulation
study of Section 2.4.
When a real data set is fitted to the MS-GARCH model, the true parameters
are not known and we have two choices to approximate the variance-covariance
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matrix of the MLE. First, we may replace the true parameters with the MLE
in the method just mentioned. However, it is common practice to estimate the
variance-covariance matrix with the inverse of I(θˆ), the observed information
matrix evaluated at the MLE. For the MS-GARCH model, I(θˆ) can be approxi-
mated based on the decomposition of the observed information matrix presented



















Sc(θˆ)Sc(θˆ)T | y, θˆ
]
+ S(θˆ)S(θˆ)T , (2.3.9)
where Sc(θˆ) = [∂ log f(y, S | θ)/∂θ]θ=θˆ is the score related to the complete data
log-likelihood evaluated at the MLE. Since S(θˆ) will be very close to the zero
vector in practice, it is only the first two terms in expression (2.3.9) that need to
be estimated. This approximation can be performed using the final state vectors
generated at step 5 of the MCEM-MCML algorithm. As mentioned at the end of
Section 2.3.3, {S(i), w¯(i)
θˆ|θ⋆









log[f(y, S | θ)]
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which is available in closed form (see Appendix C). Moreover, the second term in
equation (2.3.9) can be estimated with
E
[


















Therefore, the estimation of the variance-covariance matrix of the MLE with
[I(θˆ)]−1 can be obtained as a by-product of the MCEM-MCML algorithm.
2.3.5. Practical considerations with regard to the MCEM-MCML
algorithm
Section 2.3.3 shows how the MCEM and MCML algorithms can be used to
estimate the MLE of the MS-GARCH model but it does not convey any guidance
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on how to choose the number of simulated state vectors at each iteration, nor
does it tell us when to switch to the MCML algorithm. Starting values for the
algorithm and the Gibbs sampler are also of concern.
2.3.5.1. Starting values
For the MCEM algorithm and the Gibbs sampler, starting values are im-
portant since they can influence convergence. Section 2.4 demonstrates that the
MLE of Gray’s model (see Section 2.2.3) provides a good initial value for the
MCEM-MCML algorithm. Nevertheless, it is always prudent to try a few addi-
tional starting points to avoid suboptimal convergence (see Appendix A). For
example, the transition probabilities and mean parameters can be set equal to
those estimated for a basic MS model while the volatility parameters can be deri-
ved from a fitted standard GARCH model. The approximations of Dueker [56] or
Klaassen [120] can also be considered, but they will generally yield initial values
in the same range as Gray’s model.
To initialize the Gibbs sampler at the first iteration of the MCEM algorithm
we require a vector of states. This can be obtained from smoothed inferences
of the states using Gray’s model which can be calculated recursively [see 91, p.
694]. For instance, for each t = 1, . . . , T , we can compute the smoothed inference
p(St | y, θ(0)) and pick the value of St which is most likely. This collection of states
can form the initial state vector. Moreover, from one iteration of the MCEM
algorithm to the next we may reuse the last state vector generated on a given
iteration as the starting state vector on the next iteration. Since a reasonable
starting value for the state vector is available, it is not strictly necessary to use a
burn-in sample [see 111].
A final technical detail is the choice of S0. To generate the first state of the
Markov chain S1, we need to make an assumption about S0. We have at least
two choices. First, we may assume that the Markov chain {St} is stationary
and therefore S1 can be generated according to the stationary distribution of the
Markov chain. Second, we may treat the initial distribution of S0, say the vector δ,
as a parameter of the model and estimate it. However, maximizing the likelihood
over δ is equivalent to maximizing the likelihood conditionally on starting from
the M possible different states. In other words, the MLE of δ is a unit vector
of the form (0, . . . , 0, 1, 0, . . . , 0) [see 169, Section 4.2.4]. For simplicity and since
this assumption does not play a material role in estimation, I will suppose that
the initial state S0 is given and fixed instead of needing estimation.
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2.3.5.2. Simulation schedule
A strategy for increasing the sample size throughout the MCEM-MCML al-
gorithm is proposed in this section and referred to as the simulation schedule of
the algorithm. To determine an appropriate simulation schedule, I applied the
MCEM-MCML algorithm with an excessive amount of simulations and iterations
on the MS-GARCH model considered in Section 2.4 and on the empirical data
studied in Section 2.5. Afterwards, I reduced the number of simulations and com-
pared the ending parameter vectors to the ones obtained by brute force.
Table 2.1. Simulation schedule 1
n1 n2 n3 n4 n
⋆
500 1000 2500 5000 10000
Table 2.2. Simulation schedule 2
n1 to n10 n11 to n28 n29 n30 n
⋆
500 1000 2500 5000 40000
I recommend two simulation schedules for the MCEM-MCML algorithm (see
Tables 2.1 and 2.2). Simulation schedule 1 permits a fast estimation (see Sec-
tion 2.4.4 for computational times) while simulation schedule 2 puts more empha-
sis on accuracy and is more robust with respect to the choice of starting values.
In the simulation study (Section 2.4), simulation schedule 1 is used since simula-
tion schedule 2 does not offer significant improvements in the estimation process.
However, when considering empirical data in Section 2.5, Simulation schedule 2
is preferred because it yields important gains in precision. For example, different
runs of the MCEM-MCML algorithm conducted with this strategy brought the
parameter iterates to a close neighborhood of the ones obtained by brute force
(see Section 2.5.1).
The effectiveness of a given simulation schedule depends on starting values
and on the data set of observed returns. Consequently, it may be worthwhile
to automate the MCEM-MCML algorithm, i.e., dictate rules that automatically
select the sample size at each iteration and determine when to perform the final
MCML iteration. For example, we may want to switch to the MCML algorithm if
the relative differences between successive MCEM parameter iterates are below a
certain threshold. There are at least two good papers dealing with the automation
of the MCEM algorithm when MCMC samples are used. On one hand, Levine
and Fan [127] propose to select the sample size at each iteration based on a
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confidence ellipsoid created around the parameter iterates. On the other hand,
Caffo et al. [28] base that decision on whether the Monte Carlo E-step of the
algorithm actually increased the likelihood with high probability. Both of these
approaches rely on asymptotic results and require subsampling approximately
independent subsets of the MCMC sample of state vectors. As a consequence,
it is not guaranteed that they can be used with high reliability. Additionally, a
certain amount of manual adjustments will always be necessary. For these reasons,
automated strategies were not implemented. Nevertheless, it would be interesting
to see how these strategies compare to the ones that were recommended.
2.4. Simulation study
This section evaluates the effectiveness of the proposed MCEM-MCML algo-
rithm to compute the MLE of the MS-GARCH model. The algorithm was coded
to work with version 2.15.0 of the R software [150]. The Gibbs sampler involves
nested sequential loops which render the generation of states a slow process with
R. Consequently, I used the Rcpp package [59] available with R to implement
the generation of states in C++ (the Rcpp package simplifies the integration of
C++ code with R). All results presented in this section are reproducible since I
seeded the random number generator in R. The code to reproduce these results
is available on my website.
2.4.1. Description
I simulated 200 independent trajectories of the MS-GARCH model with sizes
of T = 500, 1500 and 5000 based on the parameter set presented in the third
column of Table 2.3. All of the simulations were started assuming an initial state
value of S0 = 1 and an initial variance of σ
2
0 = 2.56 (this value is approximately
equal to the unconditional variance of the process). This parameter set (denoted
by BPR) was considered by Bauwens et al. [18] to assess their Bayesian MCMC
algorithm. Bauwens et al. [18] state that their choice of parameters is inspired by
empirical studies. It is thus a reasonable representation of a process for generating
financial returns. In particular, the first regime defines a positive mean return–
low volatility environment while the second regime pertains to a negative mean
return–high volatility state.
For each of the simulated trajectories of the MS-GARCH model, the MLE was
estimated by applying the MCEM-MCML algorithm with simulation schedule 1
(see Table 2.1). To examine the effect of starting values, the iterations were started
from the true parameter values and from the MLE of the model of Gray [83]. It is
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not possible to compare the MCEM-MCML algorithm to the GMM algorithm of
Francq and Zako¨ıan [70] on parameter set BPR because the GMM algorithm was
developed on a restricted version of model (2.2.1)–(2.2.3) with zero means in all
regimes. It seems difficult to extend this algorithm to the case of regime-dependent
means or to more general versions of the MS-GARCH model.
2.4.2. Identifiability issues
MS models are generally not identifiable since the parameters of two states
may be permuted without changing the likelihood. When Bayesian MCMC tech-
niques are used to estimate MS models, the label-switching problem [see 74, Sec-
tion 3.5.5] can seriously complicate statistical inference. This problem occurs be-
cause the posterior distribution of the parameters is invariant under a permutation
of state indices when exchangeable priors are used. Therefore, the MCMC out-
put is difficult to interpret when one needs to draw inferences about parameters
in specific regimes. A similar problem occurs in a frequentist setting when we
want to evaluate the sampling distribution of estimators in a simulation study.
We must associate each estimated parameter to a state index since the objective
is to assess biases and standard errors of the estimated parameters in a given re-
gime. In contrast to the label-switching problem, this problem received very little
attention [see 166]. The approach followed here to identify regimes is to impose
an identifiability constraint of the form ω1 < ω2 < . . . < ωM . This is a simple
solution that works well here since the parameters ω1 and ω2 differ significantly
between regimes in parameter set BPR. An alternative would be to impose a simi-
lar constraint on the means, but there is less of a clear-cut difference between the
two regimes based on that choice. If the regimes are not well separated, such an
approach may not correctly identify the estimated parameters with their corres-
ponding regimes. More sophisticated approaches have been proposed to deal with
the label-switching problem, but they are not always applicable in a frequentist
setting.
It must be emphasized that when a data set is fitted with the MCEM-MCML
algorithm, the label-switching problem is not encountered since the goal is to find
a point estimate corresponding to one of the equivalent modes of the likelihood
function. It also does not cause a problem for the estimation of the asymptotic
variance-covariance matrix. This problem is only encountered when evaluating
the sampling distribution of estimators.
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2.4.3. Discussion of results
Table 2.3 displays the summary statistics for 200 estimates of the MLE obtai-
ned with Gray’s model (denoted by Gray), the MCEM-MCML algorithm started
from the MLE of Gray’s model (denoted by MCEMG) and the MCEM-MCML
algorithm started from the true parameter values (denoted by MCEM0) for each
of the sample sizes considered (T = 500, 1500 and 5000). RMSE denotes the
root-mean-square error and A-StErr stands for asymptotic standard error.
We can observe that the estimates of ω1, ω2, β1 and β2 based on Gray’s model
display significant biases which do not necessarily decrease as the sample size is
increased. This suggests that Gray’s model does not generate consistent estimates
for the MS-GARCH model. However, it does provide a good starting value for
the MCEM-MCML algorithm as results under columns MCEMG and MCEM0
are very close to each other. In fact, the MCEM-MCML algorithm started from
the MLE of Gray’s model or from the true parameter values generally converged
to the same mode of the likelihood function.
The results shown in Table 2.3 corroborate that the MCEM-MCML algorithm
started from the MLE of Gray’s model is an effective method to estimate the MS-
GARCH model. The following remarks support this assertion.
1. The RMSE and the A-StErr of the estimators always decrease when the sample
size is increased.
2. The RMSE are, in general, close to the A-StErr, especially for a sample size of
5000.
3. When some bias is observed (e.g., parameters ω2 and β2), this bias always
decreases when the sample size is increased.
4. The transition probabilities are estimated with high accuracy.
Even though the results seem satisfactory overall for the MCEM-MCML algo-
rithm, the GARCH parameters in the second regime ω2 and β2 display some bias.
To investigate this element, I generated 1000 trajectories with sizes of T = 500,
1500, 5000, 10000 and 50000 from a GARCH model with parameters matching
those in the second regime. For each of these trajectories, the MLE of the GARCH
model was estimated and the mean values of these estimates for each sample size
are displayed in Table 2.4.
In Table 2.4, we can note a pattern that is analogous to that observed in
Table 2.3 for the parameters of the second regime : the ω and β parameters
are estimated with large bias for small sample sizes, but this bias is gradually
decreased as the sample size is increased. This example demonstrates that the
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Table 2.3. Mean and RMSE based on 200 estimates of the MLE
T Value A-StErr
Mean RMSE
Gray MCEMG MCEM0 Gray MCEMG MCEM0
500 µ1 0.06 0.039 0.061 0.059 0.060 0.059 0.075 0.070
µ2 −0.09 0.211 −0.080 −0.091 −0.093 0.216 0.204 0.212
ω1 0.30 0.096 0.329 0.298 0.300 0.092 0.091 0.091
α1 0.35 0.110 0.356 0.336 0.342 0.146 0.150 0.146
β1 0.20 0.162 0.106 0.211 0.201 0.184 0.197 0.182
ω2 2.00 1.539 3.684 2.786 2.630 2.324 1.852 1.720
α2 0.10 0.106 0.118 0.121 0.113 0.152 0.152 0.135
β2 0.60 0.279 0.354 0.425 0.469 0.391 0.365 0.339
p11 0.98 0.010 0.976 0.976 0.977 0.017 0.017 0.013
p22 0.96 0.023 0.952 0.954 0.954 0.028 0.029 0.026
1500 µ1 0.06 0.025 0.062 0.061 0.061 0.024 0.023 0.023
µ2 −0.09 0.114 −0.087 −0.091 −0.093 0.111 0.114 0.115
ω1 0.30 0.054 0.345 0.300 0.301 0.069 0.058 0.059
α1 0.35 0.071 0.362 0.350 0.351 0.069 0.066 0.065
β1 0.20 0.091 0.081 0.201 0.199 0.131 0.103 0.103
ω2 2.00 1.006 3.733 2.304 2.325 1.987 1.193 1.171
α2 0.10 0.060 0.101 0.088 0.089 0.061 0.057 0.058
β2 0.60 0.187 0.376 0.562 0.559 0.269 0.198 0.192
p11 0.98 0.006 0.979 0.979 0.979 0.007 0.007 0.007
p22 0.96 0.011 0.957 0.958 0.958 0.015 0.014 0.015
5000 µ1 0.06 0.012 0.062 0.061 0.061 0.014 0.013 0.013
µ2 −0.09 0.065 −0.081 −0.090 −0.090 0.061 0.061 0.061
ω1 0.30 0.032 0.351 0.300 0.301 0.057 0.028 0.027
α1 0.35 0.037 0.362 0.354 0.352 0.041 0.038 0.038
β1 0.20 0.052 0.072 0.198 0.196 0.131 0.050 0.049
ω2 2.00 0.563 3.638 2.051 2.060 1.721 0.554 0.532
α2 0.10 0.030 0.112 0.093 0.094 0.038 0.035 0.034
β2 0.60 0.101 0.385 0.599 0.597 0.234 0.103 0.098
p11 0.98 0.003 0.980 0.980 0.980 0.003 0.003 0.003
p22 0.96 0.006 0.958 0.959 0.959 0.007 0.007 0.006
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Table 2.4. Mean values of 1000 estimates of the MLE for a
GARCH model
T µ ω α β
500 −0.090 2.357 0.104 0.541
1500 −0.091 2.220 0.102 0.565
5000 −0.091 2.051 0.100 0.592
10000 −0.089 2.024 0.100 0.596
50000 −0.090 1.999 0.100 0.600
True value −0.090 2.000 0.100 0.600
MLE of GARCH models can be biased in small sample sizes. It seems that the
biases that are observed with regard to ω2 and β2 in Table 2.3 are normal and they
are not due to a fault of the MCEM-MCML algorithm. In fact, an examination
of the correlation matrix of the estimated parameters reveals that the estimates
of ω2 and β2 are highly negatively correlated which undoubtedly complicates
estimation.
2.4.4. Computational times
Although the MCEM-MCML algorithm is an iterative simulation-based algo-
rithm, the estimation of a data set can be accomplished in a reasonable amount of
time. For instance, it takes approximately 2, 6 and 30 minutes to estimate a data
set with sample sizes of T = 500, 1500 and 5000, respectively, using simulation
schedule 1 (see Table 2.1) on a 3.40 GHz Intel Core i7-2600 processor. The single-
move Gibbs sampler implementation in C++ is efficient as it takes approximately
15, 70 and 500 seconds to generate 10000 draws from the posterior distribution
of the state vector at sample sizes of T = 500, 1500 and 5000, respectively. The
maximization step of the algorithm is computationally demanding because the
conditional variance at time t, σ2t (S1:t), must be recalculated for each simulated
state sequence S1:t and each t = 1, . . . , T whenever the parameters change. This
element justifies the use of the MCML algorithm to help reduce the number of
iterations when convergence of the MCEM algorithm is slow.
2.5. Empirical study
In this section, the MS-GARCH model is fitted to (i) weekly percentage log-
returns on the S&P 500 price index from October 28, 1987 to October 31, 2012
and (ii) daily percentage log-returns on the S&P 500 price index from May 20,
1999 to April 25, 2011. Weekly data is from Wednesday’s close to the following
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Wednesday’s close to avoid most holidays and includes 1305 observations. The
daily data set contains 3000 observations and allows for a comparison of the
estimation results obtained with the MCEM-MCML algorithm to the Bayesian
MCMC approach developed by Bauwens et al. [16] since these authors considered
the same data set. Descriptive statistics for the two financial time series are provi-
ded in Table 2.5 (the mean and standard deviation, abbreviated StDev, are given
on an annualized basis). Similarly to Section 2.4, the estimation results presented
in this section are reproducible with the code available on my website.
Table 2.5. Descriptive statistics
Mean StDev Skewness Kurtosis Minimum Maximum
Weekly S&P 500 7.2 16.6 −0.59 7.2 −16.5 10.2
Daily S&P 500 −0.1 21.5 −0.12 10.5 −9.5 11.0
2.5.1. Estimation results and effectiveness of simulation schedule 2
To demonstrate the effectiveness of simulation schedule 2 (see Table 2.2), the
parameter estimation for each data set was repeated 40 times using that strategy
and compared to a brute force implementation of the MCEM-MCML algorithm
(with n1, . . . , n40 = 10000, n41, . . . , n50 = 50000 and n
⋆ = 100000). The mean,
median and standard deviation of the estimated parameters and log-likelihood
values (denoted by log-lik) obtained over these repeated estimations are given in
Table 2.6. The log-likelihood of the MS-GARCH model was approximated using
the particle filter methodology with 100000 particles [see 16, 43], which is accurate
to the first decimal place.
Unconstrained estimation of MS-GARCH models with empirical data can lead
to parameters being estimated on the boundary of the parameter space and re-
sult in slow convergence of the MCEM-MCML algorithm. For example, Bauwens
et al. [18] and Francq and Zako¨ıan [70] fitted the MS-GARCH model to daily
S&P 500 data : Bauwens et al. [18] used the constraint α1 = β1 = 0 in the esti-
mation process while Francq and Zako¨ıan [70] reported an estimated value of α1
very close to zero. To obtain convergence in the interior of the parameter space,
I fitted a constrained MS-GARCH model by imposing α1 = α2 and β1 = β2 in
the estimation process. For weekly data, both the constrained and unconstrained
versions were estimated but due to slow convergence simulation schedule 2 was
not effective at estimating the unconstrained version. For daily data, the uncons-
trained MS-GARCH model was fitted with zero means (i.e., µ1 = µ2 = 0) to
match the specification considered by Bauwens et al. [16]. This restriction on the
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Table 2.6. Estimation results and effectiveness of simulation sche-
dule 2
µ1 µ2 ω1 α1 β1 ω2 α2 β2 p11 p22 log-lik
Weekly S&P 500 : unconstrained model
Brute 0.547 −2.01 0.111 0.0277 0.807 0.098 < 10−8 1.82 0.833 0.109 −2740.3
Weekly S&P 500 : constrained model with α1 = α2 and β1 = β2
Brute 0.343 −2.80 0.0446 0.0429 0.902 2.51 0.0429 0.902 0.946 0.308 −2757.5
Median 0.346 −2.77 0.0445 0.0433 0.901 2.50 0.0433 0.901 0.945 0.308 −2757.5
Mean 0.346 −2.77 0.0446 0.0432 0.901 2.50 0.0432 0.901 0.945 0.306 −2757.5
StDev 0.007 0.12 0.0012 0.0009 0.003 0.04 0.0009 0.003 0.004 0.013 0.06
Daily S&P 500 : unconstrained model with zero means
Brute − − 0.0532 0.0946 0.885 0.0128 0.0194 0.953 0.999 0.999 −4476.6
Median − − 0.0538 0.0943 0.884 0.0125 0.0216 0.952 0.999 0.999 −4476.7
Mean − − 0.0609 0.0938 0.883 0.0131 0.0237 0.948 0.997 0.998 −4477.0
StDev − − 0.0151 0.0033 0.004 0.0035 0.0065 0.012 0.003 0.002 0.53
Daily S&P 500 : constrained model with α1 = α2 and β1 = β2
Brute 0.0682 −1.05 0.00698 0.0337 0.942 0.527 0.0337 0.942 0.980 0.638 −4450.9
Median 0.0683 −1.06 0.00696 0.0339 0.942 0.528 0.0339 0.942 0.980 0.635 −4450.9
Mean 0.0683 −1.06 0.00695 0.0340 0.942 0.527 0.0340 0.942 0.980 0.634 −4450.9
StDev 0.0007 0.04 0.00007 0.0008 0.001 0.027 0.0008 0.001 0.000 0.025 0.05
means caused the MCEM-MCML algorithm to converge in the interior of the pa-
rameter space. The results of this estimation are consistent with those presented
by Bauwens et al. [16].
The results displayed in Table 2.6 suggest that simulation schedule 2 can be
used reliably to estimate financial data when the MLE is not on the boundary of
the parameter space. The estimation of the constrained model is very accurate,
but more variability is observed for the unconstrained model fitted with zero
means to daily data. This is due to the single-move Gibbs sampler struggling
to move between highly persistent regimes. Ways to improve this sampler are
discussed in the conclusion. To estimate the unconstrained model with weekly
data, over 100 iterations were needed to be confident that the algorithm converged
as the parameter α2 was attracted to 0. Even though β2 > 1, the estimated model
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is covariance stationary as it satisfies the conditions given by Francq et al. [67]
[see also 18].
Finally, the computational time required to complete a single estimation with
simulation schedule 2 on a 3.40 GHz Intel Core i7-2600 processor is approximately
35 minutes for the weekly data set and 110 minutes for the daily data set.
2.5.2. Comparison of fit
The fit of the constrained MS-GARCH model for the weekly and daily data
sets is compared to the model of Gray [83] and to standard MS and GARCH
models in Tables 2.7 and 2.8. The MS model is a special case of the MS-GARCH
model with α1 = α2 = 0 and β1 = β2 = 0. The Bayesian information criterion
(BIC) adds a penalty of 0.5k log T to the negative of the log-likelihood, where k
is the number of parameters in the model and T is the number of observations.
The preferred model is the one with the lowest BIC. The asymptotic standard
errors of the MLE are given in parentheses.
The fit of the MS-GARCH model is superior to Gray’s model according to the
BIC for both data sets considered. The BIC reported for Gray’s model is based on
the log-likelihood of Gray’s model. The log-likelihood of the MS-GARCH model
evaluated at the MLE of Gray’s model was generally below that of the GARCH
model. This implies that Gray’s model can only generate a crude estimate of the
MLE for the MS-GARCH model. These results are in line with those obtained in
Section 2.4.3, where it was shown that Gray’s model does not generate consistent
estimates for the MS-GARCH model.
For the two time series considered, the fitted standard MS models include two
persistent regimes : the first regime defines a positive mean return–low volatility
state while the second regime pertains to a negative mean return–high volatility
environment. When GARCH dynamics are incorporated into the MS model, the
regime associated with a negative mean return becomes much less persistent (i.e.,
p22 is significantly reduced). To illustrate the difference in the role played by
regime two in the MS and MS-GARCH models, we can compare the smoothed
inferences of the states given by these models (see Figure 2.1). For example,
consider the global financial crisis that emerged in September of 2008 with the
bankruptcy of Lehman Brothers and the collapse of large financial institutions
around the world. From September of 2008 to August of 2009, the MS model
infers that the return process is in regime two, i.e., the negative mean return–
high volatility regime. During that same period, the MS-GARCH model infers
that this process enters regime two at the beginning of September of 2008 and
returns to regime one five weeks later. Consequently, state two in the MS-GARCH
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Table 2.7. Weekly S&P 500 : Estimated parameters and asymp-
totic standard errors
µ1 µ2 ω1 ω2 α β p11 p22 BIC
GARCH
0.209 0.176 0.131 0.841
2822.4
(0.050) (0.058) (0.024) (0.029)
MS
0.281 −0.141 2.19 11.2 0.977 0.953
2815.5
(0.056) (0.167) (0.18) (1.0) (0.009) (0.017)
Gray
0.236 −2.37 < 10−8 4.34 0.0698 0.848 0.984 0.487
2805.8
(0.058) (0.80) (< 10−8) (2.08) (0.0260) (0.040) (0.008) (0.122)
MS-GARCH
0.343 −2.80 0.0446 2.51 0.0429 0.902 0.946 0.308
2786.2
(0.060) (0.63) (0.0222) (0.52) (0.0205) (0.028) (0.022) (0.179)
Table 2.8. Daily S&P 500 : Estimated parameters and asymptotic
standard errors
µ1 µ2 ω1 ω2 α β p11 p22 BIC
GARCH
0.00223 0.0125 0.0759 0.916
4510.2
(0.0167) (0.0030) (0.0086) (0.009)
MS
0.0571 −0.110 0.631 4.10 0.989 0.979
4661.8
(0.0190) (0.064) (0.033) (0.25) (0.003) (0.006)
Gray
0.0422 −1.73 < 10−8 0.769 0.0680 0.908 0.996 0.507
4495.5
(0.0164) (0.65) (< 10−8) (0.511) (0.0080) (0.006) (0.002) (0.151)
MS-GARCH
0.0682 −1.05 0.00698 0.527 0.0337 0.942 0.980 0.638
4483.0
(0.0177) (0.34) (0.00222) (0.211) (0.0127) (0.012) (0.006) (0.164)
model represents a shock regime which induces a jump in the volatility process.
When the model reverts back to regime one, the effect of this shock still persists
in the volatility due to the GARCH dynamics. This example demonstrates that
volatility persistence is captured differently in the MS and MS-GARCH models.





























































Figure 2.1. S&P 500 : Smoothed probabilities of being in regime two
volatility can only occur when the return process remains in regime two. For the
MS-GARCH model, it is better explained by the GARCH dynamics of the model
since the role of the MS process is now to allow for jumps in volatility. Therefore,
it is not surprising that enriching the GARCH model with a MS process offers an
improved fit as the presence of these jumps is well documented in the econometric
literature [e.g., 63].
2.6. Conclusion
A novel approach was introduced based on the MCEM and MCML algo-
rithms to calculate the MLE of the MS-GARCH model and its effectiveness was
demonstrated with a simulation study. The main contribution of this method is
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that it allows us to estimate the MS-GARCH model by maximum likelihood wi-
thout resorting to a simplification of the model like the one used by Gray [83]. It
was shown that Gray’s model does not generate consistent estimates for model
(2.2.1)–(2.2.3) and that the MCEM-MCML algorithm can significantly improve
these estimates. The practical implementation of the algorithm was discussed and
a simulation schedule was suggested to fit financial data. Finally, it was explained
how to compute the variance-covariance matrix of the MLE. This paper offers
many opportunities for further research.
First, the proposed algorithm can be extended to the case of asymmetric po-
wer GARCH regimes [see 49] with skewed or non-normal innovations. Haas [84]
generalized the model of Haas et al. [86] in a similar way and showed that such
a specification is sometimes preferred when it is fitted to financial data. As men-
tioned in Section 2.3.5.2, automated rules for selecting the sample size at each
iteration of the algorithm can be investigated. Furthermore, the single-move Gibbs
sampler that was proposed to generate the states may be poorly mixing in some
instances [see 74, Section 11.5.6]. To improve this Gibbs sampler, states can be
simulated in blocks instead of individually or in a random order instead of sequen-
tially [see 126]. Simulation in blocks would increase the computational expense
of the sampler by a factor of (M b/b), where b is the block size. Consequently, it
is not guaranteed that this will improve the performance of the algorithm for a
fixed computational time. Recently, Bauwens et al. [16] proposed a multi-move
Gibbs sampler (also known as a forward filtering–backward sampling algorithm)
for the MS-GARCH model using particle filters. This algorithm can significantly
enhance the mixing properties of the single-move sampler and reduce its sensiti-
vity to initial values.
Second, other methods to estimate the MS-GARCH model can be investiga-
ted. For example, Jacquier et al. [108] proposed a MCMC maximum likelihood
approach for latent state models that shares some similarities with the MCEM
algorithm [see 52, 75, 110]. It involves a stochastic implementation of the M-step
that can help reduce computational time and prevent convergence to a local mode
of the log-likelihood. Moreover, since we can approximate the gradient and Hes-
sian of the log-likelihood (see Section 2.3.4), gradient-based algorithms [see 34,
Sections 10.1.3, 11.1.3 and 11.1.5] can be investigated.
Finally, the proposed algorithm applies to a univariate MS-GARCH model.
The academic literature on multivariate MS-GARCH models is scarce, especially
with regard to estimation. For example, Bauwens et al. [17] and Haas et al. [87]
considered multivariate versions of the model of Haas et al. [86]. Since that model
is not path dependent, estimation of these multivariate models can be done by a
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direct maximization of the log-likelihood. In the context of a multivariate genera-
lization of the (path dependent) MS-GARCH model, more sophisticated methods
are needed. It would thus be interesting to extend the proposed algorithm to a
multivariate setting or to perform estimation using a Bayesian approach.
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Appendix A. Validity of the EM algorithm for the MS-
GARCH model
Strictly speaking, the MLE in mixture or MS models may not exist because
of an unbounded likelihood. For example, consider a mixture of two normal dis-
tributions in which one of the normal densities has a mean exactly equal to one
of the observations with a variance in the vicinity of 0. In this case, the likelihood
is unbounded on the boundary of the parameter space so that a global maximum
of the likelihood does not exist [see 74, Sections 6.1.2 and 6.1.3]. However, from a
practical perspective, the area of the parameter space which creates this anomaly
is of no interest since it occurs when one of the states is essentially trying to give
discrete mass to one of the observations. Therefore, we may constrain the para-
meter space to exclude these pathological cases by, for example, posing a strictly
positive lower bound on the variances. With this restriction, Kiefer [116] proves
that there exists a bounded local maximizer of the likelihood which is consistent,
efficient and asymptotically normal [see also 100, 107].
The convergence of the EM algorithm is discussed in great detail by Wu
[163] who proves that if Q(θ | θ′) is continuous in both θ and θ′ then (under
regularity conditions) all limit points of the EM algorithm are stationary points
of the likelihood. The following regularity conditions are needed (Ω denotes the
parameter space) :
Ω is a subset in the d-dimensional Euclidean space Rd,
Ωθ0 = {θ ∈ Ω : f(y | θ) ≥ f(y | θ0)} is compact for any f(y | θ0) > −∞, (2.6.1)
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each parameter iterate θ(r) is in the interior of Ω,
f(y | θ) is continuous in Ω and differentiable in the interior of Ω. (2.6.2)
A consequence of these conditions is that any sequence of likelihood values genera-
ted by the EM algorithm is bounded above. The compactness assumption (2.6.1)
is difficult to verify but if we constrain the parameter space to exclude cases rela-
ted to an unbounded likelihood, this assumption should hold for the MS-GARCH
model (we can require that the GARCH parameters in all of the states be greater
than some lower bound strictly greater than 0). Moreover, condition (2.6.2) is
satisfied for the MS-GARCH model since (see equation (2.2.4))

















is continuous in Ω and differentiable in the interior of Ω. Finally,
Q(θ | θ′) =∑
S






log[f(y, S | θ)]f(y, S | θ′),
is continuous in both θ and θ′ since f(y, S | θ) and f(y | θ) are positive continuous
functions of θ.
This implies that it is valid to use the EM algorithm to estimate the MS-
GARCH model since all limit points generated by the algorithm are stationary
points of the likelihood. There is no guarantee that the stationary point is a local
maximum, but convergence to a local minimum or a saddle point only occurs for
some pathological cases so that in almost all instances, the stationary point is a
local maximum [see 134, Section 3.6]. If the likelihood function is unimodal in θ
and there is only one stationary point then the EM algorithm will converge to the
global (unique) maximizer of the likelihood. However, the likelihood in mixture
and MS models can have many modes and convergence of the EM sequence to a
particular mode may depend on the choice of starting values. Hence, it is best to
start the EM algorithm with different sets of starting values to avoid a suboptimal
local maximum.
Appendix B. Analytical maximization of term 2 in ex-
pression (2.3.6)
Maximization of term 2 in expression (2.3.6) with respect to the transition
probability parameters {pjk}Mj,k=1 subject to the constraint
∑M
k=1 pjk = 1, j =
1, . . . ,M can be done analytically. Let f
(i)
jk denote the number of transitions from
62





(i.e., fjk is the total number of transitions from state j to state k in all of the nr

















































For each j, the expression inside the summation of equation (2.6.3) only involves
transition probabilities of the jth row of the transition matrix. Therefore, we may
find the optimal values of the transition probabilities for each row independently.








This can be done by using straightforward calculus steps and the closed-form




, j, k = 1, . . . ,M.
Appendix C. Technical details related to the MCML-
step of Algorithm 1
To obtain θˆ, we must calculate w
(i)
θ|θ⋆ , i = 1, . . . , n
⋆, which are defined in






θ|θ⋆) = log f(y, S
































The starred quantities in expression (2.6.4) must be calculated based on θ⋆ and




number of transitions from state j to state k in the ith simulated state vector
S(i).
To improve the performance of the numerical optimization in expression (2.3.7),




θ|θ⋆ with respect to θ can be calculated in closed form













∂f(y, S(i) | θ)/∂θ





























































log p(S(i) | θ)
(2.6.5)
= gradient 1 + gradient 2.
Gradients 1 and 2 simplify to



































Gradient 1 can be calculated recursively without difficulty while gradient 2 can
be computed directly.




θ|θ⋆ is approximately equal to the gradient
of the log-likelihood (see equation (2.3.3)). It is also closely related to the gra-
dient of Q̂(θ | θ⋆) which can be obtained from expressions (2.6.6) and (2.6.7) by
replacing w¯
(i)
θ|θ⋆ , i = 1, . . . , n
⋆, with 1/n⋆. In this case, gradient 1 is the gradient
of term 1 in expression (2.3.6).
Chapitre 3
ESTIMATING THE MARKOV-SWITCHING
GARCH MODEL WITH A DETERMINISTIC
PARTICLE FILTER
Cet article a e´te´ re´alise´ avec la collaboration des coauteurs Mathieu Bou-
dreault et Manuel Morales. Il a e´te´ soumis en octobre 2013 a` la revue Journal of
Econometrics.
Re´sume´
Le mode`le GARCH a` changement de re´gimes combine une structure GARCH
avec des parame`tres qui varient dans le temps. Son introduction dans les anne´es
1990 tire sa motivation de l’incapacite´ du mode`le GARCH a` refle´ter des change-
ments structurels dans les donne´es financie`res, souvent observe´s sur de longues
pe´riodes de temps. La combinaison des processus GARCH et a` changement de
re´gimes donne lieu a` un proble`me de path dependence qui complique l’estimation
du mode`le. Cette difficulte´ a mene´ a` l’introduction de me´thodes computation-
nelles intensives et a` des techniques plus simples base´es sur une approximation
du mode`le, connues sous le nom de collapsing procedures. Une me´thodologie ori-
ginale est de´veloppe´e permettant d’estimer le mode`le GARCH a` changement de
re´gimes par le maximum de vraisemblance, ge´ne´ralisant et ame´liorant les ap-
proches dites par collapsing de´veloppe´es dans les deux dernie`res de´cennies. Cette
ge´ne´ralisation permet d’e´tablir un lien me´thodologique entre ces approches et le
filtre particulaire, de´montrant ainsi qu’elles sont e´quivalentes a` un filtre particu-
laire de´terministe. La de´couverte de cette relation est importante, car elle permet
de justifier la validite´ de l’approche dite par collapsing pour estimer le mode`le
GARCH a` changement de re´gimes. Des e´tudes par simulations et empirique re´-




The Markov-switching GARCH model allows for a GARCH structure with time-
varying parameters. Its introduction in the 1990s was motivated by the inability
of the standard GARCH model to reflect structural changes in financial time
series which are usually found to occur over many years of data. The combina-
tion of Markov-switching and GARCH processes complicates estimation as exact
computation of the log-likelihood is infeasible due to a path dependence problem.
This difficulty led to computationally intensive estimation methods and to sim-
pler techniques based on an approximation of the model, known as collapsing
procedures. An original framework is developed to conduct maximum likelihood
inference in the Markov-switching GARCH model, generalizing and improving
previously proposed collapsing approaches. This method is demonstrated to cor-
respond to a deterministic particle filter, establishing a novel relationship between
particle filtering and collapsing procedures. The discovery of this relationship is
important because it provides the missing link needed to justify the validity of the
collapsing approach for estimating the Markov-switching GARCH model. Simu-
lation and empirical studies show that it allows for a fast and accurate estimation
of the model.
Keywords : Markov-switching, regime-switching, GARCH, maximum likelihood,
particle filtering, collapsing
3.1. Introduction
Markov-switching GARCH (MS-GARCH) models allow for a GARCH struc-
ture with time-varying parameters. They were introduced in response to the fin-
dings of Lamoureux and Lastrapes [125] who suggested that a GARCHmodel with
constant parameters may inaccurately measure volatility persistence in long time
series of financial returns. This is due to its inability to reflect structural changes
which are usually found to occur over many years of data. Hillebrand [106] and
Mikosch and Starica [135] rigorously proved that neglecting parameter changes in
a GARCH model creates an upward bias on the measure of volatility persistence.
It is therefore not surprising that many authors [e.g., 8, 30, 86, 84, 120, 131, 155]
were able to show that MS-GARCH models can provide a better fit to empirical
data and improved volatility and Value-at-Risk forecasts.
The econometric literature has proposed two approaches for combining Markov-
switching and GARCH frameworks, resulting in two different MS-GARCH mo-
dels. The first model dates back to Cai [29], Gray [83] and Hamilton and Susmel
[93] and can be referred to as the path dependent MS-GARCH model, which we
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abbreviate by MSG. The second model was introduced by Haas et al. [86] and
can be termed the path independent MS-GARCH model [see also 4, 85]. In the
path dependent model the conditional variance at any given time depends on
the entire history of regimes generated by the hidden Markov chain, while in the
path independent model it only depends on the current regime. In applications,
there is a clear advantage to using the path independent methodology because
standard Markov-switching maximum likelihood inference is applicable without
any complications [see 92]. For these standard tools to be suitable for the MSG
model, one must employ the approximations proposed by Dueker [56], Gray [83]
or Klaassen [120], known as collapsing procedures, because without them, exact
calculation of the log-likelihood is infeasible [refer to 83, for a very good account
of this problem]. Although these collapsing approaches are popular to fit financial
data [e.g., 8, 10, 19, 103, 131, 155] and simulate from the posterior distribution of
the state vector [e.g., 20, 57], their validity and accuracy have not been investiga-
ted. Using a simulation study, Augustyniak [9] exposed that maximum likelihood
estimation based on the collapsing procedure proposed by Gray [83], the most po-
pular in the econometric literature, results in highly biased parameter estimates.
Therefore, there is a need to better understand these approximations.
This article demonstrates how the collapsing procedures proposed by Dueker
[56], Gray [83] and Klaassen [120] can be generalized and recast as a determi-
nistic particle filter (DPF). We establish a strong connection between this DPF
and the optimal particle filter (OPF) developed by Fearnhead and Clifford [64]
by showing that these two algorithms only differ in the particle selection (or re-
sampling) stage, the DPF performing this selection deterministically rather than
stochastically. This novel relationship between particle filtering and collapsing
procedures provides the missing link needed to justify the validity of the collap-
sing approach for estimating the MSG model. The discovery of this link is an
important contribution of this article as collapsing procedures were historically
justified with intuitive arguments.
Traditional particle filters (e.g., bootstrap filter or auxiliary particle filter)
provide a way to unbiasedly estimate the MSG likelihood, but the resulting ap-
proximation is very difficult to maximize as it is a discontinuous function of the
parameters [see 43, 115]. Even though the OPF proposed by Fearnhead and Clif-
ford [64] is shown in this article to be significantly more accurate for the MSG
model than traditional particle filters, its use for maximum likelihood estimation
is still unreliable and very slow due to the discontinuity problem. In contrast,
the DPF that we develop yields an approximation of the MSG log-likelihood
which is a continuous and differentiable function of the parameters, at the cost
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of introducing a bias in its evaluation. By comparing log-likelihood estimates ge-
nerated with the DPF and OPF algorithms in a simulation study, this bias is
found to be very small in practical situations. Since the DPF achieves a smooth
approximation of the log-likelihood with little bias, we propose its use to conduct
maximum likelihood inference in the MSG model. An empirical study with S&P
500 data shows that it can generate accurate parameter estimates in a matter of
minutes. Therefore, the algorithm introduced can offer a computational benefit
over simulation-based inference techniques proposed by Augustyniak [9], Bauwens
et al. [18, 16], and Dufays [57].
This article is organized as follows. Section 3.2 defines the MSG model. Sec-
tion 3.3 develops the estimation methodology and establishes its relationship with
particle filtering. Section 3.4 demonstrates its effectiveness for computing the log-
likelihood and maximum likelihood estimator (MLE) of the MSG model. Sec-
tion 3.5 concludes and proposes avenues for further research. Derivations and
supplementary algorithms are provided in the appendix.
3.2. The MSG model
Consider the standard GARCH(1, 1) model :
yt = µ+ σtηt,





ǫt−1 = yt−1 − µ,
where t = 1, . . . , T and y1:T = (y1, . . . , yT ) is a vector of returns. The innovation ηt
is assumed to follow a normal distribution with zero mean and unit variance, i.e.,
ηt ∼ N (0, 1), and to be independent over the index t. The conditional distribution
of yt given y1:t−1 is N (µ, σ2t ), where σ2t represents the conditional variance of the
return at time t, i.e., σ2t = Var(yt | y1:t−1), while µ is the conditional, as well as
unconditional, mean of that return. The remaining symbols {ω, α, β} represent
parameters of the GARCH process.
Furthermore, let {St} be an ergodic time-homogeneous Markov chain with
finite state space {1, . . . ,M} and M ×M transition matrix defined by the pro-
babilities {pij = Pr(St = j | St−1 = i)}Mi,j=1. This Markov chain is assumed to be
unobserved and independent of {ηt}. The MSG model [29, 83, 93] integrates this
Markov chain into the GARCH(1, 1) model as follows :
yt = µ+ σt(S1:t)ηt, (3.2.1)















where S1:t = (S1, . . . , St) and σ
2
0 is a known constant representing the variance
at time t = 0 (for simplicity, we set ǫ20 = σ
2
0). This model can be simply unders-
tood as a GARCH model with time-varying parameters, {ωi, αi, βi}Mi=1, dependent
upon the states of an unobserved Markov chain. The conditional distribution of yt
given (y1:t−1, S1:t) is N (µ, σ2t (S1:t)), where σ2t (S1:t) = Var(yt | y1:t−1, S1:t). Equa-
tion (3.2.3) demonstrates that this conditional variance depends on the entire
regime path, which renders exact calculation of the log-likelihood infeasible in
practice [see 83]. Consequently, parameter estimation for the MSG model is fea-
sible by maximizing an approximated log-likelihood [56, 83, 120], by resorting to
simulation-based techniques [9, 18, 16, 57] or by making use of the generalized
method of moments [70]. The objective of this article is to generalize and improve
the accuracy of approaches based on an approximated log-likelihood, known as
collapsing procedures, and to relate them to a DPF. This relationship allows us to
justify why they can be relied upon to approximate the MLE of the MSG model.
A switching mean can be introduced into the model, but we postpone this
extension until Section 3.4, as it would unnecessarily complicate the exposition of
our proposed methodology in Section 3.3. This article centers on the MSG model,
but a comparison with the path independent MS-GARCH model of Haas et al.
[86] is provided in Appendix A.
3.3. Relating deterministic and stochastic approaches
for approximating the MSG log-likelihood
Let ft(·) (respectively, pt(·)) denote a probability density (respectively, mass)
function where the subscript t, if present, indicates that the density is conditioned
on the returns up to time t. As mentioned in Section 3.2, exact calculation of the
MSG log-likelihood is infeasible due to a path dependence problem [see 83] : the
conditional density of yt, ft−1(yt | S1:t) = f(yt | y1:t−1, S1:t), depends on the entire
regime path S1:t.
Hamilton [90, 91, 92] developed a recursive filter allowing us to calculate the
log-likelihood of Markov-switching models when the conditional density of yt de-
pends on a finite (and not too large) number of lags, say q, of the unobserved
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process {St}. Hence, we must have ft−1(yt | S1:t) = ft−1(yt | St−q+1:t). The ap-
proach of Hamilton is based on the following decomposition of the log-likelihood :
log f(y1:T ) = log f(y1) +
T∑
t=2






pt−1(St−q:t−1)p(St | St−1)ft−1(yt | St−q+1:t)
 , (3.3.2)
and consists in calculating theM q conditional probabilities pt(St−q+1:t) recursively
for t = 1 to T − 1 from the relation
pt(St−q+1:t) =
∑
St−q pt−1(St−q:t−1)p(St | St−1)ft−1(yt | St−q+1:t)
ft−1(yt)
.
The computational cost of the Hamilton filter at each iteration is O(M q∨2). When
q is large or, as is the case in path dependent models, grows linearly with the index
t, computational limitations prevent the use of this algorithm. In this situation, it
is still possible to approximate the recursions of the Hamilton filter with particle
filters, or more generally sequential Monte Carlo (SMC) methods, and obtain an
unbiased estimate of the likelihood [see 46, 130, 146]. However, the estimate of
the likelihood obtained in this way is not a continuous function of the parameters,
making it very difficult to maximize [see 43, 115].
Alternatively, we may adopt a deterministic approach for approximating the
Hamilton filter. This idea, inspired by the works of Harrison and Stevens [98]
and Harvey et al. [99], was proposed by Kim [117] who treated maximum like-
lihood estimation of dynamic linear models with Markov-switching. Similarly to
the MSG model, these models suffer from the path dependence problem. When
the Hamilton filter is applied on a path dependent model, each iteration results
in an M -fold increase in the number of regime paths to consider inside the sum-
mation of equation (3.3.2). The solution proposed by Kim [117] was to limit this
exponential growth with a collapsing procedure at the cost of introducing an
approximation into the filter, or equivalently, into the model.
The methods of Dueker [56], Gray [83] and Klaassen [120], which consist
in approximating the MSG log-likelihood, are all based on the collapsing idea
of Kim [117]. Section 3.3.1 unifies these collapsing procedures under a general
framework so that they can be significantly improved. Section 3.3.2 explains how
the MSG log-likelihood can be estimated with particle filters and introduces the
OPF of Fearnhead and Clifford [64] in the context of the MSG model. Finally,
Section 3.3.3 establishes the relationship between the collapsing procedure and
the OPF, demonstrating that the collapsing procedure is a DPF. This relationship
is important because it helps justify the validity of the collapsing approach for
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estimating the MSG model. Although we do not elaborate on this subject, our
work also suggests that the collapsing procedure of Kim [117] is a DPF. To our
knowledge, this connection has not been made in the econometric literature and
is open for future research.
3.3.1. Deterministic approach : Collapsing procedure
Our contribution in this section is to unify the approaches of Dueker [56],
Gray [83] and Klaassen [120] under a general framework so that they can be
better understood and improved. For this purpose, we introduce a simplified (or
approximated) MSG model where the conditional distribution of yt depends on
only q lags of the Markov-switching process for t ≥ q :
yt = µ+ σ˜t(St−q+1:t)ηt, (3.3.3)
σ˜2t (St−q+1:t) = ωSt + αStǫ
2
t−1 + βStht−1(St−q+1:t), (3.3.4)
ht(St−q+2:t+1) = E˜
[






σ˜2t (St−q+1:t)p˜t(St−q+1 | St−q+2:t+1). (3.3.6)
The tilde mark over a symbol indicates that this quantity is calculated with
respect to the simplified MSG model. For t ≤ q, this model is equivalent to the
MSG model, and we have σ˜t(S1:t) = σt(S1:t), p˜t(S1:t) = pt(S1:t), and f˜t−1(yt |
S1:t) = ft−1(yt | S1:t). For t > q, the conditional distribution of yt, f˜t−1(yt | S1:t),
reduces to f˜t−1(yt | St−q+1:t), which implies that the Hamilton filter can be used
to calculate the log-likelihood of model (3.3.3)–(3.3.5) provided q is not too large.
The probability, p˜t(St−q+1 | St−q+2:t+1), in equation (3.3.6) can be obtained as a
by-product of this filter since
p˜t(St−q+1 | St−q+2:t+1) =

p˜t(St)p˜(St+1 | St)∑
St p˜t(St)p˜(St+1 | St)
, q = 1;
p˜t(St−q+1:t)∑
St−q+1 p˜t(St−q+1:t)
, q ≥ 2.




σ˜2t (St−q+1:t) | y1:t, St−q+2:t
]
.
Therefore, as long as q ≥ 2, ht(St−q+2:t+1) is independent of St+1, and can take
up to M q−1 different values. To simplify notation, we write σt = σt(S1:t), σ˜t =
σ˜t(St−q+1:t) and ht = ht(St−q+2:t+1).
In the MSG model, there is an M -fold increase in the number of regime paths
to consider each time t increases. The purpose of the simplified MSG model is
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to limit this exponential growth to never exceed M q. Therefore, at t = q, the
M q possible conditional variances, σ2q , are collapsed into M
q−1 values of hq with
equation (3.3.5). At t = q + 1, M q new conditional variances, σ˜2q+1, are obtained
based on equation (3.3.4) and the values of hq. These conditional variances are
then again collapsed into M q−1 values of hq+1, and the process continues. When
q = 1, equation (3.3.5) does not result in an M -fold decrease in the number
of possibilities, but it still prevents them to multiply. This collapsing procedure
ensures that the conditional variance and distribution of yt depend on a moving
window of q regimes instead of the whole regime path.
The approximations proposed by Dueker [56] and Klaassen [120] are special
cases of model (3.3.3)–(3.3.5) with q = 2 and 1, respectively. The approximation
of Gray [83] corresponds to q = 1, but with equation (3.3.5) substituted by
ht = V˜ar[yt | y1:t−1] = E˜[σ˜2t | y1:t−1].
Therefore, Gray’s collapsing procedure does not take advantage of all available
information in the collapsing process.
Algorithm 1 explains how to construct the collapsing procedure when q ≥ 2.
The case q = 1 requires a small modification and is thus treated in Appendix C
(Algorithm 3). There are two ways to interpret this algorithm : (i) the exact
Hamilton filter is executed on the simplified MSG model or (ii) an approximate
(deterministic) filter is applied on the MSG model. Our exposition in this section
accentuates the first of these interpretations, but in Section 3.3.3 we will empha-
size the second one and establish that Algorithm 1 is a DPF.








2. For each i = 1, . . . ,M , set S
(i)




1 /a1 to obtain {S(i)1 , w(i)1 }Mi=1.
This weighted sample is an exact representation of p1(S1).
For t = 2, . . . , q :
3. For i = 1, . . . ,M t−1 and j = 1, . . . ,M , calculate :
a
(i,j)

















t /at. Combine indices (i, j) into a single index i to obtain {S(i)1:t , w(i)t }Mti=1.
This weighted sample is an exact representation of pt(S1:t) and p˜t(S1:t).
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Approximate filtering stage
Set N = M q−1. For t = q + 1, . . . , T :
5. Collapse the NM values of σ˜2t−1 into N values of ht−1 using equations (3.3.5)–
(3.3.7).
6. Aggregate {S(k)t−q:t−1, w(k)t−1}NMk=1 over St−q. Let S(j,k)t−q:t−1 = (j, S(k)t−q+1:t−1) and de-
note the corresponding weights by w
(j,k)






t−1 , and extract
the N distinct elements from {S(k)t−q+1:t−1, w(k)t−1}NMk=1 to obtain the weighted
sample {S(i)t−q+1:t−1, w(i)t−1}Ni=1, an exact representation of p˜t−1(St−q+1:t−1).
7. For i = 1, . . . , N and j = 1, . . . ,M , calculate :
a
(i,j)

















t /at. Combine indices (i, j) into a single index i to obtain {S(i)t−q+1:t, w(i)t }Ni=1.
This weighted sample is an exact representation of p˜t(St−q+1:t) and an approxi-
mation to pt(St−q+1:t).




3.3.1.1. Understanding the approximations
Intuitively, the quality of the approximation provided by Algorithm 1 should
increase with q. If q = T , the approximation is exact, but infeasible to implement
in practice as the computational cost of executing the Hamilton filter on the
simplified MSG model is O(TM q∨2). Consequently, there is a tradeoff between
accuracy and computational cost which requires investigation. In the context of
the MSGmodel, it is not known how good of an approximation the simplified MSG
model can offer. Augustyniak [9] showed in a simulation study that the estimation
procedure of Gray [83] can result in highly biased parameter estimates. This is
not surprising as Gray’s approximation corresponds to the case q = 1 and does
not take advantage of all available information in the collapsing process. To date,
the accuracy of approximations proposed by Dueker [56] and Klaassen [120] have
not been examined, not even by means of a simulation study. Even outside of the
MSG context, there is only limited simulation evidence that collapsing procedures
similar to Algorithm 1 can be effective [see 99, 117, 118]. These approximations
were often applied in the context of switching state space models [see 74, Section
13.3.5], but seem to have lost their popularity in the econometric literature in
favor of Bayesian Markov Chain Monte Carlo (MCMC) and SMC methods at
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the turn of the century. To our knowledge, the validity and accuracy of these
approximations have not been investigated from a theoretical point of view.
To better understand the nature of the approximation introduced by the sim-
plified MSG model, we can examine the relationship between σ2t and σ˜
2
t . At time
t ≥ q and conditional on y1:t−1, σ2t and σ˜2t can take M t and M q different values
with associated probabilities pt−1(S1:t) and p˜t−1(St−q+1:t), respectively. Therefore,





can be represented as a mixture of M t distributions,
yt | y1:t−1 ∼ N (µ, σ2t (S1:t)) w.p. pt−1(S1:t), S1:t ∈ {1, . . . ,M}t. (3.3.8)
The motivation behind the simplified MSG model is to approximate this mixture
with a lesser amount of M q components :
yt | y1:t−1 ∼ N (µ, σ˜2t (St−q+1:t)) w.p. p˜t−1(St−q+1:t), St−q+1:t ∈ {1, . . . ,M}q.
Each component of this mixture serves to represent M t−q elements in the mix-
ture (3.3.8) with common states S1:t−q. In other words, the simplified MSG model
approximates M t−q conditional variances in the MSG model with common states




∣∣∣ y1:t−1, St−q+1:t] ,
which implies that in the calculation of σ˜2t , the states S1:t−q are integrated out of
σ2t . Consequently, σ˜
2
t is the minimum mean square error predictor of σ
2
t among
functions of (y1:t−1, St−q+1:t). This suggests that if an accurate inference of S1:t−q
can be made based on (y1:t−1, St−q+1:t), the loss of information due to collapsing
will be small as values of σ2t furthest from σ˜
2
t will have negligible probability mass.
Intuitively, this occurs when regimes are persistent and well differentiated in their
parameters.
Having established a connection between σ2t and σ˜
2
t , we can investigate the
difference δt = σ
2
t − σ˜2t which measures the global approximation error arising












The symbol δ˜t only involves quantities calculated under the simplified MSG model
and measures the local approximation error due to collapsing at time t. Appen-
dix B demonstrates that
δt =

0, t = 0, ..., q;
⌊t/q⌋−1∑
j=0
δ˜t−jqB(j+1)q, t ≥ q + 1.
The global error δt depends on S1:t and y1:t−1, but expression (3.3.9) shows that
it can be decomposed into a weighted sum of previous δ˜t at intervals of length
q. For the simplified MSG model to offer a good approximation to the MSG
model, the local errors {δ˜t−jq} should not accumulate into δt as t increases. Let
κ =
∑M
i=1 πi log(βi), where {πi = Pr(St = i)}Mi=1 is the stationary distribution of
the Markov chain {St}, and assume κ < 0. Similarly to Bauwens et al. [18, p.
222] and Nelson [141, Theorem 2], it can be shown that with probability one,
Bj = O(exp(κ¯j)) for some κ¯ ∈ (κ, 0). Therefore, the weights {Bj} in equation
(3.3.9) decay exponentially with time and the errors {δ˜t−j} do not accumulate
into δt. The condition κ < 0 is typically always satisfied in practical situations
as it is implied by the strict or second-order stationarity of the MSG model.





t + βi)] < 0 [see also 18], and that this condition is necessary
for second-order stationarity.
3.3.2. Stochastic approach : Particle filters
Particle filters provide approximate recursions of the Hamilton filter as they
sequentially estimate pt(S1:t) with a set ofN particles, {S(i)1:t}Ni=1, having associated
probability weights {w(i)t }Ni=1 :
{S(i)1:t , w(i)t }Ni=1 ∼ pt(S1:t).
Traditional particle filters, namely the bootstrap filter, the sequential importance
sampling with resampling algorithm and the auxiliary particle filter (APF), have
a computational cost that is linear in the number of particles and can be applied
to a large variety of models with discrete or continuous state spaces [see 43, 53,
for an overview of particle filtering].






and the log-likelihood of the MSG model can be estimated with expression (3.3.1).
The applicability of particle filters to the MSG model was only noted recently by
Bauwens et al. [16] who proposed an APF. A slight improvement can be made
to this particle filter by considering the so-called fully adapted APF [see 147]. 1
However, even in this case, the particle filter is not tailored to the MSG model as
it does not take advantage of the discrete nature of the state space.
The fully adapted APF starts with a weighted sample, {S(i)1:t−1, w(i)t−1 = 1/N}Ni=1,
from pt−1(S1:t−1) and has for objective to propagate these particles one step for-
ward. To accomplish this, it first resamples the particles {S(i)1:t−1}Ni=1 in proportion





i=1 ft−1(yt | S(i)1:t−1)
, i = 1, . . . , N.
This resampling step has the effect of duplicating the most desirable particles
given the observed value of yt and of resetting the corresponding weights to {w(i)t =
1/N}Ni=1. Second, it samples a value of St for each of the particles from the proposal
pt(St | S1:t−1) ∝ ft−1(yt | S1:t)p(St | St−1).
The new set of particles {S(i)1:t , 1/N}Ni=1 offers an approximation to pt(S1:t). The
fully adapted APF for the MSG model is presented in Appendix C (Algorithm
4).
In the context of the MSG model, the fully adapted APF can be improved
by exploiting the discreteness of the state space and the methodology introduced
by Fearnhead and Clifford [64]. For instance, each particle {S(i)1:t−1, w(i)t−1} has M
possible descendants at time t : {S(i,j)1:t = (S(i)1:t−1, j), w(i,j)t }Mj=1, where
w
(i,j)
t ∝ ft−1(yt | S(i,j)1:t )p(St = j | S(i)t−1)w(i)t−1.
When selecting particles at time t, it is therefore preferable to list exhaustively
the NM possible descendants, {{S(i,j)1:t , w(i,j)t }Mj=1}Ni=1, and directly choose among
them. This allows for a full exploration of the state space and implies that having
multiple copies of the same particle should be excluded. A very effective way to
sample N particles that unbiasedly estimate the target distribution with NM
support points, {{S(i,j)1:t , w(i,j)t }Mj=1}Ni=1, is the optimal sampling procedure intro-
duced by Fearnhead and Clifford [64]. They eloquently describe the problem as
“that of approximating a discrete probability mass function with finite support by
a stochastic probability mass function, with fewer support points.” Their method
1. The APF was originally introduced by Pitt and Shephard [147] using auxiliary variables.
Our exposition of this algorithm follows the alternative interpretation given by Creal [43],
Doucet and Johansen [53] and Johansen and Doucet [109].
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consists in selecting all particles with weights greater than or equal to a cutoff
value w⋆ and in using systematic resampling [see 64, 50] to sample from the re-
maining particles to obtain a total of N particles. They demonstrate that this
procedure is optimal among unbiased sampling schemes in the sense of minimi-
zing the expected squared error with respect to the target distribution [see also
34, Section 8.2.2]. Algorithm 2 outlines the OPF for the MSG model.
Algorithm 2 : OPF for the MSG model
Exact filtering stage
Calculate q = ⌊log(NM)/ log(M)⌋, where ⌊·⌋ is the integer part function, and
execute the exact filtering stage of Algorithm 1 (steps 1 to 4).
Approximate filtering stage
For t = q + 1, . . . , T :






6. Keep all particles with weights greater than or equal to w⋆. Assume that there
are N⋆ such particles. Use systematic resampling to sample N −N⋆ particles
from the remaining particles (those with weights less than w⋆) and assign each
resampled particle a weight of w⋆. The new set of N particles is denoted by
{S(i)1:t−1, w(i)1:t−1}Ni=1.
7. For i = 1, . . . , N and j = 1, . . . ,M , calculate :
a
(i,j)

















t /at. Combine indices (i, j) into a single index i to obtain {S(i)1:t , w(i)t }NMi=1 .
This weighted sample is an approximation to pt(S1:t).
After executing Algorithm 2, the log-likelihood of the MSG model is estimated
with
∑T
t=1 log at. The estimate of the likelihood obtained with particle filters is
unbiased. Taking the logarithm of this estimate yields a biased, but consistent
estimate of the log-likelihood [see 130]. The bias is of order 1/N and for small N ,
it is preferable to make an adjustment to the estimated log-likelihood to reduce
it [see 145]. Algorithm 2 differs from traditional particle filters in at least two
areas. First, it combines the resampling and sampling steps into a single step
(step 6) by directly choosing among all possible descendants of previous particles.
Second, it excludes the possibility of having multiple copies of the same particle,
a property guaranteed through the use of systematic resampling at step 6. The
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computational cost for Algorithm 2 is of the same order as for traditional particle
filters, i.e., linear in the number of particles, since Fearnhead and Clifford [64]
proved that step 5 of Algorithm 2 can be solved analytically through O(NM)
operations.
3.3.2.1. Understanding the particle filter output
The theory underlying particle filtering was studied in detail by Del Moral
[46] and sharp convergence results are now available [see 43, 53, 130, for an over-
view]. In our specific setting we are not concerned with convergence as N → ∞
since Algorithm 2 provides exact filtering recursions as soon as N = MT−1. The
same remark can be made for Algorithm 1 (collapsing procedure) when q = T .
However, since these exact recursions cannot be implemented in practice due to
computational limitations, we are interested in the accuracy of these two algo-
rithms for estimating the log-likelihood of the MSG model when N ≪ MT−1 or
q ≪ T .
Step 8 of Algorithm 2 generates a weighted sample, {S(i)1:t , w(i)t }NMi=1 , offering an
approximation to pt(S1:t). Unfortunately, due to the well-known degeneracy pro-
blem in particle filters, this approximation is poor as“it is inherently impossible to
accurately represent a distribution on a space of arbitrarily high dimension with
a sample of fixed, finite size” [53]. Nevertheless, when the model has good forget-
ting properties [see 51, 158], particle filters generally do well in approximating the
log-likelihood and pt(St−L+1:t) for some integer L ≥ 1 [see 53, 115]. For example,
the variance of the log-likelihood estimator is typically finite and increases only
linearly with T . In practice we do not know L, but since pt(St−L+1:t) is a discrete
distribution with ML support points, it is reasonable to suppose that it can be
estimated with a number ML of particles. In particular, if we use NM particles
with N = M q−1, then L = q.
To understand why a good approximation to pt(S1:t) is not necessarily needed
to estimate the likelihood, consider the extended state variable, ξt = (σ
2
t , St),
taking values in R>0 × {1, . . . ,M}. The process {ξt} is a homogeneous Markov
chain and the conditional distribution of yt can be written only as a function of
ξt : ft−1(yt | S1:t) = f(yt | ξt). 2 As a consequence, when calculating the likelihood
2. The MSGmodel can be formulated as a (hierarchical) hidden Markov model [see 34], albeit
with nonstandard properties. For example, in a standard hidden Markov model the conditional
distribution of yt given ξ1:T only depends on ξt. Although we have f(yt | ξ1:t) = f(yt | ξt) for
the MSG model, the conditional distribution f(yt | ξt, ξt+1) is degenerate as the knowledge of










we are most concerned in estimating pt−1(ξt). When k < t, the influence of ξt−k or
S1:k on ξt progressively weakens as t increases due to the recursive nature of σ
2
t .
In fact, Bauwens et al. [18] proved that the process {yt, ξt+1} is a geometrically
ergodic Markov chain provided that γ < 0. This suggests that past values of the
chain are forgotten at an exponential rate and that particle filtering should yield
a reasonable approximation to pt(St−L+1:t) and pt(ξt). Therefore, in practice, the
NM particles, {S(i)1:t , w(i)t }NMi=1 , should really be understood as representing the
weighted sample {(σ2(i)t , S(i)t−L+1:t), w(i)t }NMi=1 , where σ2(i)t = σ2t (S(i)1:t).
3.3.3. Comparison of Algorithms 1 and 2
In Section 3.3.1, we mentioned that there are two ways to interpret Algo-
rithm 1 : (i) the exact Hamilton filter is executed on the simplified MSG model
or (ii) an approximate (deterministic) filter is applied on the MSG model. The
first of these interpretations was emphasized in Section 3.3.1, but we now explain
the second one. Algorithm 2 was presented in Section 3.3.2 as an approximate
(stochastic) filter for the MSG model. By comparing Algorithms 1 and 2 and
supposing N = M q−1, we observe that these two algorithms have an equivalent
computational cost and only differ in the particle selection (or collapsing) stage :
steps 5 and 6. Therefore, although these algorithms were derived with different
approaches, they are based on the same filtering mechanism.
For instance, each iteration t > q of these two algorithms starts with NM
particles approximating the support of σ2t and the probabilities pt−1(St−q:t−1) and
pt−1(ξt−1). For Algorithm 2, this approximation is rendered with the weighted
sample {(σ2(i)t−1, S(i)t−q:t−1), w(i)t−1}NMi=1 . In Algorithm 1, the approximating set has this








t−q:t−1). Steps 5 and 6
have the role of collapsing these NM particles to avoid their exponential growth.
Algorithm 2 selects a subset of N particles stochastically from the target dis-
tribution in such a way that it estimates it unbiasedly. On the other hand, Al-
gorithm 1 merges each set of M particles with common states S
(i)
t−q+1:t−1, say

















In opposition to Algorithm 2, this new set of N particles is not a subset of
the original NM particles nor an unbiased estimator. Therefore, the collapsing
procedure can be characterized as a particle filter with a deterministic selection
stage, or in short, a DPF.
The relationship established between the collapsing procedure and the OPF
helps us understand why the application of the Hamilton filter on the simplified
MSG model constitutes a valid approach for estimating the MSG log-likelihood :
the collapsing procedure is an approximate (deterministic) filter for the MSG
model. The main advantage of this filter over the OPF is that it generates a log-
likelihood which is a smooth function of the parameters (provided, of course, that
the innovation has a smooth density). This benefit does, however, come at the
cost of introducing bias into the filter. This bias corresponds to a deterministic
error for which it is difficult to derive an upper bound since similar collapsing
procedures were not studied theoretically. In contrast, the bias and variance of
the log-likelihood estimator obtained with the OPF can be studied with its sam-
pling distribution. Therefore, the accuracy of Algorithm 1 can be investigated by
comparing it to Algorithm 2.
3.4. Applications
Our applications of the algorithms developed in Section 3.3 are divided into
three subsections. First, Section 3.4.1 demonstrates the effectiveness of the collap-
sing procedure for computing the MLE of the MSG model. Second, Section 3.4.2
compares computational times for Algorithms 1 (DPF), 2 (OPF), and 4 (fully
adapted APF), and shows that the OPF is much more effective than the fully
adapted APF for calculating the MSG log-likelihood. Finally, Section 3.4.3 inves-
tigates the robustness of the DPF by evaluating the bias in the collapsed log-
likelihood for different parameter choices. All algorithms presented in this article
were coded to work with version 2.15.3 of the R software [150] and are available on
the website of the corresponding author. Computational times are reported based
on a 3.40 GHz Intel Core i7-2600 processor and numerical optimizations were
carried out using the solnp function available with the Rsolnp package [79, 167]
in R.
In our applications, we allow for a switching mean in the MSG model. This
extension does not require any modification to Algorithm 1 other than the rede-
finition of yt to yt = µSt + σ˜tηt, where {µi}Mi=1 are regime-dependent conditional
means. This implies that the conditional distribution of yt given (y1:t−1, S1:t) is
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N (µSt , σ˜2t ), and ǫt−1 = yt−1 − µSt−1 . Analogous adjustments are needed for Algo-
rithms 2 and 4. The dependence of ǫt−1 on regime St−1 requires a slight modifi-
cation to Algorithm 3 (collapsing procedure with q = 1), as σ˜2t is only allowed to
depend on St. Consequently, for q = 1, the conditional variance must be defined
as
σ˜2t = ωSt + αStE˜
[




The MSG model is estimated to two data sets : (i) weekly percentage log-
returns on the S&P 500 price index from October 28, 1987 to October 31, 2012
(1305 observations), and (ii) daily percentage log-returns on the S&P 500 price
index from May 20, 1999 to April 25, 2011 (3000 observations). These data sets
were considered by Augustyniak [9] who developed a Monte Carlo expectation-
maximization (MCEM) algorithm for maximum likelihood estimation of the MSG
model. In addition, the daily data set was investigated by Bauwens et al. [16] and
Dufays [57] who estimated the model with Bayesian MCMC techniques.
Table 3.1 presents maximum likelihood estimation results for the weekly data
set. To match the specification considered by Augustyniak [9], we consider a MSG
model with two regimes, and apply the constraints α = α1 = α2 and β = β1 = β2
on the parameters. The computation of the MLE was accomplished by maximizing
the simplified MSG log-likelihood (Algorithm 1) for increasing values of q. The
starting value used in these optimizations, which we denote by θ0 (see third row of
Table 3.1), is based on an estimation of basic MS and GARCH model. The third
to last column of Table 3.1 displays the maximized log-likelihood of the simplified
model used for estimation which we denote by ℓ(q). The second to last column,
denoted by ℓ, gives the log-likelihood of the MSG model computed with the OPF
and N = 131072 (217) particles. The values of this log-likelihood are accurate to
the first decimal place (see Section 3.4.2). The last column reports computational
times for carrying out numerical optimizations.
A priori, we expect that as q increases the MLE based on Algorithm 1 will
come close to the one reported by Augustyniak [9] (see last row of Table 3.1),
which is exactly what occurs. The main advantage of Algorithm 1 over a MCEM
algorithm [9] and Bayesian MCMC techniques [18, 16, 57] is that it allows for a
fast estimation of the MSG model. For example, when q = 10 it takes less than
two minutes to estimate the model. Considering higher values of q will improve
3. The accuracy of the MCEM algorithm depends on the number of iterations and simula-
tions used. The results presented are based on a brute force implementation of the algorithm
as in Augustyniak [9, Section 5.1] which is time consuming, but very precise.
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Table 3.1. Maximum likelihood estimation of the MSG model for
weekly data
µ1 µ2 ω1 ω2 α β p11 p22 ℓ(q) ℓ time
MS 0.28 −0.14 2.188 11.20 0.977 0.95 −2794.0 −2794.0 3s
GARCH 0.21 0.176 0.131 0.841 −2808.0 −2808.0 0.8s
θ0 0.50 −0.50 0.100 0.50 0.100 0.850 0.980 0.95 −2799.4
Gray 0.24 −2.37 0.000 4.34 0.070 0.848 0.984 0.49 −2777.1 −2823.0 6s
Klaassen 0.36 −2.79 0.000 2.71 0.066 0.875 0.926 0.16 −2758.9 −2762.6 10s
Dueker 0.37 −2.67 0.003 2.51 0.060 0.881 0.923 0.19 −2758.3 −2760.6 14s
q = 4 0.34 −2.90 0.033 2.54 0.047 0.899 0.946 0.29 −2758.1 −2758.0 16s
q = 6 0.33 −2.91 0.037 2.62 0.039 0.908 0.950 0.32 −2757.2 −2757.8 18s
q = 8 0.34 −2.81 0.038 2.59 0.040 0.905 0.947 0.31 −2757.0 −2757.6 32s
q = 10 0.34 −2.79 0.040 2.56 0.041 0.904 0.945 0.30 −2757.0 −2757.6 91s
q = 12 0.34 −2.80 0.042 2.54 0.042 0.903 0.946 0.31 −2757.2 −2757.5 5.1m
q = 16 0.34 −2.80 0.043 2.53 0.041 0.905 0.948 0.32 −2757.3 −2757.5 65m
q = 20 0.34 −2.81 0.044 2.52 0.042 0.904 0.947 0.31 −2757.4 −2757.5 33h
MCEM 3 0.34 −2.80 0.045 2.51 0.043 0.902 0.946 0.31 −2757.5 ≈ 10h
accuracy of the MLE, but not significantly enough to justify the large increase in
computational time. In general, we recommend to first maximize the simplified
log-likelihood for different initial values and a low value of q. This allows for
a quick exploration of the log-likelihood modes and prevents convergence of the
algorithm to a sub-optimal local maximum. This preliminary step provides a good
starting point to the final optimization with a larger value of q.
Table 3.2 repeats the previous exercise for the daily data set. The MSG model
is fitted with two regimes, and zero means to match the specification considered by
Augustyniak [9], Bauwens et al. [16] and Dufays [57]. Our results indicate that the
simplified MSG model offers an almost exact approximation to the MSG model,
even when q = 1 (Klaassen). This is due to the presence of highly persistent
regimes which enable us to accurately infer them after having observed the data.
In fact, the dynamics of the estimated model resemble those of a structural break
GARCH model as Bauwens et al. [16] identified only three regime switches for this
data set. Consequently, only a negligible fraction of the possible 23000 regime paths
need to be considered in practice, which explains why the collapsing procedure
works very well in this context.
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Table 3.2. Maximum likelihood estimation of the MSG model for
daily data
ω1 ω2 α1 α2 β1 β2 p11 p22 ℓ(q) ℓ time
MS 0.647 4.196 0.9895 0.9780 −4643.5 −4643.5 4s
GARCH 0.013 0.076 0.916 −4494.5 −4494.5 1s
θ0 0.010 0.080 0.010 0.150 0.900 0.800 0.9900 0.9900 −4543.5
Gray 0.041 0.048 0.012 0.100 0.856 0.887 0.9975 0.9999 −4480.0 −4505.1 14s
Klaassen 0.013 0.053 0.020 0.095 0.952 0.884 0.9990 0.9987 −4476.5 −4476.6 16s
Dueker 0.013 0.053 0.019 0.095 0.953 0.884 0.9990 0.9987 −4476.5 −4476.6 41s
q = 4 0.013 0.053 0.020 0.095 0.953 0.884 0.9990 0.9987 −4476.5 −4476.6 46s
q = 6 0.013 0.053 0.020 0.095 0.953 0.885 0.9990 0.9987 −4476.5 −4476.6 53s
q = 8 0.013 0.053 0.020 0.095 0.953 0.885 0.9989 0.9987 −4476.5 −4476.6 79s
q = 10 0.013 0.053 0.019 0.095 0.954 0.885 0.9989 0.9987 −4476.5 −4476.6 5.3m
MCEM 3 0.013 0.053 0.019 0.095 0.953 0.885 0.9990 0.9987 −4476.6 ≈ 30h
Finally, Tables 3.1 and 3.2 show that Gray’s estimation procedure is not re-
liable for computing the MLE of the MSG model. Augustyniak [9] made this
observation based a simulation study, but our work provides a theoretical justifi-
cation for this assertion. For instance, the collapsed conditional variance at time
t in Gray’s model, ht, does not take into account the observation yt, which is very
informative for identifying its most credible value. Moreover, Gray’s estimation
approach significantly deviates from the collapsing procedure with q = 1 in the
presence of a switching mean as he defines











σ˜2t = ωSt + αSt
(
E˜ [ǫt−1 | y1:t−1, St]
)2
+ βStht−1. (3.4.2)
For these reasons, Gray’s model fails in providing a good approximation to the
MSG model. This remark is important as many empirical studies employ Gray’s
approach [e.g., 8, 103, 128, 155] or incorrectly adapt Klaassen’s model in the
presence of a switching mean based on equations (3.4.1) and (3.4.2) [e.g., 131].
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3.4.2. Effectiveness in computing the MSG log-likelihood
This section compares the effectiveness of Algorithms 1, 2 and 4 for com-
puting the MSG log-likelihood. Algorithm 1 (DPF) is deterministic and yields a
unique value given a choice of parameters. Algorithms 2 (OPF) and 4 (fully adap-
ted APF) are stochastic and allow us to study the sampling distribution of the
log-likelihood estimator. For a fair comparison between these two algorithms, sys-
tematic resampling is used at step 5 of Algorithm 4 to decrease the variance due
to resampling. When N = M q−1, all three algorithms are based on the same num-
ber of particles and have an equivalent computational cost of O(TN q). Table 3.3
presents results for the computation of the MSG log-likelihood when it is evalua-
ted at the MLE provided in Tables 3.1 (q = 20) and 3.2 (q = 10), and for N
ranging from 32 to 131072. The mean and standard error (abbreviated StErr) of
the log-likelihood estimator obtained with Algorithms 2 and 4 are based on 1000
estimates for N ≤ 512, and 100 estimates for N ≥ 2048. Algorithms 1, 2 and 4
are abbreviated DPF, OPF and APF, respectively, in Table 3.3.
First, the OPF is much more accurate than the fully adapted APF as it ge-
nerates considerably lower standard errors for the log-likelihood estimator. For
example, it offers variance reduction factors between 10 and 25 for weekly results
(N ≥ 512), and between 150 and 4000 for daily results. The improvement is much
greater in the context of the daily MLE because in the presence of highly per-
sistent regimes, only a few sequences of states are associated with large probabi-
lities. The resampling step in Algorithm 4 unnecessarily replicates these particles
many times, exacerbating the problem of sample impoverishment. This problem
cannot be avoided as particle filters estimate a state space of growing dimension
with a fixed number of particles. However, the OPF is able to reduce it to a mini-
mum by avoiding particle duplication and by never discarding the most important
regimes paths. Most importantly, the superior performance of the OPF over the
fully adapted APF does not come at the cost of an increase in computational
time.
The DPF is the fastest algorithm for evaluating the log-likelihood, especially
at low values of N , but it is also the one for which bias decreases the slowest.
This was to be expected as it uses a biased selection stage to choose among par-
ticles. In contrast, the bias in the log-likelihood estimator obtained with stochas-
tic particle filters is of order 1/N and only arises because of Jensen’s inequality :
E(log f̂) ≤ log E(f̂), where f̂ is an estimator of the likelihood. As a result, it
can be approximated based on a second order Taylor expansion of log f̂ at E(f̂)
[see 145] and is negligible when N ≥ 8192. Although the DPF yields a larger
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Table 3.3. Effectiveness in computing the MSG log-likelihood
q 6 8 10 12 14 16 18
N = 2q−1 32 128 512 2048 8192 32768 131072
Log-likelihood evaluated at the MLE computed for q = 20 in Table 3.1
Mean DPF −2757.50 −2757.09 −2757.08 −2757.23 −2757.27 −2757.29 −2757.35
OPF −2757.82 −2757.52 −2757.49 −2757.48 −2757.47 −2757.47 −2757.47
APF −2759.01 −2757.81 −2757.54 −2757.50 −2757.48 −2757.47 −2757.47
StErr OPF 0.819 0.333 0.130 0.051 0.026 0.013 0.007
APF 1.806 0.846 0.406 0.249 0.099 0.058 0.028
Time (s) DPF 0.05 0.1 0.2 0.8 3.5 16 125
OPF 0.9 0.9 1.4 3.2 12 62 259
APF 0.8 0.9 1.3 2.9 11 66 261
Log-likelihood evaluated at the MLE computed for q = 10 in Table 3.2
Mean DPF −4476.53 −4476.50 −4476.50 −4476.51 −4476.50 −4476.49 −4476.48
OPF −4476.58 −4476.55 −4476.55 −4476.56 −4476.56 −4476.55 −4476.55
APF −4482.96 −4477.06 −4476.61 −4476.56 −4476.57 −4476.56 −4476.56
StErr OPF 0.236 0.083 0.028 0.009 0.003 0.001 0.0003
APF 7.751 1.491 0.351 0.163 0.081 0.034 0.0181
Time (s) DPF 0.1 0.2 0.6 2.3 10 83 315
OPF 2.0 2.2 3.1 7.0 25 138 510
APF 1.7 1.9 2.8 6.4 22 138 519
bias, it offers an important tradeoff : a smooth log-likelihood that can be maxi-
mized with gradient-based optimizers. It is possible to maximize the non-smooth
log-likelihood computed with stochastic particle filters by using common random
numbers and an optimizer for non-differentiable objective functions. However,
we were not able to obtain accurate estimates with this alternative because for
the estimation to complete in a reasonable amount of time, we are restricted
to N ≤ 512. Figure 3.1 illustrates the log-likelihood computed with the DPF
(q = 10) and the OPF (N = 512 with common random numbers) as a function
of β1 in the vicinity of the daily MLE. Even though the OPF is very efficient
for this particular case, the resulting log-likelihood approximation is still far from
























Figure 3.1. Log-likelihood computed with the DPF (q = 10) and
the OPF (N = 512 with common random numbers) as a function
of β1 in the vicinity of the daily MLE
while the OPF is the most precise algorithm for calculating a point estimate of
the MSG log-likelihood as it has negligible bias.
3.4.3. Robustness of the DPF
The robustness of the DPF is investigated by evaluating the bias in the collap-
sed log-likelihood for different parameter choices. To generate realistic parameters,
we examined several studies that fitted MS-GARCH models to stock market index
or exchange rate data [8, 9, 16, 56, 86, 84, 120, 131, 155]. Two types of models
emerged. The first type is composed of two persistent regimes, one associated
with low volatility and the other with high volatility. The second type includes
a non-persistent regime which has the role of generating shocks in the return
and volatility processes. This shock regime generally has a large negative mean
return as well as a large value for the intercept in the GARCH equation. The
daily MSG model estimated in Section 3.4.1 is of the first type (two persistent
regimes), while the weekly MSG model is of the second type (one persistent and
one shock regime).
We simulated 1000 parameter vectors for each of these two types of models
based on a uniform distribution with lower and upper bounds given in Table 3.4.
We separated these two cases because the bias of the DPF was observed to be
smaller when regimes are highly persistent (see Sections 3.4.1 and 3.4.2). The
parameters generated not only span the range of the parameter space where past
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Table 3.4. Lower and upper bounds used for simulating parameters
µ1 µ2 ω1 α1 β1 ω2 α2 β2 p11 p22
Two persistent regimes
Lower 0.00 −0.30 0.00 0.01 0.90 0.0 0.02 0.70 0.990 0.950
Upper 0.15 0.05 0.05 0.05 0.98 1.0 0.15 0.95 0.999 0.999
One persistent and one shock regime
Lower 0.00 −3.0 0.00 0.01 0.90 0.0 0.02 0.70 0.80 0.20
Upper 0.50 0.0 0.05 0.05 0.98 15.0 0.15 0.95 0.99 0.65
studies have estimated MS-GARCH models, but also produce MSG models which
are not second-order stationary in approximately 10% of draws. This allows for
a stronger test of robustness. For each parameter vector, we simulated a return
path of length T = 1500 and 5000, and calculated the associated log-likelihood.
This log-likelihood was computed with the OPF and N = 131072, as well as
with the DPF and q = 1, 2, 4, 8, and 12. We considered these values of q because
they represent reasonable choices for log-likelihood optimization. Afterwards, we
calculated absolute differences between the log-likelihoods obtained with both
algorithms and normalized them based on the highly accurate value computed
with the OPF. Table 3.5 displays summary statistics for these relative errors,
expressed in percentage. The standard deviation is abbreviated StDev.
As q increases, relative errors always decrease which was to be expected. Ho-
wever, this decrease is much more significant for parameter choices generating a
shock regime. For example, from q = 1 (Klaassen) to q = 12, summary statistics
are reduced by a factor of 4–5 for models with two persistent regimes, and by
a factor of 15–30 for those with a shock regime. For low values of q, the DPF
is more accurate in the presence of two persistent regimes, but for q = 12, the
larger improvement in accuracy observed in the context of a shock regime results
in comparable effectiveness for both ranges of parameters considered. Moreover,
this effectiveness does not deteriorate with the sample size. We even observe a
reduction in relative error from T = 1500 to 5000, implying that local approxima-
tions errors made at each time point in the collapsing procedure are more likely
to offset each other than to accumulate over time. Finally, the maximum relative
error committed in our simulations for q = 12 is 0.38%, which is very small. These
results indicate that the collapsing procedure with a value from q = 8 to q = 12
should enable us to accurately approximate the MLE of the MSG model.
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Table 3.5. Relative errors between log-likelihoods computed with
the DPF and OPF (in %)
T = 1500 T = 5000
Klaassen Dueker q = 4 q = 8 q = 12 Klaassen Dueker q = 4 q = 8 q = 12
Two persistent regimes
Mean 0.042 0.035 0.027 0.017 0.011 0.034 0.028 0.019 0.011 0.007
StDev 0.068 0.058 0.044 0.028 0.019 0.053 0.043 0.029 0.017 0.011
90th perc. 0.101 0.083 0.064 0.040 0.026 0.094 0.075 0.050 0.029 0.017
99th perc. 0.316 0.264 0.223 0.114 0.079 0.257 0.212 0.145 0.096 0.054
Max. 0.843 0.705 0.662 0.546 0.382 0.630 0.519 0.323 0.181 0.130
One persistent and one shock regime
Mean 0.192 0.122 0.060 0.023 0.011 0.178 0.110 0.050 0.016 0.008
StDev 0.402 0.230 0.102 0.038 0.019 0.360 0.202 0.085 0.027 0.013
90th perc. 0.578 0.353 0.172 0.058 0.028 0.515 0.314 0.142 0.043 0.018
99th perc. 1.814 1.142 0.470 0.198 0.092 1.815 1.054 0.427 0.146 0.076
Max. 4.085 2.221 0.992 0.481 0.258 3.572 1.600 0.661 0.236 0.107
3.5. Conclusion
We demonstrated how previously proposed approximations of the MSG model
[56, 83, 120], based on collapsing ideas similar to Kim [117], can be generalized
and improved to conduct fast and accurate maximum likelihood inference. Our
general collapsing procedure yields an approximation of the MSG log-likelihood
which is a continuous and differentiable function of the parameters, at the cost
of introducing a small bias in its evaluation. A relationship between this method
and particle filtering was established, allowing us to justify its validity. In fact,
it was shown to be equivalent to a particle filter with a deterministic selection
stage, i.e., the collapsing procedure can be characterized as a DPF. We demons-
trated that the log-likelihood estimator obtained with the particle filter developed
by Fearnhead and Clifford [64] is very precise in the context of the MSG model
and generates considerably lower standards errors than traditional particle filters.
However, its use for maximum likelihood estimation is unreliable and very slow
because the log-likelihood approximation is not a continuous function of the pa-
rameters. Therefore, the smoothness property of the proposed DPF represents its
main advantage over stochastic particle filters. Moreover, we explained why the
model of Gray [83] fails in providing a good approximation to the MSG model.
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In conclusion, we recommend to use the collapsing procedure with a value from
q = 8 to 12 to approximate the MLE of the MSG model efficiently.
The proposed methodology can be extended without difficulty to more general
GARCH specifications in the regimes, such as asymmetric power GARCH [49],
with skewed or non-normal innovations. For example, Haas [84] generalized the
path independent MS-GARCH model in this way and showed that asymmetric
GARCH specifications with skewed normal innovations can provide a better fit to
financial returns on equity markets. The estimation framework introduced thus
provides a leeway for such an empirical analysis in the context of the MSG model,
as well as for a comparison between path dependent and independent approaches
to MS-GARCH models. It would also be interesting to study in greater depth the
bias of the collapsing procedure, derive error bounds, and examine alternative
ways to perform the collapsing process or deterministically select particles.
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Appendix A. Comparison of MS-GARCH models
The path independent MS-GARCH model was proposed by Haas et al. [86] in
response to the difficulties in estimating the MSG model. They hypothesized M
separate GARCH processes evolving simultaneously in time ; at each time period
one of these GARCH processes is chosen by the Markov chain to determine the
conditional variance of the return. Their model is the following :
yt = µ+ σt,Stηt,

















i , i = 1, . . . ,M. (3.5.2)
where {σ2t,i}Tt=0 denotes the separate GARCH process in state i. The conditional
variance at time t is independent of S1:t−1, i.e., Var(yt | y1:t−1, S1:t) = Var(yt |
y1:t−1, St) = σ
2
t,St . As a consequence, the log-likelihood can be calculated exactly
and maximum likelihood estimation is tractable [see 92].
Given a sequence of regimes S1:t, equations (3.2.3) and (3.5.2) show that in
both, path dependent and independent models, the conditional variance at time
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t is a linear function of past shocks {ǫ2j−1}tj=1. The weight attributed to ǫ2j−1 is
αSj
∏t−j−1
k=0 βSt−k in equation (3.2.3)
4 and αStβ
t−j
St in equation (3.5.2). To better
understand this difference, consider a market participant who infers volatility
based on a MS-GARCH model. If he uses equation (3.2.3), he never reevaluates
the previous weights attributed to {ǫ2j−1}tj=1 and simply updates them as new
information arrives. In contrast, if he uses equation (3.5.2), the impact of previous
shocks on the conditional variance are revised when there is a regime shift. This
can reflect a transformation of the market’s perception of previous shocks when
the state of the economy changes.
In the MSG model, the feedback between successive conditional variances
occurs more directly than in the path independent model. Consequently, this
model shares the property of the standard GARCH model in that the variance
employed to generate the observation at time t − 1 is used to determine the
variance of the return at time t. When there is a regime change from time t−1 to
t, this property is not conserved in the model of Haas et al. [86]. This represents a
difference between the two models, but is neither an advantage nor a disadvantage.
Haas et al. [86] state that “economic intuition suggests that it is shocks that
drive volatility,” and, as explained in the previous paragraph, this main insight is
preserved in both models.
Appendix B. Derivations
When q ≥ 2, we obtain
ht = E˜
[
σ˜2t | y1:t, St−q+2:t
]




E˜(σ˜2t−1 | y1:t−1, St−q+1:t−1)
∣∣∣ y1:t, St−q+2:t]





∣∣∣ y1:t, St−q+2:t] , (3.5.3)
by the law of iterated expectations since








= E˜(σ˜2t−1 | y1:t, St−q+1:t).
4. To better associate the impact of a shock on the variance with its corresponding regime,
a more natural definition of the MSG model is perhaps the one proposed by Dueker [56] :





which results in a weight of αSj−1
∏t−j
k=1 βSt−k for the shock term ǫ
2
j−1 in the conditional variance
at time t.
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Given (y1:t−1, St−q+1:t−1), the variables (yt, St) are independent of St−q and can
thus be introduced into the conditioning set. Assuming t ≥ q ≥ 2, recursive
substitution of expression (3.5.3) into







(ωSt−j + αSt−jǫ2t−1−j) j−1∏
k=0
βSt−k
+ E˜ [σ˜2t−q ∣∣∣ y1:t−1, St−q+1:t−1] q−1∏
k=0
βSt−k .
Therefore, whenever q ≥ 1, δt can be written as
δt = σ
2
t − σ˜2t =






∣∣∣ y1:t−1, St−q+1:t]) q−1∏
k=0
βSt−k , t ≥ q + 1.
Expression (3.3.9) is obtained by recursive substitution of (3.5.4).
We now demonstrate σ˜2t = E˜ [σ
2
t | y1:t−1, St−q+1:t]. Taking the conditional ex-
pectation of expression (3.3.9), for t ≥ q + 1, we obtain






















∣∣∣ y1:t−jq−1, St−(j+1)q+1:t−jq] . (3.5.6)
The variables (yt−jq:t−1, St−jq+1:t) can be introduced into the conditioning set of





















Substituting expression (3.5.7) into (3.5.5) yields E˜ [δt | y1:t−1, St−q+1:t] = 0, which
in turn implies σ˜2t = E˜ [σ
2
t | y1:t−1, St−q+1:t]. This result also allows us to relate ht
with σ2t : ht = E˜ [σ
2
t | y1:t, St−q+2:t+1].
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Appendix C. Algorithms








2. For each i = 1, . . . ,M , set S
(i)




1 /a1 to obtain {S(i)1 , w(i)1 }Mi=1.
Approximate filtering stage
For t = 2, . . . , T :
5. Collapse σ˜2t−1 into ht−1 using equations (3.3.5)–(3.3.7).
6. For i, j = 1, . . . ,M , calculate :
a
(i,j)








7. For each j = 1, . . . ,M , set S
(j)







Algorithm 4 : Fully adapted APF for the MSG model
1. Calculate a
(j)




2. For each i = 1, . . . , N , simulate state S
(i)
1 = j proportionally to a
(j)
1 to obtain
the weighted sample {S(i)1 , 1/N}Ni=1.
For t = 2, . . . , T :
3. For i = 1, . . . , N and j = 1, . . . ,M , calculate :
a
(i,j)















5. Resample {S(i)1:t−1, w(i)t }Ni=1 in proportion to the importance weights to obtain a
new set of particles {S(i)1:t−1, 1/N}Ni=1.
6. For each i = 1, . . . , N , simulate state S
(i)





AN OUT-OF-SAMPLE ANALYSIS OF
INVESTMENT GUARANTEES FOR
EQUITY-LINKED PRODUCTS : LESSONS
FROM THE FINANCIAL CRISIS OF THE
LATE 2000S
Ce chapitre inclut un article re´alise´ avec la collaboration du coauteur Mathieu
Boudreault. Il de´bute avec un avant-propos permettant de faire le lien avec les
deux derniers chapitres. L’article de ce chapitre est publie´ dans la revue North
American Actuarial Journal [10]. Nous remercions un arbitre anonyme pour nous
avoir donne´ des commentaires qui ont permis d’ame´liorer son contenu.
Avant-propos
La science actuarielle est une discipline qui applique des me´thodes mathe´-
matiques et statistiques dans les domaines de la finance et des assurances. Elle
a surtout pour objectif l’e´valuation des risques a` long terme, tels que le risque
de mortalite´, le risque de longe´vite´, le risque d’investissement et la pe´rennite´ des
re´gimes de retraite. Ce chapitre focalise sur l’e´valuation et la gestion du risque
d’investissement a` long terme dans le cadre de produits financiers offerts avec des
garanties, connus sous l’appellation fonds distincts au Canada (segregated funds,
variable annuities, equity-linked insurance). Un fonds distinct est un produit d’in-
vestissement vendu par des compagnies d’assurances au Canada. Il est semblable
a` un fonds commun de placement (mutual fund) assorti de garanties prote´geant
le capital investi contre une baisse des marche´s boursiers.
Un exemple d’un produit financier offert avec une garantie d’investissement
est le guaranteed minimum maturity benefit, connu sous l’acronyme GMMB. Un
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investisseur de´pose un montant de A0 > 0 dans un fonds qui suit la perfor-
mance d’un indice boursier tel que le S&P 500. La valeur du fonds au temps t
est repre´sente´e par At. Le fonds garanti a` l’investisseur qu’il pourra re´cupe´rer
son investissement initial apre`s T anne´es, peu importe la performance du fonds.
A` l’e´che´ance T du contrat, l’investisseur a droit a` max(AT , A0). Si la valeur du
fonds au temps T est supe´rieure a` A0, on dit que la garantie est hors du cours
(out-of-the-money) et l’assureur ne doit pas faire de versement a` l’assure´. Dans le
cas contraire, la garantie est dans le cours (in-the-money) et il a l’obligation de
verser A0−AT a` l’assure´ pour que ce dernier puisse re´cupe´rer son investissement
initial. Par conse´quent, le versement de l’assureur a` l’e´che´ance du contrat corres-
pond a` celui d’une option de vente (put option), soit max(0, A0−AT ). Le produit
GMMB est donc e´quivalent a` un investissement dans un fonds commun de place-
ment (mutual fund) combine´ a` l’achat d’une option de vente. Cependant, l’assure´
ne paie pas pour cette option a` la signature du contrat, mais plutoˆt, des frais
sont de´duits en proportion de la valeur du fonds permettant ainsi de compenser
l’assureur pour la protection offerte.
Pour couvrir son risque de perte, l’assureur pourrait en principe acheter l’op-
tion de vente sous-jacente au contrat sur le marche´. Cependant, les garanties
offertes ont ge´ne´ralement de longues e´che´ances, typiquement de T = 3 a` 20 an-
ne´es, et des options avec de telles e´che´ances ne sont pas disponibles sur le marche´
ou ne sont pas liquides. Il est donc difficile pour la compagnie d’assurances de
transfe´rer ce risque a` une contrepartie, ce qui implique qu’elle doit ge´rer elle-
meˆme le risque lie´ aux protections offertes. Par conse´quent, les assureurs doivent
faire appel aux mode`les e´conome´triques pour mode´liser les variables financie`res
dont de´pendent leurs produits.
La crise financie`re de la fin des anne´es 2000 a remis en question les mode`les
et strate´gies de gestion des risques utilise´s dans les deux dernie`res de´cennies, car
les compagnies d’assurances ont subi des pertes significatives sur leurs produits.
Elle a souligne´ l’importance de conside´rer des mode`les permettant de re´pliquer les
dynamiques des actifs financiers observe´es sur de longues pe´riodes de temps, d’ou`
l’inte´reˆt des mode`les GARCH a` changement de re´gimes. Les chapitres 2 et 3 ont
focalise´ sur l’estimation du mode`le GARCH a` changement de re´gimes. L’article
contenu dans ce chapitre conside`re l’application de cette classe de mode`les aux
applications financie`res en actuariat. Il compare 78 mode`les e´conome´triques, dont
plusieurs ge´ne´ralisations du mode`le GARCH a` changement de re´gimes, et examine
l’efficacite´ des strate´gies de gestion des risques utilise´es dans le contexte de la
crise financie`re. L’utilisation d’un large e´ventail de mode`les permet de de´montrer
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l’importance que joue le risque de mode`le sur l’e´valuation et la gestion du risque
d’investissement a` long terme.
Re´sume´
Le risque lie´ aux garanties d’investissement est analyse´ a` l’aide de 78 mode`les
e´conome´triques : mode`les GARCH, mode`les a` changement de re´gimes, me´langes,
ainsi que des combinaisons de ces me´thodes. Les rendements projete´s avec ce
vaste e´ventail de mode`les sont compare´s aux rendements extreˆmes observe´s pen-
dant la crise financie`re de la fin des anne´es 2000 dans le cadre d’une analyse
hors-e´chantillon. Malgre´ l’ajustement ade´quat aux donne´es des mode`les re´cents,
peu d’entre eux sont capables de ge´ne´rer des rendements ne´gatifs d’une ampleur
comparable a` ceux observe´s pendant la crise financie`re. De plus, les mesures de
risque varient conside´rablement d’un mode`le a` l’autre soulignant l’importance du
risque de mode`le. Puisque les compagnies d’assurances implantent maintenant des
strate´gies de couverture dynamique pour ge´rer le risque de leurs produits vendus
avec des garanties, la robustesse de la couverture en delta de Black-Scholes est
e´galement e´tudie´e. Les erreurs de couverture peuvent eˆtre importantes signifiant
que le risque de mode`le doit eˆtre tenu en compte dans la couverture des garanties
d’investissement.
Abstract
The risk underlying investment guarantees is analyzed with 78 different econo-
metric models, namely GARCH, regime-switching, mixtures, and combinations
of these approaches. The returns generated under this extensive set of models
are compared with extreme returns observed during the financial crisis of the late
2000s in an out-of-sample analysis. Despite the very good fit of recent models, few
are capable of generating negative returns similar in magnitude to those observed
during the financial crisis. Moreover, tail risk measures vary significantly across
models, emphasizing the importance of model risk. As many insurance companies
are now dynamically hedging their investment guarantees, the robustness of the
Black-Scholes delta hedging strategy is also investigated. Hedging errors can be
very large among top fitting models, implying that model risk must be taken into
consideration when hedging investment guarantees.




Investment guarantees are very popular features in life insurance policies be-
cause in addition to paying a death benefit, these policies are tied to the return of
an underlying asset or an actively managed portfolio. Thus, the policy also acts
as an investment because the investor’s capital is credited a minimum return. In
exchange for this protection, the policyholder pays a higher premium, reflecting
the market risk assumed by the insurance company. Because the investment gua-
rantee is essentially a non-standard long-term put option, it is very difficult for
insurance companies to completely match this liability with a similar put option
on the market. Thus, insurers need econometric models to forecast the potential
loss on this guarantee.
The Canadian Institute of Actuaries (CIA) (through the Task Force on Segre-
gated Fund Investment Guarantees), the American Academy of Actuaries (AAA)
(through the RBC C3 Phase II report) and Hardy [94, 96] have strongly re-
commended the use of stochastic (econometric) models for reserving the loss on
investment guarantees. The industry, backed by professional organizations, has
been mainly managing these products using the traditional actuarial approach.
This consists in projecting the loss on investment guarantees using multiple sce-
narios of the underlying asset, and reserving a sufficient amount based upon tail
risk measures (say the Value-at-Risk (VaR) or the Conditional Tail Expectation
(CTE)). However, the recent financial crisis has forced many banks and insurers
to revise their risk management policies and many life insurance companies are
now dynamically hedging their investment guarantees.
In this paper, we conduct an extensive analysis of basic and advanced univa-
riate (single asset) econometric models for the purpose of managing investment
guarantees [for a study of multivariate (multiple assets) models, refer to 24]. There
are mainly three reasons why we decided to make this investigation. First, the
univariate econometric literature has evolved significantly since Hardy [94, 95, 96],
Wong and Chan [162] and Hardy et al. [97]. Second, the year 2008 has seen very
large investment banks (almost) default, leading to the worst recession since the
Great Depression. Many insurers suffered important losses on their segregated
funds or variable annuities because of this financial crisis. As a consequence, insu-
rance companies are now focusing more and more on dynamic hedging. However,
and this is our third motivation for this analysis, the empirical literature regarding
hedging investment guarantees is scarce.
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The purposes of our paper are three-fold. First, we would like to complete the
empirical analysis of Hardy et al. [97] by analyzing the fit of 78 models (likelihood-
based criteria, quantile-quantile plots, normality and heteroscedasticity tests).
These models differ in their volatility dynamics (GARCH-type, regime-switching
(RS) or combinations of these) and the use of different error distributions. Rather
than recommending a specific model, these models form the basis of a thorough
robustness analysis. Second, we analyze the capability of these models to consis-
tently generate low returns over long periods of time. This enables us to assess
if reserving approaches, based upon traditional actuarial techniques, would have
been appropriate to cover losses of various investment guarantees that matured
during the financial crisis. Third, we apply the Black-Scholes delta hedging stra-
tegy with scenarios generated from these 78 models to analyze the distribution of
hedging errors. Results are compared with similar contracts that could have been
issued in the past to check the validity of the outcomes.
Even if it is possible to find a model with an excellent fit, this model will
always be a simplification of the true market dynamics, which are unknown. The
fact that 78 models are analyzed helps understand an important risk that is often
overlooked : model risk, i.e., the uncertainty regarding the appropriateness of a
chosen model with respect to the true dynamics of the underlying process. Within
a subset of models that fit the market data very well, we find significant variations
across models, i.e., important model risk. This is true for tail risk measures of the
loss on investment guarantees as well as for hedging errors.
This paper is structured as follows. Section 4.2 briefly discusses the various
models that were fitted and the results of numerous statistical tests that were
conducted on these models. Section 4.3 focuses on the capability of the models
to generate low returns over long periods of time. In Section 4.4, we analyze the
robustness of the Black-Scholes delta hedging strategy and Section 4.5 concludes.
Appendix A shows our results for all of the 78 models since the body of the paper
focuses on a subset of these models.
4.2. Models and their adequacy
This section summarizes the models used in our analysis along with the results
of numerous statistical tests that assess the quality of the fit of these models. The
data that we consider is the set of monthly log-returns on the S&P 500 total
return index between February 1956 and December 2010. This data set comprises
the financial crisis of the late 2000s. Note that financial markets showed an initial
sign of weakness in July 2007 when investors lost confidence in mortgage-backed
securities but the debacle started in September 2008 with the bankruptcy of
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Lehman Brothers. Financial markets generally reached their lows in the beginning
of March 2009.
4.2.1. Overview of models
In this section, we briefly present and describe the different classes of models
that are considered in our paper. These models are widely used in the econometric
literature to model data and aim to replicate the broadly accepted stylized facts
of financial data. These include fat tails and negative skewness of the returns’
distribution, jumps in the volatility, volatility clustering and the leverage effect
which suggests that past returns and future volatilities are negatively correlated
[see 31, 160].
4.2.1.1. GARCH models
The GARCH family of models allows for the variance in the returns to be
time-varying. Given past information, the current variance depends on previous
innovations and variances, and is thus conditionally deterministic. There exists
many different variations of GARCH models : (1) the standard GARCH model
of Bollerslev [21] ; (2) the Glosten-Jagannathan-Runkle GARCH (GJR GARCH)
of Glosten et al. [80] ; (3) the asymmetric power ARCH (APARCH) of Ding
et al. [49] ; (4) the exponential GARCH (EGARCH) of Nelson [142]. The GJR
GARCH model is an extension of the standard GARCH model as it allows the
variance equation to respond asymmetrically to shocks to take into account the
leverage effect. The APARCH model further generalizes that model by allowing
the volatility exponent in the variance equation to be different than two. The
EGARCH model is similar to the GJR GARCH model in the sense that it allows
asymmetric shocks but it parametrizes the logarithm of the variance instead of
the variance. For a survey of GARCH models, refer to Bollerslev [23] or Tsay
[160].
4.2.1.2. RS models
Models in the RS family involve a process that switches between two or more
distributions according to a Markov chain. This Markov chain is usually unob-
served and is often given an economic interpretation such as representing the
states of an economy (e.g., recession and expansion). For instance, a process that
switches between two normal distributions with different means and variances is a
RS model if the switching is governed by a Markov chain. In that example, given
past observed information, the conditional variance is stochastic since the current
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state of the economy is unknown. The term RS is not the only term used to des-
cribe such a model in the academic literature. Alternative terms include hidden
Markov model (HMM), hidden Markov process, Markov-dependent mixture and
Markov-switching model. Hamilton [90] is generally cited as the one to have in-
troduced and popularized RS models in the economic and econometric literature
although some of his ideas were already present in Goldfeld and Quandt [81]. RS
models became popular in actuarial science since Hardy [94] used them in the
context of investment guarantees. The RS model of Hardy [94] has been shown
to provide a very good fit to the left tail of the returns’ distribution in addition
to feature a closed-form solution for the computation of the CTE reserve.
4.2.1.3. RS-GARCH models
It is not difficult to combine a GARCH model with a RS framework to build a
RS-GARCH model. One way to justify such a combination is given by Lamoureux
and Lastrapes [125] who show that the high persistence observed in the variance
of financial returns can be due to time-varying GARCH parameters. Estimating
parameters of a RS-GARCH model is a challenging task because at each time
point, the conditional variance depends on the entire history of regimes. This
path dependence problem renders exact computation of the likelihood infeasible
in practice [see 83, 93, for discussions]. To circumvent this problem, many authors
have proposed simplifications, either in the model or in its estimation. In this pa-
per, we consider three popular methods in the econometric literature to estimate
RS-GARCH models : Gray [83], Klaassen [120] and Haas et al. [86]. We note that
Gray’s RS-GARCH model was fitted in Hardy et al. [97].
4.2.1.4. Distribution of the error term
In all of the previous models, the error distribution is usually normally distri-
buted but other assumptions are possible as well. In this work, the following dis-
tributions were used for the error term : (1) the normal distribution (abbreviated
NORM) ; (2) the Student’s t-distribution (abbreviated STD) ; (3) the generalized
error distribution (abbreviated GED) as defined by Nelson [142] ; (4) the nor-
mal inverse Gaussian distribution (abbreviated NIG). Skewed versions of these
distributions are also considered where skewness is introduced by the method of
Fernandez and Steel [65]. These distributions and their skewed counterparts are
available from the R software [150] as part of the fGarch package [165] and the
fBasics package [164].
We note that it is common to combine GARCH models with heavy tailed error
distributions. For example, when Nelson [142] introduced the EGARCH model,
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he proposed to use the GED distribution. In addition, Bollerslev [22] supports
the use of the GARCH model with a Student’s t-distribution based on its fit to
five different monthly stock price indices for the U.S. economy. Moreover, the
distribution of the error term in RS models is not restricted to the normal law
and estimation of the parameters is not more complicated when distributions
other than the normal are considered [see 92]. For example, Elliott and Miao [60]
advocate the use of a RS model with a Student’s t-distribution for the error term.
4.2.1.5. Models used
All of the models used in this work were estimated by maximum likelihood
with the R software. The GARCH models enumerated in Section 4.2.1.1 were
considered 1 with the different error distributions of Section 4.2.1.4. These models
are available in the rugarch package [78]. To refer to these models in our tables,
we use the model name followed by the error distribution in parentheses. We
add an S to the abbreviated name of the error distribution to denote the skewed
version of the error distribution. For example, the EGARCH model with a skewed
Student’s t-distribution is denoted by EGARCH (SSTD).
We considered both RS and mixture (abbreviated MIX) models. Mixture mo-
dels can be seen as RS models where the transition probability matrix has identical
rows. These models were combined with all of the error distributions 2 of Section
4.2.1.4. We refer to these models in our tables in a manner analogous to GARCH
models. For example, we denote the RS model with a normal distribution by
RS (NORM). Note that the RS (NORM) model in this paper is the same model
as the RS lognormal (RSLN) model of Hardy [94]. Mixture models were used to
determine whether regime persistence is important in the RS models. In all but
one of the RS models that we fitted, we used two regimes, the exception being the
RS3 (NORM) which includes three normal regimes. We note that independent
models with the distributions of Section 4.2.1.4 were also considered.
Moreover, we used many models in the RS-GARCH class but we limited the
error distribution in these models to the normal and the skewed normal. The
models of Gray [83], Klaassen [120] and Haas et al. [86] were fitted as described
in the original papers. We also exploited Haas [84]’s generalization of the model
of Haas et al. [86] which involves an APARCH structure in each regime and a
skewed normal distribution for the error term. Similarly as in that article, we did
not estimate the power coefficient of the APARCH equations but we rather set it
1. We restricted ourselves to GARCH(1,1) representations, i.e., we allowed only one lag of
the shock and variance terms in the GARCH equation.
2. We let the kurtosis parameter switch across regimes but the skewness parameter was held
constant in all regimes.
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to one or two. For example, that model with a power coefficient of 1 is denoted
by RS-APARCH-Haas (SNORM ; pow=1) in our tables. We also extended Klaas-
sen’s RS-GARCH model in an equivalent way and considered many variants of
Klaassen’s model such as a RS-EGARCH. Whenever we do not specify which ap-
proach is used to estimate a RS-GARCH model, it is assumed that it is Klaassen’s
approach that is employed. We also considered a restricted version of Klaassen’s
model which is a MIX-GARCH model where the α parameter in the GARCH
equation is set to zero. With a skewed normal distribution for the error term, this
model is denoted by MIX-GARCH (SNORM ; α = 0).
Moreover, we want to note that almost all of the RS-GARCH models that
we fitted only allow the constant term in the GARCH equations to switch across
regimes 3. When this is not the case, we added the mention full in parentheses to
indicate that all parameters are allowed to switch across regimes. This restriction
was adopted due to parsimony concerns ; all but one of the models considered
have 10 parameters or less.
Finally, a total of 78 models are considered in this article. Regarding the
desired features of an econometric model, it should be noted that the very large
majority of these models have time-varying volatility and jumps in the volatility
process are present in RS models. Classic continuous-time stochastic volatility and
jump-diffusion models were not considered in our article because once discretized,
they behave very similarly to the previous models [see 54, 55, 141] with an added
estimation complexity.
4.2.2. Overview of tests
The capability of the models to fit the data and to replicate patterns of time-
varying volatility was checked with various criteria and statistical tests. First,
the global fit among models was compared with log-likelihood values, the Akaike
Information Criterion (AIC) and the Bayesian Information Criterion (BIC). More
details on these criteria can be found in Klugman et al. [123].
The Ljung-Box test [see 156] with 10 lags was applied to residuals and to
squared residuals to check if there is autocorrelation in the residuals and if there
is still some heteroscedasticity that has not been accounted for in the model. Only
results for squared residuals are shown in our tables since, for all models, the test
never rejects the null hypothesis of no autocorrelation in the residuals (based on a
5% significance level). We also used the ARCH Lagrange multiplier test [see 160,
3. Haas [84] finds that RS-GARCH models with only the constant term switching in the
GARCH equations are preferred according to fit criteria.
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p. 114] with 10 lags as an additional heteroscedasticity test. Finally, the normality
of the residuals was assessed with the Shapiro-Wilk and Jarque-Bera tests.
The tests mentioned in the previous paragraph rely on the assumption that
residuals are normally distributed. In many instances in our models, the error
distribution is not normal and these tests cannot be directly applied on the resi-
duals. Moreover, the indicator or weighted residuals, which are often used in the
context of RS models, are not normally distributed even when the error distribu-
tion is normal [see 72]. Freeland et al. [72] propose a way to obtain residuals in
RS models which are normally distributed but the drawback of their approach is
that we do not obtain a single set of residuals.
To compute residuals which are normally distributed using the same method
for all models, we use the approach presented in Haas [84] which is based on
the Rosenblatt transform [154]. To this end, we calculate the quantities ut =
F̂ (yt | yt−1, yt−2, . . .) for each t, where F̂ (yt | yt−1, yt−2, . . .) denotes the conditional
cumulative distribution function (CDF) of the observed return at time t, yt, under
the estimated model. We then transform these values using the inverse of the
standard normal CDF and this resulting batch of residuals should behave as a
sequence of i.i.d standard normal variates if the model is well specified.
4.2.3. Results
In this section, we analyze the quality of the fit of the models. Tables 4.1
and 4.2 present our results for a subset of the models that we considered. These
are either important benchmarks or models that fit the data well. Results for
all of the 78 models are given in Tables 4.8 and 4.9 of Appendix A. A first
observation that we can draw from Table 4.1 is that the inclusion of the financial
crisis did not affect the relative ranking of benchmark models ; the RS (NORM)
still has a better fit than the GARCH (NORM) and many other simpler models.
This confirms the results of Hardy [94, 96], even 10 years later. However, more
recent econometric models that are also parsimonious do better with respect to
the BIC. In Hardy et al. [97], Gray’s RS-GARCH had a better global fit, and
it is still the case here. Klassen’s RS-GARCH does even better. APARCH and
EGARCH models with skewed error distributions are among the top models in
terms of the BIC but it is the RS-EGARCH (SNORM) that achieves the highest
score. The gain in fit over the RS (NORM) is approximately 20 points, which
is roughly equivalent to the gain in fit of the RS (NORM) when compared to
the NORM model. This can provide an idea of how important that improvement
is. Moreover, when APARCH models are combined with RS, it is generally the
mixture version of these models that is preferred. This entails that the role of RS
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Table 4.1. Fit summary
Model Params Log-Lik AIC BIC
RS-EGARCH (SNORM) 10 1210.2 1200.2 1177.7
EGARCH (SSTD) 7 1198.1 1191.1 1175.4
MIX-APARCH-Haas (SNORM ; pow=1) 8 1200.0 1192.0 1174.1
MIX-GARCH (SNORM ; α = 0) 7 1194.9 1187.9 1172.2
APARCH (SNIG) 8 1195.9 1187.9 1169.9
MIX-APARCH (SNORM ; pow=1) 9 1198.3 1189.3 1169.1
MIX-GARCH (NORM) 7 1191.7 1184.7 1169.0
RS-GARCH-Klaassen (NORM) 8 1192.3 1184.3 1166.3
RS-APARCH (NORM ; pow=2) 9 1192.8 1183.8 1163.6
RS-GARCH-Gray (NORM) 8 1188.4 1180.4 1162.5
RS (SGED) 9 1184.8 1175.8 1155.6
RS (NORM) 6 1174.7 1168.7 1155.2
SNIG 4 1164.2 1160.2 1151.2
GARCH (NORM) 4 1163.6 1159.6 1150.6
MIX (NORM) 5 1161.8 1156.8 1145.6
NORM 2 1138.7 1136.7 1132.2
is mainly to provide a possibility for the volatility to jump and that persistence
in volatility may be better explained by GARCH-type dynamics than solely by
regime persistence. We now take a look at the residual analysis for these models.
Table 4.2 contains the p-values of the statistical tests which were discussed
in Section 4.2.2. Results from that table indicate that there is no model that
performs best overall since the best models (with respect to the BIC) do not
necessarily pass all heteroscedasticity and normality tests. Nevertheless, there are
a few models, such as the MIX-GARCH (SNORM ; α = 0) and the MIX-APARCH
(SNORM ; pow=1), that have a good global fit and that do pass these tests at
a 5% significance level. The fact that there is not a single model or a class of
models that dominates other candidates in all aspects will have to be taken into
consideration when evaluating different risks.
The log-likelihood values as well as their penalized versions (AIC and BIC),
normality and heteroscedasticity tests only measure how a model globally fits
the data. This can be very interesting if one wants to draw inferences on the
dynamics of a financial asset or market. When issuing equity-linked insurance, the
left tail of the returns’ distribution is most important because of the asymmetry
in the payoff. Moreover, given that these insurance products typically have long
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Table 4.2. Residual analysis
Model ARCH-LM Ljung-Box Jarque-Bera Shapiro-Wilk
RS-EGARCH (SNORM) 0.469 0.431 0.046 0.022
EGARCH (SSTD) 0.046 0.035 0.980 0.445
MIX-APARCH-Haas (SNORM ; pow=1) 0.027 0.020 0.607 0.300
MIX-GARCH (SNORM ; α = 0) 0.183 0.135 0.836 0.084
APARCH (SNIG) 0.083 0.074 0.909 0.295
MIX-APARCH (SNORM ; pow=1) 0.134 0.095 0.671 0.154
MIX-GARCH (NORM) 0.236 0.180 0.518 0.015
RS-GARCH-Klaassen (NORM) 0.224 0.164 0.355 0.015
RS-APARCH (NORM ; pow=2) 0.272 0.196 0.194 0.009
RS-GARCH-Gray (NORM) 0.247 0.178 0.142 0.020
RS (SGED) 0.062 0.053 0.566 0.541
RS (NORM) 0.028 0.014 0.186 0.072
SNIG 0.000 0.000 0.981 0.985
GARCH (NORM) 0.864 0.843 0.000 0.000
MIX (NORM) 0.000 0.000 0.437 0.422
NORM 0.000 0.000 0.000 0.000
maturities (three to 20 years), models need to be able to replicate stock market
crashes that are long-lasting. This will be the focus of the next section.
4.3. Left tail analysis
Over the course of financial history, there have been many stock market crashes
that took between six months to five years to fully recover. At the time of this
writing (January 2012), the S&P 500 still has not fully recovered from its low
of March 2009. Models need to have the capability to generate accumulation
factors with a sufficiently fat left tail over long periods of time for an investment
guarantee to mature in-the-money. In this section, we intend to measure this
element by comparing the cost of the investment guarantee generated by our
various models to the actual cost incurred during the financial crisis.
4.3.1. Assumptions
We assume that an insurer writes an investment guarantee on an asset or
portfolio that tracks the S&P 500 total return index. The contract is issued T
years (where T = 3, 5, 7 or 10) prior to the maturity date of February 28, 2009.
We selected this maturity date because it corresponds to the lowest end-of-month
index value during the financial crisis. The initial investment and the guarantee
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at maturity are both 100$ and we assume that the policyholder will not die or
lapse its contract until the end. Fees, expressed as a percentage of the fund value,
are deducted monthly from the fund. They comprise a 0.5% annual management
expense ratio (MER) and an additional fee reserved to fund the guarantee that
depends on the investment horizon T . The total fees that were used for maturities
of T = 3, 5, 7 and 10 are 5.0%, 3.5%, 2.5% and 2.0%, respectively 4.
In order to set up an appropriate reserve, the insurance company uses data
available from February 1956 to February (2009−T ) to estimate its model. It can
then stochastically project the cost of the guarantee at maturity, calculate a risk
measure and discount it to obtain the reserve amount needed at inception of the
contract. This way of managing risk within investment guarantees is commonly
called the actuarial approach. In our analysis, the discounting part is not necessary
because we will be comparing the cost of the guarantee at maturity. The risk
measures that we employed are the 99% VaR and the 95% CTE.
The interest in this out-of-sample analysis is to check whether the reserve
forecasted by the models is large enough to meet the insurer’s obligations in
February 2009. It is important to note that our objective is not to point out
the appropriateness of the reserve or the risk measure that should be used by
actuaries. It is for actuaries and financial analysts to decide of the severity of
the financial crisis and to argue whether it is a one in 20 event or a one in 200
event. Rather, we want to investigate if simple and complex models are capable
of generating low returns over long-term periods.
4.3.2. Results
Based on the assumptions presented in the previous section, we calculated the
99% VaR and the 95% CTE of the guarantee cost based on 400,000 simulated
paths for maturities of T = 3, 5, 7 and 10 for a total of 62 models 5. Tables 4.3 and
4.4 show our results for the same subset of models that was previously analyzed
in Section 4.2.3. Results for all models can be found in Tables 4.10 and 4.11 of
Appendix A. The first line of each panel gives the out-of-sample provision that
would have been necessary in February 2009 to break even given the observed
4. The fee reserved to fund the guarantee was established based on the approach of Hardy
[96, p. 142]. The method consists in equating the arbitrage-free valuation of the guarantee
income to that of the value of the underlying put option sold under the Black-Merton-Scholes
framework. For that purpose, we used a risk-free interest rate of 3% and assumed a volatility
of the underlying asset corresponding to 1.1 times the empirical in-sample volatility. The factor
of 1.1 is arbitrary and reflects a small margin of conservatism with respect to pricing.
5. A small portion of the 78 models that were fitted in Section 4.2 was discarded in our
simulation analyses since they did not provide a good fit to the data and they were not important
benchmarks.
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Table 4.3. Guarantee costs : 3 and 5-year contracts
Model
3-Year 5-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 47.5 40.6
RS-GARCH-Gray (NORM) 40.3 46.7 41.1 48.8
RS (NORM) 36.8 43.3 37.4 45.4
RS-GARCH-Klaassen (NORM) 36.8 42.6 36.7 44.1
MIX-GARCH (SNORM ; α = 0) 36.7 42.9 38.4 46.1
MIX-GARCH (NORM) 36.2 42.0 36.1 43.3
MIX-APARCH-Haas (SNORM ; pow=1) 35.9 42.8 35.6 44.2
RS-APARCH (NORM ; pow=2) 35.7 42.0 35.1 42.7
MIX-APARCH (SNORM ; pow=1) 35.3 42.3 34.8 43.6
APARCH (SNIG) 34.6 41.6 32.4 41.1
EGARCH (SSTD) 34.1 41.1 33.1 42.0
RS-EGARCH (SNORM) 34.0 41.2 36.8 46.0
SNIG 30.9 35.9 28.7 35.4
MIX (NORM) 30.9 35.8 29.0 35.7
NORM 30.0 34.7 27.8 34.2
RS (SGED) 27.8 33.6 31.3 38.5
GARCH (NORM) 27.1 32.2 28.1 35.2
market performance. For example, over the three-year period ending in February
2009, the S&P 500 total return index had a cumulative return of −38.8% so
that the cost of the guarantee at maturity was 47.5% of the initial fund value
(under assumptions of Section 4.3.1). Over the 10-year period that included the
burst of the internet bubble, the observed cumulative return was −29.5% and the
corresponding out-of-sample cost was 42.4%.
First, we focus our analysis on short-term investment horizons (i.e., three
and five-year periods). For a contract of three years, all models fail to generate
a 95% CTE or 99% VaR that is high enough to meet the requirements of the
financial crisis. However, the gap between the risk measures and the out-of-sample
result is not that large. For a contract of five years, most models fail at the
95% CTE level but not at the 99% VaR level. There is some similarity between
results of three and five-year contracts. For instance, the RS (NORM) model
is one of the most conservative, indicating an important potential to generate
negative returns over three and five-year periods. This had to be expected since
in many scenarios, the latent Markov chain stays in its high volatility–low return
regime for extended periods of time. More recent and sophisticated models also
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Table 4.4. Guarantee costs : 7 and 10-year contracts
Model
7-Year 10-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 36.4 42.4
MIX-GARCH (SNORM ; α = 0) 36.2 45.4 24.5 37.2
RS-EGARCH (SNORM) 36.1 47.3 20.3 35.1
RS-GARCH-Gray (NORM) 34.5 44.1 19.3 32.5
MIX-APARCH-Haas (SNORM ; pow=1) 34.2 44.7 20.8 34.5
MIX-APARCH (SNORM ; pow=1) 33.3 44.3 18.8 33.1
RS-GARCH-Klaassen (NORM) 32.5 41.5 19.0 31.9
MIX-GARCH (NORM) 32.2 41.0 18.9 31.3
RS-APARCH (NORM ; pow=2) 32.0 41.4 18.5 31.1
EGARCH (SSTD) 30.8 41.9 17.8 32.2
APARCH (SNIG) 30.6 41.5 18.6 33.3
RS (NORM) 27.6 37.5 10.2 20.8
GARCH (NORM) 23.9 33.0 11.4 22.4
RS (SGED) 20.9 29.6 5.9 12.0
MIX (NORM) 20.1 28.9 5.6 10.7
SNIG 19.8 28.5 5.3 10.3
NORM 18.9 27.3 4.9 9.3
do comparably well over these periods. Moreover, the range of the 95% CTE
across models with a good fit varies between 34% and 40% for a three-year period
and between 32% and 41% for a five-year period. This is relatively narrow when
compared to periods of seven and 10 years.
We now switch our focus to longer-term horizons of seven and 10 years. For a
seven-year period, there are some models in the RS-GARCH class that do generate
a 95% CTE that is close to the out-of-sample value of 36.4%. However, for a 10-
year period this is not the case ; most models generate a 95% CTE that is half
or below half of the out-of-sample value of 42.4%. In other words, we would have
needed to put aside twice as much money to meet the capital requirements of a
10-year contract issued in February 1999. During that period, the S&P 500 index
experienced two important crashes : the internet bubble and the financial crisis
of the late 2000s. Moreover, the range of possible reserves for models providing a
good fit to the data is much larger than over shorter-term periods. For example,
the 95% CTE of the RS-EGARCH (SNORM) for a 10-year period is double that
of the RS (NORM) ; for periods of three and five years the relative difference
was less than 10%. This highlights the growing uncertainty of future returns
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and accumulation factors which implies that long-term investment risk is difficult
to evaluate with accuracy. Finally, we note that recent econometric models do
generally better than benchmark models in providing conservative figures but
they still fail to generate very low returns over long-term periods.
It is worth pointing out that the risk measures generated by the RS (NORM)
model over a 10-year period are much less conservative than those of more com-
plex models that also provide an adequate fit to the data. A parameter that has
a large influence on the capability of the RS (NORM) model to generate low
returns over an extended period of time is p22, which represents the probability
of staying in the high volatility–low return regime. For the period going from
February 1956 to February 1999, we estimated this parameter at 61% for the
S&P 500 index 6. To illustrate the importance of that parameter, we repeated our
simulations by modifying it to 80% and leaving all other parameters unchanged.
With that change, the RS (NORM) model generates a 95% CTE of 47.4%, which
is almost a five-fold increase with respect to the original 95% CTE of 10.2%. It
is now even sufficient to cover the out-of-sample value of 42.4%. We must stress
that we are not suggesting to calibrate the value of p22 to better match the out-of-
sample CTE. Rather, we want to point out the importance that parameter has on
the left tail of the RS model, i.e., the calculation of the CTE is strongly influenced
by its value. It is important to be aware of this element since Hardy [94] showed
that p22 is the parameter which is estimated with the most uncertainty in the RS
model.
The previous example illustrates that to evaluate long-term investment risk, it
is more prudent to analyze the results given by various models instead of focusing
on the output of a single model. We showed that many models having a good
global fit can generate very different risk measures when we considered a period
of 10 years. Hence, it is important to be aware that model risk is important in
the context of investment guarantees and that it is difficult to accurately estimate
the distribution of the guarantee cost over long periods of time.
4.4. Dynamic hedging
4.4.1. Background
The traditional actuarial approach to managing risks is to set up a reserve at
the inception of the contract to meet future obligations with a high probability.
This reserve is usually updated as time passes by and as new information becomes
6. This result is in line with the estimated parameters given in Hardy [94] who considered a
similar estimation period.
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available. However, no matter how well the reserve is managed, the insurance
company always assumes the underlying risk of the contract. The reserve’s role is
to absorb the risk rather than to eliminate it.
Advances in financial theory due mainly to the work of Fischer Black, Robert
Merton and Myron Scholes showed that it is theoretically possible to exactly re-
plicate some financial risks (derivatives) with tradable assets under a certain set
of assumptions. This is known as hedging. A growing number of insurance com-
panies have now established hedging strategies with the objective of mitigating
the financial risk on their equity-linked insurance products.
In the Black-Merton-Scholes (BMS) framework, one can replicate the payoff
of an investment guarantee, which is essentially a put option, by trading in the
underlying stock and the risk-free asset. For that replication to be perfect, rather
stringent assumptions are required : the market model should follow a geometric
Brownian motion (GBM), there should be no market frictions (no transaction
costs and no constraints on trading) and trading in continuous time should be
possible so that the replicating portfolio can be continuously rebalanced. Although
market frictions are usually small for large investment banks and insurance com-
panies, trading in continuous time is not possible, and, as shown in Section 4.2.3,
the market model is far from being a GBM. Consequently, dynamically hedging
the long-term investment guarantee using the basic hedging strategy of the BMS
framework will not perfectly replicate the payoff of the guarantee. Thus, hedging
under imperfect conditions entails a risk.
During the time of the contract, the company will incur gains or losses each
time it will rebalance its hedging portfolio because the required investment in
the updated portfolio will generally be different from the current portfolio value.
These gains and losses are a stream of cash inflows and outflows which are called
hedging errors. Hedging errors come mainly from two sources : discretization error
and model error. Discretization error results from the fact that rebalancing cannot
be done in continuous time. Model error stems from the fact that the true market
model is different from a GBM. It is not possible to know at contract inception
whether hedging errors will lead to a gain or to a profit. Hence, the insurance
company must set up a reserve to protect itself from that uncertainty.
4.4.2. Objectives and assumptions
In this section, we aim to investigate to what extent model risk matters when
a long-term investment guarantee is dynamically hedged based on the BMS fra-
mework. More precisely, we will restrict ourselves to the standard Black-Scholes
(BS) delta hedge [see 96]. This analysis will enable us to evaluate the robustness of
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that hedging strategy with respect to its underlying assumption that the market
model is a GBM.
For each of the models previously estimated 7, we generated 400,000 market
scenarios under the real-world probability measure based on a monthly frequency
and investment horizons of three and 10 years. We then applied the BS delta hedge
dynamically through time (at a monthly frequency) on each of these simulated
paths. This way, we were able to calculate the present value of hedging errors
(PVHE) for each simulation. We discounted the hedging errors with a 3% inter-
est rate which corresponds roughly to the average 1-Month Treasury Constant
Maturity rate for periods of three and 10 years prior to the financial crisis. We re-
main again in an out-of-sample context and assume that the investment guarantee
matures in February 2009.
First, we may look at the 95% CTE of the PVHE generated by each model
and analyze whether model specific dynamics influence that risk measure. If the
95% CTE is highly variable across models, then this implies that the BS delta
hedge is not robust with respect to the GBM assumption, i.e., there is high model
risk. Second, we can compare the 95% CTE generated by our models to the out-
of-sample values observed during the financial crisis to check whether models
underestimate hedging risk or not.
We will now state the assumptions used in the BS delta hedge. The risk-free
rate was set to 3% for the whole length of the contract. The constant volati-
lity parameter was estimated by the in-sample volatility at the inception of the
contract. Whenever transactions costs were included, they were set to represent
0.2% of the change in the market value of the stock position used for hedging.
4.4.3. Results
Tables 4.5 and 4.6 show the standard deviation (abbreviated StDev) and the
95% CTE of the PVHE for an investment guarantee with a maturity of three and
10 years, respectively, for the same subset of models that were previously analyzed
in Sections 4.2.3 and 4.3.2. Results for all models can be found in Tables 4.12 and
4.13 of Appendix A. Each panel also includes the mean volatility of the simulated
paths. The mean volatility of the NORMmodel corresponds to the volatility input
used in the BS delta hedge (i.e., the in-sample empirical volatility). Moreover, the
incl. and excl. column titles denote values with and without transaction costs,
respectively. We first focus on a maturity of three years.
7. A small portion of the 78 models that were fitted in Section 4.2 was discarded in our
simulation analyses since they did not provide a good fit to the data and they were not important
benchmarks. Hence, 62 models are considered here.
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PV of Hedging Errors
StDev 95% CTE
Excl. Incl. Excl. Incl.
MIX-APARCH (SNORM ; pow=1) 0.137 2.18 2.24 5.94 6.45
MIX-GARCH (SNORM ; α = 0) 0.138 2.33 2.40 5.83 6.38
RS-APARCH (NORM ; pow=2) 0.138 2.31 2.37 5.75 6.30
EGARCH (SSTD) 0.134 2.16 2.22 5.62 6.15
MIX-GARCH (NORM) 0.140 2.24 2.30 5.61 6.16
MIX-APARCH-Haas (SNORM ; pow=1) 0.140 2.09 2.15 5.53 6.07
RS-GARCH-Klaassen (NORM) 0.140 2.17 2.23 5.38 5.92
APARCH (SNIG) 0.135 2.06 2.12 5.24 5.77
RS-EGARCH (SNORM) 0.131 2.08 2.14 5.07 5.61
RS-GARCH-Gray (NORM) 0.140 1.97 2.01 4.96 5.47
RS (NORM) 0.142 1.85 1.89 4.94 5.46
GARCH (NORM) 0.130 1.98 2.02 4.43 4.96
SNIG 0.144 1.57 1.60 4.12 4.61
MIX (NORM) 0.145 1.56 1.59 4.03 4.52
RS (SGED) 0.126 2.04 2.09 3.74 4.26
NORM 0.145 1.29 1.30 3.07 3.57
A first observation that we can make from Table 4.5 is that for most models
the mean volatility of the simulated paths is generally below that of the in-sample
volatility of 14.5%. This occurs because models are generally in a low volatility
state at the start of the projection in February 2006. In such a situation, when
the mean volatility of the simulated paths is lower than the volatility used for
hedging, the distribution of hedging errors is shifted towards the left [see 96,
p. 152]. Another remark that can be made is that the NORM model generates
the smallest standard deviation and 95% CTE of the PVHE. This is of course
expected as the BS delta hedge should perform best under its own assumption
of a GBM. When this assumption is not valid, we see that model risk can more
than double the 95% CTE of the PVHE. That risk measure varies between 3.0
and 7.5 (assuming no transaction costs) when all models are considered.
Moreover, the 95% CTE of the PVHE can be decomposed into two parts : one
part accounts for the discretization error and the remaining part for model error.
The discretization error corresponds to roughly 3.0 since it is the value associated
with the NORM model. The excess over that figure represents model error. Hence,
we note here that model error can account for more than half of the total hedging
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error so that it must be taken into account. To better illustrate the influence of
model risk, we must look at its impact in relative terms. The PVHE is not the
only cost that the insurer has to bear in its hedging program ; rather, it is the
uncertain part of its total cost. Its total cost also comprises the initial purchase
of the replicating portfolio whose price is known a priori and corresponds to that
of the underlying put option in the equity-linked product. Under the assumptions
of Section 4.4.2, the initial hedge cost is 12.0 in this example. Therefore, under
many sophisticated models the hedging errors can represent more than half of
that initial cost which is substantial.
Lastly, we may look at the impact of transaction costs on the PVHE. At first,
it may be reasonable to suppose that the proportion of transaction costs contained
in the 95% CTE of the PVHE is roughly constant across models, however this
is not what we observe. For all models, transaction costs in the 95% CTE of
the PVHE are approximately constant in absolute terms (0.5) but not in relative
terms. Moreover, the standard deviation of the PVHE does not increase by much
when transaction costs are included. This implies that the main cause of the high
95% CTE observed in some models is not more variability in the movement of
the stock position used in the hedge (since this would entail higher transaction
costs) but rather the direction of that movement which is more one-sided (hedging
errors tend to cancel each other out much less frequently than under the NORM
model). We now repeat our example with a maturity of 10 years.
First, we must stress that it is difficult to directly compare the values in Tables
4.5 and 4.6 ; the models are estimated based on a different sample, they do not
necessarily start from the same volatility state and the present value factor gives
less weight to the hedging errors that occur later. However, conclusions that can
be reached for a 10-year maturity go in the same direction as those that were made
previously for a three-year maturity. For instance, the range of the 95% CTE of
the PVHE across models is large (it is now even much wider than for a three-year
maturity) and this entails that model risk is important. While that risk measure
is under a value of 8.0 for most models, it can reach a figure as high as 15.1
(see Table 4.13). The discretization error given by the NORM model is 1.7 in
this example so that model error now represents the vast majority of the total
hedging error. For example, the model error component in the 95% CTE of the
PVHE of the EGARCH (SSTD) model corresponds to 5.8 which is almost 80% of
the total error. Therefore, model risk has an even larger influence for a maturity
of 10 years. Moreover, if we put that same model error component in perspective
to the initial hedge cost (which is 10.5), we deduce that model error alone can
amount to more than half of that initial cost. Finally, concerning the impact of
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PV of Hedging Errors
StDev 95% CTE
Excl. Incl. Excl. Incl.
EGARCH (SSTD) 0.148 2.17 2.29 7.54 8.22
APARCH (SNIG) 0.148 2.16 2.29 7.54 8.24
RS-EGARCH (SNORM) 0.149 2.07 2.21 7.14 7.87
MIX-APARCH (SNORM ; pow=1) 0.148 2.04 2.17 7.06 7.78
MIX-GARCH (SNORM ; α = 0) 0.151 1.97 2.11 6.63 7.38
MIX-APARCH-Haas (SNORM ; pow=1) 0.151 1.89 2.02 6.55 7.27
GARCH (NORM) 0.154 1.79 1.87 6.03 6.68
RS-APARCH (NORM ; pow=2) 0.147 1.69 1.80 5.45 6.15
MIX-GARCH (NORM) 0.147 1.62 1.73 5.19 5.90
RS-GARCH-Klaassen (NORM) 0.147 1.61 1.72 5.13 5.84
RS-GARCH-Gray (NORM) 0.143 1.40 1.49 4.28 4.93
RS (NORM) 0.144 1.18 1.26 3.65 4.24
MIX (NORM) 0.144 0.94 0.99 2.64 3.18
RS (SGED) 0.144 0.95 0.99 2.63 3.15
SNIG 0.143 0.91 0.97 2.59 3.14
NORM 0.144 0.70 0.72 1.72 2.23
transaction costs, we also observe that increases in the 95% CTE of the PVHE
from one model to the other are not accompanied by proportional increases in
transaction costs.
The results and discussions presented in this section illustrate that different
volatility dynamics can lead to very different reserves for the PVHE. Moreover,
we showed that model risk is very important to consider, especially for a maturity
of 10 years. For that maturity, model risk represents the majority of the uncer-
tainty related to the PVHE and can significantly increase hedge costs. Since the
95% CTE of the PVHE was very unstable across models (it was in the range of
1.7 to 15.1) for a maturity of 10 years, we must seriously question the robustness
of the BS delta hedge with respect to the GBM assumption since its effectiveness
was highly dependent on the underlying market model.
4.4.4. Bootstrap
Given the growing importance of dynamic hedging in the insurance industry,
we further investigate the behavior of the PVHE using bootstrap. More precisely,
we now wish to examine whether the PVHE reserves forecasted by our models are
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consistent with those that can be obtained with bootstrapped data. Bootstrap is
a technique that consists in creating samples by drawing with replacement from
the original sample (this is commonly called resampling). Because asset returns
are serially correlated in their squares, it is preferable to resample blocks of data
to take that dependence into account. For this exercise, we employed all available
data (i.e., February 1956 to December 2010) and generated 400,000 samples with
blocks of different sizes. Table 4.7 shows the 95% CTE of the PVHE using boots-
trapped data (with and without transaction costs, denoted respectively by incl.
and excl. in the column titles) for horizons of three and 10 years.
Table 4.7. PVHE based on bootstrapped data
Bootstrap Blocks
3-Year 95% CTE 10-Year 95% CTE
Excl. Incl. Excl. Incl.
Blocks of 12 (Annual) 5.20 5.69 4.53 5.18
Blocks of 6 (Semi-Annual) 5.29 5.77 4.25 4.91
Blocks of 4 5.17 5.65 4.04 4.71
Blocks of 3 (Quarter) 5.08 5.56 3.90 4.55
Independent (Monthly) 4.80 5.27 3.38 4.01
A first observation that can be made is that the 95% CTE of the PVHE
generally increases with the block size which demonstrates that an independent
bootstrap would underestimate the distribution of hedging errors. Moreover, for
a three-year maturity, we obtain a reserve of 5.3 (without transaction costs) when
the data is bootstrapped with semi-annual blocks. This is consistent with results
obtained in Table 4.5 for models that provide a good fit to the data. However,
for a 10-year maturity this statement does not hold because the reserve based on
bootstrapped data is in the low range of those generated by most models. This
may suggest that some models may overestimate the risk of hedging, but jumping
to such a conclusion may not be very cautious since models that do generate high
PVHE also provide a good fit to the data. We also need to stress that the data is
based upon one sample path of the true market model so that bootstrap results
may not give a complete picture of future possible dynamics.
4.4.5. Out-of-sample
In this final example, we investigate the out-of-sample PVHE using observed
data from the S&P 500 total return index. The objective here is to determine
whether there were moments in history where the BS delta hedge was not effective
and generated high PVHE for contracts of three and 10 years. For example,
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suppose that a contract is issued in March 1998 and matures three years later in
March 2001. Applying the BS delta hedge to the S&P data for that period yields
a PVHE of 4.4 (assuming no transaction costs) under the same assumptions used
in the previous exercises (see Section 4.4.2). Figure 4.1 presents the out-of-sample
PVHE (assuming no transaction costs) for three-year contracts maturing from


















































































































































Figure 4.1. Empirical PVHE through time for a 3-year contract
The vertical dotted line in Figure 4.1 is simply a marker for June 2008. Hence,
the points located to the right of that line represent the PVHE for contracts
maturing when the market crashed significantly during the financial crisis. A
first observation that can be made is that the PVHE for contracts maturing in
the late 1980s reached over 6.0. For contracts maturing right after the internet
bubble, the PVHE could go as high as 4.4. Therefore, there are periods in the
data where the observed PVHE reach levels corresponding to the 95% CTE of the
PVHE obtained under many models with a good fit to the data (see Table 4.5).
Nevertheless, we note that the BS delta hedge did not do so badly for products
maturing during the recent financial crisis as the PVHE were always under 2.0.
We now repeat that same exercise for 10-year contracts maturing from January
1985 to December 2010. Figure 4.2 shows our results. Barring one exception 8 the
PVHE in Figure 4.2 are always under 3.0. This value is much lower than the
95% CTE obtained under many models and bootstrapped data. It is important















































































































Figure 4.2. Empirical PVHE through time for a 10-year contract
to stress that there are not too many disjoint 10-year periods in the data. The
fact that we did not observe many 10-year periods that generate high PVHE does
not imply that this will be the case in the future. The risk of having much higher
hedging errors exists as shown in Section 4.4.3.
4.5. Conclusion
In this paper, we analyzed the risk underlying investment guarantees using a
very large set of financial econometric models. We found that despite the excellent
fit of many models, too few of them are capable of generating low returns over
long periods of time (say five to 10 years), i.e., the type of cumulative returns
observed during the financial crisis of the late 2000s. This is a crucial element for
insurance companies that issue equity-linked insurance. We generated scenarios
under each of these models to check the robustness of the Black-Scholes delta
hedging strategy. We found that hedging losses can be significant implying that
large reserves for hedging errors are required. We also showed that results can be
very variable across models and this highlights that model risk is important to
take into consideration when managing the risk underlying investment guarantees.
How can we make the Black-Scholes delta hedging strategy more robust, i.e.,
less sensitive to model risk ? One may rebalance weekly, daily or even several
times a day. However, it is well documented in the finance literature that daily
or high frequency data has much fatter tails than monthly data [see 31, 160],
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meaning even more deviations from the GBM. Thus, it is not clear how effective
rebalancing more frequently can really be. Moreover, one may use other Greeks
in the replicating portfolio, such as gamma, vega and rho, which are respectively
the sensitivity of the derivative’s price with respect to large price movements of
the underlying asset, its volatility and the risk-free rate. Using these Greeks may
help reduce hedging errors, but their effectiveness will depend on the true market
model. Finally, one may turn to the financial engineering literature and use the
true replicating portfolio of some of these 78 models that fit the data well. In
addition to being more challenging to implement due to the incompleteness of
the underlying market, their reliance on a risk premium parameter or process
makes it difficult to predict as to how robust this approach will be. We conclude
by quoting Rantala [151] who mentions that “in the face of model risk, rather
than to base decisions on a single selected ‘best’ model, the modeller can base his
inference on an entire set of models by using model averaging.”
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Appendix A. Results for all models
Table 4.8: Fit summary
Model Params Log-Lik AIC BIC
RS-EGARCH (SNORM) 10 1210.2 1200.2 1177.7
EGARCH (SSTD) 7 1198.1 1191.1 1175.4
EGARCH (SNIG) 7 1196.8 1189.8 1174.1
MIX-APARCH-Haas (SNORM ; pow=1) 8 1200.0 1192.0 1174.1
MIX-GARCH (NORM ; α = 0) 6 1192.2 1186.2 1172.7
RS-APARCH-Haas (SNORM ; pow=1) 9 1201.7 1192.7 1172.4
MIX-GARCH (SNORM ; α = 0) 7 1194.9 1187.9 1172.2
EGARCH (SGED) 7 1194.9 1187.9 1172.2
MIX-GJR GARCH-Scale (SNORM) 9 1201.3 1192.3 1172.1
GJR GARCH (SSTD) 7 1194.8 1187.8 1172.1
MIX-APARCH-Haas (SNORM ; pow=2) 8 1197.3 1189.3 1171.3
APARCH (SSTD) 8 1197.2 1189.2 1171.3
MIX-EGARCH (SNORM) 9 1200.2 1191.2 1171.0
GJR GARCH (SNIG) 7 1193.5 1186.5 1170.8
RS-GJR GARCH-Scale (SNORM) 10 1203.1 1193.1 1170.7
GARCH (SSTD) 6 1189.9 1183.9 1170.4
APARCH (SNIG) 8 1195.9 1187.9 1169.9
GARCH (SNIG) 6 1189.0 1183.0 1169.5
RS-APARCH-Haas (SNORM ; pow=2) 9 1198.5 1189.5 1169.3
MIX-APARCH (SNORM ; pow=1) 9 1198.3 1189.3 1169.1
MIX-GARCH (NORM) 7 1191.7 1184.7 1169.0
MIX-APARCH (SNORM ; pow=2) 9 1197.9 1188.9 1168.7
GJR GARCH (SGED) 7 1191.4 1184.4 1168.6
EGARCH (STD) 6 1187.7 1181.7 1168.2
APARCH (SGED) 8 1194.0 1186.0 1168.0
GARCH (SGED) 6 1187.4 1181.4 1167.9
MIX-APARCH (NORM ; pow=1) 8 1193.8 1185.8 1167.8
MIX-APARCH-Haas (NORM ; pow=1) 7 1190.4 1183.4 1167.7
MIX-EGARCH (NORM) 8 1193.6 1185.6 1167.6
MIX-APARCH (NORM ; pow=2) 8 1192.7 1184.7 1166.8
RS-GARCH-Klaassen (NORM) 8 1192.3 1184.3 1166.3
RS-APARCH (SNORM ; pow=1) 10 1198.5 1188.5 1166.0
RS-APARCH (SNORM ; pow=2) 10 1198.0 1188.0 1165.5
MIX-GJR GARCH-Scale (NORM) 8 1191.4 1183.4 1165.4
GJR GARCH (STD) 6 1184.6 1178.6 1165.1
RS-APARCH (NORM ; pow=1) 9 1193.9 1184.9 1164.7
RS-EGARCH (NORM) 9 1193.8 1184.8 1164.6
RS-APARCH-Haas (NORM ; pow=1) 8 1190.4 1182.4 1164.4
APARCH (STD) 7 1187.0 1180.0 1164.3
MIX-APARCH-Haas (NORM ; pow=2) 7 1186.8 1179.8 1164.1
RS-APARCH (NORM ; pow=2) 9 1192.8 1183.8 1163.6
MIX-GARCH (NORM ; full) 9 1192.3 1183.3 1163.1
RS-GJR GARCH-Scale (NORM) 9 1191.8 1182.8 1162.6
GARCH (STD) 5 1178.8 1173.8 1162.6
RS-GARCH-Gray (NORM) 8 1188.4 1180.4 1162.5
EGARCH (GED) 6 1181.7 1175.7 1162.2
RS-APARCH-Haas (NORM ; pow=2) 8 1186.8 1178.8 1160.9
RS (SNORM) 7 1183.2 1176.2 1160.5
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Table 4.8: Fit summary
Model Params Log-Lik AIC BIC
RS-GARCH-Klaassen (NORM ; full) 10 1192.4 1182.4 1160.0
GJR GARCH (GED) 6 1178.1 1172.1 1158.7
APARCH (GED) 7 1181.2 1174.2 1158.4
GARCH (GED) 5 1174.6 1169.6 1158.4
RS (SSTD) 9 1186.7 1177.7 1157.5
RS-GARCH-Gray (NORM ; full) 10 1189.6 1179.6 1157.1
RS (SNIG) 9 1185.6 1176.6 1156.4
EGARCH (NORM) 5 1171.9 1166.9 1155.7
RS-GARCH-Haas (NORM) 7 1178.3 1171.3 1155.6
RS (SGED) 9 1184.8 1175.8 1155.6
RS (NORM) 6 1174.7 1168.7 1155.2
APARCH (NORM) 6 1171.9 1165.9 1152.4
RS (STD) 8 1177.7 1169.7 1151.7
SSTD 4 1164.3 1160.3 1151.3
SNIG 4 1164.2 1160.2 1151.2
GARCH (NORM) 4 1163.6 1159.6 1150.6
GJR GARCH (NORM) 5 1166.4 1161.4 1150.2
RS-GARCH-Haas (NORM ; full) 9 1178.9 1169.9 1149.7
RS (GED) 8 1175.2 1167.2 1149.2
SGED 4 1162.1 1158.1 1149.2
STD 3 1157.8 1154.8 1148.1
RS3 (NORM) 12 1185.4 1173.4 1146.4
MIX (NORM) 5 1161.8 1156.8 1145.6
GED 3 1154.7 1151.7 1145.0
MIX (STD) 7 1164.5 1157.5 1141.8
MIX (SGED) 8 1167.0 1159.0 1141.1
MIX (GED) 7 1163.5 1156.5 1140.8
MIX (SNIG) 8 1166.6 1158.6 1140.7
MIX (SSTD) 8 1164.6 1156.6 1138.6
NORM 2 1138.7 1136.7 1132.2
Table 4.9: Residual analysis
Model ARCH-LM Ljung-Box Jarque-Bera Shapiro-Wilk
RS-EGARCH (SNORM) 0.469 0.431 0.046 0.022
EGARCH (SSTD) 0.046 0.035 0.980 0.445
EGARCH (SNIG) 0.060 0.046 0.906 0.236
MIX-APARCH-Haas (SNORM ; pow=1) 0.027 0.020 0.607 0.300
MIX-GARCH (NORM ; α = 0) 0.335 0.287 0.303 0.011
RS-APARCH-Haas (SNORM ; pow=1) 0.035 0.027 0.657 0.310
MIX-GARCH (SNORM ; α = 0) 0.183 0.135 0.836 0.084
EGARCH (SGED) 0.117 0.093 0.124 0.036
MIX-GJR GARCH-Scale (SNORM) 0.042 0.030 0.868 0.232
GJR GARCH (SSTD) 0.064 0.043 0.984 0.240
MIX-APARCH-Haas (SNORM ; pow=2) 0.022 0.013 0.574 0.379
APARCH (SSTD) 0.068 0.060 0.981 0.529
MIX-EGARCH (SNORM) 0.052 0.041 0.722 0.398
GJR GARCH (SNIG) 0.090 0.062 0.917 0.119
RS-GJR GARCH-Scale (SNORM) 0.052 0.039 0.875 0.271
GARCH (SSTD) 0.225 0.165 0.983 0.550
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Table 4.9: Residual analysis
Model ARCH-LM Ljung-Box Jarque-Bera Shapiro-Wilk
APARCH (SNIG) 0.083 0.074 0.909 0.295
GARCH (SNIG) 0.258 0.193 0.994 0.376
RS-APARCH-Haas (SNORM ; pow=2) 0.021 0.013 0.612 0.397
MIX-APARCH (SNORM ; pow=1) 0.134 0.095 0.671 0.154
MIX-GARCH (NORM) 0.236 0.180 0.518 0.015
MIX-APARCH (SNORM ; pow=2) 0.133 0.077 0.623 0.117
GJR GARCH (SGED) 0.169 0.124 0.128 0.022
EGARCH (STD) 0.356 0.342 0.000 0.000
APARCH (SGED) 0.157 0.141 0.133 0.053
GARCH (SGED) 0.321 0.250 0.384 0.166
MIX-APARCH (NORM ; pow=1) 0.279 0.220 0.150 0.006
MIX-APARCH-Haas (NORM ; pow=1) 0.253 0.246 0.002 0.000
MIX-EGARCH (NORM) 0.134 0.110 0.139 0.010
MIX-APARCH (NORM ; pow=2) 0.289 0.211 0.194 0.008
RS-GARCH-Klaassen (NORM) 0.224 0.164 0.355 0.015
RS-APARCH (SNORM ; pow=1) 0.144 0.102 0.733 0.165
RS-APARCH (SNORM ; pow=2) 0.137 0.080 0.644 0.120
MIX-GJR GARCH-Scale (NORM) 0.207 0.186 0.050 0.006
GJR GARCH (STD) 0.378 0.342 0.001 0.000
RS-APARCH (NORM ; pow=1) 0.308 0.246 0.156 0.006
RS-EGARCH (NORM) 0.155 0.125 0.155 0.011
RS-APARCH-Haas (NORM ; pow=1) 0.256 0.248 0.002 0.000
APARCH (STD) 0.431 0.436 0.001 0.000
MIX-APARCH-Haas (NORM ; pow=2) 0.277 0.247 0.002 0.000
RS-APARCH (NORM ; pow=2) 0.272 0.196 0.194 0.009
MIX-GARCH (NORM ; full) 0.315 0.260 0.340 0.011
RS-GJR GARCH-Scale (NORM) 0.142 0.122 0.062 0.008
GARCH (STD) 0.563 0.541 0.001 0.000
RS-GARCH-Gray (NORM) 0.247 0.178 0.142 0.020
EGARCH (GED) 0.672 0.647 0.000 0.000
RS-APARCH-Haas (NORM ; pow=2) 0.280 0.249 0.002 0.000
RS (SNORM) 0.083 0.073 0.014 0.090
RS-GARCH-Klaassen (NORM ; full) 0.277 0.218 0.276 0.011
GJR GARCH (GED) 0.712 0.673 0.000 0.000
APARCH (GED) 0.741 0.739 0.000 0.000
GARCH (GED) 0.729 0.705 0.000 0.000
RS (SSTD) 0.053 0.046 0.991 0.854
RS-GARCH-Gray (NORM ; full) 0.539 0.499 0.029 0.003
RS (SNIG) 0.040 0.030 0.971 0.595
EGARCH (NORM) 0.886 0.868 0.000 0.000
RS-GARCH-Haas (NORM) 0.476 0.460 0.001 0.000
RS (SGED) 0.062 0.053 0.566 0.541
RS (NORM) 0.028 0.014 0.186 0.072
APARCH (NORM) 0.923 0.919 0.000 0.000
RS (STD) 0.032 0.020 0.001 0.000
SSTD 0.000 0.000 0.992 0.992
SNIG 0.000 0.000 0.981 0.985
GARCH (NORM) 0.864 0.843 0.000 0.000
GJR GARCH (NORM) 0.883 0.862 0.000 0.000
RS-GARCH-Haas (NORM ; full) 0.508 0.488 0.000 0.000
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Table 4.9: Residual analysis
Model ARCH-LM Ljung-Box Jarque-Bera Shapiro-Wilk
RS (GED) 0.034 0.017 0.220 0.069
SGED 0.000 0.000 0.390 0.584
STD 0.000 0.000 0.008 0.006
RS3 (NORM) 0.002 0.001 0.291 0.184
MIX (NORM) 0.000 0.000 0.437 0.422
GED 0.000 0.000 0.000 0.001
MIX (STD) 0.000 0.000 0.985 0.992
MIX (SGED) 0.000 0.000 0.000 0.000
MIX (GED) 0.000 0.000 0.879 0.850
MIX (SNIG) 0.000 0.000 0.990 0.995
MIX (SSTD) 0.000 0.000 0.989 0.990
NORM 0.000 0.000 0.000 0.000
Table 4.10: Guarantee costs : 3 and 5-year contracts
Model
3-Year 5-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 47.5 40.6
RS-GARCH-Gray (NORM) 40.3 46.7 41.1 48.8
MIX-APARCH (SNORM ; pow=2) 38.6 45.4 39.8 48.1
RS-APARCH-Haas (SNORM ; pow=2) 38.3 45.2 38.9 47.3
RS-APARCH (SNORM ; pow=2) 38.0 44.8 39.1 47.6
MIX-APARCH-Haas (SNORM ; pow=2) 38.0 45.0 38.9 47.7
MIX (SGED) 37.2 43.1 37.3 44.5
RS (NORM) 36.8 43.3 37.4 45.4
RS-GARCH-Klaassen (NORM) 36.8 42.6 36.7 44.1
MIX-GARCH (SNORM ; α = 0) 36.7 42.9 38.4 46.1
GJR GARCH (SNIG) 36.6 44.3 38.0 47.7
GJR GARCH (SSTD) 36.5 44.2 37.3 47.1
GJR GARCH (SGED) 36.4 44.0 38.9 48.4
MIX-GARCH (NORM) 36.2 42.0 36.1 43.3
MIX-APARCH (NORM ; pow=2) 36.2 42.3 36.0 43.7
MIX-GARCH (NORM ; full) 35.9 41.9 36.7 44.4
MIX-APARCH-Haas (SNORM ; pow=1) 35.9 42.8 35.6 44.2
RS-APARCH (NORM ; pow=2) 35.7 42.0 35.1 42.7
RS-APARCH-Haas (SNORM ; pow=1) 35.7 42.5 35.7 44.3
MIX-GARCH (NORM ; α = 0) 35.5 41.5 36.3 43.9
MIX-EGARCH (SNORM) 35.5 42.4 35.0 43.6
RS-GARCH-Gray (NORM ; full) 35.4 42.2 40.4 48.2
MIX-APARCH (SNORM ; pow=1) 35.3 42.3 34.8 43.6
RS-APARCH (SNORM ; pow=1) 35.2 42.0 35.1 43.9
RS-GARCH-Klaassen (NORM ; full) 34.9 40.9 35.7 43.4
APARCH (SNIG) 34.6 41.6 32.4 41.1
RS-EGARCH (NORM) 34.6 41.1 32.6 40.7
EGARCH (SNIG) 34.5 41.5 33.9 42.7
EGARCH (SGED) 34.5 41.4 35.1 43.9
MIX-EGARCH (NORM) 34.4 40.9 32.4 40.8
MIX-GJR GARCH-Scale (SNORM) 34.4 41.2 34.4 43.2
APARCH (SGED) 34.4 41.4 34.6 43.1
RS-APARCH (NORM ; pow=1) 34.3 40.9 32.6 41.1
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Table 4.10: Guarantee costs : 3 and 5-year contracts
Model
3-Year 5-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 47.5 40.6
MIX-APARCH (NORM ; pow=1) 34.2 40.8 32.5 41.0
APARCH (SSTD) 34.2 41.3 32.1 40.7
EGARCH (SSTD) 34.1 41.1 33.1 42.0
RS-EGARCH (SNORM) 34.0 41.2 36.8 46.0
MIX-GJR GARCH-Scale (NORM) 32.6 39.0 30.7 38.8
APARCH (NORM) 32.4 38.6 31.9 39.1
EGARCH (NORM) 31.4 37.3 30.8 38.5
RS-APARCH-Haas (NORM ; pow=1) 31.1 37.7 27.4 36.0
SSTD 30.9 36.0 28.7 35.3
MIX-APARCH-Haas (NORM ; pow=1) 30.9 37.5 27.3 36.0
SNIG 30.9 35.9 28.7 35.4
MIX (NORM) 30.9 35.8 29.0 35.7
SGED 30.8 35.8 28.7 35.3
GJR GARCH (NORM) 30.7 36.1 29.6 36.9
MIX-APARCH-Haas (NORM ; pow=2) 30.5 37.2 26.9 35.5
RS-APARCH-Haas (NORM ; pow=2) 30.5 37.2 27.2 35.9
MIX (SSTD) 30.4 35.4 28.2 35.0
NORM 30.0 34.7 27.8 34.2
GARCH (SSTD) 29.5 36.0 30.8 39.7
GARCH (SNIG) 29.4 35.9 31.1 39.7
GARCH (SGED) 29.1 35.3 31.1 39.8
RS (SGED) 27.8 33.6 31.3 38.5
RS (SNORM) 27.3 32.9 29.8 37.0
GARCH (NORM) 27.1 32.2 28.1 35.2
RS (SSTD) 26.9 33.0 31.3 38.6
RS3 (NORM) 26.7 32.5 32.5 39.9
STD 26.0 31.1 20.5 27.7
RS-GARCH-Haas (NORM) 25.9 31.8 21.6 29.5
GED 25.6 30.7 19.5 26.7
RS-GARCH-Haas (NORM ; full) 24.2 29.8 29.3 37.8
Table 4.11: Guarantee costs : 7 and 10-year contracts
Model
7-Year 10-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 36.4 42.4
RS-GARCH-Gray (NORM ; full) 41.0 52.3 30.9 45.9
GJR GARCH (SGED) 40.3 52.7 34.6 51.4
GJR GARCH (SNIG) 38.6 51.0 30.6 47.6
MIX-APARCH (SNORM ; pow=2) 37.9 48.0 27.7 41.2
RS-APARCH (SNORM ; pow=2) 37.2 47.2 26.5 39.8
GJR GARCH (SSTD) 36.5 48.7 27.8 44.5
RS-APARCH-Haas (SNORM ; pow=2) 36.3 46.5 25.3 38.3
MIX-GARCH (SNORM ; α = 0) 36.2 45.4 24.5 37.2
MIX-APARCH-Haas (SNORM ; pow=2) 36.2 46.3 25.0 38.1
RS-EGARCH (SNORM) 36.1 47.3 20.3 35.1
RS-GARCH-Klaassen (NORM ; full) 35.3 45.1 22.3 36.2
MIX-GJR GARCH-Scale (SNORM) 35.2 46.7 22.1 37.6
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Table 4.11: Guarantee costs : 7 and 10-year contracts
Model
7-Year 10-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 36.4 42.4
RS-GARCH-Gray (NORM) 34.5 44.1 19.3 32.5
APARCH (SGED) 34.3 45.2 21.4 37.0
MIX-APARCH-Haas (SNORM ; pow=1) 34.2 44.7 20.8 34.5
MIX-GARCH (NORM ; full) 34.1 43.6 21.2 34.5
RS-APARCH (SNORM ; pow=1) 33.8 44.6 19.4 33.9
MIX-GARCH (NORM ; α = 0) 33.7 43.1 20.5 33.4
EGARCH (SGED) 33.5 44.2 21.9 36.5
MIX-EGARCH (SNORM) 33.5 44.0 18.8 33.2
RS-APARCH-Haas (SNORM ; pow=1) 33.5 43.9 20.1 33.5
MIX-APARCH (SNORM ; pow=1) 33.3 44.3 18.8 33.1
MIX-APARCH (NORM ; pow=2) 32.8 42.2 19.2 32.0
RS-GARCH-Klaassen (NORM) 32.5 41.5 19.0 31.9
EGARCH (SNIG) 32.4 43.1 19.7 34.7
MIX-GARCH (NORM) 32.2 41.0 18.9 31.3
MIX (SGED) 32.1 41.2 18.5 31.0
RS-APARCH (NORM ; pow=2) 32.0 41.4 18.5 31.1
EGARCH (SSTD) 30.8 41.9 17.8 32.2
APARCH (SSTD) 30.6 41.4 17.2 31.8
APARCH (SNIG) 30.6 41.5 18.6 33.3
RS-APARCH (NORM ; pow=1) 29.8 40.4 14.4 27.6
MIX-EGARCH (NORM) 29.5 39.8 14.6 27.6
MIX-APARCH (NORM ; pow=1) 29.5 39.9 14.5 27.7
RS-EGARCH (NORM) 29.4 39.5 14.6 27.6
GARCH (SGED) 28.6 39.7 18.2 33.4
MIX-GJR GARCH-Scale (NORM) 28.1 38.5 12.1 24.2
GARCH (SNIG) 28.0 39.1 16.4 31.1
GJR GARCH (NORM) 27.7 37.0 14.5 26.8
RS (NORM) 27.6 37.5 10.2 20.8
EGARCH (NORM) 27.2 36.9 13.1 25.6
GARCH (SSTD) 27.1 38.2 15.9 30.2
RS (SSTD) 25.4 34.4 9.8 20.5
APARCH (NORM) 24.9 35.0 4.2 6.0
RS (SNORM) 24.1 33.0 6.6 13.2
GARCH (NORM) 23.9 33.0 11.4 22.4
RS3 (NORM) 23.2 32.6 6.4 12.9
MIX (SSTD) 22.9 31.9 4.5 7.7
MIX-APARCH-Haas (NORM ; pow=1) 22.0 33.2 7.1 13.6
RS-APARCH-Haas (NORM ; pow=1) 21.8 32.9 7.1 14.1
RS (SGED) 20.9 29.6 5.9 12.0
MIX-APARCH-Haas (NORM ; pow=2) 20.6 31.5 6.7 12.8
RS-APARCH-Haas (NORM ; pow=2) 20.4 31.4 6.9 13.6
MIX (NORM) 20.1 28.9 5.6 10.7
SSTD 19.8 28.6 5.7 11.3
SNIG 19.8 28.5 5.3 10.3
SGED 19.5 28.2 5.2 10.0
NORM 18.9 27.3 4.9 9.3
RS-GARCH-Haas (NORM ; full) 16.0 27.0 7.8 14.3
RS-GARCH-Haas (NORM) 12.3 22.1 2.9 0.0
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Table 4.11: Guarantee costs : 7 and 10-year contracts
Model
7-Year 10-Year
95% CTE 99% VaR 95% CTE 99% VaR
Out-of-sample 36.4 42.4
STD 9.1 17.6 1.4 0.0
GED 8.5 17.0 1.0 0.0




PV of Hedging Errors
StDev 95% CTE
Excl. Incl. Excl. Incl.
GJR GARCH (SSTD) 0.140 2.66 2.71 7.50 8.04
GJR GARCH (SNIG) 0.139 2.60 2.66 7.26 7.81
RS-GARCH-Haas (NORM) 0.138 2.59 2.63 7.26 7.75
GJR GARCH (SGED) 0.138 2.54 2.60 6.97 7.53
RS-APARCH (SNORM ; pow=2) 0.140 2.59 2.66 6.84 7.40
MIX-APARCH (SNORM ; pow=2) 0.140 2.58 2.65 6.82 7.38
MIX-APARCH-Haas (SNORM ; pow=2) 0.146 2.39 2.45 6.80 7.35
MIX-APARCH-Haas (NORM ; pow=2) 0.135 2.40 2.43 6.75 7.22
RS-APARCH-Haas (NORM ; pow=2) 0.135 2.39 2.43 6.73 7.19
RS-APARCH-Haas (SNORM ; pow=2) 0.146 2.35 2.41 6.66 7.20
GARCH (SSTD) 0.130 2.51 2.56 6.54 7.07
RS-GARCH-Haas (NORM ; full) 0.132 2.51 2.55 6.47 6.97
MIX-APARCH-Haas (NORM ; pow=1) 0.136 2.24 2.28 6.30 6.76
RS-GARCH-Gray (NORM ; full) 0.129 2.46 2.51 6.27 6.81
RS-APARCH-Haas (NORM ; pow=1) 0.136 2.23 2.26 6.25 6.71
GARCH (SNIG) 0.129 2.44 2.49 6.18 6.71
RS-GARCH-Klaassen (NORM ; full) 0.137 2.39 2.46 6.18 6.73
MIX-EGARCH (SNORM) 0.137 2.23 2.28 6.03 6.54
RS-APARCH (SNORM ; pow=1) 0.137 2.19 2.25 5.98 6.48
MIX-APARCH (SNORM ; pow=1) 0.137 2.18 2.24 5.94 6.45
MIX-GARCH (SNORM ; α = 0) 0.138 2.33 2.40 5.83 6.38
RS-APARCH (NORM ; pow=2) 0.138 2.31 2.37 5.75 6.30
MIX-APARCH (NORM ; pow=1) 0.137 2.13 2.18 5.72 6.24
MIX-EGARCH (NORM) 0.137 2.15 2.20 5.72 6.23
MIX-APARCH (NORM ; pow=2) 0.138 2.30 2.36 5.72 6.26
RS-APARCH (NORM ; pow=1) 0.137 2.12 2.17 5.69 6.21
RS-EGARCH (NORM) 0.137 2.14 2.19 5.69 6.20
MIX-GARCH (NORM ; full) 0.137 2.26 2.32 5.64 6.19
MIX-GJR GARCH-Scale (SNORM) 0.134 2.18 2.23 5.64 6.16
GARCH (SGED) 0.128 2.30 2.35 5.63 6.17
EGARCH (SSTD) 0.134 2.16 2.22 5.62 6.15
MIX-GARCH (NORM) 0.140 2.24 2.30 5.61 6.16
MIX-APARCH-Haas (SNORM ; pow=1) 0.140 2.09 2.15 5.53 6.07
MIX (SGED) 0.140 2.20 2.26 5.49 6.03
EGARCH (SNIG) 0.134 2.14 2.19 5.46 5.99
RS-GARCH-Klaassen (NORM) 0.140 2.17 2.23 5.38 5.92
APARCH (SSTD) 0.135 2.09 2.14 5.37 5.91
RS-APARCH-Haas (SNORM ; pow=1) 0.139 2.05 2.11 5.35 5.89
EGARCH (SGED) 0.134 2.11 2.17 5.33 5.88
MIX-GARCH (NORM ; α = 0) 0.135 2.20 2.26 5.28 5.82
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PV of Hedging Errors
StDev 95% CTE
Excl. Incl. Excl. Incl.
APARCH (SNIG) 0.135 2.06 2.12 5.24 5.77
APARCH (SGED) 0.135 2.06 2.12 5.21 5.76
APARCH (NORM) 0.145 1.84 1.90 5.13 5.69
RS-EGARCH (SNORM) 0.131 2.08 2.14 5.07 5.61
RS-GARCH-Gray (NORM) 0.140 1.97 2.01 4.96 5.47
RS (NORM) 0.142 1.85 1.89 4.94 5.46
MIX-GJR GARCH-Scale (NORM) 0.134 1.97 2.01 4.92 5.43
STD 0.145 1.72 1.73 4.62 5.06
MIX (SSTD) 0.145 1.69 1.72 4.61 5.08
EGARCH (NORM) 0.135 1.88 1.93 4.58 5.13
SSTD 0.145 1.67 1.69 4.55 5.02
GARCH (NORM) 0.130 1.98 2.02 4.43 4.96
GJR GARCH (NORM) 0.132 1.89 1.93 4.37 4.90
SNIG 0.144 1.57 1.60 4.12 4.61
MIX (NORM) 0.145 1.56 1.59 4.03 4.52
RS (SSTD) 0.124 2.05 2.10 3.98 4.47
RS (SGED) 0.126 2.04 2.09 3.74 4.26
GED 0.144 1.50 1.52 3.74 4.19
RS (SNORM) 0.127 2.05 2.10 3.71 4.22
SGED 0.144 1.46 1.49 3.66 4.16
RS3 (NORM) 0.126 1.90 1.95 3.55 4.06
NORM 0.145 1.29 1.30 3.07 3.57




PV of Hedging Errors
StDev 95% CTE
Excl. Incl. Excl. Incl.
GJR GARCH (SGED) 0.167 4.06 4.21 15.07 15.87
RS-GARCH-Gray (NORM ; full) 0.160 4.05 4.20 14.45 15.25
GJR GARCH (SNIG) 0.162 3.74 3.87 13.72 14.46
GJR GARCH (SSTD) 0.159 3.62 3.74 13.16 13.87
RS-GARCH-Haas (NORM ; full) 0.159 3.72 3.79 12.29 12.87
GARCH (SGED) 0.158 3.13 3.25 11.33 12.06
GARCH (SSTD) 0.154 3.09 3.19 10.88 11.56
GARCH (SNIG) 0.155 3.02 3.14 10.81 11.51
MIX-GJR GARCH-Scale (SNORM) 0.148 2.53 2.66 8.85 9.58
APARCH (SGED) 0.152 2.35 2.49 8.36 9.10
RS-GARCH-Klaassen (NORM ; full) 0.150 2.36 2.50 8.14 8.90
EGARCH (SGED) 0.152 2.28 2.42 8.06 8.80
MIX-APARCH (SNORM ; pow=2) 0.154 2.26 2.41 7.88 8.65
RS-APARCH (SNORM ; pow=2) 0.154 2.25 2.39 7.85 8.62
MIX-APARCH-Haas (SNORM ; pow=2) 0.155 2.17 2.31 7.72 8.46
EGARCH (SSTD) 0.148 2.17 2.29 7.54 8.22
APARCH (SNIG) 0.148 2.16 2.29 7.54 8.24
EGARCH (SNIG) 0.149 2.16 2.28 7.52 8.21
RS-APARCH-Haas (SNORM ; pow=2) 0.154 2.12 2.26 7.51 8.25
APARCH (SSTD) 0.148 2.15 2.27 7.49 8.18
Continued on next page. . .
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PV of Hedging Errors
StDev 95% CTE
Excl. Incl. Excl. Incl.
RS-EGARCH (SNORM) 0.149 2.07 2.21 7.14 7.87
MIX-EGARCH (SNORM) 0.148 2.06 2.19 7.13 7.84
RS-APARCH (SNORM ; pow=1) 0.148 2.05 2.18 7.10 7.81
MIX-APARCH (SNORM ; pow=1) 0.148 2.04 2.17 7.06 7.78
MIX-GARCH (SNORM ; α = 0) 0.151 1.97 2.11 6.63 7.38
MIX-APARCH-Haas (SNORM ; pow=1) 0.151 1.89 2.02 6.55 7.27
RS-APARCH-Haas (SNORM ; pow=1) 0.151 1.85 1.99 6.42 7.15
MIX-GARCH (NORM ; full) 0.147 1.90 2.03 6.27 7.00
GARCH (NORM) 0.154 1.79 1.87 6.03 6.68
MIX-GARCH (NORM ; α = 0) 0.147 1.79 1.92 5.82 6.55
MIX-EGARCH (NORM) 0.145 1.73 1.84 5.80 6.47
MIX-APARCH (NORM ; pow=1) 0.146 1.72 1.83 5.78 6.45
RS-APARCH (NORM ; pow=1) 0.146 1.72 1.83 5.77 6.44
RS-EGARCH (NORM) 0.145 1.72 1.83 5.77 6.44
MIX-APARCH-Haas (NORM ; pow=2) 0.143 1.70 1.77 5.63 6.17
RS-APARCH-Haas (NORM ; pow=2) 0.143 1.67 1.74 5.51 6.05
GJR GARCH (NORM) 0.150 1.64 1.72 5.49 6.15
RS-APARCH (NORM ; pow=2) 0.147 1.69 1.80 5.45 6.15
MIX-APARCH (NORM ; pow=2) 0.147 1.67 1.79 5.40 6.11
RS-APARCH-Haas (NORM ; pow=1) 0.144 1.59 1.67 5.29 5.84
MIX-APARCH-Haas (NORM ; pow=1) 0.144 1.59 1.67 5.27 5.83
MIX (SGED) 0.148 1.63 1.74 5.26 5.97
EGARCH (NORM) 0.151 1.53 1.64 5.21 5.90
MIX-GARCH (NORM) 0.147 1.62 1.73 5.19 5.90
RS-GARCH-Klaassen (NORM) 0.147 1.61 1.72 5.13 5.84
MIX-GJR GARCH-Scale (NORM) 0.141 1.55 1.64 4.99 5.62
RS-GARCH-Haas (NORM) 0.146 1.43 1.47 4.38 4.85
RS-GARCH-Gray (NORM) 0.143 1.40 1.49 4.28 4.93
RS (SSTD) 0.144 1.33 1.41 4.27 4.85
RS (NORM) 0.144 1.18 1.26 3.65 4.24
RS3 (NORM) 0.144 1.13 1.20 3.42 3.99
RS (SNORM) 0.144 1.18 1.24 3.41 3.95
SSTD 0.144 1.04 1.10 3.10 3.63
MIX (SSTD) 0.144 1.02 1.07 3.06 3.59
APARCH (NORM) 0.146 0.86 0.93 2.71 3.26
MIX (NORM) 0.144 0.94 0.99 2.64 3.18
RS (SGED) 0.144 0.95 0.99 2.63 3.15
SNIG 0.143 0.91 0.97 2.59 3.14
STD 0.143 0.92 0.94 2.56 2.94
SGED 0.143 0.82 0.88 2.24 2.79
GED 0.143 0.74 0.76 1.89 2.26
NORM 0.144 0.70 0.72 1.72 2.23
Chapitre 5
MEASURING THE EFFECTIVENESS OF
DYNAMIC HEDGES FOR LONG-TERM
INVESTMENT GUARANTEES
Le contenu de ce chapitre est base´ sur trois projets subventionne´s par l’Auto-
rite´ des marche´s financiers et supervise´s par Mathieu Boudreault. L’Autorite´ des
marche´s financiers est l’organisme mandate´ par le gouvernement du Que´bec pour
encadrer les marche´s financiers que´be´cois et preˆter assistance aux consommateurs
de produits et services financiers. Ce chapitre est e´crit sous la forme d’un article
pour uniformiser la pre´sentation de cette the`se.
Re´sume´
La litte´rature financie`re a de´voue´ beaucoup de recherche pour faire progresser les
mode`les e´conome´triques dans le but d’ame´liorer la tarification et la couverture
des produits financiers. Toutefois, les approches permettant de mesurer l’effica-
cite´ d’une strate´gie de couverture dynamique ont peu e´volue´. Cet article propose
un cadre statistique, base´ sur la re´gression, permettant de mieux e´valuer l’ef-
ficacite´ de diffe´rentes strate´gies de couverture dynamique dans le contexte de
produits vendus avec des garanties d’investissement a` long terme (ex. : fonds dis-
tincts). L’importance de prendre en compte le risque de mode`le est souligne´e.
De plus, il est de´montre´ qu’une garantie d’investissement simple, connue sous
l’acronyme GMMB (guaranteed minimum maturity benefit), peut eˆtre reformu-
le´e comme un ensemble d’options a` barrie`re lorsque l’investisseur a l’option de
re´silier son contrat. Ceci nous permet de tarifer et couvrir ce produit avec des
formules analytiques et, ainsi, e´tudier l’impact de la de´che´ance dynamique (dyna-
mic lapsation) sur l’efficacite´ de la couverture. Les difficulte´s associe´es a` re´duire
le risque de mode`le et celui du comportement de l’assure´ (policyholder behavior)
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lors d’une couverture dynamique nous ame`nent a` proposer une nouvelle perspec-
tive sur le roˆle de la couverture, soit celle d’un outil permettant de modifier le
profil risque–re´compense de la position non-couverte.
Abstract
Although the finance literature has devoted a lot of research into the develop-
ment of advanced models for improving pricing and hedging performance, the
approaches for measuring dynamic hedging effectiveness have evolved little. This
article offers a methodological contribution in this area by proposing a statistical
framework, based on regression analysis, for measuring the effectiveness of dyna-
mic hedges for long-term investment guarantees (e.g., segregated funds or variable
annuities). The importance of taking model risk into account is emphasized. Mo-
reover, it is shown that a simple investment guarantee, the guaranteed minimum
maturity benefit, can be decomposed into a basket of barrier options when the
policyholder surrenders his contract based on a fixed moneyness level. This allows
us to price and hedge this product with analytical formulas and investigate the
impact of dynamic lapsation risk on hedging effectiveness. The difficulties in re-
ducing model and policyholder behavior risks when hedging lead us to propose a
new perspective on hedging, and recognize it as a tool to modify the risk–reward
relationship of the unhedged position.
Keywords : hedging effectiveness, dynamic hedging, model risk, dynamic lapsa-
tion, investment guarantee, variable annuity
5.1. Introduction
Risk management practices in the financial industry were put to a test during
the financial crisis of the late 2000s. Many corporations did not measure their
risk exposures appropriately and numerous institutional failures occurred (e.g.,
Lehman Brothers). Some financial risks, such as market risk, have a systematic
component that cannot be diversified. To avoid having a large exposure to these
types of risks, the corporation can establish a hedging strategy by trading in
financial derivatives. To correctly evaluate the residual risk that remains, it must
assess the effectiveness of this strategy for mitigating the underlying risk exposure.
Suppose that an institution has sold a derivative and established a hedging
strategy to manage its risk. Assume that the value of this derivative and hedge at
some time in the future is X and Y , respectively. The hedged loss, or equivalently
the hedging error, of the institution then corresponds to X − Y (a positive value
indicates a loss while a negative value indicates a profit). The standard approach
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in the finance literature to measure hedging effectiveness is to calculate a statistic
on the distribution ofX−Y . Popular statistics include measures of dispersion such
as standard deviation (StDev) and average absolute deviation from zero (AAD),
as well as risk measures such as conditional tail expectation (CTE), and Value-
at-Risk (VaR). For example, in Chapter 4, hedging effectiveness was evaluated
by examining the StDev and CTE of hedging errors, which is in agreement with
standard practices in finance and actuarial science.
Although the finance literature has devoted a lot of research into the deve-
lopment of advanced models for improving pricing and hedging performance, the
approaches for measuring dynamic hedging effectiveness have evolved little. For
example, Bakshi et al. [13] develop models admitting stochastic volatility, stochas-
tic interest rates, and random jumps and test empirically the features which im-
prove dynamic hedging performance of plain vanilla options. To measure hedging
effectiveness, they calculate the AAD of hedging errors based on dynamic delta
and delta-vega strategies. These hedging errors are calculated based on a single
rebalancing of the hedge (usually daily or weekly) and do not reflect the cumula-
tive hedging error from the sale of the option until maturity. Similar approaches
are applied in many other articles [e.g., 2, 3, 5, 6, 14, 25, 58, 112, 119, 140]. Howe-
ver, Branger et al. [25] and Kaeck [112] recently improve on the methodology to
measure hedging effectiveness by comparing the distributions of anticipated and
realized hedging errors. 1 If the distributions of anticipated and realized hedging
errors differ significantly, this suggests some form of model misspecification in the
hedge.
The studies mentioned in the previous paragraph have two weaknesses when
it comes to measuring hedging effectiveness. First, they ignore the relationship
between X and Y and do not examine its strength. For instance, why is the
StDev of X − Y high ? Is it due to a systematic deviation from the ideal hedging
relationship Y = X, or is it the consequence of a high residual standard error
around an average relationship of Y = X ? One contribution of this chapter is to
propose a statistical framework based on regression analysis to more thoroughly
examine the effectiveness of dynamic hedges. Statistics based on the distribution
of X − Y are good indicators of relative hedging performance and allow us to
discriminate between competing hedging strategies. However, they are not good
indicators of absolute hedging performance as they ignore the relationship between
X and Y . Regression analysis allows us to assess hedging effectiveness in absolute
1. Anticipated hedging errors are those obtained when the model used to determine the
hedge coincides with the data generating process. Realized hedging errors correspond to those
that are observed when the hedging strategy is implemented on empirical data or on simulated
data based on a data generating process that is not consistent with the model used for hedging.
130
terms and understand the sources of hedging ineffectiveness. To our knowledge,
the use of regression analysis to measure the effectiveness of dynamic hedges
has not been investigated in the finance or actuarial science literature. On the
other hand, the accounting literature [e.g., 36, 66, 89] has investigated the use of
regression tools to measure the strength of a hedging relationship, but only in the
context of very simple hedges which are not dynamic and not model dependent
(e.g., hedging a spot index with a futures contract). 2
The second weakness of empirical studies measuring hedging effectiveness in
the finance literature is that they examine hedging errors calculated based on
a single rebalancing of the hedge (usually daily or weekly) and do not reflect
the cumulative hedging error from the sale of the option until maturity. The
rationale for following such an approach is that traders assess their profits and
gains on a daily or weekly basis and do not always keep their positions open
until maturity. Therefore, it is acceptable to measure hedging effectiveness based
on intermediate, rather than cumulative, hedging errors. However, intermediate
hedging errors are influenced by the time to maturity and the moneyness of the
option. For example, the hedge may be less dependent on the chosen model far
from maturity and when the option is deep out-the-money. Consequently, when
we calculate statistics based on intermediate hedging errors, we are aggregating
observations that are not identically distributed. To alleviate this problem, most
of the studies display statistics across different moneyness ranges, but not all of
them separate their results according to time to maturity. However, empirical
studies in the finance literature aim to discriminate among competing hedging
strategies, and their main objective is, thus, the evaluation of relative hedging
effectiveness. For this purpose, it is not problematic to consider intermediate
hedging errors. Nevertheless, these errors only provide partial information with
respect to the capacity of the hedge to replicate the desired payoff exactly, until
2. The interest of the accounting literature for measuring hedging effectiveness is due to
Statements of Financial Accounting Standards No. 133, Accounting for Derivative Instruments
and Hedging Activities, commonly known as FAS 133. FAS 133, which came into effect in the
U.S. at the turn of the century, requires that all derivatives entered into by a corporation must be
marked to market and changes in their values reported in the income statement. This accounting
treatment can create earnings volatility when derivatives are used for risk management purposes
as the timing of gains and losses on the hedged items may not be matched with those on the
corresponding hedging derivatives. To remedy this problem, FAS 133 allows corporations to
match the timing of these gains and losses, provided that they demonstrate and document that
the hedge is highly effective in offsetting changes in fair value for the risks being hedged. FAS 133
does not endorse any specific testing methodology, but recommends the use of statistical tests.
A good overview of approaches proposed in the accounting literature for measuring hedging
effectiveness is given by Charnes et al. [36], Finnerty and Grant [66], and Hailer and Rump [89].
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maturity. Therefore, absolute hedging effectiveness is best assessed by examining
the cumulative hedging error until maturity.
This concept is especially important in the context of variable annuities be-
cause guarantees sold have long-term maturities, typically from three to 20 years,
and we are mainly interested in the cumulative performance of the hedge. This
is in strong contrast to maturities of derivatives considered in the finance li-
terature which rarely are above one year. Moreover, insurers are not traders
and cannot close their positions by transferring them to a third party. In other
words, investment guarantees are illiquid securities. Accordingly, all studies on
dynamic hedging effectiveness of long-term investment guarantees in the actua-
rial literature have considered the cumulative hedging error until maturity [e.g.,
10, 39, 40, 96, 122].
Section 5.3 proposes a statistical framework based on both, regression analysis
and the standard practice of calculating risk measures, to measure the effective-
ness of dynamic hedges on absolute as well as relative terms. This statistical fra-
mework is presented with a case study examining the effectiveness of the Black-
Scholes delta hedging strategy under return path scenarios generated with the
regime-switching GARCH model (RS-GARCH). We consider this hedging stra-
tegy for simplicity, but also because the majority of insurers in Canada establish
Black-Scholes dynamic delta or delta-rho hedging strategies to manage risks in
variable annuities. Hence, our case study reflects reality. We do not hedge the rho
risk, i.e., interest rate risk, as this thesis is concerned with econometric modeling
of equity returns. Although the focus of Section 5.3 is on the measurement of
hedging effectiveness, rather than model risk, this risk is an integral part of the
analysis as dynamic hedging strategies depend on model assumptions. The per-
formance of the hedge depends on how well these assumptions represent reality.
We consider an extended definition of model risk relative to the one presented in
Chapter 4, and include parameter risk as a specific type of model uncertainty, see
Cont [42, Remark 4.1] for a discussion. Model uncertainty refers to the combined
effects of model and parameter risks. The purpose is not to distinguish between
these two types of risks, but to examine the impact of particular types of model
uncertainty on hedging effectiveness. In our case study, the product hedged is
the same as the one considered in Chapter 4, a guaranteed minimum maturity
benefit (GMMB). Although our application centers on options embedded in fi-




Before describing the statistical framework for measuring the effectiveness of
dynamic hedges, we review some concepts in relation to the GMMB, introduce
the data, models and assumptions, and explain how to calculate the insurer’s
unhedged and cumulative hedged losses at maturity.
5.2.1. Pricing and delta hedging for the GMMB product
Suppose that an insured invests A0 > 0 in a GMMB product that must be
held to maturity T . The investment performance of the GMMB tracks a market
index from time t = 0 to T , denoted by {St}0≤t≤T . Without loss of generality, let
S0 = A0. As compensation for the guarantee offered, the insurer deducts fees in
proportion to the account value of the insured at a continuous annual rate of δ.
Therefore, the account value of the insured, {At}0≤t≤T , satisfies the relationship :
At = Ste
−δt, 0 ≤ t ≤ T.
At maturity T , the insured is entitled tomax(AT , G), whereG denotes the amount
of the guarantee. If AT < G, the guarantee matures in-the-money and the insurer
is responsible for the shortfall, i.e., his liability is the payoff of a put option :
max(0, G − AT ). The value of this put option at any time t under the Black-
Scholes model, denoted by Pt(At, G, δ), is obtained from the following formula :
Pt(At, G, δ) = Ge
−r(T−t)N(−d2)− Ate−δ(T−t)N(−d1),
d1 =
log(At/G) + (r − δ + σ2/2)(T − t)
σ
√
T − t ,
d2 = d1 − σ
√
T − t,
where r is the constant risk-free rate, σ is the constant annual volatility of the
market index and N(·) denotes the standard normal cumulative distribution func-
tion. Moreover, the fair value of fees that will be collected by the insurer between
times t and T is given by
At(1− e−δ(T−t)).
To see why, we can interpret the charge δ as a dividend rate. The fair value of
dividends to be received between times t and T is the difference between the fund
value at time t (At) and the prepaid forward price for a claim paying AT at time
T (Ate
−δ(T−t)).
The net liability of the insurer at time t, i.e., the net obligation of the insurer
towards the policyholder, is
Lt = value of put option − fair value of fees that will be collected
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= Pt(At, G, δ)− At(1− e−δ(T−t)).
A fair value for δ can be determined by setting the net liability at inception of
the contract to zero :
L0 = P0(A0, G, δ)− A0(1− e−δT ) = 0. (5.2.1)
Solving equation (5.2.1) is not a difficult problem since the net liability is strictly




P0(A0, G, δ)− A0(1− e−δT )
]
= −TA0e−δTN(d1) < 0.
Consequently, the solution is unique and easily computed numerically.
We can rewrite equation (5.2.1) as
A0 = S0e
−δT + P0(A0, G, δ),
= S0e
−δT + P0(S0, Ge
δT , 0)e−δT ,
where P0(S0, Ge
δT , 0) is the price at t = 0 of a put option on the market index
with maturity T and strike GeδT . This suggests that an investment of A0 in a
GMMB product is equivalent to buying e−δT shares of the underlying market
index and e−δT put options on that index.
To obtain an ideal hedge, the objective function that needs to be hedged is the
net liability of the insurer. Unfortunately, this notion has not been emphasized in
the actuarial literature. For example, Hardy [96] suggests to hedge the GMMB by
replicating a long position in the underlying put position. However, the GMMB
is not a standard put option as no premium is paid at inception of the contract.
Since there is uncertainty in both the payoff and the premium, both components
need to be hedged to eliminate risk. The uncertainty with respect to the fees
is even greater when the policyholder is allowed to surrender his policy before
maturity.
A delta hedge under the Black-Scholes framework can be established by hol-









= [−e−δ(T−t)N(−d1)− (1− e−δ(T−t))] · e−δt
= −e−δTN(−d1)− (e−δt − e−δT ) ≤ −e−δTN(−d1).
This involves selling (e−δt − e−δT ) more shares of the underlying market index
than if only the put position was hedged as the delta of the put position is
−e−δTN(−d1). The intuition behind this result is the following : If the stock price
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falls, the fair value of fees will be reduced (since fees are charged in proportion
to the account value) and the additional short position in the stock will provide
a hedge against this decrease in premium.
5.2.2. Data, parameter estimation and assumptions
To realistically model return dynamics on the market index {St}, we use the
RS-GARCH model given in equations (2.2.1)–(2.2.3) with constraints α = α1 =
α2 and β = β1 = β2. In addition to modeling volatility persistence with GARCH
dynamics, this model generates jumps in returns 3 (switching mean) and volatility
(switching intercept in the GARCH equation). Therefore, it contains the essential
ingredients of a good financial model as the presence of stochastic volatility, jumps
in returns and jumps in volatility receive strong evidence in the finance literature
[e.g., 26, 63].
We estimate the parameters of the model to two data sets : daily and weekly
percentage log-returns on the S&P 500 index from October 28, 1987 to October
31, 2012. The daily data set includes 6305 observations. The weekly data set was
considered in Chapters 2 and 3 and contains 1305 observations. The use of both
data sets allows us to evaluate the consistency of results obtained with daily and
weekly data. Descriptive statistics are given in Table 5.1 (the mean and StDev
are given on an annualized basis). The parameter estimation was accomplished
based on the collapsing technique developed in Chapter 3 with q = 16. Table 5.2
provides maximum likelihood estimates of the RS-GARCH model for daily and
weekly data sets. Asymptotic standard errors are given in parentheses.
Table 5.1. Descriptive statistics
Mean StDev Skewness Kurtosis Minimum Maximum
Daily S&P 500 7.2 18.5 −0.27 11.4 −9.5 11.0
Weekly S&P 500 7.2 16.6 −0.59 7.2 −16.5 10.2
We assume that the insurer uses the Black-Scholes model to price the GMMB,
i.e., to determine the annual fee assumption δ, and delta hedge its risk. Since the
hedging strategy is not derived from the market model, we are able to analyze
the robustness of the Black-Scholes delta hedge under RS-GARCH dynamics. The
3. The switching mean does not necessarily generate a jump in returns, but there is a high
likelihood of observing a significant negative return when the model enters the crisis regime.
When jump-diffusion models are discretized, the occurrence of a negative jump is equivalent to
observing a large negative return in a given time interval.
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Table 5.2. Maximum likelihood estimates for the S&P 500 data sets
µ1 µ2 ω1 ω2 α β p11 p22
Daily RS-GARCH
0.081 −1.63 0.0058 0.544 0.042 0.936 0.980 0.339
(0.010) (0.20) (0.0013) (0.087) (0.006) (0.006) (0.004) (0.083)
Weekly RS-GARCH
0.339 −2.80 0.0431 2.527 0.041 0.905 0.948 0.316
(0.064) (0.54) (0.0185) (0.518) (0.018) (0.024) (0.022) (0.105)
following assumptions are used :
A0 = 100, G = 100, T = 10, r = 0.03, σ = 0.169 and δ = 0.0112,
where σ is the volatility parameter used in the Black-Scholes model to determine
the fair value of fees and to calculate the hedge position ∆t in the market index.
The value of δ = 0.0112 satisfies equation (5.2.1) with these assumptions. The
volatility assumption σ corresponds to the unconditional annualized volatility
for the daily RS-GARCH model when parameter risk is taken into account (see
Section 5.2.3).
5.2.3. Projection of the insurer’s loss
There are three variables that must be considered when evaluating hedging
effectiveness :
X = Net unhedged loss at maturity,
Y = Cumulative mark-to-market gain on the hedge,
X − Y = Net hedged loss at maturity.
When the insurer does not use a hedging strategy, his net loss at maturity is X.
When he employs a hedging strategy, his net loss is X − Y . The losses are “net”
because they take into account the fee income received by the insurer. To assess
hedging effectiveness, we are interested in the relationship between X and Y and
in the dispersion of X − Y around zero. Consequently, we must project many
realizations of these variables by simulating return path scenarios.
First, we generated 100000 scenarios of daily returns over T = 10 years with
the Black-Scholes model. Log-returns under the Black-Scholes model are inde-
pendent and identically distributed normal variables. We used an annualized mean
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return of 7.2% (this value matches the empirical mean given in Table 5.1) and
an annualized volatility of σ = 16.9%. This simulation allows us to assess the
effectiveness of the Black-Scholes delta hedge under an ideal situation where the
hedging strategy is derived from the market model. In this context, hedging inef-
fectiveness arises solely from discrete rebalancing of the hedge portfolio as there
is no model uncertainty. This type of hedging ineffectiveness is referred to as the
discretization error of the hedge. Results obtained for the return projection under
the Black-Scholes model serve as a benchmark and allow us to properly evaluate
the impact of model uncertainty on the Black-Scholes delta hedging strategy.
Second, we generated 100000 scenarios of daily and weekly returns over T =
10 years with the two RS-GARCH models presented in Table 5.2. To evaluate
the impact of parameter risk, we generated one set of scenarios with maximum
likelihood estimates and another set of scenarios by drawing parameter vectors
from the asymptotic normal distribution of the maximum likelihood estimator.
For each of the return path scenarios, the values of the market index, {St}0≤t≤T ,
and the account value, {At}0≤t≤T , are easily calculated. The net unhedged loss at
maturity is
X = payoff to the insured − accumulated value of fees




where h = 1/252 for daily scenarios and h = 1/52 for weekly scenarios.
To calculate the net hedged loss at maturity, the cumulative mark-to-market
gain on the hedge must be subtracted from the net unhedged loss. The mark-to-
market gain at time t+ h of the delta hedge established at time t is
∆t · (St+h − Sterh),
where h represents the rebalancing frequency of the hedge portfolio. The cumu-
lative mark-to-market gain on the hedge corresponds to the accumulated values




∆ih · (S(i+1)h − Siherh) · er(T−(i+1)h).
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5.3. Statistical framework for measuring the effective-
ness of dynamic hedges
5.3.1. Regression analysis
This section explains how regression techniques can be used to investigate
hedging effectiveness. The analysis is conducted for scenarios projected on a daily
frequency and the hedge portfolio is assumed to be rebalanced daily.
5.3.1.1. Relationship between Y and X
Figure 5.1 illustrates the regression relationship between the cumulative mark-
to-market gain on the hedge, Y , (denoted by hedge performance on the vertical
axis) and the net unhedged loss at maturity, X, for 100000 scenarios projected un-
der the Black-Scholes model, the RS-GARCH model and the RS-GARCH model
with parameter risk. On each graph, we show (1) the fitted linear regression line
of the form “y = a + bx,” (2) the residual standard error (σǫ), and (3) Pearson’s
and Spearman’s correlation coefficients (ρ and ρrank, respectively). Spearman’s
correlation coefficient measures the relationship between the ranks of variables.
These values are calculated based on all observations and based on only the part
of the distribution for the net unhedged loss (X) contained between the 50th and
95th percentiles (between red lines). The reason for considering this area of the
distribution is the following. When a put option is deep in-the-money or deep
out-of-the money, its delta is very close to −1 or 0, respectively, regardless of the
model for the underlying. In these situations, hedging the put option entails less
model uncertainty as the delta under the true model is closer to the Black-Scholes
delta. Hence, the Black-Scholes delta hedge is expected to be more effective in
the lower half and the upper part of the distribution for the net unhedged loss.
For scenarios projected with the Black-Scholes model, the correlation coeffi-
cients between the hedge performance (Y ) and the net unhedged loss (X) are
close to one for all observations and between the red lines. The regression rela-
tionship corresponds almost exactly to the equation Y = X, which was to be
expected as the hedging strategy is constructed from the market model.
For RS-GARCH scenarios, the correlation coefficients calculated on all obser-
vations misrepresent the strength of the relationship between the hedge perfor-
mance and the net unhedged loss as they markedly decrease when we consider the
area between the red lines. With parameter risk, Spearman’s correlation coeffi-
cient is approximately 0.85 which is a sizable decrease relative to the value of 0.99
observed for the Black-Scholes scenarios. Moreover, the slope of the regression line
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Figure 5.1. Relationship between the hedge performance and
the net unhedged loss based on 100000 daily scenarios projected
with the Black-Scholes model (top panel), the RS-GARCH model
(bottom-left panel) and the RS-GARCH model with parameter risk
(bottom-right panel).
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is below one which indicates that the hedge portfolio falls short in offsetting the
insurer’s loss. This is one advantage of using regression analysis to investigate
hedging effectiveness as it tells us what proportion of the risk is not replicated
on average. With parameter risk, over 2% of the risk is not offset while in bet-
ween red lines this value increases to 3%. The intercept in the regression is also
informative as it can detect a structural loss for the insurer due to hedging. This
can in turn suggest that the GMMB product is underpriced. For example, with
parameter risk, the intercept term is negative indicating a structural loss. Finally,
the residual standard error is magnified by a factor of almost six with respect to
the Black-Scholes scenarios and parameter risk accounts for approximately 25%
of that increase. Therefore, model uncertainty much more significantly impacts
σǫ than the average hedging relationship, Y = X.
The signs of hedging ineffectiveness observed under model uncertainty can
be important because by hedging the net liability, the insurer protects himself
against losses at the cost of limiting his upside potential. In fact, hedging can be
viewed as a tool to modify the risk–reward relationship of the product. While it is
clear that hedging reduces the overall risk, the resulting risk–reward relationship
may be less attractive to the insurer if the strategy employed has inefficiencies.
Therefore, an effective hedging strategy should not only reduce the risk of the
insurer’s position, but also offer a way to improve the risk–reward tradeoff for the
product. For example, suppose that instead of hedging the net liability, the insurer
only hedges its liability, i.e., the put option. Hence, the fee income is not hedged
and the Black-Scholes delta at time t is −e−δTN(−d1). Figure 5.2 illustrates
the hedging relationship for this situation under the RS-GARCH model with
parameter risk. We observe that in the first half of the distribution for the net
unhedged loss, i.e., in 50% of the scenarios, the insurer is able to take advantage
of a sizable upside because the fee income is not hedged. The tradeoff for this
benefit is a reduced hedging effectiveness in the upper half of the distribution. On
average, the hedging strategy falls short in offsetting 17% of the risk in between
red lines and the negative intercept indicates a structural loss due to hedging. In
the right tail of the net unhedged loss, most of the scatter points fall below the
blue line, Y = X, implying that the net hedged loss of the insurer is positive. This
example demonstrates that the effectiveness of a hedge should also be evaluated
with respect to the risk–reward relationship it offers because a perfect hedge is
infeasible in a practical context.
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Figure 5.2. Relationship between the hedge performance and the
net unhedged loss based on 100000 daily scenarios projected the
RS-GARCH model with parameter risk. Only the underlying put
option is delta hedged.
5.3.1.2. Relationship between X − Y and X
Having studied the relationship between Y and X, we now examine the de-
pendence between the net hedged loss, X − Y , and the net unhedged loss, X.
These two variables inevitably exhibit a form of dependence because, as mentio-
ned previously, hedging effectiveness tends to be higher in the lower half and the
upper part of the distribution for X. However, they should ideally be uncorrelated
since what is desired is a hedging strategy whose effectiveness is uniform under a
wide variety of scenarios. This is simply because hedging must protect the insurer
against an unknown return path scenario which is to occur in the real-world.
Figure 5.3 illustrates the relationship between the net hedged loss and the
net unhedged loss for 100000 scenarios projected under the Black-Scholes model,
the RS-GARCH model and the RS-GARCH model with parameter risk. On each
graph, we show (1) Pearson’s correlation coefficient between X and X − Y (ρ),
(2) the standard deviation of X−Y (σ), and (3) the standard deviation of X−Y
in between red lines (σred). As before, the area in between red lines spans the 50
th
to 95th percentiles of the distribution for X.
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Figure 5.3. Relationship between the net hedged loss and the net
unhedged loss based on 100000 daily scenarios projected with the
Black-Scholes model (top panel), the RS-GARCH model (bottom-
left panel) and the RS-GARCHmodel with parameter risk (bottom-
right panel).
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As expected, hedging errors are less dispersed in the tails of the distribution for
the net unhedged loss and the scatter plots are organized in a diamond. Figure 5.3
clearly illustrates the impact of model and parameter risks. Model risk has a
considerable influence on hedging effectiveness as the dispersion of scatter points
under RS-GARCH scenarios is much greater than that observed under Black-
Scholes scenarios. The impact of parameter risk is less than model risk, but it is
still significant. In particular, parameter risk considerably widens the right tail of
the distribution for the net unhedged loss, which implies that extreme investment
losses are more likely.
Furthermore, the correlation coefficient between the net hedged loss and the
net unhedged loss based on Black-Scholes scenarios is close to zero. This was to be
expected since scenarios generating the largest hedging errors are generally those
associated with a high volatility. As there is no dependence between returns and
volatility in the Black-Scholes model, there should be no linear relationship bet-
ween the net hedged loss and the net unhedged loss. In contrast, the RS-GARCH
model entails a leverage effect, i.e., a negative relationship between returns and
future volatility, since it simultaneously generates negative returns and positive
jumps in volatility when it enters the crisis regime (regime two). Consequently,
we expect a positive correlation between the net hedged loss and the net unhed-
ged loss which is what is observed. This systematic trend could offer a way to
improve the hedging strategy. For example, when returns are negative, the put
option gains value directly through the price decrease of the underlying asset and
indirectly through an expected higher future volatility. The latter part is not ta-
ken into account with delta hedging. To consider it, a quantity dependent upon
the strength of the leverage effect should be subtracted from the Black-Scholes
delta.
5.3.1.3. Distributions of X and X − Y
The left panel in Figure 5.4 illustrates the empirical density of the net unhed-
ged loss (X) based on 100000 scenarios projected under the RS-GARCH model
with and without parameter risk. The right panel shows the Q-Q plot of standardi-
zed quantiles between these two distributions. This figure confirms that parameter
risk has a non-negligible effect on the tails of the net unhedged loss, and it should
therefore not be ignored.
Figure 5.5 repeats the previous exercise for the net hedged loss (X−Y ). This
is analogous to examining the distribution of residuals from the perfect hedging
relationship Y = X. As observed previously, the dispersion of hedging errors
with model risk is much greater than without it (top-left panel), but the Q-Q
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Figure 5.4. Left panel : Empirical density of the net unhedged
loss (X) based on 100000 daily scenarios projected under the RS-
GARCH model with and without parameter risk. Right panel : Q-Q
plot of standardized quantiles between these two distributions.
plot (bottom-left panel) allows us to quantify the magnitude of this discrepancy.
Similar to the net unhedged loss, parameter risk widens the tails of the net hed-
ged loss (see bottom-right panel), but its impact on the right tail is even more
pronounced here.
However, the most interesting result is perhaps derived from the Q-Q plot
in the top-right panel. This plot compares standardized quantiles between the
distribution of hedging errors under the Black-Scholes model and those of the
standard normal distribution, denoted by N(0, 1). It clearly shows that hedging
risk is a heavy-tailed risk, even in the absence of model uncertainty. In other words,
the insurer is exposed to possibly large losses, five to 10 standard deviations away
from the mean loss, when he employs the ideal hedging strategy in the context
of a very simple data generating process (Black-Scholes model) that does not
even allow for jumps or stochastic volatility. These extreme losses are due to the
discretization error of the hedge. In theory, this type of error can be reduced by
rebalancing the hedge portfolio more frequently, say many times a day. However,
in practice, frequent rebalancing of the hedge portfolio entails large transaction
costs and sudden price jumps can occur in between rebalancing times. Hedging at
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Figure 5.5. Top-left panel : Empirical density of the net hedged
loss (X − Y ) based on 100000 daily scenarios projected under the
Black-Scholes model, the RS-GARCH model and the RS-GARCH
model with parameter risk. Other panels : Q-Q plots of standardized
quantiles comparing distributions for the net hedged loss.
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very high frequencies also implies additional model uncertainty (further deviations
from the normal distribution) as the distribution of high frequency returns is more
volatile and has heavier tails than the one associated with daily or weekly log-
returns. This discussion emphasizes that the insurer should not aim for a perfect
hedge, but for one that offers a desired risk–reward tradeoff. In practice, hedging
significantly reduces the overall risk of loss, but a residual heavy-tailed hedging
risk remains. For a hedging strategy to be effective, the insurer must be rewarded
for taking this risk.
5.3.2. Risk measures
The conventional approach to measuring hedging effectiveness and discrimi-
nating among competing strategies is based on measures of dispersion and risk
measures calculated on the distribution for the net unhedged loss (X − Y ). For
example, we can consider the mean, StDev, AAD, CTE, and VaR. Given n sam-








The StDev and the AAD measure the dispersion of hedging errors around the
mean and zero, respectively. The CTE and VaR measure the heaviness of the
right tail of the distribution for X − Y . These statistics can offer a good way
to summarize important elements of the distribution for X − Y and discriminate
among competing hedging strategies. However, information about the relationship
between X and Y is lost.
This section uses risk measures to determine how the rebalancing frequency
of the hedge portfolio impacts hedging effectiveness. We also examine the consis-
tency of results obtained with daily and weekly RS-GARCH models estimated
in Table 5.2. Table 5.3 shows the results for the analysis of hedge rebalancing
frequency based on 100000 scenarios projected under the Black-Scholes model
and the RS-GARCH model with parameter risk. First, we observe that increa-
sing this frequency lowers risk measures and thus improves hedging effectiveness
of the Black-Scholes delta hedge with or without model uncertainty. However,
this improvement is not as significant in the context of model uncertainty. For
example, from a monthly to a daily rebalancing frequency, the 95% CTE is re-
duced by a factor of five for the Black-Scholes model and by a factor of only
1.6 with model uncertainty. This implies that the reduction in the discretization
error is greater than the increase in model error (at frequencies studied here), but
model error accounts for a greater proportion of the total hedging error at higher
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Table 5.3. Risk measures for the insurer’s net loss at maturity
based on the Black-Scholes model (B-S) and the RS-GARCH model
with parameter risk (RSG)
Rebalancing
Mean StDev AAD 95% CTE 99% VaR
B-S RSG B-S RSG B-S RSG B-S RSG B-S RSG
Unhedged −16.3 −14.7 13.0 17.6 19.4 20.9 27.4 42.9 37.2 53.7
Annual 1.5 2.4 5.5 5.9 4.4 4.7 14.5 17.4 16.8 20.3
Monthly 0.1 0.9 1.5 2.8 1.1 2.0 3.4 8.6 4.0 10.2
Weekly 0.0 0.6 0.7 2.2 0.5 1.6 1.7 6.8 2.0 8.0
Daily 0.0 0.2 0.3 1.9 0.2 1.3 0.7 5.2 0.9 6.3
rebalancing frequencies. For instance, daily rebalancing offers little improvement
over weekly rebalancing and may even be less effective once transaction costs are
taken into account.
Although daily rebalancing generates the lowest risk measures, the mean loss
of the insurer is approximately zero. This implies that he is not rewarded for
assuming hedging risk. In contrast, when he does not hedge, his mean loss is ne-
gative, implying a profit, but he is exposed to very large losses. Since market risk
is not diversifiable, the insurer may not tolerate such an exposure and prefer to
hedge. However, when a classic risk-neutral pricing approach is used to price the
product, hedging risk is not considered and the hedging strategy may result in
an unattractive risk–reward relationship. To address this issue, insurers generally
perform pricing with conservative assumptions and include a margin for profit.
However, this methodology does not consider hedging risk directly. It seems pre-
ferable to incorporate this risk into pricing and construct a hedging strategy that
offers a desirable risk–reward tradeoff. This entails that both, risk-neutral and
real-world measures, must be considered in pricing as hedging risk can only be
properly quantified under the real-world measure.
Table 5.4 examines the consistency of results obtained with daily and weekly
RS-GARCH models estimated in Table 5.2. Both models are estimated on the
same period, October 28, 1987 to October 31, 2012, and 100000 return path sce-
narios are projected taking parameter risk into account. First, we observe that the
95% CTE and the 99% VaR of the net unhedged loss differ markedly, suggesting
that long-term investment risk is difficult to measure accurately. This observation
was also made in Chapter 4. This is in part due to the difficulty in estimating the
average mean return, i.e., the drift dynamics of the underlying asset. For example,
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Table 5.4. Risk measures for the insurer’s net loss at maturity
based on daily (abbreviated D) and weekly (abbreviated W) RS-
GARCH models with parameter risk.
Rebalancing
Mean StDev AAD 95% CTE 99% VaR
D W D W D W D W D W
Unhedged −14.7 −7.8 17.6 23.4 20.9 21.2 42.9 62.0 53.7 71.9
Annual 2.4 1.8 5.9 6.6 4.7 4.8 17.4 19.4 20.3 23.1
Monthly 0.9 0.7 2.8 3.5 2.0 2.4 8.6 10.7 10.2 12.7
Weekly 0.6 0.1 2.2 2.9 1.6 2.0 6.8 8.3 8.0 9.8
the daily RS-GARCH model generates an average annualized mean return of 7.1%
which corresponds approximately to the empirical annualized mean of 7.2% (see
Table 5.1). In contrast, we obtain an average annualized mean return of 4.6% for
the weekly model. This explains, in part, why higher risk measures are computed
for the net unhedged loss based on the weekly model. Moreover, the estimation
period has an even greater influence on the drift assumption. For example, the
daily S&P 500 data from May 20, 1999 to April 25, 2011, considered in Chapters 2
and 3, has an average annualized mean of −0.1 (see Table 2.5). Since future drift
dynamics are difficult to infer from historical data, it is preferable to use a risk
management strategy whose dependence on this assumption is weak. Fortunately,
hedging generally provides such an outcome.
We observe that risk measures at different rebalancing frequencies generally
fall in a comparable range for the daily and weekly models. However, they are
a little higher for the weekly model. This is mainly due to increased parameter
risk at a weekly frequency caused by a smaller historical sample. Although the
choice of data frequency does influence results, it does not do so enough to alter
conclusions.
5.4. Impact of dynamic lapsation on hedging effective-
ness
The analyses performed in Chapter 4 and in Section 5.3 assumed the GMMB
product is held to maturity, i.e., the policyholder does not surrender his contract.
In reality, he generally has the option to lapse his policy, but to discourage him
in doing so, the insurer charges a penalty, called surrender charge. For example,
suppose that markets perform well and the guarantee falls far out-of-the-money.
In this situation, the insurance is less valuable to the policyholder, but he is
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still charged the original fees in proportion to the account value. Consequently,
he has a strong incentive to surrender his policy because the insurance is now
expensive. When lapsation depends on the level of the market index, it is referred
to as dynamic lapsation. Therefore, the insurer’s hedging strategy is exposed to
both, model and policyholder behavior uncertainties. A second element that we
investigated in the series of projects done in collaboration with the Autorite´ des
marche´s financiers is the impact of dynamic policyholder behavior on hedging
effectiveness. In other words, how is hedging effectiveness affected when there is
uncertainty with respect to the decision of the insured to surrender his contract ?
There are many ways to model lapse behavior, the two extremes being deter-
ministic lapsation and optimal behavior. Deterministic lapsation is a diversifiable
risk and can be treated in the same way as mortality risk for pricing and hedging
purposes. Optimal behavior refers to an optimal choice of dynamic lapsation, but
it is not supported by available data. Knoller et al. [124] [see also 138] make
an empirical investigation to determine which factors influence surrenders and
find that the moneyness of the guarantee is a key driver of lapse behavior. For
example, surrender rates are higher when the guarantee is out-of-the-money and
lower when it is in-the-money. Consequently, lapsation risk is not independent
of the account value and, unlike mortality risk, it cannot be diversified away ac-
cording to the principle of the law of large numbers. The Canadian Institute of
Actuaries [32] and the American Academy of Actuaries [7] both recommended to
take dynamic lapsation into account by varying the lapse rate depending on the
moneyness of the guarantee. According to a report from the Society of Actuaries
[157], approximately 60% of insurers follow this practice. Therefore, we will base
the surrender decision of the policyholder on the moneyness of the guarantee.
To date, the actuarial literature centered on the impact of optimal policyholder
behavior on pricing variable annuities. For example, Bacinello [11], Bacinello et al.
[12], and Milevsky and Salisbury [136] investigate pricing of investment guarantees
under the assumption of optimal dynamic lapsation. Chen et al. [37], Dai et al.
[44], and Milevsky and Salisbury [137] examine pricing of guaranteed minimum
withdrawal benefits (GMWB) 4 under optimal policyholder behavior. Even though
policyholders do not behave optimally, pricing assuming that they do consists in
a conservative approach. On the other hand, the impact of dynamic policyholder
behavior (optimal or not) on hedging effectiveness has seldom been investigated.
Kling et al. [121] consider different approaches to modeling policyholder behavior
(deterministic, optimal, and based on moneyness) for the GMWB, and finds that
4. The GMWB product guarantees the insured that he will be able to make minimum
periodic withdrawals from his account until a set maturity regardless of investment performance.
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hedging effectiveness deteriorates significantly when actual policyholder behavior
deviates from the one assumed in the hedge.
Therefore, there is a need to better understand how policyholder behavior
uncertainty impacts hedging effectiveness, and this is precisely the objective of
this section. Assuming that the policyholder bases his decision to surrender the
GMMB product on a fixed moneyness level, we show that the GMMB product can
be decomposed into a basket of barrier options. This allows us to price and hedge
this product with analytical formulas under the Black-Scholes model, and inves-
tigate the impact of ignoring lapsation risk, or of not modeling it appropriately,
on hedging effectiveness.
5.4.1. GMMB product with dynamic lapsation risk
This section explains how to calculate the net liability of the insurer for the
GMMB product with dynamic lapsation risk. In case of surrender at time 0 <
t < T , the policyholder receives At(1− κ(t)) from the insurance company, where
κ(t) represents the surrender charge at time t (0 ≤ κ(t) ≤ 1). We assume the
policyholder will surrender his contract once the moneyness ratio, At/G, hits a
predetermined barrier ξ(t), 0 < t < T . The time at which surrender occurs is
denoted by τ , where
τ = min
{






with the convention that τ = T if the barrier is never reached during the term of
the contract. For a specific choice of ξ(t), τ will correspond to the time of optimal
lapsation. To model lapse behavior realistically and for analytic tractability, we
assume that ξ(t) and κ(t) do not depend on t and set ξ(t) = ξ and κ(t) = κ.
In this particular situation, the GMMB product is surrendered at the first time
the fund value hits the constant barrier H = Gξ and the policyholder receives
H(1− κ).
Table 5.5 shows that when ξ(t) and κ(t) are constant, the GMMB product
with dynamic lapsation risk is equivalent to a basket of barrier options. This de-
composition has not appeared in the literature previously and allows us to relate
this product to well-known barrier options. Note that it includes no lapsation as
a special case (ξ = ∞). The combination of options II and III in Table 5.5 is
similar to an American capped call (with zero strike) which is a type of option
discussed by Broadie and Detemple [27]. McDonald [133, Section 22] gives ana-
lytical expressions for the prices of barrier options presented in Table 5.5 under
the Black-Scholes model. Consequently, the net liability of the insurer at time t
can be calculated analytically as it corresponds to the sum of option prices in
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Table 5.5. Decomposition of the payoff for the GMMB product
with dynamic lapsation risk
Barrier is hit at τ Barrier is not hit
I. Up-and-out put 0 max(0, G− AT )
II. Rebate option H(1− κ) [paid at τ ] 0
III. Up-and-out call with zero strike 0 AT
Total : GMMB with lapsation H(1− κ) [paid at τ ] max(AT , G)
Table 5.5 less the account value At. In the more general case where ξ(t) and κ(t)
are time-varying, finite difference methods must be used to determine the value
of the GMMB.
5.4.2. Pricing
Given H and κ, the fair annual fee charge δ can be determined by setting the
net liability to zero at inception of the contract. When the policyholder lapses,
the income of the insurer comprises fees collected periodically until surrender
and the surrender charge, Hκ. This charge compensates the insurer for the lost
fee income due to lapsation. Therefore, well designed surrender charges can help
mitigate lapsation risk with respect to pricing.
We use the same assumptions as in Section 5.2.2, where we examined the case
of no lapsation :
A0 = 100, G = 100, T = 10, r = 0.03 and σ = 0.169,
and set κ = 0.04. Figure 5.6 plots the fair charge δ as a function of the fund
barrier inducing surrender, H, under these assumptions. The horizontal dotted
line corresponds to δ = 0.0112 which is the fair charge when the policyholder
does not lapse. We observe that as H increases, the fair value of δ converges to
this quantity which was to be expected. If the insurer prices the GMMB product
assuming no lapsation, we must choose a fund barrier between 126.9 and 213.3 to
gain advantage of the surrender option and the best choice of H is 143.5. However,
the benefit gained is not substantial which implies that lapsation risk with respect
to pricing is mitigated when κ = 0.04. For instance, if there were no surrender
charges, i.e., κ = 0, the fair value of δ would be 0.0206 (instead of 0.0129) with
H = 143.5, which represents almost a two-fold increase with respect to the case
of no lapsation (δ = 0.0112).
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Figure 5.6. Fair value of δ for the GMMB product with dynamic
lapsation risk as a function of the fund barrier inducing lapsation,
H. The surrender charge assumption is κ = 0.04.
5.4.3. Projection of the insurer’s loss
When the product is not surrendered, the insurer’s unhedged and hedged
losses are calculated as in Section 5.2.3. If the product is lapsed before maturity
at time τ , the net unhedged loss at maturity is defined as




Aih(1− e−δh)er(T−ih) −Hκ · er(T−τ).
In this situation, the hedging strategy is stopped at time τ and the cumulative




∆ih · (S(i+1)h − Siherh) · er(T−(i+1)h).
As before, the net hedged loss at maturity is X − Y .
5.4.4. Hedging effectiveness under dynamic lapsation risk
This section examines how hedging errors are impacted when the possibility
of dynamic lapsation is not taken into account, or not modeled appropriately, in
the hedge. We assume δ = 0.0112 which corresponds to the fair annual charge
in the case of no lapsation. As before, the insurer delta hedges the net liability
under the Black-Scholes model. Four scenarios are considered :
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I. Benchmark scenario : The insurer hedges the GMMB product assuming
no surrenders and the policyholder does not lapse.
II. Appropriate hedge scenario : The insurer hedges the GMMB product
assuming the policyholder lapses his contract once the fund value reaches
H = 150 and the policyholder conforms to this behavior.
III. Wrong barrier hedge scenario : The insurer hedges the GMMB product
assuming the policyholder lapses his contract once the fund value reaches
H = 175, but the policyholder lapses his contract once the fund value reaches
H = 150. This situation allows us to assess the impact of dynamic lapsation
on a hedging program when this risk is not modeled appropriately.
IV. Inappropriate hedge scenario : The insurer hedges the GMMB product
assuming no surrenders and the policyholder lapses his contract once the
fund value reaches H = 150. This situation allows us to assess the impact of
dynamic lapsation on a hedging program when this risk is ignored.
Table 5.6 displays risk measures calculated for the net hedged loss based on
100000 daily return path scenarios projected under the Black-Scholes model and
the RS-GARCH model with parameter risk. First, let us ignore model uncertainty
and concentrate on the results for the Black-Scholes model. We observe a positive
mean loss in scenario II because the insured surrenders his policy to his advan-
tage on average, and this type of behavior is not priced by the insurer. Correcting
for this mean loss, the risk measures for scenarios I and II are comparable. This
suggests that the GMMB product with dynamic lapsation risk is not more dif-
ficult to hedge than without this risk in a context where the insurer has exact
knowledge of this risk. Our finding is consistent with the one reported by Kling
et al. [121] who concluded that the impact of policyholder behavior on hedging
effectiveness “is rather small and very similar in all scenarios where assumed and
Table 5.6. Risk measures for the insurer’s net loss at maturity
based on the Black-Scholes model (B-S) and the RS-GARCH model
with parameter risk (RSG)
Scenario
Mean StDev AAD 95% CTE 99% VaR
B-S RSG B-S RSG B-S RSG B-S RSG B-S RSG
I 0.0 0.2 0.3 1.9 0.2 1.3 0.7 5.2 0.9 6.3
II 0.7 0.6 0.3 1.8 0.8 1.4 1.6 5.5 1.7 6.4
III 1.1 1.0 1.2 2.0 1.4 1.7 2.4 5.2 2.5 6.0
IV 1.7 1.8 3.2 3.4 2.9 3.2 7.1 7.5 7.4 7.9
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actual policyholder behavior coincide, no matter how the considered policyholder
strategy looks like.”
However, when the insurer ignores dynamic lapsation risk in his delta hedge,
we observe a significant negative impact on hedging effectiveness. For example,
the 95% CTE of the net hedged loss increases from 1.6 to 7.1 for scenarios II
to IV. Even after correcting for the mean loss, the differences are important.
Nevertheless, the results in scenario III are encouraging. If the insurer’s model
for dynamic lapsation is a little off from the actual policyholder behavior, risk
measures increase with respect to scenario II, but by a much smaller margin than
in scenario IV.
We now use regression analysis to determine what proportion of the net un-
hedged loss is not being replicated on average when dynamic lapsation risk is not
modeled properly or ignored. To isolate the impact of this risk, we continue our
analysis under the Black-Scholes projection. Figure 5.7 illustrates the regression
relationship between Y and X in scenarios II, III and IV, and displays regression
equations computed for values falling below the 90th percentile of the net unhed-
ged loss (red line). The scenarios in the upper decile generate fund values that
remain far below the barrier inducing lapsation and, consequently, the hedging
relationship is close to perfect in this region as there is little lapsation risk and
no model risk. In other words, if At ≪ H, it is unlikely that the insured will
surrender his policy and the net liability with and without dynamic lapsation
risk are approximately equal. First, we observe that in scenario II, the hedging
relationship to the left of the red line is excellent as the slope of the regression
and correlation coefficients are close to one. The intercept is negative since we
assumed no lapsation risk for the purpose of pricing, which results in a price that
is too low, i.e., a structural loss for the insurer. In scenario III, this hedging rela-
tionship deteriorates considerably as 35% of the risk is not being replicated. This
is surprising because the risk measures analysis suggested only a small decrease
in hedging effectiveness. In the area to the left of the red line, the net unhedged
loss is negative, implying a gain for the insurer. Consequently, offsetting only a
portion of this gain can be seen positively. However, the intercept term drops
significantly from −0.6 to −5.8 which reduces this advantage. The combination
of these two effects results in a small increase in the risk measures from scena-
rio II to III. This example demonstrates that by only examining risk measures,
important information about the hedging relationship is lost. Finally, in scenario
IV, the hedging relationship to the left of the red line is nonexistent. The risk
measures analysis already detected a problem, but it is now clear that for at least
90% of the scenarios, the insurer is not hedging.
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Figure 5.7. Relationship between the hedge performance and the
net unhedged loss based on 100000 daily scenarios projected with
the Black-Scholes model for scenarios II (top panel), III (bottom-
left panel) and IV (bottom-right panel).
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These examples emphasize the significant impact of dynamic lapsation risk on
hedging effectiveness : Ignoring or not modeling this risk appropriately can destroy
the hedging relationship. In contrast, model uncertainty had a limited impact on
the hedging relationship as only a small portion of the net unhedged loss was not
replicated (2–3%). This risk mainly impacted the regression relationship through
an increase in the residual standard error.
We now turn our attention to the combined effects of model, parameter and
dynamic lapsation risks on hedging effectiveness. For scenarios I and II, we obtain
the same conclusions as in Section 5.3.2 where it was shown that model uncer-
tainty significantly increases risk measures of the net hedged loss. Not hedging
dynamic lapsation risk further increases these risk measures in scenario IV, but by
a much smaller margin than under the Black-Scholes model. In fact, risk measures
are comparable for scenario IV under the Black-Scholes and RS-GARCH models.
This seems to indicate that not taking dynamic lapsation risk has the effect of
offsetting a portion of the model error in the delta hedge. In Section 5.3.1.2, we
suggested that one way to improve the Black-Scholes delta hedge is to adjust it,
as to reflect the leverage effect, by subtracting a positive quantity from it. In our
context, this involves selling more shares of the underlying market index than
what is prescribed by the Black-Scholes model. However, dynamic lapsation risk
has the opposite effect on the delta when the GMMB is out-of-the-money, i.e., it
increases it. In this situation, there is a higher chance that the fund will reach the
moneyness barrier, that the product will be lapsed and that the insurance will not
be needed. Consequently, the insurer needs to sell less shares of the underlying
market index in his delta hedge as he is only required to replicate the guarantee
partially. This justifies why dynamic lapsation and model risks tend to offset each
other in the context of the Black-Scholes delta hedge. In other words, model error
is reduced by committing another error, ignoring lapsation risk. Of course, this is
not a correct approach to reduce model error.
5.5. Conclusion and avenues for future research
We have proposed a statistical framework based on regression analysis to mea-
sure the effectiveness of dynamic hedging strategies and evaluated how model and
policyholder behavior uncertainties can impact this effectiveness. We found that
model uncertainty has a limited impact on the proportion of the risk that is not
replicated with the Black-Scholes delta hedge, in the order of 2–3%. However,
this risk considerably increases the residual standard error of the hedging rela-
tionship, Y = X. To reduce this standard error, we may increase the rebalancing
frequency, and rebalance many times a day, but this approach has limitations as
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observed price dynamics are not continuous and can exhibit jumps, even on very
small time intervals. An alternative is to construct a hedging strategy based on
a more sophisticated model than Black-Scholes, such as Heston’s [105], and use
the principle of local risk minimization [see 148].
For example, Poulsen et al. [148] show that the locally risk-minimizing delta





where ∆ is the price sensitivity of the derivative in Heston’s model, ρ is the ins-
tantaneous correlation between price and volatility risks, σ is the volatility of
volatility, v is the sensitivity of the derivative with respect to the instantaneous
variance, and S is the asset price. When ρ < 0, Heston’s model reproduces the
leverage effect, and the locally risk-minimizing delta (5.5.1) incorporates a down-
ward correction to the standard delta. This correction reflects that volatility risk
can be hedged indirectly with the underlying asset as a drop in the asset price is
generally accompanied with a rise in volatility. In Section 5.3.1.2, we suggested
that such an adjustment would lead to an improvement in hedging effectiveness.
It would be interesting to evaluate whether the correction implied by the locally
risk-minimizing delta (5.5.1) is accurate under RS-GARCH dynamics, and whe-
ther it can bring the hedging relationship closer to Y = X. A priori, we expect
an improvement, but it is unclear whether the residual standard error will also
be reduced.
The discussion in the previous paragraph highlights the importance of eva-
luating the added value provided by sophisticated models for hedging purposes.
The finance literature includes many empirical studies addressing this subject
[e.g, 2, 3, 5, 6, 14, 25, 58, 112, 119, 140]. The consensus is that modeling stochas-
tic volatility is of first order importance for hedging purposes, and the inclusion
of jumps into the models does not result in any clear improvement. However,
much of this research also finds that ad-hoc adjustments to Black-Scholes hedges,
which are popular with traders, can do well [see 2, 6]. The comparison of hedging
effectiveness in these studies is exclusively based on empirical data. This data
generally comprises prices of plain vanilla options with time to maturities smaller
than one year for which there is a developed liquid market. As we tested hed-
ging effectiveness on simulated data, our approach deviates from the one followed
in those studies. Testing hedging effectiveness on empirical data is equivalent to
evaluating it on a single, but very credible, scenario. However, the performance
of the hedging strategy is not tested against a wide enough range of dynamics
that could occur in the future. In other words, simulated data can help us assess
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the robustness of a hedging strategy in the presence of model uncertainty, while
empirical data can confirm whether this strategy was effective in the past. Mo-
reover, simulated data can sometimes be our only resort to make a meaningful
analysis of hedging effectiveness, e.g., in the context of variable annuities that
have long-term maturities and where a liquid market for the underlying options
does not exist.
There are only a few studies that use simulated data to evaluate the robustness
of dynamic hedges [see 25, 148, 149]. For example, Poulsen et al. [148] conclude
that the locally risk-minimizing delta hedging strategy under Heston’s model is
robust to model misspecification. However, the robustness of this strategy was
only evaluated with respect to simulated data from a single model, the SABR
model of Hagan et al. [88], which lies in the same general class of stochastic
volatility models as Heston’s model. Branger et al. [25] also test the hedging
effectiveness of Heston’s model under simulated data generated with a stochastic
volatility model with jumps, and find that it performs well. However, their study
is based on intermediate (rather than cumulative) hedging errors, the hedging
strategy is derived from a special case of the data generating process, and hedging
risk is analyzed under the risk-neutral measure. Consequently, the impact of model
uncertainty on hedging effectiveness is a subject that should be further researched.
We hope that the statistical framework provided in this chapter can help enhance
these types of analyses.
This chapter also evaluated how policyholder behavior uncertainty impacts
hedging effectiveness. We found this uncertainty to be detrimental to the hed-
ging relationship, considerably more so than model uncertainty. The difficulties
in reducing these types of risks lead us to suggest a new perspective on the role
of hedging. The traditionally accepted purpose of hedging is risk elimination, or
maximum risk reduction. However, as a perfect hedge is unattainable and the
capacity of risk reduction is limited in practice, hedging could be reinterpreted
as a tool to modify the risk–reward relationship of the unhedged position. In this
framework, the role of hedging is to reduce risk to an acceptable level (not ne-
cessarily to a maximum level), and offer the highest reward for bearing it. For
instance, the risk–reward relationship of the insurer may improve if he decides not
to hedge the fees in certain situations or hedge only a portion of the liability. This
approach deviates from the traditional risk-neutral framework used for pricing by
incorporating hedging risk directly into the pricing methodology, as opposed to
indirectly with conservative assumptions. This implies that pricing should re-
flect both, risk-neutral and real-world measures. This new perspective on hedging
constitutes an interesting avenue for future research in actuarial applications.
CONCLUSION
Cette the`se a premie`rement traite´ de l’estimation du mode`le GARCH a` chan-
gement de re´gimes, puis, deuxie`mement, de l’importance du risque de mode`le
dans les applications financie`res en actuariat, notamment dans les fonds distincts
(variable annuities).
La contribution principale du premier the`me de recherche consiste en le de´-
veloppement de deux approches originales permettant de calculer l’estimateur du
maximum de vraisemblance du mode`le GARCH a` changement de re´gimes, un
proble`me qui n’a pas e´te´ re´solu depuis l’introduction de ce mode`le il y a de´ja` pre`s
de 20 ans. D’une part, une approche base´e sur l’algorithme Monte Carlo EM et
sur l’e´chantillonnage pre´fe´rentiel a e´te´ propose´e pour estimer le mode`le et calcu-
ler la matrice de variance-covariance asymptotique de l’estimateur du maximum
de vraisemblance. D’autre part, il a e´te´ de´montre´ comment construire un filtre
particulaire de´terministe permettant d’optimiser la log-vraisemblance du mode`le
tre`s efficacement. Ceci a permis d’e´tablir un lien me´thodologique entre le filtre
particulaire et l’approche dite par collapsing, validant ainsi, pour la premie`re fois
dans la litte´rature e´conome´trique, la pertinence de cette approche comme tech-
nique d’estimation. Il serait donc inte´ressant d’e´tudier cette approche d’un point
de vue purement the´orique et de de´terminer si elle peut e´galement eˆtre efficace
dans d’autres contextes, tels que dans les mode`les avec un espace d’e´tats continu
qui sont souvent tre`s difficiles a` estimer. Les deux me´thodologies introduites ne se
limitent pas aux mode`les GARCH a` changement de re´gimes et peuvent facilement
eˆtre e´tendues a` d’autres mode`les a` changement de re´gimes souffrant du proble`me
de path dependence. Le mode`le ARMA a` changement de re´gimes introduit par
Francq et Zako¨ıan [68] et le mode`le ARMA-GARCH a` changement de re´gimes
pre´sente´ par Henneke et al. [102] sont deux exemples de tels mode`les. Finalement,
cette the`se a conside´re´ le cas univarie´ et il serait donc pertinent de ge´ne´raliser les
me´thodes propose´es au cas multivarie´.
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Le deuxie`me volet de recherche de cette the`se tire sa motivation de la crise
financie`re de la fin des anne´es 2000 qui a re´sulte´ en de nombreux e´checs ins-
titutionnels cause´s par une mauvaise e´valuation des risques au sein de plusieurs
compagnies financie`res. Le chapitre 4 a re´ve´le´ que l’e´valuation des risques dans les
fonds distincts est fortement de´pendante du choix du mode`le e´conome´trique. Bien
que la litte´rature financie`re a historiquement mis peu d’emphase sur le risque de
mode`le, ce risque est tre`s important puisque les vraies dynamiques des variables
financie`res sont inconnues et en constante e´volution. Par exemple, Morini [139]
affirme : « The fact that thousands of technical papers speak of very advanced
models, and just a handful focus on model risk and how to manage it, is one of
our problems ». Par conse´quent, il serait inte´ressant de de´velopper des me´tho-
dologies pouvant incorporer ce risque dans l’e´valuation et la gestion des risques
financiers. Barrieu et Scandolo [15], Cont [42] et Embrechts et al. [61] sont des
articles re´cents qui abordent cette proble´matique.
La chapitre 4 a e´galement souligne´ l’importance de de´velopper des strate´gies de
couverture efficaces. La litte´rature financie`re a de´voue´ beaucoup de recherche pour
faire progresser les mode`les e´conome´triques dans le but d’ame´liorer la construc-
tion de telles strate´gies, mais les approches permettant d’e´valuer leur efficacite´
ont peu e´volue´. Le chapitre 5 a offert une contribution me´thodologique dans ce
domaine en proposant un cadre statistique, base´ sur la re´gression, permettant de
mieux mesurer cette efficacite´. Cette contribution ouvre la voie a` plusieurs ana-
lyses pouvant permettre d’e´valuer la valeur ajoute´e offerte par des strate´gies de
couverture dynamique de´rive´es a` partir de mode`les plus sophistique´s que celui
de Black-Scholes. Finalement, ce meˆme chapitre a re´ve´le´ la difficulte´ de re´duire
a` ze´ro le risque de couverture dans le cadre des fonds distincts compte tenu (i)
de la pre´sence du risque de mode`le, (ii) de l’incertitude lie´e au comportement
de l’assure´ (policyholder behavior) et (iii) de l’absence d’un marche´ liquide pour
les options sous-jacentes. Cette difficulte´ nous a amene´ a` proposer une nouvelle
perspective sur le roˆle de la couverture dynamique, soit celle d’un outil permet-
tant de modifier le profil risque–re´compense du produit vendu. Cette approche
de´vie de l’approche traditionnelle en finance, dite risque-neutre, en incorporant le
risque de couverture directement dans la tarification des produits de´rive´s. Cette
nouvelle perspective constitue une avenue de recherche tre`s inte´ressante dans les
applications actuarielles.
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