Abstract: Twelve corresponding color data sets have been obtained using the long-term memory colors of familiar objects as target stimuli. Data were collected for familiar objects with neutral, red, yellow, green and blue hues under 4 approximately neutral illumination conditions on or near the blackbody locus. The advantages of the memory color matching method are discussed in light of other more traditional asymmetric matching techniques. Results were compared to eight corresponding color data sets available in literature. The corresponding color data was used to test several linear (von Kries, RLAB, etc.) and nonlinear (Hunt & Nayatani) chromatic adaptation transforms (CAT). It was found that a simple two-step von Kries, whereby the degree of adaptation D is optimized to minimize the DE u'v' prediction errors, outperformed all other tested models for both memory color and literature corresponding color sets, whereby prediction errors were lower for the memory color sets. The predictive errors were substantially smaller than the standard uncertainty on the average observer and were comparable to what are considered just-noticeabledifferences in the CIE u'v' chromaticity diagram, supporting the use of memory color based internal references to study chromatic adaptation mechanisms.
Introduction
Chromatic adaptation refers to the ability of the human visual system to (partially) adapt to the intensity and color of the illumination, producing an approximately color constant appearance of objects across changes in illumination.
Models that predict the adaptive shift due to chromatic changes in lighting/viewing conditions are referred to as Chromatic Adaptation Transforms (CATs) and are an important part of color appearance models (CAMs). As an example, the CAT02 transform [1] is embedded in CIECAM02 [2] . The development of CATs is typically based on one or more sets of corresponding colors (CC), which are stimuli that appear equal in color under different illumination conditions. Corresponding colors are commonly derived using asymmetric matching where observers have to match the color appearance of a stimulus under the test illuminant with that under a reference illuminant.
In this paper, corresponding colors were obtained using a novel experimental method that involves the long-term memory colors of familiar objects as internal references. Twelve corresponding color sets were determined for 4 'neutral' illumination conditions at one fixed adapting luminance of 760 cd/m 2 (approx. 2600 lux). Data and results on more colored illumination will be presented in part II of this paper. Each CC set contains corresponding colors for 5 familiar objects of different hues (neutral, red, yellow, green and blue).
The paper starts with an overview of chromatic adaptation, its modeling and the typical asymmetric matching techniques used to determine corresponding color sets. It then continues with a discussion of the memory color matching approach and the experimental setup. After an analysis of the experimental results and the derivation of the new corresponding color data set, the latter was used to test the performance of various chromatic adaptation transform models from literature.
Chromatic adaptation

The von Kries chromatic adaptation transform
Chromatic adaptation is traditionally modelled in first approximation by the von Kries coefficient rule (Eq. (1)) which states that the cone sensitivity functions (or resulting cone excitations) are independently scaled, i.e. each cone channel has a separate gain (multiplicative) control that does not depend on the other channels, but only on the adaptation state:
L, M and S are the Long, Medium and Short wavelength cone excitations; k L,M,S are the cone gain controls; and subscripts 0 and a denote respectively baseline and adapted cone signals. Von Kries did not mention how exactly the gain control coefficients k L,M,S are to be calculated. However, two common approaches, respectively referred to as the von KriesIves and the von Kries -Helson model, effectively renormalize the adapted cone responses to an illuminant-independent baseline state using the illuminant color [3] or the average visual field [4] The k L,M,S gain control factors for the Ives and Helson models are respectively:
whereby subscript w and vf resp. refer to the illuminant white point and the visual field. The two approaches are equivalent under the gray world assumption [5] , often used in color constancy research, which states that in general the average spectral reflectance of the objects and surfaces in the surround are neutral.
To be able to serve as a reference for more or less chromatic illumination conditions under incomplete adaptation, the illuminant independent baseline state is typically assumed to correspond to the neutral (achromatic) point, i.e. the stimulus that looks neither red, yellow, green or blue, under dark adapted conditions. The equi-energy-white (EEW) [6, 7] is therefore. often adopted as the intrinsic white point in many chromatic adaptation transforms and color appearance models. However, it should be noted that the observer variability under dark adapted conditions is quite large and several other unique white (neutral) chromaticities have been reported. For an overview, see [8, 9] .
Finally, the transformation from adaptive condition A to adaptive condition B can then be determined as follows:
Degree of adaptation
The transform as formulated in Eq. (1) and Eq. (2), assumes the degree of adaption to be complete. However, the adaptation degree, D, is dependent on both the luminance of the adapting field as well as its chromaticity. However, the latter is often ignored in many CAT adopted in color and imaging science. For example, the CAT02 chromatic adaptation transform calculates D as follows [2] :
[ ]
with La the luminance of the adapting field and F a factor that is respectively 0.8, 0.9 and 1.0 for a dark, dim and average surround. The degree of adaptation D is included in the CAT model as follows:
Fairchild [10] introduced a function for the degree of adaptation, based on the Hunt model [11] , in the RLAB color appearance model that includes the effect of both the luminance and the chromaticity of the adaptive condition [12] . The von Kries multiplicative gain control factor a L,M,S in the RLAB model are given by:
with X n the cone responses for the adapting stimulus and p X the proportion of complete von Kries adaptation. Note that in this case D represents an additional factor, often referred to as the degree of discounting the illuminant, that regulates the effective degree of adaptation. Note that the term discounting-the-illuminant is typically used when referring to cognitive (cortical) processes that allow the visual system to further adapt to or adjust for the color and intensity of the illumination, whereas chromatic adaptation is usually limited to early (often retinal) sensory processing mechanisms (either receptoral or post-receptoral).
Depending on the values of p X and D, the effective degree of adaptation may or may not range between completely no and completely full adaptation. The proportion of complete von Kries adaptation p X is given by: 
Note that the L,M,S responses are to be calculated from the relative tristimulus values.
Chromatic adaptation sensors
Although von Kries intended the coefficient rule to apply to cone signals, other, often sharper, 'sensors' (e.g. Bradford or BFD [13] , Sharp [14] , CAT02 [2] ,CMCCAT2000
[15],…) have been used as well, because of their ability to better account for corresponding color data. It has been shown mathematically that the von Kries coefficient rule becomes appropriate as the sensors become sharper [16] . Sharpened sensors also appear to be psychophysically relevant in other areas (for a short overview see [14] ) as well as physiologically plausible. While gain control of the cone channels can be explained physiologically at higher light levels by bleaching (depletion) of the photosensitive pigments in the cones, at lower levels there is insufficient bleaching to account for the adaptation. Dunn et al. [17] found that the site of adaptation switches from the receptor cells to the postreceptoral neural circuitry as light intensity drops. Gain control at level of the horizontal, bipolar and ganglion cells could lead to a sharpening of the effective sensors [15] . In addition, such non-receptor gain control also helps account for the observed spatially low-pass characteristics of chromatic adaptation [12] .
Dependent multiplicative gain control and subtractive adaptation
Application of independent multiplicative sensor regulation (corresponding to a diagonal matrix multiplication as in Eq. (1)) is often referred to as a strong von Kries model, while the use of a model whereby the sensor gains are not independent, such as in a linear or affine model, is referred to as a weak von Kries model. Delahunt & Brainard [18] indeed found psychophysical evidence for interactions between the various cone channels. Kamermans et al. [19] , found physiological support for cone interactions in goldfish through a spectrally and spatially broad feedback of the horizontal cells into the photoreceptor synapses of all cones, thereby effectively encoding color constancy into the retina. Affine models [20] , that include a matrix multiplication and a vector addition (subtraction) are a generalization of the two-stage adaptive process as envisioned by [21] and are an attempt to better predict the changes in color appearance due to changes in adaptive conditions. Psychophysical evidence for subtractive mechanisms in addition to multiplicative ones has been found by for example Shevell [22] and Walraven [23] . Subtractive adjustments of the post-receptoral pathways serve to discount or filter out the background signal [24] and are thought to be located at center-surround sites in the retina [25] .
Nonlinear response compression
Physiological models for adaptation based on both multiplicative and subtractive mechanisms can be made compatible with models that use only a multiplicative gain control by assuming that the subtractive adjustments take place after a nonlinear compression: for a logarithmic compression, a subtractive change after compression is equivalent with a multiplicative change before compression [26] . However, models with a subtractive adjustment prior to a nonlinear compression have been found to fit psychophysical flashprobe data well [27, 28] . Non-linear compression occurs at several sites in the visual pathway. Although the phototransduction in the cones is quite linear, several non-linear processes in the cone's synaptic region limit the dynamic range of the system from about one billion to 1 to at most several hundred to 1 [29] . Post-receptoral cells, such as the bipolar and the ganglion cells have, like most neurons, a limited response range that is often modelled by a nonlinear compression. One of the most commonly used models for response compression (or also light adaptation), in addition to a simple logarithmic function, is the Michaelis-Menten function [30] :
with R the response, R max the maximum possible response, I the signal intensity, σ the intensity value that produces half the response of R max . and n a factor that controls the steepness of the response function. Although present in the visual system, nonlinearities are often ignored in practical chromatic adaptation transforms as a simple von Kries CAT has been found to work quite well as a first order approximation [20, 31, 32] . On the other hand, it should be bore in mind that small systematic deviations from linearity as implied by a von Kries like transformation have been found [6, 33] and that it cannot provide a full account for color constancy under different illuminations due to other competing effects such as contrast [31, [34] [35] [36] [37] .
Chromatic adaptation models that have included nonlinear effects are for example the CATs developed by MacAdam [38] , Nayatani [39] , Lam (non-linear BFD, [13] ) and Hunt [11] .
One-step and two-step von Kries type chromatic adaptation transforms
In practice, corresponding colors between two adaptive conditions A and B are typically calculated using a one-step von Kries transform of the form (see also Eq. (5) 
whereby X wA and X wB the sensor responses for the white point under adaptive condition A and B respectively. However, the interpretation of the degree of adaptation D A,B in one-step transforms is quite unclear: does it correspond to the adaptation level to condition A or B, or to some mixed condition AB? The difficulty arises, because the one-step CAT ignores that each transform from each condition to the illuminant independent baseline state (see Eqs. (1)- (3)) is subject to its own degree of adaptation. Another more appropriate approach is therefore to calculate corresponding colors using a two-step chromatic adaptation transform. A two-step CAT first explicitly transforms the color under illumination condition A to a baseline state X 0 (which in the CAT02 transform is the EEW) and then further transforms from there to illumination condition B (see Fig. 1 ). Each step has its own degree of adaptation. Using analogous notations, a two-step CAT can be defined as:
Note that a two-step transform is mathematically equivalent to a one-step model for
e. for full adaptation; or in the case where X wB = X 0 . The latter also explains why one-step models have worked quite well in predicting corresponding color data sets published in literature and for many practical applications, as one of the two illumination conditions typically has a chromaticity (often D65 or similar) close to the illuminant independent baseline state. A two-step adaptation model is also the CAT equivalent of what actually happens when corresponding colors under different viewing conditions are calculated using the forward and backward modes of a full color appearance model: one first transforms from condition A to the color attributes under the adopted white point, i.e. the baseline condition, and then performs an inverse transform back to the tristimulus values under condition B. 
Corresponding colors
Several data sets of corresponding colors-colors that match under different adaptive conditions-can be found in literature and have been used in the development of various CATs. They have been collected through a number of different techniques [1] , each with its own advantages and advantages. To situate the technique presented in this paper, i.e. memory color matching, a short overview of commonly adopted methods is given. The focus is on asymmetric matching methods, as the method of magnitude estimation requires a complicated analytical or empirical procedure for data analysis to derive corresponding colors [40] . Examples of commonly used corresponding color data sets for CAT development and testing are: CSAJ [41] , Helson [42] , Lam & Rigg [13] , LUTCHI [43] , Kuo & Luo [44] , Breneman [45] , Braun & Fairchild [46] , McCann [47] ). The sets differ in the number of samples, the experimental method, stimulus medium (reflection, transmission, selfluminous, …) and the test and reference illumination conditions (most are limited to near neutral illuminants, whereby especially the A-D65 illuminant pair is very common). An overview of these sets is given in [15, 48] .
Successive, simultaneous, haploscopic and memory matching
In asymmetric matching experiments, an observer is presented with a stimulus under test illumination conditions and is asked to make or select a match under some reference illumination. Several experimental techniques exist.
In a successive matching experiment, test and reference conditions are presented one after the other. This method relies therefore heavily on the short term memory of the test subject [49] and typically requires frequent switching back and forth between the two illumination conditions, a process which can be time-consuming as the observer requires readaptation for each switch.
Simultaneous matching is easier as both conditions are presented simultaneously to the observer. However, the adaptation state is affected by eye-movements across the two halves of the scene [49] . This is resolved by a haploscopic matching setup, in which each eye is presented with either the test or reference conditions. However, the restricted eye movements result in less natural viewing conditions. In addition, the interaction of the signals of both eyes at postretinal processing stages might have an effect on the state of adaptation [50, 51] .
Another method that has been used that affords more complete adaptation and free eye movements and that represents more natural viewing conditions is memory matching. Test subjects are first trained in a color order system, such as the Munsell system, until they can reliably evaluate color in terms of its scales (value, chroma and lightness). They are then presented with several stimuli under different illuminants and are asked to describe its color appearance. This method avoids switching back and forth between a test and reference illuminant. However, obtaining such highly trained observers requires a substantial training period [1] .
Memory color matching (MCM)
An obvious solution-although surprisingly un(der)used within the context of corresponding color and adaptation research-to the problem of regular memory matching is to have people match colors they already know well, such as the colors associated with familiar objects in long-term memory, so called memory colors. Note that memory color and color memory are two distinct concepts. While the former refers to the colors associated with familiar objects, the latter refers to the general ability to remember colors.
The Memory Color Matching concept is straightforward: an observer is presented with a familiar object in an atypical color under each adaptive condition and is asked to adjust its color appearance until it matches the internal memory color. Because the color settings correspond to the same color appearance under different adaptive conditions, their chromaticity and luminance values form a set of corresponding colors. A total of N(N-1) corresponding color sets can be derived from just N matching experiments. Note that in this study, observers were explicitly instructed to make color appearance matches and not surface matches [52] . The two tend to generate different sets of corresponding colors. Appearance matches are mainly determined by sensory or adaptational mechanisms (what is typically referred to as chromatic adaptation), while surface matches involve perceptualcomputational and inferential mechanisms (i.e. relational color constancy) [5] .
Memory colors have been used successfully in the past as an internal reference to study the color rendering of white light sources [53, 54] or image color quality [55] [56] [57] . MCM is analogous to other approaches based on internal references often used in color constancy research, such as achromatic matching and unique hue setting. However, these approaches only allow for respectively one and four internal references whereby shifts in stimulus lightness and/or chroma are ignored. To increase the number of potential internal references, Roca-Vila, et al. [58] have recently demonstrated the feasibility of using focal colors in the study of color constancy. The adoption of memory colors as internal references further extends this paradigm to an even wider range of potential target stimuli.
Compared to some of the more traditional approaches for obtaining corresponding color data sets, memory color matching has several advantages:
• A substantial increase in the number of possible internal references.
• Matches are expected to be more accurate compared to short-term 'learned' memory matches [49] (cfr. external references from e.g. the Munsell atlas).
• It is less time consuming than asymmetric matching as no paired presentations are required.
• It has many of the benefits of successive matching: unrestricted eye movements resulting in a more natural viewing conditions and good control of the observer's adaptive state which can be affected by the presence of the reference field in simultaneous [49] or haploscopic matching (Barbur and Spang, 2008, Vimal and Shevell, 1987 ).
• No need for switching back-and-forth between test and reference conditions eliminating numerous observer re-adaptation.
• It requires no extensive training in a color order system (cfr. magnitude estimation) [1] . Possible disadvantages are:
• Memory color matches might be less sensitive to changes in viewing conditions and therefore be less representative [59] , but see [60] .
• There aren't familiar objects for any desired chromaticity (Blue or magenta familiar objects are difficult to find [61] ).
• Possible cultural differences, but see Smet et al. [62] .
Methods
Experiments
Experimental setup
Memory colors were obtained under 4 different 'neutral' adapting illuminants for five objects: a gray cube, a green apple, a ripe lemon, a ripe tomato and a blue smurf. Objects were selected to sample different parts of the hue circle. Note that although gray is not really a memory color, it is also an internal reference 'color' and has often been used in color constancy research (cfr. achromatic settings). In this paper, 'gray' is therefore grouped together with actual memory colors for brevity. Based on the results in Smet et al. [8, 9] , the correlated color temperature (CCT) of the 'neutral' illumination was restricted to range between 3500 K and 10000 K, while the Duv, the distance from the blackbody locus in the 1960 uniform color space (UCS) of the International Commission on Illumination (CIE), was kept below 0.015. Outside this region the degree of neutrality drops substantially [8, 9] , indicative of a decreasing adaptation to more colored stimuli, as has also been reported by others [6, 63] . The following illumination conditions were chosen: a neutral [N] obtained by Smet et al. [8, 9] , EEW, D65, and a Planckian radiator of 4000 K.
As this paper primarily focuses on exploring the feasibility of the memory color matching method, the adaptive field luminance of the spectrally neutral background was limited to a single value, approximately 760 cd/m 2 (~2600 lux). The background scene, illustrated in Fig. 2(a) , had approximately a 50° field of view and was populated with various spectrally neutral (gray) 3D objects to enhance scene realism by providing depth, parity and illumination cues, as they have been reported to color constancy and chromatic adaptation [5] . However, colored objects were not included as to not bias the overall background chromaticity [64] compared to the gray world often assumed in color constancy research as a possible cue to estimate the illuminant. The background illumination was provided by a calibrated data projector. The use of a data projector allows for the independent adjustment of stimulus area and background area, thereby separating the adaptive shift from the illuminant colorimetric shift typically present in asymmetric matching studies using reflective samples. This avoids additional bias due to the color rendition of the test and reference illuminants. Independent control of the color of the background illumination and the color of test objects of various shapes and sizes could be easily achieved by the use of a mirror underneath the test object, a careful relative positioning of the background, projector and observer and by the projection of a simple twocolor image. A side view schematic of the experimental setup is given in Fig. 2(b) .
In the experiments, test object chromaticity and luminance could be adjusted by the observers using the arrow keys on a keyboard while navigating in the CIE u'v' diagram. Each key press only changed the RGB output of the data projector pixels corresponding to the 3D object's projection on the imaging plane, resulting in only a change in the object's color. Each memory color setting was spectrally recorded using a telespectroradiometer (Bentham TEL301 telescope coupled to an Ocean Optics QE65 Pro spectrometer). Tristimulus and chromaticity coordinates are calculated from the spectral radiance measurements using the CIE 1964 (10°) observer.
Experimental procedure
Observers were first allowed to dark adapt for 5 minutes, during which the experimental procedure was explained to them, as well as given detailed instructions on the use of the keyboard to change the color appearance of the presented familiar object until it matches their memory color.
For each illumination condition and object, a total of 4 memory color settings were made by an observer, whereby the initial chromaticity of the test objects at the start of each match was varied to minimize starting bias. Starting chromaticity was selected to be equally distributed along the hue circle centered at the familiar object chromaticity when illuminated by an equal-energy spectrum, but whereby the radius of the hue circle was varied for each selected hue angle to be just within the projector gamut. At the start of each new illumination condition, the observer was requested to wait for approximately 15 seconds before starting to make his memory color match to ensure a substantial adaptation has taken place. It is known that 50% of the steady-state adaptation level is reached within the first few seconds [65] . By the time an observer has finished his match, which takes at least one minute, approximately 90% or more of the steady-state adaptation level will have been reached. To minimize the potential for a mixed adaptation state between the familiar object color and the color of the background adapting field and maximize adaptation to the latter observers were instructed not to stare at the presented familiar object while making their matches.
After an observer had made a satisfactory match, he/she was requested to rate the quality of his match on a 0-10 scale by pressing one of the F1-F11 keys on the keyboard. The match was then spectrally recorded and the illumination was changed to a new condition.
Note that the memory color data for the 4 neutral illuminations conditions were collected together with that for 9 more colored illuminants, which will be reported on in a part II of this paper [66] . To avoid observer fatigue due to the large number of required memory color matches (52 = 13 illumination conditions x 4 starting points) on a single object, data was therefore obtained in two sessions on separate days. In each session and for each observer, the presentation order of the illumination conditions and starting points was randomized to minimize order bias.
Observers
Twenty-three color-normal observers, as tested by the Ishihara-24-plate test, participated in the experiments. The average age of the observers was 33 years with a standard deviation of 10 years. For each object and illumination condition, memory colors were determined by ten observers (5 male and 5 female). A prerequisite for each observer was familiarity with the prototypical color of the object presented.
Analysis
Observer variability and average observer uncertainty
Inter-observer memory color variability was estimated by calculating for each individual observer for each object and illuminant condition the u'v' color difference, DE u'v', with the mean memory color of all observers and taking the median (MedCDM, Median color difference with the mean). A median was selected because of the skewed distribution of color differences values due to the lower bound at zero. Intra-observer variability was assessed with regard to an observer's own mean memory color (of the four matches per illumination condition per object). In addition, observer variability was also assessed using the Standardized-Residual-Sum-of-Squares (STRESS) [67] . Low values signify good agreement, either within (intra) or between (inter) observers.
The uncertainty (in u'v' units) of the average observer's memory color of an object for each background was estimated as the average length of the major and minor axis of the standard error ellipses around the mean memory color.
Finally, the reliability of the concept of an average observer based on a limited number of individual observers was assessed by an ICC(2,n) Intraclass Correlation Coefficient [68] . The ICC ranges from 0 (no agreement) to 1 (perfect agreement).
Note that compared to simultaneous color matching or color discrimination studies interobserver variability is expected to be larger for memory color matching as in the latter the reference color is observer specific.
Derivation of corresponding colors (CC)
Corresponding colors are stimuli that appear similar in color under different illumination (adaptive) conditions. In this study the target colors for matching under each illumination condition were the same (i.e. the object memory colors), therefore, 12 ( = 4(4-1)) sets of corresponding color pairs could be derived by a pair wise combination of the memory color data (i.e. the chromaticity values calculated from the measured spectral data) obtained under each illumination condition. For example, N to D65, D65 to N, N to EEW, EEW to N, etc.
Testing chromatic adaptation transforms (CAT)
The predictive performance of various linear and nonlinear CATs were tested using the new corresponding color data sets. Linear CATs included a one-step (Eq. (10)) and two-step (Eq. (12)) von Kries model with Hunt-Pointer-Estevez (HPE) cone primaries [12] and with CAT02 primaries [2] , while nonlinear CATs included the one adopted in the Hunt model [11] and the one developed by Nayatani [69] .
Model performance was tested by setting the degree of adaptation (or discounting the illuminant) D according to three functions (D CAT02 , D CMCCAT97 and D CMCCAT2000 ) published in literature that take the adapting luminance and surround brightness ('average', 'dim' or 'dark') into account, by setting D to 1 (full adaptation or full discounting-the-illuminant) and by optimizing the value of D such that the median CIE 1976 DE u'v' was minimized for each corresponding color data set. Note that the Nayatani model and Hunt models do not include discounting-the-illuminant factors. However, following RLAB, the Hunt model was extended with a D factor to control the contribution of the chromatic adaptation factors F ργβ . The Hunt model also includes a correction for the Helson-Judd effect whereby achromatic surfaces lighter and darker than the background take on respectively the hue and complementary hue of the illumination. Although probably unimportant in practical viewing conditions [12] , the impact of its effect was investigated by adding a "degree of HelsonJudd correction" D HJ to the model that was optimized to minimize DE u'v' or set to either 0 (no HJ correction) or 1 (full HJ correction). The Nayatani model is less easily extended with a degree of discounting-the-illuminant and was therefore kept as is.
In total, 14 (sub)models were tested using the 12 corresponding memory colors data sets. For comparison, performance was also checked using 8 corresponding color data sets (26 subsets in total) published in literature: CSAJ [41] , Helson [42] , Lam & Rigg [13] , LUTCHI [43] , Kuo & Luo [44] , Breneman [45] , Braun & Fairchild [46] and McCann [47] . Only the 12 subsets with corresponding colors between 'neutral' illumination conditions were retained in this study.
Performance was checked by calculating the median color differences between the predicted and experimental corresponding colors. The following color difference formulas were used: DE u'v' (CIE 1976 u'v' chromaticity diagram), DE*ab (CIELAB) and DE00 (CIEDE2000) [70] .
Results and discussion
Observer variability
The median intra-and inter-observer MedCDM values calculated across all objects and illumination conditions are respectively 0.0122 and 0.0162 u'v' units. Average observer standard uncertainty is 0.0069 u'v' units and STRESS values are respectively 40% and 40%. The STRESS value for intra-observer variability is substantially higher than the 22% reported in [62] for memory color ratings under D65, indicating that observers found matching more difficult than rating or that there is potentially a starting bias for the individual matches. On the other hand, the value for the inter-observer variability was only slightly worse than the reported value of 36%, indicating that averaging the individual matches leads to a similar level of agreement as in a memory color rating experiment. In addition, it also indicates that any potential starting bias is substantially reduced or even completely eliminated in the averaged results. As expected, compared to color discrimination studies where the reference color is the same for each observer, the interobserver variability for the memory color matching in the present study is larger, but only slightly: e.g. STRESS values of 35 [73] or 37 [72] compared to the 40 found for this study. The good to excellent observer agreement-note that individual observer memory colors need not be identical-was also confirmed by the high value of the ICC(2,n) intraclass correlation coefficient (0.89).
Testing chromatic adaptation transforms (CAT)
The prediction errors in terms of DE u'v' , DE* ab and DE00 for the various tested models for the corresponding memory color data sets and those from literature are given in Table 1 .
Results are presented for the models' native sensor spaces, while for the von Kries models, results are also presented for the widely used CAT02 sensor space. The CC data of all sets are restricted to the 'neutral' illumination conditions mentioned above (see also Table 1 ).
Comparing the values for the various models in Table 1A it is clear that a simple von Kries CAT with optimized D values and applying a two-step transform performs the best for all investigated subsets. The results also show that a one-step von Kries CAT performed directly between illumination conditions A and B performs slightly, but significantly (Wilcoxon signed rank tests (WSR), p < 0.05), worse.
Both one-and two-step models also have predictive errors that are substantially smaller than the standard uncertainty on the average observer and that are comparable to what are considered just-noticeable-differences in the CIE u'v' chromaticity diagram, which supports the use of memory color based internal references in asymmetric matching experiments designed to study chromatic adaptation mechanisms. optimization into account. The analysis confirmed the better performance of the two-step model compared to the one-step CAT and of both two-and one-step CATs compared to the other models: the likelihoods of the two-step, one step and other models were respectively 0.770, 0.23 and <0.001. The results of the first two models are therefore a good benchmark for the performance that should be achievable under the von Kries assumption. From Table 1A , it is clear that for the native sensor space of the von Kries transform, HPE, that setting D = 1 results in large prediction errors, similarly for models that include a D-function based on the adapting luminance. The CAT02 sensors result in a small improvement. For both sensor spaces, the largest errors occur for D CMCCAT2000 which has a value of 1 for the adapting luminance (760 cd/m 2 ) and dark surround of this study; for both the D CAT02 and D CMCCAT97 model D = 0.8, resulting is smaller prediction errors. Although RLAB does better than the von Kries CAT with D = 1 and HPE sensors (and comparable performance when using CAT02 sensors), it provides a worse prediction than the von Kries CATs with D CAT02 and D CMCCAT97 . Here also, the degree of adaptation is largely determined by the adapting luminance, with chromaticity providing only a relatively small contribution (see Eq. (7)), especially for the neutral illumination condition under study. The Hunt and Nayatani nonlinear models also perform quite poorly compared to the simple von Kries models with freely optimized D. This is surprising given their very complex structure that tries to include many of the mechanisms involved in human color vision. Part of the poor performance could, at least for the Nayatani model, be attributed to the lack of any discounting of the illuminant (no D factor that could be optimized). However, even then it has a higher prediction error than other CATs where D has been kept fixed (e.g. From Table 1B , it can be observed that the Hunt models and RLAB model with optimized D had the same level of performance for the literature sets as the one-step and two-step von Kries models with optimized D and HPE sensors (CAT02 provides slightly higher prediction errors). Of the von Kries models with optimized D, the two-step von Kries model was again the better model (WSR, p < 0.05). The other models, without optimized D, performed substantially poorer for the HPE sensors, while performance was comparable when using the CAT02 sensors, except for perhaps in the case D = 1.
Comparing the results for the memory color based and literature corresponding color sets it is clear from the values in Tables 1A and 1B that the one-step and two-step von Kries models with free effective adaptation level have substantially lower predictive errors for the corresponding memory color sets than for sets from literature. For the other von Kries models the results indicate a slightly better performance for the memory color sets when using the D CAT02 and D CMCCAT97 functions and a comparable prediction error for models with D values equal to 1. The Hunt without optimized D performed slightly better for memory color sets, while prediction errors were lower for literature sets for the Hunt model with optimized D, the RLAB models and the Nayatani model.
From the above analysis it is clear that a failure to accurately account for effective degree of adaptation can lead to substantial decreases in predictive performance. Such failure could be due to either incompleteness (e.g. no chromaticity dependence) or plain error in the model itself, to noise in the psychophysical data; or to other processes than von Kries adaptation that contribute to object color appearance, such as for example simultaneous contrast.
Given that the corresponding color data, and especially the memory color based data, could be adequately predicted by a simple von Kries chromatic adaptation transform it is reasonable to assume that (independent) gain control of the sensors is the main mechanism
