A short introduction is given of direct variational methods and its relation to Galerkin and moment methods, all flexible and powerful approaches for finding approximate solutions of difficult physical equations. A pedagogical application of moment methods is given to the physically and technically important Child-Langmuir law in electron physics. The analysis is shown to provide simple, yet accurate, approximate solutions of the two-dimensional problem (a problem which does not allow an exact analytical solution) and illustrates the usefulness and the power of moment methods.
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Introduction
Variational calculus is a beautiful subject in mathematics with many applications in physics, engineering, and numerical analysis [1] [2] [3] [4] [5] [6] . The essence of the variational calculus is the problem of optimizing a functional i.e. a function of a function. Variational calculus has been used during more than three hundred years since it was first formulated in order to solve the classical brachistochrone problem by Johann Bernoulli in 1696. It was then found that the optimal function must satisfy a certain differential equation, the Euler-Lagrange variational equation, directly determined by the integrand, the Lagrangian, of the functional to be optimized. However, in many cases the Euler-Lagrange equation constitutes a complicated differential equation and does not allow an explicit analytical solution. In such situations direct variational methods, e.g. the Raleigh-Ritz method based on trial functions, have been found very useful for finding approximate solutions of the problems.
Many physically and technically important problems are formulated in terms of a differential equation. In many cases this differential equation can be reformulated as a variational problem i.e. a Lagrangian can be found such that the corresponding Euler-Lagrange variational equation is equivalent to the original equation, thus allowing the application of various variational methods, including the Raleigh-Ritz optimization method. However, it can easily be demonstrated that the characteristic equations resulting from the Raleigh-Ritz optimization procedure are in fact only special cases of the more general Galerkin and moment methods, [6, 7] . These methods also involve the use of trial functions, but are based on the idea that certain weighted integral moments of the residue obtained by inserting the trial function into the equation should be made to vanish. An advantage of these methods as compared to the direct variational methods is that the moment methods are applicable to any differential equation.
Some applications of variational calculus, for example Hamilton's principle, are taught at the undergraduate level, but otherwise variational calculus is considered a subject more suitable for the graduate level. This is rather unfortunate since the direct variational methods developed from variational calculus, e.g. Ritz optimization, and the Galerkin and moment methods, have been widely used and provide powerful means of obtaining approximate solutions of complicated equations. It is also interesting to consider the generalization of the Raleigh-Ritz procedure to arrive at the Galerkin and moment methods. These steps, as well as the application of the different methods, can be presented in an understandable way also at the undergraduate level and can be used to encourage the curiosity and the creativity of the students. Here we have chosen to consider, as an illustrative application, the classical problem of the Child-Langmuir law in electron physics. The Child-Langmuir law determines the maximum current that can be drawn from an electron emitting surface. This problem has a simple explicit solution in the one-dimensional case. However, the two-dimensional case of a cylindrical diode has proved more difficult to solve and many ingenious procedures for finding approximate solutions have been devised during the 100 years since the law was first formulated. The purpose of the present work is to give a pedagogical demonstration of the application of the Raleigh-Ritz and Galerkin methods to a famous and well-studied physical problem and to illustrate the power and flexibility of these methods.
Variational calculus, direct variational methods and the relation to Galerkin and moment methods
Many important problems in physics and engineering can be formulated as optimization problems expressed in terms of a certain functional. Typically, this leads to a variational problem of the form
where the functional, J y , [ ] is determined by the Lagrangian L, for simplicity assumed to be a function of x, the considered function y(x) and its derivative y x x d d .
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Furthermore, assuming the function y(x) to be restrained to have fixed values at the boundaries i.e. y(a) and y(b) are given, the variation of the functional, J y ,
where y x ( ) d denotes a small deviation away from the optimal function, y x . 
Another way of writing the first variation of the functional is suggestive viz
where we have used the fact that the variation of y T reduces to that of a differential with respect to the parameters k a i.e.
y y x; , ,..., . 8 
which is equivalent to equation (5), but which has the advantage that it can be written as 
In this form the optimization condition implies the vanishing of certain weighted moments of the residual of the Euler-Lagrange equation when the trial function is inserted, a formulation suitable for generalization when the original equation lacks a variational reformulation. In fact, this idea is closely related to another, but even more general approximation method-the method of weighted residuals-in its simplest form called the Galerkin method [3, 4, 6] . The first part of this method is the same as in the Ritz optimization procedure: an approximate solution is sought in the form of a trial function of specified x-dependence but with flexibility allowed by including a number of parameters i.e. y x y x; , , , ,
satisfies the boundary conditions for all parameters k n ; 1,2, , . 
The basic idea in the method of weighted residuals is to make the absolute value of the total residual small, the total residual being defined in a weighted averaged sense by multiplying the local residual, R y , 
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R y x w x x ; , , , d , 12 [ ] (i.e. the total error) should be a minimum for k = 1, 2, K, n provides n relations for determining the unknown parameters . [4, 6] . However, the Galerkin approach is more flexible than the variational approach, being applicable to a broader range of problems, e.g. problems where a variational reformulation of the original equation is not possible.
The Child-Langmuir law
A classical result in the area of electron physics is the Child-Langmuir law, which restricts the current density that can be drawn from an electron emitting surface into an evacuated diode space. The restricting force is the accumulating space charge effect, which tends to stop the electrons from leaving the surface. The original results on this problem were published already in 1911 by Child, [9] , and in 1913 by Langmuir, [10] and were further improved by Langmuir and Blodgett in 1923, [11] . However, different aspects of this fundamental problem have continued to interest researchers, see e.g. [12] [13] [14] [15] [16] [17] [18] .
The problem can be summarized as follows: consider two infinite plane parallel plates, one of which, plate A, spontaneously emits low energy electrons. Between the plates (distance D) there is a potential difference, V 0 . Without loss of generality we can assume that the potential on plate A is zero and on the other plate, plate B, it is V 0 . If V 0, 0 > the electrons will be drawn towards plate B and there is an electron current density i and a concomitant charge density ρ. The potential variation between the plates is given by Poisson's equation, but as long as the charge density is small, this equation can be simplified as follows
is a linear function. However, when the current (and the charge density) increases, the form of the potential changes and in particular the slope (i.e. the electric field strength) at x = 0 decreases. Eventually the slope at x = 0 becomes zero and larger currents cannot be drawn between the plates, since a negative potential will reflect the electrons (which are assumed to be emitted with zero energy). The magnitude of this limiting current density for given distance, D, and given potential jump, V 0 , is determined by the Child-Langmuir law. In one dimension, this problem can easily be solved. The charge density, ρ, in Poisson's equation is related to the current density, i, and the velocity of the electrons, v, by the relation i v, r = where the electron velocity can be determined from the fact that the electron kinetic energy is directly related to the potential as In order to find this relation, equation (15) can be solved by first integrating once to
and then once more to find the implicit solution ( ) ( ) = The previous analysis involved in the derivation of the Child-Langmuir law was simple in the case of two infinite plane parallel plates. However, the corresponding problem in higher dimensions turns out to be analytically much more difficult and does not allow an explicit solution. Instead different analytical expansion techniques have been used to find approximate solutions for small and large distances between the surfaces and also numerical solutions have been given see e.g. [10] [11] [12] . Poisson's equation in the radially symmetric cylindrical situation reads
is to be solved subject to the boundary conditions: V a 0,
= where a and b denote the inner and outer radii respectively of the cylinder. In the low density limit ( r 0 ( ) r » ), the current limiting condition (dV a dr 0 ( ) = ) does not apply and the corresponding solution is easily found viz. see equation (13) V r V r a b a
However, the full nonlinear equation describing the saturation of the electron current in the two-dimensional case has proved much more difficult and no analytical solution has been found. An ingenious transformation (see subsequent chapter) of the equation was introduced by Langmuir already in 1913 and this has served as a starting point for many subsequent investigations. Langmuir's beta equation is a very complicated equation and no analytical solution has been found. A large number of investigations based on equation (23) see [10] [11] [12] has been done over the years. Analytical solutions have been found in terms of expansions both for small and large values of the parameter x and numerical solutions have also been given. In fact only as recently as in 2004 was a closed form approximate analytical solution found for the potential variation in the 2D case [17] and shown to give good agreement with previous approximate and numerical results. In the present work we will, using moment methods, present simple explicit approximations for y(x) instead of the complicated expansions suggested by Langmuir (for small values of x) and later by Page and Adams, [12] (for large values of x).
The Langmuir beta equation
A reformulation of equation (23) in terms of a variational problem does not seem possible. However, the various moment methods discussed in a previous section are easily applicable. The first problem is to choose a proper trial function. The choice is made based on different information available for the problem e.g. asymptotic analysis in complementary limits. In the present problem the requirement is that it should go smoothly from zero to unity as the independent variable goes from zero to infinity. Clearly this leaves a wide range of acceptable trial functions. A further restraint is that the concomitant evaluation of the moments should be possible to perform analytically. [ ] a a = --< which upon maximization, i.e. minimization of the absolute error, gives 3 2 0.866 a = » i.e. close to the previously found value. The agreement with the numerical solution is again good, in fact even better than the previous approximation, see figure 1 . This illustrates the fact that the quality of a certain trial function and a concomitant weight function is very difficult to assess a priori.
Conclusion
The present work provides a short pedagogical introduction to direct variational methods and the further development to general moment methods. The moment approach is illustrated by an application to the Child-Langmuir law in two dimensions, a problem which has eluded analytical solutions for a hundred years and which has attracted much interest and effort over these years. The approximate solutions found here for this problem illustrate the usefulness of the moment methods and provide simple, yet accurate, approximations. 
