A Maglev system was modeled by the exact feedback linearization to achieve two same linear subsystems.
I. INTRODUCTION
Maglev train is a new transportation system running on the track without mechanical contact, and it has a series of advantages such as low noise, no wear and environment-friendly, it will greatly change public transportation pattern in the future [1, 2] . Owing to highly nonlinear characteristic of the controlled object and unstable behaviors of the operating environment, the levitation control system must ensure its stable under a variety of conditions and it also has a strong antiinterference ability. The research on maglev controller has the important significance [3] [4] [5] .
Because the maglev system has unstable and nonlinear behaviors, the improved mathematical model of the maglev system can enhance the control performance of levitation system. The commonly used method is that the nonlinear model for maglev system [6] . The linearized control strategies have some problems, the range which is suitable for this approximate linear model based on firstorder Taylor expansion is limited, because the linear system only has good control performance near the equilibrium point. All in all, linear system based on the equilibrium point in way of anti-external interference is unsatisfactory. So, searching a proper mathematical method to improve maglev system is necessary.
On the other hand, designing the appropriate controller can improve the control performance of levitation system. Proportional-Integral-Derivative (PID) controller has occupied the dominant position in the industrial process control. Since 1940, there have been many advanced control method, but the PID control has been still the best-known industrial process controller because of its simple structure and good robustness in a wide range of operating conditions [7] . At present, PID control strategy still accounts for 95% above in motion control, space control and other process control [8] [9] [10] .
The control effect of PID controller is mainly depended on three parameters of the controller: proportional coefficient P K , integral coefficient I K and differential coefficient D K . Designing and tuning three parameters of PID control strategy are very important, but it is not easy to solve the problem in practice. In order to apply PID control well, some intelligent optimization methods have been successfully designed to optimize parameters of PID controller, especially PID parameter tunning method based on particle swarm optimization (PSO) algorithm [11] [12] [13] [14] [15] [16] [17] [18] [19] . Although the ineria weights were adjusted by using deterministic rules according to the generations, the feedback information from the search process was not used [11] . Rong-Jong Wai et al.
proposed the real-time proportional integral differential control scheme based on particle swarm optimization (PSO-PID) to adjust the parameters in a control procedure according to the feedback information of the search process [12] . Gaing demonstrated in detail how to employ the PSO method to search efficiently the optimal PID controller parameters of an AVR system and proposes a novel approach which had superior features including easy implementation, stable convergence characteristic, and good computational efficiency [13] . A nonlinear identification method based on the Takagi-Sugeno(TS) fuzzy model and optimization procedure was investigated and chaotic particle swarm optimization (CPSO) algorithms based on chaotic Zaslavskii map sequences with efficient Gustafson-Kessel (GK) clustering algorithm were proposed for the design of the premise part of the production rules in [14] . They developed a radial basis function network (RBFN) which controls three-phase induction generator (IG) system using ac-dc and dc-ac power converters and backpropagation learning algorithm with improved particle swarm optimization (IPSO) [15] . Although the system stability in [16] and [17] was guaranteed, the role of PSO was still used as a minor role. The new method to deal with data fusion based on improved Dempster-Shafer (D-S) theory has been proposed, and set up the concept of weight of sensor evidence itself and evidence distance based on a quantification of the similarity between sets to acquire the reliability weight of the relationship between evidences [18] . The improved method of getting outside dividing lines in watershed segmentation was obtained, and threshold was optimized applying particle swarm optimized algorithm combining with 2-D maximum entropy based on gray level cooccurrence matrix [19] . To overcome the aforementioned problems, the motivation of this article is to develop a novel PSO control scheme with mixed inertia weight method to directly ensure the stability of the controlled system without the requirement of strict constraints, detailed system information, and auxiliary compensated controllers despite the existence of uncertainties. The best advantage of the designed PSO-PID controller lies in that its mixed inertia weight can solve the balance problem of the global search and local search. This article is organized as follows. Section 2 introduces that the nonlinear model is turned into the equivalent linear model by application of exact feedback linearization. In section 3, the standard PSO algorithm is introduced, then two particle swarm optimization algorithms with three single inertia weights and one mixed inertia weight are described. In section 4, the online self-tuning system framework of PID controller is proposed. The parameters C of PSO-PID controller based on mixed inertia weight (FIW-LIW-LDW) are optimized by analyzing different values C effect on overshoot, rising time and adjusting time and we compare the control performances of four PSO-PID controllers with FIW, LIW, LDW and FIW-LIW-LDW by MATLAB software in section 5 and we draw the conclusions in section 6.
II. MATHEMATICAL MODEL A. Mathematical Model of Maglev System
The force analysis of maglev system is shown as in Fig.  1 . The below electromagnet and drive coil are denoted by electromagnet 1 and drive coil 1, and the above ones are named by electromagnet 2 and drive coil 2. Each electromagnet is affected by the electromagnetic force generated by the below and above drive coils, the interaction force between two electromagnets, gravity and the friction force between the electromagnet and the glass guide.
Let the above direction be the positive direction, we obtain the motion equation of electromagnet 1 by Newton's second law. 1 11
where m is the electromagnet mass, 1 c is the gap between the drive coil 1 and electromagnet 1, 11 F is an electromagnet force between drive coil 1 and electromagnet 1, 21 F is an electromagnet force between drive coil 2and electromagnet 1, g is the acceleration of gravity, 12 f is an interaction force between electromagnet 1 and electromagnet 2, and 1 k is the coefficient of friction. Similarly, the motion equation of electromagnet 2 is
where 2 c is the gap between the drive coil 2 and electromagnet 2, 22 F is an electromagnet force between drive coil 2 and electromagnet 2, and 12 F is an electromagnet force between drive coil 1and electromagnet 2. Figure 1 . Force analysis of maglev system where a and b are two identifying parameters, 1 u and 2 u are the voltages of drive coil 1 and drive coil 2 respectively, and l is the distance from drive coil 1 to drive coil 2.
The calculation formula of interaction force between electromagnet 1 and electromagnet 2 is expressed as [20] 12 4 12 ()
where c and d are two identifying parameters, 12 c is the distance from electromagnet 1 to electromagnet 2.
B. Exact Feedback Linearization Model
Exact feedback linearization is a linearization method based on the differential geometry. The design idea is that the original nonlinear system is transformed into the simple linear system by coordinate transformation using nonlinear state feedback compensation system, and the linear system is used to complete the controller design by linear control method, finally the controller realizes the desired control performance indexes. Different with the linear system at the equilibrium point, the feedback linear system is effective in a wide range, but is not limited to near the equilibrium point.
When the electromagnet is normal movement, electromagnet force 12 F and 21 F are very small which are relative to 11 F and 22 F . Therefore, 12 F and 21 F are neglected in the model. Ignoring 12 f , we choose the state variables 11 xc  , 21 xc  , 32 xc  , 42 xc  , and then the state space is followed by 
Consider the derivative of the first output 1 y for time in system (9) . We can get the following result by Lie derivative
where ( ) 0 i gj L h x  . Let 1 r be the smallest integer depending on the system input 1 u , then 1 2 r  . Similarly, 2 2 r  is also the smallest integer depending on the system input 2 u . By the relative order vector, the relative vector order of system (9) is   12 , rr , and the sum of 12 rr  is 4. Thus, system (9) can realize the exact feedback linearization by the state exact linearization theorem [21] .
Let the state feedback be
After the state exact linearization, the state space of system (9) is followed by 
So the state spaces of electromagnet 1 and electromagnet 2 are followed by   
  
C. Stability Analysis of Linear System After the nonlinear system is converted into two linear subsystems by exact feedback linearization, the transfer function of two linear subsystems are described in the following.
The open loop step response of two linear subsystems is gotten in Fig. 2 by using the step function [22] . It can be seen from Fig. 2 , the step response of two linear subsystems after the feedback linearization is divergent. For realizing the stable control of the electromagnet, we must design the reasonable controllers.
III. TWO PSO ALGORITHMS WITH THREE SINGLE INERTIA WEIGHTS AND ONE MIXED INERTIA WEIGHT
PSO is a method for optimizing hard numerical functions on metaphor of social behavior of flocks of birds and schools of fish. The original PSO algorithm is discovered through simplified social model simulation. It was first designed to simulate birds seeking food which is defined as a cornfield vector. The bird would find food through social cooperation with other birds around it. It was then expanded to multidimensional search.
In PSO, each particle in swarm represents a solution to the problem and it is defined with its position and velocity. Let an initial population of particles
be random in the solution space. The position vector of each particle is denoted by three control parameters of PID controller, so the dimension of each particle position vector is 3. The population with the matrix representation is as follows:
The steps of improved PSO scheme are as follows:
Step 1, initialize a population of particles with random positions and velccities on 3-dimensions in the problem space. L and U are the lower and upper of the search space, 1 s and 2 s are the learning factors, the maximum of iteration in evolution process is denoted by max t , t is current value of iteration, and the particle velocity range is   min max , vv
. We randomly initialize the position 0 X and the velocity 0 V of particle swarm and record the position i x and the velocity i v of each particle.
Step 2, for each particle, evaluate the desired optimization fitness function. At the t th iteration, let the position and velocity of the i th particle be expressed as
In order to obtain the satisfactory dynamic characteristics on transition and avoid overshoot, we use the punishment control, and choose the fitness function
where () et is the error between input and output, 1 w is 0.99, 2 w is 0.001, 3 w is 2, 4 w is 100, and u t is the rising time.
Step 3, compare particle's fitness evaluation with its best particle denoted by best p , identify the particle in the neighborhood with the best position so far, and assign its index to the variable g p . If the fitness value of the new particle is better than the fitness value of the old one, the old particle is replaced by the new one. If the optimal particle of the new particle swarm is better than the optimal particle of the old one, the old optimal particle is replaced by the new one and the position and the number of the optimal particle is also updated. The best position previously visited by the i th particle is denoted as
, and the index of the particle processing the best position in the swarm is denoted as g p , then g p becomes the best solution found so far.
Step4, select the different inertia weights in (21)-(27) for updating the position and velocity of the particle according to (19) - (20) . At the 1 t  th iteration, the position and the velocity of each particle respectively is 
where 0.68 C  . 
One mixed inertia weight is the following (27).
where 1 t and 2 t are two reference points.
Step 5, test whether or not meeting the end condition. If the current iteration number reaches the preset maximum, then we stop the iteration and output the optimal solution. Otherwise, loop to step 2.
IV. ONLINE SELF-TUNING OF PID CONTROLLER
The framework of online parameter self-tuning system is shown as Fig. 3 . In this framework the PSO optimization module completes the self-tuning of PID parameters with a microprocessor that achieves the optimum of PID parameters. These parameters are used to retune the PID controller in PID controller module. 
V. SIMULATION
The main parameter of the standard PSO algorithm is the inertia weight. With the inertia weight being large, the PSO algorithm is useful for the global search and has a fast convergence speed, but it is not easy to get the exact solution. With the inertia weight being small, the PSO algorithm is useful for the local search and gets the exact solution, but it has a slowly convergence speed. Therefore, the balance can be achieved between the global searching and the local searching by adjusting the inertia weight value.
Let the sampling time t be 0.001s , then the parameters of PSO algorithm are as shown in TABLE I. 
A. Analysis of Single Inertia Weight
Three kinds of single inertia weight for electromagnet 1 and electromagnet 2 which are two linear subsystems by (14) are as shown in TABLE II, Fig. 3 and TABLE III. In TABLE 3, we know that FIW is more fitful for electromagnet 1 than LIW and LDW and FIW and LDW is more fitful for electromagnet 2 than LIW.
B. Analysis of Mixed Inertia Weight
Fix the reference points 1 20 t  and 2 50 t  and change the parameter value C of FIW. Observe the effects of different C on the three control performances of the designed controller in TABLE IV.
In TABLE V, when C is 0.4, the overshoot, the rising time and the adjusting time for the electromagnetic 1 and the electromagnetic 2 are smallest.
C. Comparison of Two Kinds of Inertia Weight
Three kinds of single inertia weight are represented as Fig. 4 . And Mixed inertia weights of different C are shown as Fig. 5 . Fig. 4 , the derivative of the inertia weight for FIW is 0, the derivative of the inertia weight for LIW is a negative constant, and the derivative of the inertia weight for LDW is a negative time-varying value which decreases slowly first and then reduces rapidly with the iteration times t . In Fig. 5 , mixed inertia weight is a synthesis of three single inertia weights and changes differently for three steps.
Consider the different parameters C of mixed inertia weight influence on three kinds of control performances for two electromagnets, which are as shown in Fig. 6 and Fig. 7. Fig. 6 shows that the value of C is smaller, then overshoot of electromagnet 1 is smaller; the value of C has no effect on rising time of electromagnet 1; the value of C is bigger than 0.4, then adjusting time of electromagnet 1 is small and varies in the field of [8s, 10s]. In the same way, Fig. 7 shows that the value of C is larger, then overshoot of electromagnet 2 is smaller; the value of C is smaller or larger, rising time of electromagnet 2 is larger; the value of C is larger, then adjusting time of electromagnet 2 is larger.
Compare mixed inertia weight with three kinds of single inertia weight, as shown in TABLE VI, Fig. 8 and Fig. 9 . In TABLE VI, Fig. 8 and Fig. 9 , the simulation results show that FIW-LIW-LDW inertia weight is better than three single inertia weights for electromagnet 1 and electromagnet 2. 
VI. CONCLUSION
In this article, a new PSO-PID controller with mixed inertia weight is proposed for the motion tracking of the maglev system. We have some important results in the following:
1. Transform two different nonlinear subsystems into two same and independent linear subsystems using the method of exact feedback linearization successfully. And two different balance points have a great influence on two linear subsystems.
2. Design one mixed inertia weight with FIW-LIW-LDW, and find that the mixed inertia weight is better than three single inertia weights for electromagnet 1 and electromagnet 2. In PSO-PID controller based on mixed inertia weight FIW-LIW-LDW, the value of the parameter C is optimized, the optimal values of C for electromagnet 1 and electromagnet 2 were both 0.4. This result shows the optimal value of C was not smaller either not larger.
3. Experimental results demonstrate that the control performances of designed controller with mixed inertia weight is superior to those of three PSO-PID controllers with single inertia weight.
4. In the future, we will use fuzzy optimization method to get the optimizational value of C in order to decrease the overshoot of electromagnet 1 greatly.
