In this study, a bi-objective multi-state redundancy allocation problem of series-parallel systems consisting of some serial subsystems, each with non-repairable components in parallel, is investigated. Furthermore, due to uncertainty involved, both the performance rates and the availabilities of components are considered fuzzy. In addition, two strategies of all-unit and incremental-quantity discounts are used to purchase the components and that the fuzzy universal generating function (FUGF) is employed to evaluate the system availability. The aim is to find the optimal redundancy so as within limited budget and system weight the maximum system availability is obtained while the total cost is minimized. Since the bi-objective mathematical formulation of the problem is shown to be strongly NP-hard, a controlled elitism nondominated ranked genetic algorithm (CE-NRGA) is developed to find the Pareto solutions of the problem at hand. Besides, since there is no benchmark available in the literature, a non-dominated sorting genetic algorithm (NSGA-II) is utilized to validate the results obtained. To improve the performance of the adopted algorithms, a multi-objective version of the Taguchi method is used to tune the parameters of the algorithms. Finally, several numerical examples are generated to evaluate the efficiency of the algorithms for which a variety of multi-objective metrics is employed to compare the results. 
model for a series-parallel system was provided by Mahapatra and Roy [25] , in which cost, weight, and reliabilities of the components were assumed fuzzy numbers.
It is difficult to accurately estimate component performance rates and probabilities of many realworld MSSs because of two main reasons. The first reason is inaccuracy and insufficiency of available data. The second is based on the fact that MSSs are often used as an approximation for continuous-state systems in order to simplify computational burden [26] . As a result, Ding and Lisnianski [26] proposed a multi-state RAP model in which performance rates and/or their corresponding state probabilities were assumed fuzzy numbers. A fuzzy continuous-time Markov model with finite discrete states was also presented by Liu and Huang [27] to assess the fuzzy state probability of multi-state elements at any time instant.
In this paper, a multi-objective multi-state homogeneous RAP problem is addressed, where performance rates and availability of the components are assumed as fuzzy. In addition, since the problem is formulated in a fuzzy environment, the FUGF method is improved to evaluate system availability. In addition, since there are often some discounts available in the market to purchase components, two discount policies of all-unit (AUD) and incremental quantity (IQD) are used [28, 29] . Moreover, since the developed model of the problem is shown to be strongly NP-hard, a multi-objective meta-heuristic algorithm of controlled elitism non-dominated ranked genetic algorithm (CE-NRGA) is developed to find Pareto solutions of the problem. The multi-objective meta-heuristics have received growing attention in recent years; the most utilized being NSGA II [30] [31] [32] [33] , MOPSO [34] [35] [36] , MOGA [37, 38] . The non-dominated ranked genetic algorithm (NRGA) proposed by [39] has also been shown to be an efficient multi-objective algorithm, where it was employed to solve different optimization problems in project scheduling [40] , facility layout [41] , and flexible job shop [42] . Furthermore, since there is no benchmark available in the literature, a NSGA-II is also utilized for validation. Table 1 shows a brief review of relevant RAP literature, based on which the novelty of this research becomes clearer.
The rest of the paper is organized as follows. In Section 2, the problem is described, the assumptions are made, the notations are introduced, and the mathematical formulation of the problem is developed. Section 3 contains the solution algorithms employed to solve the problem. Computational illustrations and comparisons are given in Section 4, where some problem instances are generated, the parameters of the algorithms are tuned using a multi-objective version of the Taguchi method, and the results are analyzed. Finally, conclusion and future study come in Section 5.
Problem description
Consider a series-parallel system depicted in Figure 1 that consists of m subsystems in series, each subsystem i having i n components in parallel. The multi-state components used in a subsystem are identical, each with a fuzzy performance rate and availability. All-unit and incremental quantity discount policies are available in the market to purchase the components. The aim is to find optimal numbers along with an appropriate type of components in each subsystem so that the total system cost is minimized while the system availability is maximized. 5. The AUD discount strategy is used to purchase some components and the IQD policy is employed to buy the other components 6. The performance rates and availability of the components are fuzzy numbers The minimum demand availability of the designed subsystem
The model
In this section, the multi-objective multi-state RAP at hand is formulated. To do this, since one of the objectives is to minimize the total cost, the purchasing cost of the components under AUD and IQD policies is first derived. Let Eq. (1) and Eq. (2) define the price break points under AUD and IQD, respectively. 
Then, the purchasing costs under the two policies are given in Eq. (3) and Eq. (4).
Therefore, the total system cost (T S C ) becomes
The second objective is to maximize system availability, where it is obtained using a fuzzy universal generating function (FUGF) in which the performance rates and availabilities of the components are assumed trapezoidal fuzzy numbers. In this method, the z-transform of component j in subsystem i is defined by
As a result, the FUGF of all parallel components in subsystem i will be
Equation (7) can be expanded into a polynomial-like form as [16] 1 ( )
Then, the FUGF of the whole system with subsystems in series and components in parallel is given by
where after simplifications becomes 
Finally, the MSS availability for the entire operation period is [3, 43] 
Hence, the bi-objective optimization model of the problem becomes ( )
Subject to:
The constraint (13-1) limits the total system weight to W , constraint (13-2) is the budget limitation, (13-3) assures that cost paid to purchase a component to happen just only at a price break-point, (13-4) puts an upper bound for the number of components in each subsystem, and finally constraints guarantee that in each subsystem only one type of components is chosen. Note that only one type of component is placed in each subsystem. As it is not clear which type is chosen, the binary variable ij y takes the value of 1 if component of j-th type in i-th subsystem is chosen otherwise it is equal zero. In other words, only one type of component will be chosen among [0, n i ] for each subsystem. The proposed algorithms determine the number of components from identical type for each subsystem. Using Eq. (12) as the second objective to be maximized, the mathematical formulation of the problem at hand is strongly NP-hard [44] . Moreover, since there are two conflicting objectives in Eq. (13), a controlled elitism non-dominated ranked genetic algorithm (CE-NRGA) is developed in the next section to find Pareto solutions of the problem at hand. Besides, since there is no benchmark available in the literature, a non-dominated sorting genetic algorithm (NSGA-II) is also utilized to validate the results obtained. In this work, the performance rates and the availabilities of components are assumed trapezoidal fuzzy numbers. This method is explained briefly in the next subsection.
The proposed fuzzy approach
In order to show the fuzzy performance rates and the fuzzy availabilities of the components, trapezoidal fuzzy numbers defined as follows are used. Let ( , , , )
, a<b<c<d, be a fuzzy set on 
We use the centroid method to defuzzify the trapezoidal fuzzy numbers. The centroid of the trapezoidal fuzzy number ( , , , )
The solution algorithms
In this paper, an extended version of the multi-objective NRGA called CE-NRGA is utilized as follows to solve the multi-objective multi-state RAP formulated in Eq. (13).
CE-NRGA
Al Jadaan et al. [39] were the first who introduced NRGA. This algorithm is based on the concept of non-dominated solutions that leads to create the Pareto fronts. By a controlled elitism, this algorithm is extended in this research to find Pareto fronts of the multi-objective optimization problem in Eq. (13) . The steps involved in CE-NRGA are:
1. Initialize Pop chromosomes (solutions) randomly in the population called P .
2. Evaluate the objective functions of all chromosomes in P . 3. Sort and locate the chromosomes into fronts based on the concepts of non-domination and crowding distance [39] . 4. A specific percent ( c P ) of chromosomes go to the crossover operation and the rest are selected with probability m P to inter the mutation operation. This is similar to the work in [39] .
Select
Pop chromosomes based on the roulette wheel method. In CE-NRGA, there are two strategies to rank the solutions; the first strategy is to choose the fronts and the second one is to select a solution from the fronts. Selecting the fronts is performed using Eq. (14).
In (14), f P is the selection probability of the fronts, 
Therefore, a population Q with size Pop is selected in this stage.
6. Evaluate population Q and combine it with P where a population with (2 ) Pop × chromosomes denoted by P Q ∪ is generated. 7. Sort the chromosomes based on their ranking and crowding distance. In this case the term t t P Q ∪ represents a combination of populations P and Q in generation t .
8. To provide diversity in the new population of size Pop , the maximum number of individual allowed in the f-th front, f p , is generally given by
where r is the reduction rate, a user-defined value, that is less than 1 and N F is the number of nondominated fronts [45] . The policy used here allows the solutions from all non-dominated fronts to distribute in the population. If a particular front is having more solutions than required (to fill up the Pop ), then Eq. (18) is employed to limit the number of solutions which come from the relevant front. However, if the number of solutions (in a particular front) is less than the value of Pop , the difference is added to the maximum allowed solutions in the next front and so on. After filling up the Pop solutions in the new population, the same process is repeated over a number of generations and the Pareto-optimal solutions are obtained. Since the solutions from all non-dominated fronts co-exist in the population, the diversity is maintained and the solutions obtained are true optimal solutions [45] . Figure 2 depicts a graphical representation of the proposed CE-NRGA. Besides, The flow-chart of the CE-NRGA is shown in Fig 3 where 
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Tuning the parameters
The parameters of meta-heuristic algorithms play an important role to achieve solutions with better qualities. Thus, setting the parameters using design of experiments is an effective way to reach better results. The Taguchi method is one approach to calibrate the parameters. Since this method has received more attention in the literature recently, it is employed in this research as well to tune the parameters of both algorithms [28, 29, [49] [50] [51] .
A multi-objective version of the Taguchi method is defined in Eq. (19) , in which i V is the response in ith experiment and n represents the number of orthogonal arrays, based on which the experiments are performed. In this research, the MID and DM metrics are used to define the response i V shown in Eq. (18). In Eq. (17), the "smaller the better" type of the response is applied where by converting the second objective function, i.e. maximizing system availability, to a minimization objective, both objective functions will be of the minimization type. Note that the parameters of the two algorithms to be calibrated are the population size ( Pop ), crossover probability ( c P ), mutation probability ( m P ), and the number of generation (Gen ).
Implementations and comparisons
As mentioned, 30 test problems are randomly generated in the range shown in Table 2 . To perform the Taguchi experiments, the values of the parameters come in three levels Low, Medium, and High, coded respectively by 1, 2, and 3. Table 3 shows the parameters, their denotations in parentheses, and their levels. The Taguchi method is employed for all generated test problems where problem No. 10 is explained here as a sample. Table 4 shows the general data of this problem where a system with four subsystems, each having a specific component type out of four types. In other words, the number of subsystems is 4 (m=4) and the number of types of components in each subsystem is 4 ( 4; for i=1,2,3,4 i n = ). To make Table 7 narrower, the number of components (i.e. M) has not been shown for each 24 solutions. The performance rates and the availability of the components are trapezoidal fuzzy numbers, while the cost and the weight are deterministic. Besides, the price break point of the components in AUD strategy is shown below. The price break-point under the IQD strategy is similar to IQD.
The Taguchi orthogonal design L 9 is selected to run the experiments, where the responses based on different combinations of the parameter levels in the design are shown in Table 5 . Figures 5 and 6 depict the means of S N ratios of CE-NRGA and NSGA-II, respectively. Based on Figs 5 and 6 the optimal levels of the parameters are selected. Table 6 contains these values. Besides, Table 7 
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Signal-to-noise: Smaller is better Figs 8 and 9 , respectively. In Figs. 8 and 9 , the majority of the CE-NRGA solutions seem to dominate the ones of NSGA II. This can be an indicative of the advantage of CE-NRGA in comparison with NSGA II. Moreover, Table 9 depicts a part of the system configuration for problem No. 7 extracted by CE-NRGA, where M=5 for all subsystems. In order to show how component allocation of the subsystems of problem No. 7 is performed, a partial system configuration is shown in Table  9 for the solution obtained by CE-NEGA. In solution No. 1 shown in Table 9 , there are four subsystems in which one component of types 2, 2, 3, 2 are chosen for their related subsystems respectively (each square represents a component). In addition, in solution No. 3, two components of type 1 (j=1) for subsystems 1 and 2 (i=1,2) (each subsystem includes two components (squares)), one component of type 1 (j=1) for subsystem 3 (i=3), and one component of type 4 (j=4) for subsystem 4 (i=4) are chosen respectively. Using the optimal values of the parameters, the six performance measures obtained by employing the two parameter-tuned algorithms on all the test problems are given in Table 8 .
The averages of all the six metrics for all test problems shows that CE-NRGA offers a better performance in terms of NNS, ER and computational time in comparison with NSGA-II while the results based on the rest of the metrics are in favour of NSGA-II. For example, the average N N S metric in CE-NRGA has a higher value than the one in NSGA II. To observe this conclusion better, the plots and boxplots of all metrics in all test problems are displayed in Figs 11 to 16 .
To show the superior performances of CE-NRGA compared to NSGA-II in terms of all metrics obtained based on all test problems, six two-way t-tests are performed to compare the means of the six metrics each at 95% confidence level (CL). In all t-tests, all the metrics are assumed to follow normal distributions with an equal variance. A typical test of hypothesis is Table 10 . The results in this table show that while there are significant differences between the two algorithms in terms of the means of NNS, DM, and MS, there are no significant differences between the two algorithms in terms of the means of MID, ER, and Time. In short, again it can be concluded that in general CE-NRGA is a better algorithm. In addition, in case the normality assumption does not hold, six non-parametric Mann-Whitney tests on the equality of the medians of the six metrics each at 95.2% confidence level are performed. A typical Mann-Whitney test of hypothesis is:
where 1 η and 2 η are the medians of a given metric obtained by CE-NRGA and NSGA-II, respectively. The results that are summarized in Table 11 show that while there are significant differences between the two algorithms in terms of the medians of MID, DM, ER and MS, there are no significant differences between the two algorithms in terms of the medians of NNS and Time. In short, again it can be concluded that in general CE-NRGA is a better algorithm. 
Conclusion and the future works
In this work, a multi-objective multi-state redundancy allocation problem was investigated for nonrepairable components, in which subsystems were configured in series, each with parallel elements. The performance rates and the availabilities of the components were assumed fuzzy numbers and that two discount strategies of AUD and IQD were used to purchase the components. In order to calculate the availabilities of systems with different configurations, the FUGF method was applied. The aim was to determine the optimal number of identical components in each subsystem so that the total cost is minimized while the system availability is maximized. Since the problem was shown to be strongly NP-hard, an extended version of NRGA called CE-NRGA was employed to solve the problem. Moreover, since there was no benchmark available in the literature, a NSGA-II was used to validate the results obtained from CE-NRGA, using numerous test problems generated for this purpose, in which six multi-objective metrics were utilized for comparisons. Furthermore, in order to improve the performance of the adopted algorithms, the parameters of both algorithms were calibrated using the multi-objective version of the Taguchi method. At the end, the results obtained using both algorithms were compared statistically, based on which CE-NRGA showed to be the better algorithm in terms of the averages of NNS, DM, and MS. However, no significant differences between the two algorithms were found in terms of the means of MID, ER, and computational Time. In short, it was concluded that CE-NRGA was a better solution algorithm for the problems investigated.
Considering repairable components can be an interesting research in the future.
