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Bipedal locomotion using variable stiffness actuation
Ludo C. Visser, Stefano Stramigioli, and Raffaella Carloni
Abstract—Robust and energy-efficient bipedal locomotion in
robotics is still a challenging topic. In order to address issues
in this field, we can take inspiration from nature, by study-
ing human locomotion. The Spring-Loaded Inverted Pendulum
(SLIP) model has shown to be a good model for this purpose.
However, the human musculoskeletal system enables us to actively
modulate leg stiffness, for example when walking in rough terrain
with irregular and unexpected height variations of the walking
surface. This ability of varying leg stiffness is not considered
in conventional SLIP-based models, and therefore this paper
explores the potential role of active leg stiffness variation in
bipedal locomotion. It is shown that the conceptual SLIP model
can be iteratively extended to more closely resemble a realistic
(i.e., non-ideal) walker, and that feedback control strategies can
be designed that reproduce the SLIP behavior in these extended
models. We show that these extended models realize a cost of
transport comparable to human walking, which indicates that
active leg stiffness variation plays an important role in human
locomotion that was previously not captured by the SLIP model.
The results of this study show that active leg stiffness adaptation
is a promising approach for realizing more energy-efficient and
robust bipedal walking robots.
I. INTRODUCTION
Robust and energy-efficient bipedal locomotion in robotics
is an interesting research topic with many open questions.
In particular, on one side of the spectrum, robust bipedal
robots are being developed, but without much consideration
for energy efficiency [1]. On the other side of the spectrum,
extremely efficient bipedal locomotion is being achieved by
exploiting passive robot dynamics [2]. However, the gaits of
such passive dynamic walkers lack robustness [3].
In contrast, human walking is both robust and energy
efficient, and, therefore, a better understanding of human
walking could aid the design of robots achieving similar
performance levels. To develop this understanding, models
have been proposed that capture the essential properties of
human gaits. One remarkably simple model is the bipedal
spring-loaded inverted pendulum (SLIP) model, proposed in
[4]. Despite its simplicity, the model accurately reproduces
the hip trajectory and ground reaction force profiles observed
in human gaits. Furthermore, the model encodes a wide variety
of gaits, ranging from slow walking to running [5].
It has been shown that the bipedal SLIP model can be used
to generate reference gaits for a fully actuated bipedal robot
[6], [7]. However, the human musculoskeletal system enables
the leg stiffness to be varied continuously, in order to adapt to
different gaits and terrains. These stiffness variations also play
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a role in disturbance rejection, for example in uneven terrain
with sudden and unexpected changes in the walking surface.
Variable stiffness in the legs of the bipedal SLIP walker has
been shown to increase energy efficiency [8], [9] and improve
robustness [10], but continuous leg stiffness adaptation has
not yet been considered. Recent advances in the field of
variable stiffness actuators, a class of actuators that allow the
actuator output stiffness to be changed independently from the
actuator output position [11], are enabling the realization of
robotic walkers with physically variable leg stiffness. There-
fore, further research into bipedal walking with variable leg
stiffness should be pursued, with the aim of getting closer to
realizing bipedal walking robots with human-like performance
characteristics.
In this work, we explore modeling and control of bipedal
walking with controllable leg stiffness. The aim of this work
is to show that SLIP-like walking behavior can be embedded
in more sophisticated models of bipedal walkers. This is
achieved by the development of control strategies based on
the principles of leg stiffness variation, inspired by the capa-
bilities of the human musculoskeletal system. Starting from
the conventional bipedal SLIP model, we iteratively extend
this model, first by making the leg stiffness controllable, then
by adding a swing leg and its dynamics, and then further by
including a knee in the swing leg. In parallel, we derive a
control strategy, which is extended with each model iteration.
For each iteration, we show the stabilizing properties of the
controller, demonstrating that the controller derived for the
SLIP model in the first iteration is sufficiently robust to handle
the increasingly complex dynamics in subsequent iterations.
The final model and controller can serve as a template for
bipedal robot control strategies.
The paper is organized as follows. In Section II, we revisit
the bipedal SLIP model, as presented in [4], and analyze its
dynamics. Then, in Section III, we extend the bipedal SLIP
model to have controllable stiffness (the V-SLIP model, for
Variable SLIP), and derive a control strategy that renders
a natural gait of the SLIP model asymptotically stable. In
Section IV, the controlled V-SLIP model is extended to include
feet, with the aim of introducing swing leg dynamics. The V-
SLIP control strategy is extended to handle the extra degrees
of freedom, and the stabilizing properties of the controller
are demonstrated. The swing leg model is further refined
in Section V by adding knees, with again further extension
of the control strategy. A comparison of the models and
their controllers is presented in Section VI, and Section VII
concludes the paper with a discussion and final remarks.
Conventions in Notation
To avoid notational clutter, variable names will be reused
for different models. However, this reuse is consistent, and
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Fig. 1. The bipedal SLIP model—The model consists of a point mass
mh, located in the hip joint, i.e. where two massless telescopic springs,
with a constant spring stiffness k0 and rest length L0, are connected. The
configuration variables (q1, q2) describe the position of the hip.
variables with the same name indicate the same quantity in
the various models. For example, qi denotes configuration
variables, and pi denotes momentum variables, state vectors
are named x, and f(x) and gi(x) are drift and input vector
fields on the state manifold respectively. The Lie-derivative
of a function h along a vector field X is denoted by LXh.
Function arguments are omitted where this is considered
possible.
II. THE BIPEDAL SLIP MODEL
In this Section, we revisit the bipedal SLIP model, as
presented in [4]. The model is depicted in Figure 1. It consists
of a point mass mh, located in the joint connecting the two
legs, i.e. the hip joint. The legs consist of massless telescopic
springs of stiffness k0 and rest length L0. The configuration
variables (q1, q2) =: q describe the planar position of the point
mass, with (p1, p2) =: p the associated momentum variables.
In the following, we derive the dynamic equations for this
system, and analyze its dynamics.
A. System Dynamics
The bipedal SLIP model shows, for appropriately chosen
initial conditions [4], [5], a passive walking gait as illustrated
in Figure 2. In order to derive the dynamic equations that
describe the gait of this model, two phases need to be
considered: 1) two legs are in contact with the ground (i.e.
the double support phase), and 2) one leg is in contact with
the ground (i.e. the single support phase). Furthermore, we
consider the parameter α0, which is the angle at which the
massless leg touches down at the end of the single support
phase, as indicated in Figure 2.
The contact conditions are determined by the spring rest
length L0 and angle of attack α0, as shown in Figure 2. In
particular, if the system is in the single support phase, the
touchdown event of the trailing leg occurs when
q2 = L0 sin(α0), (1)
and at this moment the foot contact point c2 is calculated as
c2 = q1 + L0 cos(α0).
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Fig. 2. Passive gait of the bipedal SLIP model—The model alternates between
single support (SS) and double support (DS) phases, depending on the hip
height and the model parameters L0 and α0. The gray shading will be used
throughout this paper to indicate that the walker is in the double support
phase.
Conversely, when the system is in the double support phase,
the transition to the single support phase occurs when either
of the two springs reaches its rest length with non-zero speed,
and thus loses contact with the ground, i.e. when√
(q1 − ci)2 + q22 = L0, i = 1, 2. (2)
In nominal conditions, only the trailing leg is allowed to lift
off, after which the contact point c2 is relabeled as c1 to
correspond to the notation used for the single support phase.
In order to derive the dynamic equations, we define the
kinetic energy function K = 12p
TM−1p, where
M = diag(mh,mh) (3)
is the mass matrix and p := Mq˙ are the momentum variables.
The potential energy function is defined as
V = mhg0q2 +
1
2
k0(L0 − L1)
2 +
1
2
k0(L0 − L2)
2,
where Li :=
√
(q1 − ci)2 + q22 , and g0 is the gravitational
acceleration. During the single support phase, we set L2 ≡ L0
to eliminate the influence of this virtually swinging leg.
The dynamic equations in Hamiltonian form are defined
through the Hamiltonian energy function H = K + V and
given by
d
dt
[
q
p
]
=
[
0 I
−I 0
] [ ∂H
∂q
∂H
∂p
]
. (4)
From (4), it can be noted that the configuration variables
q(t) are of class C2. This is due to the fact that the ∂V
∂q
is
not differentiable at the moment of phase transition. This is
because the massless second leg does not have a zero rate of
change of length at the moment of touchdown, i.e.
d
dt
L2
∣∣∣
t=t+
touchdown
6= 0,
where t+touchdown indicates that the time-derivative is taken on
the right of the discontinuity. It will be shown later that this
has consequences for the controller design.
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Fig. 3. The V-SLIP model—In contrast to the bipedal SLIP model, the V-
SLIP model has a controllable leg stiffness. This provides two control inputs
during the double support phase, but only one control input during the single
support phase, rendering the system underactuated.
III. THE CONTROLLED V-SLIP MODEL
The passive bipedal SLIP model provides no control inputs,
and therefore the only way to influence its behavior is by
the choice of initial conditions. Therefore, it is proposed to
extend the bipedal SLIP model to have massless telescopic
springs with variable stiffness [12]. This bipedal V-SLIP (for
Variable SLIP) model is depicted in Figure 3. The difference
with respect to the bipedal SLIP model is that the leg stiffness
now has a controllable part, i.e. ki = k0 + ui, i = 1, 2. In this
Section we give the dynamic equations for this system and
present a stabilizing controller.
A. System Dynamics
In deriving the dynamics of the V-SLIP model, we assume
that:
• no slip or bouncing occurs in the foot contact points;
• the springs are unilateral, meaning that we only allow
them to be compressed;
The autonomous part of the dynamics of the bipedal V-SLIP
model is the same as for the bipedal SLIP model. To include
the control inputs, (4) is extended, arriving at the dynamics
for the V-SLIP model in port-Hamiltonian form:
d
dt
[
q
p
]
=
[
0 I
−I 0
][ ∂H
∂q
∂H
∂p
]
+
[
0
B
]
u
y =
[
0 BT
] [ ∂H∂q
∂H
∂p
]
, (5)
with u = (u1, u2) the controlled leg stiffness, and H is as
defined in Section II-A. The input matrix B is given by
B =
[
∂φ1
∂q1
∂φ2
∂q1
∂φ1
∂q2
∂φ2
∂q2
]
,
with φ1 = −
1
2 (L0−L1)
2 and φ2 = −
1
2 (L0−L2)
2. The output
y is dual to u, and it is readily verified that the dual product
〈u|y〉 has the units of power [13].
As in Section II-A, we set L2 ≡ L0 during the single
support phase to eliminate the influence of the swing leg. It is
emphasized that the control inputs ui, i = 1, 2 are restricted,
such that the total leg stiffness is physically meaningful, i.e.
ui ∈ R | 0 < k0 + ui <∞. (6)
B. Controller Design
The bipedal SLIP model already shows stable walking gaits,
with a relatively large basin of attraction [5]. As shown in our
previous work, it is possible to tune the spring stiffness k to
further increase the robustness of the gait, while minimally
modifying the natural dynamics of the walker [12].
The control strategy uses a natural gait of the bipedal SLIP
model as reference, i.e. trajectories (q◦(t), q˙◦(t)) that are a
solution of (4), where q˙ is defined as q˙ = M−1p. However,
the bipedal V-SLIP model is underactuated during the single
support phase (since there is only one leg in contact with
the ground), and thus it is not possible to track (q◦(t), q˙◦(t))
exactly. To avoid that the walker lags behind the reference
during the underactuated phase, we propose to instead de-
fine a curve in the configuration space by parameterizing
(q◦(t), q˙◦(t)) by the horizontal position q1, similar to the
approach presented in [14]. This is possible1 as long as q˙1 > 0.
Then, the desired reference gait can be equivalently described
as (q∗2(q1), q˙
∗
1(q1)). The control objective is to have the hip
trajectory converge to an arbitrary small neighborhood of this
reference gait.
In formulating the control strategy, we define the state x =
(q, p) and rewrite (5) in standard form as
x˙ = f(x) +
∑
i
gi(x)ui. (7)
The following control strategy is proposed.
Proposition 1: Given parameterized reference state trajec-
tories (q∗2 , q˙
∗
1), define the error functions
h1 = q
∗
2 − q2,
h2 = q˙
∗
1 − q˙1.
Then the following control strategy renders solutions of (5)
asymptotically converging to (q∗2 , q˙
∗
1):
• during the single support phase,
u1 = −
1
Lg1Lfh1
(
L2fh1 + κdLfh1 + κph1
)
(8)
and u2 ≡ 0;
• during the double support phase, when the leading leg
length satisfies L0 − Le ≤ L1 < L0 (i.e. just after the
touchdown event), or when the trailing leg length satisfies
L0 − Le ≤ L2 < L0 (just before the lift-off event), for
some small Le > 0:[
u1
u2
]
= −A♯
(
L2fh1 + κdLfh1 + κph1
)
, (9)
with
A =
[
Lg1Lfh1 Lg2Lfh1
]
,
1Exact parameterization is not possible, because q(t) is of class C2 only,
as outlined in Section II-A. Approximating (q◦(t), q˙◦(t)) by finite Fourier
series is an alternative that gives satisfactory results, as will be demonstrated.
and with ♯ denoting the Moore-Penrose2 pseudo inverse;
• during the double support phase, when both leg lengths
satisfy Li < L0 − Le,[
u1
u2
]
= −A−1
[
L2fh1 + κdLfh1 + κph1
Lfh2 + κvh2
]
, (10)
with
A =
[
Lg1Lfh1 Lg2Lfh1
Lg1h2 Lg2h2
]
.
For any arbitrary small ε > 0, there exist constants
κp, κd, κv > 0 for the control strategy (8), (9), (10) such that:
lim
t→∞
q∗2(q1(t))−q2(t) = 0 and lim
t→∞
|q˙∗1(q1(t))−q˙1(t)| < ε.
Remark 1: The control input (9) is introduced, because the
system (5) is no longer controllable when one of the legs
reaches its rest length L0. As such, the transition domain
defined by Le is necessary to comply with (6). ⊳
Remark 2: As observed in Section II-A, the state trajectories
q(t) are of class C2 only, and therefore it is not possible to
make the leg stiffness a state of the system, because higher
order Lie-derivatives do not exist. ⊳
Remark 3: The control inputs, as given by Proposition 1,
renders solutions of (5) asymptotically converging to (q∗2 , q˙
∗
1),
which are parametrized by the horizontal position q1. Since
q1 is strictly monotonically increasing, the control inputs
asymptotically stabilize the system (5). ⊳
Proof 1: It is straightforward to show that, during the single
support phase, Lg1Lfh1 in (8) is bounded away from zero if
0 < L1 < L0. Similarly, during the double support phase,
the matrix A in (10) is invertible if 0 < Li < L0, i = 1, 2
and in addition c1 6= c2. These conditions are met through the
definition of the phase transitions (1) and (2).
During the double support phase, (10) renders the system
strongly input-output decoupled, i.e. hi is invariant under uj
for i 6= j [15]. Therefore, and by (8), (9), during both the
single and double support phases the error dynamics h1(t)
are described by
h¨1 + κdh˙1 + κp = 0.
If κp, κd are chosen such that the zeros of the characteristic
polynomial are in the open left half-plane, then the dynamics
of h1 are asymptotically stable during each phase. The error
function h1 depends on the configuration q only, and q(t)
is continuous and differentiable across the phase transitions.
Therefore,
lim
t→∞
q∗2(q1(t)) − q2(t) = 0
will be achieved.
The dynamics of the error function h2 are, during the double
support phase, described by
h˙2 + κvh2 = 0,
which has as analytic solution
h2(t) = e
−κv(t−tds)h2(tds), t ≥ tds,
2Since we are addressing a numerical issue, we are not concerned about
deriving a proper invariant metric for defining the pseudo-inverse. Instead, we
use the Euclidian metric.
TABLE I
CONTROLLED V-SLIP MODEL PARAMETER VALUES.
Parameter Value Unit Description
mh 15.0 kg Hip mass
L0 1.0 m Spring rest length
Le 0.01 m Phase transition margin
α0 62.5 ◦ Angle of attack
k0 2000 N/m Nominal leg stiffness
kmin 0 N/m Lower bound on leg stiffness
kmax 10000 N/m Upper bound on leg stiffness
κp 350 Control parameter
κd 40 Control parameter
κv 15 Control parameter
where tds is the time instant of the last touchdown event. For
any κv > 0, h2(t) is asymptotically stable during the double
support phase.
However, during the single support phase, the dynamics of
h2(t) are uncontrolled. During this phase, the control action
of u1 will result in a change of kinetic energy with respect
to the constant energy level of the SLIP reference gait. Since
u1 is bounded, as defined in (6), the total increase in kinetic
energy is also bounded. Let ∆Ess denote the increase of
energy during the single support phase due to u1. There exists
a constant C1 such that
|∆E| < C1,
which implies, since h2(t) is a function of the momentum
variable p2, that
|h2(tds)| < C2 < C1.
This in turn implies that there exists κv <∞ that brings h2(t)
in a neighborhood ε of zero within the duration of the double
support phase.
With the parameters as listed in Table I, a numeric sim-
ulation has been carried out using the PyDSTool software
package [16]. The reference (q∗2 , q˙
∗
1) has been obtained by
searching for a limit cycle of the uncontrolled SLIP model
with the same parameters. As shown in Figure 4, the controller
indeed achieves the converges as claimed in Proposition 1. The
error h2 is never exactly zero, because the solutions to (4) are
not analytical. Therefore the parameterized reference is not
an exact representation of the natural dynamics, yielding the
mismatch in h2 during the single support phase.
IV. THE CONTROLLED V-SLIP MODEL WITH SWING LEG
DYNAMICS
While the bipedal (V-)SLIP models do accurately reproduce
hip trajectories observed in human walking, and thus can give
insights in human walking performance, the models are con-
ceptual. In particular, all mass is assumed to be concentrated
in a single point mass at the hip, and the legs are assumed to
be massless springs—assumptions that cannot be considered
valid for a robotic system.
In this Section we extend the V-SLIP model to incorporate
swing leg dynamics. This is done by adding a foot mass, as
shown in Figure 5 [17]. During the swing phase, the leg is
assumed to have a fixed length L0, while during the stance
phase it is again assumed to be a massless spring connecting
-0.01
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1
25 26 27 28 29 30
Time [s]
-0.01
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Fig. 4. Steady-state error functions for the controlled V-SLIP model—It can
be seen that for the control parameters listed in Table I the error functions
converge like claimed in Proposition 1.
q1
q 2
q3
mh
mf mf
k0 + u1
L 0
τ
Fig. 5. The V-SLIP model with feet—By adding feet masses mf to the V-
SLIP model, swing leg dynamics are introduced. The swing leg is assumed
to be constraint at a length L0 during swing, and the stance foot is assumed
to be fixed to the ground, i.e. no slip or bouncing in the contact point.
the foot and the hip masses. In this Section we derive the
dynamic equations that govern the system behavior, and extend
the controller from Section III-B to handle the swing leg
dynamics.
A. System Dynamics
In deriving the dynamics of the V-SLIP model with feet,
we assume that:
• no slip or bouncing occurs in the foot contact points;
• the springs are unilateral, meaning that we only allow
them to be compressed;
• during the single support phase, the swing leg is con-
straint to have length L0.
Under these assumptions, during the double support phase, we
can use the double support phase model used in Section III-A,
and the model behavior is described accordingly by (5).
During the single support phase, the model can be simplified
as shown in Figure 6. The configuration of the system can be
described by (q1, q2, q3), where q3 ∈ [0, π) is the orientation
of the swing leg. The total mass of the swing leg is m =
mh +mf . Since the swing leg is assumed to be a rigid link
of length L0, its center of mass is at a distance
dcom =
mfL0
mh +mf
q1
q 2
q3
m,Jcom
k0 + u1
L 0
d c
om
τ
c1
Fig. 6. Model simplification—Under the assumptions of a rigid swing leg and
no slip or bouncing in the foot contact point, the model depicted in Figure 5
can be simplified during the single support phase. During the double support
phase, the model is reduced to the V-SLIP model, as shown in Figure 3.
from the hip joint (as indicated in Figure 6). The moment of
inertia of the leg around its center of mass is given by
Jcom = mhd
2
com +mf (L0 − dcom)
2.
In order to derive the dynamic equations of the system for
the single support phase, we let (v1, v2, v3) =: v denote the
horizontal, vertical and rotational velocity of the (center of
mass of the) swing leg. These velocities are related to the rate
of change of the configuration variables q˙ by the Jacobian
matrix S(q), defined as:
S(q) =

 1 0 dcom sin(q3)0 1 −dcom cos(q3)
0 0 1

 , (11)
such that v = S(q)q˙. This allows to have the configuration
variables q coincide with those used in the V-SLIP model of
Section III. In particular, by defining p := Mv, with
M = diag(mh +mf ,mh +mf , Jcom) (12)
the mass matrix of the rigid body representing swing leg, the
dynamics during the single support phase can be derived in
terms of (q, p) as follows.
The kinetic energy is given by K = 12p
TM−1p, and we
derive the potential energy function V as
V = (mh +mf )g0(q2 − dcom sin(q3)) +
1
2
k0(L0 − L1)
2.
Then, the Hamiltonian energy function is given by H = K +
V , and we derive the dynamic equations in port-Hamiltonian
form by using the Boltzmann-Hamel equations [18], yielding:
d
dt
[
q
p
]
= J
[
∂H
∂q
∂H
∂p
]
+
[
0
B
]
u
y =
[
0 BT
] [ ∂H∂q
∂H
∂p
]
, (13)
where the skew-symmetric matrix J is given by
J =
[
0 S−1
−S−T S−T
(
∂T (ST p)
∂q
− ∂(S
T p)
∂q
)
S−1
]
.
Again, the output y is dual to the input u, so that 〈u|y〉
defines a power flow. The control input u = (u1, τ), i.e. the
controllable part of the stance leg stiffness, and the torque
applied to the swing leg. The input matrix B is given by
B = S−T


∂φ1
∂q1
0
∂φ1
∂q2
0
0 1

 ,
with φ1 = −
1
2 (L0−L1)
2. The mapping by S−T is necessary
because the inputs are not collocated with v, but with q˙, as
can be seen in Figure 6.
B. Phase Transitions
Unlike the V-SLIP model, where in both the double and
single support phases the same configuration variables are
used, this model uses two sets of configuration variables: in the
double support phase only the position of the hip with respect
to the foot contact points is relevant, while in the single support
phase also the swing leg orientation is required. Therefore,
phase transition mappings need to be defined as follows.
Transition Conditions: Similar to the (V-)SLIP models, the
touchdown event occurs when the foot of the swing leg has
passed in front of the hip,3 and in addition, recalling that the
swing leg is constraint to have length L0 during the swing
phase,
q2 = L0 sin(q3).
At the time instance that both of these conditions are met, the
new foot contact point c2 is computed as
c2 = q1 − L0 cos(q3).
The lift-off event occurs when the trailing leg reaches its
rest length L0 with non-zero speed, since we do not allow the
springs to pull.4
Momentum Variable Mapping: To complete the phase tran-
sitions, the momentum variables of the double support phase
need to be mapped to the momentum variables for the single
support phase and vice versa. This mapping also needs to
ensure that the constraints on the foot contact points are
maintained. In particular, upon touchdown, the foot of the
former swing leg needs to be instantaneously constraint to
fulfill the no-slip condition. This can be realized by applying
a momentum reset at the instant of touchdown [19]. It was
shown in our previous work that, despite the energy loss
associated with the impact, energy-efficient locomotion can
be realized [17]. However, in this work, we will focus on
the added benefit of the compliant legs, and thus assume a
compliant impact. This implies that, upon impact, the foot
mass mf will instantaneously dissipate its kinetic energy,
while the hip mass mh remains unaffected by the impact due
to the compliant leg.
3Essentially the swing leg is allowed to swing through the floor. This will
be addressed in the next model iteration in Section V.
4To be accurate, the transition occurs when the foot starts to accelerate
away from the floor. However, this is practically equivalent to assuming that
the transition occurs at the moment the spring length becomes equal to its rest
length and assuming that the leg instantly becomes rigid at the same moment.
To map the momentum variables between the phases, we
need to account for the disappearing and reappearing of the
foot mass. For this purpose, we define new coordinates
z1 = (q1, q2, q3) and z2 = (q1, q2, ci),
where ci denotes the contact point that is subject to change due
to the transition. During both the touchdown and the lift-off
event, the leg length is assumed to be L0, so that we obtain
z2(z1) =

 q1q2
q1 − L0 cos(q3)

 .
We define the Jacobian matrix Z := ∂z2/∂z1 accordingly.
For the transition from single support to double support,
using the subscripts “old” and “new” for post- and pre-
transition values, we have:
z˙2,new = Zz˙1,old,
where z˙1,old is defined by the momentum variables pold just
before the phase transition:
z˙1,old = S
−1(q)M−1ss pold,
with S(q) defined in (11) and Mss the mass matrix defined in
(12). Note that the expression for c˙2 is irrelevant in this phase
transition, since we assume that the foot is instantly constraint.
The post-transition momentum variables for the double support
phase pnew are then given by
pnew = Mds
[
q˙1
q˙2
]
︸ ︷︷ ︸
∈z˙2,new
,
with Mds the mass matrix defined in (3).
Similarly, for the transition from double support to single
support, we have
z˙1,new = Z
−1z˙2,old,
where z˙2,old is defined through the momentum variables pold
just before the phase transition:
z˙2,old = M
−1
ds pold,
with Mds the mass matrix defined in (3), and setting c˙1 = 0,
since the foot is stationary at the moment of lift-off. The post-
transition momentum variables pnew for the single support
phase are then calculated as
pnew = MssS(q)z˙1,new,
with S(q) defined in (11).
C. Controller Design
During the double support phase, the model is equivalent
to the V-SLIP model, and therefore, during this phase, the
control strategy proposed in Proposition 1 can be used. For the
single support phase, the control strategy has to be extended
to regulate the swing leg trajectory q3(t). For this purpose, we
define a reference trajectory q∗3(t) as a polynomial:
q∗3(t) =
5∑
i=0
ai(t− tlo)
i, tlo ≤ t < tlo + Tswing,
where Tswing is the desired swing time, e.g. obtained from the
nominal single support phase time of the SLIP model reference
gait, and tlo is the time instant of the last lift-off event. The
coefficients ai are such that q
∗
3(t) is a minimum-jerk trajectory
with boundary conditions5
 q∗3(tlo)q˙∗3(tlo)
q¨∗3(tlo)

 =

 q3(tlo)0
0


and 
 q∗3(tlo + Tswing)q˙∗3(tlo + Tswing)
q¨∗3(tlo + Tswing)

 =

 π − α00
0

 .
In formulating the control strategy, we will define for both
the double support and single support phases a state vector
of the form x = (q, p) and write the respective differential
equations (5) and (13) in the standard form (7). The following
control strategy is proposed, extending the V-SLIP control
strategy formulated in Proposition 1.
Proposition 2: Given reference state trajectories
(q∗2 , q˙
∗
1 , q
∗
3), define the error functions
h1 = q
∗
2 − q2,
h2 = q˙
∗
1 − q˙1,
h3 = q
∗
3 − q3.
During the double support phase, the corresponding control
strategy formulated in Proposition 1 renders solutions of (5)
asymptotically converging to (q∗2 , q˙
∗
1).
During the single support phase, the following control
strategy renders solutions of (13) asymptotically converging
to (q∗2 , q
∗
3):[
u1
τ
]
= −A−1
[
L2fh1 + κdLfh1 + κph1
L2fh3 + κwLfh3 + κah3
]
, (14)
with
A =
[
Lg1Lfh1 Lg2Lfh1
Lg1Lfh3 Lg2Lfh3
]
.
For any arbitrary small ε1, ε2, δ > 0, there exist constants
κp, κd, κv, κa, κw > 0 for the control strategy (9), (10), (14)
such that
lim
t→∞
|q∗2(t)− q2(t)| < ε1, and lim
t→∞
|q˙∗1(t)− q˙1(t)| < ε2,
and, during tlo ≤ t < tlo + Tswing,
|q∗3(tlo + Tswing)− q3(tlo + Tswing)| < δ.
Proof 2: The control strategy is such that the system is
strongly input-output decoupled. Therefore, the dynamics of
h1(t) are given by
h¨1 + κdh˙1 + κph1 = e1,
where e1(t) is a disturbance due to the phase transitions. As
a result, q2(t) is continuous, but not differentiable. However,
5The velocity q˙3(tlo) and the acceleration q¨3(tlo) are not matched by
the reference trajectory q∗
3
(t), because these quantities are in practice very
difficult to measure accurately.
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Fig. 7. Steady-state error functions for the controlled V-SLIP model with
swing leg—It can be seen that the error functions converge like claimed in
Proposition 2. Note that h3 ≡ 0 during the double support phase.
e1(t) is bounded and impulsive, and therefore there exists con-
stants κp, κd > 0 such that h2(t) converges to a neighborhood
ε1 of zero.
Similarly, the dynamics dynamics of h2(t) are given by
h˙2 + κvh2 = e2,
where e2(t) is also a disturbance due to the phase transitions.
As a result of these disturbances, q˙1(t) is not continuous.
However, since e2(t) is bounded and impulsive, there exist
a κv > 0 such that h2(t) converges to a neighborhood ε2 of
zero.
During the single support phase, the dynamics h3(t) are
given by
h¨3 + κwh˙3 + κah3 = 0.
For suitably chosen constant κa, κw > 0, such that the zero are
in the open left half-plane, the error function h3(t) converges
to a neighborhood δ of zero in finite time.
The proposed control strategy has been validated through
numeric simulations. The same parameters were used as for
the V-SLIP model as listed in Table I, and mf = 2.5 kg.
Furthermore, κa = 1000 and κw = 40. It can be observed
that the error functions converge as claimed in Proposition 2.
In particular, the influence of the swing leg can be clearly
observed when the plots are compared to Figure 4. Specif-
ically, we can see the influence of the swing leg motion in
the error function h1 at the onset of the single support phases
(the unshaded areas of the plot). The error function h2 also
shows a significant increase in amplitude during the swing.
We can also observe in h2 the lift-off of the swing leg in
the form of discontinuities at the moment of transition from
the double support phase (shaded areas) to the single support
phase (unshaded areas). The error function h3 shows that the
swing leg motion is controlled as claimed by the proposed
q1
q 2
θ1
θ2
mh
mf mf
k0 + u1
τ
ℓ
ℓ
Fig. 8. The V-SLIP model with feet and knees—By adding an actuated
knee joint to the model of Section IV, the leg can be retracted during the
single support phase. This allows the leg to swing forward without scuffing
the ground. It is assumed that no slip or bouncing occurs in the foot contact
point of the stance leg.
control law. Note that the degree of freedom q3 is not defined
during the double support phase, and therefore h3 ≡ 0 during
this phase.
V. THE CONTROLLED V-SLIP MODEL WITH RETRACTING
SWING LEG DYNAMICS
In this Section, we further refine the model presented in
Section IV by adding a knee, as shown in Figure 8. This
allows the swing leg to be retracted, so that it can be swung
forward without scuffing the ground. We derive in this Section
the dynamic equations for this model, and further extend the
controller.
A. System Dynamics
Similar to the model presented in Section IV, we will
assume that:
• no slip or bouncing occurs in the foot contact points;
• the spring are unilateral.
These assumptions allow to again use the double support phase
model used in Section III-A.
To avoid notational clutter due to goniometric relations, the
simplified model depicted in Figure 9 is used. The simplifi-
cation is possible, because the introduction of the knee joint
introduces only a kinematic relation between the hip mass and
the foot mass, since these are located at the extremities of the
swing leg.
In deriving the dynamic equations for the single support
phase of this model, we define new coordinates as
z1 = (q1, q2, q3, q4) and z2 = (q1, q2, s1, s2) (15)
where
s1 = q1 − q4 cos(q3),
s2 = q2 − q4 sin(q3), (16)
i.e. the position of the foot of the swing leg. We furthermore
define the tangent map Z = ∂z2/∂z1. Using this relation and
q1
q 2
q3
q 4
, τ
2
τ1mh
mf
k0 + u1
c1
Fig. 9. Model simplification—The configuration of the swing leg can be
equivalently described by a linear degree of freedom q4, corresponding to the
distance between the hip and the foot, and the orientation q3, analogous to
the model of Figure 5. During the double support phase, the model is reduced
to the V-SLIP model, as shown in Figure 3.
noting that z1 = q and thus that z˙2 = Zq˙, we can derive the
mass matrix M(q) from the energy equality
1
2
q˙TM(q)q˙ =
1
2
z˙T2 M0z˙2 =
1
2
q˙TZTM0Zq˙, (17)
with M0 = diag(mh,mh,mf ,mf ).
By defining the momentum variables p := M(q)q˙, the
kinetic energy K = 12p
TM−1(q)p, and the potential energy
function V is found to be:
V = mhg0q2 +mfg0(q2 − q4 sin(q3)) +
1
2
k0(L0 − L1)
2.
Then, the Hamiltonian energy function H = K + V and the
dynamic equations in port-Hamiltonian form are given by
d
dt
[
q
p
]
=
[
0 I
−I 0
] [ ∂H
∂q
∂H
∂p
]
+
[
0
B
]
u
y =
[
0 BT
] [ ∂H∂q
∂H
∂p
]
, (18)
where u = (u1, τ1, τ2), i.e. the controllable parts of the stance
leg stiffness, and the torques collocated with q3 and q4. The
input matrix B is given by
B =


∂φ1
∂q1
0 0
∂φ1
∂q2
0 0
0 1 0
0 0 1

 ,
with φ1 = −
1
2 (L0 − L1)
2.
B. Phase Transitions
Just as in the model described in Section IV, also in this
model we need to consider the different sets of configuration
variables in the single and double support phases. Therefore,
in the following the phase transition mappings are defined.
Transition Conditions: The touchdown event occurs when
the swing leg foot hits the ground, i.e. when, using (16),
q2 = q4 sin(q3).
At this time instant, the new foot contact point c2 (see
Figure 3) is computed as
c2 = q1 − q4 cos(q3).
The lift-off event is defined the same as in Section IV-B,
since both models are reduced to the V-SLIP model during
the double support phase.
Momentum variable mapping: Similarly to the approach
taken in Section IV-B, we start from the new set of coordinates
defined in (15) and the corresponding Jacobian matrix Z .
Thus, for the transition from single support to double support:
z˙2,new = Zz˙1,old,
where z˙1,old is defined by the pre-transition momentum vari-
ables pold through
z˙1,old = M
−1
ss pold.
Here, Mss is the mass matrix defined in (17). As in Sec-
tion IV-A, the post-transition momentum variables for the
double support phase pnew are given by
pnew = Mds
[
q˙1
q˙2
]
︸ ︷︷ ︸
∈z˙2,new
,
with Mds the mass matrix defined in (3).
For the transition from double support to single support, we
again have
z˙1,new = Z
−1z˙2,old,
where z˙2,old is defined through the momentum variables pold
just before the phase transition:
z˙2,old = M
−1
ds pold,
with Mds the mass matrix defined in (3), and setting s˙1 =
s˙2 = 0, since the foot is stationary at the moment of lift-off.
The post-transition momentum variables pnew for the single
support phase are then calculated as
pnew = Mssz˙1,new.
C. Controller Design
During the double support phase, the control strategy pro-
posed in Proposition 1 can again be used because of the
model correspondence during this phase. For the single support
phase, the control strategy has to be extended with respect to
the control strategy presented in Proposition 2. In particular, in
addition to the control of the swing leg orientation, the swing
leg length has to be regulated as well. For this purpose, we
define a reference trajectory q∗4(t) of the form
q∗4(t) = b0 + b1t+ b2t
2, tlo ≤ t ≤ tlo + Tswing.
The coefficients bi are such that the trajectory q
∗
4(t) satisfies
the following conditions:
 q∗4(tlo)q∗4(tlo + 12Tswing)
q∗4(tlo + Tswing)

 =

 q4(tlo)L0 −∆
L0

 ,
with ∆ > 0 the amount of retraction of the swing leg. This
trajectory ensures that at the moment of lift-off the swing
leg is immediately accelerating away from the floor, reaching
the maximum retraction during the predicted mid-stance. At
touchdown, the swing leg will have length L0, corresponding
to the (V-)SLIP model.
Defining the state vector of the form x = (q, p) and writing
(5) and (18) in the standard form (7), the following control
strategy is proposed, extending the strategy formulated in
Proposition 2.
Proposition 3: Given reference state trajectories
(q∗2 , q˙
∗
1 , q
∗
3 , q
∗
4), define the error functions
h1 = q
∗
2 − q2,
h2 = q˙
∗
1 − q˙1,
h3 = q
∗
3 − q3,
h4 = q
∗
4 − q4.
During the double support phase, the corresponding control
strategy formulated in Proposition 1 renders solutions of (5)
asymptotically converging to (q∗2 , q˙
∗
1).
During the single support phase, the following control
strategy renders solutions of (18) asymptotically converging
to (q∗2 , q
∗
3 , q
∗
4):[
u1
τ
]
= −A−1

 L2fh1 + κdLfh1 + κph1L2fh3 + κwLfh3 + κah3
L2fh4 + κnLfh4 + κℓh4

 , (19)
with
A =

 Lg1Lfh1 Lg2Lfh1 Lg3Lfh1Lg1Lfh3 Lg2Lfh3 Lg3Lfh3
Lg1Lfh4 Lg2Lfh4 Lg3Lfh4

 .
For any arbitrary small ε1, ε2, δ1, δ2 > 0, there exist con-
stants κp, κd, κv, κa, κw, κℓ, κn > 0 for the control strategy
(9), (10), (19) such that
lim
t→∞
|q∗2(t)− q2(t)| < ε1, and lim
t→∞
|q˙∗1(t)− q˙1(t)| < ε2,
and, during tlo ≤ t < tlo + Tswing,
|q∗3(tlo + Tswing)− q3(tlo + Tswing)| < δ1
|q∗4(tlo + Tswing)− q4(tlo + Tswing)| < δ2
The proof is analogous to the proof given in Section IV-C
and is omitted for brevity. The control strategy is validated
through numeric simulations, with the same model parameters
as used in Section IV-C, and in addition κℓ = 1000 and
κn = 40, with a leg retraction∆ = 7.5 cm. The resulting error
function plots are shown in Figure 10, and it can be seen that
they converge as claimed in Proposition 3. The error functions
show now significantly bigger influences of the swing leg
dynamics when compared to Figure 7.
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Fig. 10. Steady-state error functions for the controlled V-SLIP model with
leg retraction—It can be seen that the error functions converge like claimed
in Proposition 3. Note that h3 ≡ 0 and h4 ≡ 0 during the double support
phase.
VI. COMPARISON BY NUMERICAL SIMULATION
Starting from the bipedal SLIP model, three iterations of
model refinement have been presented in Section III, Sec-
tion IV, and Section V. Also, in the first iteration, a robust
controller for leg stiffness has been presented in Section III-B,
which has been extended in subsequent iterations. In this
section, a comparison of the performance of these controllers
is presented.
A. Comparison of Gait Control
Figure 11 shows the horizontal hip trajectory q1(t), and
a detail of the corresponding vertical hip trajectory q2(t).
The most notable difference between the three models is
their average forward velocity, which is 1.18 m/s for the V-
SLIP model, but only 1.01 m/s and 0.64 m/s for the models
including the swing leg dynamics and the knee. Looking at the
hip trajectories, it can be seen that this is due to the inclusion
of the swing leg dynamics, which introduces a lag in forward
motion with respect to the V-SLIP dynamics.
The leg stiffness trajectories ki = k0 + ui are shown in
Figure 12. Since the reference trajectory is the natural gait
of the bipedal SLIP model, it is not surprising that the V-
SLIP model requires very little control action to track the
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Fig. 11. Hip trajectories q1(t) and q2(t)—It can be observed that swinging
and retracting the leg has a negative influence on the forward velocity. This
influence is particularly apparent in the vertical hip position trajectories.
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Fig. 12. Control inputs—See Figure 11 for the legend. The controlled V-SLIP
model hardly requires any control input to track the reference, which is by
design of the control strategy. Adding the swing leg and retracting introduces
a significant disturbance in the dynamics, and thus more control input. Note
that u2 ≡ 0 during the single support phase.
reference. The small amount that is required is due to the small
mismatch between the parameterized reference trajectory and
the true dynamics, as pointed out already in Section III-B. The
introduction of the swing leg dynamics introduces a significant
disturbance to the V-SLIP dynamics, exemplified by the larger
magnitude of the control inputs. It is interesting to note that
the V-SLIP model with swing leg, as introduced in Section IV,
requires an impulse-like control input during the single support
phase to counter the acceleration and deceleration of the swing
leg. In contrast, including the leg retraction (Section V) results
in a smaller moment of inertia, resulting in a smoother control.
However, it is noted that the swing leg retraction does result
in larger deceleration of the hip, which manifests itself in
larger control inputs during the double support phase (bottom
plot), actually reaching the lower bound of zero leg stiffness
k2 = k0 + u2 for short periods of time.
B. Energy Balance
The natural gait of the bipedal SLIP model is associated
to a constant energy level [4], [5]. Since the V-SLIP model
presented in Section III matches the bipedal SLIP model, its
energy balance is the same if the reference trajectory for the V-
SLIP controller exactly matches the solutions of (4). However,
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Fig. 13. Energy balance for the controlled V-SLIP model with swing leg—The
dashed line indicates the constant energy level of the bipedal SLIP model. The
influence of the swing leg is clearly seen in the bulges in the kinetic energy.
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Fig. 14. Energy balance for the controlled V-SLIP model with leg retraction—
The dashed line indicates the constant energy level of the bipedal SLIP model.
Also here the influence of swinging and retracting the swing leg is clearly
seen.
as already noted before, the solutions of (4) are not analytical,
and therefore a small mismatch between the natural dynamics
of the V-SLIP model and the reference is inevitable, resulting
in small control action even in nominal conditions, as shown
in Figure 12.
The energy balance for the model including the swing leg
(Section IV) is presented in Figure 13. It can be seen that the
introduction of the swing leg dynamics introduces a significant
deviation of the constant energy level of the bipedal SLIP
model, indicated by the dashed line. The bulges in the kinetic
energy plot clearly show the accelerating and the decelerating
of the swing leg.
The energy balance for the swing leg model with leg
retraction (Section V) is shown in Figure 14. It clearly shows
that the leg retraction further slows down the system, as
exemplified by the lower total energy level when compared to
Figure 13. However, it is also noted that the bulges observed
in Figure 13 have been reduced in amplitude in Figure 14.
This is because the leg retraction results in a lower swing leg
inertia, mitigating the influence of the swing of the leg.
Both Figure 13 and Figure 14 show relatively small varia-
tions in the total energy level. This signifies that only small
amounts of energy are exchanged with the environment and
via the control action.
C. Cost of Transport
Cost of transport (also known as specific resistance) is a
measure of energy efficiency, as it measures the energy that a
system uses to travel a specified distance [20], [21]. Using the
definition proposed in [21], the cost of transport is obtained
by exploiting the port-Hamiltonian formulation of the dynamic
equations (5), (13), (18):
C =
1
mtotalg0∆x
∫
T
|〈u|y〉| dt, (20)
where mtotal denotes the total mass and ∆x the distance
traveled during the time T . The cost C captures the amount
of energy required for walking the distance ∆x, taking into
account that, in general, actuators dissipate energy when
negative work is done, rather than storing it.
Using (20), we find C = 3 ·10−3 for the controlled V-SLIP
model. The cost is not exactly zero due to the aforementioned
mismatch between the reference trajectory and the true natural
dynamics: if the reference had been exact, we would have
C ≡ 0. For the model with swing leg (Section IV), we
obtain C = 0.32. For the model with the retracting swing
leg (Section V), we obtain C = 0.34. While Figure 14 hinted
to lower energy expenditure when compared to Figure 13, this
gain in efficiency is offset by the lower average velocity. The
cost of transport C = 0.34 is in the same range as of human
walking [20], and thus the proposed control strategy allows
for a theoretical performance that s approaches that of human
walking.
VII. CONCLUSIONS
In this paper, we started from the bipedal SLIP model, and
showed how active leg stiffness variation can render gaits
of this model more robust. In particular, it was shown that
the model could be extended to include swing leg dynamics,
while still embedding the SLIP-like walking behavior by
employing feedback control strategies. These control strategies
are inspired by the capabilities of the human musculoskeletal
capability of varying leg stiffness. It was shown that this ap-
proach yields a theoretical cost of transport that is comparable
to human performance. This shows that active leg stiffness
variation can be an important concept in human walking,
which has not yet been transferred to the domain of realizing
performant robotic walkers.
The starting point for the analysis presented in this work
was the bipedal SLIP model, extended by variable leg stiffness
to provide control inputs. Subsequent modeling iterations
extended the model to include full swing leg dynamics, while
at the same time the control strategy was extended to handle
the refined models. The final result is a template model of a
bipedal walker, based on the principles of the bipedal SLIP
model, and a stabilizing controller that realizes an energetic
performance level comparable to human walking. This model
plus controller can serve as a basis for control of bipedal
robots.
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