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Abstract: Starting from the free field realization of Kac-Moody Lie algebra, we define a general-
ized Yang-Yang function. Then for the Lie algebra of type An, we derive braiding and fusion matrix
by braiding the thimble from the generalized Yang-Yang function. One can construct a knots in-
variant H(K) from the braiding and fusion matrix. It is an isotropy invariant and obeys a skein
relation. From them, we show that the corresponding knots invariant is HOMFLY polynomial.
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1 Introduction
Knots invariants are topological invariants under Reidemeister moves, among which Jones poly-
nomial [1] and its generalization HOMFLY polynomial [2] have been well studied. Statistical
mechanics explanation [3] of knots invariants was given and also the quantum field theory method
has been used to recover the Jones polynomial as a partition function (or an expectation value)
for given knots [4]. Recently, Gaiotto and Witten [5] reconstruct Jones polynomial from the com-
plexified Chern-Simons theory by studying opers structure, integrable Gaudin model and Virasoro
conformal block in conformal field theory. The conformal block that comes from the integral of
the Chern-Simons functional over an infinite dimensional thimble is shown to be equivalent to that
from the integral of a Yang-Yang function over a finite dimensional thimble. It gives a powerful
tool to reveal the relationship between the Chern-Simons gauge theory and knots invariants. In
this paper, we generalize the method in Gaiotto and Witten’s work [5] to study the thimble of the
generalized Yang-Yang function associated to a simple Lie algebra and derive braiding matrix and
skein relation for the Lie algebra of type An.
In section 2, we give a brief review of the method in [5]. In section 3, we use Wakimoto’s
free field realization of Kac-Moody algebra to construct a generalized Yang-Yang function as our
start point, then introduce the concept of thimble and derive the braiding and fusion matrix from
braiding thimbles of the generalized Yang-Yang function associated with An Lie algebra. Finally,
framing independent knots invariant is constructed and its skein relation is derived, which shows
that it is HOMFLY polynomial.
Based on works on Landau-Ginzburg B models [10, 11], we [12] derive braiding from the tt∗
equations of Landau-Ginzburg B models with Yang-Yang function the super-potential function.
Knot invariants for the B, C, D type Lie algebra correspond to Kauffman polynomials, details
will appear elsewhere [13].
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2 A brief review of Gaiotto-Witten method
In [5], the relationship between the complexified Chern-Simons gauge theory and Jones polynomial
was studied. The gradient flow of the complexified Chern-Simons functional has a nice structure:
with the boundary condition incorporating the information of knots at the finite boundary and
symmetry breaking at the infinity, solutions of the gradient flow equation are corresponding to
opers with monodromy free singularities.
When the gauge group is S L(2,C), an oper with monodromy free singularities satisfies the
equation:
∂z
P(z)
Q(z)
= − K(z)
Q2(z)
, (2.1)
where K(z) =
∏d
a=1(z − za)λa encodes the position and the charge of the oper singularities and
Q(z) =
∏q
j=1(z−w j) is one component of the section
 P(z)Q(z)
. The residue free condition of the left
hand side leads to ∑
a
λa
w j − za =
∑
s, j
2
w j − ws , j = 1, 2..., p. (2.2)
This equation is called the Bethe equation and its solutions w j Bethe roots. It can be considered as
critical point equation
∂W (w, z)
∂w j
= 0, j = 1, 2, ..., p (2.3)
of the Yang-Yang function
W (w, z) =
∑
j,a
λa ln(w j − za) −
∑
s< j
2 ln(w j − ws) −
∑
a<b
λaλb
2
ln(za − zb). (2.4)
In [5], the free field realization of Virasoro conformal blocks was used to construct the representa-
tion of braid group. It gives an integral formula∫
Γ
〈
∏
i
V1/b (wi)
∏
a
V−λa/2b (za)〉free
∏
i
dwi
=
∫
Γ
∏
i,a
(wi − za)
λa
b2
∏
i< j
(wi − w j)−
2
b2
∏
a<b
(za − zb)−
λaλb
2b2
∏
i
dwi =
∫
Γ
e
W
b2
∏
i
dwi, (2.5)
where Γ is a thimble of the Yang-Yang function W and b2 = −(k + 2) is a constant relative to the
level k of the Chern-Simons theory. The definition of the thimble will be given in Section 3. From
conformal field theory, Virasoro conformal block, the solution of the Knizhnik-Zamolodchikov
equation, gives a representation of braid group. So we can use braiding of the thimble of the Yang-
Yang function to study the representation of braid group. As a multiple valued function, when
thimble is braided, e
W
b2 integrated over the thimble will produce an additional phase factor. As
is shown in the [5], we can use thimbles as bases to represent braid group as a braiding matrix.
Combining with the fusion matrix in a standard way [3] gives the famous Jones polynomial.
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3 Generalized Yang-Yang function and braiding of thimble
3.1 Generalized Yang-Yang function
First, we make an introduction to Gaudin model [6] associated to a finite dimensional complex
simple Lie algebra g of rank r. Π = {α1, α2, ..., αr} is the set of the simple roots of g, {Fi,Gi,Hi}, i =
1, 2, ..., r the standard generators of g, {Tβ} the bases of g and {T β} the dual bases induced by the
Killing form of g. Considering distinct points z1, ..., zd in C, we associate each point an irreducible
highest weight representation Vλa of g, where λa is a dominant integral weight. Thus Vλa is a finite
dimensional irreducible highest weight representation of g. V(λa) , Vλ1 ⊗ Vλ2 ⊗ ... ⊗ Vλd . The
Hamiltonian operator is defined as
Ξa ,
∑
b,a
∑
β T
(a)
β T
(b)β
za − zb , a = 1, 2, ..., d (3.1)
on V(λa), where T
(a)
i only acts on the component Vλa of V(λa). vλa is the highest weight vector of
Vλa , then it is clear that vλ1 ⊗ vλ2 ⊗ ...vλd−1 ⊗ vλd is a joint eigenvector of Ξa. To find other joint
eigenvectors of Ξa leads to the Bethe ansatz (for more detail see [6]). w j( j = 1, 2, ..., p) are distinct
points on C different from za. Each w j is associated with a colour αi j , a simple root of g, where
i j ∈ {1, 2, ..., r}. Wakimoto realization is known as the free field realization of an affine Kac-Moody
Lie algebra at the arbitrary level. In [6, 7, 9], it was used to study the Bethe ansatz. The general
Bethe equation for the simple Lie algebra g is obtained:
∑
a
(wi j , λa)
w j − za =
∑
s, j
(αi j , αis)
w j − ws , j = 1, 2, ..., p, (3.2)
where (, ) is the inner product on the weight space induced by the Killing form of the simple Lie
algebra g. The correlation function of Wakimoto realization at arbitrary level k gives conformal
blocks for WZW model and a representation of braid group. It is a generalization of Virasoro
conformal blocks:∫
Γ
∏
j,a
(w j − za)−
(αi j ,λa)
k+h∨
∏
j<s
(w j − ws)
(αi j ,αis )
k+h∨
∏
a<b
(za − zb)
(λa ,λb)
k+h∨
∏
j
dw j =
∫
Γ
e−
W
k+h∨
∏
j
dw j (3.3)
with condition that ∑
α
λα − λ∞ =
∑
j
αi j , (3.4)
where h∨ is the dual Coxeter number. We call
W (w, z) =
∑
j,a
(αi j , λa) ln(w j − za) −
∑
s< j
(αi j , αis) ln(w j − ws) −
∑
a<b
(λa, λb) ln(za − zb) (3.5)
a generalized Yang-Yang function. It is obvious that the critical point equation of the generalized
Yang-Yang function is the general Bethe equation (3.2).
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With the symmetry breaking [5], the generalized Yang-Yang function becomes:
W (w, z) =
∑
j,a
(αi j , λa) ln(w j − za) −
∑
s< j
(αi j , αis) ln(w j − ws) −
∑
a<b
(λa, λb) ln(za − zb)
− c(
∑
j
w j − 12
∑
a
‖ λa ‖ za). (3.6)
When g = sl(2,C), there is only one simple root α satisfying (α, α) = 2 and (α, λa) = λa. The
generalized Bethe equation and Yang-Yang function degenerates to the Bethe equation (2.2) and
Yang-Yang function (2.4) respectively and the highest weight λa degenerates to the charge of sin-
gularity za. Now we use them as our start point to derive the braiding matrix of the thimble of the
generalized Yang-Yang function.
3.2 Definition and example of thimble
We first introduce the concept of thimble. Before that we state two useful facts about the Morse
function as the real part of a holomorphic function on an Hermitian manifold.
Proposition 3.1. For a holomorphic function on an Hermitian manifold M dimRM = 2d, if its real
part h is a Morse function on M (i.e. the Hessian matrix of h is non-degenerate and its critical
points are isolated), then (i) the gradient flow of h keeps the imaginary part invariant; (ii) the index
of each critical point of h is d.
Proof:(i) Assuming that the holomorphic function is f (x, y) = h(x, y) + ig(x, y) and the Hermi-
tian metric on M is ds2 = Hi j¯dzidz¯ j, then the gradient flow equation of h is
dzi
dt
= −Hi j¯ ∂h
∂z¯ j
, (3.7)
dz¯i
dt
= − ∂h
∂z j
H ji¯. (3.8)
Thus
dg
dt
=
1
2i
d( f − f¯ )
dt
=
1
2i
( fzi
dzi
dt
− f¯z¯i dz¯
i
dt
) =
1
2i
(− fzi Hi j¯ ∂h
∂z¯ j
+
∂h
∂z j
H ji¯ f¯z¯i) = 0. (3.9)
The last equality comes from the definition of the Hermitian metric.
(ii) From Cauchy-Rieaman equation, the Hessian matrix of h is hxx hxyhxy hyy
 =  gxy gyy−gxx −gxy
 , (3.10)
thus hxx = −hyy. h is a Morse function implies that the Hessian matrix is non-degenerate
− |hxx|2 − |hxy|2 , 0, (3.11)
i.e.
|hxx| , 0 or |hxy| , 0. (3.12)
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If |hxx| , 0,  hxx hxyhxy −hxx
 =  I h−1xx hxy0 I
t  hxx 00 −hxyh−1xx hxy − hxx
  I h−1xx hxy0 I
 . (3.13)
we consider the determinant of the matrix (s · hxy)h−1xx (s · hxy) + hxx with s ∈ [0, 1]. −|hxx|2 −
|hxy|2 , 0 implies that
|(s · hxy)h−1xx (s · hxy) + hxx| , 0 (3.14)
for any s ∈ [0, 1]. |(s · hxy)h−1xx (s · hxy) + hxx| is a continuous function of s. Therefore, every
eigenvalue of (s · hxy)h−1xx (s · hxy) + hxx keeps its sign invariant with s varying from 0 to 1.
hxyh−1xx hxy + hxx and hxx have the same index of inertia. −hxyh−1xx hxy − hxx and hxx have the
opposite index of inertia. Thus the negative index of inertia of hxx hxyhxy −hxx

is d. The index of the critical point is d.
If |hxy| , 0,
2
 hxx hxyhxy −hxx
 =  I II −I
t  hxy hxxhxx −hxy
  I II −I
 . (3.15)
With the same method above, we can prove that the index of the critical point is d.
This completes the proof.
Now we give a definition of thimble:
Definition 3.2. Assuming that h as the real part of a holomorphic function on an Hermitian man-
ifold M is a Morse function on M. The cycle is called a thimble associated to I, denoted by J , if
all the points of it can be reached by the gradient flow of h started from a critical point I.
Example 3.3. A simple example of thimble comes from [8]: f (x) = iλ(
x3
3
− x) is called Airy
function, where λ is a constant in C and x ∈ C. The critical points of the holomorphic function f are
x = ±1, denoted by P± = ±1. Assuming that the imaginary part of λ is positive: λ = a + bi, where
b > 0, then f (x) = −b( x
3
3
−x)+ia( x
3
3
−x). Im f (P+) = − 23 a and Im f (P−) = 23 a. Im f (P+) = Im f (P−)
if and only if a = 0. Thus, from the Proposition 3.1 above, there is a gradient flow connecting P+
with P− if and only if a = 0. When a = 0, f (x) = −b( x
3
3
− x). The gradient flow connecting P+
with P− is on the real axis of x plane and the imaginary part of f is zero along this flow. When
a , 0, there is no gradient flow connecting P+ with P−. As is shown in the Figure 1, the picture
(a), (b) and (c) describes the gradient flow started from P+ and P− with a = 1, a = 0 and a = −1
respectively.
If a = 1 is continuously changed into a = −1 on the λ plane with b > 0, the thimble J+
associated to P+ and the thimble J− associated to P− will be transformed into J ′+ and J ′−:J ′+J ′−
 =  1 ±10 1
 J+J−
 . (3.16)
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Figure 1. Wall-crossing.
J− is invariant, but J+ will produce an additional term. This phenomena also appears when we
continuously change a = 1 into a = −1 with b < 0. When a = 0, two rays b > 0 and b < 0 on the λ
plane are called Stokes rays (Stokes walls) by physicists. Passing through the Stokes ray is called
wall-crossing. When wall-crossing happens, the thimble will produce an additional term.
3.3 Braiding of thimble
Now we focus on the braiding of the thimble coming from the real part of the Yang-Yang function
W . After the projection on the plane, knots can be decomposed as the contraction of the interaction,
creation and annihilation operator (on page 117-118 of [3]). So it is enough to consider just two
vertex operators or two singularities z1 and z2. Here we only consider the case λ1 = λ2. There is
no loss of generality in assuming that z1 and z2 have the same real part and Imz1 > Imz2. Then
we rotate the z1 and z2 clockwise by pi around the middle point. In the case of no wall-crossing, z1
and z2 will change their position and the multiple valued function e−
W
k+h∨ on the integration cycle
Γ will be multiple of some power of q, where q = e
2pii
k+h∨ . The original integration
∫
Γ
e−
W
k+h∨
∏
j dw j
becomes qθ(B,λa,αi j )
∫
Γ′ e
− W
k+h∨
∏
j dw j, where Γ′ is the new integration cycle after braiding. The
braiding transformation will be denoted by B.
B(Γ) = qθ(B,λa,αi j )Γ′, (3.17)
where the phase factor θ is a real number relative to the braiding and the weight of the highest
weight representation Vλa of the Lie algebra g. When the integration cycle Γ is chosen to be a
thimble, the phase factor can be computed easily, as is shown in the following lemma.
Lemma 3.4. If Γ is a thimble associated to the real part of Yang-Yang functionW (z1, z2,w j), then
the phase factor of the integral
∫
Γ
e−
W
k+h∨
∏
j dw j coming from the braiding without wall-crossing is
equal to the phase factor of e−
Wc
k+h∨ under braiding, whereWc is the value of the Yang-Yang function
W (z1, z2,w) at the critical point wc, i.e. Wc = W (z1, z2,wc).
Proof: We assume that W and I is the real part and imaginary part of W , i.e.W = W + iI. Be-
cause the thimble is defined from the gradient flow of the real function W, from the first conclusion
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of the Proposition 3.1, I is a constant on the thimble. From
∫
Γ
e−
W
k+h∨
∏
j dw j = e
− iI
k+h∨
∫
Γ
e−
W
k+h∨
∏
j dw j,
we see that the phase factor under braiding is coming from the braiding of e−
iI
k+h∨ . And the function
e−
iI
k+h∨ has the same phase factor with the function e−
Wc
k+h∨ under the braiding. This concludes the
proof.
First, we use Lemma 3.4 to compute the phase factor of the braiding transformation without
symmetry breaking.
e−
W
k+h∨ =
∏
j
(w j − z1)−
(αi j ,λ1)
k+h∨ (w j − z2)−
(αi j ,λ2)
k+h∨ (z1 − z2)
(λ1 ,λ2)
k+h∨
∏
j<s
(w j − ws)
(αi j ,αis )
k+h∨ . (3.18)
The Bethe equation is
(αi j , λ1)
w j − z1 +
(αi j , λ2)
w j − z2 = 0, j = 1, 2, ...p, (3.19)
with only one solution:
w j =
(αi j , λ2)z1 + (αi j , λ1)z2
(αi j , λ1) + (αi j , λ2)
, j = 1, 2, ...p. (3.20)
The corresponding thimble Jp connects z1 with z2 and passes through the critical point w j. Thus
both of factors (w j− z1)−
(αi j ,λ1)
k+h∨ and (w j− z2)−
(αi j ,λ2)
k+h∨ will have a contribution to the total phase factor.
The thimble Jp after the braiding is still Jp but multiplied with some power of q. Using Lemma
3.4, we get the result as following:
Be− Wck+h∨ = q− 12 [(λ1,λ2)+
∑
j<s(αi j ,αis )−
∑
j,a(αi j ,λa)]e−
Wc
k+h∨ , (3.21)
thus
BJp = (−1)pq−
1
2 [(λ1,λ2)+
∑
j<s(αi j ,αis )−
∑
j,a(αi j ,λa)]Jp. (3.22)
The (−1)p comes from the fact that the braiding changes the direction of each dimension of the
thimble into the opposite direction and the thimble Jp is p dimensional.
Next, we consider the thimble of the real part of the generalized Yang-Yang function with
symmetry breaking (c > 0):
W (w j, z1, z2) =
∑
j
(αi j , λ1) ln(w j − z1) +
∑
j
(αi j , λ2) ln(w j − z2) −
∑
j<s
(αi j , αis) ln(w j − ws)
− (λ1, λ2)ln(z1 − z2) − c(
∑
j
w j − 12
∑
a
‖ λa ‖ za). (3.23)
The Bethe equation is
(αi j , λ1)
w j − z1 +
(αi j , λ2)
w j − z2 =
∑
s, j
(αi j , αis)
w j − ws + c, j = 1, 2, ...p. (3.24)
When c→ +∞, w j tends either to z1 or z2. It has several different solutions: for any s ∈ Z, 0 ≤ s ≤
p,
w j =
 z1 + o( 1c ), 1 ≤ j ≤ s;z2 + o( 1c ), (s + 1) ≤ j ≤ p, (3.25)
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Figure 2. Thimble J2,3.
when c is large enough. To find solutions as vectors in the representation space Vλ of the highest
weight representation of the Lie algebra g, we consider special solutions with the condition 0 ≤ p ≤
2(m−1) and 0 ≤ s ≤ m−1, where m = dimVλ. Also λ1−αi1−αi2−...−αis and λ2−αis+1−αis+2−...−αip
should be the weights of the representation Vλ. We denote the thimble of this kind as Js,p−s. It
is a p dimensional sub-manifold in a 2p dimensional manifold Cp. Therefore, when c → +∞,
the gradient flow associated to w j is from z1 to infinity for 1 ≤ j ≤ s and from z2 to infinity for
(s + 1) ≤ j ≤ p. The thimble Js,p−s is the Cartesian product of such p one dimensional manifolds.
For example, J2,3 is a 5 dimensional manifold as the Cartesian product of 5 gradient flows, 2 from
z1 and 3 from z2, as is shown in the Figure 2.
Now combining all thimbles together with respect to p from 0 to 2(m − 1), we have to-
tally m2 different thimbles. Each thimble Js,p−s corresponds to a weight vector with weight
λ1 − ∑1≤ j≤s αi j , λ2 − ∑s+1≤ j≤p αi j in the representation space Vλ1 ⊗ Vλ2 . Therefore, all the m2
thimbles as special solutions of the Bethe equation in the symmetry breaking case naturally form
a set of bases of the representation space Vλ1 ⊗ Vλ2 . With these bases the representation space
Vλ1 ⊗ Vλ2 is naturally decomposed into the direct summation of the subspace with respect to the
dimension p of the thimbles:
Vλ1 ⊗ Vλ2 = ⊕2m−2p=0 Vp, (3.26)
where Vp , {vs ⊗ vp−s, 0 ≤ s ≤ p | vs ⊗ vp−s ∈ Vλ1 ⊗ Vλ2 , vs ⊗ vp−sis a vector with weight(λ − αi1 −
... − αis , λ − αis+1 − ... − αp)} ⊆ Vλ1 ⊗ Vλ2 . Clearly the braiding does not change the dimension of
the thimble, thus each Vp is an invariant subspace for the braiding operator B.
For thimble Jp,0, the clockwise braiding will simply change this thimble into the thimble
J0,p up to an phase factor. Because w j is near z1, by Lemma 3.4, the factor (w j − z1)−
(αi j ,λ1)
k+h∨ and
(w j−ws)
(αi j ,αis )
k+h∨ do not have any contribution to the phase factor, but the factor (w j− z2)−
(αi j ,λ2)
k+h∨ does.
Thus
BJp,0 = q−
1
2 (λ1−
∑
j αi j ,λ2)J0,p. (3.27)
It should be noticed that λ1−∑ j αi j and λ2 are the (p+1)th and the first weight of the representation
Vλ1 and Vλ2 respectively. When thimble is connecting z2 to the infinity, for example J0,1, the
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braiding will cause additional wall-crossing terms as indicated before. However, the non-wall-
crossing term still can be determined by Lemma 3.4. As the similar discussion above, for thimble
Js,p−s(p − s , 0),
BJs,p−s = q−
1
2 (λ1−
∑
1≤ j≤s αi j ,λ2−
∑
s+1≤ j≤p αi j )Jp−s,s + w.c.t., (3.28)
where w.c.t are undetermined wall-crossing terms.
Two properties of wall-crossing should be noticed: First, The braiding transformation keeps
invariant the total types and numbers of the simple roots associated to the thimble it acts on. If the
total types and numbers of the simple roots of two thimbles are different, the Yang-Yang functions
of them are two different functions. From the definition of the braiding of the thimble, the braiding
transformation only acts on the thimbles from one holomorphic function. Thus this property is
natural. Wall-crossing in the braiding transformation does not create or annihilate any simple roots,
but only transfers them from one location to another. We call this property the conservation law
of wall-crossing; Second, the transfer of simple roots in the wall-crossing can only be from z2 to
z1. The gradient flows in symmetry breaking case are from z1 and z2 to the infinity in the positive
direction of the real axis in the w plane. In our assumption, z1 and z2 have the same real part
and Imz1 > Imz2. Therefore, in the clockwise braiding, the wall-crossing appears when there is a
gradient flow from z2 to the infinity passing through z1. Thus the only possible transfer of simple
roots is from z2 to z1. These two properties tell us the braiding matrix is a diagonal partitioned
matrix and each block in the diagonal is a triangular matrix with respect to each p. Thus, they are
actually sub-representations of the braiding. For example, the block of p ≤ m − 1 is
B

Jp,0
Jp−1,1
:
J0,p

=

q−
1
2 (λ1−
∑
1≤ j≤p αi j ,λ2)
q−
1
2 (λ1−
∑
1≤ j≤p−1 αi j ,λ2−αip ) ∗
: ∗ ∗
q−
1
2 (λ1,λ2−
∑
1≤ j≤p αi j ) ∗ ∗ ∗


Jp,0
Jp−1,1
:
J0,p
 . (3.29)
Every skew diagonal element of the diagonal block of the braiding matrix is derived from Lemma
3.4. And its phase factor is coming from the inner product of two weights of representation Vλ1
and Vλ2 .
When skew diagonal elements in the triangular matrix are known, the remaining problem is
to find the wall-crossing term. In [5], integration cycles are used to compute the braiding trans-
formation, then they are transformed into bases of thimbles to get the braiding matrix needed.
Now we use the same method to derive the braiding matrix of the fundamental representation of
sl(n + 1,C). Here we use Dynkin label, λ1 = λ2 = λ = (1, 0, ..., 0). sl(n + 1,C) has n simple roots
αi, i = 1, 2, ..., n. The weights of the fundamental representation are λ, (λ − α1), (λ − α1 − α2), (λ −
α1 − α2 − α3), ..., (λ − α1 − α2 − ... − αn). We denote them as λ0, λ1, ..., λn.
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Lemma 3.5.
(λs, λt) =
 nn+1 , s = t;− 1n+1 , s , t. (3.30)
Proof: By straightforward calculation.
Lemma 3.6.
(λs, λt) = (λn−s, λn−t). (3.31)
Proof: n − s = n − t if and only if s = t. From Lemma 3.5, the proof is straightforward.
This duality property for the fundamental representation of sl(n + 1,C) implies that blocks of
p = i and p = 2n − i in the braiding matrix are same.
Theorem 3.7. For general p of 0 ≤ p ≤ 2n, 0 ≤ m ≤ n and 0 ≤ p − m ≤ n:
BJm,p−m =

q−
n
2(n+1)Jm,p−m, m = p − m;
q
1
2(n+1)Jp−m,m, m > p − m;
q
1
2(n+1)Jp−m,m + (q− n2(n+1) − q n+22(n+1) )Jm,p−m, m < p − m.
(3.32)
Proof:
• m = p − m: There is no wall-crossing. From Lemma 3.4 and Lemma 3.5,
BJm,p−m = q− 12 (λm,λm)Jm,p−m = q− n2(n+1)Jm,p−m;
• m > p − m: Also there is no wall-crossing. From Lemma 3.4 and Lemma 3.5,
BJm,p−m = q− 12 (λm,λp−m)Jm,p−m = q 12(n+1)Jm,p−m;
• m < p−m: From the conservation law of wall-crossing, there will be one wall-crossing term
of Jm,p−m. From formula (3.28) and Lemma 3.5,
BJm,p−m = q− 12 (λm,λp−m)Jp−m,m + dJm,p−m = q 12(n+1)Jp−m,m + dJm,p−m,
where d is a constant to be determined. The transformation ofJm,p−m andJp−m,m forms into
a matrix:
B
Jp−m,mJm,p−m
 =  0 q 12(n+1)q 12(n+1) d
 Jp−m,mJm,p−m
 .
To determine d, we derive the braiding matrix of cycles Cp−m,m and Cm,p−m. For convenience,
we assume that p −m = m + l. From the second property of wall-crossing, the only possible
transfer of simple roots is from z2 to z1 , so braiding of Cp−m,m is easy:
BCp−m,m = q− 12 (λ0,λ0)Cm,p−m = q− n2(n+1) Cm,p−m.
The braiding of Cm,p−m = Cm,m+l will cause wall-crossing. As is shown in the Figure 3,
Figure 4 and Figure 5, wall-crossing part is equivalent in homology to a zig-zag cycle, which
is starting at z2, heads directly to Rez = ∞ before doubling back around z1 and returning to
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Figure 3. Cm,m+l before braiding
Figure 4. Cm,m+l after braiding
Rez = ∞. Thus, there are are three pieces in the wall-crossing part and two pieces near z1 are
different by a deck transformation q·. Therefore, we have
BCm,p−m = q · q− 12 (λ0,λ0)(Cp−m,m −Cm,p−m) + q− 12 (λ0,λ0)Cm,p−m
= q · q− n2(n+1) (Cp−m,m −Cm,p−m) + q− n2(n+1) Cm,p−m
= q
n+2
2(n+1) Cp−m,m + (q−
n
2(n+1) − q n+22(n+1) )Cm,p−m,
(3.33)
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Figure 5. Homology equivalence of wall-crossing part
where q· is from deck transformation.
Thus,
B
Cp−m,mCm,p−m
 =  0 q− n2(n+1)q n+22(n+1) q− n2(n+1) − q n+22(n+1)
 Cp−m,mCm,p−m
 .
{Cp−m,m,Cm,p−m} and {Jp−m,m,Jm,p−m} are two bases in the same vector space, braiding ma-
trixes in these two bases are similar to each other. Thus d = q−
n
2(n+1) − q n+22(n+1) . This completes
the proof.
It should be noticed that from the braiding matrix above the irreducible representation of the
braiding on Vλ1 ⊗ Vλ2 is not larger than two dimension.
In the appendix, we have checked that the braiding matrices we derived satisfy Yang-Baxter
equation. Thus, they give a representation of braid group B2. The tensor product of braiding matrix
and m − 2 identities generates the representation of braid group Bm.
3.4 Fusion matrix
When the braiding matrix is known, the amplitudes for creation or annihilation of a pair of strands
can be determined. As in the case of g = sl(2,C) (see p75-76 in [5]), by the correspondence from
vectors in Vλ1 ⊗ Vλ2 to thimbles, if we denote + and − to be the vector of weight λ − α and the
vector of weight λ, then we can write all amplitudes for annihilation into a matrix:
M =

+ −
+ 0 iq− 14
− −iq 14 0
 ,
where i is a normalization constant so that two annihilation amplitudes between two complemen-
tary states are inverse to each other. All amplitudes for creation form another matrix, under the
normalization above, they are same. In general, we denote the amplitudes for annihilation and
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Figure 6. AnnihilationMab and creationMab
Figure 7. Invariance under the topological move
creation between two states va and vb asMab andMab respectively ( see Figure 6 ).
As is shown in the Figure 7, to be invariant under the topological move, they should be inverse
to each other:
MbcMca =MacMcb = δba. (3.34)
We call the matrix of amplitudes for the annihilation of two strands fusion matrix M, then the
matrix of amplitudes for the creation of two strands is just its inverseM−1. For the fundamental
representation of An, we define two vectors vs of weight λ − αi1 − ... − αis and vn−s of weight
– 13 –
Figure 8. Constraint forM
λ − α j1 − ... − α jn−s in the Vλ1 and Vλ2 to be complementary to each other. Since only two com-
plementary states can fuse into a vacuum state, fusion amplitudes are nonzero only between two
complementary vectors. Then fusion matrix can be written asM : Vλ −→ Vλ
M

vn
vn−1
...
v1
v0

=

m0
0 m1
...
mn−1 0
mn


vn
vn−1
...
v1
v0

. (3.35)
And its inverse is:
M−1

vn
vn−1
...
v1
v0

=

m−1n
0 m−1n−1
...
m−11 0
m−10


vn
vn−1
...
v1
v0

. (3.36)
To derive a knot invariant, as is shown in the Figure 8, braiding and fusion matrix must satisfy
the following condition: ∑
b,d,e
BabcdMbeMde = cδac ,where c is a constant. (3.37)
Theorem 3.8. For the braiding matrix in Theorem 3.7, the condition∑
b,d,e
BabcdMbeMde = cδac
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is equivalent to
ma
mn−a
= qa−
n
2 or
ma
mn−a
= −qa− n2 , a = 0, 1, 2, ..., n.
Proof: The left hand side of (3.37) is :
• a , c
L.H.S =
∑
e
Ban−ecn−eMn−eeMn−ee = 0
• a = c
L.H.S =
∑
e≤n−a
Ban−ean−eMn−eeMn−ee
= q−
n
2(n+1)Man−aMan−a + (q− n2(n+1) − q n+22(n+1) )
∑
e<n−a
Mn−eeMn−ee
(3.38)
Thus, the condition (3.37) leads to a group of linear equations for memn−e , e = 0, 1, 2, ..., n:
q−
n
2(n+1)Man−aMan−a + (q− n2(n+1) − q n+22(n+1) )
∑
e<n−a
Mn−eeMn−ee = c, a = 0, 1, 2, ..., n. (3.39)
It has two solutions:
ma
mn−a
= qa−
n
2 or
ma
mn−a
= −qa− n2 , a = 0, 1, 2, ..., n.
This completes the proof.
Here we choose a special solution satisfying the following normalization condition:
ma · mn−a = 1, a = 0, 1, 2, ..., n, (3.40)
or equivalently,
Mab =Mab, a, b = 0, 1, 2, ..., n. (3.41)
Theorem 3.9. For the braiding matrix in Theorem 3.7, M satisfies (3.37) and normalization con-
dition (3.41) if and only if
Mab =
 0, a + b , n;c0q n−2a4 , a + b = n, (3.42)
where c0 = ±1,±i.
Proof: From the solutions of (3.37), the normalization condition (3.41) demands that
(ma)2 = qa−
n
2 or (ma)2 = −qa− n2 , a = 0, 1, 2, ..., n.
This leads to
ma = c0q
2a−n
4 , i.e. Mab = c0q
n−2a
4 δna+b, where c0 = ±1,±i, a = 0, 1, 2, ..., n.
This completes the proof.
For convenience, in the following we choose c0 = 1, i.e.
Mab =
 0, a + b , n;q n−2a4 , a + b = n. (3.43)
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Figure 9. Decomposition of a link diagram
3.5 Knots invariant from braiding and fusion matrix
In [3], the method of quantum mechanics was used to study knots invariants. Every link in R3 can
be projected on a plane as a link diagram. After that, it can be decomposed into the combination
of braiding, fusion and identity, as shown in the Figure 9. Then knots can be thought as a process
with braiding, fusions or identities as its intermediate configurations. Thus knot invariant < K >
as an expectation of a quantum mechanics system is just the contraction of the braiding and fusion
and their inverses appeared in the decomposition of the diagram of knot K. In the Figure 9,
< K >=MabMcdδaeδdh(B−1)bcf gBe fi j BghklM jkMil,
where we use Einstein notation for summation.
Here is an example:
Example 3.10. As is shown in the Figure 10, W+ and W− are twist and anti-twist respectively. Let
< K > be the invariant defined as an expectation of a quantum mechanics system associated to the
knot K. Then
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Figure 10.
< W+ > =
∑
b,d,e
(B−1)abcdMbeMde
=
∑
n−a≤e
(B−1)an−ean−eMn−eeMn−eeδac
= q
n
2(n+1)Man−aMan−a + (q n2(n+1) − q− n+22(n+1) )
∑
e>n−a
Mn−eeMn−eeδac
= q
n
2(n+1)Man−aMan−a + (q n2(n+1) − q− n+22(n+1) )q · Man−aMan−a 1 − q
a
1 − q δ
a
c
= q
n
2(n+1)Man−aMan−a(1 + (1 − q−1) · q1 − q
a
1 − q δ
a
c)
= q
n
2(n+1)Man−aMan−a · qaδac
= q
n
2(n+1)M0nM0nδac
= q
n(n+2)
2(n+1) δac
= q
n(n+2)
2(n+1) < W0 >
(3.44)
Similarly,
< W− >=
∑
b,d,e
BabcdMbeMde = q−
n(n+2)
2(n+1) < W0 > . (3.45)
This example shows that the knot invariant < K > from our construction will produce an factor
a = q
n(n+2)
2(n+1) or a−1 = q−
n(n+2)
2(n+1) under Reidemeister move of type I. If we thicken a knot into a ribbon by
natural framing, i.e. choosing a frame to be normal to the plane the knot projected on, then < K >
depends on its framing.
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Figure 11.
< K > is called an isotopy invariant, if it is invariant under three kinds of Reidemeister moves.
< K > is called a regular isotopy invariant, if it is invariant under Reidemeister moves of type II
and type III.
In the appendix, we prove that the expectations < K > of a quantum mechanics system involv-
ing the braiding derived in Theorem 3.7 and fusion satisfying (3.37) is invariant under Reidemeister
move of type II and type III. Thus, it is a regular isotopy invariant.
However, HOMFLY polynomial is an isotopy invariant. To derive HOMFLY polynomial, we
define H(K) from < K > as follows.
Definition 3.11. For an oriented knot K, define H(K) to be
H(K) = a−ω(K) < K >, (3.46)
where ω(K) is the writhe of K.
For example, ω(L+) = 1 and ω(L−) = −1, then
H(L+) = a−1 < L+ >= q−
n(n+2)
2(n+1) < L+ > and H(L−) = a < L+ >= q
n(n+2)
2(n+1) < L− > .
It is easy to prove that H(K) is independent of framing of K (see Proposition 3.7 in [3]). We prove
that K is a regular isotopy invariant in the appendix, therefore H(K) is an isotopy invariant.
The skein relation of H(K) can be derived directly, when braiding matrix B is known:
Theorem 3.12. For the fundamental representation of An Lie algebra, associated knots invariant
H(K) satisfies following skein relation:
q
n+1
2 H(L+) − q− n+12 H(L−) = (q 12 − q− 12 )H(L0). (3.47)
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Proof: From Theorem 3.7,
q−
1
2(n+1)B − q 12(n+1)B−1 = (q− 12 − q 12 )I. (3.48)
For oriented crossing, B and B−1 are associated to < L− > and < L+ > respectively. Thus, we have
skein relation of < K >:
q
1
2(n+1) < L+ > −q− 12(n+1) < L− >= (q 12 − q− 12 ) < L0 > . (3.49)
Replacing < L+ > and < L− > by q
n(n+2)
2(n+1) H(L+) and q
− n(n+2)2(n+1) H(L−), we have
q
n+1
2 H(L+) − q− n+12 H(L−) = (q 12 − q− 12 )H(L0). (3.50)
This completes the proof.
This skein relation shows that the isotopy invariant H(K) from the generalized Yang-Yang
function associated with the fundamental representation of type An Lie algebra is HOMFLY poly-
nomial [3].
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4 Appendix
In the following appendix, we prove that, for an unoriented knot K, < K > is a regular isotropy
invariant, i.e. < K > is invariant under Reidemeister moves of type II and type III.
< K > is invariant under Reidemeister move of type II
Since the operator B and B−1 are inverse to each other, i.e.∑
e, f
(B−1)e facBbde f = δbaδdc =
∑
e, f
Be fac(B−1)bde f , (4.1)
< K > is clearly invariant under the vertical Reidemeister move II (see Figure 12).
For horizontal Reidemeister move II (see Figure 13), we have following equation:
Proposition 4.1. ∑
e, f ,g,h
Baebg(B−1) f chdMe fMgh =MbdMac (4.2)
∑
e, f ,g,h
(B−1)aebgB f chdMe fMgh =MbdMac (4.3)
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Figure 12. Vertical Reidemeister move II
Figure 13. Horizontal Reidemeister move II
Proof: We only prove the equation (4.2), the proof of (4.3) is similar. First, consider the left
hand side case by case.
c , n − a
• if a , b,
L.H.S = Babba(B−1)n−bcn−adMb,n−bMa,n−a.
From c , n − a and a , b, (B−1)n−bcn−ad = 0. Thus, L.H.S=0.
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• if a = b and c , d,
L.H.S = Baaaa(B−1)n−acn−adMa,n−aMa,n−a = 0.
• if a = b, c = d, c > n − a, then a > n − c.
L.H.S =
∑
e
Baeae(B−1)n−ecn−ecMe,n−eMe,n−e = 0.
• if a = b, c = d, c < n − a, then a < n − c.
L.H.S
=
∑
a≤e≤n−c
Baeae(B−1)n−ecn−ecMe,n−eMe,n−e
= Baaaa(B−1)n−acn−acMa,n−aMa,n−a +
∑
a<e<n−c
Baeae(B−1)n−ecn−ecMe,n−eMe,n−e + Ban−can−c(B−1)ccccMn−c,cMn−c,c
= (1 − q−1)Ma,n−aMa,n−a + (1 − q)(1 − q−1)
∑
a<e<n−c
Me,n−eMe,n−e + (1 − q)Mn−c,cMn−c,c
= (1 − q−1)qn−c−aMn−c,cMn−c,c + (1 − q)(1 − q−1)qMn−c,cMn−c,c 1 − q
n−c−a−1
1 − q + (1 − q)Mn−c,cM
n−c,c
= (1 − q−1)Mn−c,cMn−c,c(qn−c−a + q(1 − qn−c−a−1)) + (1 − q)Mn−c,cMn−c,c
= 0.
(4.4)
d , n − b
• if a , b, then (B−1)n−bcn−ad = 0. Thus, L.H.S=0.
• if a = b and c , d,
L.H.S =
∑
e
Baeae(B−1)n−ecn−edMe,n−eMe,n−e = 0.
• if a = b, c = d, c > n − a,
L.H.S =
∑
e
Baeae(B−1)n−ecn−ecMe,n−eMe,n−e = 0.
• if a = b, c = d, c < n − a,
L.H.S =
∑
a≤e≤n−c
Baeae(B−1)n−ecn−ecMe,n−eMe,n−e = 0.
c = n − a, d = n − b • if a , b,
L.H.S = Babba(B−1)n−bn−an−an−bMb,n−bMa,n−a =Mb,n−bMa,n−a.
• if a = b,
L.H.S = Baaaa(B−1)n−an−an−an−aMa,n−aMa,n−a =Ma,n−aMa,n−a.
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Clearly, the right hand sideMbdMac is :
c , n − a
R.H.S = 0
d , n − b
R.H.S = 0
c = n − a = d = n − b
R.H.S =Ma,n−aMa,n−a
c = n − a , d = n − b
R.H.S =Mb,n−bMa,n−a
This completes the proof.
Braiding matrix B satisfies Yang-Baxter equation
Let V1, V2 and V3 be three fundamental representation spaces for An Lie algebra associated to
three parameters z1, z2 and z3. The braiding matrix B is defined on the tensor product of two
representation spaces. We define
B12 : V1 ⊗ V2 ⊗ V3 −→ V1 ⊗ V2 ⊗ V3
B12 = B ⊗ id3, (4.5)
and
B23 : V1 ⊗ V2 ⊗ V3 −→ V1 ⊗ V2 ⊗ V3
B23 = id1 ⊗ B. (4.6)
Let Ja,b,c be the vector in the space V1 ⊗ V2 ⊗ V3, a, b, c = 0, 1, 2, ..., n. We have checked that
B12B23B12Ja,b,c = B23B12B23Ja,b,c for all a,b,c. (4.7)
From Theorem 3.7, we know there are three cases in the braiding. Thus, we just need to
calculate 13 cases as follows. B12B23B12Ja,b,c and B23B12B23Ja,b,c are equal and they are
a > b > c
γ3Jc,b,a;
a > b = c
αγ2Jb,c,a;
a > c > b
γ3Jc,b,a + (α − β)γ2Jb,c,a;
a = c > b
αγ2Ja,b,c + (α − β)αγJb,a,c;
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c > a > b
γ3Jc,b,a + (α − β)γ2Jb,c,a + γ2(α − β)Ja,b,c + (α − β)2γJb,a,c;
a = b > c
αγ2Jc,a,b;
a = b = c
α3Ja,b,c;
c > a = b
αγ2Jc,a,b + (α − β)αγJa,c,b + α2(α − β)Ja,b,c;
a < b < c
γ3Jc,b,a+(α−β)γ2Jb,c,a+γ2(α−β)Ja,b,c+(α−β)γ2Jc,a,b+(α−β)2γJa,c,b+γ(α−β)2Jb,a,c+(α−β)3Ja,b,c;
a < b = c
αγ2Jb,c,a + (α − β)γ2Ja,b,c + αγ(α − β)Jb,a,c + (α − β)2αJa,b,c;
a < c < b
γ3Jc,b,a + (α − β)γ2Ja,b,c + γ2(α − β)Jc,a,b + (α − β)2γJa,c,b;
a = c < b
αγ2Ja,b,c + αγ(α − β)Ja,c,b;
c < a < b
γ3Jc,b,a + γ2(α − β)Jc,a,b,
where α = q−
n
2(n+1) , β = q
n+2
2(n+1) and γ = q
1
2(n+1) satisfying γ2 = αβ.
Thus, B12 and B23 satisfy Yang-Baxter equation:
B12B23B12 = B23B12B23. (4.8)
Similarly, we can prove that B−1 also satisfies Yang-Baxter equation:
B−112B−123B−112 = B−123B−112B−123 . (4.9)
Write Yang-Baxter equations for B and B−1 into the contraction of the tensor (see Figure 14):
Proposition 4.2. ∑
g,h,i
BgiabBh fic Bdegh =
∑
j,k,l
Bk jbcBdlakBe fl j (4.10)
∑
g,h,i
(B−1)giab(B−1)h fic (B−1)degh =
∑
j,k,l
(B−1)k jbc(B−1)dlak(B−1)e fl j (4.11)
This means that < K > is invariant under Reidemeister move of type III.
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Figure 14. Reidemeister move III
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