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Abstract
In this thesis, we develop a relational localisation theory for topological algebras,
i.e., a theory that studies local approximations of a topological algebra’s relational
counterpart. In order to provide an appropriate framework for our considerations,
we first introduce a general Galois theory between continuous functions and closed
relations on an arbitrary topological space. Subsequently to this rather founda-
tional discussion, we establish the desired localisation theory comprising the iden-
tification of suitable subsets, the description of local structures, and the retrieval
of global information from local data. Among other results, we show that the
restriction process with respect to a sufficiently large collection of local approx-
imations of a Hausdorff topological algebra extends to a categorical equivalence
between the topological quasivariety generated by the examined structure and the
one generated by its localisation. Furthermore, we present methods for exploring
topological algebras possessing certain operational compactness properties. Finally,
we explain the developed concepts and obtained results in the particular context of
three important classes of topological algebras by analysing the local structure of
essentially unary topological algebras, topological lattices, and topological modules
of compact Hausdorff topological rings.
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Introduction
In the 1980’s, David Hobby and Ralph McKenzie established a general localisation
theory for finite algebras, called Tame Congruence Theory (TCT), studying alge-
braic structures by means of their congruence lattices ([McK83, HM88]). In the
subsequent years, TCT proved to be a powerful tool towards the investigation of
finite algebras and locally finite varieties (see, e.g., [McK96, KS97, KKV99]). In
2001, at a workshop in Budapest, Keith Kearnes and Ágnes Szendrei proposed a
relational refinement of TCT. The crucial improvement of their approach, outlined
in [Kea01], entailed taking into account the whole relational clone of all invariant
finitary relations of an algebra, instead of focusing on its congruence lattice as done
in TCT. This idea was based on a general Galois theory for functions and relations,
addressed in [Gei68, BKKR69, PK79, Pös79, Pös80], that allows one to study a
finite algebra up to term equivalence by analysing its corresponding clone of in-
variant relations. Later, a comprehensive study of the theory sketched in [Kea01]
was pursued in [Beh09].
The present thesis is intended to continue and expand this development. In fact,
we will introduce methods for exploring topological algebras by studying their re-
spective relational counterparts in terms of a localisation theory. That is, we aim
to select suitable subsets of a topological algebra, restrict the corresponding rela-
tional structure to those subsets, generate information about the preferably small
induced structures and combine the obtained local data into global information.
Our basic idea is to topologise the concepts outlined in [Kea01], replace finite-
ness reasoning by arguments in terms of approximation and develop a relational
localisation theory which applies to arbitrary topological algebras.
To justify this strategy and to provide an appropriate framework for our consid-
erations, our first main concern will be to establish a general Galois theory between
continuous operations and closed relations on an arbitrary topological space based
on the notion of invariance adapted from [Pös80, Ker11]. As we will see in Chap-
ter 2, the main results of the Galois theory presented in [Pös80] can be parametrised
and generalised to the level of topological spaces. This leads to the following char-
acterisation of the corresponding Galois closed classes: Whereas the Galois closed
classes of continuous operations are exactly those clones of continuous operations
which are closed with respect to the topology of pointwise convergence, on the
relational side the Galois closed classes are given by the closures of what we will
introduce as clones of closed relations with respect to a certain interpolation topol-
ogy. In case that the underlying topological space is discrete, this Galois theory will
coincide with the one introduced in [Pös80]. One of the main consequences of the
mentioned characterisation of Galois closures is that one can study a topological
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algebra up to a certain equivalence of structures by investigating its corresponding
clone of closed invariant relations. That is what we intend to do within this thesis.
For this purpose, our subsequent task will be to identify the suitable subsets for
this kind of localisation. That is, in Chapter 3, we will start by looking for an
operational description of those subsets where the restriction process is in accor-
dance with the structure of the clone of closed invariant relations of the examined
topological algebra. Adopting the terminology used in [Kea01], those subsets will
be called neighbourhoods. To avoid confusion, we will not use this term in its topo-
logical sense. Afterwards, we will characterise those collections of neighbourhoods
which are large enough such that the decomposition of a structure with respect to
the contained neighbourhoods represents no loss of algebraic information. We will
call those collections covers. Again, this terminology is due to [Kea01] and will not
cause any confusion as the term will not be used in a different meaning. Among the
main results of this thesis, we will present an operational characterisation of covers
in terms of pointwise convergence of certain decomposition functions. In order to
retrieve a structure’s underlying topological space as well, we will introduce the
stronger notion of a full cover, which is a cover satisfying some additional topolog-
ical condition. Inter alia, it will turn out that any cover of a compact Hausdorff
topological algebra constitutes a full cover of that structure.
As we will see later in Chapter 4, the introduced localisation theory is not merely
suited for exploring a single structure, but rather for investigating a whole topo-
logical quasivariety at once. That is, the restriction process with respect to a
collection of neighbourhoods which are common to all members of a topological
quasivariety extends to a functor. In fact, a full cover of a Hausdorff topological
algebra consisting exclusively of closed neighbourhoods gives rise to a categorical
equivalence between its generated topological quasivariety and the one generated
by a topological algebra defined on a product of the involved neighbourhoods.
Consequently, the presented localisation theory enables us to study topological
algebras up to categorical equivalence of the respective generated topological qua-
sivarieties. To substantiate how closed neighbourhoods of a Hausdorff topological
algebra extend to those of its generated quasivariety, we will illustrate a connec-
tion between natural transformations of the corresponding forgetful functor and
functions approximated by term operations.
Furthermore, the established framework allows us to apply techniques from the
field of set-theoretic topology, such as compactness reasoning. In Chapter 5, we
will show in which way operational compactness properties of a topological algebra
make an impact on the order-theoretic and topological structure of its neighbour-
hoods and covers and how compactness arguments can be used to specify and
simplify the localisation process. In particular, this will help us to characterise
irreducible neighbourhoods, i.e., neighbourhoods whose respective local structure
admits only trivial decompositions in terms of our localisation theory, and to find
preferably fine covers of topological algebras being sufficiently compact.
Finally, in Chapter 6, we will illustrate how the established notions and re-
sults emerge in concrete situations and analyse the local structure of essentially
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unary structures, topological lattices, and topological modules of compact Haus-
dorff topological rings. For instance, we will characterise the irreducible ones in the
class of all essentially unary, operationally compact, compact Hausdorff topological
algebras. What is more, among other results regarding topological lattices, we will
present a purely order-theoretic description of the closed neighbourhoods and the
concept of irreducibility concerning the extended structure arising from an arbi-
trary non-empty distributive compact Hausdorff topological lattice. Furthermore,
dealing with Hausdorff topological modules of compact Hausdorff topological rings,
we will deduce a characterisation of the relationally irreducible closed neighbour-
hoods in terms of primitive idempotents of the respective ring.
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1 Preliminaries
In this chapter, we will make the reader familiar with some notions and notational
conventions used throughout the present thesis. In particular, we are going to
provide some very basics regarding clones of operations, topological spaces, and
topological relational structures.
1.1 Functions, clones, and preordered sets
At the very beginning, we want to introduce some basic set-theoretic notation.
Throughout our investigation, we denote by N the set of natural numbers including
0. More precisely, we are going to refer to a natural number according to the
recursive definition in Zermelo-Fraenkel set theory, i.e., 0 = ∅ and n+1 = {0, . . . , n}
whenever n ∈ N. Besides, let N>0 := N \ {0}. Subsequently, we want to address
some more notational issues.
1.1.1 Notation. Let A, B, C be sets and U ⊆ A, V ⊆ B. The power set of A
will be denoted by P(A), and the set of all finite subsets of A will be denoted by
Pfin(A). If we want to indicate that U is a finite subset of A, then we will write
U ⊆fin A. Moreover, we define
injAU : U −→ A
u 7−→ u .
The set of all functions from A to B is denoted by BA. Now, let f : A → B be a
function. Then we define
f [U ] := {f(u) | u ∈ U}, f−1[V ] := {a ∈ A | f(a) ∈ V },
and im f := f [A]. Moreover, for U ⊆ P(A) and V ⊆ P(B), let
f [[U ]] := {f [U ′] | U ′ ∈ U}, f−1[[V ]] := {f−1[V ′] | V ′ ∈ V}.
If f [U ] ⊆ V , then the restriction of f with respect to these subsets is defined by
f |VU : U −→ V
u 7−→ f(u) .
Provided that im f ⊆ V , we are going to abbreviate
f |U := f |BU , f |V := f |VA.
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For a subset % ⊆ BA, we define the restriction of % with respect to V to be the set
%V := {r|V | r ∈ %, im r ⊆ V }.
Besides, regarding an arbitrary index set I, we define
f [I] : AI −→ BI
a 7−→ f ◦ a .
Furthermore, given a family (Bi)i∈I of sets and a family fi : A → Bi (i ∈ I) of
functions, we define
〈fi〉i∈I : A −→
∏
i∈I Bi
a 7−→ (fi(a))i∈I .
In particular, concerning finite sequences of sets B0, . . . , Bn−1 and functions
f0 : A→ B0, . . . , fn−1 : A→ Bn−1,
we define
〈f0, . . . , fn−1〉 : A −→
∏
i∈nBi
a 7−→ (fi(a))i∈n .
Likewise, given families (Ai)i∈I and (Bi)i∈I of sets and a corresponding family
fi : Ai → Bi (i ∈ I) of functions, we define∏
i∈I fi :
∏
i∈I Ai −→
∏
i∈I Bi
(ai)i∈I 7−→ (fi(ai))i∈I .
And similarly, with regard to finite sequences of sets A0, . . . , An−1, B0, . . . , Bn−1
and functions f0 : A→ B0, . . . , fn−1 : A→ Bn−1, we define
f0 × · · · × fn−1 :
∏
i∈nAi −→
∏
i∈nBi
(ai)i∈n 7−→ (fi(ai))i∈n .
For an index set I, i ∈ I and a ∈ A, we define
prIi := pr
I,A
i : A
I −→ A
x 7−→ x(i) ,
cIa := c
I,A
a : A
I −→ A
x 7−→ a .
What is more, we define
∆A := {(a, a) | a ∈ A} ⊆ A× A, ∇A := A× A.
For binary relations % ⊆ A×B and σ ⊆ B × C, we define
% ◦ σ := {(a, c) ∈ A× C | ∃b ∈ B : (a, b) ∈ %, (b, c) ∈ σ}.
Regarding an arbitrary binary relation ϑ ⊆ A× A, let [a]ϑ := {b ∈ A | (b, a) ∈ ϑ}
for all a ∈ A, and define A/ϑ := {[a]ϑ | a ∈ A} as well as
natϑ : A −→ A/ϑ
a 7−→ [a]ϑ .
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Finally, we denote by EqA the set of all equivalence relations on A, and the set of
all equivalence relations on A having finite index is given by
EqfinA := {ϑ ∈ EqA | A/ϑ is finite}.
Since we are going to deal with idempotent functions in a lot of situations, the
following observation will prove to be useful:
1.1.2 Remark. Let A be a set and e : A→ A. The following hold:
(1) Let U := e[A]. Then
e is idempotent ⇐⇒ e|U = injAU ⇐⇒ U = 〈e, idA〉−1[∆A].
(2) Suppose that e is idempotent. Then
e = idA ⇐⇒ e is injective ⇐⇒ e is surjective.
At this point, we want to introduce the very basics of clone theory as well. For
further reading, we refer to [PK79, Pös79, Pös80, Ker11]. The only (and, in fact,
rather marginal) difference between our presentation of the following concepts and
the one given in [Pös80] is that we explicitly allow nullary operations and relations.
1.1.3 Definition. Let A be a set. For n ∈ N, we define O(n)A := AA
n to be the set
of all n-ary operations on A. Furthermore, let
OA :=
⋃
n∈N
O
(n)
A
be the set of all finitary operations on A. Moreover, we set F (n) := F ∩ O(n)A
whenever F ⊆ OA. Likewise, for m ∈ N, we define R(m)A := P(Am) to be the set of
all m-ary relations on A. Similarly, let
RA :=
⋃
m∈N
R
(m)
A
be the set of all finitary relations on A. Furthermore, we set Q(m) := Q ∩ R(m)A
whenever Q ⊆ RA.
1.1.4 Definition. Let A and B be sets, n ∈ N, f ∈ O(n)A and % ⊆ AB. We say
that % is invariant for f or that f preserves %, written f B %, if
f ◦ 〈r0, . . . , rn−1〉 ∈ %
whenever r0, . . . , rn−1 ∈ %. Furthermore, we say that a subset F ⊆ OA preserves
%, written F B %, if every f ∈ F preserves %.
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1.1.5 Definition. Let A be a set. We define the operators
Inv : P(OA)→ P(RA), Pol : P(RA)→ P(OA)
as follows: For F ⊆ OA, Q ⊆ RA, let
InvF := InvA F := {% ∈ RA | ∀f ∈ F : f B %},
PolQ := PolAQ := {f ∈ OA | ∀% ∈ Q : f B %},
and moreover, for m,n ∈ N,
Inv(m) F := Inv
(m)
A F := (InvA F )
(m),
Pol(n) Q := Pol
(n)
A Q := (PolAQ)
(n).
Additionally, for F ⊆ OA, we define
ConF := ConA F := (EqA) ∩ Inv(2)A F ,
Confin F := Confin,A F := (EqfinA) ∩ Inv(2)A F .
1.1.6 Definition. Let A be a set. A subset F ⊆ OA is called a clone of operations
on A if
(1) for each n ∈ N>0 and i ∈ n, F contains the projection
prni : A
n −→ A
a 7−→ a(i) ,
(2) for all m,n ∈ N, f ∈ F (n), f0, . . . , fn−1 ∈ F (m), we also have
f ◦ 〈f0, . . . , fn−1〉 ∈ F.
It is easy to verify that the set of all clones of operations on A constitutes a
closure system on OA. Therefore, the following definition makes sense:
1.1.7 Definition. Let A be a set and F ⊆ OA. The least clone of operations on A
containing F is denoted by CloA(F ) or Clo(F ), respectively. Moreover, for n ∈ N,
we set Clo(n)(F ) := (CloF )(n).
1.1.8 Proposition. Let A and B be sets, F ⊆ OA and % ⊆ AB. If F preserves %,
then so does Clo(F ).
Proof. We show that H := {f ∈ OA | f B %} is a clone. Trivially, % preserved by
all projections. For the rest, let m,n ∈ N, f ∈ O(n)A and f0, . . . , fn−1 ∈ O(m)A such
that f, f0, . . . , fn−1 B %. For r0, . . . , rm−1 ∈ %, we have
f0 ◦ 〈r0, . . . , rm−1〉, . . . , fn−1 ◦ 〈r0, . . . , rm−1〉 ∈ %
and, therefore,
f ◦ 〈f0, . . . , fn−1〉 ◦ 〈r0, . . . , rm−1〉
= f ◦ 〈f0 ◦ 〈r0, . . . , rm−1〉, . . . , fn−1 ◦ 〈r0, . . . , rm−1〉〉 ∈ %.
So, H is a clone, which implies Clo(F ) ⊆ H, i.e., Clo(F )B %.
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1.1.9 Definition. Let A be a set, n ∈ N, ki ∈ N and fi : Aki → A for each i ∈ n.
For all j ∈ n and l ∈ kj, set mj,l := l +
∑
i∈j ki. Furthermore, let m :=
∑
i∈n ki.
Then the map 〈〈f0, . . . , fn−1〉〉 : Am → An is defined by
〈〈f0, . . . , fn−1〉〉
:=
〈
f0 ◦
〈
prmm0,0 , . . . , pr
m
m0,k0−1
〉
, . . . , fn−1 ◦
〈
prmmn−1,0 , . . . , pr
m
mn−1,kn−1−1
〉〉
.
Immediately from Definition 1.1.7 and Definition 1.1.9, it follows:
1.1.10 Lemma. Let A be a set, F ⊆ OA a clone, f ∈ F (n), n ∈ N, and gi ∈ F for
each i ∈ n. Then f ◦ 〈〈g0, . . . , gn−1〉〉 ∈ F .
Later in this thesis, we will frequently be concerned with order-theoretic issues.
For this reason, we want to give a brief compendium of some basic notions con-
cerning preordered sets that will appear in a lot of situations.
1.1.11 Definition. Let L = (L,≤) be a preordered set, that is, a pair consisting
of a set L and a preorder ≤ on L, i.e., a binary relation on L which is reflexive and
transitive. A subset K ⊆ L is said to be a directed subset of L if, for every finite
subset F ⊆fin K, there exists x ∈ K such that y ≤ x whenever y ∈ F . As would
seem natural, L is called a directed set if L itself is a directed subset of L. A subset
K ⊆ L is said to be coinitial in L if, for every x ∈ L, there exists some y ∈ K such
that y ≤ x. Dually, a subset K ⊆ L is called cofinal in L if it is coinitial in (L,≥).
Regarding an arbitrary subset K ⊆ L, we define
Min≤K := {x ∈ K | ∀y ∈ K : y ≤ x⇒ x ≤ y},
Max≤K := {x ∈ K | ∀y ∈ K : y ≥ x⇒ x ≥ y}.
Moreover, we say that x ∈ L is minimal in L if x ∈ Min≤ L. In a dual manner,
x ∈ L is called maximal in L if x ∈ Max≤ L. Besides, x ∈ L is called a least
element of L if x ≤ y for all y ∈ L. Dually, x ∈ L is called a greatest element of L
if y ≤ x for all y ∈ L.1 We say that L is bounded if it admits both a least and a
greatest element. Concerning a subset K ⊆ L and some x ∈ L, we say that x is a
lower bound of K in L if x ≤ y for all y ∈ K, and we say that x is an upper bound
of K in L if y ≤ x for all y ∈ K. Furthermore, two elements x, y ∈ L are said to
be ≤-equivalent if x ≤ y and y ≤ x. What is more, for x, y ∈ L, we define the
interval of L associated to x and y to be the set [x, y]L := {z ∈ L | x ≤ z ≤ y}. A
subset K ⊆ L is said to be a convex subset of L if [x, y]L ⊆ K whenever x, y ∈ K.
Moreover, a subset K ⊆ L is called a chain in L if, for every two elements x, y ∈ K,
we have x ≤ y or y ≤ x. We say that L is inductive if every chain in L admits an
upper bound in L. Finally, regarding another preordered set L′ = (L′,≤′) and a
bijection f : L→ L′, we say that f : L→ L′ is an isomorphism if, for all x, y ∈ L,
we have
x ≤ y ⇐⇒ f(x) ≤′ f(y).
1Note that, in the general case of preordered sets, neither least nor greatest elements have to
be unique.
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1.1.12 Definition. Let L = (L,≤) be a partially ordered set, that is, a pair
consisting of a set L and a partial order ≤ on L, i.e., an antisymmetric preorder on
L. We say L is inductively ordered if it is inductive in the sense of Definition 1.1.11.
For x, y ∈ L, we write x < y or x <L y, respectively, if x ≤ y and x 6= y, and we
write x L y if {z ∈ L | z < y} = {z ∈ L | z ≤ x}, that is, x < y and we have
z ≤ x whenever z ∈ L, z < y. Furthermore, we say that L is stable if
∀x, y ∈ L : (x < y =⇒ ∃u, z ∈ L : uL z, z ≤ y, z 6≤ x).
Moreover, the esteemed reader will be assumed to be familiar with some very
basic concepts regarding complete lattices, such as join, meet, completely join-
irreducible element, and completely meet-irreducible element. We are not going to
recall these notions here, but instead refer to standard texts like [GW96, DP02].
1.2 Topological spaces
In the sequel, we will be concerned with topological structures, wherefore we need
some basic notions and results from set-theoretic topology which we are going to
present in this section. The following definitions and remarks are well-known and
can be found, e.g., in [Wil70, vQ79].
1.2.1 Definition. Let A be a set. A system T ⊆ P(A) is called a topology on A if
(1) ∅ ∈ T and A ∈ T ,
(2) for every subset S ⊆ T , we have ⋃S ∈ T ,
(3) for every finite subset F ⊆fin T , we have
⋂F ∈ T .
Since
⋃ ∅ = ∅ and, by usual convention, ⋂ ∅ = A, the first requirement may be
omitted. Concerning two topologies T , S on A, we say that T is coarser than S
or that S is finer than T , respectively, if T ⊆ S. A topological space is a pair
(A, T ) consisting of a set A and a topology T on A. Now, let X := (A, T ) be a
topological space. Regarding an arbitrary subset U ⊆ A, we say that U is open in
X or with respect to T if U ∈ T , we say that U is closed in X or with respect to T
if A \ U ∈ T , and we define
U
X
:= U
T
:=
⋂
{V ⊆ A | A \ V ∈ T , U ⊆ V },
which is the least subset of A being closed with respect to T and containing U .
Furthermore, a subset S ⊆ T is said to be a base of T if U = ⋃{V ∈ S | V ⊆ U}
holds for every U ∈ T , and S is called a subbase of T if {⋂F | F ⊆fin S}
constitutes a base of T . Besides, we will denote by DA := (A,P(A)) the discrete
topological space on A.
1.2.2 Remark. Two topologies T and S on a common carrier set A coincide if
and only if UT = US holds for every subset U ⊆ A.
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1.2.3 Remark. Let X = (A, T ) be a topological space. Then · X : P(A)→ P(A)
is a closure operator. Moreover, for S ⊆ P(A), we have
⋂
S
X
⊆
⋂
U∈S
U
X
,
and for F ⊆fin P(A), it holds⋃
F
X
=
⋃
U∈F
U
X
.
1.2.4 Definition. Let A be a set. A set F ⊆ P(A) is called a filter base on A if
(1) ∅ 6∈ F and F 6= ∅,
(2) for every two F0, F1 ∈ F , there exists some F ∈ F such that F ⊆ F0 ∩ F1.
The set of all filter bases on A will be denoted by FltB(A). Regarding a class
M , by a filter base on M we mean a filter base on a non-empty subset of M , and
we denote the collection of all filter bases on M by FltB(M). Note that this is
consistent with the definition for sets.
1.2.5 Remark. Let A, B be sets and f : A→ B, F ∈ FltB(A) and G ∈ FltB(B).
Then the following hold:
(1) f [[F ]] is a filter base on B.
(2) If ∅ 6∈ f−1[[G]], then f−1[[G]] is a filter base on A.
1.2.6 Definition. Let X = (A, T ) be a topological space and F ∈ FltB(A). We
say that F converges to a ∈ A in X or with respect to T , respectively, and write
F −→ a if
∀U ∈ T : (a ∈ U =⇒ ∃F ∈ F : F ⊆ U).
Furthermore, we say that F converges in X or with respect to T , respectively, if
there exists some a ∈ A such that F −→ a in X.
1.2.7 Definition. Let X = (A, T ) be a topological space. A net in A or in X,
respectively, is a family (aλ)λ∈Λ ∈ AΛ indexed by a directed set (Λ,≤Λ).2 We say
that (aλ)λ∈Λ converges to a ∈ A in X or with respect to T , respectively, and write
aλ
λ∈Λ−→ a if
∀U ∈ T : (a ∈ U =⇒ (∃λ0 ∈ Λ ∀λ ∈ Λ : λ0 ≤Λ λ =⇒ aλ ∈ U)).
Furthermore, we say that (aλ)λ∈Λ converges in X or with respect to T , respectively,
if there exists some a ∈ A such that aλ λ∈Λ−→ a in X.
2As usual set-theoretic topology, the preorder ≤Λ will often be referred to only implicitly.
11
1 Preliminaries
1.2.8 Remark. Let X = (A, T ) be a topological space and (aλ)λ∈Λ a net in A.
Then F := {{aλ | λ ∈ Λ, λ0 ≤Λ λ} | λ0 ∈ Λ} is a filter base on A and, for all a ∈ A,
aλ
λ∈Λ−→ a in X ⇐⇒ F −→ a in X.
1.2.9 Remark. Let X = (A, T ) be a topological space, a ∈ A and U ⊆ A. The
following are equivalent:
(1) a is an element of UX .
(2) There exists F ∈ FltB(A) such that ⋃F ⊆ U and F −→ a in X.
(3) There exists a net (aλ)λ∈Λ in U such that aλ
λ∈Λ−→ a in X.
1.2.10 Definition. Let X = (A, T ) and Y = (B,S) be topological spaces, and
f : A→ B. We say that f is a continuous function from X to Y or that f : X → Y
is continuous if, for each U ∈ S, it holds f−1[U ] ∈ T . The set of all continuous
functions from X to Y is denoted by C(X, Y ). If f is a bijection and f : X → Y
as well as f−1 : Y → X is continuous, then we say that f : X → Y is a homeomor-
phism.
1.2.11 Remark. Let X = (A, T ) and Y = (B,S) be topological spaces, and
f : A→ B. The following are equivalent:
(1) f : X → Y is continuous.
(2) For every subset U ⊆ A, we have f
[
U
X
]
⊆ f [U ]Y .
(3) If F ∈ FltB(A) and a ∈ A with F −→ a in X, then f [[F ]] −→ f(a) in Y .
(4) If (aλ)λ∈Λ is a net in A and a ∈ A with aλ λ∈Λ−→ a in X, then f(aλ) λ∈Λ−→ f(a)
in Y .
1.2.12 Definition. Let A and I be sets, Yi = (Bi,Si) (i ∈ I) a family of topological
spaces and fi : A → Bi (i ∈ I) a family of functions. Then we define the initial
topology on A with respect to (Yi)i∈I and (fi)i∈I , denoted by init((fi, Yi)i∈I) or
init((fi,Si)i∈I), respectively, to be the coarsest topology T on A such that, for
each i ∈ I, fi : (A, T )→ (Bi,Si) is continuous. A subbase of this topology is given
by
{
f−1i [U ] | i ∈ I, U ∈ S i
}
.
1.2.13 Remark. Let I be a set, X = (A, T ) a topological space, Yi = (Bi,Si)
(i ∈ I) a family of topological spaces and fi : A→ Bi (i ∈ I) a family of functions.
The following are equivalent:
(1) T = init((fi, Yi)i∈I).
(2) For every topological space Z = (C,R) and every function g : C → A,
h : Z → X is continuous if and only if fi ◦ g : Z → Yi is continuous for
each i ∈ I.
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(3) For every filter base F ∈ FltB(A) and all a ∈ A, we have F −→ a in X if
and only if fi[[F ]] −→ fi(a) in Yi for every i ∈ I.
(4) For every net (aλ)λ in A and all a ∈ A, we have aλ λ∈Λ−→ a in X if and only if
fi(aλ)
λ∈Λ−→ fi(a) in Yi for every i ∈ I.
1.2.14 Remark. Let I, A be a sets, (Ji)i∈I , (Bi)i∈I families of sets, fi : A → Bi
(i ∈ I) a family of functions, Zij = (Cij,Sij) (j ∈ Ji) a family of topological spaces
for each i ∈ I, and gij : Bi → Cij (j ∈ Ji) a family of functions for each i ∈ I. We set
K := {(i, j) | i ∈ I, j ∈ Ji}. Moreover, for every i ∈ I, let Ti := init((gij,Sij)j∈Ji).
Then we have
init((fi, Ti)i∈I) = init((gij ◦ fi,Sij)(i,j)∈K).
1.2.15 Remark. In this thesis, several examples of initial topologies will emerge:
(1) Let X = (A, T ) be a topological space and U ⊆ A. The initial topology on
U with respect to X and injAU : U → A is given by
TU := {V ∩ U | V ∈ T },
the so-called subspace topology on U inherited from X. Moreover, we call
XU := (U, TU) the induced subspace.
(2) Let I be a set, Xi = (Ai, Ti) (i ∈ I) a family of topological spaces and
pri :
∏
j∈I Aj → Ai (i ∈ I) the family of the canonical projections. Then call∏
i∈I
Xi :=
(∏
i∈I
Ai, init((pri, Ti)i∈I)
)
the direct product of (X)i∈I .
(3) Let X = (A, T ) and Y = (B,S) be topological spaces and consider the
canonical projections pra := prA,Ba |C(X,Y ) : C(X, Y ) → B (a ∈ A). Then we
callW(X, Y ) := init((pra, Y )a∈A) the weak topology with respect to X and Y .
According to Remark 1.2.14, W(X, Y ) coincides with the subspace topology
on C(X, Y ) inherited from the space Y A. Moreover, if Zi = (C,Ri) (i ∈ I)
is a family of topological spaces and fi : B → Ci (i ∈ I) a family of functions
such that S = init((fi, Zi)i∈I), then, again due to Remark 1.2.14, it follows
W(X, Y ) = init((C(X, fi),W(X,Zi))i∈I).
1.2.16 Remark. For later use we also want to mention the following:
(1) Let X = (A, T ) be a topological space, U ⊆ A. For every subset V ⊆ U , we
have
V
XU
= V
X ∩ U.
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(2) Let I be an index set, Xi = (Ai, Ti) (i ∈ I) a family of topological spaces and
Ui ⊆ Ai (i ∈ I) a family of subsets. Then we have∏
i∈I
Ui
∏
i∈I Xi
=
∏
i∈I
Ui
Xi
.
(3) Let X, Y = (B,S) be topological spaces, V ⊆ B. If F ⊆ C(X, Y ) is closed
with respect toW(X, Y ), then F V is closed with respect toW(X, YV ).
1.2.17 Definition. Let X = (A, T ) and Y = (B,S) be topological spaces, and
consider a function f : A→ B.
(1) We say that f : X → Y is an embedding if f : X → Yf [A] is a homeomorphism.
(2) We say that f : X → Y is a quotient map if, for every topological space
Z = (C,R) and every function g : B → C, the following holds:
g : Y → Z is continuous ⇐⇒ g ◦ f : X → Z is continuous.
1.2.18 Remark. Let X = (A, T ) and Y = (B,S) be topological spaces and
f : A → B an injective function. Then f : X → Y is an embedding if and only if
T = init(f,S).
1.2.19 Remark. Let X, Y and Z be topological spaces. Then:
(1) For f ∈ C(Y, Z),
C(f,X) : (C(Z,X),W(Z,X)) −→ (C(Y,X),W(Y,X))
g 7−→ g ◦ f
is continuous.
(2) For f ∈ C(Y, Z),
C(X, f) : (C(X, Y ),W(X, Y )) −→ (C(X,Z),W(X,Z))
g 7−→ f ◦ g
is continuous.
(3) For all subsets F ⊆ C(X, Y ), G ⊆ C(Y, Z), it holds[
G
W(Y,Z)] ◦ [FW(X,Y )] ⊆ [G] ◦ [F ]W(X,Z).
1.2.20 Remark. Let X = (A, T ) be a topological space. Then:
(1) For every topological space Y and every subset U ⊆ A,
|U : (C(X, Y ),W(X, Y ))→ (C(XU , Y ),W(XU , Y ))
is continuous.
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(2) For every topological space Y = (B,S), every subset V ⊆ B and any subset
F ⊆ {f ∈ C(Y,X) | im f ⊆ V },
|V : (F,W(X, Y )F ) −→ (F V ,W(X, YV )F V )
f 7−→ f |V
is a homeomorphism.
1.2.21 Definition. Let X = (A, T ) be a topological space. We say that X is a
Hausdorff space or that T is a Hausdorff topology, respectively, if, for every two
elements a, b ∈ A with a 6= b, there exist U, V ∈ T such that a ∈ U , b ∈ V and
U ∩ V = ∅.
1.2.22 Remark. For a topological space X = (A, T ), the following are equivalent:
(1) X is a Hausdorff space.
(2) ∆A is closed in X ×X.
(3) For every filter base F ∈ FltB(A) and all a, b ∈ A it holds: If F −→ a and
F −→ b in X, then a = b.
(4) For every net (aλ)λ in A and all a, b ∈ A it holds: If aλ λ∈Λ−→ a and aλ λ∈Λ−→ b
in X, then a = b.
In particular, the following is justified: If X is a Hausdorff space, (aλ)λ∈Λ is a net
in A and a ∈ A such that aλ λ∈Λ−→ a in X, then we define limλ∈Λ aλ := a.
1.2.23 Remark. If X is a Hausdorff space and e ∈ C(X,X) is idempotent, then
im e is closed in X.
Proof. Let X = (A, T ). By Remark 1.2.22, ∆A is closed in X × X. Using Re-
mark 1.2.13, we infer that 〈e, idA〉 : X → X ×X is continuous, whence
im e
1.1.2
= 〈e, idA〉−1[∆A]
is closed in X.
1.2.24 Definition. Let X = (A, T ) be a topological space. We say that X or T is
compact, respectively, if, for every system S ⊆ T satisfying ⋃S = A, there exists
F ⊆fin S such that
⋃F = A. Moreover, a subset U ⊆ A is said to be compact
in X or with respect to T , respectively, if XU is compact. Furthermore, a subset
U ⊆ A is called relatively compact in X or with respect to T , respectively, if there
exists V ⊆ A such that U ⊆ V and V is compact in X. Finally, X is called locally
compact if every element of A is contained in a subset of A which is both open and
relatively compact in X.
1.2.25 Remark. Let X = (A, T ) be a topological space and U ⊆ A. Then:
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(1) X is compact if and only if for every system R of closed subsets of X the
following holds: If R has the finite intersection property (i.e., ⋂S 6= ∅ for all
S ⊆fin R), then we have
⋂R 6= ∅.
(2) U is compact in X if and only if for every system R of closed subsets of X
the following holds: If R has the finite intersection property with respect to
U (i.e., U ∩⋂S 6= ∅ for all S ⊆fin R), then we have U ∩⋂R 6= ∅.
1.2.26 Remark. Let X = (A, T ) be a topological space and U ⊆ A. Then:
(1) If U is closed and relatively compact in X, then U is compact in X.
(2) If X is locally compact and U is closed in X, then XU is locally compact.
(3) If X is a Hausdorff space and U is compact in X, then U is closed in X.
(4) Suppose that X is a Hausdorff space. Then U is relatively compact in X if
and only if UX is compact in X.
1.2.27 Remark. Let X = (A, T ) and Y = (B,S) be topological spaces, and let
f : X → Y be a continuous function. Then the following hold:
(1) If U ⊆ A is compact in X, then f [U ] is compact in Y .
(2) If U ⊆ A is relatively compact in X, then f [U ] is relatively compact in Y .
(3) If X is compact, Y is a Hausdorff space and f is surjective, then f : X → Y
is a quotient map.
(4) If X is compact, Y is a Hausdorff space and f is injective, then f : X → Y
is an embedding.
(5) If X is compact, Y is a Hausdorff space and f is bijective, then f : X → Y
is a homeomorphism.
(6) Suppose that A = B and S ⊆ T . If T is compact and S is a Hausdorff
topology, then T = S.
1.2.28 Remark. The following hold:
(1) If X and Y are compact topological spaces, then so is X × Y .
(2) Tychonoff’s Theorem: If (Xi)i∈I is a family of compact topological spaces,
then
∏
i∈I Xi is compact as well.
Although (2) evidently implies (1), the statements are mentioned separately as the
proof of the first one is just an easy exercise while the second item is one the most
fundamental theorems in set-theoretic topology requiring Zorn’s Lemma.
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1.2.29 Definition. Let X = (A, T ) and Y = (B,S) be topological spaces. For
arbitrary subsets K ⊆ A, U ⊆ B, let CK,U := {f ∈ C(X, Y ) | f [K] ⊆ U}. The
compact-open topology with respect to X and Y , denoted by K(X, Y ), is defined to
be the topology on C(X, Y ) generated by the subbase
{CK,U | K ⊆ A compact in X, U ∈ S}.
1.2.30 Remark. Let X, Y and Z be topological spaces. Then:
(1) For f ∈ C(Y, Z),
C(f,X) : (C(Z,X),K(Z,X)) −→ (C(Y,X),K(Y,X))
g 7−→ g ◦ f
is continuous.
(2) For f ∈ C(Y, Z),
C(X, f) : (C(X, Y ),K(X, Y )) −→ (C(X,Z),K(X,Z))
g 7−→ f ◦ g
is continuous.
(3) If Y is a locally compact Hausdorff space, then
H : (C(Y, Z),K(Y, Z))× (C(X, Y ),K(X, Y )) −→ (C(X,Z),K(X,Z))
(g, f) 7−→ g ◦ f
is continuous.
(4) If Y is a locally compact Hausdorff space, then
H : (C(Y, Z),K(Y, Z))× (C(X, Y ),W(X, Y )) −→ (C(X,Z),W(X,Z))
(g, f) 7−→ g ◦ f
is continuous.
1.2.31 Remark. Let X = (A, T ) be a topological space. Then:
(1) For every topological space Y and every subset U ⊆ A,
|U : (C(X, Y ),K(X, Y ))→ (C(XU , Y ),K(XU , Y ))
is continuous.
(2) For every topological space Y = (B,S), every subset V ⊆ B and any subset
F ⊆ {f ∈ C(Y,X) | im f ⊆ V },
|V : (F,K(X, Y )F ) −→ (F V ,K(X, YV )F V )
f 7−→ f |V
is a homeomorphism.
17
1 Preliminaries
1.2.32 Remark. Let X = (A, T ), Y = (B,S), and Z = (C,R) be topological
spaces. Furthermore, consider a function F : A × B → C, and define f : A → CB
by f(a)(b) := F (a, b) for all a ∈ A and b ∈ B. If F : X × Y → Z is continuous,
then f : X → (C(Y, Z),K(Y, Z)) is well-defined and continuous.
1.2.33 Remark. It is easy to see the following:
(1) If (X)i∈I is a family of Hausdorff space, then
∏
i∈I Xi is a Hausdorff space as
well.
(2) If X is a Hausdorff space, then every subspace of X is a Hausdorff space.
(3) If X is a topological space and Y a Hausdorff space, then W(X, Y ) and
K(X, Y ) are Hausdorff topologies.
Beyond these well-known notions and results, we also want to introduce some
non-standard concept, namely that of convergence reflection.
1.2.34 Definition. Let X and Y be topological spaces. A continuous function
f : X → Y is said to reflect convergence if the following holds: Whenever F is a
filter base on A such that f [[F ]] converges in Y , then F converges in X.
The proofs of the following results are quite elementary and therefore dropped.
1.2.35 Remark. Let X and Y be topological spaces. The following hold:
(1) Let f : X → Y be a continuous function, Z a topological space and g : Y → Z
a continuous function. If g ◦ f : X → Z reflects convergence, then so does
f : X → Y .
(2) Let I and J be index sets, (fi)i∈I ∈ C(X, Y )I and (gj)j∈J ∈ C(X, Y )J such
that {fi | i ∈ I} ⊆ {gj | j ∈ J}. If 〈fi〉i∈I : X → Y I reflects convergence,
then so does 〈gj〉j∈J : X → Y J .
1.2.36 Remark. Let X, Y = (B,S) be topological spaces, let V ⊆ B be closed in
Y , and let f : X → Y be a continuous function with im f ⊆ V . Then f : X → Y
reflects convergence if and only if f |V : X → YV reflects convergence.
1.2.37 Remark. Let X = (A, T ) and Y be a topological spaces and f : X → Y a
continuous function. Then the following hold:
(1) If f [A] is closed in Y and T = init(f, Y ), then f : X → Y reflects convergence.
(2) Let f be injective and Y a Hausdorff space. If f : X → Y reflects convergence,
then f [A] is closed in Y and T = init(f, Y ).
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1.3 Topological relational structures
The last part of our preliminaries deals with topological relational structures.
1.3.1 Definition. Let Σ = (Σm)m∈N be a signature. A topological relational struc-
ture of type Σ is a triple A = 〈A, T ,ΣA〉 consisting of a set A, a topology T on A
and a family ΣA = ((σA)σ∈Σm)m∈N such that σA ⊆ Am for all σ ∈ Σm and m ∈ N.
Let A = 〈A, T ,ΣA〉 and B = 〈B,S,ΣB〉 be topological relational structures of
type Σ. Concerning a function h : A→ B, we say that h is a homomorphism from
A to B or that h : A→ B is a homomorphism, respectively, if h : (A, T )→ (B,S)
is continuous and
∀m ∈ N ∀σ ∈ Σm ∀s ∈ σA : h ◦ s ∈ σB.
The set of all homomorphisms fromA toB will be denoted by Hom(A,B). Besides,
we denote by End(A) := Hom(A,A) the set of all endomorphisms of A. It is easy
to see that the class of all topological relational structures of type Σ equipped with
the class of all homomorphisms between them constitutes a category which we will
denote by TopRel(Σ).
Now, let I be an index set and Ai = 〈Ai, Ti,ΣAi〉 (i ∈ I) a family of topological
relational structures of type Σ. We define the direct product of (Ai)i∈I to be∏
i∈I
Ai :=
〈∏
i∈I
Ai, init((pri, Ti)i∈I),Σ
∏
i∈I Ai
〉
,
where prj :
∏
i∈I Ai → Aj (j ∈ I) denote the canonical projections and, for all
m ∈ N and σ ∈ Σm, σ
∏
i∈I Ai ⊆ (∏i∈I Ai)m is defined by
(s0, . . . , sm−1) ∈ σ
∏
i∈I Ai :⇐⇒ ∀i ∈ I : (s0(i), . . . , sm−1(i)) ∈ σAi .
It is not difficult to see that (
∏
i∈I Ai, (pri)i∈I) is a product of (Ai)i∈I in the category
TopRel(Σ).
1.3.2 Definition. Let Σ be a signature of relation symbols andA,B ∈ TopRel(Σ).
A homomorphism h : A→ B is called section if
idA ∈ [Hom(B,A)] ◦ h,
i.e., if there exists a homomorphism g : B→ A satisfying g ◦ h = idA.
1.3.3 Remark. Let Σ be a signature of relation symbols and A,B ∈ TopRel(Σ).
For a homomorphism h : A→ B, the following are equivalent:
(1) h : A→ B is a section.
(2) For every C ∈ TopRel(Σ), we have Hom(A,C) = [Hom(B,C)] ◦ h.
(3) It holds End(A) = [Hom(B,A)] ◦ h.
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1.3.4 Definition. Let Σ be a signature, let A = 〈A, T ,ΣA〉, B be topological
relational structures of type Σ, and X := (A, T ). A homomorphism h : A→ B is
called approximate section if
idA ∈ [Hom(B,A)] ◦ hW(X,X).
1.3.5 Proposition. Let Σ be a signature, let A = 〈A, T ,ΣA〉, B = 〈B,S,ΣB〉 be
topological relational structures of type Σ, and X := (A, T ), Y := (B,S). For a
homomorphism h : A→ B, the following are equivalent:
(1) h : A→ B is an approximate section.
(2) For every C = 〈C,R,ΣC〉 ∈ TopRel(Σ) and Z := (C,R), we have
Hom(A,C) ⊆ [Hom(B,C)] ◦ hW(X,Z).
(3) It holds
End(A) ⊆ [Hom(B,A)] ◦ hW(X,Y ).
Proof. (1)⇒(2): If h : A→ B is an approximate section, then we obtain
Hom(A,C) = [Hom(A,C)] ◦ idA
⊆ [Hom(A,C)] ◦
[
[Hom(B,A)] ◦ hW(X,X)
]
1.2.19⊆ [Hom(A,C)] ◦ [[Hom(B,A)] ◦ h]W(X,Z)
⊆ [Hom(B,C)] ◦ hW(X,Z).
(2)⇒(3): This is obvious.
(3)⇒(1): It follows idA ∈ End(A) ⊆ [Hom(B,A)] ◦ hW(X,Y ).
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Continuous Operations and
Closed Relations
Our first main task will be to introduce a general Galois theory for continuous
operations and closed relations on a topological space and to characterise the cor-
responding system of Galois closures. Whereas the former issue can be done very
quickly by giving the relation which induces the mentioned Galois connection, for
the latter we will have to introduce some more notions to describe the respective
Galois closed classes. The basic idea is to topologise the Galois theory given in
[Pös80]. Therefore, most of what is the following is inspired by the concepts devel-
oped in [Gei68, BKKR69, PK79, Pös79, Pös80, Ker11], and this chapter’s course is
organised very similarly to presentation in [Pös80]. Besides, an approach being just
slightly different from the one considered in this chapter has already been pursued
in [Sch11]. However, unlike in [Sch11], we explicitly allow nullary operations and
relations here.
Throughout this chapter, let X = (A, T ) be an arbitrary topological space.
2.1 Some basic concepts
In the following, we shall be concerned with continuous operations and closed
relations on X.
2.1.1 Definition. For n ∈ N, we define cO(n)X := C(Xn, X) to be the set of all
(continuous) n-ary operations on X. Furthermore, let
cOX :=
⋃
n∈N
cO
(n)
X
be the set of all (continuous) finitary operations on X. Likewise, for m ∈ N, we
define cR(m)X := {% ⊆ Am | % is closed in Xm} to be the set of all closed m-ary
relations on X. And similarly, let
cRX :=
⋃
m∈N
cR
(m)
X
be the set of all closed finitary relations on X. Additionally, for a topological space
Y , we will call
cR
(Y )
X := {% ⊆ C(Y,X) | C(Y,X) \ % ∈ W(Y,X)}
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the set of all closed relations on X of type Y .
2.1.2 Proposition. For a topological space Y , we have cOX BC(Y,X).
Proof. Let n ∈ N, f ∈ cO(n)X and r0, . . . , rn−1 ∈ C(Y,X). According to Re-
mark 1.2.13, we have 〈r0, . . . , rn−1〉 ∈ C(Y,Xn). From continuity of f : Xn → X,
it follows f ◦ 〈r0, . . . , rn−1〉 ∈ C(Y,X).
2.1.3 Lemma. Let Y be a topological space, n ∈ N, F ⊆ cO(n)X , % ⊆ C(Y,X) and
σ ∈ cR(Y )X .
(1) If F preserves %, then F preserves %W(Y,X).
(2) If F preserves σ, then FW(X
n,X) preserves σ.
Proof. (1): Using Remark 1.2.15 and Remark 1.2.13, it is easy to see that
H : (C(Y,X),W(X, Y ))n −→ (C(Y,Xn),W(Y,Xn))
(r0, . . . , rn−1) 7−→ 〈r0, . . . , rn−1〉 .
is continuous. Thus, for every f ∈ F , we infer
f ◦
[
H
[(
%W(Y,X)
)n]] 1.2.16
= f ◦
[
H
[
%n
(C(Y,X),W(Y,X))n
]]
1.2.11⊆ f ◦
[
H[%n]
W(Y,Xn)]
1.2.19⊆ f ◦ [H[%n]]W(Y,X)
fB%
⊆ %W(Y,X)
Therefore, F preserves %W(Y,X).
(2): Let r0, . . . , rn−1 ∈ σ. Due to Remark 1.2.19, we have[
F
W(Xn,X)] ◦ 〈r0, . . . , rn−1〉 ⊆ [F ] ◦ 〈r0, . . . , rn−1〉W(Y,X) ⊆ σW(Y,X) = σ,
whence FW(X
n,X) B σ.
The previous two lemmata indicate that restricting attention to continuous op-
erations on one and to closed relations on the other side is compatible with the
notion of invariance given in Definition 1.1.4. For this reason, we regard it as
natural to introduce the following Galois connection:
2.1.4 Definition. We define the operators
cInv : P(cOX)→ P(cRX), cPol : P(cRX)→ P(cOX)
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as follows: For F ⊆ cOX , Q ⊆ cRX , set
cInvF := cInvX F := {% ∈ cRX | ∀f ∈ F : f B %},
cPolQ := cPolX Q := {f ∈ cOX | ∀% ∈ Q : f B %},
and, moreover, for m,n ∈ N,
cInv(m) F := cInv
(m)
X F := (cInvX F )
(m),
cPol(n) Q := cPol
(n)
X Q := (cPolX Q)
(n).
Of course, the operators cInv and cPol constitute a Galois connection between
the subsets of cOX and subsets of cRX . The aim of this chapter is to develop
notions and techniques to characterise the corresponding system of Galois closures.
However, as we will see in the Sections 2.2 and 2.3, some results can be carried
over to relations of arbitrary type, too. Thus, we will fix some more notation:
2.1.5 Definition. For a topological space Y , define the operators
Inv(Y ) : P(cOX)→ P(P(C(Y,X))), cInv(Y ) : P(cOX)→ P
(
cR
(Y )
X
)
as follows: For F ⊆ cOX , set
Inv(Y ) F := Inv
(Y )
X F := {% ⊆ C(Y,X) | ∀f ∈ F : f B %},
cInv(Y ) F := cInv
(Y )
X F :=
{
% ∈ cR(Y )X | ∀f ∈ F : f B %
}
.
As mentioned in this thesis’ introduction, we are going to endow cOX and cRX
with suitable topologies. This is done with the following local closure operators:
2.1.6 Definition. Let F ⊆ cOX and Q ⊆ cRX . For s ∈ N, we define
s -LocF := {f ∈ cO(n)X | n ∈ N,∀a0, . . . , as−1 ∈ An ∀U0, . . . , Us−1 ∈ T :
(f(a0) ∈ U0, . . . , f(as−1) ∈ Us−1) =⇒
(∃g ∈ F : g(a0) ∈ U0, . . . , g(as−1) ∈ Us−1)}
and
s -LOCQ := {% ∈ cRX | ∀σ ⊆ %, |σ| ≤ s ∃%′ ∈ Q : σ ⊆ %′ ⊆ %}.
Furthermore, let
LocF :=
⋂
s∈N
s -LocF , LOCQ :=
⋂
s∈N
s -LOCQ.
2.1.7 Remark. It is easy to see that the operators Loc and LOC are closure
operators on cOX and cRX , respectively. In fact, Loc and LOC even constitute so-
called Kuratowski operators, which means that they coincide with closure operators
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induced by topologies on cOX and cRX , respectively. For the operational part,
the corresponding topology can be described in the following manner: Due to
Definition 1.2.12, we have
LocF :=
⋃
n∈N
F (n)
W(Xn,X)
for every subset F ⊆ cOX . So, Loc is the closure operator associated to the direct
sum of the topologies W(Xn, X) (n ∈ N) on cOX .
In order to deal with the operator LOC in later proofs, we want to introduce
one more concept.
2.1.8 Definition. Let M be a set and s ∈ N. A system R ⊆ P(M) is called
s-directed if, for any X0, . . . , Xs−1 ∈ R and r0 ∈ X0, . . . , rs−1 ∈ Xs−1, there exists
some Z ∈ R such that {r0, . . . , rs−1} ⊆ Z.
2.1.9 Lemma. Let m, s ∈ N, Q ⊆ cR(m)X and R ⊆ Q, R 6= ∅. If
⋃R ∈ cRX and
R is s-directed, then ⋃R ∈ s -LOCQ.
Proof. Let σ ⊆ ⋃R be a subset with |σ| ≤ s. If σ = ∅, then, as R 6= ∅, there
exists some % ∈ R and so we have σ ⊆ % ⊆ ⋃R. Otherwise, if σ 6= ∅, then there
are r0, . . . , rs−1 ∈
⋃R with σ = {r0, . . . , rs−1} and, thus, there exist relations
%0, . . . , %s−1 ∈ R such that r0 ∈ %0, . . . , rs−1 ∈ %s−1. Since R is s-directed, this
implies that there exists %′ ∈ R ⊆ Q such that σ = {r0, . . . , rs−1} ⊆ %′ ⊆
⋃R,
which proves our claim.
2.2 Clones of continuous operations
In this section, we provide some basic results regarding clones of continuous oper-
ations and the invariance connection.
The following observation ensures that we can adopt the notion of an operational
clone for the description of the closed classes of continuous operations concerning
the Galois connection introduced in Definition 2.1.4.
2.2.1 Proposition. cOX is a clone of operations on A.
Proof. Due to Definition 1.2.12 and Remark 1.2.15, cOX contains all projections.
Moreover, by Proposition 2.1.2, we have cOX BC(Xn, X) for every n ∈ N. Thus,
cOX is a clone of operations on A.
The previous observation justifies the following definition.
2.2.2 Definition. A subset F ⊆ cOX is called clone of (continuous) operations
on X if it is a clone of operations on A.
For more details on clones of continuous operations on topological spaces, we
refer to [Tay86].
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2.2.3 Lemma. Let Q ⊆ cRX . Then cPolQ is a clone of operations on X, i.e., we
have Clo(cPolQ) = cPolQ.
Proof. Let % ∈ Q. By Proposition 1.1.8, cPolQ B % implies Clo(cPolQ) B %. By
Proposition 2.2.1, Clo(cPolQ) ⊆ cPolQ and hence Clo(cPolQ) = cPolQ.
Next, we are going to examine how the Galois operators introduced in Defini-
tion 2.1.4 and the local closure operators given in Definition 2.1.6 interact.
2.2.4 Lemma. Let F ⊆ cOX . Then the following hold:
(1) cInv(m) F = cInv(m) Clo(F ) = cInv(m) Loc Clo(F ) = cInv(m) s -Loc Clo(F ) for
m, s ∈ N with m ≤ s,
(2) cInvF = cInv Clo(F ) = cInv Loc Clo(F ).
Proof. (1): Obviously, the sets in (1) form a decreasing chain from left to right.
Therefore, it remains to show cInv(m) F ⊆ cInv(m) s -Loc Clo(F ). For this purpose,
let % ∈ cInv(m) F . From Lemma 2.2.3, we can infer Clo(F ) ⊆ cPol cInvF and
hence
cInvF = cInv cPol cInvF ⊆ cInv Clo(F ).
Thus, % ∈ cInv(m) Clo(F ). Let f ∈ s -Loc Clo(F ) be n-ary and let r0, . . . , rn−1 ∈ %.
Assume that f ◦ 〈r0, . . . , rn−1〉 6∈ %. Define a0, . . . , am−1 ∈ An by ai(j) := rj(i) for
all i ∈ m, j ∈ n. By assumption, we have
(f(a0), . . . , f(am−1)) = f ◦ 〈r0, . . . , rn−1〉 ∈ Am \ %.
Because % is closed in Xm, there exist U0, . . . , Um−1 ∈ T such that
f(a0) ∈ U0, . . . , f(am−1) ∈ Um−1 and % ∩
⋂
i∈m
(prsi )
−1[Ui] = ∅.
Since m ≤ s, there exists g ∈ Clo(n)(F ) such that g(a0) ∈ U0, . . . , g(am−1) ∈ Um−1,
which implies
g ◦ 〈r0, . . . , rn−1〉 = (g(a0), . . . , g(am−1)) ∈
⋂
i∈m
(prsi )
−1[Ui] ⊆ Am \ %
and, hence, contradicts g B %. Therefore, it follows f ◦ 〈r0, . . . , rn−1〉 ∈ %, and we
are done.
(2): Applying (1), we can deduce⋃
m∈N
cInv(m) F =
⋃
m∈N
cInv(m) Clo(F ) =
⋃
m∈N
cInv(m) Loc Clo(F ),
wherefore it holds cInvF = cInv Clo(F ) = cInv Loc Clo(F ).
In the rest of this section, we will collect some useful information about gener-
ating the least closed invariant relation containing an arbitrary given relation.
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2.2.5 Definition. For F ⊆ cOX , a topological space Y and σ ⊆ C(Y,X), define
ΓYF (σ) :=
⋂{
% ⊆ C(Y,X) | σ ⊆ % ∈ Inv(Y )X F
}
.
Evidently, Inv(Y )X F is a closure system on C(Y,X). Therefore, it follows:
2.2.6 Proposition. Let F ⊆ cOX , and let Y be a topological space. Regarding any
subset σ ⊆ C(Y,X), ΓYF (σ) is the least subset of C(Y,X) containing σ and being
preserved by F .
For later calculations, we are interested in an operational description of the
operator ΓYF , which is provided by the following two lemmata.
2.2.7 Proposition. Let F ⊆ cOX , Y be a topological space and σ ⊆ C(Y,X).
Then we have
ΓYF (σ) = {f ◦ 〈r0, . . . , rn−1〉 | n ∈ N, f ∈ Clo(n)(F ), r0, . . . , rn−1 ∈ σ}.
Proof. Let us denote the right-hand side by γ.
⊆: Let n ∈ N, f ∈ F (n) and r0, . . . , rn−1 ∈ γ. Then, for each i ∈ n, there exist
fi ∈ Clo(ki)(F ) and ri,0, . . . , ri,ki−1 ∈ σ such that ri = fi ◦ 〈ri,0, . . . , ri,ki−1〉. We
observe that
f ◦ 〈r0, . . . , rn−1〉 = f ◦ 〈f0 ◦ 〈r0,0, . . . , r0,k0−1〉, . . . , fn−1 ◦ 〈rn−1,0, . . . , rn−1,kn−1−1〉〉
= f ◦ 〈〈f0, . . . , fn−1〉〉 ◦ 〈r0,0, . . . , r0,k0−1, . . . . . . , rn−1,0, . . . , rn−1,kn−1−1〉.
By Lemma 1.1.10, we have f◦〈〈f0, . . . , fn−1〉〉 ∈ Clo(F ), and so f◦〈r0, . . . , rn−1〉 ∈ γ.
Thus, γ ∈ Inv(Y ) F . Since Clo(F ) contains projections, we obtain σ ⊆ γ. According
to Proposition 2.2.6, this implies ΓYF (σ) ⊆ γ.
⊇: By definition, we have ΓYF (σ) ∈ Inv(Y ) F , and by Proposition 1.1.8, it holds
Inv(Y ) F = Inv(Y ) Clo(F ). Thus, ΓYF (σ) ∈ Inv(Y ) Clo(F ), which implies γ ⊆ ΓYF (σ).
This completes the proof.
2.2.8 Proposition. Let Y be a topological space, n, s ∈ N such that n ≤ s. Let
F ⊆ cOX , r0, . . . , rn−1 ∈ C(Y,X) and σ := {r0, . . . , rn−1}. Then we have
ΓYF (σ) = Γ
Y
Clo(s) F
(σ) = {f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(F )}.
Proof. For the sake of brevity, let γ := {f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(F )}. We
are going to show that γ ⊆ ΓY
Clo(s) F
(σ) ⊆ ΓYF (σ) ⊆ γ. By Proposition 1.1.8 and
Proposition 2.2.6, we have ΓY
Clo(s) F
(σ) ⊆ ΓYF (σ). To verify that γ ⊆ ΓYClo(s) F (σ),
let f ∈ Clo(n)(F ). We define g := f ◦ 〈prs0, . . . , prsn−1〉 and rj := rn−1 whenever
j ∈ {n, . . . , s− 1}. As g ∈ Clo(s)(F ) and {r0, . . . , rs−1} ⊆ σ, it follows
f ◦ 〈r0, . . . , rn−1〉 = g ◦ 〈r0, . . . , rs−1〉 ∈ ΓYClo(s) F (σ).
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Thus, γ ⊆ ΓY
Clo(s) F
(σ). Concerning the remaining inclusion, we observe the fol-
lowing two facts: First, since Clo(n)(F ) contains the projections, γ contains σ.
Second, σ is preserved by F because, whenever we have some k ∈ N, f ∈ F (k)
and s0, . . . , sk−1 ∈ γ, then there exist functions f0, . . . , fk−1 ∈ Clo(n)(F ) such that
si = fi ◦ 〈r0, . . . , rn−1〉 for each i ∈ k, and hence,
f ◦ 〈s0, . . . , sk−1〉 = f ◦ 〈f0 ◦ 〈r0, . . . , rn−1〉, . . . , fk−1 ◦ 〈r0, . . . , rn−1〉〉
= f ◦ 〈f0, . . . , fk−1〉 ◦ 〈r0, . . . , rn−1〉 ∈ γ.
According to Proposition 2.2.6, we conclude that ΓYF (σ) ⊆ γ.
The next proposition allows us to make use of the previous results when dealing
with closed relations.
2.2.9 Proposition. Let Y be a topological space, F ⊆ cOX and σ ⊆ C(Y,X).
Then
Γ
Y
F (σ) := Γ
Y
F (σ)
W(Y,X)
is the least subset of C(Y,X) containing σ, being closed with respect to W(Y,X)
and being preserved by F .
Proof. By definition, ΓYF (σ) is closed with respect to W(Y,X). Moreover, we ob-
serve that σ ⊆ ΓYF (σ) ⊆ Γ
Y
F (σ). By Proposition 2.2.6 and Lemma 2.1.3, F preserves
Γ
Y
F (σ). In order to show the rest of the statement, let % ∈ cInv(Y )X F such that σ ⊆ %.
By Proposition 2.2.6, it follows ΓYF (σ) ⊆ %, and on account of closedness of % with
respect to W(Y,X), we infer ΓYF (σ) ⊆ %.
As the previous statements are of particular interest for finite discrete type
spaces, we are going to address one more notational issue.
2.2.10 Definition. For F ⊆ cOX and σ ⊆ Am, m ∈ N, we define
ΓF (σ) := Γ
Dm
F (σ), ΓF (σ) := Γ
Dm
F (σ).
2.3 Clones of closed relations
In the course of this section, we are concerned with relations, especially closed rela-
tions. In the first instance, we are going to examine which constructions involving
relations are compatible with the concept of invariance.
2.3.1 Proposition. Let Y be a topological space and F ⊆ cOX . If R is a directed
subset of
(
Inv(Y ) F,⊆
)
, then
⋃R ∈ Inv(Y ) F .
Proof. Let f ∈ F be an n-ary operation and r0, . . . , rn−1 ∈
⋃R. Since R is a
directed subset of
(
Inv(Y ) F,⊆
)
, there exists % ∈ R such that {r0, . . . , rn−1} ⊆ %.
Therefore, it follows f ◦ 〈r0, . . . , rn−1〉 ∈ % ⊆
⋃R, and we are done.
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2.3.2 Definition. Let I be a set, Y and Z topological spaces, (Zi)i∈I a family of
topological spaces, ϕ ∈ C(Z, Y ), ϕi ∈ C(Zi, Y ) and σi ⊆ C(Zi, X) for i ∈ I. Then,
the general superposition of (σi)i∈I with respect to ϕ and (ϕ)i∈I is defined to be∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I = {r ◦ ϕ | r ∈ C(Y,X),∀i ∈ I : r ◦ ϕi ∈ σi}.
2.3.3 Proposition. Let F ⊆ cOX . Furthermore, let I be a set, Y and Z topological
spaces, (Zi)i∈I a family of topological spaces, ϕ ∈ C(Z, Y ), ϕi ∈ C(Zi, Y ) and
σi ∈ Inv(Zi) F for i ∈ I. Then we have
(1)
∧ϕ,Y,X
(ϕi)i∈I (σi)i∈I ∈ Inv(Z) F ,
(2)
∧ϕ,Y,X
(ϕi)i∈I (σi)i∈I
W(Z,X)
∈ cInv(Z) F .
Proof. (1): Let f ∈ F . In order to show that f preserves ∧ϕ,Y,X(ϕi)i∈I (σi)i∈I , assume
s0, . . . , sn−1 ∈
∧ϕ,Y,X
(ϕi)i∈I (σi)i∈I . Then, for each j ∈ n, there exists rj ∈ C(Y,X) such
that sj = rj ◦ ϕ and rj ◦ ϕi ∈ σi for all i ∈ I. Since f preserves each σi, we obtain
f ◦ 〈r0, . . . , rn−1〉 ◦ ϕi = f ◦ 〈r0 ◦ ϕi, . . . , rn−1 ◦ ϕi〉 ∈ σi
for all i ∈ I. Thus, we have f ◦ 〈r0, . . . , rn−1〉 ◦ ϕ ∈
∧ϕ,Y,X
(ϕi)i∈I (σi)i∈I , which implies
f ◦〈s0, . . . , sn−1〉 = f ◦〈r0◦ϕ, . . . , rn−1◦ϕ〉 = f ◦〈r0, . . . , rn−1〉◦ϕ ∈
∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I .
Hence, f preserves
∧ϕ,Y,X
(ϕi)i∈I (σi)i∈I .
(2): This follows from (1) and Lemma 2.1.3.
As we have seen, the concept of a clone as given in [Pös80] is suited for describing
Galois closed classes of continuous operations. However, regarding the relational
part, the situation is different. Since cRX is not a relational clone in the sense
of [Pös80], we need to introduce another notion, namely that of a clone of closed
relations.
2.3.4 Definition. A set Q ⊆ cRX is said to be a clone of closed relations on X if
Q is closed with respect to closed general superposition, i.e., the following holds: If
I is a set, Y a topological space, m ∈ N, ϕ ∈ C(Dm, Y ), mi ∈ N, ϕi ∈ C(Dmi , Y )
and σi ∈ Q(mi) for i ∈ I, then we have
∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
Xm
∈ Q.
2.3.5 Remark. If m ∈ N and Q ⊆ cRX is a clone of closed relations on X, then
Q(m) is a closure system on Am.
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Proof. First, we observe that, for I = ∅ and ϕ = idm, it follows
Am =
∧ϕ,Dm,X
(ϕi)i∈I
(σi)i∈I
Xm
∈ Q(m).
In order to finish the proof, let R ⊆ Q be a non-empty subset. Define I := R,
ϕ := idm, ϕi := idm and σi := % for i = % ∈ I. Then we have⋂
R =
⋂
R
Xm
=
∧ϕ,Dm,X
(ϕi)i∈I
(σi)i∈I
Xm
∈ Q,
and we are done.
As in the operational case, it is easy to verify that the set of all clones of closed
finitary relations on X is a closure system on cRX . Therefore, the following defi-
nition makes sense:
2.3.6 Definition. Let Q ⊆ cRX . The least clone of closed relations on X con-
taining Q is denoted by CLO(Q). Moreover, regarding any m ∈ N, we define
CLO(m)(Q) := (CLO(Q))(m).
2.3.7 Lemma. Let F ⊆ cOX . Then cInvF is a clone of closed relations on X,
i.e., we have CLO(cInvF ) = cInvF .
Proof. According to Proposition 2.3.3, cInvF is closed with respect to closed gen-
eral superposition.
The following lemma substantiates that the operators LOC and CLO are well-
behaved with respect to the Galois connection cPol-cInv.
2.3.8 Lemma. Let Q ⊆ cRX . Then the following hold:
(1) cPol(n) Q = cPol(n) CLO(Q) = cPol(n) LOC CLO(Q) = cPol(n) s -LOC CLO(Q)
for n, s ∈ N with n ≤ s,
(2) cPolQ = cPol CLO(Q) = cPol LOC CLO(Q).
Proof. (1): It is easy to see that the sets in (1) form a decreasing chain from
left to right. Therefore, it remains to show cPol(n) Q ⊆ cPol(n) s -LOC CLO(Q).
In order to do this, let f ∈ cPol(n) Q. From Lemma 2.3.7, we conclude that
CLO(Q) ⊆ cInv cPolQ and hence
cPolQ = cPol cInv cPolQ ⊆ cPol CLO(Q).
Thus, f ∈ cPol(n) CLO(Q). Now, let % ∈ s -LOC CLO(Q) and let r0, . . . , rn−1 ∈ %.
Since n ≤ s, there exists some %′ ∈ CLO(Q) such that {r0, . . . , rn−1} ⊆ %′ ⊆ %.
Therefore, it follows f ◦ 〈r0, . . . , rn−1〉 ∈ %′ ⊆ %, and we are done.
(2): Using (1), we can infer⋃
n∈N
cPol(n) Q =
⋃
n∈N
cPol(n) CLO(Q) =
⋃
n∈N
cPol(n) LOC CLO(Q),
which implies cPolQ = cPol CLO(Q) = cPol LOC CLO(Q).
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For proving the characterisation theorem for Galois closed classes of closed rela-
tions in Section 2.4, the next result will play an important role, too.
2.3.9 Proposition. Let Q ⊆ cRX and F := cPolQ. For m ∈ N and any finite
subset σ ⊆fin Am, we have ΓF (σ) ∈ CLO(Q).
Proof. Let σ = {r0, . . . , rn−1}. We define
I := {(%, r′0, . . . , r′n−1) | % ∈ Q, r′0, . . . , r′n−1 ∈ %}
and ϕ := 〈r0, . . . , rn−1〉 ∈ C(Dm, Xn). Moreover, for i = (%, r′0, . . . , r′n−1) ∈ I, let
mi ∈ N such that % ∈ Q(mi), define σi := % and ϕi := 〈r′0, . . . , r′n−1〉 ∈ C(Dmi , Xn).
Then, it follows
cPol(n) Q = {f ∈ C(Xn, X) | ∀i ∈ I : f ◦ ϕi ∈ σi},
and hence we can deduce
ΓF (σ)
2.2.8
= {f ◦ 〈r0, . . . , rn−1〉 | f ∈ F (n)}
= {f ◦ 〈r0, . . . , rn−1〉 | f ∈ cPol(n) Q}
= {f ◦ ϕ | f ∈ C(Xn, X),∀i ∈ I : f ◦ ϕi ∈ σi}
=
∧ϕ,Xn,X
(ϕi)i∈I
(σi)i∈I ,
which implies that
ΓF (σ) = ΓF (σ)
Xm
=
∧ϕ,Xn,X
(ϕi)i∈I
(σi)i∈I
Xm
∈ CLO(Q).
So, we are done.
2.4 The Galois connection cPol-cInv
We have prepared everything to state and prove the main results of this chapter:
the characterisation of the Galois closed subsets of cOX and cRX .
2.4.1 Theorem. Let F ⊆ cOX . Then,
(1) s -Loc Clo(F ) = cPol cInv(s) F for every s ∈ N,
(2) Loc Clo(F ) = cPol cInvF .
Proof. (1): Since (cPol, cInv) is a Galois connection, we have
s -Loc Clo(F ) ⊆ cPol cInv s -Loc Clo(F ) ⊆ cPol cInv(s) s -Loc Clo(F )
and, by Lemma 2.2.4,
s -Loc Clo(F ) ⊆ cPol cInv(s) s -Loc Clo(F ) = cPol cInv(s) F.
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Conversely, let f ∈ cPol cInv(s) F be n-ary. In order to show that f ∈ s -Loc Clo(F ),
let a0, . . . , as−1 ∈ An and U0, . . . , Us−1 ∈ T with f(a0) ∈ U0, . . . , f(as−1) ∈ Us−1.
We define r0, . . . , rn−1 ∈ As by rj(i) := ai(j) for all i ∈ s, j ∈ n. Moreover, we
set σ := {r0, . . . , rn−1}. By assumption, it holds f ◦ 〈r0, . . . , rn−1〉 ∈ ΓF (σ), and,
according to Corollary 2.2.8, there exists g ∈ Clo(n)(F ) such that
g ◦ 〈r0, . . . , rn−1〉 ∈
⋂
i∈s
(prsi )
−1[Ui],
that is, g(a0) ∈ U0, . . . , g(as−1) ∈ Us−1. Hence, f ∈ s -Loc Clo(F ).
(2): By (1), we infer
Loc Clo(F ) =
⋂
s∈N
s -Loc Clo(F ) =
⋂
s∈N
cPol cInv(s) F = cPol cInvF,
which completes the proof.
2.4.2 Theorem. Let Q ⊆ cRX . Then,
(1) s -LOC CLO(Q) = cInv cPol(s) Q for every s ∈ N,
(2) LOC CLO(Q) = cInv cPolQ.
Proof. (1): Since (cPol, cInv) is a Galois connection, we have
s -LOC CLO(Q) ⊆ cInv cPol s -LOC CLO(Q) ⊆ cInv cPol(s) s -LOC CLO(Q)
and, by Lemma 2.3.8,
s -LOC CLO(Q) ⊆ cInv cPol(s) s -LOC CLO(Q) = cInv cPol(s) Q.
Conversely, let % ∈ cInv cPol(s) Q. In order to show that % ∈ s -LOC CLO(Q), let
F := cPolQ. From our assumption it follows that % =
⋃R where
R := {ΓF (s)(σ) | σ ⊆ %, |σ| ≤ s}.
Clearly, R is non-empty and s-directed. Moreover, for each subset σ ⊆ % with
|σ| ≤ s, we have
ΓF (s)(σ)
2.2.8
= ΓF (σ)
2.3.9∈ CLO(Q).
Using Lemma 2.1.9, we obtain % =
⋃R ∈ s -LOC CLO(Q).
(2): By (1), we infer
LOC CLO(Q) =
⋂
s∈N
s -LOC CLO(Q) =
⋂
s∈N
cInv cPol(s) Q = cInv cPolQ,
and we are done.
The previous two theorems enable us to characterise those subsets F ⊆ cOX and
Q ⊆ cRX , respectively, which can be represented as cPolQ′ and cInvF ′ for some
Q′ ⊆ cRX and F ′ ⊆ cOX , respectively.
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2.4.3 Corollary. For F ⊆ cOX , the following are equivalent:
(1) F is a clone of operations on X and LocF = F .
(2) F = cPol cInvF .
(3) ∃Q ⊆ cRX : F = cPolQ.
Proof. (1)⇒(2): This follows from Theorem 2.4.1.
(2)⇒(3): This is obvious.
(3)⇒(1): By Lemma 2.2.3, F is a clone of operations on X. Furthermore, we
obtain Loc cPolQ 2.2.3= Loc Clo(cPolQ) 2.4.1= cPol cInv cPolQ = cPolQ, wherefore F
is locally closed.
2.4.4 Corollary. For Q ⊆ cRX , the following are equivalent:
(1) Q is a clone of closed relations on X and LOCQ = Q.
(2) Q = cInv cPolQ.
(3) ∃F ⊆ cOX : Q = cInvF .
Proof. (1)⇒(2): This follows from Theorem 2.4.2.
(2)⇒(3): This is obvious.
(3)⇒(1): By Lemma 2.3.7, Q is a clone of closed relations onX. Furthermore, we
obtain LOC cInvF 2.3.7= LOC CLO(cInvF ) 2.4.2= cInv cPol cInvF = cPolF , where-
fore Q is locally closed.
One of the main consequences of these characterisation theorems is that the Ga-
lois operators cPol-cInv constitute mutually inverse dual isomorphisms between the
complete lattice of locally closed clones of continuous operations and the complete
lattice of locally closed clones of closed relations on X.
32
3 A Relational Localisation
Theory for Topological Algebras
As indicated in the introduction, we intend to examine a topological algebra by
studying its corresponding clone of closed invariant finitary relations. For this
purpose, we are going to develop a localisation theory which is compatible with the
structure of a topological algebra’s relational counterpart. Our approach is based
on an idea originating in [Kea01], where a corresponding relational localisation
theory for finite discrete algebras was established. For consistency reasons, we will
adopt some of the terminology used in [Kea01].
In order to provide an appropriate framework for relational localisation, in the
first instance we have to identify those subsets of a topological algebra where the
restriction process induces a homomorphism between clones of closed relations.
Fortunately, those subsets, called neighbourhoods, automatically preserve Galois
closed classes of closed relations, that is, the image of a Galois closure on the
global structure under the restriction homomorphism is a Galois closure on the
local structure. All this will be substantiated in Section 3.1. Afterwards, we
will study local relational topological structures induced on neighbourhoods in
Section 3.2 as well as their operational counterparts in Section 3.3. Furthermore,
in Section 3.4, we will endow the set of all neighbourhoods of a topological algebra
and the subset of all closed ones among them, respectively, with suitable preorders,
and in Section 3.5, we will introduce and explore a useful topology on the set of a
topological algebra’s neighbourhoods.
Subsequently, in Section 3.6, we will establish the notion of a cover, that is,
a sufficiently large set of neighbourhoods such that the relational restriction of a
topological algebra with respect to the contained neighbourhoods represents no
loss of algebraic information, and we will present an operational characterisation
of covers by means of pointwise convergence of certain decomposition functions.
In Section 3.7, we will introduce the even stronger notion of a full cover and ad-
dress some related aspects. Among other results, we will show that any cover of
a compact Hausdorff topological algebra is, in fact, a full cover of that structure.
Finally, in Section 3.8, we will discuss several aspects related to irreducible struc-
tures, i.e., topological algebras that admit only trivial decompositions in terms of
our localisation theory.
Throughout this chapter, let A = 〈A, T , F 〉 be an arbitrary (non-typed) topolog-
ical algebra, that is, a triple consisting of a carrier set A, a topology T on A and
a set F of continuous finitary operations on the space (A, T ). Furthermore, let us
abbreviate the underlying topological space by X := (A, T ).
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3.1 Finding suitable subsets
As pointed out in this thesis’ introduction, the first step towards a localisation
theory is the identification of suitable subsets. Since the desired localisation theory
is based on the idea of studying A by investigating its relational counterpart,
“suitable” particularly means that the induced restriction process is compatible
with the structure of cInvA. Therefore, we are looking for a convenient operational
description of those subsets U ⊆ A such that the map
piU : cInvA −→ cRXU
% 7−→ %U
is a homomorphism between clones of closed relations. We anticipate the solution to
this problem by introducing the central concept of this chapter in Definition 3.1.3.
However, we first have to address some more notional and notational issues
within the following definition and the subsequent remark.
3.1.1 Definition. For a topological space Y , we define cInv(Y )A := cInv(Y )X F to
be the set of all closed invariant relations of A of type Y . Concerning a natural
number m ∈ N, we define Inv(m)A := Inv(m)A F to be the set of all invariant m-
ary relations of A and cInv(m)A := cInv(m)X F to be the set of all closed invariant
m-ary relations of A. Moreover, let InvA := InvA F be the set of all invariant
finitary relations of A and cInvA := cInvX F the set of all closed invariant finitary
relations of A. Besides, we define ConA := ConA F to be the set of all congruences
of A and ConfinA := Confin,A F to be the set of all congruences of A having finite
index. Furthermore, we call Clo(A) := CloA(F ) the clone generated by A, and we
define Clo(A) := LocX CloA(F ). For any n ∈ N, let Clo(n)(A) := Clo(n)A (F ) and
Clo
(n)
(A) := LocX Clo
(n)
A (F )
2.1.7
= Clo(n)(A)
W(Xn,X)
.
Regarding another topological algebra B = 〈B,S, G〉, we say that A and B are
equivalent and write A ≡ B if (A, T ) = (B,S) and Clo(A) = Clo(B). Besides, for
a subset U ⊆ A, we define
EA(U) :=
{
e ∈ Clo(1)(A) | im e ⊆ U
}
,
and for V ⊆ P(A),
EA(V) :=
⋃
{EA(V ) | V ∈ V}.
Finally, for the sake of convenience, we want to fix the following terminological
convention: Let P represent a property of topological spaces. Then we say that A
has the property P if and only if X has the property P .
3.1.2 Remark. Immediately from the previous definition, we obtain the following:
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(1) For every U ⊆ P(A), we have
EA
(⋃
U
)
⊇
⋃
{EA(U) | U ∈ U}, EA
(⋂
U
)
=
⋂
{EA(U) | U ∈ U}.
(2) For every R ⊆ P(P(A)), we have
EA
(⋃
R
)
=
⋃
{EA(U) | U ∈ R}, EA
(⋂
R
)
⊆
⋂
{EA(U) | U ∈ R}.
As promised, we are now going to introduce and explore a notion being of primary
importance for this chapter and, in fact, the whole thesis.
3.1.3 Definition. A subset U ⊆ A is called a neighbourhood of A if
idU ∈ [EA(U)]|UU
W(XU ,XU )
.
The set of all neighbourhoods of A will be denoted by NeighA. Moreover, we
denote the set of all topologically closed neighbourhoods of A by
cNeighA := {U ∈ NeighA | A \ U ∈ T }.
3.1.4 Remark. Let U ⊆ A and E ⊆ EA(U). Then:
(1) Using Remark 1.2.20, it is easy to see that
idU ∈ [E]|UU
W(XU ,XU ) ⇐⇒ injAU ∈ [E]|U
W(XU ,X)
.
(2) U is a neighbourhood of A if and only if injAU ∈ [EA(U)]|U
W(XU ,X).
The next lemma provides us with a useful operational description of the restric-
tion process with respect to neighbourhoods.
3.1.5 Lemma. Let Y be a topological space, U ∈ NeighA and E ⊆ EA(U) such
that
idU ∈ [E]|UU
W(XU ,XU )
.
Then the following hold:
(1) For every % ∈ cInv(Y )A, we have
%U = {e ◦ r | e ∈ E, r ∈ %}UW(Y,XU ).
(2) For all %, σ ∈ cInv(Y )A, we have
%U ⊆ σU ⇐⇒ {e ◦ r | e ∈ E, r ∈ %} ⊆ σ.
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Proof. (1): Let Y = (B,S), % ∈ cInv(Y )A and σ := {e ◦ r | e ∈ E, r ∈ %} .
⊆: Let r′ ∈ %U . Then there exists some r ∈ % such that im r ⊆ U and r′ = r|U .
Now, let m ∈ N, b0, . . . , bm−1 ∈ B and V0, . . . , Vm−1 ∈ TU such that
idU(r
′(b0)) = r′(b0) ∈ V0, . . . , idU(r′(bm−1)) = r′(bm−1) ∈ Vm−1.
By assumption, there is e ∈ E such that e|UU(r′(b0)) ∈ V0, . . . e|UU(r′(bm−1)) ∈ Vm−1,
i.e., (e ◦ r)|U(b0) ∈ V0, . . . , (e ◦ r)|U(bm−1) ∈ Vm−1. According to Definition 1.2.12,
this shows that r′ ∈ σUW(Y,XU ).
⊇: Let e ∈ E and r ∈ %. By Proposition 1.1.8 and Lemma 2.1.3, we have
Clo
(1)
(A) B % and thus e ◦ r ∈ %. From im e ⊆ U , it follows im(e ◦ r) ⊆ U . Thus,
(e ◦ r)|U ∈ %U . Therefore, we have σU ⊆ %U . By Remark 1.2.16, %U is closed
with respect to W(Y,XU), which implies σUW(Y,XU ) ⊆ %U .
(2): Let %, σ ∈ cInv(Y )A.
⇒: One obtains
{e ◦ r | e ∈ E, r ∈ %}
(1)
⊆ injAU ◦ [%U ] ⊆ injAU ◦ [σU ] ⊆ σ.
⇐: We infer
%U
(1)
= {e ◦ r | e ∈ E, r ∈ %}UW(Y,XU ) ⊆ σUW(Y,XU ) 1.2.16= σU .
So, we are done.
3.1.6 Corollary. Let Y be a topological space and U ∈ NeighA. Then:
(1) For every % ∈ cInv(Y )A, we have
%U = {e ◦ r | e ∈ EA(U), r ∈ %}UW(Y,XU ).
(2) For all %, σ ∈ cInv(Y )A, we have
%U ⊆ σU ⇐⇒ {e ◦ r | e ∈ EA(U), r ∈ %} ⊆ σ.
Up next, we are going to show that restriction with respect to neighbourhoods
is in accordance with closed general superposition of closed relations. Note that
the following result is valid for closed relations of arbitrary type.
3.1.7 Lemma. Let I be a set, Y and Z topological spaces, (Zi)i∈I a family of
topological spaces, ϕ ∈ C(Z, Y ), ϕi ∈ C(Zi, Y ) and σi ∈ cInv(Zi)A for i ∈ I. For
every U ∈ NeighA, we have(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
W(Z,X))
U =
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I
W(Z,XU )
.
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Proof. ⊆: For this inclusion, we are going to use Corollary 3.1.6. Let e ∈ EA(U)
and r ∈ C(Y,X) such that r ◦ ϕi ∈ σi for all i ∈ I. Then, for each i ∈ I, we have
e|U ◦ r ◦ ϕi = (e ◦ r ◦ ϕi)|U
3.1.6∈ σiU ,
and thus
e|U ◦ r ◦ ϕ = (e ◦ r)|U ◦ ϕ ∈
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I .
Therefore, it holds
e|U ◦
[∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
]
⊆
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I .
By continuity of e|U : X → XU , it follows
e|U ◦
[∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
W(Z,X)]
1.2.19⊆ e|U ◦
[∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
]W(Z,XU )
⊆
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I
W(Z,XU )
.
By Corollary 3.1.6, this implies(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
W(Z,X))
U ⊆
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I
W(Z,XU )
.
⊇: Let r ∈ C(Y,XU) such that r ◦ ϕi ∈ σiU for all i ∈ I. Consider the function
r′ ∈ C(Y,X) satisfying r = r′|U . For each i ∈ I, it follows r′ ◦ ϕi ∈ σi. Hence,
r ◦ ϕ = (r′ ◦ ϕ)|U ∈
(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
)
U ⊆
(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
W(Z,X))
U .
Therefore, we have
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I ⊆
(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
W(Z,X))
U .
By Remark 1.2.16,
(∧ϕ,Y,X
(ϕi)i∈I (σi)i∈I
W(Z,X))
U is closed with respect to W(Z,XU),
whence ∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I
W(Z,XU )
⊆
(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
W(Z,X))
U .
So, we are done.
Now, everything is prepared to show that neighbourhoods are exactly those sub-
sets of A where the restriction process is compatible with the structure of cInvA.
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3.1.8 Lemma. A subset U ⊆ A is a neighbourhood of A if and only if
piU : cInvA −→ cRXU
% 7−→ %U
is a homomorphism between clones of closed relations, i.e.,(∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
Xm
)
U =
∧ϕ,Y,XU
(ϕi)i∈I
(σiU)i∈I
(XU )
m
holds whenever I is a set, Y a topological space, m ∈ N, ϕ ∈ C(Dm, Y ), mi ∈ N,
ϕi ∈ C(Dmi , Y ) and σi ∈ cInv(mi)A for i ∈ I.
Proof. Note that piU : cInvA→ cRXU is well-defined by Remark 1.2.16.
⇒: This is due to Lemma 3.1.7.
⇐: Conversely, let m ∈ N, u0, . . . , um−1 ∈ U and V0, . . . , Vm−1 ∈ TU such that
idU(u0) = u0 ∈ V0, . . . , idU(um−1) = um−1 ∈ Vm−1. We set
I := {(%, r) | % ∈ cInvA, r ∈ %}.
Furthermore, we define ϕ ∈ C(Dm, X) by ϕ(k) := uk for all k ∈ m. Moreover, for
each i = (%, r) ∈ I, let mi ∈ N such that % ∈ cInv(mi)A, and define σi := % and
ϕi := r ∈ C(Dmi , X). Then we observe that∧ϕ,X,XU
(ϕi)i∈I
(σiU)i∈I = [{g ∈ C(X,XU) | ∀i ∈ I : g ◦ ϕi ∈ σiU}] ◦ ϕ
1.2.13
= [{f ∈ C(X,X) | ∀i ∈ I : g ◦ ϕi ∈ σi}U ] ◦ ϕ
=
[(
cPol(1) cInvA
)
U
]
◦ ϕ
2.4.1
=
[(
Clo
(1)
A
)
U
]
◦ ϕ
=
[
[EA(U)]|U
] ◦ ϕ.
As piU : cInvA → cRXU is supposed to be a homomorphism between clones of
closed relations, it follows(∧ϕ,X,X
(ϕi)i∈I
(σi)i∈I
Xm
)
U =
∧ϕ,X,XU
(ϕi)i∈I
(σiU)i∈I
(XU )
m
.
Since, due to our computation above,
r := ϕ|U = (idA ◦ϕ)|U ∈
(∧ϕ,X,X
(ϕi)i∈I
(σi)i∈I
Xm
)
U = [[EA(U)]|U ] ◦ ϕ(XU )
m
and r(0) ∈ V0, . . . , r(m− 1) ∈ Vm−1, there exists a function e ∈ EA(U) satisfying
(e|U ◦ ϕ)(0) ∈ V0, . . . , (e|U ◦ ϕ)(m− 1) ∈ Vm−1,
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that is, (e|UU)(u0) ∈ V0, . . . , (e|UU)(um−1) ∈ Vm−1. Therefore,
idU ∈ [EA(U)]|UU
W(XU ,XU )
,
and hence U ∈ NeighA.
As we are going to prove next, the image of a locally closed clone of closed
relations from cInvA under the restriction homomorphism is a locally closed clone
of closed relations on XU . By Corollary 2.4.4, this means that the restriction
process transforms Galois closed subsets of cInvA into Galois closed subsets of
cRXU .
3.1.9 Lemma. Let U ∈ NeighA and Q ⊆ cInvA. The following hold:
(1) If Q is a clone of closed relations on X, then [Q]U is a clone of closed
relations on XU .
(2) If Q is a clone of closed relations on X and LOCX Q = Q, then we have
LOCXU ([Q]U) = [Q]U .
Proof. (1): Assume Q to be a clone of closed relations on X. In order to prove
that [Q]U is closed with respect to closed general superposition over XU , let I be
a set, Y a topological space, m ∈ N, ϕ ∈ C(Dm, Y ), mi ∈ N, ϕi ∈ C(Dmi , Y )
and σi ∈ [Q](mi)U = [Q(mi)]U for i ∈ I. Then, for each i ∈ I, we can find some
σ′i ∈ Q(mi) such that σ′iU = σi. As Q is a clone of closed relations on X, we have∧ϕ,Y,X
(ϕi)i∈I
(σ′i)i∈I
Xm
∈ Q.
By Lemma 3.1.8, we can infer
∧ϕ,Y,XU
(ϕi)i∈I
(σi)i∈I
(XU )
m
=
∧ϕ,Y,XU
(ϕi)i∈I
(σ′iU)i∈I
(XU )
m
=
(∧ϕ,Y,X
(ϕi)i∈I
(σ′i)i∈I
Xm
)
U ∈ [Q]U .
Thus, [Q]U is a clone of closed relations on XU .
(2): Assume that Q is a clone of closed relations on X and LOCX Q = Q. Due
to Corollary 2.4.4, there exists H ⊆ cOX such that Q = cInvX H. Let m ∈ N and
% ∈ LOCXU [Q](m)U . Then, for every finite subset B ⊆fin %, we have
{σ ∈ Q(m) | B ⊆ σU ⊆ %} 6= ∅,
and so we define σB :=
⋂{σ ∈ Q(m) | B ⊆ σU ⊆ %}. By Remark 2.3.5, it follows
R := {σB | B ⊆fin %} ⊆ Q(m). Moreover, it is easy to see that R is a directed
subset of (Q(m),⊆): Clearly, R is non-empty as σ∅ ∈ R. Besides, for B0, B1 ⊆fin %,
we have B0 ∪ B1 ⊆fin % and σB0 ∪ σB1 ⊆ σB0∪B1 . According to Proposition 2.3.1
and Lemma 2.1.3, it follows⋃
R
Xm
∈ cInv(m)X H = Q(m).
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We are going to prove that (⋃
R
Xm
)
U = %,
which implies % ∈ [Q]U and, hence, completes the proof.
⊆: For every e ∈ EA(U), we have
e|U ◦
[⋃
R
Xm
]
1.2.19⊆ e|U ◦
[⋃
R
](XU )m
=
⋃
{e|U ◦ [σB] | B ⊆fin %}
(XU )
m
3.1.6⊆
⋃
{σBU | B ⊆fin %}
(XU )
m
⊆ %.
By Corollary 3.1.6, it follows (⋃
R
Xm
)
U ⊆ %.
⊇: Let r ∈ %. As % ∈ LOCXU [Q]U , we can infer
r ∈ (σ{r})U ⊆
(⋃
R
Xm
)
U .
So, we are done.
The previous two lemmata illustrate that neighbourhoods are exactly the suit-
able subsets for relational localisation. However, since closed subsets of topological
spaces inherit desirable properties, such as compactness, we will focus on closed
neighbourhoods in some situations. In Chapter 4, we will point out another partic-
ular advantage of closed neighbourhoods: they can be extended to the topological
quasivariety generated by A.
3.2 Neighbourhoods
In this section, we want to dwell upon the concept of neighbourhoods and provide
some basic definitions for further considerations. For a start, we are going to deal
with induced local topological relational structures.
3.2.1 Definition. For a subset U ⊆ A, we define the topological relational structure
that A induces on U to be the structure
A
::
U :=
〈
U, TU ,
(
(%U)%∈cInv(m)A
)
m∈N
〉
.
of type (cInv(m)A)m∈N. Besides, let A:: := A::A. Furthermore, two neighbourhoods
U, V ∈ NeighA are called isomorphic (with respect to A), written U ∼= V , if the
two topological relational structuresA
::
U andA::V are isomorphic. Additionally, we
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define L(A) to be the small category on the object set NeighA whose morphisms
are defined by
L(A)(U, V ) := Hom(A
::
U ,A::V )
for U, V ∈ NeighA and whose composition is given by the usual composition of
functions.
3.2.2 Remark. Let U, V ⊆ A. It is easy to observe the following:
(1) By Remark 1.2.15, injAU : A::U → A:: is a homomorphism.
(2) Due to Remark 1.2.19 and Theorem 2.4.1, we have
Hom(A
::
,A
::
U) = [EA(U)]|U , EA(U) = injAU ◦ [Hom(A::,A::U)].
(3) According to Remark 1.2.16 and Remark 1.2.19, Hom(AU ,AV ) is closed
with respect to W(XU , XV ).
3.2.3 Remark. Let U, V ∈ NeighA such that U ∼= V . If U is compact in X, then
so is V due to Remark 1.2.27.
The next lemma provides us with a characterisation of neighbourhoods in terms
of local topological relational structures:
3.2.4 Lemma. A subset U ⊆ A is a neighbourhood of A if and only if
injAU : A::U → A::
is an approximate section.
Proof. Let U ⊆ A. Then we deduce
U ∈ NeighA ⇐⇒ idU ∈ [EA(U)]|UU
W(XU ,XU )
⇐⇒ idU ∈ [[EA(U)]|U ] ◦ injAU
W(XU ,XU )
3.2.2⇐⇒ idU ∈ [Hom(A::,A::U)] ◦ injAU
W(XU ,XU )
1.3.4⇐⇒ injAU : A::U → A:: is an approximate section.
So, we are done.
Our next concern is to introduce a kernel operator on the partially ordered set
(P(A),⊆) which can be restricted to NeighA and extends to an endofunctor on
the small category L(A).
3.2.5 Definition. Regarding a subset U ⊆ A, we call U∗ := ⋃{im e | e ∈ EA(U)}
the kernel of A (with respect to A).
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3.2.6 Remark. It is easy to observe the following:
(1) ∗ : (P(A),⊆)→ (P(A),⊆) is, in fact, a kernel operator.
(2) For every subset U ⊆ A, we have EA(U) = EA(U∗).
3.2.7 Lemma. If U is a neighbourhood of A, then so is U∗.
Proof. If U is a neighbourhood of A, then one obtains
injAU∗ = inj
A
U ◦ injUU∗
3.1.4⊆
[
[EA(U)]|UW(XU ,X)
]
◦ injUU∗
1.2.19⊆ [EA(U)]|U∗W(XU∗ ,X)
3.2.6
= [EA(U∗)]|U∗W(XU∗ ,X),
whence U∗ is a neighbourhood of A according to Remark 3.1.4.
3.2.8 Lemma. Let Y be a topological space and U ∈ NeighA. Then:
(1) For every % ∈ cInv(Y )A, we have
%U = injUU∗ ◦ [%U∗ ]
W(X,XU )
.
(2) For all %, σ ∈ cInv(Y )A, we have
%U = σU ⇐⇒ %U∗ = σU∗ .
Proof. (1): ⊆: This inclusion holds as
%U 3.1.6= {e|U ◦ r | e ∈ EA(U), r ∈ %}W(Y,XU )
3.2.6
= {e|U ◦ r | e ∈ EA(U∗), r ∈ %}W(Y,XU )
= injUU∗ ◦ [{e|U∗ ◦ r | e ∈ EA(U∗), r ∈ %}]
W(Y,XU )
3.1.6⊆ injUU∗ ◦ [%U∗ ]
W(Y,XU )
.
⊇: Conversely, we conclude
injUU∗ ◦ [%U∗ ]
W(X,XU ) ⊆ %UW(X,XU ) 1.2.16= %U .
(2): ⇒: From U∗ ⊆ U it follows %U∗ = (%U)U∗ = (σU)U∗ = σU∗ .
⇐: Conversely, we can infer
%U
(1)
= injUU∗ ◦ [%U∗ ]
W(X,XU )
= injUU∗ ◦ [σU∗ ]
W(X,XU ) (1)
= σU .
So, we are done.
As mentioned before, we are going to show that the introduced kernel operator
extends to an endofunctor on L(A).
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3.2.9 Lemma. The assignments
K : L(A) −→ L(A)
U 7−→ U∗
U
h→ V 7−→ U∗ h|
V ∗
U∗→ V ∗
constitute an endofunctor on L(A). Moreover, (injUU∗)U∈NeighA is a natural trans-
formation from K to the identity functor IdL(A).
Proof. Let U, V ∈ NeighA and consider a homomorphism h : A
::
U → A::U . In
order to show that h[U∗] ⊆ V ∗, let e ∈ EA(U). Due to Remark 3.2.2, we have
e|U ∈ Hom(A
::
,A
::
U) and injAV ∈ Hom(A::V ,A::). Thence,
injAV ◦ h ◦ e|U ∈ Hom(A::,A::) 2.4.1= Clo
(1)
A
and so injAV ◦ h ◦ e|U ∈ EA(V ). Consequently, h[im e] = im(injAV ◦ h ◦ e|U) ⊆ V ∗.
Thus, h[U∗] ⊆ V ∗. According to Remark 1.2.14, h|V ∗U∗ : (U∗, TU∗) → (V ∗, TV ∗) is
continuous. Moreover, for every % ∈ cInvA, we have
h|V ∗U∗ ◦ [%U∗ ] = (h|U∗ ◦ [%U∗ ])V ∗ ⊆ (h ◦ [%U ])V ∗ ⊆ (%V )V ∗ = %V ∗ .
Therefore, h|V ∗U∗ : A::U∗ → A::V ∗ is a homomorphism. So, K is well-defined on
morphisms of L(A). Obviously, we have K(idU) = idU∗ for every U ∈ NeighA.
Now, let U, V,W ∈ NeighA, h0 ∈ Hom(A::U ,A::V ) and h1 ∈ Hom(A::V ,A::W ). As
we have seen, this implies h0[U∗] ⊆ V ∗ and h1[V ∗] ⊆ W ∗, wherefore
K(h1 ◦ h0) = (h1 ◦ h0)|W ∗U∗ = h1|W
∗
V ∗ ◦ h0|V
∗
U∗ = K(h1) ◦K(h0).
Thence, K is an endofunctor of L(A).
We are left to prove that (injUU∗)U∈NeighA is a natural transformation from K to
IdL(A). Let U ∈ NeighA. Due to Remark 1.2.14, injUU∗ : (U∗, TU∗) → (U, TU) is
continuous, and for every % ∈ cInvA, evidently we have injUU∗◦[%U∗ ] ⊆ %U , whence
injUU∗ : A::U∗ → A::U is a homomorphism. Moreover, regarding neighbourhoods
U, V ∈ NeighA and any homomorphism h : A
::
U → A::V , we have h[U∗] ⊆ V ∗ and
thus h◦ injUU∗ = injVV ∗ ◦h|V ∗U∗ . Therefore, (injUU∗)U∈NeighA is a natural transformation
from K to IdL(A).
3.2.10 Corollary. Let U, V ∈ NeighA. If U and V are isomorphic, then so are
U∗ and V ∗.
Proof. If U and V are isomorphic, then they are isomorphic objects in L(A) and
therefore U∗ = K(U)
3.2.9∼= K(V ) = V ∗.
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3.2.11 Corollary. Let U, V ∈ NeighA such that U ∼= V . If U is a kernel neigh-
bourhood, then so is V .
Proof. Let h : A
::
V → A::U be an isomorphism. As K is a functor by Lemma 3.2.9,
K(h) : A
::
V ∗ → A::U∗ is an isomorphism as well. Furthermore, Lemma 3.2.9 yields
injVV ∗ = h
−1◦ injUU∗ ◦K(h). Since U∗ = U , injUU∗ is surjective, and so is injVV ∗ . Hence,
we have V ∗ = V .
For the rest of this section, we are going to study a subclass of NeighA, namely
that of all regular neighbourhoods. The idea of studying these particular neigh-
bourhoods originates from [Kea01].
3.2.12 Definition. A subset U ⊆ A is called a regular neighbourhood of A if
idU ∈ [EA(U)]|UU .
The set of all regular neighbourhoods of A will be denoted by rNeighA.
Note that this terminology is consistent with Definition 3.1.3 as every regular
neighbourhood of A is a neighbourhood of A. Up next, we give an easy but useful
characterisation of regular neighbourhoods.
3.2.13 Definition. In the following, let IdemA :=
{
e ∈ Clo(1)(A) | e ◦ e = e
}
.
3.2.14 Lemma. For every subset U ⊆ A, the following are equivalent:
(1) U is a regular neighbourhood of A.
(2) It holds injAU ∈ [EA(U)]|U .
(3) There exists some e ∈ IdemA satisfying U = e[A].
(4) injAU : A::U → A:: is a section.
Proof. (1)⇒(2): We infer injAU = injAU ◦ idU ∈ injAU ◦ [[EA(U)]|UU ] = [EA(U)]|U .
(2)⇒(3): As injAU ∈ [EA(U)]|U , there exists e ∈ EA(U) such that e|U = injAU .
Hence, we have U = e[A]. By Remark 1.1.2, e is idempotent. So, e ∈ IdemA.
(3)⇒(4): Suppose e ∈ IdemA to satisfy U = e[A]. Then we have e|U ∈ EA(U).
Furthermore, by Remark 3.2.2, it follows that e|U ∈ Hom(A
::
,A
::
U), and Re-
mark 1.1.2 implies e|U ◦ injAU = injAU |U = idU . Thus, injAU : A::U → A:: is a section.
(4)⇒(1): If injAU : A::U → A:: is a section, then there exists g ∈ Hom(A::,A::U)
such that g ◦ injAU = idU . By Remark 3.2.2, we have e := injAU ◦g ∈ EA(U). Finally,
we observe e|UU = (injAU ◦ g)|UU = g|U = g ◦ injAU = idU .
3.2.15 Remark. For later use, we notice the following:
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(1) According to Lemma 3.2.14, we have rNeighA = {e[A] | e ∈ IdemA}.
(2) If X is a Hausdorff space, then rNeighA ⊆ cNeighA by Remark 1.2.23.
Using Lemma 3.2.14, we can deduce some useful observations concerning the
restriction process with respect to regular neighbourhoods.
3.2.16 Lemma. Let e ∈ IdemA and U := e[A]. Then the following hold:
(1) For every topological space Y and % ∈ cInv(Y )A, we have %U = e|U ◦ [%].
(2) It holds EA(U) =
{
e ◦ f | f ∈ Clo(1)(A)
}
.
Proof. (1): ⊆: Let r′ ∈ %U . Then there exists r ∈ % such that im r ⊆ U and
r|U = r′. Hence, it follows e|U ◦ r = (e ◦ r)|U = r|U = r′, and thus r′ ∈ e|U ◦ [%].
⊇: Conversely, let r ∈ %. As e B %, we conclude that e ◦ r ∈ %. Moreover, we
have im(e ◦ r) ⊆ e[A] = U , whence e|U ◦ r = (e ◦ r)|U ∈ %U .
(2): First, we observe that Clo(1)(A) ∈ cInv(X)A. Thence,
EA(U) = inj
A
U ◦
[(
Clo
(1)
(A)
)
U
]
(1)
= injAU ◦ e|U ◦
[
Clo
(1)
(A)
]
= e ◦
[
Clo
(1)
(A)
]
This completes the proof.
3.3 The local topological algebra A|U
Motivated by Lemma 3.1.8, where the neighbourhoods of a topological algebra
were identified as the appropriate subsets for relational localisation, we are now
going to investigate local topological algebras induced on neighbourhoods.
3.3.1 Definition. Let U ∈ NeighA. Then the topological algebra that A induces
on U is defined to be
A|U := 〈U, TU , cPolXU ([cInvA]U)〉.
According to Theorem 2.4.1, we have A|A =
〈
A, T ,Clo(A)〉. Within the sub-
sequent lemma, we present an operational description of the restricted topological
algebra A|U .
3.3.2 Lemma. Let U ∈ NeighA. For n ∈ N, we have
cPol
(n)
XU
([cInvA]U) =
{
f |UUn | f ∈ Clo
(n)
(A), f B U
}W((XU )n,XU )
=
{
f |UUn | f ∈ Clo
(n)
(A), im f ⊆ U
}W((XU )n,XU )
=
{
(e ◦ f)|UUn | e ∈ EA(U), f ∈ Clo
(n)
(A)
}W((XU )n,XU )
.
45
3 A Relational Localisation Theory for Topological Algebras
Proof. Evidently, we have
cPol
(n)
XU
([cInvA]U)
2.2.4⊇
{
f |UUn | f ∈ Clo
(n)
(A), f B U
}W((XU )n,XU )
⊇
{
f |UUn | f ∈ Clo
(n)
(A), im f ⊆ U
}W((XU )n,XU )
⊇
{
(e ◦ f)|UUn | e ∈ EA(U), f ∈ Clo
(n)
(A)
}W((XU )n,XU )
,
whence it only remains to show
cPol
(n)
XU
([cInvA]U) ⊆
{
(e ◦ f)|UUn | e ∈ EA(U), f ∈ Clo
(n)
(A)
}W((XU )n,XU )
.
So, let h ∈ cPol(n)XU ([cInvA]U), r0, . . . , rm−1 ∈ Un, and V0, . . . , Vm−1 ∈ T such that
h(r0) ∈ V0 ∩ U, . . . , h(rm−1) ∈ Vm−1 ∩ U , that is,
idU ∈
⋂
i∈m
C(ri, XU)
−1[h−1(Vi ∩ U)].
By continuity of h : (XU)n → XU , it follows⋂
i∈m
C(ri, XU)
−1[h−1(Vi ∩ U)]
1.2.19∈ W(XU , XU).
Since U is a neighbourhood of A, there exists g ∈ EA(U) satisfying
g|UU ∈
⋂
i∈m
C(ri, XU)
−1[h−1(Vi ∩ U)],
that is, h(g|UU ◦ r0) ∈ V0 ∩ U, . . . , h(g|UU ◦ rm−1) ∈ Vm−1 ∩ U . Now, we define
f := injAU ◦ h ◦ 〈〈g|U , . . . , g|U〉〉.
It is not difficult to see that f ∈ cPol(n)X cInvA = Clo
(n)
A. Besides, im f ⊆ U .
Moreover, we have
f(injAU ◦ ri) = (injAU ◦ h ◦ 〈〈g|U , . . . , g|U〉〉)(injAU ◦ ri)
= (injAU ◦ h)(g|U((injAU ◦ ri)(0)), . . . , g|U((injAU ◦ ri)(n− 1)))
= (injAU ◦ h)(g|UU(ri(0)), . . . , g|UU(ri(n− 1)))
= (injAU ◦ h)(g|UU ◦ ri)
and thus f(injAU ◦ ri) ∈ Vi for every i ∈ m. Once more, since U is a neighbourhood
of A, we can find some e ∈ EA(U) with
(e◦f)|UUn(r0) = e(f(injAU ◦r0)) ∈ V0, . . . , (e◦f)|UUn(rm−1) = e(f(injAU ◦rm−1)) ∈ Vm−1.
This proves our claim.
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3.3.3 Corollary. Let U ∈ NeighA. Then the following hold:
(1) For every subset V ⊆ U , we have [EA(V )]|UU ⊆ EA|U (V ).
(2) For every subset V ⊆ P(U), we have [EA(V)]|UU ⊆ EA|U (V).
Subsequently, we will compute the closed invariants of A|U with regard to an
arbitrary type space Y .
3.3.4 Lemma. Let U ∈ NeighA. For any topological space Y , we have
cInv(Y )A|U = {%U | % ∈ cInv(Y )A}.
Proof. ⊆: Let σ ∈ cInv(Y )A|U , and define % := ΓF (injAU ◦ [σ]). Then we observe
σ = (injAU ◦ [σ])U
2.2.9⊆ %U .
Moreover, for every e ∈ EA(U), it follows
e|U ◦ [ΓF (injAU ◦ [σ])]
2.2.7
= {(e ◦ f)|UUn ◦ 〈r0, . . . , rn−1〉 | n ∈ N, f ∈ Clo(n)(F ), r0, . . . , rn−1 ∈ σ}
3.3.2⊆ σ
and hence
e|U ◦ [%] = e|U ◦
[
ΓF (inj
A
U ◦ [σ])
W(Y,X)
]
1.2.19⊆ e|U ◦ [ΓF (injAU ◦ [σ])]
W(Y,XU ) ⊆ σ.
Using Corollary 3.1.6, we conclude that σ = %U . This shows that
cInv(Y )A|U ⊆ {%U | % ∈ cInv(Y )A}.
⊇: Let % ∈ cInv(Y )A. Consider some f ∈ Clo(n)(A) with n ∈ N such that
im f ⊆ U . By Lemma 2.2.4, f B % and hence f |UUn B %U . Due to Remark 1.2.16
and Lemma 2.1.3, this implies{
f |UUn | f ∈ Clo
(n)
(A), im f ⊆ U
}W((XU )n,XU )
B %U .
As a consequence of Lemma 3.3.2, it follows %U ∈ cInv(Y )A|U .
For the rest of this section, our aim will be to describe the set NeighA|U . For
this purpose, we need to collect some additional observations.
3.3.5 Lemma. Let U ∈ NeighA. Then the following hold:
(1) For every subset V ⊆ U , we have
EA|U (V ) ⊆ [EA(V )]|UU
W(XU ,XU )
.
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(2) For every subset V ⊆ P(U), we have
EA|U (V) ⊆ [EA(V)]|UU
W(XU ,XU )
.
Proof. (1): Let V ⊆ U . Furthermore, let e ∈ EA|U (V ), u0, . . . , um−1 ∈ U and
W0, . . . ,Wm−1 ∈ TU such that e(u0) ∈ W0, . . . , e(um−1) ∈ Wm−1, which means that
u0 ∈ e−1[W0], . . . , um−1 ∈ e−1[Wm−1]. Since U is a neighbourhood of A, there
exists f ∈ EA(U) satisfying (f |UU)(u0) ∈ e−1[W0], . . . , (f |UU)(um−1) ∈ e−1[Wm−1],
i.e., (e◦f |UU)(u0) ∈ W0, . . . , (e◦f |UU)(um−1) ∈ Wm−1. Concerning g := injAU ◦e◦f |U ,
it follows g ∈ cPol(1)X cInvA = Clo
(1)
A, im g ⊆ V and
(g|UU)(u0) = (e ◦ f |UU)(u0) ∈ W0, . . . , (g|UU)(um−1) = (e ◦ f |UU)(um−1) ∈ Wm−1.
This completes the proof of (1).
(2): Let V ⊆ P(U). For every V ∈ V , we have
EA|U (V )
(1)
⊆ [EA(V )]|UU
W(XU ,XU ) ⊆ [EA(V)]|UU
W(XU ,XU )
.
Thence, EA|U (V) ⊆ [EA(V)]|UU
W(XU ,XU ).
Now, we can deduce the desired characterisation of a local topological algebra’s
neighbourhoods.
3.3.6 Proposition. For every U ∈ NeighA, we have
NeighA|U = (NeighA) ∩P(U).
Proof. ⊆: Let V ∈ NeighA|U . Of course, we have V ∈ P(U). Moreover, we obtain
injAV = inj
A
U ◦ injUV
3.1.4∈ injAU ◦
[
[EA|U (V )]|V
W(XV ,XU )]
3.3.5⊆ injAU ◦
[[
[EA(V )]|UU
W(XU ,XU )] |VW(XV ,XU )]
1.2.20⊆ injAU ◦
[
[EA(V )]|UV
W(XV ,XU )]
1.2.19⊆
[
[EA(V )]|VW(XV ,X)
]
.
Therefore, V is a neighbourhood of A.
⊇: If V is a neighbourhood of A, then we can infer
idV ∈ [EA(V )]|VV
W(XV ,XV )
= [[EA(V )]|UU ]|VV
W(XV ,XV ) 3.3.3⊆ [EA|U (V )]|VV
W(XV ,XV )
,
whence V ∈ NeighA|U .
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3.3.7 Proposition. For every U ∈ cNeighA, we have
cNeighA|U = (cNeighA) ∩P(U).
Proof. We infer
cNeighA|U = {V ∈ NeighA|U | U \ V ∈ TU}
3.3.6
= {V ∈ NeighA | V ⊆ U,U \ V ∈ TU}
A\U∈T
= {V ∈ NeighA | V ⊆ U,A \ V ∈ T }
= (cNeighA) ∩P(U),
which proves the claim.
In order to obtain a similar result regarding regular neighbourhoods, we first
have to address some more rather technical issues.
3.3.8 Lemma. Let e ∈ IdemA and U := e[A]. Then the following hold:
(1) For every n ∈ N, we have
Clo(n)(A|U) =
{
f |UUn | f ∈ Clo
(n)
(A), im f ⊆ U
}
=
{
(e ◦ f)|UUn | f ∈ Clo
(n)
(A)
}
=
{
(e ◦ f)|UUn | f ∈ Clo(n)(A)
}W((XU )n,XU )
.
(2) For every subset V ⊆ U , we have EA|U (V ) = [EA(V )]|UU .
Proof. (1): Let n ∈ N and define
G :=
{
(e ◦ f)|UUn | f ∈ Clo
(n)
(A)
}
,
H :=
{
(e ◦ f)|UUn | f ∈ Clo(n)(A)
}W((XU )n,XU )
.
We observe that
G =
[
e|U ◦
[
Clo
(n)
(A)
]]
|Un
1.2.19⊆
[
e|U ◦
[
Clo(n)(A)
]W(Xn,XU )]
|Un
1.2.20⊆ H.
Moreover, for every g ∈ Clo(n)(A|U) 2.4.1= cPol(n)XU ([cInvA]U), it is easy to see that
f := injAU ◦ g ◦ 〈〈e|U , . . . , e|U〉〉 ∈ cPol(n)X cInvA 2.4.1= Clo
(n)
(A)
and (e ◦ f)|UUn = g. Thence, Clo(n)(A|U) ⊆ G. By Lemma 3.3.2,{
(e ◦ f)|UUn | f ∈ Clo(n)(A)
}
⊆ Clo(n)(A|U).
49
3 A Relational Localisation Theory for Topological Algebras
Consequently, H ⊆ Clo(n)(A|U) due to Theorem 2.4.1. So, we have
Clo(n)(A|U) ⊆ G ⊆ H ⊆ Clo(n)(A|U)
and hence Clo(n)(A|U) = G = H. Finally, we observe that
Clo(n)(A|U) = G ⊆
{
f |UUn | f ∈ Clo
(n)
(A), im f ⊆ U
} 3.3.2⊆ Clo(n)(A|U),
which proves the remaining equation.
(2): ⊆: Consider some function
g ∈ EA|U (V ) 2.4.1=
{
h ∈ cPol(1)XU ([cInvA]U) | imh ⊆ V
}
.
We define f := injAU ◦ g ◦ e|U . Evidently, we have f ∈ cPol(1)X cInvA = Clo
(1)
(A)
and im f ⊆ V , that is, f ∈ EA(V ). Thus, we obtain g = f |UU ∈ [EA(V )]UU .
⊇: This inclusion holds due to Corollary 3.3.3.
3.3.9 Proposition. For every U ∈ rNeighA, we have
rNeighA|U = (rNeighA) ∩P(U).
Proof. Let e ∈ IdemA such that U = e[A].
⊆: Let V ∈ rNeighA|U . By Lemma 3.2.14, there exists f ∈ IdemA|U satisfying
V = f [U ]. It is easy to see that g := injAU ◦f ◦e|U ∈ IdemA and V = f [e[A]] = g[A].
Consequently, V ∈ (rNeighA) ∩P(U) due to Lemma 3.2.14.
⊇: Let V ∈ (rNeighA) ∩ P(U). By Lemma 3.2.14, there exists f ∈ IdemA
such that V = f [A]. Accordingly, one obtains im f ⊆ U , f |UU ∈ IdemA|U and
V = im(f |UU). Thence, V ∈ rNeighA|U by Lemma 3.2.14.
3.4 Local isomorphisms
In this section, we shall deal with local isomorphisms, i.e., isomorphisms between
topological relational structures induced on neighbourhoods as introduced in Def-
inition 3.2.1. What is more, we are going to equip the sets NeighA and cNeighA,
respectively, with suitable preorders arising naturally from the concept of a local
isomorphism.
However, in the first instance, let us address some useful facts concerning sepa-
ration of closed invariants.
3.4.1 Lemma. Let U, V ∈ NeighA, and let h : A
::
U → A::V be a homomorphism.
For any topological space Y = (B,S) and % ∈ cInv(Y )A, we have h ◦ [%U ] ⊆ %V .
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Proof. The proof proceeds by contradiction. So, assume that there is % ∈ cInv(Y )A
and some r ∈ %U such that h◦r 6∈ %V . As %V is closed with respect toW(Y,XV )
by Remark 1.2.16, we can find m ∈ N, b0, . . . , bm−1 ∈ B and W0, . . . ,Wm−1 ∈ TV
such that (h ◦ r)(b0) ∈ W0, . . . , (h ◦ r)(bm−1) ∈ Wm−1 and
%V ∩
⋂
i∈m
(
prB,Vbi
)−1
[Wi] = ∅.
Now, set I := 1, Z := Dm, Z0 := Y , %0 := % and ϕ0 := idY ∈ C(Z0, Y ), and define
ϕ ∈ C(Z, Y ) by ϕ(i) := bi for all i ∈ m. Then we have
σ := [%] ◦ ϕX
m
=
∧ϕ,Y,X
(ϕi)i∈I
(%i)i∈I
Xm
2.3.3∈ cInv(m)A.
As h : A
::
U → A::V is a homomorphism, it follows h◦[σU ] ⊆ σV . From injAU◦r ∈ %,
one infers injAU ◦ r ◦ ϕ ∈ σ and thus
h ◦ r ◦ ϕ = h ◦ (injAU ◦ r ◦ ϕ)|U ∈ σV 3.1.7=
∧ϕ,Y,XV
(ϕi)i∈I
(%iV )i∈I
(XV )
m
= [%V ] ◦ ϕ(XV )
m
.
Since
h ◦ r ◦ ϕ ∈
⋂
i∈m
(
prm,Vi
)−1
[Wi],
there must exist some s ∈ %V satisfying
s ◦ ϕ ∈
⋂
i∈m
(
prm,Vi
)−1
[Wi], that is, s ∈
⋂
i∈m
(
prB,Vbi
)−1
[Wi],
which contradicts the choice of b0, . . . , bm−1 and W0, . . . ,Wm−1. This yields the
desired contraposition.
3.4.2 Corollary. Let Y be a topological space, %, σ ∈ cInv(Y )A. If U, V ∈ NeighA
are isomorphic, then
%U = σU ⇐⇒ %V = σV .
Proof. Let h0 : A::U → A::V , h1 : A::V → A::U be mutually inverse homomorphisms.
First, we are going to prove that
h0 ◦ [νU ] = νV
holds for all ν ∈ cInvA. By Lemma 3.4.1, we have h0 ◦ r ∈ νV for all r ∈ νU .
Likewise, for any r ∈ νV , it follows h1 ◦ r ∈ νU and so r = h0 ◦h1 ◦ r ∈ h0 ◦ [νU ].
Therefore,
%U = σU =⇒ h0 ◦ [%U ] = h0 ◦ [σU ] =⇒ %V = σV .
Due to symmetry, the implication %V = σV =⇒ %U = σU holds, too.
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In the next step, we want to compare local isomorphisms in restricted structures
to those in the original one.
3.4.3 Remark. Let U ∈ NeighA and V,W ∈ NeighA|U . Then:
(1) Hom
(
A|U
::::
V ,A|U
::::
W
)
= Hom(A
::
V ,A::W ).
(2) A|U
::::
V ∼= A|U
::::
W ⇐⇒ A::V ∼= A::W .
(3) V ∼= W with respect to A|U ⇐⇒ V ∼= W with respect to A.
Proof. (1): According to Remark 1.2.14, (XU)V = XV and (XU)W = XW . By
Corollary 2.4.4 and Lemma 3.1.9, we have cInvA|U = [cInvA]U . Thus, for every
h ∈ C(XV , XW ), one obtains
h ∈ Hom
(
A|U
::::
V ,A|U
::::
W
)
⇐⇒ ∀% ∈ cInvA|U : h ◦ [%V ] = %W
⇐⇒ ∀% ∈ cInvA : h ◦ [(%U)V ] = (%U)W
⇐⇒ ∀% ∈ cInvA : h ◦ [%V ] = %W
⇐⇒ h ∈ Hom(A
::
V ,A::W ).
This proves (1).
(2) and (3) are immediate consequences of (1).
3.4.4 Remark. Let U, V ∈ NeighA and let h : A
::
U → A::V be an isomorphism.
Then the following hold:
(1) If W ∈ NeighA|U , then h[W ] ∈ NeighA|V .
(2) If W ∈ cNeighA|U , then h[W ] ∈ cNeighA|V .
(3) If W ∈ rNeighA|U , then h[W ] ∈ rNeighA|V .
Proof. Let W ∈ NeighA|U and Z := h[W ].
(1): It is easy to see that g := h|ZW : A::W → A::Z is a isomorphism. Using this
and Remark 3.4.3, one obtains
idZ = g ◦ idW ◦g−1
3.2.4∈ g ◦
[[
Hom(A
::
U ,A::W )
]
◦ injUW
W(XW ,XW )
]
◦ g−1
1.2.19⊆ g ◦
[
Hom(A
::
U ,A::W )
]
◦ injUW ◦ g−1
W(XZ ,XZ)
= g ◦
[
Hom(A
::
U ,A::W )
]
◦ h−1 ◦ injVZ
W(XZ ,XZ)
⊆
[
Hom(A
::
V ,A::Z)
]
◦ injVZ
W(XZ ,XZ)
,
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wherefore Z ∈ NeighA|V according to Lemma 3.2.4 and Remark 3.4.3.
(2): This follows from (1) and the fact that h : XU → XV is a homeomorphism.
(3): By Lemma 3.2.14, there exists e ∈ IdemA|U such that W = e[U ]. Then we
observe that
f := h ◦ e ◦ h−1 ∈ Hom(A
::
V ,A::V ) = Clo
(1)
(A|V ),
f is idempotent, and Z = h[e[U ]] = f [V ]. Due to Lemma 3.2.14, this implies that
Z ∈ rNeighA|V .
Furthermore, we want to establish an operational characterisation of local iso-
morphisms between regular neighbourhoods.
3.4.5 Lemma. Let eU , eV ∈ IdemA and U := eU [A], V := eV [A]. The following
are equivalent:
(1) U and V are isomorphic.
(2) There exist f, g ∈ Clo(1)(A) such that im f ⊆ V , im g ⊆ U , (g ◦ f)|U = injAU
and (f ◦ g)|V = injAV .
(3) There exist f, g ∈ Clo(1)(A) satisfying eV ◦f ◦eU = f ◦eU , eU ◦g◦eV = g◦eV ,
g ◦ f ◦ eU = eU and f ◦ g ◦ eV = eV .
Proof. (1)⇒(2): Let h : A
::
U → A::V be an isomorphism. We define
f := injAV ◦ h ◦ eU |U , g := injAU ◦ h−1 ◦ eV |V .
According to Remark 3.2.2, we have f, g ∈ Hom(A
::
,A
::
)
2.4.1
= Clo
(1)
(A). Evidently,
im f ⊆ V and im g ⊆ U . Furthermore,
(g ◦ f)|U = (injAU ◦ h−1 ◦ eV |V ◦ injAV ◦ h ◦ eU |U)|U 1.1.2= (injAU ◦ h−1 ◦ h ◦ eU |U)|U
= (injAU ◦ eU |U)|U 1.1.2= injAU .
Due to symmetry, (f ◦ g)|V = injAV holds as well.
(2)⇒(3): This is due to Remark 1.1.2.
(3)⇒(1): From eV ◦f ◦eU = f ◦eU and eU ◦g◦eV = g◦eV , it follows f [U ] ⊆ V and
g[V ] ⊆ U . Therefore, we can define h0 := f |VU and h1 := g|UV . Due to Remark 1.2.13,
h0 : (U, TU) → (V, TV ) is continuous. Moreover, for all % ∈ cInv(m)A and r ∈ %U ,
one obtains
h0 ◦ r = f |VU ◦ r = (f ◦ injAU ◦ r)|V ∈ %V .
Thence, h0 : A::U → A::V is a homomorphism. In a symmetrical manner, it can be
shown that h1 : A::V → A::U is a homomorphism, too. So, we are left to prove that
h0 and h1 are mutually inverse. For this purpose, we compute
h1 ◦ h0 = g|UV ◦ f |VU = (g ◦ f)|UU 1.1.2= (g ◦ f ◦ eU)|UU = eU |UU 1.1.2= idU .
Again, due to symmetry, we also have h0 ◦ h1 = idV .
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The notion of a local isomorphism gives rise to a preorder on the set of a topo-
logical algebra’s neighbourhoods.
3.4.6 Definition. Let U, V ∈ NeighA and U ,V ⊆ NeighA.
(1) We say that U embeds into V (with respect to A) and write U  V if there
exists a neighbourhood W ∈ NeighA such that U ∼= W ⊆ V .
(2) We say that U embeds into V (with respect to A) and write U  V if
∀U ′ ∈ U ∃V ′ ∈ V : U ′  V ′.
Our first concern is to clarify the relationship between embeddings with respect
to A and those with regard to A|U .
3.4.7 Remark. Let U ∈ NeighA. As an immediate consequence of Proposi-
tion 3.3.6 and Remark 3.4.3, one obtains:
(1) For V,W ∈ NeighA|U ,
V  W with respect to A ⇐⇒ V  W with respect to A|U .
(2) For V ,W ⊆ NeighA|U ,
V  W with respect to A ⇐⇒ V  W with respect to A|U .
As already indicated, the introduced relation constitutes a preorder.
3.4.8 Remark. The following are valid:
(1) (NeighA,) is a preordered set.
(2) (P(NeighA),) is a preordered set.
Proof. (1): Clearly,  is reflexive. In order to show transitivity, consider some
U, V,W ∈ NeighA such that U  V  W . Then there exist V ′,W ′ ∈ NeighA and
isomorphisms h0 : A::U → A::V ′ , h1 : A::V → A::W ′ . From Remark 3.4.4 and
V ′ ∈ (NeighA) ∩P(V ) 3.3.6= NeighA|V ,
it follows Z := h1[V ′] ∈ NeighA|W ′ 3.3.6= (NeighA) ∩P(W ′). Moreover,
h1|ZV ′ ◦ h0 : A::U → A::Z
is an isomorphism. Consequently, U  W and we are done.
(2): This is an immediate consequence of (1).
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As pointed out at the end of Section 3.1, we will have to focus on closed neigh-
bourhoods in some situations. For this reason, we want to establish the following
concept as well.
3.4.9 Definition. Let U, V ∈ cNeighA and U ,V ⊆ cNeighA.
(1) We say that U embeds closedly into V (with respect to A) and write U c V
if there exists a closed neighbourhood W ∈ cNeighA such that U ∼= W ⊆ V .
(2) We say that U embeds closedly into V (with respect to A) and write U c V
if
∀U ′ ∈ U ∃V ′ ∈ V : U ′  V ′.
Once more, we first have to address the connection between local structures and
the original one with regard to the introduced relation.
3.4.10 Remark. Let U ∈ cNeighA. Due to Proposition 3.3.7 and Remark 3.4.3,
the following hold:
(1) For V,W ∈ cNeighA|U ,
V c W with respect to A ⇐⇒ V c W with respect to A|U .
(2) For V ,W ⊆ cNeighA|U ,
V c W with respect to A ⇐⇒ V c W with respect to A|U .
Similarly, the given binary relation constitutes a preorder on the set of all closed
neighbourhoods.
3.4.11 Remark. The following are valid:
(1) (cNeighA,c) is a preordered set.
(2) (P(cNeighA),c) is a preordered set.
Proof. (1): Evidently, c is reflexive. To prove transitivity, let U, V,W ∈ cNeighA
such that U c V c W . Then there exist V ′,W ′ ∈ cNeighA and isomorphisms
h0 : A::U → A::V ′ , h1 : A::V → A::W ′ . Using Remark 3.4.4 and
V ′ ∈ (cNeighA) ∩P(V ) 3.3.7= cNeighA|V ,
we infer that Z := h1[V ′] ∈ cNeighA|W ′ 3.3.7= (cNeighA) ∩P(W ′). Furthermore,
h1|ZV ′ ◦ h0 : A::U → A::Z
is an isomorphism. Consequently, U c W and we are done.
(2): This is an immediate consequence of (1).
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3.5 The topology N (A)
The matter of this section is to endow NeighA with an appropriate topology and
to explore some of its properties. For instance, as we are going to see, closed
non-empty subsets of NeighA turn out to be inductively ordered with respect to
inclusion and certain natural operators become continuous. Later, in Section 3.6,
we illustrate some more advantages of this particular topology.
At the very beginning, we are going to prove the following useful observation:
3.5.1 Lemma. Let U ∈ NeighA and V ⊆ P(A). Then we have
injAU ∈ [EA(V)]|U
W(XU ,X) ⇐⇒ EA(U) ⊆ EA(V)W(X,X).
Proof. ⇒: Suppose that the left-hand side is true. Since U is a neighbourhood of
A, it follows
EA(U) = inj
A
U ◦
[
[EA(U)]|U
] 3.1.4⊆ [EA(V)]|UW(XU ,X) ◦ [[EA(U)]|U]
1.2.19⊆ [[EA(V)]|U ] ◦ [[EA(U)]|U ]W(X,X) = [EA(V)] ◦ [EA(U)]W(X,X)
⊆ EA(V)W(X,X).
⇐: Conversely, if the right-hand side holds, then we obtain
injAU
3.1.4∈ [EA(U)]|UW(XU ,X)
1.2.20⊆ [EA(V)]|UW(XU ,X).
So, we are done.
3.5.2 Definition. A set V ⊆ NeighA of neighbourhoods is said to be closed if the
implication
injAU ∈ [EA(V)]|U
W(XU ,X)
=⇒ U ∈ V .
holds for all U ∈ NeighA. Moreover, we define
N (A) := {U ⊆ NeighA | (NeighA) \ U is closed}.
3.5.3 Proposition. N (A) is a topology on NeighA.
Proof. Let us abbreviate
M := {V ⊆ NeighA | V is closed}.
It is easy to see that ∅, (NeighA) ∈ M. Let S ⊆ M. To prove that ⋂S ∈ M,
assume U ∈ NeighA to satisfy
injAU ∈
[
EA
(⋂
S
)]
|U
W(XU ,X)
.
56
3.5 The topology N (A)
Then we deduce
injAU
3.1.2∈
⋂
V∈S
[EA(V)]|U
W(XU ,X) 1.2.3⊆
⋂
V∈S
[EA(V)]|UW(XU ,X),
which implies that U ∈ V for every V ∈ S. Hence, it follows U ∈ ⋂S. Thus, we
have
⋂S ∈ M. Now, let F ⊆fin M. Suppose that we have
injAU ∈
[
EA
(⋃
F
)]
|U
W(XU ,X)
for some U ∈ NeighA. Similarly, we obtain
injAU
3.1.2∈
⋃
V∈F
[EA(V)]|U
W(XU ,X) 1.2.3
=
⋃
V∈F
[EA(V)]|UW(XU ,X),
wherefore U ∈ V for some V ∈ F . Thence, U ∈ ⋃F . Consequently, ⋃F ∈ M.
According to Definition 1.2.1, this shows that N (A) is a topology on NeighA.
3.5.4 Remark. Immediately from Definition 3.5.2 and Proposition 3.5.3, it follows
that a set U ⊆ NeighA is closed with respect to N (A) if and only if it is closed in
the sense of Definition 3.5.2.
3.5.5 Lemma. Let V ⊆ NeighA. A neighbourhood U ∈ NeighA is an element of
VN (A) if and only if
injAU ∈ [EA(V)]|U
W(XU ,X)
.
Proof. For the sake of brevity, let U denote the subset of NeighA consisting of all
neighbourhoods U ∈ NeighA satisfying
injAU ∈ [EA(V)]|U
W(XU ,X)
.
We have to prove that VN (A) = U .
⊆: As V is a set of neighbourhoods of A, we have V ⊆ U . Therefore, it suffices
to show that U is closed with respect to N (A). Referring to Remark 3.5.4, we are
going to show that U is closed in the sense of Definition 3.5.2. To this end, let
W ∈ NeighA and suppose that
injAW ∈ [EA(U)]|W
W(XW ,X)
.
We are going to show that W ∈ U . So, let m ∈ N, w0, . . . , wm−1 ∈ W and
S0, . . . , Sm−1 ∈ T with injAW (w0) = w0 ∈ S0, . . . , injAW (wm−1) = wm−1 ∈ Sm−1. By
assumption, we can find some neighbourhood U ∈ U and a function f ∈ EA(U)
with f |W (w0) ∈ S0, . . . , f |W (wm−1) ∈ Sm−1, i.e., f(w0) ∈ S0, . . . , f(wm−1) ∈ Sm−1.
By definition of U , there exists a neighbourhood V ∈ V and some e ∈ EA(V ) such
that e|U(f(w0)) ∈ S0, . . . , e|U(f(wm−1)) ∈ Sm−1, that is,
(e ◦ f)|W (w0) ∈ S0, . . . , (e ◦ f)|W (wm−1) ∈ Sm−1.
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Of course, we have e ◦ f ∈ EA(V ) ⊆ EA(V). Hence,
injAW ∈ [EA(V)]|W
W(XW ,X)
,
that is, W ∈ U .
⊇: Since V ⊆ VN (A) and, by Remark 3.5.4, VN (A) is closed in the sense of
Definition 3.5.2, we can conclude that U ⊆ VN (A).
3.5.6 Lemma. Let U, V ∈ NeighA. If U ⊆ V , then U ∈ {V }N (A).
Proof. If U ⊆ V , then we have EA(U) ⊆ EA(V ) = EA({V }). From Remark 3.5.4
and Lemma 3.5.5, we can deduce that U ∈ {V }N (A).
One of the main advantages of the introduced topology is that (U ,⊆) constitutes
an inductively ordered set whenever U ⊆ NeighA is non-empty and closed with
respect to N (A). This will be substantiated by the subsequent two results.
3.5.7 Lemma. Let U be a directed subset of (NeighA,⊆). Then ⋃U ∈ UN (A).
In particular,
⋃U ∈ NeighA.
Proof. Let V :=
⋃U . We are going to show that
injAV ∈ [EA(U)]|V
W(XV ,X)
.
Due to Remark 3.1.4 and the fact that EA(U) ⊆ EA(V ), this particularly implies
that U ∈ NeighA. Moreover, it follows⋃
U = V ∈ UN (A)
by Lemma 3.5.5.
In order to prove the claim, let m ∈ N, v0, . . . , vm−1 ∈ V and W0, . . . ,Wm−1 ∈ T
such that injAV (v0) = v0 ∈ W0, . . . , injAV (vm−1) = vm−1 ∈ Wm−1. Then we can find
U0, . . . , Um−1 ∈ U such that v0 ∈ U0, . . . , vm−1 ∈ Um−1. As U is a directed subset of
(NeighA,⊆), there is some U ∈ U such that {v0, . . . , vm−1} ⊆
⋃
i∈m Ui ⊆ U . Since
injAU(v0) = v0 ∈ W0, . . . , injAU(vm−1) = vm−1 ∈ Wm−1 and U is a neighbourhood of
A, there exists a function e ∈ EA(U) with e|U(v0) ∈ W0, . . . , e|U(vm−1) ∈ Wm−1,
that is, e|V (v0) ∈ W0, . . . , e|V (vm−1) ∈ Wm−1. So, we are done.
3.5.8 Corollary. Let U ⊆ NeighA be closed with respect to N (A). Then:
(1) If V is a directed subset of (U ,⊆), then ⋃V ∈ U .
(2) If U 6= ∅, then (U ,⊆) is inductively ordered.
Proof. (1): From Lemma 3.5.7, we infer
⋃V ∈ VN (A) ⊆ UN (A) = U .
(2): Let V be a chain in (U ,⊆). If V = ∅, then V admits an upper bound in
(U ,⊆) because U is non-empty. If V is non-empty, then V is a directed subset of
(U ,⊆). By (1), we can deduce that ⋃V is an upper bound of V in (U ,⊆).
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The previous observations allow us to apply Zorn’s Lemma when dealing with
N (A)-closed subsets of NeighA. In particular, we obtain the following:
3.5.9 Proposition. For every U ⊆ NeighA, we have
UN (A) =
{
V ∈ NeighA | ∃U ∈ Max⊆ UN (A) : V ⊆ U
}
.
Proof. Obviously, for U = ∅, the statement is true as both sides of the equation
coincide with the empty set. Therefore, let us assume that U 6= ∅.
⊆: According to Corollary 3.5.8,
(
UN (A),⊆
)
is inductively ordered. Applying
Zorn’s Lemma, we obtain
UN (A) ⊆
{
V ∈ NeighA | ∃U ∈ Max⊆ UN (A) : V ⊆ U
}
.
⊇: Let V ∈ NeighA and U ∈ Max⊆ UN (A) such that V ⊆ U . By Lemma 3.5.6,
it follows
V ∈ {U}N (A) ⊆ UN (A).
This completes the proof.
We continue with a result establishing a connection between N (A) and the weak
topology on IdemA.
3.5.10 Proposition. The function
H : (IdemA,W(X,X)IdemA) −→ (NeighA,N (A))
e 7−→ e[A]
is continuous.
Proof. Referring to Remark 1.2.11 and Remark 1.2.16, it suffices to show that
H
[
E
W(X,X) ∩ IdemA
]
⊆ H[E]N (A)
holds for all subsets E ⊆ IdemA. To this end, let E ⊆ IdemA and
e ∈ EW(X,X) ∩ IdemA,
and define U := e[A] and U := H[E]. Moreover, let m ∈ N, u0, . . . , um−1 ∈ U
and W0, . . . ,Wm−1 ∈ T such that u0 ∈ W0, . . . , um−1 ∈ Wm−1, which means that
e(u0) ∈ W0, . . . , e(um−1) ∈ Wm−1. By assumption, there exists f ∈ E satisfying
f(u0) ∈ W0, . . . , f(um−1) ∈ Wm−1, i.e., (f |U)(u0) ∈ W0, . . . , (f |U)(um−1) ∈ Wm−1.
For V := f [A] ∈ H[E], it follows f ∈ EA(V ) ⊆ EA(U). Thence,
injAU ∈ [EA(U)]|U
W(XU ,X)
.
Due to Lemma 3.5.5, this is equivalent to
U ∈ UN (A) = H[E]N (A),
and we are done.
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Likewise, the kernel operator introduced in Definition 3.2.5 becomes continuous
with respect to N (A) as well.
3.5.11 Proposition. The function
K : (NeighA,N (A)) −→ (NeighA,N (A))
U 7−→ U∗
is continuous.
Proof. Due to Remark 1.2.11, we have to show that
K
[
VN (A)
]
⊆ K[V ]N (A)
holds whenever V ⊆ NeighA. For V ⊆ NeighA and U ∈ VN (A), one observes
injAU∗ = inj
A
U ◦ injUU∗
3.5.5∈
[
[EA(V)]|UW(XU ,X)
]
|U∗
1.2.20⊆ [EA(V)]|U∗W(XU∗ ,X)
3.2.6
= [EA(K[V ])]|U∗W(XU∗ ,X),
which implies that U∗ ∈ K[V ]N (A) according to Lemma 3.5.5.
Our next objective is to describe the topology N (A|U) by means of the topology
N (A) whenever U ∈ NeighA.
3.5.12 Proposition. For every U ∈ NeighA, we have
N (A|U) = N (A)NeighA|U .
Proof. According to Remark 1.2.2 and Remark 1.2.16, the desired statement is
equivalent to the following: For every subset V ⊆ NeighA|U , it holds
VN (A|U ) = VN (A) ∩ (NeighA|U).
⊆: Let W ∈ VN (A|U ). From Proposition 3.3.6, it follows that W ∈ NeighA.
Moreover, we deduce
injAW = inj
A
U ◦ injUW ∈ injAU ◦
[
[EA|U (V)]|W
W(XW ,XU )]
3.3.5⊆ injAU ◦
[[
[EA(V)]|UU
W(XU ,XU )] |WW(XW ,XU )]
1.2.20⊆ injAU ◦
[
[EA(V)]|UW
W(XW ,XU )]
1.2.19⊆
[
[EA(V)]|WW(XW ,X)
]
.
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Therefore, W is an element of VN (A).
⊇: Let W ∈ VN (A) ∩ (NeighA|U). According to Proposition 3.3.6, we have
W ∈ NeighA|U . Moreover, we deduce
injAW ∈ [EA(V)]|W
W(XW ,X) 1.2.20⇐⇒ injUW ∈ [EA(V)]|UW
W(XW ,XU )
3.3.3
=⇒ injUW ∈ [EA|U (V)]|W
W(XW ,XU )
.
By Lemma 3.5.5, W is an element of VN (A|U ). This completes the proof.
We finish this section with an observation concerning closed neighbourhoods.
3.5.13 Proposition. If U ∈ cNeighA, then NeighA|U is closed with respect to
N (A).
Proof. Let V ∈ NeighA|UN (A). Consider some v ∈ V and S ∈ T such that
injAV (v) = v ∈ S. By Remark 3.5.5, there exists e ∈ EA(U) satisfying (e|V )(v) ∈ S
and hence e(v) ∈ S ∩ U . This shows that V ⊆ UX = U . Consequently,
NeighA|UN (A) ⊆ (NeighA) ∩P(U) 3.3.6= NeighA|U ,
and we are done.
3.6 Covers
As mentioned in this chapter’s introduction, we would like to develop a localisation
theory that allows us to restrict the relational part of a topological algebra to a
family of neighbourhoods, determine information about these local approximations
and combine the local results into global ones. For this purpose, we have to identify
those collections U ⊆ NeighA which are large enough to enable us to reconstruct
the clone of closed invariant relations of A from the family A|U (U ∈ U) of local
structures.
The idea of the following definition originates from [Kea01]:
3.6.1 Definition. Let V ⊆ NeighA.
(1) Let U ⊆ NeighA. We say that V covers U or that V is a cover of U (with
respect to A), respectively, if the implication
(∀V ∈ V : %V = σV ) =⇒ (∀U ∈ U : %U = σU)
holds for all %, σ ∈ cInvA. Moreover, V and U are called covering equivalent,
denoted by V ≡cov U , if V and U cover each other.
(2) Let U ∈ NeighA. We say that V covers U or that V is a cover of U (with
respect to A), respectively, if V covers {U}.
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(3) We say that V covers A or that V is a cover of A, respectively, if it covers
the neighbourhood A, i.e., if for all %, σ ∈ cInvA the implication
(∀V ∈ V : %V = σV ) =⇒ % = σ
holds.
(4) Moreover, we define
CovA := {U ⊆ NeighA | U covers A},
cCovA := (CovA) ∩P(cNeighA),
rCovA := (CovA) ∩P(rNeighA).
3.6.2 Lemma. Let U ⊆ NeighA. Then U covers A if and only if the implication
(∀U ∈ U : %U = σU) =⇒ % = σ
holds whenever %, σ ∈ cInvA such that % ⊆ σ.
Proof. Obviously, every cover of A satisfies the given criterion. Conversely, assume
that
(∀U ∈ U : %U = σU) =⇒ % = σ
holds whenever %, σ ∈ cInvA such that % ⊆ σ. Let m ∈ N and %, σ ∈ cInv(m)A
such that %U = σU for all U ∈ U . Then we have %∩σ ∈ cInv(m)A, %∩σ ⊆ % and
%U = %U ∩ σU = (% ∩ σ)U
for all U ∈ U . By assumption, it follows that % ∩ σ = %. Due to symmetry, we
obtain % ∩ σ = σ as well. Hence, % = σ. Therefore, U is a cover of A.
3.6.3 Remark. Let U ⊆ NeighA. It is easy to observe the following:
(1) {A} covers U .
(2) Let V ,W ⊆ NeighA. If U covers V and V covers W , then U covers W .
(3) Let V ⊆ NeighA. If, for every U ∈ U , there exists V ∈ V such that U ⊆ V ,
then V covers U .
Our first task in this section is to clarify the relationship between covers of
restricted structures and covers of neighbourhoods.
3.6.4 Proposition. Let U ∈ NeighA and V ⊆ NeighA|U . Then,
V covers A|U ⇐⇒ V covers U with respect to A.
62
3.6 Covers
Proof. By Proposition 3.3.6, V ⊆ NeighA. According to Corollary 2.4.4 and
Lemma 3.1.9, we have cInvA|U = [cInvA]U . Thus,
V covers A|U
⇐⇒ ∀%, σ ∈ cInvA : (∀V ∈ V : (%U)V = (σU)V )⇒ %U = σU
⇐⇒ ∀%, σ ∈ cInvA : (∀V ∈ V : %V = σV )⇒ %U = σU
⇐⇒ V covers U with respect to A.
So, we are done.
In preparation for Theorem 3.6.7, we want to give one more definition.
3.6.5 Definition. Let U ∈ NeighA and V ⊆ NeighA. Then we define an index
set Φ(V) := ΦA(V) :=
⋃
V ∈V{V } × EA(V ) and a function
hVU := h
V
A,U := 〈f |VU 〉(V,f)∈Φ(V) : U →
∏
(V,f)∈Φ(V)
V .
3.6.6 Lemma. Let U ∈ NeighA and V ⊆ NeighA. Then
hVU : A::U →
∏
(V,f)∈Φ(V)
A
::
V
is a homomorphism.
Proof. As mentioned in Definition 1.3.1,(∏
(V,f)∈Φ(V)
A
::
V ,
(
pr(V,f)
)
(V,f)∈Φ(V)
)
is a product of (A
::
V )(V,f)∈Φ(V) in TopRel((cInv(m)A)m∈N). For all (V, f) ∈ Φ(V),
we deduce
pr(V,f) ◦ hVU = f |VU = f |V ◦ injAU
3.2.2∈ Hom(A
::
U ,A::V ).
Thus, hVU : A::U →
∏
(V,f)∈Φ(V)A::V is a homomorphism.
The following result establishes a fundamental connection between the concept
of a cover and certain approximation properties concerning the induced local topo-
logical relational structures.
3.6.7 Theorem. Let U ∈ NeighA and V ⊆ NeighA. The following are equivalent:
(1) V covers U .
(2) For every topological space Y and all %, σ ∈ cInv(Y )A, it holds
(∀V ∈ V : %V = σV ) =⇒ %U = σU .
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(3) For all %, σ ∈ cInv(X)A, it holds
(∀V ∈ V : %V = σV ) =⇒ %U = σU .
(4) EA(U) ⊆ ΓXF (EA(V)).
(5) injAU ∈ [ΓXF (EA(V))] |U
W(XU ,X).
(6) hVU : A::U →
∏
(V,f)∈Φ(V)A::V is an approximate section.
(7) There exists an index set Φ, a map V : Φ → V and an approximate section
h : A
::
U →
∏
ϕ∈ΦA::V (ϕ).
Proof. (1)⇒(2): Let Y = (B,S) be a topological space. The proof proceeds by
contradiction. So, assume that we have %, σ ∈ cInv(Y )A such that %U 6= σU and
%V = σV for all V ∈ V . Without loss of generality, suppose that %U 6⊆ σU .
Then there exists r ∈ % \ σ such that im r ⊆ U . As σ is closed with respect to
W(Y,X), we can find m ∈ N, b0, . . . , bm−1 ∈ B and W0, . . . ,Wm−1 ∈ T such that
r(b0) ∈ W0, . . . , r(bm−1) ∈ Wm−1, σ ∩
⋂
i∈m
(
prBbi
)−1
[Wi] = ∅.
Now, set I := 1, Z := Dm, Z0 := Y , %0 := % and σ0 := σ, and let us define
ϕ0 := idY ∈ C(Z0, Y ) and ϕ ∈ C(Z, Y ) by ϕ(i) := bi for all i ∈ m. Moreover, we
define
%′ := [%] ◦ ϕX
m
=
∧ϕ,Y,X
(ϕi)i∈I
(%i)i∈I
Xm
, σ′ := [σ] ◦ ϕX
m
=
∧ϕ,Y,X
(ϕi)i∈I
(σi)i∈I
Xm
.
From r ∈ %, it follows r ◦ϕ ∈ %′ and thus (r ◦ϕ)|U ∈ %′U . Assume that r ◦ϕ ∈ σ′.
Since
r ◦ ϕ ∈
⋂
i∈m
(prmi )
−1[Wi],
there must exist some s ∈ σ satisfying
s ◦ ϕ ∈
⋂
i∈m
(prmi )
−1[Wi], that is, s ∈
⋂
i∈m
(
prBbi
)−1
[Wi],
which contradicts the choice of b0, . . . , bm−1 andW0, . . . ,Wm−1. Therefore, r◦ϕ 6∈ σ′
and hence (r ◦ϕ)|U 6∈ σ′U . Consequently, %′U 6= σ′U . However, for every V ∈ V ,
we have
%′V 3.1.7=
∧ϕ,Y,XV
(ϕi)i∈I
(%iV )i∈I
(XV )
m
=
∧ϕ,Y,XV
(ϕi)i∈I
(σiV )i∈I
(XV )
m
3.1.7
= σ′V .
This implies that V does not cover U , which contradicts (1). Accordingly, it holds
%U = σU , and we are done.
(2)⇒(3): This is obvious.
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(3)⇒(4): Let us define
% := Γ
X
F (EA(V)), σ := Clo
(1)
(A).
We observe that %, σ ∈ cInv(X)A and that EA(V) ⊆ Clo(1)(A). Due to Proposi-
tion 2.2.9, this implies ΓXF (EA(V)) ⊆ Clo
(1)
(A), i.e., % ⊆ σ. Moreover, for every
V ∈ V and all e ∈ EA(V ), we obtain
e ◦ [σ] ⊆ EA(V ) ⊆ EA(V) ⊆ %.
According to Corollary 3.1.6, we conclude that σV ⊆ %V and thus %V = σV for
all V ∈ V . Due to (3), it follows %U = σU , whence
EA(U) = inj
A
U ◦ [σU ] = injAU ◦ [%U ] ⊆ % = ΓXF (EA(V)).
(4)⇒(5): Since U is a neighbourhood of A, we obtain
injAU
3.1.4∈ [EA(U)]|UW(XU ,X)
(4)
⊆
[
Γ
X
F (EA(V))
]
|U
W(XU ,X)
1.2.20⊆ [ΓXF (EA(V))] |U
W(XU ,X)
.
(5)⇒(6): First, we are going to show that
[
ΓXF (EA(V))
] |U ⊆ [Hom(∏
(V,f)∈Φ(V)
A
::
V ,A::
)]
◦ hVU .
To this end, let n ∈ N, g ∈ Clo(n)(A) and f0, . . . , fn−1 ∈ EA(V). Then we can find
V0, . . . , Vn−1 ∈ V such that f0 ∈ EA(V0), . . . , fn−1 ∈ EA(Vn−1). We observe that
g ∈ Clo(n)(A) 2.2.3⊆ cPol(n)X cInvA = Hom(A::n,A::).
According to Definition 1.3.1 and Remark 3.2.2,〈
injAV0 ◦ pr(V0,f0), . . . , injAVn−1 ◦ pr(Vn−1,fn−1)
〉
:
∏
(V,f)∈Φ(V)
A
::
V → A::n
is a homomorphism as well. Thus, we infer
(g ◦ 〈f0, . . . , fn−1〉)|U = g ◦
〈
injAV0 ◦ pr(V0,f0), . . . , injAVn−1 ◦ pr(Vn−1,fn−1)
〉 ◦ hVU
∈
[
Hom
(∏
(V,f)∈Φ(V)
A
::
V ,A::
)]
◦ hVU .
By Proposition 2.2.7, this proves our claim. Hence,
injAU
(5)∈ [ΓXF (EA(V))] |U
W(XU ,X) ⊆
[
Hom
(∏
(V,f)∈Φ(V)
A
::
V ,A::
)]
◦ hVU
W(XU ,X)
.
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By Lemma 3.6.6, hVU : A::U →
∏
(V,f)∈Φ(V)A::V is a homomorphism. Furthermore,
one obtains
idU
3.2.4∈
[
Hom(A
::
,A
::
U)
]
◦ injAU
W(XU ,XU )
⊆
[
Hom(A
::
,A
::
U)
]
◦
[[
Hom
(∏
(V,f)∈Φ(V)
A
::
V ,A::
)]
◦ hVU
W(XU ,X)]W(XU ,XU )
1.2.19⊆
[
Hom(A
::
,A
::
U)
]
◦
[
Hom
(∏
(V,f)∈Φ(V)
A
::
V ,A::
)]
◦ hVU
W(XU ,XU )
⊆
[
Hom
(∏
(V,f)∈Φ(V)
A
::
V ,A::U
)]
◦ hVU
W(XU ,XU )
,
wherefore hVU : A::U →
∏
(V,f)∈Φ(V)A::V is an approximate section.
(6)⇒(7): This implication is trivial.
(7)⇒(1): Let m ∈ N and %, σ ∈ cInv(m)A such that %V = σV holds for all
V ∈ V . We are going to prove %U = σU by contradiction. Without loss of
generality, let us assume that %U 6⊆ σU . Hence, there exists r ∈ (%U)\ (σU). By
Remark 1.2.16, σU is closed in (XU)m and hence we can find W0, . . . ,Wm−1 ∈ TU
such that
r ∈
⋂
i∈m
(
prm,Ui
)−1
[Wi], σU ∩
⋂
i∈m
(
prm,Ui
)−1
[Wi] = ∅.
From (7) and
idU ∈ C(r,XU)−1
[⋂
i∈m
(
prm,Ui
)−1
[Wi]
]
1.2.19∈ W(XU , XU),
we conclude that there exists g ∈ Hom(∏ϕ∈ΦA::V (ϕ),A::U) satisfying
g ◦ h ∈ C(r,XU)−1
[⋂
i∈m
(
prm,Ui
)−1
[Wi]
]
,
that is,
g ◦ h ◦ r ∈
⋂
i∈m
(
prm,Ui
)−1
[Wi].
Since h : A
::
U →
∏
ϕ∈ΦA::V (ϕ) is a homomorphism, we obtain
h ◦ r = (h(r(0)), . . . , h(r(m− 1))) ∈ %
∏
ϕ∈ΦA: V (ϕ) ,
that is, according to Definition 1.3.1,
∀ϕ ∈ Φ : (h(r(0))(ϕ), . . . , h(r(m− 1))(ϕ)) ∈ %V (ϕ) = σV (ϕ).
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Again by Definition 1.3.1, we deduce
h ◦ r = (h(r(0)), . . . , h(r(m− 1))) ∈ σ
∏
ϕ∈ΦA: V (ϕ) .
As g :
∏
ϕ∈ΦA::V (ϕ) → A::U is a homomorphism, one obtains g ◦ h ◦ r ∈ σU ,
which contradicts the choice of W0, . . . ,Wm−1 and hence our assumption. Thus,
%U ⊆ σU . Due to symmetry, it follows %U = σU , and we are done.
3.6.8 Corollary. Let U ⊆ NeighA. The following are equivalent:
(1) U is a cover of A.
(2) For every topological space Y and all %, σ ∈ cInv(Y )A, it holds
(∀U ∈ U : %U = σU) =⇒ % = σ.
(3) For all %, σ ∈ cInv(X)A, it holds
(∀U ∈ U : %U = σU) =⇒ % = σ.
(4) Clo
(1)
(A) = Γ
X
F (EA(U)).
(5) idA ∈ ΓXF (EA(U)).
(6) hUA : A::→
∏
(U,f)∈Φ(U)A::U is an approximate section.
(7) There is an index set Φ, a map U : Φ → U and an approximate section
h : A
::
→∏ϕ∈ΦA::U(ϕ).
3.6.9 Corollary. Let U ∈ NeighA and V ⊆ NeighA. Suppose that XU is a
Hausdorff space. If V covers U , then
hVU : U →
∏
(V,f)∈Φ(V)
V.
is injective.
Proof. Let u0, u1 ∈ U with u0 6= u1. Since XU is a Hausdorff space, there exist
W0,W1 ∈ TU such that u0 ∈ W0, u1 ∈ W1 and W0 ∩W1 = ∅. If V covers U , then,
by Theorem 3.6.7, we have
idU ∈
[
Hom
(∏
(V,f)∈Φ(V)
A
::
V ,A::U
)]
◦ hVU
W(XU ,XU )
.
Consequently, there exists g ∈ Hom(∏(V,f)∈Φ(V)A::V ,A::U) such that
g(hVU(u0)) ∈ W0, g(hVU(u1)) ∈ W1,
which implies g(hVU(u0)) 6= g(hVU(u1)). Thence, hVU(u0) 6= hVU(u1), and we are
done.
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As indicated in Section 3.5, the topology N (A) is well-behaved concerning re-
lational localisation. This is what we are going to substantiate by the subsequent
lemma.
3.6.10 Lemma. Let U ∈ NeighA, V ⊆ NeighA. If U ∈ VN (A), then V covers U .
Proof. If U ∈ VN (A), then we have
injAU
3.5.5∈ [EA(V)]|UW(XU ,X)
2.2.6⊆ [ΓXF (EA(V))] |U
W(XU ,X)
.
By Theorem 3.6.7, this implies that V covers U .
3.6.11 Corollary. Let U ⊆ NeighA. Then we have U ≡cov UN (A).
Proof. Evidently, UN (A) covers U as U ⊆ UN (A). By Lemma 3.6.10, U covers
UN (A). Consequently, U ≡cov UN (A).
The previous result implies that restricting attention to dense subsets with re-
spect to N (A) represents no loss of information regarding separation of invariants.
Using Proposition 3.5.9, one obtains:
3.6.12 Corollary. Let U ⊆ NeighA. Then we have U ≡cov Max⊆ UN (A).
Proof. From Corollary 3.6.11 and Max⊆ UN (A) ⊆ UN (A), we conclude that U covers
Max⊆ UN (A). Conversely, let U ∈ U . By Proposition 3.5.9, there exists some
V ∈ Max⊆ UN (A) with U ⊆ V , which implies that Max⊆ UN (A) covers U . Thus,
Max⊆ UN (A) covers U , and we are done.
3.7 Full covers
The concept of covering does not suffice to retrieve the topology of A from its
local approximations. The localisation process may represent a loss of topological
information in the sense that convergence in the restricted spaces may not be
induced by convergence in the original structure. To avoid such effects and to be
able to reconstruct the underlying topological space of A, we have to strengthen
the notion of covering in the following sense:
3.7.1 Definition. Let V ⊆ NeighA.
(1) Let U ∈ NeighA. We say that V fully covers U or that V is a full cover of U
(with respect to A), respectively, if V covers U and hVU : XU →
∏
(V,f)∈Φ(V) XV
reflects convergence.
(2) We say that V fully covers A or that V is a full cover of A, respectively, if
V fully covers the neighbourhood A.
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(3) Moreover, we define
CovfullA := {U ⊆ NeighA | U fully covers A},
cCovfullA := (CovfullA) ∩P(cNeighA),
rCovfullA := (CovfullA) ∩P(rNeighA).
Later, in Chapter 4, we will see that the concept of full covering is very power-
ful. In fact, given any full cover of a Hausdorff topological algebra consisting only
of closed neighbourhoods, we can construct a categorical equivalence between the
topological quasivariety generated by the original structure and the one generated
by a certain topological algebra defined on a product of the involved neighbour-
hoods.
3.7.2 Lemma. Let U ∈ rNeighA and V ⊆ NeighA. If there exists some V ∈ V
such that U ⊆ V , then V fully covers U .
Proof. By Lemma 3.2.14, there exists e ∈ EA(U) such that e|UU = idU . By assump-
tion, there is some V ∈ V with U ⊆ V . Hence, it follows e ∈ EA(V ). We observe
that
g :
∏
(V ′,e′)∈Φ(V) XV ′ −→ XU
(vϕ)ϕ∈Φ(V) 7−→ e(v(e,V ))
is a well-defined continuous function. Besides, we have (g ◦ hVU)(u) = e(e(u)) = u
for all u ∈ U , that is, g ◦hVU = idU . Evidently, idU : XU → XU reflects convergence,
and so does hVU : XU →
∏
(V ′,e′)∈Φ(V) XV ′ according to Remark 1.2.35. As V covers
U by Remark 3.6.3, it follows that V fully covers U .
3.7.3 Corollary. {A} constitutes a full cover of A.
In particular, Lemma 3.7.2 shows that regular neighbourhoods are well-behaved
regarding the concept of full covering. This idea is also substantiated by the fol-
lowing observation.
3.7.4 Proposition. Let U ∈ rNeighA and V ⊆ cNeighA|U . Then,
V fully covers A|U ⇐⇒ V fully covers U with respect to A.
Proof. By Proposition 3.3.6, we have V ⊆ NeighA. By Lemma 3.2.16, it holds
EA|U (V ) = [EA(V )]|UU for every V ∈ V , and hence
{g | (V, g) ∈ ΦA|U (V)} = {f |UU | (V, f) ∈ ΦA(V)}.
Since V is a set of closed subsets of XU ,
∏
(V,g)∈ΦA|U (V)
V is closed in (XU)ΦA|U (V)
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and
∏
(V,f)∈ΦA(V) V is closed in (XU)
ΦA(V). Thus,
hVA|U ,U : XU →
∏
(V,g)∈ΦA|U (V)
(XU)V reflects convergence
1.2.14⇐⇒ hVA|U ,U : XU →
(
(XU)
ΦA|U (V)
)
∏
(V,g)∈ΦA|U (V)
V
reflects convergence
1.2.36⇐⇒ 〈g〉(V,g)∈ΦA|U (V) : XU → (XU)
ΦA|U (V) reflects convergence
1.2.35⇐⇒ 〈f |UU〉(V,f)∈ΦA(V) : XU → (XU)ΦA(V) reflects convergence
1.2.36⇐⇒ hVA,U : XU →
(
(XU)
ΦA(V))∏
(V,f)∈ΦA(V) V
reflects convergence
1.2.14⇐⇒ hVA,U : XU →
∏
(V,f)∈ΦA(V)
(XU)V reflects convergence
1.2.14⇐⇒ hVA,U : XU →
∏
(V,f)∈ΦA(V)
XV reflects convergence .
According to Proposition 3.6.4, this completes the proof.
The subsequent easy but useful characterisation of full covers is basically a con-
sequence of Corollary 3.6.9.
3.7.5 Proposition. Assume X to be a Hausdorff space. Let U ∈ NeighA and
V ⊆ NeighA. The following are equivalent:
(1) V fully covers U .
(2) V covers U , hVU [U ] in closed in
∏
(V,f)∈Φ(V) XV and
TU = init
(
hVU ,
∏
(V,f)∈Φ(V)
XV
)
.
(3) V covers U , hVU [U ] in closed in
∏
(V,f)∈Φ(V) XV and h
V
U : XU →
∏
(V,f)∈Φ(V) XV
is an embedding.
Proof. If V covers U and X is a Hausdorff space, then, according to Corollary 3.6.9,
hVU is injective. Thus, we obtain
(1)
1.2.37⇐⇒ (2) 1.2.18⇐⇒ (3).
So, we are done.
We finish this section with a result concerning covers of compact neighbourhoods.
3.7.6 Proposition. Assume X to be a Hausdorff space. Let U ∈ NeighA and
V ⊆ NeighA. If U is compact in X, then the following are equivalent:
(1) V is a cover of U .
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(2) V is a full cover of U .
Proof. Evidently, we only need to show that (1) implies (2). To this end, sup-
pose that (1) holds. As X is a Hausdorff space and V covers U , Corollary 3.6.9
states that hVU is injective. Due to Remark 1.2.33,
∏
(V,f)∈Φ(V) XV is a Hausdorff
space. Since XU is compact, hVU [U ] is compact and hence closed in
∏
(V,f)∈Φ(V) XV
by Remark 1.2.27 and Remark 1.2.26. Moreover, Remark 1.2.27 implies that
hVU : XU →
∏
(V,f)∈Φ(V) XV is an embedding. Referring to Proposition 3.7.5, we
conclude that V fully covers U .
3.7.7 Corollary. Assume X to be a compact Hausdorff space. For U ⊆ NeighA,
the following are equivalent:
(1) U is a cover of A.
(2) U is a full cover of A.
3.8 Irreducibility
Some topological algebras, the so-called irreducible ones, admit only trivial decom-
positions in terms of our theory, which means that relational localisation is useless
with regard to analysing them. Those structures as well as some related concepts
shall be discussed in this section.
To begin with, we have to introduce another family of operators concerning
neighbourhoods separating certain pairs of closed invariant relations.
3.8.1 Definition. For a topological space Y and %, σ ∈ cInv(Y )A, we define
SepA(%, σ) := {U ∈ NeighA | %U 6= σU},
cSepA(%, σ) := SepA(%, σ) ∩ (cNeighA),
rSepA(%, σ) := SepA(%, σ) ∩ (rNeighA).
As indicated above, we are now going to introduce the concept of irreducibility.
3.8.2 Definition. Let Y be a topological space and %, σ ∈ cInv(Y )A.
(1) We say that A is irreducible if {A} is a least element of (cCovfullA,c), i.e.,
for every U ∈ cCovfullA, there exists U ∈ U such that A c U .
(2) A neighbourhood U ∈ NeighA is called irreducible (in A) if A|U is irreduc-
ible.
(3) We say that A is (%, σ)-irreducible if A is a least element of (cSepA(%, σ),c),
i.e., % 6= σ and A c U whenever U ∈ cSepA(%, σ).
(4) A neighbourhood U ∈ NeighA is called (%, σ)-irreducible (in A) if A|U is
(%U , σU)-irreducible.
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In later considerations, the following characterisation of relational irreducibility
concerning closed neighbourhoods will prove useful.
3.8.3 Lemma. Let Y be a topological space and %, σ ∈ cInv(Y )A. A closed neigh-
bourhood U ∈ cNeighA is (%, σ)-irreducible if and only if
U ∈ Minc cSepA(%, σ).
Proof. ⇒: Suppose that U is (%, σ)-irreducible, i.e., A|U is (%U , σU)-irreducible.
Then we have %U 6= σU and thus U ∈ cSepA(%, σ). Now, let V ∈ cSepA(%, σ)
such that V c U with respect to A. That is, there exists W ∈ cNeighA such
that W ⊆ U and V ∼= W with respect to A. In particular, W c V with respect
to A. By Proposition 3.3.7, W ∈ cNeighA|U . Moreover, one obtains
(%U)W = %W
3.4.2
6= σW = (σU)W
and thus W ∈ cSepA|U (%U , σU). Since A|U is (%U , σU)-irreducible, U c W
with respect to A|U and hence with respect to A due to Remark 3.4.10. By
Remark 3.4.11, U c V with respect toA. This shows that U ∈ Minc cSepA(%, σ).
⇐: Assume that U ∈ Minc cSepA(%, σ). Then we have %U 6= σU and therefore
U ∈ cSepA|U (%U , σU). Consider some
V ∈ cSepA|U (%U , σU)
3.3.7
= cSepA(%, σ) ∩P(U).
By assumption, it follows that U c V with respect to A. According to Re-
mark 3.4.10, U c V with respect toA|U . Consequently, U is (%, σ)-irreducible.
Furthermore, we want to mention the subsequent feasible sufficient criteria for
relational irreducibility.
3.8.4 Lemma. Let Y be a topological space and %, σ ∈ cInv(Y )A. Then:
(1) Every U ∈ Min⊆ SepA(%, σ) is (%, σ)-irreducible.
(2) Every U ∈ Min⊆ cSepA(%, σ) is (%, σ)-irreducible.
Proof. (1): Let V ∈ cSepA|U (%U , σU). By Proposition 3.3.6, V ∈ NeighA. More-
over, we have %V = (%U)V 6= (σU)V = σV and therefore V ∈ SepA(%, σ).
According to our assumption, this implies U = V , and we are done.
(2): Let V ∈ cSepA(%, σ) such that V c U . Then there exists W ∈ cNeighA
where V ∼= W ⊆ U . According to Corollary 3.4.2, we have W ∈ cSepA(%, σ)
whence, by assumption, U ⊆ W and thus U = W . Therefore, U ∼= V and in
particular U c V . Due to Lemma 3.8.3, this shows that U is (%, σ)-irreducible.
The next result substantiates that irreducibility with respect to a pair of closed
invariant relations particularly implies irreducibility.
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3.8.5 Lemma. The following are equivalent:
(1) {A} is a least element of (cCovA,c), i.e., for every U ∈ cCovA, there
exists U ∈ U such that A c U .
(2) V := {V ∈ NeighA | A 6c V } does not cover A.
(3) A is (G,H)-irreducible for the closed invariants
G := ΓF (EA(V)) ∈ cInv(X)A, H := Clo(1)(A) ∈ cInv(X)A.
(4) There exist %, σ ∈ cInv(X)A such that A is (%, σ)-irreducible.
(5) There exist a topological space Y and some %, σ ∈ cInv(Y )A such that A is
(%, σ)-irreducible.
Proof. Evidently, (1)⇒(2) and (3)⇒(4)⇒(5).
(2)⇒(3): First, we observe that G,H ∈ cInv(X)A. By (2) and Corollary 3.6.8,
we have G 6= H and thus A ∈ cSepA(G,H). Besides, EA(V) ⊆ Clo(1)(A) and
hence, due to Proposition 2.2.9, ΓXF (EA(V)) ⊆ Clo
(1)
(A), i.e., G ⊆ H. Moreover,
for every V ∈ V and all e ∈ EA(V ), one obtains
e ◦ [H] ⊆ EA(V ) ⊆ EA(V) ⊆ G.
According to Corollary 3.1.6, we conclude that HV ⊆ GV and hence GV = HV
for all V ∈ V . Consequently, A is (G,H)-irreducible.
(5)⇒(1): Let U ⊆ cNeighA be a cover of A. Due to Corollary 3.6.8, there exists
U ∈ U such that %U 6= σU , that is, U ∈ cSepA(%, σ). As A is (%, σ)-irreducible,
it follows A c U , and we are done.
This section’s final observation yields some kind of backward implication: Re-
garding a compact Hausdorff topological algebraA, irreducibility is even equivalent
to the property of being (%, σ)-irreducible for some topological space Y and closed
invariants %, σ ∈ cInv(Y )A.
3.8.6 Proposition. Assume X to be a compact Hausdorff space. Then the follow-
ing are equivalent:
(1) A is irreducible.
(2) {A} is a least element of (cCovA,c).
(3) There exist a topological space Y and some %, σ ∈ cInv(Y )A such that A is
(%, σ)-irreducible.
Proof. The equivalence of (1) and (2) is an immediate consequence of Corol-
lary 3.7.7. Furthermore, (2) is equivalent to (3) by Lemma 3.8.5.
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4 Topological Quasivarieties and
the Localisation Functor
As we are going to see very soon, the localisation theory introduced in Chapter 3
is not merely suited for exploring a single structure, but rather for investigating
a whole topological quasivariety at once. That is, the restriction process with
respect to a family of neighbourhoods which are common to all members of a
given topological quasivariety induces a functor. In order to construct this locali-
sation functor and to examine its properties in Section 4.4, we first need to collect
some facts about topological quasivarieties in Section 4.1, illustrate a connection
between natural transformations and functions approximated by term operations
in Section 4.2, and discuss how closed neighbourhoods of a Hausdorff topological
algebra extend to those of its generated topological quasivariety in Section 4.3.
Topological varieties have been studied for a long period of time and under several
aspects. Just to mention only two issues: consequences of algebraic properties, such
as congruence permutability, regarding implications between topological separation
axioms were investigated, e.g., in [Tay77, Gum84, KS02], and the existence and
structure of free topological algebras was addressed, e.g., in [Por87, CK92, Cho93].
Rather recently, topological quasivarieties have become of particular interest (see
[CDH+03, CDFJ04, Jac08, JT]), since they arise as the duals to algebraic quasi-
varieties under natural dualities ([CK84, CD98]). The present chapter’s content is
intended to contribute to this latter development.
For all further considerations, we assume the esteemed reader to be familiar with
the very basics of category theory, that is, categories, functors, natural transforma-
tions, and categorical equivalences. For more details on this field of mathematics,
we refer to [AHS90, Bor94, ML98].
4.1 Topological quasivarieties
In this section, we give a short introduction to topological universal algebras follow-
ing the usual course of universal algebra textbooks like [Coh81, MMT87, Ihr03].
This will comprise standard notions, such as term, topological algebra, subuni-
verse, homomorphism, direct product, topological quasivariety, and term function,
as well as some basic observations and auxiliary remarks.
4.1.1 Definition. By a signature we mean a family Ω = (Ωn)n∈N of pairwise
disjoint sets indexed by the set of natural numbers. For each n ∈ N, the elements
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of Ωn are called n-ary operation symbols. Given a set Φ, we define the set TΩ(Φ)
of all Ω-terms over Φ to be the smallest set T satisfying the following conditions:
(1) Φ ⊆ T .
(2) For all n ∈ N, ω ∈ Ωn and t ∈ T n, we have ωt0 · · · tn−1 ∈ T .
For technical reasons, we will denote the full subcategory of Set on the class
{Φ ∈ Set | ∀n ∈ N ∀ω ∈ Ωn ∀t ∈ (TΩ(Φ))n : ωt0 · · · tn−1 6∈ Φ}
by SetΩ. For Φ,Ψ ∈ SetΩ and f : Φ → Ψ, the Ω-substitution induced by f is the
map TΩ(f) : TΩ(Φ)→ TΩ(Ψ) defined recursively as follows:
(1) For each ϕ ∈ Φ, set TΩ(f)(ϕ) := f(ϕ).
(2) For all n ∈ N, ω ∈ Ωn and t ∈ TΩ(Φ)n, define
TΩ(f)(ωt0 · · · tn−1) := ωTΩ(f)(t0) · · ·TΩ(f)(tn−1).
Note that TΩ(f) is well-defined as Φ is an object of SetΩ.
4.1.2 Remark. Let Ω be a signature and Φ ∈ SetΩ. Then {TΩ(Θ) | Θ ⊆fin Φ} is
a directed subset of (P(TΩ(Φ)),⊆), and TΩ(Φ) =
⋃{TΩ(Θ) | Θ ⊆fin Φ}.
4.1.3 Definition. Let Ω = (Ωn)n∈N be a signature. A topological algebra of type
Ω or a topological Ω-algebra, respectively, is a triple A = 〈A, T ,ΩA〉 consisting
of a set A, a topology T on A and a family ΩA = ((ωA)ω∈Ωn)n∈N of continuous
operations ωA : (A, T )n → (A, T ) where ω ∈ Ωn and n ∈ N. As usual, we will call
A the carrier set, T the topology and (A, T ) the underlying space of A.
Let A = 〈A, T ,ΩA〉 be a topological Ω-algebra. Concerning a subset S ⊆ A, we
define SA := ST , we call S closed in A if it is closed with respect to T , and we say
that S is a subuniverse of A if it is a subuniverse of the algebra 〈A,ΩA〉, i.e., if
∀n ∈ N ∀ω ∈ Ωn : ωA[Sn] ⊆ S.
If S ⊆ A is a subuniverse of A, then 〈S, TS, ((ωA|SSn)ω∈Ωn)n∈N〉 is a topological Ω-
algebra and it is called the topological subalgebra of A induced on S. A topological
Ω-algebra B = 〈B,S,ΩB〉 is called topological subalgebra of A if B is a subuniverse
of A, S coincides with the subspace topology induced by T on B and
∀n ∈ N ∀ω ∈ Ωn : ωB = ωA|SSn .
Evidently, every topological subalgebra of A is uniquely determined by its carrier
set. A topological subalgebra of A is said to be closed in A if its carrier set is
closed in A.
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Let B = 〈B,S,ΩB〉 be another topological Ω-algebra. Then we define
C(A,B) := C((A, T ), (B,S)), W(A,B) :=W((A, T ), (B,S)).
Concerning a function h : A → B, we say that h : A → B is a homomorphism if
h : (A, T ) → (B,S) is continuous and h : 〈A,ΩA〉 → 〈B,ΩB〉 is a homomorphism
in the usual sense, which means that
∀n ∈ N ∀ω ∈ Ωn : h ◦ ωA = ωB ◦ h[n].
If h : A→ B is a homomorphism, then imh is a (not necessarily closed) subuniverse
of B, and we will denote the induced topological subalgebra of B on the carrier
set imh by h[A]. Clearly, the class of all topological Ω-algebras equipped with
the class of all homomorphisms between them constitutes a category which will be
denoted by TopAlg(Ω) in the following.
Now, let I be an index set and Ai = 〈Ai, Ti,ΩAi〉 (i ∈ I) a family of topological
Ω-algebras. We define the direct product of (Ai)i∈I to be∏
i∈I
Ai :=
〈∏
i∈I
Ai, init((pri, Ti)i∈I),Ω
∏
i∈I Ai
〉
where pri :
∏
j∈I Aj → Ai (i ∈ I) denote the canonical projections and, for every
n ∈ N and ω ∈ Ωn, ω
∏
i∈I Ai : (
∏
i∈I Ai)
n →∏i∈I Ai is defined by
ω
∏
i∈I Ai(a0, . . . , an−1) =
(
ωAi(a0(i), . . . , an−1(i))
)
i∈I
for all a0, . . . , an−1 ∈
∏
i∈I Ai. It is easy to see that
∏
i∈I Ai is a topological Ω-
algebra. Moreover, given any set B and a family fi : B → Ai (i ∈ I) of functions,
we define
init((fi,Ai)i∈I) := init((fi, Ti)i∈I).
Besides, as would seem natural, we are going to adopt all the notions and oper-
ators defined with regard to non-typed topological algebras for typed topological
algebras in an obvious manner by ignoring the respective signature.
For later use in Section 6.2, we want to introduce one more construction regarding
topological algebras.
4.1.4 Definition. Let Ω = (Ωn)n∈N be a signature and A = 〈A, T ,ΩA〉 be a
topological Ω-algebra. Without loss of generality, assume that A ∩ ⋃Ω = ∅.
Furthermore, consider the signature Ω˜ where
Ω˜n :=
{
Ω0 ∪ A if n = 0,
Ωn otherwise,
for all n ∈ N. Then the topological Ω˜-algebra AA :=
〈
A, T , Ω˜AA
〉
, defined by
ωAA :=
{
c0a if ω = a ∈ A,
ωA otherwise,
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for every ω ∈ Ω˜, will be called the extension of A (by all nullary constants) or the
extended topological algebra associated to A, respectively.
4.1.5 Remark. Let Ω be a signature. The following hold:
(1) Let F : TopAlg(Ω) → Top be the forgetful functor. The isomorphisms in
TopAlg(Ω) are exactly those homomorphisms which constitute homeomor-
phisms between the respective underlying topological spaces, that is, a ho-
momorphism h : A → B in TopAlg(Ω) is an isomorphism in TopAlg(Ω) if
and only if F(h) : F(A)→ F(B) is a homeomorphism.
(2) Let I be an index set and (Ai)i∈I ∈ TopAlg(Ω)I . Then (
∏
i∈I Ai, (pri)i∈I) is
a product of (Ai)i∈I in TopAlg(Ω).
4.1.6 Lemma. Let Ω = (Ωκ)κ∈K be a signature and A = 〈A, T ,ΩA〉 a topological
Ω-algebra. If S is a subuniverse of A, then so is SA.
Proof. Let us abbreviate X := (A, T ). For all n ∈ N and ω ∈ Ωn, we obtain
ωA
[(
S
X
)n] 1.2.16
= ωA
[
Sn
Xn
] 1.2.11⊆ ωA[Sn]X ⊆ SX
due to continuity of ωA : Xn → X.
Now that the basics concerning typed topological algebras are introduced, we
are going to deal with topological quasivarieties.
4.1.7 Definition. Let Ω be a signature. Regarding a subclass K ⊆ TopAlg(Ω),
we denote by I(K) the class of all topological Ω-algebras which are isomorphic to
elements of K, by C(K) the class of all closed topological subalgebras of elements
of K, and by P(K) the class of all direct products of families of elements of K.
4.1.8 Lemma. Let Ω be any signature. Then I, C and I ◦P constitute closure
operators on TopAlg(Ω).
The proof of Lemma 4.1.8 is quite elementary and therefore omitted.
4.1.9 Definition. Let Ω be a signature. A class K ⊆ TopAlg(Ω) is called topolog-
ical quasivariety if it is closed with respect to the operators I, C and P .
4.1.10 Lemma. Let Ω be a signature. For a class K ⊆ TopAlg(Ω), we have
(1) C I(K) ⊆ I C(K),
(2) P C(K) ⊆ C P(K),
(3) P I(K) ⊆ I P(K).
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Proof. (1): Let A ∈ C I(K). There there exists a topological Ω-algebra B such
that A is a closed topological subalgebra of B, as well as a topological algebra
C ∈ K with an isomorphism h : C → B. Then we observe that h−1[A] is a
closed topological subalgebra of C and A is isomorphic to h−1[A]. This implies
A ∈ I C(K).
(2): Let A ∈ P C(K). Then there is a set I, a family (Ci)i∈I ∈ KI and a family
(Bi)i∈I of topological Ω-algebras such that A =
∏
i∈I Bi and, for each i ∈ I, Bi
is a closed topological subalgebra of Ci. It is easy to see that
∏
i∈I Bi is a closed
topological subalgebra of
∏
i∈I Ci, which implies that A ∈ C P(K).
(3): Let A ∈ P I(K). Then there is a set I, a family (Ci)i∈I ∈ KI , a family
(Bi)i∈I of topological Ω-algebras and a family hi : Ci → Bi (i ∈ I) of isomorphisms
such that A =
∏
i∈I Bi. It is easy to see that∏
i∈I
hi :
∏
i∈I
Ci →
∏
i∈I
Bi
is an isomorphism. Thus, A ∈ I P(K).
The following result provides us with a constructive description of the least
topological quasivariety containing a given class of topological algebras.
4.1.11 Proposition. Let Ω be a signature. For a class K ⊆ TopAlg(Ω), the least
topological quasivariety containing K is given by QVarK := I C P(K).
Proof. By Lemma 4.1.8, it holds I C P(K) ⊆ K′ for every topological quasivariety
K′ which containsK. Accordingly, we are left to prove that I C P(K) is a topological
quasivariety. So, we deduce
I(I C P(K)) 4.1.8= I C P(K),
C(I C P(K)) 4.1.10⊆ I C C P(K) 4.1.8= I C P(K),
P(I C P(K)) 4.1.10⊆ I C P P(K) 4.1.8⊆ I C I P I P(K) 4.1.8= I C I P(K)
4.1.10⊆ I I C P(K) 4.1.8= I C P(K),
and we are done.
4.1.12 Corollary. Let Ω be a signature. A class K ⊆ TopAlg(Ω) is a topological
quasivariety if and only if I C P(K) = K.
4.1.13 Remark. Let Ω be a signature. The following hold:
(1) According to Remark 1.2.33, the class of all Hausdorff topological Ω-algebras
is a topological quasivariety. Consequently, if K is a class of Hausdorff topo-
logical Ω-algebras, then every element of QVar(K) is a Hausdorff topological
Ω-algebra.
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(2) Due to Tychonoff’s Theorem and Remark 1.2.26, the class of all compact
topological Ω-algebras is a topological quasivariety. Consequently, if K is a
class of compact topological Ω-algebras, then every element of QVar(K) is a
compact topological Ω-algebra.
4.1.14 Definition. Let Ω be a signature. The class of all finite discrete topological
Ω-algebras will be denoted by FinAlg(Ω). Furthermore, a topological Ω-algebra A
is said to be profinite if A ∈ QVar FinAlg(Ω).
Within the subsequent definition, we record the idea of term evaluation.
4.1.15 Definition. Let Ω = (Ωn)n∈N be a signature, A = 〈A, T ,ΩA〉 a topological
Ω-algebra and Φ ∈ SetΩ. For t ∈ TΩ(Φ), we define tΦ,A : AΦ → A recursively as
follows:
(1) If t = ϕ ∈ Φ, then we set tΦ,A := prΦ,Aϕ : AΦ → A.
(2) If t = ωs0 · · · sn−1 for some n ∈ N, ω ∈ Ωn and s ∈ TΩ(Φ)n, then we define
tΦ,A := ωA ◦
〈
sΦ,A0 , . . . , s
Φ,A
n−1
〉
: AΦ → A.
As Φ is an object of SetΩ, tΦ,A is well-defined for every t ∈ TΩ(Φ). If the index set
Φ is clear from the context, then we will abbreviate tA := tΦ,A.
4.1.16 Remark. Let Ω be a signature, Φ,Ψ ∈ SetΩ and A ∈ TopAlg(Ω). Then
the following hold:
(1) Let f : Φ→ Ψ. For all t ∈ TΩ(Φ) and a ∈ AΨ, we have
TΩ(f)(t)
Ψ,A(a) = tΦ,A(a ◦ f).
(2) Suppose that Φ ⊆ Ψ. For every t ∈ TΩ(Φ), we have
tΨ,A = tΦ,A ◦ 〈prΨ,Aϕ 〉ϕ∈Φ .
Our next task is to show that the evaluation of a term in a topological algebra
yields a continuous function with respect to the underlying topological space.
4.1.17 Lemma. Let Ω = (Ωn)n∈N be a signature, A a topological Ω-algebra, X
its underlying topological space and Φ ∈ SetΩ. For every t ∈ TΩ(Φ), we have
tA ∈ C(XΦ, X).
Proof. The proof proceeds by standard term induction: If t = ϕ ∈ Φ, then, by def-
inition of the product topology, we have tA = prΦϕ ∈ C(XΦ, X). For the inductive
step, let t = ωs0 · · · sn−1 for some n ∈ N, ω ∈ Ωn and s ∈ TΩ(Φ)n, and assume that
sAi ∈ C(XΦ, X) for each i ∈ n. According to Remark 1.2.13 and Remark 1.2.15, it
follows
〈
sA0 , . . . , s
A
n−1
〉 ∈ C(XΦ, Xn), and by continuity of ωA : Xn → X, we obtain
tA = ωA ◦ 〈sA0 , . . . , sAn−1〉 ∈ C(XΦ, X),
which completes the proof.
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For the rest of this section, we will be concerned with the question of how to
generate the least closed subuniverse of a topological algebra containing a given
family of elements.
4.1.18 Lemma. Let Ω = (Ωn)n∈N be a signature, A = 〈A, T ,ΩA〉 a topological
Ω-algebra, Φ ∈ SetΩ and u ∈ AΦ. Then the following hold:
(1) The least subuniverse of A containing imu is given by
U :=
{
tA(u) | t ∈ TΩ(Φ)
}
.
(2) The least closed subuniverse of A containing imu is given by UA.
Proof. (1): First, we are going to show that U is a subuniverse of A. To this end,
let n ∈ N, ω ∈ Ωn and v ∈ Un. According to the definition of U , there exists
s ∈ TΩ(Φ)n such that vi = sAi (u) for each i ∈ n. For t := ωs0 · · · sn−1 ∈ TΩ(Φ), it
follows
ωA(v0, . . . , vn−1) = ωA
(
sA0 (u), . . . , s
A
n−1(u)
)
=
(
ωA ◦ 〈sA0 , . . . , sAn−1〉) (u) = tA(u)
and therefore ωA(v0, . . . , vn−1) ∈ U . Thence, U is a subuniverse of A. Second, we
observe that imu ⊆ U because u(ϕ) = tA(u) ∈ U whenever t = ϕ ∈ Φ. Third, by
term induction we verify that U is contained in every subuniverse V ofA containing
imu: For t = ϕ ∈ Φ, we have tA(u) = u(ϕ) ∈ imu ⊆ V . If t = ωs0 · · · sn−1 for
some n ∈ N, ω ∈ Ωn and s ∈ TΩ(Φ)n such that sAi (u) ∈ V for each i ∈ n, then one
obtains
tA(u) =
(
ωA ◦ 〈sA0 , . . . , sAn−1〉) (u) = ωA (sA0 (u), . . . , sAn−1(u)) ∈ V
as V is a subuniverse of A. Thus, U ⊆ V . Consequently, U is the least subuniverse
of A containing imu.
(2): By (1) and Lemma 4.1.6, UA is a closed subuniverse of A containing imu.
Suppose that V is another closed subuniverse of A which contains imu. Due to
(1), we have U ⊆ V , and by closedness of V , it follows UA ⊆ V .
4.1.19 Lemma. Let Ω = (Ωn)n∈N be a signature, A = 〈A, T ,ΩA〉 a topological
Ω-algebra, Φ,Ψ ∈ SetΩ and f = (fϕ)ϕ∈Φ ∈ (AΨ)Φ. The following hold:
(1) For every t ∈ TΩ(Φ), it holds tAΨ(f) = tA ◦ 〈fϕ〉ϕ∈Φ.
(2) The least subuniverse of AΨ containing im f = {fϕ | ϕ ∈ Φ} is given by
U :=
{
tA ◦ 〈fϕ〉ϕ∈Φ | t ∈ TΩ(Φ)
}
.
(3) The least closed subuniverse of AΨ containing im f is given by UA
Ψ
.
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Proof. (1): The proof proceeds by standard term induction: For t = ϕ0 ∈ Φ, we
have
tA
Ψ
(f) = fϕ0 = pr
Φ,A
ϕ0
◦ 〈fϕ〉ϕ∈Φ = tA ◦ 〈fϕ〉ϕ∈Φ.
For the inductive step, let t = ωs0 · · · sn−1 for some n ∈ N, ω ∈ Ωn and s ∈ TΩ(Φ)n,
and assume that sAΨi (f) = sAi ◦ 〈fϕ〉ϕ∈Φ holds for each i ∈ n. Then we infer
tA
Ψ
(f) =
(
ωA
Ψ ◦
〈
sA
Ψ
0 , . . . , s
AΨ
n−1
〉)
(f) = ωA
Ψ
(
sA
Ψ
0 (f), . . . , s
AΨ
n−1(f)
)
= ωA
Ψ (
sA0 ◦ 〈fϕ〉ϕ∈Φ, . . . , sAn−1 ◦ 〈fϕ〉ϕ∈Φ
)
= ωA ◦
〈
sA
Ψ
0 ◦ 〈fϕ〉ϕ∈Φ, . . . , sA
Ψ
n−1 ◦ 〈fϕ〉ϕ∈Φ
〉
= ωA ◦
〈
sA
Ψ
0 , . . . , s
AΨ
n−1
〉
◦ 〈fϕ〉ϕ∈Φ = tA ◦ 〈fϕ〉ϕ∈Φ.
Thus, the desired equation holds for all t ∈ TΩ(Φ).
(2) and (3) are immediate consequences of Lemma 4.1.18 and (1).
We finish this section with two very well-known facts.
4.1.20 Remark. Let Ω be a signature and A ∈ TopAlg(Ω). Then:
(1) For every Φ ∈ SetΩ, [TΩ(Φ)]A is the least subuniverse of AAΦ containing{
prΦ,Aϕ | ϕ ∈ Φ
}
. In particular, [TΩ(0)]A is the least subuniverse of AA
0 .
(2) For every n ∈ N, Clo(n)(A) = [TΩ(n)]A.
4.2 Natural polymorphisms
In this section, we are going to illustrate a fundamental connection between the
topological closure of a Hausdorff topological algebras’s operational clone and a sys-
tem of natural transformations of the forgetful functor associated to its generated
topological quasivariety.
For a start, we want to mention a straightforward observation concerning natural
transformations and generating sets of topological quasivarieties.
4.2.1 Lemma. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subclass,
G : QVarK → Top any functor, F : QVarK → Top the forgetful functor, and
f, g ∈ Nat(G,F). Then we have f = g if and only if fA = gA for every A ∈ K.
Proof. The forward implication is trivial. The proof of the backward direction
makes use of Proposition 4.1.11 and proceeds by induction on the structure of the
topological quasivariety QVar(K): If B ∈ P(K), then there exists an index set
I and some family (Ai)i∈I ∈ KI such that B =
∏
i∈I Ai. As pri : B → Ai is a
homomorphism, we can infer
pri ◦ fB = fAi ◦ G(pri) = gAi ◦ G(pri) = pri ◦ gB
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for every i ∈ I, which implies fB = gB. If B ∈ C P(K), then there exists C ∈ P(K)
such that B is a closed topological subalgebra of C. Due to our conclusion above
and the fact that injCB : B→ C is a homomorphism, it follows
injCB ◦ fB = fC ◦ G
(
injCB
)
= gC ◦ G (injCB) = injCB ◦ gB,
that is, fB = gB. Finally, if B ∈ I C P(K), then there exists some C ∈ C P(K) as
well as an isomorphism h : B→ C. Hence, as we have seen above,
fB = h−1 ◦ fC ◦ G(h) = h−1 ◦ gC ◦ G(h) = gB.
Consequently, fB = gB holds for all B ∈ I C P(K) 4.1.11= QVar(K).
4.2.2 Corollary. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subset,
G : QVarK → Top any functor, and F : QVarK → Top the forgetful functor.
Then
α : Nat(G,F) −→ ∏A∈K C(G(A),F(A))
f 7−→ (fA)A∈K
is injective.
In particular, the previous corollary ensures that Nat(G,F) is a set whenever
the respective topological quasivariety is generated by a set.
Our next objective is to deal with convergence and convergence reflection in the
particular context of natural transformations.
4.2.3 Lemma. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subclass,
G : QVarK → Top any functor, and F : QVarK → Top the forgetful functor.
Moreover, let H ∈ FltB(Nat(G,F)) and f ∈ Nat(G,F). Then the following are
equivalent:
(1) For every A ∈ K, [[H]]A −→ fA with respect to W(G(A),F(A)).
(2) For every B ∈ QVarK, [[H]]B −→ fB with respect to W(G(B),F(B)).
Proof. Obviously, we only have to prove that (1) implies (2). Once more, we are
going to make use of Proposition 4.1.11 and conduct an inductive proof on the
structure of the topological quasivariety QVarK: If B ∈ P(K), then there exists
an index set I and some family (Ai)i∈I ∈ KI such that B =
∏
i∈I Ai. Using
Remark 1.2.19 and Remark 1.2.11, from (1) we deduce that
pri ◦ [[[[H]]B]] = [[[[H]]Ai ]] ◦ G(pri) −→ fAi ◦ G(pri) = pri ◦ fB
with respect to W(G(B),F(Ai)) for every i ∈ I. Due to Remark 1.2.13 and
Remark 1.2.15, this implies that [[H]]B −→ fB with respect to W(G(B),F(B)).
If B ∈ C P(K), then there exists C ∈ P(K) such that B is a closed topological
subalgebra of C. As we have seen above, by Remark 1.2.19 and Remark 1.2.11, it
follows that
injCB ◦ [[[[H]]B]] = [[[[H]]C]] ◦ G
(
injCB
) −→ fC ◦ G (injCB) = injCB ◦ fB
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with respect to W(G(B),F(C)). Again, referring to Remark 1.2.13 and Re-
mark 1.2.15, we conclude that [[H]]B −→ fB with respect to W(G(B),F(B)).
If B ∈ I C P(K), then there exists C ∈ C P(K) and an isomorphism h : B → C,
wherefore, due to our conclusion above,
[[H]]B = h−1 ◦ [[[[H]]C]] ◦ G(h) −→ h−1 ◦ fC ◦ G(h) = fB
with respect toW(G(B),F(B)) according to Remark 1.2.19 and Remark 1.2.11. By
Proposition 4.1.11, this shows that [[H]]B −→ fB with respect to W(G(B),F(B))
whenever B ∈ QVarK.
4.2.4 Corollary. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subclass,
G : QVarK → Top any functor, and F : QVarK → Top the forgetful functor.
Moreover, let (fλ)λ∈Λ be a net in Nat(G,F) and f ∈ Nat(G,F). The following are
equivalent:
(1) For every A ∈ K, fAλ λ∈Λ−→ fA with respect to W(G(A),F(A)).
(2) For every B ∈ QVarK, fBλ λ∈Λ−→ fB with respect to W(G(B),F(B)).
Proof. According to Remark 1.2.8, H := {{fλ | λ ∈ Λ, λ0 ≤Λ λ} | λ0 ∈ Λ} is a
filter base on Nat(G,F), and we have
(1) ⇐⇒ ∀A ∈ K : fAλ λ∈Λ−→ fA with respect to W(G(A),F(A))
1.2.8⇐⇒ ∀A ∈ K : [[H]]A −→ fA with respect to W(G(A),F(A))
4.2.3⇐⇒ ∀B ∈ QVarK : [[H]]B −→ fB with respect to W(G(B),F(B))
1.2.8⇐⇒ ∀B ∈ QVarK : fBλ λ∈Λ−→ fB with respect to W(G(B),F(B))
⇐⇒ (2).
So, we are done.
4.2.5 Lemma. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subclass,
G : QVarK → Top any functor, and F : QVarK → Top the forgetful functor. For
every t ∈ Nat(F ,G), the following are equivalent:
(1) For every A ∈ K, tA : F(A)→ G(A) reflects convergence.
(2) For every B ∈ QVarK, tB : F(B)→ G(B) reflects convergence.
Proof. Again, the only issue that needs to be proven is that (1) implies (2). Let
B = 〈B,S,ΩB〉 ∈ QVarK and let H ∈ FltB(B) such that tB[[H]] is convergent in
G(B). We are going to prove that there exists an element b ∈ B such that H −→ b
in F(B). To this end, once more, we conduct an inductive proof on the structure
of QVarK:
If B ∈ P(K), then there exists an index set I and some family (Ai)i∈I ∈ KI
such that B =
∏
i∈I Ai. Due to Remark 1.2.11, t
Ai [[pri[[H]]]] = G(pri)[[tB[[H]]]] is
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convergent in G(Ai) for each i ∈ I. By (1), for each i ∈ I there exists ai ∈ Ai such
that pri[[H]] −→ ai in F(Ai). That is, according to Remark 1.2.13, H −→ (ai)i∈I
in F(B).
If B ∈ C P(K), then we can find some C ∈ P(K) such that B is a closed
topological subalgebra of C. Due to Remark 1.2.11, our assumption implies that
tC[[injCB[[H]]]] = G
(
injCB
)
[[tB[[H]]]] is convergent in G(C). As we have seen above,
there exists c ∈ C such that injCB[[H]] −→ c in F(C). From Remark 1.2.9 and the
fact that B is closed in F(C), it follows c ∈ B. By Remark 1.2.13, H −→ c in
F(B).
Finally, if B ∈ I C P(K), then there exists someC ∈ C P(K) and an isomorphism
h : B → C. Again, on account of Remark 1.2.11, tC[[h[[H]]]] = G(h)[[tB[[H]]]] is
convergent in G(C). As shown before, there exists c ∈ C such that h[[H]] −→ c
in F(C). Once more using Remark 1.2.11, we infer that H −→ h−1(c) in F(B),
which completes the induction.
Now, we are going to focus on natural transformations induced by terms.
4.2.6 Lemma. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a subclass, and
F : V → Top the forgetful functor. Then the following hold:
(1) For all n ∈ N and ω ∈ Ωn, we have ω• := (ωA)A∈V ∈ Nat(Fn,F).
(2) For all Φ ∈ SetΩ and t ∈ TΩ(Φ), we have t• := (tA)A∈V ∈ Nat(FΦ,F).
Proof. (1): For every A ∈ TopAlg(Ω), we have ωA ∈ C(F(A)n,F(A)). Moreover,
for A,B ∈ V and a homomorphism h : A→ B, it holds h ◦ ωA = ωB ◦ h[n]. Thus,
ω• ∈ Nat(Fn,F).
(2): Due to Lemma 4.1.17, we have tA ∈ C(F(A)Φ,F(A)) for all A ∈ V and
t ∈ TΩ(Φ). To prove the naturality of these assignments, we take A,B ∈ V and
a homomorphism h : A → B. By term induction, we show that h ◦ tA = tB ◦ h[Φ]
holds for all t ∈ TΩ(Φ): If t = ϕ ∈ Φ, then we have
h ◦ tA = h ◦ prΦ,Aϕ = prΦ,Bϕ ◦ h[Φ] = tB ◦ h[Φ].
For the inductive step, let t = ωs0 · · · sn−1 for some n ∈ N, ω ∈ Ωn and s ∈ TΩ(Φ)n,
and assume that h ◦ sAi = sBi ◦ h[Φ] holds for each i ∈ n. We infer
h ◦ tA = h ◦ ωA ◦ 〈sA0 , . . . , sAn−1〉 = ωB ◦ h[n] ◦ 〈sA0 , . . . , sAn−1〉
= ωB ◦ 〈h ◦ sA0 , . . . , h ◦ sAn−1〉 = ωB ◦ 〈sB0 ◦ h[Φ], . . . , sBn−1 ◦ h[Φ]〉
= ωB ◦ 〈sB0 , . . . , sBn−1〉 ◦ h[Φ] = tB ◦ h[Φ],
which completes the proof.
As we are going to see subsequently, functions arising from natural transforma-
tions can be approximated by term operations.
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4.2.7 Lemma. Let Ω be a signature, V ⊆ TopAlg(Ω) a topological quasivariety,
F : V → Top the forgetful functor, B = 〈B,S,ΩB〉 ∈ V and Φ ∈ SetΩ. Then
[Nat(FΦ,F)]B ⊆ [TΩ(Φ)]BW(B
Φ,B)
.
Proof. Let f ∈ Nat(FΦ,F), m ∈ N, s0, . . . , sm−1 ∈ BΦ and V0, . . . , Vm−1 ∈ S such
that fB(si) ∈ Vi for each i ∈ m. We define u := (uϕ)ϕ∈Φ ∈ (Bm)Φ by uϕ(i) := si(ϕ)
for all i ∈ m and ϕ ∈ Φ. Due to Lemma 4.1.18,
U := {tBm(u) | t ∈ TΩ(Φ)}B
m
is a closed subuniverse of Bm containing imu. Since V is a topological quasivariety,
it follows that the closed topological subalgebraU ofBm induced on U is an element
of V as well. Thence,
injB
m
U ◦ fU = fB
m ◦ (injBmU )[Φ] ,
which implies that fBm(u) ∈ U . According to our assumption and the fact that
prm,Bi : B
m → B is a homomorphism,
prm,Bi (f
Bm(u)) = fB
((
prm,Bi
)[Φ]
(u)
)
= fB(si) ∈ Vi
holds for each i ∈ m. That is,
fB
m
(u) ∈
⋂
i∈m
(
prm,Bi
)−1
[Vi].
By definition of U , there exists some t ∈ TΩ(Φ) satisfying
tB
m
(u) ∈
⋂
i∈m
(
prm,Bi
)−1
[Vi].
Again, we deduce that
tB(si) = t
B
((
prm,Bi
)[Φ]
(u)
)
= prm,Bi (t
Bm(u)) ∈ Vi
whenever i ∈ m. Consequently, fB ∈ [TΩ(Φ)]BW(B
Φ,B)
.
4.2.8 Corollary. Let Ω be a signature, V ⊆ TopAlg(Ω) a topological quasivariety,
F : V → Top the forgetful functor, B ∈ V and n ∈ N. Then
[Nat(Fn,F)]B ⊆ Clo(n)(B).
Proof. This is an immediate consequence Remark 4.1.20 and Lemma 4.2.7.
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Conversely, under suitable hypothesis, any function approximated by term op-
erations gives rise to a natural transformation. In order to prove this, we need to
provide the following auxiliary lemma.
4.2.9 Lemma. Let Ω be a signature, K a set of Hausdorff topological Ω-algebras,
F : QVarK → Top the forgetful functor, Φ ∈ SetΩ and
α : Nat(FΦ,F) −→ ∏A∈K C(AΦ,A)
f 7−→ (fA)A∈K .
Then α[Nat(FΦ,F)] is closed in ∏A∈K(C(AΦ,A),W(AΦ,A)).
Proof. The proof makes use of Remark 1.2.9. To this end, let (fλ)λ∈Λ be a net in
Nat(FΦ,F) and g = (gA)A∈K ∈
∏
A∈K C(A
Φ,A) such that
α(fλ)
λ∈Λ−→ g in
∏
A∈K
(C(AΦ,A),W(AΦ,A)),
which, by Remark 1.2.15, means that fAλ
λ∈Λ−→ gA with respect to W(AΦ,A) for
all A ∈ K. Using Proposition 4.1.11, we first prove the following: For every
B ∈ QVarK and all b ∈ BΦ, the net (fBλ (b))λ∈Λ converges in F(B).
If B ∈ P(K), then there exists an index set I and some family (Ai)i∈I ∈ KI such
that B =
∏
i∈I Ai. Let b ∈ BΦ. For all i ∈ I, pri : B → Ai is a homomorphism
and hence
pri
(
fBλ (b)
)
= fAiλ
(
(pri)
[Φ](b)
) λ∈Λ−→ g ((pri)[Φ](b)) in F(Ai),
which, by Remark 1.2.13, implies that
fBλ (b)
λ∈Λ−→ (g ((pri)[Φ](b)))i∈I in F(B).
Accordingly, the claim is true for all B ∈ P(K).
If B ∈ C P(K), then there is some C ∈ P(K) such that B is a closed topological
subalgebra of C. Let b ∈ BΦ. As shown before, the net (fCλ ((injCB)[Φ](b)))λ∈Λ
converges in F(C), that is, there exists c ∈ C such that
injCB
(
fBλ (b)
)
=
(
fCλ
((
injCB
)[Φ]
(b)
))
λ∈Λ−→ c in F(C).
As B is closed in F(C), it follows that c ∈ B. Referring to Remark 1.2.13, we
conclude that
fBλ (b)
λ∈Λ−→ c in F(B).
So, the desired statement holds whenever B ∈ C P(K).
If B ∈ I C P(K), then there exists C ∈ C P(K) and an isomorphism h : B→ C.
Let b ∈ BΦ. As we have seen above, the net (fCλ (h[Φ](b)))λ∈Λ converges in F(C).
So, there exists c ∈ C such that
fCλ
(
h[Φ](b)
) λ∈Λ−→ c in F(C).
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By Remark 1.2.11, this implies that
fBλ (b) = h
−1 (fCλ (h[Φ](b))) λ∈Λ−→ h−1(c) in F(B),
which completes this part of the proof.
According to Remark 4.1.13, QVarK is a class of Hausdorff topological algebras.
Hence, for every B ∈ QVarK, the function
fB : BΦ −→ B
b 7−→ limλ∈Λ fBλ (b)
is well-defined due to Remark 1.2.22. By assumption, fA = gA holds whenever
A ∈ K. Our next concern is to verify that fB : F(B)Φ → F(B) is continuous for
every B ∈ QVarK. Again, the proof makes use of Proposition 4.1.11 and proceeds
by induction.
If B ∈ P(K), then there exists an index set I and some family (Ai)i∈I ∈ KI such
that B =
∏
i∈I Ai. For every i ∈ I, pri : B→ Ai is a homomorphism and thus
pri(f
B(b)) = pri
(
limλ∈Λ fBλ (b)
) 1.2.11
= limλ∈Λ pri
(
fBλ (b)
)
= limλ∈Λ f
Ai
λ
(
(pri)
[Φ](b)
)
= gAi
(
(pri)
[Φ](b)
)
holds for all b ∈ BΦ, wherefore pri ◦ fB = gAi ◦ pr[Φ]i . According to Remark 1.2.13,
fB : F(B)Φ → F(B) is continuous.
If B ∈ C P(K), then B is a closed topological subalgebra of some C ∈ P(K).
Thus, we have
injCB
(
fB(b)
)
= injCB
(
limλ∈Λ fBλ (b)
) 1.2.11
= limλ∈Λ injCB
(
fBλ (b)
)
= limλ∈Λ fCλ
((
injCB
)[Φ]
(b)
)
= fC
((
injCB
)[Φ]
(b)
)
for every b ∈ BΦ, that is, injCB ◦ fB = fC ◦ (injCB)[Φ]. As we have seen,
fC : F(C)Φ → F(C)
is continuous. Hence, again by Remark 1.2.13, fB : F(B)Φ → F(B) is continuous.
If B ∈ I C P(K), then we can find some C ∈ C P(K) and an isomorphism
h : B→ C. So, we obtain
h
(
fB(b)
)
= h
(
limλ∈Λ fBλ (b)
) 1.2.11
= limλ∈Λ h
(
fBλ (b)
)
= limλ∈Λ fCλ
(
h[Φ](b)
)
= fC
(
h[Φ](b)
)
for every b ∈ BΦ, i.e., fB = h−1◦fC◦h[Φ]. Since fC : F(C)Φ → F(C) is continuous,
fB : F(B)Φ → F(B) is continuous as well.
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Finally, we left to prove that f := (fB)B∈QVarK constitutes a natural transfor-
mation. To this end, let B,C ∈ QVarK and consider a homomorphism h : B→ C.
Then it follows
h ◦ fB = h ◦ (limλ∈Λ fBλ ) 1.2.19= limλ∈Λ (h ◦ fBλ ) = limλ∈Λ (fCλ ◦ h[Φ])
1.2.19
=
(
limλ∈Λ fCλ
) ◦ h[Φ] = fB ◦ h[Φ],
whence f is a natural transformation. Consequently, g = α(f) ∈ α[Nat(FΦ,F)].
By Remark 1.2.9, we are done.
Combining the previous three results, we obtain the desired correspondence be-
tween natural transformations and functions approximated by term operations.
4.2.10 Corollary. Let Ω be a signature, A a Hausdorff topological Ω-algebra,
Φ ∈ SetΩ and F : QVar(A)→ Top the forgetful functor. Then
[Nat(FΦ,F)]A = [TΩ(Φ)]AW(A
Φ,A)
.
Proof. By Lemma 4.2.9, [Nat(FΦ,F)]A is closed with respect toW(AΦ,A). Since
we have
[TΩ(Φ)]
A
4.2.6⊆ [Nat(FΦ,F)]A 4.2.7⊆ [TΩ(Φ)]AW(A
Φ,A)
,
this implies the desired equation.
4.2.11 Corollary. Let Ω be a signature, A a Hausdorff topological Ω-algebra,
F : QVar(A)→ Top the forgetful functor and n ∈ N. Then
[Nat(Fn,F)]A = Clo(n)(A).
Proof. This is an immediate consequence Remark 4.1.20 and Corollary 4.2.10.
4.3 Natural neighbourhoods and covers
In this section, we will show how to lift closed neighbourhoods of a Hausdorff topo-
logical algebra to the respective generated topological quasivarieties. Moreover, we
will illustrate that the notion a (full) cover can be extended to an appropriate
concept for topological quasivarieties.
For this purpose, we first want to introduce the definition of a neighbourhood
in the context of topological quasivarieties and address some important auxiliary
statements.
4.3.1 Definition. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a subclass
and F : V → Top the forgetful functor. A filter base E ∈ FltB(End(F)) is called
neighbourhood of V if
[[[[E ]]B]] ◦ eB −→ eB with respect to W(B,B)
whenever e ∈ ⋃ E and B ∈ V . The collection of all neighbourhoods of V will be
denoted by NeighV .
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4.3.2 Lemma. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subclass,
F : QVarK → Top the forgetful functor and E ∈ FltB(End(F)). Then E is a
neighbourhood of QVarK if and only if
[[[[E ]]A]] ◦ eA −→ eA with respect to W(A,A)
whenever e ∈ ⋃ E and A ∈ K.
Proof. This is due to Lemma 4.2.3.
4.3.3 Definition. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a subclass
and F : V → Top the forgetful functor. For E ∈ NeighV and B ∈ V , we define
UB(E) :=
{
b ∈ B | prB,Bb [[[[E ]]B]] −→ b in F(B)
}
.
4.3.4 Lemma. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a topological
quasivariety, F : V → Top the forgetful functor, E ∈ NeighV, B ∈ V, U := UB(E)
and Y := F(B). Then we have
⋃
[[E ]]B ⊆ EB(U), injBU ∈
[⋃
[[E ]]B
]
|U
W(YU ,Y )
.
In particular, U is a neighbourhood of B.
Proof. Referring to Corollary 4.2.8, we first observe that
[End(F)]B ⊆ Clo(1)(B).
Now, let e ∈ ⋃ E . Since E ∈ cNeighV , [[[[E ]]B]]◦eB −→ eB with respect toW(Y, Y ).
Due to Remark 1.2.11, it follows that
prB,B
eB(b)
[[[[E ]]B]] = prB,Bb [[[[[[E ]]B]] ◦ eB]] −→ prB,Bb (eB) = eB(b) in Y
for all b ∈ B. Thus, im eB ⊆ U . This shows that ⋃[[E ]]B ⊆ EB(U). Moreover,
(prU,Bu |C(YU ,Y ))[[[[[[E ]]B]]|U ]] = prB,Bu [[[[E ]]B]] −→ u = (prU,Bu |C(YU ,Y ))(injBU ) in Y
for every u ∈ U . According to Remark 1.2.13 and Remark 1.2.15, this means
that [[[[E ]]B]]|U −→ injBU with respect to W(YU , Y ). Referring to Remark 1.2.9, we
conclude that
injBU ∈
[⋃
[[E ]]B
]
|U
W(YU ,Y )
.
By Remark 3.1.4, U is a neighbourhood of B.
4.3.5 Lemma. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a topological
quasivariety, E ∈ NeighV and A,B ∈ V. Then the following hold:
(1) If h : A→ B is a homomorphism, then h[UA(E)] ⊆ UB(E).
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(2) If B is a closed topological subalgebra of A, then UB(E) = B ∩ UA(E).
(3) If I ∈ SetΩ is an index set and (Ai)i∈I ∈ VI , then U∏i∈I Ai(E) = ∏i∈I UAi(E).
Proof. Let F : V → Top denote the forgetful functor.
(1): Since h : A→ B is a homomorphism,
prB,Bh(a)[[[[E ]]B]] = prA,Ba [[[[[[E ]]B]] ◦ h]] = prA,Ba [[h ◦ [[[[E ]]A]]]] = h[[prA,Aa [[[[E ]]A]]]]
holds for all a ∈ A. Hence, for u ∈ UA(E),
prB,Bh(u)[[[[E ]]B]] = h[[prA,Au [[[[E ]]A]]]] −→ h(u) in F(B)
due to Remark 1.2.11. Thus, h[UA(E)] ⊆ UB(E).
(2): As injAB : B→ A is a homomorphism, one obtains
injAB[[pr
B,B
b [[[[E ]]B]]]] = prB,Ab [[injAB ◦ [[[[E ]]B]]]] = prB,Ab [[[[[[E ]]A]] ◦ injAB]] = prA,Ab [[[[E ]]A]]
for every b ∈ B. Accordingly,
UB(E) = {b ∈ B | prB,Bb [[[[E ]]B]] −→ b in F(B)}
1.2.13
= {b ∈ B | injAB[[prB,Bb [[[[E ]]B]]]] −→ injAB(b) in F(A)}
= {b ∈ B | prA,Ab [[[[E ]]A]] −→ b in F(A)}
= B ∩ UA(E).
(3): We are going to abbreviate P :=
∏
i∈I Ai. Let j ∈ I. Since
prj : P −→ Aj
a 7−→ aj
is a homomorphism, we have
prj[[pr
P,P
a [[[[E ]]P]]]] = prP,Aja [[prj ◦ [[[[E ]]P]]]] = prP,Aja [[[[[[E ]]Aj ]] ◦ prj]] = prAj ,Ajaj [[[[E ]]Aj ]]
for every a ∈ P . Therefore,
UP(E) = {a ∈ P | prP,Pa [[[[E ]]P]] −→ a in F (P)}
1.2.13
= {a ∈ P | ∀j ∈ I : prj[[prP,Pa [[[[E ]]P]]]] −→ prj(a) in F(Aj)}
= {a ∈ P | ∀j ∈ I : prAj ,Ajaj [[[[E ]]Aj ]] −→ aj in F(Aj)}
=
∏
i∈I
UAi(E).
This completes the proof.
4.3.6 Lemma. Let Ω = (Ωn)n∈N be a signature, K ⊆ TopAlg(Ω) a subclass,
F : QVarK → Top the forgetful functor and E ∈ Neigh QVarK. Then the following
are equivalent:
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(1) For every A ∈ K, UA(E) is closed in F(A).
(2) For every B ∈ QVarK, UB(E) is closed in F(B).
Proof. Obviously, we only need to verify that (1) implies (2). To this end, we
conduct an inductive proof on the structure of QVarK 4.1.11= I C P(K):
First, let B ∈ P(K). Then there exists an index set I and a family (Ai)i∈I ∈ KI
such that B =
∏
i∈I Ai. According to Remark 1.2.16,
UB(E) 4.3.5=
∏
i∈I
UAi(E)
is closed in F(B) = ∏i∈I F(Ai).
Second, let B ∈ C P(K). Then we can find some C ∈ P(K) such that B is a
closed topological subalgebra of C. Due to Remark 1.2.15,
UB(E) 4.3.5= B ∩ UC(E)
is closed in F(B) = F(C)B.
Finally, let B ∈ I C P(K). Then there exists some C ∈ C P(K) and an isomor-
phism h : B→ C. For all b ∈ B,
h[[prB,Bb [[[[E ]]B]]]] = prB,Cb [[h ◦ [[[[E ]]B]]]] = prB,Cb [[[[[[E ]]C]] ◦ h]] = prC,Ch(b)[[[[E ]]C]]
holds. Thus, we deduce
UB(E) = {b ∈ B | prB,Bb [[[[E ]]B]] −→ b in F(B)}
1.2.11
= {b ∈ B | h[[prB,Bb [[[[E ]]B]]]] −→ h(b) in F(C)}
= {b ∈ B | prC,Ch(b)[[[[E ]]C]] −→ h(b) in F(C)}
= h−1[UC(E)],
which implies that UB(E) is closed in F(B). This completes the proof.
Again, we are particularly interested in closed neighbourhoods.
4.3.7 Definition. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a subclass
and F : V → Top the forgetful functor. Then we define
cNeighV := {E ∈ NeighV | ∀B ∈ V : UB(E) closed in F(B)}
to be the collection of all closed neighbourhoods of V .
4.3.8 Lemma. Let Ω = (Ωn)n∈N be a signature and V ⊆ TopAlg(Ω) a topological
quasivariety. For any E ∈ cNeighV and B ∈ V, we have
UB(E) =
⋃{
im eB | e ∈
⋃
E
}F(B)
.
92
4.3 Natural neighbourhoods and covers
Proof. ⊆: Let u ∈ UB(E). Since prB,Bu [[[[E ]]B]] −→ u in F(B), Remark 1.2.9 yields
that
u ∈
⋃{
im eB | e ∈
⋃
E
}F(B)
.
⊇: By Lemma 4.3.4, we have ⋃{im eB | e ∈ ⋃ E} ⊆ UB(E). As UB(E) is closed
in F(B), this implies the desired inclusion.
As already indicated, any closed neighbourhood of a Hausdorff topological al-
gebra can be extended to a corresponding closed neighbourhood of the respective
generated topological quasivariety.
4.3.9 Lemma. Let Ω be a signature and A a Hausdorff topological Ω-algebra. If
U ∈ cNeighA, then there exists E ∈ cNeigh QVar(A) such that
U = UA(E), EA(U) =
⋃
[[E ]]A.
Proof. Let us abbreviate X := F(A). Using Remark 3.1.4 and Remark 1.2.9, we
conclude that there exists a filter base H ∈ FltB(EA(U)) such that [[H]]|U −→ injAU
with respect toW(XU , X). Without loss of generality, assume that
⋃H = EA(U).
According to Corollary 4.2.2, the map
α : End(F) −→ C(X,X)
f 7−→ fA
is injective, whence End(F) is a set. By Corollary 4.2.11, α[End(F)] = Clo(1)(A)
and thus ∅ 6∈ α−1[[H]]. Therefore, Remark 1.2.5 implies that E := α−1[[H]] is a filter
base on End(F). Besides, it follows H = [[E ]]A and thus EA(U) =
⋃H = ⋃[[E ]]A.
We are going to show that E ∈ NeighV . To this end, let e ∈ ⋃ E . Due to
Remark 1.2.11,
prA,Aa [[[[[[E ]]A]] ◦ eA]] = prU,AeA(a)[[[[H]]|U ]] −→ prU,AeA(a)(injAU) = prA,Aa (eA) in X
for all a ∈ A. Combining Remark 1.2.13 and Remark 1.2.15, we conclude that
[[[[E ]]A]] ◦ eA −→ eA with respect to W(X,X). By Lemma 4.3.2, it follows that
E ∈ Neigh QVar(A).
Our next concern is to verify that U = UA(E). For every u ∈ U ,
prA,Au [[[[E ]]A]] = prU,Au [[[[H]]|U ]] −→ prU,Au (injAU) = u in X,
wherefore u ∈ UA(E). Conversely, if u ∈ UA(E), then
prU,Au [[[[H]]|U ]] = prA,Au [[[[E ]]A]] −→ u in X
and hence u ∈ UX = U due to Remark 1.2.9. Consequently, U = UA(E) holds.
As U is closed in X, Lemma 4.3.6 yields that E ∈ cNeigh QVar(A), and we are
done.
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Our next objective is to provide a suitable concept of (full) covering in the context
of topological quasivarieties.
4.3.10 Definition. Let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a subclass,
F : V → Top the forgetful functor, Φ ∈ SetΩ an index set and E : Φ → cNeighV .
Moreover, let
Ψ :=
⋃
ϕ∈Φ
{ϕ} ×
(⋃
E(ϕ)
)
.
(1) E is called a cover of V if, for every finite subset K ⊆fin V , there exists a net
(sλ)λ∈Λ in TΩ(Ψ) such that
sBλ ◦
〈
eB
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idB with respect to W(B,B)
for every B ∈ K.
(2) E is said to be a full cover of V if E is a cover of V and, for every B ∈ V , the
function 〈
eB
〉
(ϕ,e)∈Ψ : F(B)→ F(B)Ψ
reflects convergence.
Finally, as promised, we are going to illustrate that any (full) cover of a Hausdorff
topological algebra consisting exclusively of closed neighbourhoods gives rise to a
corresponding (full) cover of the associated topological quasivariety.
4.3.11 Theorem. Let Ω be a signature, Φ ∈ SetΩ, let A be a Hausdorff topological
Ω-algebra, and let E : Φ→ cNeigh QVar(A) such that EA(UA(E(ϕ))) =
⋃
[[E(ϕ)]]A
for all ϕ ∈ Φ. Moreover, let U := {UA(E(ϕ)) | ϕ ∈ Φ}. Then the following hold:
(1) U is a cover of A if and only if E is a cover of QVar(A).
(2) U is a full cover of A if and only if E is a full cover of QVar(A).
Proof. Let F : QVar(A) → Top denote the forgetful functor. Moreover, we are
going to abbreviate X := F(A),
Ψ :=
⋃
ϕ∈Φ
{ϕ} ×
(⋃
E(ϕ)
)
and F := {ωA | ω ∈ ⋃Ω}.
(1): First, we infer some auxiliary statement: By assumption, it follows that
EA(U) =
{
eA | (ϕ, e) ∈ Ψ}, and hence
U covers A 3.6.7⇐⇒ idA ∈ ΓXF (EA(U))
2.2.6,
4.1.19⇐⇒ idA ∈ {tA ◦ 〈eA〉(ϕ,e)∈Ψ | t ∈ TΩ(Ψ)}W(X,X)
1.2.9⇐⇒ ∃(sλ)λ∈Λ net in TΩ(Ψ) :
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idA with respect to W(X,X).
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Now, we can deduce the desired equivalence: If U is a cover of A, then there exists
a net (sλ)λ∈Λ in TΩ(Ψ) such that
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idA with respect to W(X,X),
which, by Corollary 4.2.4, implies that
sBλ ◦
〈
eB
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idB with respect to W(B,B)
for all B ∈ QVar(A), whence E covers QVar(A). Conversely, if E is a cover of
QVar(A), then in particular there is a net (sλ)λ∈Λ in TΩ(Ψ) such that
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idA with respect to W(X,X),
wherefore U covers A.
(2): Referring to Definition 3.6.5, let Φ′ :=
⋃
U∈U{U} × EA(U). Then one
observes {e | (U, e) ∈ Φ′} = EA(U) =
{
eA | (ϕ, e) ∈ Ψ}. By assumption, U is
closed in X for every (U, e) ∈ Φ′, whence ∏(U,e)∈Φ′ U is closed in F(A)Φ′ . Thus,〈
e|U〉
(U,e)∈Φ′ : F(A)→
∏
(U,e)∈Φ′
F(A)U reflects convergence
1.2.14⇐⇒ 〈e|U〉
(U,e)∈Φ′ : F(A)→
(
F(A)Φ′
)
∏
(U,e)∈Φ′ U
reflects convergence
1.2.36⇐⇒ 〈e〉(U,e)∈Φ′ : F(A)→ F(A)Φ′ reflects convergence
1.2.35⇐⇒ 〈eA〉
(ϕ,e)∈Ψ : F(A)→ F(A)Ψ reflects convergence
4.2.5⇐⇒ ∀B ∈ QVar(A) : 〈eB〉
(ϕ,e)∈Ψ : F(B)→ F(B)Ψ reflects convergence.
Using (1) and the equivalence above, we conclude that U is a full cover of A if and
only if E is a full cover of QVar(A).
4.4 The localisation functor
Motivated by Theorem 4.3.11, we are going to examine how restriction with regard
to neighbourhoods that are common to all members of a topological quasivariety
induces a functor into a topological quasivariety associated to their respective local
structures. At the end of this section, we will see that any full cover of a Hausdorff
topological quasivariety consisting exclusively of closed neighbourhoods gives rise
to a categorical equivalence.
4.4.1 Remark. Let Ω be a signature, V ⊆ TopAlg(Ω) a topological quasivariety,
F : V → Top denote the forgetful functor, Φ,Ψ ∈ SetΩ. Then JΨ,Φ := (JBΨ,Φ)B∈V ,
given by
JBΨ,Φ :
(F(B)Ψ)Φ −→ F(B)Ψ×Φ
((b(ϕ)(ψ))ψ∈Ψ)ϕ∈Φ 7−→ (b(ϕ)(ψ))(ψ,ϕ)∈Ψ×Φ
whenever B ∈ V , constitutes a natural transformation from (FΨ)Φ to FΨ×Φ.
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For the rest of this section, let Ω = (Ωn)n∈N be a signature, V ⊆ TopAlg(Ω) a
topological quasivariety, F : V → Top the associated forgetful functor, Φ ∈ SetΩ a
non-empty index set and E : Φ → NeighV a family of neighbourhoods of V . We
define another index set by
Ψ :=
⋃
ϕ∈Φ
{ϕ} ×
(⋃
E(ϕ)
)
.
For the sake of convenience, let E(ψ) := E(ϕ) whenever ψ = (ϕ, e) ∈ Ψ. Moreover,
we define a signature Σ := (Σn)n∈N by
Σn :=
∏
ψ∈Ψ
((⋃
E(ψ)
)
× TΩ(Ψ× n)
)
for each n ∈ N. Without loss of generality, suppose that Ψ × N ∈ SetΩ. The
localisation functor (with respect to E) is defined as follows:
loc : V −→ TopAlg(Σ)
B 7−→
〈
loc(B), init
(
injB
Ψ
loc(B),F(B)Ψ
)
,ΣlocB
〉
A
h→ B 7−→ loc(A) loc(h)→ loc(B)
where the carrier set of loc(B) is given by
loc(B) :=
∏
ψ∈Ψ
UB(E(ψ)) ⊆ BΨ,
for n ∈ N and (eψ, tψ)ψ∈Ψ ∈ Σn, the corresponding operation of loc(B) is defined
to be
((eψ, tψ)ψ∈Ψ)locB :=
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ JBΨ,n ◦
(
injB
Ψ
locB
)[n])
|locB : loc(B)n → loc(B),
and loc extends to homomorphisms by
loc(h) := h[Ψ]|locBlocA : loc(A)→ loc(B).
As just indicated, loc constitutes a functor from V to TopAlg(Σ). To see this,
several facts need to be checked:
4.4.2 Lemma. loc : V → TopAlg(Σ) constitutes a well-defined functor.
Proof. Our first concern is to show that loc(B) is a topological Σ-algebra for every
B ∈ V . To this end, let n ∈ N and (eψ, tψ)ψ∈Ψ ∈ Σn. By Lemma 4.3.4, we have
im eBψ ⊆ UB(E(ψ)) for all ψ ∈ Ψ. Consequently,
im
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ
)
⊆
∏
ψ∈Ψ
im eBψ ⊆ loc(B),
wherefore ((eψ, tψ)ψ∈Ψ)locB is well-defined. Moreover, due to Remark 1.2.13 and
injB
Ψ
locB ◦ ((eψ, tψ)ψ∈Ψ)locB =
〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ JBΨ,n ◦
(
injB
Ψ
locB
)[n]
,
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it follows that
((eψ, tψ)ψ∈Ψ)locB :
((F(B)Ψ)
locB
)n → (F(B)Ψ)
locB
is continuous. Thus, loc(B) ∈ TopAlg(Σ).
The next step is to prove that, concerning any two A,B ∈ V and a homomor-
phism h : A → B, loc(h) : loc(A) → loc(B) is a well-defined homomorphism as
well. According to Lemma 4.3.5,
h[Ψ][loc(A)] = h[Ψ]
[∏
ψ∈Ψ
UA(E(ψ))
]
=
∏
ψ∈Ψ
h[UA(E(ψ))]
4.3.5⊆
∏
ψ∈Ψ
UB(E(ψ)) = loc(B).
Therefore, loc(h) is well-defined. Moreover, we observe that
injB
Ψ
locB ◦ loc(h) = h[Ψ] ◦ injA
Ψ
locA,
whence, by Remark 1.2.13,
loc(h) :
(F(A)Ψ)
locA
→ (F(B)Ψ)
locB
is continuous. Besides, for all n ∈ N and (eψ, tψ)ψ∈Ψ ∈ Σn, one obtains
loc(h) ◦ ((eψ, tψ)ψ∈Ψ)locA = h[Ψ]|locBlocA ◦
(〈
eAψ ◦ tAψ
〉
ψ∈Ψ ◦ JAΨ,n ◦
(
injA
Ψ
locA
)[n])
|locA
=
(
h[Ψ] ◦ 〈eAψ ◦ tAψ 〉ψ∈Ψ ◦ JAΨ,n ◦ (injAΨlocA)[n]) |locB
=
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ h[Ψ×n] ◦ JAΨ,n ◦
(
injA
Ψ
locA
)[n])
|locB
=
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ JBΨ,n ◦
(
h[Ψ]
)[n] ◦ (injAΨlocA)[n]) |locB
=
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ JBΨ,n ◦
(
injB
Ψ
locB
)[n]
◦ loc(h)[n]
)
|locB
=
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ JBΨ,n ◦
(
injB
Ψ
locB
)[n])
|locB ◦ loc(h)[n]
= ((eψ, tψ)ψ∈Ψ)locB ◦ loc(h)[n].
This shows that loc(h) is indeed a homomorphism.
It remains to verify that the assignments defining loc are compatible with com-
position and preserve neutral morphisms. Evidently, loc(idB) = idloc(B). And for
A,B,C ∈ V and homomorphisms h0 : A→ B, h1 : B→ C, it holds
loc(h1) ◦ loc(h0) = h[Ψ]1 |locClocB ◦ h[Ψ]0 |locBlocA = (h1 ◦ h0)[Ψ]|locClocA = loc(h1 ◦ h0).
This completes the proof.
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Our next objective is to verify that loc maps QVarK into QVar loc[K] for every
subclass K ⊆ V . In order to see this, we will make use of the next two lemmata.
4.4.3 Lemma. If B is a closed topological subalgebra of A ∈ V, then loc(B) is a
closed topological subalgebra of loc(A).
Proof. First, we observe
loc(B) =
∏
ψ∈Ψ
UB(E(ψ)) 4.3.5=
∏
ψ∈Ψ
B ∩ UA(E(ψ)) = BΨ ∩ loc(A).
According to Remark 1.2.16 and the fact that B is closed in F(A), BΨ is closed in
F(A)Ψ. By Remark 1.2.15, loc(B) = BΨ ∩ loc(A) is closed in (F(A)Ψ)locA.
Furthermore, we conclude that(F(B)Ψ)
locB
=
(
(F(A)B)Ψ
)
locB
1.2.14
=
((F(A)Ψ)
BΨ
)
locB
1.2.14
=
(F(A)Ψ)
locB
1.2.14
=
((F(A)Ψ)
locA
)
locB
.
That is, the topology of loc(B) coincides with the corresponding subspace topology
inherited from loc(A).
Finally, for all n ∈ N and (eψ, tψ)ψ∈Ψ ∈ Σn, we observe
injlocAlocB ◦ ((eψ, tψ)ψ∈Ψ)locB = injlocAlocB ◦
(〈
eBψ ◦ tBψ
〉
ψ∈Ψ ◦ JBΨ,n ◦
(
injB
Ψ
locB
)[n])
|locB
=
((
injAB
)[Ψ] ◦ 〈eBψ ◦ tBψ 〉ψ∈Ψ ◦ JBΨ,n ◦ (injBΨlocB)[n]) |locA
=
(〈
eAψ ◦ tAψ
〉
ψ∈Ψ ◦
(
injAB
)[Ψ×n] ◦ JBΨ,n ◦ (injBΨlocB)[n]) |locA
=
(〈
eAψ ◦ tAψ
〉
ψ∈Ψ ◦ JAΨ,n ◦
((
injAB
)[Ψ])[n] ◦ (injBΨlocB)[n]) |locA
=
(〈
eAψ ◦ tAψ
〉
ψ∈Ψ ◦ JAΨ,n ◦
(
injA
Ψ
locA
)[n])
|locA ◦ (injlocAlocB)[n]
= ((eψ, tψ)ψ∈Ψ)locA ◦
(
injlocAlocB
)[n]
.
Therefore, loc(B) is a closed topological subalgebra of loc(A).
4.4.4 Lemma. Let I be an index set and (Aj)j∈I ∈ VI . Then we have
loc
(∏
j∈I
Aj
) ∼= ∏
j∈I
loc(Aj).
Proof. Let us abbreviate P :=
∏
j∈I Aj and, for each j ∈ I, consider the homo-
morphisms
prj : P −→ Aj
a 7−→ a(j) ,
p˜rj :
∏
i∈I A
Ψ
i −→ AΨj
p 7−→ p(j) .
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According to Lemma 4.4.2 and Definition 4.1.3,
h0 :=
〈
loc(prj)
〉
j∈I : loc(P)→
∏
j∈I
loc(Aj)
is a homomorphism. Moreover, we have
locP =
∏
ψ∈Ψ
UP(E(ψ)) 4.3.5=
∏
ψ∈Ψ
∏
j∈I
UAj(E(ψ)).
Consequently, the function
h1 :
∏
j∈I loc(Aj) −→ loc(P)
((uj,ψ)ψ∈Ψ)j∈I 7−→ ((uj,ψ)j∈I)ψ∈Ψ
is well-defined. Furthermore, it is easy to see that h0 and h1 are mutually inverse.
Additionally, for all j ∈ I and ψ ∈ Ψ, it is easy to check that
prj ◦ prΨ,Pψ ◦ injP
Ψ
locP ◦ h1 = prΨ,Ajψ ◦ p˜rj ◦
(∏
j∈I
inj
AΨj
locAj
)
.
Due to Remark 1.2.13, this implies that
h1 :
∏
j∈I
(F(Aj)Ψ)locAj → (F(P)Ψ)locP
is continuous. Hence,
h0 :
(F(P)Ψ)
locP
→
∏
j∈I
(F(Aj)Ψ)locAj
is a homeomorphism. Referring to Remark 4.1.5, we conclude that
h0 : loc(P)→
∏
j∈I
loc(Aj)
constitutes an isomorphism. So, we are done.
Combining the previous two lemmata, we obtain the following:
4.4.5 Lemma. If K ⊆ V is a subclass, then it holds
loc[QVarK] ⊆ QVar loc[K].
In particular, if V = QVarK, then we have loc[V ] ⊆ QVar loc[K] and hence
QVar loc[V ] = QVar loc[K].
Proof. Using Proposition 4.1.11, we obtain
loc[QVarK] = loc[I C P(K)] 4.4.2⊆ I loc[C P(K)]
4.4.3⊆ I C loc[P(K)] 4.4.4⊆ I C P(loc[K]) = QVar loc[K],
and we are done.
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Provided that loc is induced by a family of closed neighbourhoods of V , any
closed topological subalgebra of loc(B) can be lifted to a corresponding closed
topological subalgebra of B whenever B ∈ V . This is addressed in the subsequent
lemma.
4.4.6 Lemma. Let E : Φ → cNeighV. If B ∈ V and S is a closed topological
subalgebra of loc(B), then there exists a closed topological subalgebra U of B such
that loc(U) = S.
Proof. Let S be a closed subuniverse of loc(B) and denote the topological subalge-
bra of loc(B) induced on S by S. First, we observe that loc(B) =
∏
ψ∈Ψ UB(E(ψ))
is closed in F(B)Ψ due to Remark 1.2.16. On account of closedness of S in(F(B)Ψ)
locB
, this implies that S in closed in F(B)Ψ as well. Define
V :=
{(
tB ◦ JBΨ,N
)
(u) | t ∈ TΩ(Ψ× N), u ∈ SN
}
.
We are going to show that V is a subuniverse of B. To see this, we take n ∈ N and
ω ∈ Ωn. First, consider the case where n = 0: Then we have
ω ∈ TΩ(∅) = TΩ(Ψ× ∅) ⊆ TΩ(Ψ× N)
and hence (e, ω)(ϕ,e)∈Ψ ∈ Σ0. As S is a subuniverse of loc(B), it follows
s := ((e, ω)(ϕ,e)∈Ψ)locB ∈ S
and thus sˆ ∈ SN where sˆj := s for all j ∈ N. Therefore, we obtain
ωB(∅) = (ωΨ×N,B ◦ JBΨ,N) (sˆ) ∈ V,
which captures the special case. So, in the sequel, assume that n > 0, and let
v0, . . . , vn−1 ∈ V . For each i ∈ n, there exist ti ∈ TΩ(Ψ×N) and ui ∈ SN such that
vi = (t
B
i ◦ JBΨ,N)(ui). For each i ∈ n, let
γi : Ψ× N −→ Ψ× N
(ψ,m) 7−→ (ψ,m · n+ i) ,
and set t := ωTΩ(γ0)(t0) · · ·TΩ(γn−1)(tn−1) ∈ TΩ(Ψ× N). Recall that the function
f : N× n −→ N
(m, i) 7−→ m · n+ i
is a bijection because n > 0. Thence, we can define uˆ ∈ SN by uˆl := ui,m whenever
l = m · n+ i ∈ N where m ∈ N and i ∈ n. Now, we observe
ωB(v0, . . . , vn−1) = ωB
((
tB0 ◦ JBΨ,N
)
(u0), . . . ,
(
tBn−1 ◦ JBΨ,N
)
(un−1)
)
=
(
ωB ◦ 〈TΩ(γ0)(t0)B, . . . , TΩ(γn−1)(tn−1)B〉 ◦ JBΨ,N) (uˆ)
=
(
(ωTΩ(γ0)(t0) · · ·TΩ(γn−1)(tn−1))B ◦ JBΨ,N
)
(uˆ)
=
(
tB ◦ JBΨ,N
)
(uˆ),
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wherefore ωB(v0, . . . , vn−1) ∈ V . Consequently, V is a subuniverse of B. According
to Lemma 4.1.6, U := V F(B) is a closed subuniverse of B. Let U denote the
topological subalgebra of B induced on U .
We are left to verify that loc(U) = S. By Lemma 4.4.3, loc(U) is a closed
topological subalgebra of loc(B). Therefore, it suffices to show that the carrier
sets of loc(U) and S coincide, that is, loc(U) = S.
⊆: We are going to verify that∏
ψ∈Ψ
⋃{
eB[V ] | e ∈
⋃
E(ψ)
}
⊆ S.
To this end, for each ψ ∈ Ψ, let eψ ∈
⋃ E(ψ), tψ ∈ TΩ(Ψ × N) and uψ ∈ SN. We
need to show that
v :=
((
eBψ ◦ tΨ×N,Bψ ◦ JBΨ,N
)
(uψ)
)
ψ∈Ψ
∈ S.
For this purpose, we prove the following statement: For every finite subset Θ ⊆fin Ψ,
there exists some w ∈ S such that wψ = vψ for each ψ ∈ Θ. So, let Θ ⊆fin Ψ and
n := |Θ|. For n = 0, the statement holds trivially as
S = ∅ =⇒ SN = ∅ =⇒ V = ∅.
So, henceforth, assume that n > 0 and Θ = {ψ0, . . . , ψn−1}. According to Re-
mark 4.1.2 and Remark 4.1.16, we can find k ∈ N>0 such that tψi ∈ TΩ(Ψ × k)
and
vψi =
(
eBψi ◦ tΨ×k,Bψi ◦ JBΨ,k
)
(uψi,0, . . . , uψi,k−1)
for all i ∈ n. For i ∈ n, let
ηi : Ψ× k −→ Ψ× (k · n)
(ψ, j) 7−→ (ψ, k · i+ j) ,
and for ψ ∈ Ψ, define qψ ∈ TΩ(Ψ× (k · n)) by
qψ :=
{
TΩ(ηi)(tψi) if ψ = ψi,
(ψ0, 0) otherwise.
As S is a subuniverse of loc(B) and (eψ, qψ)ψ∈Ψ ∈ Σk·n, it follows that
w := ((eψ, qψ)ψ∈Ψ)locB(uψ0,0, . . . , uψ0,k−1, . . . . . . , uψn−1,0, . . . , uψn−1,k−1) ∈ S.
Moreover, one obtains
wψi =
(
eBψi ◦ qBψi ◦ JBΨ,k·n
)
(uψ0,0, . . . , uψ0,k−1, . . . . . . , uψn−1,0, . . . , uψn−1,k−1)
=
(
eBψi ◦ TΩ(ηi)(tψi)B ◦ JBΨ,k·n
)
(uψ0,0, . . . , uψ0,k−1, . . . . . . , uψn−1,0, . . . , uψn−1,k−1)
=
(
eBψi ◦ tΨ×k,Bψi ◦ JBΨ,k
)
(uψi,0, . . . , uψi,k−1) = vψi
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for each i ∈ n. This proves our claim. In particular, it follows v ∈ SF(B)Ψ = S.
Moreover, we have
im eU = eB[U ]
1.2.11⊆ eB[V ]F(B)
for all ψ ∈ Ψ and e ∈ ⋃ E(ϕ), and hence
loc(U)
4.3.8
=
∏
ψ∈Ψ
⋃{
im eU | e ∈
⋃
E(ψ)
}F(U)
1.2.16
=
∏
ψ∈Ψ
⋃{
im eU | e ∈
⋃
E(ψ)
}F(B)
1.2.3
=
∏
ψ∈Ψ
⋃{
eB[V ] | e ∈
⋃
E(ψ)
}F(B)
1.2.16
=
∏
ψ∈Ψ
⋃{
eB[V ] | e ∈
⋃
E(ψ)
}F(B)Ψ
.
Due to closedness of S in F(B)Ψ, this implies loc(U) ⊆ S.
⊇: Conversely, let u ∈ S. Fix some ψ ∈ Ψ, let pψ := (ψ, 0) ∈ TΩ(Ψ × N), and
define uˆ ∈ SN by uˆn := u for all n ∈ N. Then we have uψ =
(
pBψ ◦ JBΨ,N
)
(uˆ) ∈ U .
Consequently, u ∈ UΨ. So, we conclude that
S ⊆ UΨ ∩ loc(B) 4.3.5= loc(U),
which completes the proof.
Applying the observations made so far, we draw the following conclusion:
4.4.7 Lemma. Let E : Φ→ cNeighV. Then we have
QVar loc[V ] = {B ∈ QVar loc[V ] | ∃A ∈ V : B ∼= loc(A)},
which means that loc is essentially surjective in QVar loc[V ].
Proof. We have to show that QVar loc[V ] coincides with its subclass
L := {B ∈ QVar loc[V ] | ∃A ∈ V : B ∼= loc(A)}.
Evidently, loc[V ] ⊆ L. We are going to show that L is a topological quasivariety
because this will imply
QVar loc[V ] ⊆ QVarL = L ⊆ QVar loc[V ],
i.e., QVar loc[V ] = L. Accordingly, we need to verify that L is closed with respect
to the operators I, C and P . Obviously, it holds I L = L. To see that L is closed
against the application of C, take an arbitrary B ∈ L. That is, B ∈ QVar loc[V ]
and there is some A ∈ V with a corresponding isomorphism h : B→ loc(A). If S
is a closed topological subalgebra of B, then we have S ∼= h[S] and h[S] is a closed
topological subalgebra of loc(A). By Lemma 4.4.6, there exists a closed topological
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subalgebra U of A such that loc(U) = h[S] ∼= S. As S ∈ QVar loc[V ] and U ∈ V ,
it follows S ∈ L. Therefore, C L = L. In order to conclude that L is closed with
respect to P as well, let I be an index set and (Bj)j∈I ∈ LI . Accordingly, for
every j ∈ I, we have Bj ∈ QVar loc[V ] and there exists some Aj ∈ V such that
loc(Aj) ∼= Bj by virtue of an isomorphism hj : Bj → loc(Aj). Then it is easy to
see that ∏
j∈I
hj :
∏
j∈I
Bj →
∏
j∈I
loc(Aj)
constitutes an isomorphism. By Lemma 4.4.4, we infer∏
j∈I
Bj ∼=
∏
j∈I
loc(Aj) ∼= loc
(∏
j∈I
Aj
)
.
Since
∏
j∈I Bj ∈ QVar loc[V ] and
∏
j∈I Aj ∈ V , we have
∏
j∈I Bj ∈ L. Thus,
P L = L. So, loc is essentially surjective in QVar loc[V ].
Finally, we are going to relate the notion of a cover to properties of the induced
localisation functor.
4.4.8 Lemma. Assume V to be a topological quasivariety of Hausdorff topological
Ω-algebras. If E : Φ→ cNeighV is a cover of V, then loc is faithful.
Proof. Let A,B ∈ V , and suppose h0, h1 : A→ B to be two homomorphisms such
that loc(h0) = loc(h1). As E is a cover of V , there exists a net (sλ)λ∈Λ in TΩ(Ψ)
such that
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idA with respect to W(A,A).
According to Remark 1.2.33 and Remark 1.2.22, for each j ∈ {0, 1}, it follows
hj = hj ◦ limλ∈Λ
(
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
)
1.2.11
= limλ∈Λ
(
hj ◦ sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
)
4.2.6
= limλ∈Λ
(
sBλ ◦ h[Ψ]j ◦
〈
eA
〉
(ϕ,e)∈Ψ
)
1.2.11
= limλ∈Λ
(
sBλ |locB ◦ loc(hj) ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
.
Since loc(h0) = loc(h1), this implies h0 = h1. Thus, loc is faithful.
We finish this chapter with the aforementioned main result. The following the-
orem substantiates that localisation with respect to any full cover consisting ex-
clusively of closed neighbourhoods represents no loss of algebraic or topological
information.
4.4.9 Theorem. Assume V to be a topological quasivariety of Hausdorff topological
Ω-algebras. If E : Φ→ cNeighV is a full cover of V, then the adstriction
V loc−→ QVar loc[V ]
constitutes a categorical equivalence.
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Proof. Due to Lemma 4.4.7 and Lemma 4.4.8, we are left to prove that loc is full.
So, let A,B ∈ V and H : loc(A) → loc(B) be a homomorphism. Since E is a
cover of V , there exists a net (sλ)λ∈Λ in TΩ(Ψ) such that
sCλ ◦
〈
eC
〉
(ϕ,e)∈Ψ
λ∈Λ−→ idC with respect to W(C,C)
for C ∈ {A,B}. For each C ∈ {A,B}, we observe the following: As C is a
Hausdorff topological algebra, the convergence condition above implies that the
function 〈eC〉(ϕ,e)∈Ψ is injective. Moreover, since E is a full cover of V , the func-
tion 〈eC〉(ϕ,e)∈Ψ : F(C) → F(C)Ψ reflects convergence, and so, by Remark 1.2.37,
im(〈eC〉(ϕ,e)∈Ψ) is closed in F(C)Ψ and the topology of F(C) coincides with the
initial topology init(〈eC〉(ϕ,e)∈Ψ,F(C)Ψ). Now, let
γ : Ψ −→ Ψ× 1
ψ 7−→ (ψ, 0) .
For every λ ∈ Λ, we define tλ := TΩ(γ)(sλ) ∈ TΩ(Ψ × 1) and observe that
(e, tλ)(ϕ,e)∈Ψ ∈ Σ1 and tCλ ◦ JCΨ,1 = sCλ where C ∈ V . Thus, one obtains
injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
= injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA ◦ limλ∈Λ
(
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
)
1.2.11
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA ◦ sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
)
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦
(〈
eA
〉
(ϕ,e)∈Ψ ◦ sAλ
)
|locAlocA ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦
(〈
eA ◦ tAλ
〉
(ϕ,e)∈Ψ ◦ JAΨ,1
)
|locAlocA ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦ ((e, tλ)(ϕ,e)∈Ψ)locA ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
= limλ∈Λ
(
injB
Ψ
locB ◦ ((e, tλ)(ϕ,e)∈Ψ)locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
= limλ∈Λ
((〈
eB ◦ tBλ
〉
(ϕ,e)∈Ψ ◦ JBΨ,1
)
|locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
= limλ∈Λ
(〈
eB
〉
(ϕ,e)∈Ψ ◦ sBλ |locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
,
which particularly implies that
im
(
H ◦ 〈eA〉
(ϕ,e)∈Ψ |locA
) 1.2.9⊆ im(〈eB〉(ϕ,e)∈Ψ)F(B)Ψ = im(〈eB〉(ϕ,e)∈Ψ) .
Consequently, for every a ∈ A, there exists some b ∈ B satisfying(
H ◦ 〈eA〉
(ϕ,e)∈Ψ |locA
)
(a) =
(〈
eB
〉
(ϕ,e)∈Ψ
)
(b),
whence the net ((sBλ |locB ◦H ◦ 〈eA〉(ϕ,e)∈Ψ|locA)(a))λ∈Λ converges in F(B). Due to
Remark 1.2.22, we can define a function h : A→ B by
h(a) := limλ∈Λ
(
sBλ |locB ◦H ◦ 〈eA〉(ϕ,e)∈Ψ|locA
)
(a)
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for all a ∈ A. Moreover, as we have seen above,〈
eB
〉
(ϕ,e)∈Ψ ◦ h =
〈
eB
〉
(ϕ,e)∈Ψ ◦ limλ∈Λ
(
sBλ |locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
1.2.11
= limλ∈Λ
(〈
eB
〉
(ϕ,e)∈Ψ ◦ sBλ |locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
= injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA.
According to Remark 1.2.13 and the fact that the topology of F(B) coincides with
init(〈eB〉(ϕ,e)∈Ψ,F(B)Ψ), the equation above implies that h : F(A)→ F(B) is con-
tinuous. Next, we are going to verify that h : A→ B is, in fact, a homomorphism.
To this end, let n ∈ N and ω ∈ Ωn. For i ∈ n, let
γi : Ψ −→ Ψ× n
ψ 7−→ (ψ, i) .
For every λ ∈ Λ, we define qλ := ωTΩ(γ0)(sλ) · · ·TΩ(γn−1)(sλ) ∈ TΩ(Ψ × n), and
we observe that (e, qλ)(ϕ,e)∈Ψ ∈ Σn and
qCλ ◦ JCΨ,n = ωC ◦
〈
TΩ(γ0)(sλ)
C, . . . , TΩ(γn−1)(sλ)C
〉 ◦ JCΨ,n = ωC ◦ (sCλ )[n]
for all C ∈ V . So, we infer〈
eB
〉
(ϕ,e)∈Ψ ◦ h ◦ ωA = injBΨlocB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA ◦ ωA
= injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA ◦ ωA ◦
(
limλ∈Λ
(
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
))[n]
1.2.15
= injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA ◦ ωA ◦
(
limλ∈Λ
(
sAλ ◦
〈
eA
〉
(ϕ,e)∈Ψ
)[n])
1.2.11
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA ◦ ωA ◦
(
sAλ
)[n] ◦ (〈eA〉
(ϕ,e)∈Ψ
)[n])
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦
(〈
eA ◦ qAλ
〉
(ϕ,e)∈Ψ ◦ JAΨ,n
)
|locA ◦
(〈
eA
〉
(ϕ,e)∈Ψ
)[n])
= limλ∈Λ
(
injB
Ψ
locB ◦H ◦ ((e, qλ)(ϕ,e)∈Ψ)locA ◦
(〈
eA
〉
(ϕ,e)∈Ψ |locA
)[n])
= limλ∈Λ
(
injB
Ψ
locB ◦ ((e, qλ)(ϕ,e)∈Ψ)locB ◦H [n] ◦
(〈
eA
〉
(ϕ,e)∈Ψ |locA
)[n])
= limλ∈Λ
(〈
eB ◦ qBλ
〉
(ϕ,e)∈Ψ ◦ JBΨ,n ◦
(
injB
Ψ
locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)[n])
= limλ∈Λ
(〈
eB
〉
(ϕ,e)∈Ψ ◦ ωB ◦
(
sBλ
)[n] ◦ (〈eB〉
(ϕ,e)∈Ψ ◦ h
)[n])
= limλ∈Λ
(〈
eB
〉
(ϕ,e)∈Ψ ◦ ωB ◦
(
sBλ ◦
〈
eB
〉
(ϕ,e)∈Ψ
)[n]
◦ h[n]
)
1.2.11
=
〈
eB
〉
(ϕ,e)∈Ψ ◦ ωB ◦
(
limλ∈Λ
(
sBλ ◦
〈
eB
〉
(ϕ,e)∈Ψ
))[n]
◦ h[n]
=
〈
eB
〉
(ϕ,e)∈Ψ ◦ ωB ◦ h[n].
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As 〈eB〉(ϕ,e)∈Ψ is injective, we conclude that h : A→ B is a homomorphism. There-
fore, it only remains to show that loc(h) = H. So, let u ∈ loc(A). For every ψ ∈ Ψ,
we have (e, pψ)(ϕ,e)∈Ψ ∈ Σ1 where pψ := (ψ, 0) ∈ TΩ(Ψ× 1), and hence it follows
h(uψ) = limλ∈Λ
(
sBλ |locB ◦H ◦
〈
eA
〉
(ϕ,e)∈Ψ |locA
)
(uψ)
= limλ∈Λ
(
sBλ |locB ◦H ◦ (〈eA ◦ pAψ 〉(ϕ,e)∈Ψ ◦ JAΨ,1)|locAlocA
)
(u)
= limλ∈Λ
(
sBλ |locB ◦H ◦ ((e, pψ)(ϕ,e)∈Ψ)locA
)
(u)
= limλ∈Λ
(
sBλ |locB ◦ ((e, pψ)(ϕ,e)∈Ψ)locB ◦H
)
(u)
= limλ∈Λ
(
sBλ ◦
(〈
eB ◦ pBψ
〉
(ϕ,e)∈Ψ ◦ JBΨ,1
)
|locB ◦H
)
(u)
= limλ∈Λ
(
sBλ ◦
〈
eB
〉
(ϕ,e)∈Ψ
)
(H(u)ψ)
= H(u)ψ.
This shows that loc(h)(u) = H(u). Therefore, loc(h) = H holds, and we are
done.
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Compactness reasoning looms large in set-theoretic topology, and so it does for
our localisation theory. As pointed out in Corollary 3.7.7, any cover of a com-
pact Hausdorff topological algebra constitutes a full cover of that structure, which
means that one does not need to think about convergence reflection when trying
to decompose a compact Hausdorff topological algebra in terms of our localisation
theory without any loss of information. Moreover, due to Proposition 3.8.6, a com-
pact Hausdorff topological algebra is irreducible if and only if it is (%, σ)-irreducible
for some topological space Y and %, σ ∈ cInv(Y )A. In other words, checking irre-
ducibility of a given compact Hausdorff topological algebra reduces to a question
of relational irreducibility and therefore necessitates significantly less topological
pondering in the first place.
Motivated by these observations, in the next step, we want to illustrate how op-
erational compactness arguments apply in the established framework and in which
way compactness properties of the clone generated by topological algebra make
an impact on the structure of its neighbourhoods and covers. So, this chapter’s
main objective is to make compactness properties of the clone Clo(A) available for
specifying and simplifying the localisation process with regard to A. As we are
going to see very soon, this kind of compactness intensely affects the topological
and order-theoretic structure of neighbourhoods and covers of a topological algebra
and therefore helps us to characterise irreducible structures and to find preferably
fine covers.
In order to provide suitable methods towards these goals, we will start by re-
calling some well-known results concerning compact Hausdorff (semi)topological
semigroups and deducing some new ones in Section 5.1. Afterwards, in Section 5.2,
we will introduce and explore the notion of (weak) operational compactness and
discuss some of its various important consequences regarding relational localisa-
tion. Among other results, this will lead to a characterisation of irreducibility for
1-operationally compact, relationally stable, compact Hausdorff topological alge-
bras in Section 5.3. Finally, in Section 5.4, a feasible relational criterion implying
operational compactness will be presented.
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5.1 Idempotents in compact Hausdorff
semigroups
In this section, we want to provide some basic notions and results from the theory
of semitopological semigroups. The most important among these tools will be the
well-known Ellis-Numakura Lemma which guarantees the existence of idempotents
in a compact Hausdorff left topological semigroup. Applying the Lemma of Ellis
and Numakura, we will show that in a compact Hausdorff semitopological semi-
group a certain system of equations always admits a solution. In fact, this rather
technical result will prove useful when constructing isomorphisms between certain
minimal closed neighbourhoods later in Lemma 5.2.18. In a final step, another
useful result having nice applications in the scope of our theory will be established:
In compact Hausdorff topological monoids, the concepts of left-invertibility and
right-invertibility coincide. The benefit of this section’s content will fully come
into effect in Section 5.2, Section 6.1 and Section 6.3.
5.1.1 Definition. Let S = 〈S, ·〉 be a semigroup. Then we define
IdS := {e ∈ S | e · e = e}
to be the set of all multiplicatively idempotent elements of S. Moreover, we define
a binary relation on IdS by
e ≤S f :⇐⇒ f · e = e · f = e
for idempotents e, f ∈ IdS.
5.1.2 Remark (see, e.g., [Law98]). If S is a semigroup, then (IdS,≤S) is a partially
ordered set.
Proof. Let e, f, g ∈ IdS. From idempotence of e it follows e ≤S e. If e ≤S f and
f ≤S e, then we have e = e ·f = f . Finally, if e ≤S f and f ≤S g, then one obtains
e ≤S g because g · e = g · f · e = f · e = e = e · f = e · f · g = e · g.
5.1.3 Definition. A topological semigroup is a topological algebra 〈S, T , ·〉 such
that 〈S, ·〉 constitutes a semigroup. As would seem natural, we adopt the notions
introduced in Definition 5.1.1 with regard to semigroups for topological semigroups
in an obvious manner by ignoring the respective topology.
5.1.4 Lemma. If S = 〈S, T , ·〉 is a Hausdorff topological semigroup, then IdS is
closed in (S, T ).
Proof. Using Remark 1.2.13 and the fact that S is a topological semigroup, it is
easy to see that
H : (S, T ) −→ (S, T )2
f 7−→ (f, f 2)
is continuous. By Remark 1.2.22, ∆S is closed in (S, T )2 because T is a Hausdorff
topology. Consequently, IdS = H−1[∆S] is closed in (S, T ).
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However, for many applications, we will need weaker notions to describe certain
semigroups endowed with compatible topologies.
5.1.5 Definition. Let S = 〈S, T , ·〉 be a triple where 〈S, ·〉 is a semigroup and T
is a topology on S.
(1) We say that S is a left topological semigroup if the map
Ls : (S, T ) −→ (S, T )
t 7−→ s · t
is continuous for every s ∈ S.
(2) Analogously, S is said to be a right topological semigroup if the map
Rs : (S, T ) −→ (S, T )
t 7−→ t · s
is continuous for every s ∈ S.
(3) Furthermore, S is called a semitopological semigroup if it constitutes both a
left and a right topological semigroup.
Suppose that S is a left topological (right topological, semitopological) semigroup,
and let R ⊆ S. We call R closed in S if it is closed with respect to T . Furthermore,
we say that R is a subuniverse of S if it is a subuniverse of 〈S, ·〉. If so, then
〈R, TR, ·|RR2〉 is a left topological (right topological, semitopological) semigroup and
it is called the left topological (right topological, semitopological) semigroup that S
induces on R.
Now, let I be an index set and Si = 〈Si, Ti, ·Si〉 (i ∈ I) a family of left topological
(right topological, semitopological) semigroups. We define the direct product of
(Si)i∈I to be ∏
i∈I
Si :=
〈∏
i∈I
Si, init((pri, Ti)i∈I), ·
∏
i∈I Si
〉
where pri :
∏
j∈I Sj → Si (i ∈ I) denote the canonical projections and the multi-
plication of
∏
i∈I Si is defined by
s ·
∏
i∈I Si t =
(
s ·Si t)
i∈I
for all s, t ∈ ∏i∈I Si. It is easy to see that ∏i∈I Si is a left topological (right
topological, semitopological) semigroup.
Besides, as would seem natural, we adopt the notions introduced in Defini-
tion 5.1.1 with regard to semigroups for left topological, right topological and
semitopological semigroups in an obvious manner by ignoring the respective topol-
ogy.
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5.1.6 Remark. Let S = 〈S, T , ·〉 be a semitopological semigroup. For each s ∈ S,
the least closed subuniverse of S containing s is given by
IterS(s) := {sn | n ∈ N>0}T .
Note that Lemma 5.1.4 cannot be generalised to arbitrary Hausdorff semitopo-
logical semigroups, even under certain additional hypotheses: In fact, a mono-
thetic1 compact Hausdorff semitopological semigroup whose set of idempotents is
not closed with regard to the respective topology is constructed in [BLM01]. How-
ever, for many considerations, we do not need to require the set of idempotents in
a semitopological semigroup to be closed.
5.1.7 Lemma. Let S = 〈S, T , ·〉 be a Hausdorff semitopological semigroup. If
J ⊆ IdS is non-empty and compact in (S, T ), then Min≤S J 6= ∅.
Proof. Let us adopt the notation of Definition 5.1.5. We are going to show that
J := (J,≥S ∩ (J × J)) is inductively ordered. By assumption, J 6= ∅. So, let E be
a non-empty chain in J. Due to Remark 1.2.13,
〈Ls, idS〉 : (S, T )→ (S, T )2, 〈Rs, idS〉 : (S, T )→ (S, T )2
are continuous functions for every s ∈ S. Moreover, by Remark 1.2.22, ∆S is closed
in (S, T )2, whence
Hs := 〈Ls, idS〉−1[∆S] ∩ 〈Rs, idS〉−1[∆S]
is closed in (S, T ) for all s ∈ S. Therefore, H := {He | e ∈ E} is a system of closed
subsets of (S, T ). Furthermore, as J is non-empty and E is a chain in J, H has
the finite intersection property with respect to J . Thus, by Remark 1.2.25,
{f ∈ J | ∀e ∈ E : f ≤S e} = J ∩
⋂
H 6= ∅,
which means that E admits an upper bound in J. Consequently, J is inductively
ordered, and so Zorn’s Lemma yields the desired statement.
The next lemma is well-known as the Ellis-Numakura Lemma and it will prove
to be useful when constructing isomorphisms between regular neighbourhoods of a
topological algebra possessing a certain operational compactness property.
5.1.8 Lemma ([Ell58, Num52]). If S = 〈S, T , ·〉 is a compact Hausdorff left topo-
logical semigroup and S 6= ∅, then IdS 6= ∅.
Proof. We are going to adopt the notation of Definition 5.1.5.
Let H denote the set of all closed subuniverses of S. First of all, we are going
to prove that (H \ {∅},⊇) is inductively ordered. As S 6= ∅, H \ {∅} is non-
empty. So, let K be a non-empty chain in (H \ {∅},⊇). Evidently, K := ⋂K is
1A semitopological semigroup S = 〈S, T , ·〉 is called monothetic if S = IterS(s) for some s ∈ S.
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closed subuniverse of S. Besides, K has the finite intersection property, and every
element of K is closed with respect to T . Therefore, on account of Remark 1.2.25,
compactness of (S, T ) implies that K 6= ∅. Thus, we have K ∈ H \ {∅}, and so
K constitutes an upper bound of K in (H \ {∅},⊇). Consequently, (H \ {∅},⊇)
is inductively ordered. Due to Zorn’s Lemma, there exists P ∈ Min⊆(H \ {∅}).
Since P is non-empty, there exists some p ∈ P . By Remark 1.2.26, P is compact
with respect to T . As Lp : (S, T ) → (S, T ) is continuous, Remark 1.2.27 implies
that Lp[P ] is compact and thus, again by Remark 1.2.26, closed with respect to T .
Moreover, it is easy to see that Lp[P ] is a non-empty subuniverse of S, and hence
Lp[P ] ∈ H \ {∅}. As P ∈ Min⊆(H \ {∅}) and Lp[P ] ⊆ P , this implies Lp[P ] = P .
Consequently, Q := {q ∈ P | p·q = p} is non-empty. Likewise, we observe that Q is
a subuniverse of S. Furthermore, as (S, T ) is a Hausdorff space, {p} is closed with
respect to T , wherefore Q = P ∩L−1p ({p}) is closed with respect to T . Accordingly,
Q ∈ H \ {∅}. Again, since P ∈ Min⊆(H \ {∅}) and Q ⊆ P , it follows that P = Q,
whence p · p = p. So, we are done.
5.1.9 Remark. Of course, the previous result holds for compact Hausdorff right
topological semigroups as well.
For more details regarding semitopological semigroups and the structure of their
idempotents, we refer to [Cho75, Ber80, FK89]. In order to adapt Lemma 5.1.8 for
our purposes, we will need the following:
5.1.10 Lemma. Let S = 〈S, T , ·〉 be a compact Hausdorff semitopological semi-
group and s, t ∈ S. Then there exist p ∈ IterS(s · t) and q ∈ IterS(t · s) satisfying
p · s = s · q, (p · s · t)2 = p · s · t,
t · p = q · t, (q · t · s)2 = q · t · s.
Proof. The proof proceeds in three steps. Again, we are going to adopt the notation
of Definition 5.1.5.
(i): First, we prove that
M(s, t) := {(p, q) ∈ IterS(s · t)× IterS(t · s) | p · s = s · q, t · p = q · t}
is non-empty, compact in (S, T )2, and a subuniverse of S2. We observe thatM(s, t)
is non-empty because (s · t, t · s) ∈ M(s, t). Now, let (p0, q0), (p1, q1) ∈ M(s, t).
According to Remark 5.1.6, we have p0 · p1 ∈ IterS(s · t) and q0 · q1 ∈ IterS(t · s).
Moreover, we deduce p0 ·p1 ·s = p0 ·s ·q1 = s ·q0 ·q1 and t ·p0 ·p1 = q0 ·t ·p1 = q0 ·q1 ·t,
wherefore (p0 · p1, q0 · q1) ∈ M(s, t). This shows that M(s, t) is a subuniverse of
S2. By Remark 5.1.6, IterS(s · t) × IterS(t · s) is closed in (S, T )2. Furthermore,
according to Remark 1.2.22, ∆S is closed in (S, T )2 as (S, T ) is a Hausdorff space.
Besides, Remark 1.2.28 yields compactness of (S, T )2. Using Remark 1.2.13, we
conclude that
Rs × Ls : (S, T )2 → (S, T )2, Lt ×Rt : (S, T )2 → (S, T )2
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are continuous functions. Thus,
M(s, t) = (IterS(s · t)× IterS(t · s)) ∩ (Rs × Ls)−1(∆S) ∩ (Lt ×Rt)−1(∆S)
is closed and hence, by Remark 1.2.26, compact in (S, T )2.
(ii): Second, we are going to show that
N(s, t) := {(p · s · t, q · t · s) | (p, q) ∈M(s, t)}
is non-empty, compact in (S, T )2, and a subuniverse of S2. Using Remark 1.2.13,
we conclude that
H := Rs·t ×Rt·s : (S, T )2 → (S, T )2
is continuous. Moreover, we observe that H[M(s, t)] = N(s, t). Due to (i), this
implies that N(s, t) is non-empty and, by Remark 1.2.27, compact in (S, T )2.
So, we are left to check that N(s, t) is a subuniverse of S2. To this end, let
(p0, q0), (p1, q1) ∈M(s, t). According to Remark 5.1.6, we have p0·s·t·p1 ∈ IterS(s·t)
and q0 · t · s · q1 ∈ IterS(t · s). Furthermore, we infer
p0 · s · t · p1 · s = s · q0 · t · p1 · s = s · q0 · t · s · q1,
t · p0 · s · t · p1 = q0 · t · s · t · p1 = q0 · t · s · q1 · t,
whence (p0 · s · t · p1, q0 · t · s · q1) ∈M(s, t). Consequently,
H(p0, q0) ·S2 H(p1, q1) = H(p0 · s · t · p1, q0 · t · s · q1) ∈ N(s, t).
Therefore, N(s, t) is a subuniverse of S2, and we are done.
(iii): Now, everything is prepared to establish the desired statement. By (ii),
N(s, t) is a non-empty subuniverse of S2. Referring to Definition 5.1.5, let H
denote the semitopological semigroup that S2 induces on N(s, t). According to (ii)
and Remark 1.2.33, H is a compact Hausdorff semitopological semigroup. Thus,
we have IdH 6= ∅ due to Lemma 5.1.8. That is, there exist p ∈ IterS(s · t) and
q ∈ IterS(t·s) such that p·s = s·q, t·p = q ·t, (p·s·t)2 = p·s·t and (q ·t·s)2 = q ·t·s.
This completes the proof.
Next, we want to present a result on invertibility in compact Hausdorff topolog-
ical monoids.
5.1.11 Definition. Let S = 〈S, T , ·, 1〉 be a topological monoid, i.e., a topological
algebra where 〈S, ·, 1〉 constitutes a monoid. An element s ∈ S is said to be left-
invertible in S if it is left-invertible in 〈S, ·, 1〉, that is, there exists t ∈ S satisfying
t · s = 1. Likewise, an element s ∈ S is called right-invertible in S if it is right-
invertible in 〈S, ·, 1〉, that is, there exists t ∈ S satisfying s · t = 1.
5.1.12 Lemma. Let S = 〈S, T , ·, 1〉 be a compact Hausdorff topological monoid.
If s ∈ S is left-invertible in S, then s is right-invertible in S as well.
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Proof. The proof proceeds in two steps. As would seem natural, we will adopt the
notation of Definition 5.1.5 referring to the topological semigroup 〈S, T , ·〉.
(i): Since 〈S, T , ·〉 is a topological algebra,
H : (S, T )2 −→ (S, T )
(s, t) 7−→ s · t
is continuous.We are going to show that (M,⊇) is inductively ordered where
M := {P ⊆ S | S \ P ∈ T , H[P × S] ⊆ P, (S × P ) ∩H−1[{1}] 6= ∅}.
Note that M is non-empty because S ∈ M. Let K be a non-empty chain in
(M,⊇), and set K := ⋂K. Evidently, K is closed in (S, T ) and we have
H[K × S] ⊆
⋂
P∈K
H[P × S] ⊆
⋂
P∈K
P = K.
Besides, using Remark 1.2.13 and the fact that (S, T ) is a Hausdorff space, we infer
that
R := {(S × P ) ∩H−1[{1}] | P ∈ K}
is a system of closed subsets of (S, T )2. As K is a chain in (M,⊇), R has the finite
intersection property. By Remark 1.2.28, (S, T )2 is compact, and by Remark 1.2.25,
it follows
(S ×K) ∩H−1[{1}] =
⋂
R 6= ∅.
Consequently, K ∈ M and hence K constitutes an upper bound on K in (M,⊇).
This shows that (M,⊇) is inductively ordered.
(ii): Let s ∈ S be left-invertible in S. Then we have H[Ls[S] × S] ⊆ Ls[S]
and (S × Ls[S]) ∩ H−1[{1}] 6= ∅. Since (S, T ) is a compact Hausdorff space and
Ls : (S, T )→ (S, T ) is continuous, Ls[S] is compact and hence, by Remark 1.2.26,
closed in (S, T ). Thus, Ls[S] ∈ M. Due to (i) and Zorn’s Lemma, there exists
P ∈ Min⊆M such that P ⊆ Ls[S]. Since P ∈ M, we can find p ∈ P and q ∈ S
satisfying q · p = 1. As done above, we observe that Lp·p[S] is closed in (S, T ).
Moreover, H[Lp·p[S]× S] ⊆ Lp·p[S] and
1 = q · p = q · q · p · p ∈ H[S × Lp·p[S]],
whence Lp·p[S] ∈ M. Since Lp·p[S] ⊆ H[P × S] ⊆ P and P ∈ Min⊆M, it follows
Lp·p[S] = P . Therefore, we can find some r ∈ S with p · p · r = p. So, we deduce
p · r = 1 · p · r = q · p · p · r = q · p = 1
and conclude that Lp[S] = S. Since Lp[S] ⊆ P ⊆ Ls[S], this implies Ls[S] = S.
Accordingly, s is right-invertible in S.
5.1.13 Corollary. Let S = 〈S, T , ·, 1〉 be a compact Hausdorff topological monoid.
Any s ∈ S is left-invertible in S if and only if it is right-invertible in S.
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Finally, we want to mention some important examples that will concern us in
the course of this chapter.
5.1.14 Remark. Let X = (A, T ) be a topological space. The following hold:
(1) Due to Remark 1.2.19, 〈C(X,X),W(X,X), ◦〉 is a semitopological semi-
group. By Remark 1.2.30, 〈C(X,X),K(X,X), ◦〉 is a semitopological semi-
group as well.
(2) Furthermore, Remark 1.2.30 yields the following: If X is a locally compact
Hausdorff space, then 〈C(X,X),K(X,X), ◦〉 is a Hausdorff topological semi-
group and 〈C(X,X),K(X,X), ◦, idA〉 is a Hausdorff topological monoid.
5.2 Operational compactness
As indicated in this chapter’s introduction, our main objective is to make com-
pactness properties of the clone Clo(A) available for specifying and simplifying the
localisation process. After some rather foundational considerations, we are going
to see that this kind of compactness has numerous remarkably strong topological
as well as order-theoretic consequences regarding relational localisation. Among
other results, we will point out a close connection between the topology introduced
in Section 3.5 and the compact-open topology on IdemA. These considerations
will lead to a characterisation of irreducibility and, furthermore, yield a sufficient
condition for irreducibility in terms of the topology N (A).
At the very beginning, we want to introduce the following terminology:
5.2.1 Definition. Let n ∈ N. Furthermore, let A = 〈A, T , F 〉 be a topological
algebra, X := (A, T ), let Ω be a signature and K ⊆ TopAlg(Ω).
(1) We say that A is weakly n-operationally compact or weakly operationally
compact of rank n, respectively, if Clo(n)(A) is relatively compact with respect
to W(Xn, X), and we say that A is weakly operationally compact if A is
weakly m-operationally compact for every m ∈ N.
(2) Besides, A is called n-operationally compact or operationally compact of rank
n, respectively, if Clo(n)(A) is relatively compact with respect to K(Xn, X),
and A is said to be operationally compact if A is m-operationally compact
for every m ∈ N.
(3) Furthermore, K is called (weakly) n-operationally compact or (weakly) oper-
ationally compact of rank n, respectively, if every element of K is (weakly)
n-operationally compact, and K is called (weakly) operationally compact if
every element of K is (weakly) operationally compact.
Our first concern is to clarify the relationship between the two introduced con-
cepts of operational compactness.
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5.2.2 Remark. Let A = 〈A, T , F 〉 be a topological algebra, and let X := (A, T ).
Then the following hold:
(1) Let n ∈ N. If A is n-operationally compact, then A is weakly n-operationally
compact as K(Xn, X) is finer than W(Xn, X).
(2) Since W(X0, X) = K(X0, X), A is weakly 0-operationally compact if and
only if A is 0-operationally compact.
For later use, we also want to mention the subsequent observation.
5.2.3 Lemma. Let n ∈ N, let A = 〈A, T , F 〉 be a Hausdorff topological algebra,
and X := (A, T ). The following hold:
(1) A is weakly n-operationally compact if and only if Clo
(n)
(A) is compact with
respect to W(Xn, X).
(2) A is n-operationally compact if and only if Clo
(n)
(A) is compact with respect
to K(Xn, X).
(3) If A is n-operationally compact, then
Clo
(n)
(A) = Clo(n)(A)
K(Xn,X)
,
and W(Xn, X) and K(Xn, X) coincide on Clo(n)(A).
Proof. (1): This is due to Remark 1.2.26.
(2): ⇐: This follows from the inclusion Clo(n)(A) ⊆ Clo(n)(A).
⇒: Since K(Xn, X) is finer than W(Xn, X), it follows
H := Clo(n)(A)
K(Xn,X) ⊆ Clo(n)(A).
Now, suppose Clo(n)(A) to be relatively compact with respect to K(Xn, X). As
K(Xn, X) is a Hausdorff topology, H is compact with respect to K(Xn, X) ac-
cording to Remark 1.2.26. Using Remark 1.2.27 and the fact that W(Xn, X) is
a Hausdorff topology, we conclude that W(Xn, X)H = K(Xn, X)H . Therefore,
H is compact and hence, by Remark 1.2.26, closed with respect to W(Xn, X).
Consequently, we have
H = Clo
(n)
(A).
Note that this proves (3) as well. So, we are done.
Next, we are going to show that (weak) operational compactness of higher rank
implies (weak) operational compactness of lower rank.
5.2.4 Lemma. Let n ∈ N, m ∈ n, and let A = 〈A, T , F 〉 be a topological algebra.
Then the following hold:
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(1) If A is weakly n-operationally compact, then A is weakly m-operationally
compact.
(2) If A is n-operationally compact, then A is m-operationally compact.
Proof. Let X := (A, T ). The proof proceeds by case analysis.
(i): First, we are going to treat the case where m = 0. If Clo(0)(A) = ∅,
then A is 0-operationally compact and we are done. So, henceforth, assume that
Clo(0)(A) 6= ∅ and let g ∈ Clo(0)(A). Now, define
G : C(Xn, X) −→ C(X0, X)
f 7−→ f ◦ 〈g, . . . , g〉 .
As Clo(A) is a clone of operations on X, we conclude that
G
[
Clo(n)(A)
]
= Clo(0)(A).
Moreover, according to Remark 1.2.19, the function
G : (C(Xn, X),W(Xn, X))→ (C(X0, X),W(X0, X))
is continuous. If Clo(n)(A) is relatively compact with respect to W(Xn, X), then,
by Remark 1.2.27,
Clo(0)(A) = G
[
Clo(n)(A)
]
is relatively compact with respect to W(X0, X). Due to Remark 5.2.2, this proves
both (1) and (2).
(ii): Now, suppose that m > 0, and let us define
H : C(Xn, X) −→ C(Xm, X)
f 7−→ f ◦ 〈prm0 , . . . , prmm−1, . . . , prmm−1〉 .
As Clo(A) is a clone of operations on X, we conclude that
H
[
Clo(n)(A)
]
= Clo(m)(A).
By Remark 1.2.19 and Remark 1.2.30, the maps
H : (C(Xn, X),W(Xn, X))→ (C(Xm, X),W(Xm, X)),
H : (C(Xn, X),K(Xn, X))→ (C(Xm, X),K(Xm, X))
are continuous. According to Remark 1.2.27, we observe:
(1) If Clo(n)(A) is relatively compact with respect to W(Xn, X), then
Clo(m)(A) = H
[
Clo(n)(A)
]
is relatively compact with respect to W(Xm, X).
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(2) If Clo(n)(A) is relatively compact with respect to K(Xn, X), then
Clo(m)(A) = H
[
Clo(n)(A)
]
is relatively compact with respect to K(Xm, X).
This completes the proof.
As we are going to show next, (weak) operational compactness is inherited by
closed neighbourhoods.
5.2.5 Lemma. Let n ∈ N, let A = 〈A, T , F 〉 be a Hausdorff topological algebra,
and U ∈ cNeighA. Then the following hold:
(1) If A is weakly n-operationally compact, then so is A|U .
(2) If A is n-operationally compact, then so is A|U .
Proof. Let X := (A, T ). Since U is closed in X,
H := {f ∈ C(Xn, X) | im f ⊆ U}
is closed with respect to W(Xn, X) and hence closed with respect to K(Xn, X).
By Lemma 3.3.2, we have
Clo
(n)
(A|U) =
[
H ∩ Clo(n)(A)
]
|UUn
W((XU )n,XU )
.
Now, we are going to treat both statements separately.
(1): Suppose that A is weakly n-operationally compact. By Lemma 5.2.3,
Clo
(n)
(A) is compact with respect to W(Xn, X), and so is H ∩ Clo(n)(A) due
to Remark 1.2.26. Using Remark 1.2.20 and Remark 1.2.27, we conclude that[
H ∩ Clo(n)(A)
]
|UUn is compact and thus, by Remark 1.2.26, closed with respect
to W((XU)n, XU). Consequently, we have
Clo
(n)
(A|U) =
[
H ∩ Clo(n)(A)
]
|UUn
whence A|U is weakly n-operationally compact.
(2): Assume A to be n-operationally compact. By Lemma 5.2.3, Clo(n)(A)
is compact with respect to K(Xn, X), and so is H ∩ Clo(n)(A) according to Re-
mark 1.2.26. By Remark 1.2.31 and Remark 1.2.27,
[
H ∩ Clo(n)(A)
]
|UUn is com-
pact and hence, due to Remark 1.2.26, closed with respect to K((XU)n, XU). Since
K((XU)n, XU) is finer than W((XU)n, XU),
[
H ∩ Clo(n)(A)
]
|UUn is closed with re-
spect to W((XU)n, XU) as well. Accordingly, we have
Clo
(n)
(A|U) =
[
H ∩ Clo(n)(A)
]
|UUn
wherefore A|U is n-operationally compact.
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Moreover, weak operational compactness extends to a property of topological
quasivarieties in the following manner:
5.2.6 Lemma. Let Ω be a signature, n ∈ N, and assume K to be a class of
Hausdorff topological Ω-algebras. If K is weakly n-operationally compact, then so
is QVarK.
Proof. The proof proceeds in two steps.
(i): First, we treat the special case where K is a set. Let F : QVarK → Top
denote the forgetful functor. Moreover, for every B ∈ QVarK, let
αB : Nat(Fn,F) −→ C(Bn,B)
f 7−→ fB ,
and consider the function
β := 〈αA〉A∈K : Nat(Fn,F)→
∏
A∈K
C(An,A).
Note that β is injective due to Corollary 4.2.2. Furthermore, consider the product
space
(P,S) :=
∏
A∈K
(C(An,A),W(An,A)).
Suppose that K is weakly n-operationally compact. According to Lemma 5.2.3,
Clo
(n)
(A) is compact with respect to W(An,A) whenever A ∈ K. Applying Re-
mark 1.2.14 and Tychonoff’s Theorem, we conclude that
∏
A∈K Clo
(n)
(A) is com-
pact with respect to S. Moreover, we have
im β ⊆
∏
A∈K
imαA
4.2.8⊆
∏
A∈K
Clo
(n)
(A),
and Lemma 4.2.9 yields that im β is closed with respect to S. Consequently, by
Remark 1.2.26, im β is compact with respect to S. Now, let B ∈ QVarK. Using
Remark 1.2.11 and Lemma 4.2.3, we conclude that
γ := αB ◦ (β|imβ)−1 : (im β,Simβ)→ (C(Bn,B),W(Bn,B))
is continuous. Thus, due to Remark 1.2.27, im γ is compact with respect to
W(Bn,B). Furthermore, we observe
Clo(n)(B)
4.1.20
= [TΩ(n)]
B
4.2.6⊆ [Nat(Fn,F)]B = im γ.
Hence, Clo(n)(B) is relatively compact with respect to W(Bn,B). Consequently,
QVarK is weakly n-operationally compact.
(ii): Now, let us deal with the general case. Our proof proceeds along the
structure of QVarK 4.1.11= I C P(K):
For every B ∈ P(K), there exists an index set I and some family (Ai)i∈I ∈ KI
such that B =
∏
i∈I Ai. Thence, we have B ∈ QVar{Ai | i ∈ I}. As the special
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case applies to this situation, B is weakly n-operationally compact. So, P(K) is
weakly n-operationally compact.
For B ∈ C P(K), we can find some C ∈ P(K) such that B is a closed topological
subalgebra of C. Similarly, it follows B ∈ QVar(C). As we have seen above,
C is weakly n-operationally compact. Thus, the special case applies wherefore
B is weakly n-operationally compact as well. Therefore, C P(K) is weakly n-
operationally compact.
Analogously, for B ∈ I C P(K), we can find some C ∈ C P(K) such that B ∼= C.
Once more, it follows that B ∈ QVar(C) and, as we have seen above, C is weakly n-
operationally compact. Using the special case again, we conclude that B is weakly
n-operationally compact, too. Consequently, QVarK is weakly n-operationally
compact.
Of course, weak operational compactness has an effect on the generation of closed
invariant relations.
5.2.7 Lemma. Let n ∈ N, let A = 〈A, T , F 〉 be a weakly n-operationally compact,
Hausdorff topological algebra, and let X := (A, T ). For every topological space Y
and all r0, . . . , rn−1 ∈ C(Y,X), we have
Γ
Y
F ({r0, . . . , rn−1}) =
{
f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(A)
}
,
and ΓYF ({r0, . . . , rn−1}) is compact with respect to W(Y,X).
Proof. By Remark 1.2.19,
C(〈r0, . . . , rn−1〉, X) : (C(Xn, X),W(Xn, X))→ (C(Y,X),W(Y,X))
is continuous. Due to Lemma 5.2.3 and Remark 1.2.27,
C(〈r0, . . . , rn−1〉, X)
[
Clo
(n)
(A)
]
=
{
f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(A)
}
is compact with respect to W(Y,X). By Remark 1.2.33, W(Y,X) is a Hausdorff
topology. Thus, we conclude
Γ
Y
F ({r0, . . . , rn−1}) 2.2.8=
{
f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(A)
}W(Y,X)
1.2.19
=
{
f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(A)
}W(Y,X)
1.2.26
=
{
f ◦ 〈r0, . . . , rn−1〉 | f ∈ Clo(n)(A)
}
,
and we are done.
In case of discrete topological algebras, both of the introduced notions of opera-
tional compactness coincide with a very well-known concept from universal algebra.
This is what we are going to substantiate next.
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5.2.8 Definition. Let n ∈ N. An algebra 〈A,F 〉 is called n-locally finite or locally
finite of rank n, respectively, if every n-generated subuniverse of 〈A,F 〉 is finite,
i.e., ΓF ({a0, . . . , an−1}) is finite whenever a0, . . . , an−1 ∈ A. Moreover, an algebra
〈A,F 〉 is called locally finite if 〈A,F 〉 is m-locally finite for every m ∈ N.
5.2.9 Remark. Let n ∈ N. For a discrete topological algebra A = 〈A,P(A), F 〉,
the following are equivalent:
(1) A is weakly n-operationally compact.
(2) A is n-operationally compact.
(3) 〈A,F 〉 is n-locally finite.
Proof. Let us abbreviate X := (A,P(A)) = DA.
(1)⇔(2): This is an immediate consequence of the fact that the topologies
K(Xn, X) and W(Xn, X) coincide as X is discrete.
(1)⇒(3): Let a0, . . . , an−1 ∈ A. By Lemma 5.2.7,
ΓF ({a0, . . . , an−1}) X=DA= ΓF ({a0, . . . , an−1})
is compact with respect to P(A) and therefore finite.
(3)⇒(1): First, we observe that XAn = (C(Xn, X),W(Xn, X)) and
Clo(n)(A) ⊆
∏
a∈An
ΓF ({a0, . . . , an−1}) =: H ⊆ AAn .
Using Tychonoff’s Theorem and Remark 1.2.14, we conclude that H is compact in
XA
n . Therefore, Clo(n)(A) is relatively compact with respect to W(Xn, X), and
we are done.
So far, we have shown that (weak) operational compactness of a topological
algebra carries over to some related structures and explored the discrete case. Our
next purpose is to illustrate in which way operational compactness affects the
structure of a topological algebra’s neighbourhoods. To begin with, let us expand
on some very important topological consequences.
5.2.10 Lemma. Let A = 〈A, T , F 〉 be a weakly 1-operationally compact, Hausdorff
topological algebra, and X := (A, T ). If U ∈ NeighA, then
U := U
X ∈ rNeighA, U ∈ {U}N (A).
Proof. By Lemma 5.2.3, Clo(1)(A) is compact with respect to W(X,X). Us-
ing Remark 1.2.26, we conclude that EA(U)
W(X,X)
is compact with respect to
W(X,X). Hence, due to Remark 1.2.27,
[
EA(U)
W(X,X)] |U is compact with re-
spect to W(XU , X), and so we obtain
injAU
3.1.4∈ [EA(U)]|UW(XU ,X) ⊆
[
EA(U)
W(X,X)] |UW(XU ,X) 1.2.26= [EA(U)W(X,X)] |U .
120
5.2 Operational compactness
Consequently, there exists some function e ∈ EA(U)W(X,X) such that e|U = injAU ,
that is, U ⊆ 〈e, idA〉−1[∆A]. As e : X → X is continuous andX is a Hausdorff space,
〈e, idA〉−1[∆A] is closed in X by Remark 1.2.22. So, we have U ⊆ 〈e, idA〉−1[∆A]
and therefore e|U = injAU . Moreover, since U is closed in X,
EA(U) = {f ∈ C(X,X) | im f ⊆ U} ∩ Clo(1)(A)
is closed with respect to W(X,X), and thus we have
e ∈ EA(U)W(X,X) ⊆ EA(U)
W(X,X)
= EA(U),
which implies U ∈ rNeighA according to Lemma 3.2.14. Finally, we deduce
injA
U
= e|U ∈
[
EA(U)
W(X,X)] |U 1.2.20⊆ [EA(U)]|UW(XU ,X),
whence U ∈ {U}N (A) due to Lemma 3.5.5.
5.2.11 Lemma. If A is a weakly 1-operationally compact, Hausdorff topological
algebra, then we have cNeighA = rNeighA.
Proof. This is an immediate consequence of Lemma 5.2.10 and Remark 3.2.15.
5.2.12 Remark. Let A = 〈A, T , F 〉 be a locally compact Hausdorff topological
algebra, and let X := (A, T ). Then IdemA is closed with respect to K(X,X).
Proof. Due to Remark 5.1.14, S := 〈C(X,X),K(X,X), ◦〉 is a Hausdorff topolog-
ical semigroup. Hence, by Lemma 5.1.4, IdS is closed with respect to K(X,X).
As K(X,X) is finer than W(X,X), we infer that Clo(1)(A) is closed with respect
to K(X,X). Thus,
IdemA = (IdS) ∩ Clo(1)(A)
is closed with respect to K(X,X) as well.
5.2.13 Lemma. Let A = 〈A, T , F 〉 be a 1-operationally compact topological alge-
bra, and suppose that X := (A, T ) is a locally compact Hausdorff space. Then the
following hold:
(1) IdemA is compact with respect to K(X,X) and cNeighA is compact with
respect to N (A).
(2) Let J ⊆ IdemA be closed with respect to K(X,X) and V := {e[A] | e ∈ J}.
Then we have
VN (A) = {U ∈ NeighA | ∃V ∈ V : U ⊆ V }.
(3) A ∈ (cNeighA) \ {A}N (A) ⇐⇒ idA ∈ (IdemA) \ {idA}K(X,X).
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Proof. Recall that the function
H : (IdemA,K(X,X)IdemA) −→ (NeighA,N (A))
e 7−→ e[A]
is continuous due to Proposition 3.5.10 and the fact that K(X,X) is finer than
W(X,X). Furthermore, we have
cNeighA
5.2.11
= rNeighA
3.2.14
= H[IdemA].
(1): By Lemma 5.2.3, Clo(1)(A) is compact with respect to K(X,X). As a
consequence of Remark 5.2.12 and Remark 1.2.26, IdemA is compact with respect
to K(X,X) and hence, by Remark 1.2.27, cNeighA = H[IdemA] is compact with
respect to N (A).
(2): ⊇: This holds due to Proposition 3.5.9.
⊆: By (1) and Remark 1.2.26, J is compact with respect to K(X,X). Due
to Remark 1.2.28 and Remark 1.2.14, it follows that J × Clo(1)(A) is compact
in (C(X,X),K(X,X))2. So, combining Remark 1.2.27, Remark 1.2.30 and Re-
mark 1.2.31, we conclude that
[
[J ] ◦
[
Clo
(1)
(A)
]]
|U is compact with respect to
K(XU , X) and hence compact with respect to W(XU , X). Now, let U ∈ VN (A).
Then we deduce
U ∈ VN (A) 3.5.5⇐⇒ injAU ∈ [EA(V)]|U
W(XU ,X)
3.2.16⇐⇒ injAU ∈
[
[J ] ◦
[
Clo
(1)
(A)
]]
|U
W(XU ,X)
1.2.26⇐⇒ injAU ∈
[
[J ] ◦
[
Clo
(1)
(A)
]]
|U .
Thus there exist e ∈ J and f ∈ Clo(1)(A) such that injAU = (e ◦ f)|U which implies
U ⊆ e[A] ∈ V . So, we are done.
(3): According to Remark 1.1.2, we have (cNeighA)\{A} = H[(IdemA)\{idA}].
⇒: Suppose that the left-hand side is true and
idA 6∈ (IdemA) \ {idA}K(X,X).
By Remark 5.2.12, it follows that (IdemA)\{idA} closed with respect to K(X,X),
and hence we obtain
A ∈ (cNeighA) \ {A}N (A) (2)⇐⇒ ∃e ∈ (IdemA) \ {idA} : A = e[A]
⇐⇒ idA ∈ (IdemA) \ {idA},
which clearly constitutes a contradiction. Therefore, the right-hand side must hold
as well.
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⇐: If the right-hand side is true, then we conclude
A = H(idA) ∈ H
[
(IdemA) \ {idA}K(X,X)
] 1.2.11⊆ H[(IdemA) \ {idA}]N (A),
whence A ∈ (cNeighA) \ {A}N (A). So, we are done.
Furthermore, operational compactness significantly affects the order-theoretic
structure of NeighA, too. This is what we are going to discuss in the following.
First, let us fix some more notation.
5.2.14 Definition. Let A be a topological algebra, and let Y be a topological
space. Then we will denote the partially ordered set of all closed invariant relations
of A of type Y by
L(Y ) := L(Y,A) :=
(
cInv(Y )A,⊆
)
.
Moreover, for m ∈ N, we abbreviate L(m) := L(m,A) := L(Dm,A).
In the first instance, we want to establish some results concerning the existence
and structure of certain inclusion minimal neighbourhoods.
5.2.15 Lemma. Let A = 〈A, T , F 〉 be a weakly 1-operationally compact topological
algebra, and suppose that X := (A, T ) is a compact Hausdorff space. Then the
following hold:
(1) cNeighA is coinitial in (NeighA,⊆). In particular, we have
Min⊆NeighA ⊆ cNeighA
and hence Min⊆NeighA = Min⊆ cNeighA.
(2) Let Y be a topological space and %, σ ∈ cInv(Y )A such that %L(Y ) σ. Then
cSepA(%, σ) is coinitial in (SepA(%, σ),⊆). In particular, we have
Min⊆ SepA(%, σ) ⊆ cSepA(%, σ)
and hence Min⊆ SepA(%, σ) = Min⊆ cSepA(%, σ).
Proof. (1): Let U ∈ NeighA. Then we have EA(U) 6= ∅. So, consider some
f ∈ EA(U). By Remark 1.2.27, V := f [A] is compact and hence, by Remark 1.2.26,
closed in X. Therefore,
EA(V ) = {g ∈ C(X,X) | im f ⊆ V } ∩ Clo(1)(A)
is closed with respect to W(X,X). According to Lemma 5.2.3, Clo(1)(A) is com-
pact with respect to W(X,X), and so is EA(V ) due to Remark 1.2.26. Due to
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Remark 1.2.33, W(X,X)EA(V ) is a Hausdorff topology. Besides, as EA(V ) is a
subuniverse of 〈C(X,X), ◦〉, Remark 5.1.14 yields that
S :=
〈
EA(V ),W(X,X)EA(V ), ◦
〉
is a semitopological semigroup. Thence, all assumptions of Lemma 5.1.8 are met,
and so we conclude that there exists some e ∈ IdS = {g ∈ IdemA | im g ⊆ V }.
Hence, we obtain
W := e[A]
3.2.14∈ rNeighA 3.2.15⊆ cNeighA
and W ⊆ V ⊆ U . Thus, cNeighA is coinitial in (NeighA,⊆). The remaining
observations of (1) are immediate consequences of this fact.
(2): Let U ∈ SepA(%, σ). From Corollary 3.1.6 we infer that there exist r, s ∈ σ\%
and f ∈ EA(U) such that s = f ◦ r. For all t ∈ σ \ %, we have ΓF ({t}) = σ
because ΓF ({t}) ⊂ σ and % L(Y ) σ would imply ΓF ({t}) ⊆ % contradicting
t 6∈ %. In particular, σ = ΓF ({r}) = ΓF ({s}). By Lemma 5.2.7, we can find some
g ∈ Clo(1)(A) such that r = g ◦ s. Evidently, f ◦ g ∈ Clo(1)(A) and we have
f ◦ g ◦ s = s. Moreover, due to Remark 1.2.27, V := im(f ◦ g) is compact and
hence, by Remark 1.2.26, closed in X. Consequently,
H := {h ∈ EA(V ) | h ◦ s = s}
= Clo
(1)
(A) ∩ C(s,X)−1[{s}] ∩ {h ∈ C(X,X) | imh ⊆ V }
is non-empty and, according to Remark 1.2.33 and Remark 1.2.19, closed with
respect to W(X,X). Furthermore, Lemma 5.2.3 yields that Clo(1)(A) is com-
pact with respect to W(X,X) whence, by Remark 1.2.26, H is compact with
respect to W(X,X). Due to Remark 1.2.33, W(X,X)H is a Hausdorff topol-
ogy. Besides, as H is a subuniverse of 〈C(X,X), ◦〉, Remark 5.1.14 implies that
H := 〈H,W(X,X)H , ◦〉 is a semitopological semigroup. Thence, all assumptions
of Lemma 5.1.8 are met, and so we conclude that there exists some
e ∈ IdH = {h ∈ IdemA | imh ⊆ V, h ◦ s = s}.
Therefore, it follows
W := e[A]
3.2.14∈ rNeighA 3.2.15⊆ cNeighA
and W ⊆ V ⊆ U . According to Corollary 3.1.6, we have %W 6= σW because
e ◦ s = s. Thus, U ⊇ W ∈ cSepA(%, σ). This shows that cSepA(%, σ) is coini-
tial in (SepA(%, σ),⊆). Likewise, the remaining observations of (2) are immediate
consequences of this fact.
5.2.16 Lemma. Let A = 〈A, T , F 〉 be a weakly 1-operationally compact, Hausdorff
topological algebra. If U is a directed subset of (cNeighA,⊇), then we have⋂
U ∈ cNeighA.
In particular, (cNeighA,⊇) is inductively ordered.
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Proof. Let X := (A, T ). Clearly, V := ⋂U is closed in X. Let U ∈ U . Using
Remark 1.2.19 and Remark 1.2.33, we conclude that
HU := {f ∈ C(X,X) | im f ⊆ U, f |V = injAV }
= {f ∈ C(X,X) | im f ⊆ U} ∩ C(injAV , X)−1
[{
injAV
}]
is closed with respect to W(X,X). Moreover, due to Lemma 5.2.11, we have
U ∈ rNeighA and hence
injAV = (inj
A
U)|V
3.2.14∈ [[EA(U)]|U ]|V = [EA(U)]|V ,
i.e., HU ∩ Clo(1)(A) 6= ∅. As U is a directed subset of (cNeighA,⊇), this implies
that H := {HU | U ∈ U} has the finite intersection property with respect to
Clo
(1)
(A). By Lemma 5.2.3, Clo(1)(A) is compact with respect to W(X,X). Now,
Remark 1.2.25 states that
{f ∈ EA(V ) | f |V = injAV } = Clo
(1)
(A) ∩
⋂
H 6= ∅,
that is, injAV ∈ [EA(V )]|V . Consequently, it follows
V
3.2.14∈ rNeighA 3.2.15⊆ cNeighA.
Finally, we conclude that (cNeighA,⊇) is inductively ordered because cNeighA is
non-empty.
5.2.17 Lemma. Let A = 〈A, T , F 〉 be a 1-operationally compact topological alge-
bra, and suppose that X := (A, T ) is a locally compact Hausdorff space. Let Y be
a topological space and %, σ ∈ cInv(Y )A such that % L(Y ) σ. If U is a directed
subset of (cSepA(%, σ),⊇), then we have⋂
U ∈ cSepA(%, σ).
In particular, (cSepA(%, σ),⊇) is inductively ordered.
Proof. First, for all s ∈ σ \ %, we observe that ΓF ({s}) = σ because ΓF ({s}) ⊂ σ
and % L(Y ) σ would imply ΓF ({s}) ⊆ % contradicting s 6∈ %. Let us fix some
s ∈ σ \ %. Furthermore, consider the topological space
Z := (C(X,X),K(X,X))× (C(Y,X),W(Y,X)).
According to Remark 1.2.30,
G : Z −→ (C(Y,X),W(Y,X))
(f, r) 7−→ f ◦ r
is continuous. By Remark 1.2.33, W(Y,X) is a Hausdorff topology, wherefore
G−1[{s}] is closed in Z. Besides, due to Lemma 5.2.3, Clo(1)(A) is compact with
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respect to K(X,X). By Lemma 5.2.7, σ = ΓF ({s}) is compact with respect
to W(Y,X). So, combining Remark 1.2.28 and Remark 1.2.14, we obtain that
Clo
(1)
(A)× σ is compact in Z. Hence, by Remark 1.2.26,
K :=
(
Clo
(1)
(A)× σ
)
∩G−1({s}).
is compact in Z. Now, let U ∈ cSepA(%, σ). Since U is closed in X,
HU := C(X,X)× {r ∈ C(Y,X) | im r ⊆ U}
is closed in Z. As %U 6= σU , there exist some rU ∈ σ \ % with im rU ⊆ U and it
follows σ = ΓF ({rU}). By Lemma 5.2.7, there is f ∈ Clo(1)(A) such that s = f ◦rU .
Consequently, we haveHU∩K 6= ∅. Since U is a directed subset of (cSepA(%, σ),⊇),
we conclude that H := {HU | U ∈ U} is a system of closed subsets of Z having
the finite intersection property with respect to K. According to Remark 1.2.25, it
follows (⋂
H
)
∩K 6= ∅,
wherefore there exist r ∈ σ and f ∈ Clo(1)(A) such that im r ⊆ ⋂U =: V and
f ◦ r = s. This implies r ∈ σ \ % because f B % due to Lemma 2.1.3. Consequently,
%V 6= σV . By Lemma 5.2.16, V ∈ cNeighA and thus V ∈ cSepA(%, σ). Finally,
we conclude that (cSepA(%, σ),⊇) is inductively ordered as cSepA(%, σ) 6= ∅.
The previous results allow us to apply Zorn’s Lemma in order to obtain certain
inclusion minimal neighbourhoods. As we are going to see subsequently, those
minimal neighbourhoods turn out to be isomorphic.
5.2.18 Lemma. Let A = 〈A, T , F 〉 be a weakly 1-operationally compact, Hausdorff
topological algebra. For every topological space Y and %, σ ∈ cInv(Y )A such that
%L(Y ) σ, any two elements of Min⊆ cSepA(%, σ) are isomorphic.
Proof. Let X := (A, T ) and H := Clo(1)(A). Let U, V ∈ Min⊆ cSepA(%, σ). Ac-
cording to Lemma 5.2.3 and Lemma 3.2.14, there exist eU , eV ∈ IdemA such that
eU [A] = U and eV [A] = V . Since %U 6= σU and %V 6= σV , there exist rU ∈ σ \ %
and rV ∈ σ \ % where im rU ⊆ U and im rV ⊆ V . For all s ∈ σ \ %, we have
ΓF ({s}) = σ because ΓF ({s}) ⊂ σ and % L(Y ) σ would imply ΓF ({s}) ⊆ %
contradicting s 6∈ %. In particular,
σ = ΓF ({rU}) = ΓF ({rV }).
By Lemma 5.2.7, there exist f, g ∈ H such that rU = g ◦ rV and rV = f ◦ rU . Let
us define f0 := eV ◦ f ◦ eU and g0 := eU ◦ g ◦ eV . Evidently, we have f0, g0 ∈ H.
Moreover,
g0 ◦ rV = eU ◦ g ◦ eV ◦ rV = eU ◦ g ◦ rV = eU ◦ rU = rU ,
f0 ◦ rU = eV ◦ f ◦ eU ◦ rU = eV ◦ f ◦ rU = eV ◦ rV = rV .
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Since H is a subuniverse of 〈C(X,X), ◦〉, Remark 5.1.14 yields that
H := 〈H,W(X,X)H , ◦〉
is a semitopological semigroup. Furthermore, W(X,X)H is a compact Haus-
dorff topology due to Lemma 5.2.3 and Remark 1.2.33. Thence, we can apply
Lemma 5.1.10 and conclude that there exist functions f1 ∈ IterH(f0 ◦ g0) and
g1 ∈ IterH(g0 ◦ f0) satisfying
f1 ◦ f0 = f0 ◦ g1, (f1 ◦ f0 ◦ g0)2 = f1 ◦ f0 ◦ g0,
g0 ◦ f1 = g1 ◦ g0, (g1 ◦ g0 ◦ f0)2 = g1 ◦ g0 ◦ f0.
As IterH(f0 ◦ g0) ⊆ H and IterH(g0 ◦ f0) ⊆ H, we have
eW := f1 ◦ f0 ◦ g0 ∈ IdemA, eZ := g1 ◦ g0 ◦ f0 ∈ IdemA.
In particular, we observe that W := eW [A] and Z := eZ [A] are closed neighbour-
hoods of A due to Remark 3.2.15.
Moreover, it is easy to see that
MV := {h ∈ H | h[A] ⊆ V }
is a subuniverse ofH containing f0◦g0. As V is closed in X,MV is closed in H. By
Remark 5.1.6, IterS(f0 ◦ g0) ⊆ MV , and so W ⊆ f1[A] ⊆ V . Similarly, we observe
that
NV := {h ∈ H | h ◦ rV = rV }
is a subuniverse of H containing f0 ◦ g0. As X is a Hausdorff space, NV is closed
in H. By Remark 5.1.6, IterS(f0 ◦ g0) ⊆ NV , and so we obtain
eW ◦ rV = f1 ◦ f0 ◦ g0 ◦ rV = f1 ◦ rV = rV .
Since rV ∈ σ \ %, Corollary 3.1.6 implies that %W 6= σW . So, W ∈ cSepA(%, σ)
and hence, due to minimality of V , it follows V = W .
Analogously, we conclude that
MU := {h ∈ H | h[A] ⊆ U}
is a closed subuniverse of H containing g0 ◦ f0. Thus, IterS(g0 ◦ f0) ⊆ MU , which
implies Z ⊆ g1[A] ⊆ U . Likewise,
NU := {h ∈ H | h ◦ rU = rU}
is a closed subuniverse of H containing g0 ◦ f0, which implies IterS(g0 ◦ f0) ⊆ NU
and thus
eZ ◦ rU = g1 ◦ g0 ◦ f0 ◦ rU = g1 ◦ rU = rU .
Since rU ∈ σ \ %, Corollary 3.1.6 implies that %Z 6= σZ . So, Z ∈ cSepA(%, σ) and
hence, due to minimality of U , it follows U = Z.
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We are going to show thatW ∼= Z. For this purpose, let us consider the functions
F := f1 ◦ f0 ∈ H and G := g0 ◦ f1 ◦ f0 ◦ g0 ∈ H. We observe that
F ◦G = f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g0 = f1 ◦ f0 ◦ g0 = eW ,
G ◦ F = g0 ◦ f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0 = (g0 ◦ f1 ◦ f0)2 = (g1 ◦ g0 ◦ f0)2 = e2Z = eZ .
Accordingly, it follows
F ◦G ◦ eW = eW ◦ eW = eW , G ◦ F ◦ eZ = eZ ◦ eZ = eZ ,
and, furthermore,
eW ◦ F ◦ eZ = f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g1 ◦ g0 ◦ f0
= f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0
= f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0
= f1 ◦ f0 ◦ g1 ◦ g0 ◦ f0
= F ◦ eZ ,
eZ ◦G ◦ eW = g1 ◦ g0 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g0
= g1 ◦ g0 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g0
= g0 ◦ f1 ◦ f0 ◦ g0 ◦ f1 ◦ f0 ◦ g0
= G ◦ eW .
By Lemma 3.4.5, this shows that W ∼= Z, and therefore U ∼= V .
Since the definition of irreducibility involves the preorder c, we also have to
investigate the consequences of operational compactness with regard to c. In
particular, we are going to deduce a suitable characterisation of c-equivalence.
5.2.19 Lemma. Let A = 〈A, T , F 〉 be a 1-operationally compact topological al-
gebra, and suppose that X := (A, T ) is a locally compact Hausdorff space. Let
U, V ∈ cNeighA. Then the following hold:
(1) If U ∼= V and V ⊆ U , then it follows U = V .
(2) If U c V and V ⊆ U , then it follows U = V .
(3) U and V are c-equivalent if and only if they are isomorphic.
Proof. (1): Let us abbreviate S := Clo(1)(A|U). According to Lemma 5.2.11, we
have U, V ∈ rNeighA. By Lemma 3.4.5, there exist f, g ∈ Clo(1)(A) such that
im f ⊆ V , im g ⊆ U , (g ◦ f)|UU = idU and (f ◦ g)|VV = idV . Using Lemma 3.3.2, we
observe that f |UU , g|UU ∈ S. Moreover, Remark 1.2.33 implies that XU is a Hausdorff
space, and Remark 1.2.26 yields that XU is locally compact. Consequently, as S is
a subuniverse of 〈C(XU , XU), ◦, idU〉, it follows that S := 〈S,K(XU , XU)S, ◦, idU〉
is a Hausdorff topological monoid by Remark 5.1.14. Besides, due to Lemma 5.2.5,
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A|U is 1-operationally compact, whence S is compact by Lemma 5.2.3. From
(g ◦f)|UU = idU we infer that f |UU is left-invertible in S. By Lemma 5.1.12, f |UU must
be right-invertible in S. So, f |UU is surjective whence U = im(f |UU) ⊆ im f ⊆ V .
Thus, U = V .
(2): Let W ∈ cNeighA such that U ∼= W ⊆ V . By (1), W ⊆ V ⊆ U implies
U = W and hence U = V .
(3): Evidently, two isomorphic closed neighbourhoods are c-equivalent. In
order to deduce the backward direction, suppose that U and V are c-equivalent.
So, there exist neighbourhoods W,Z ∈ cNeighA such that U ∼= W ⊆ V and
V ∼= Z ⊆ U . In particular, we have U c W c V c Z and hence U c Z due to
Remark 3.4.11. By (2), it follows U = Z wherefore U ∼= V .
As an application of the previous considerations, we obtain the aforementioned
characterisation of irreducibility.
5.2.20 Corollary. Let A = 〈A, T , F 〉 be a 1-operationally compact topological
algebra, and suppose that X := (A, T ) is a locally compact Hausdorff space. Let
U ∈ cNeighA, let Y be a topological space and %, σ ∈ cInv(Y )A. Then:
(1) A is irreducible if and only if A ∈ U whenever U ∈ cCovfullA.
(2) U is (%, σ)-irreducible if and only if U ∈ Min⊆ cSepA(%, σ).
(3) Assume X to be compact. Then A is irreducible if and only if A ∈ U whenever
U ∈ cCovA.
Proof. (1) is an immediate consequence of Lemma 5.2.19.
(2): Due to Lemma 3.8.4, ⇐ holds. In order to verify ⇒, let V ∈ cSepA(%, σ)
such that V ⊆ U . According to Lemma 3.8.3, this implies U c V and so, by
Lemma 5.2.19, it follows U = V . Thus, U ∈ Min⊆ cSepA(%, σ).
(3): We observe that
A is irreducible
(1)⇐⇒ ∀U ∈ cCovfullA : A ∈ U
3.7.7⇐⇒ ∀U ∈ cCovA : A ∈ U ,
which completes the proof.
5.2.21 Corollary. Let A = 〈A, T , F 〉 be a 1-operationally compact topological
algebra, and suppose that X := (A, T ) is a compact Hausdorff space. Let Y be a
topological space and %, σ ∈ cInv(Y )A such that %L(Y ) σ. For U ∈ NeighA, the
following are equivalent:
(1) U is (%, σ)-irreducible and closed in X.
(2) U ∈ Min⊆ cSepA(%, σ).
(3) U ∈ Min⊆ SepA(%, σ).
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Proof. By Corollary 5.2.20, we have (1)⇔(2). Moreover, (2)⇔(3) holds due to
Lemma 5.2.15.
We finish this section with a necessary condition for irreducibility.
5.2.22 Lemma. Let A = 〈A, T , F 〉 be a 1-operationally compact, compact Haus-
dorff topological algebra. If A is irreducible, then
A 6∈ (cNeighA) \ {A}N (A).
Proof. The proof proceeds by contraposition. To this end, assume that A is irre-
ducible and A ∈ UN (A) where U := (cNeighA) \ {A}. By Lemma 3.6.10, U covers
A. According to Corollary 5.2.20, irreducibility of A implies that A ∈ U , which
clearly contradicts the definition of U . So, we are done.
5.3 Minimality
In this section, we will apply the tools provided in the previous section for gener-
alising some results from [Kea01, Beh09] concerning the concept of minimality. As
it turns out, regarding any sufficiently compact topological algebra, there exists a
least cover with respect to the preorder c, and irreducibility can be characterised
in terms of minimality.
We start by introducing this section’s central notion.
5.3.1 Definition. Let A be a topological algebra, let Y be a topological space,
and %, σ ∈ cInv(Y )A.
(1) We say that A is (%, σ)-minimal if every unary operation f ∈ Clo(1)(A)
satisfies one of the following two conditions:
(i) f is surjective.
(ii) f collapses % onto σ and σ onto %, that is, f ◦ [%] ⊆ σ and f ◦ [σ] ⊆ %.
(2) A neighbourhood U ∈ NeighA is called (%, σ)-minimal (in A) if A|U is
(%U , σU)-minimal.
5.3.2 Remark. Let A be a topological algebra, let Y be a topological space, and
%, σ ∈ cInv(Y )A such that % ⊆ σ. The following are equivalent:
(1) A is (%, σ)-minimal.
(2) Every non-surjective unary operation f ∈ Clo(1)(A) collapses σ onto %, that
is, f ◦ [σ] ⊆ %.
It is not difficult to see that minimality particularly implies irreducibility. In
fact, we even have the following:
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5.3.3 Lemma. Let A = 〈A, T , F 〉 be a topological algebra, and X := (A, T ).
Let Y be a topological space, %, σ ∈ cInv(Y )A, and suppose that U ∈ NeighA is
(%, σ)-minimal and %U 6= σU . Then the following hold:
(1) U ∈ Min⊆ SepA(%, σ).
(2) Every V ∈ CovA|U contains U .
(3) U is (%, σ)-irreducible.
(4) If X is compact, then U is compact in X.
Proof. (1): Let V ∈ NeighA|U such that (%U)V 6= (σU)V . Without loss
of generality, assume that (%U)V 6⊆ (σU)V . By Corollary 3.1.6, there exists
e ∈ EA|U (V ) satisfying e ◦ [%U ] 6⊆ σU . As U is (%, σ)-minimal, e must be
surjective which implies U = im e ⊆ V and hence U = V . This shows that
U ∈ Min⊆ SepA|U (%U , σU). Referring to Proposition 3.3.6, we conclude that
U ∈ Min⊆ SepA(%, σ).
(2): Let V ∈ CovA|U . Then there exists V ∈ V such that (%U)V 6= (σU)V ,
i.e., %V 6= σV . Using Proposition 3.3.6, we conclude that V ∈ SepA(%, σ) and
V ⊆ U . By (1), this implies U = V ∈ V .
(3): This is due to (1) and Lemma 3.8.4.
(4): Let Y = (B,S). Without loss of generality, suppose that %U 6⊆ σU . Then
there exists r ∈ (%U) \ (σU). As σU is closed with respect to W(Y,XU) by
Remark 1.2.16, we can find m ∈ N, b0, . . . , bm−1 ∈ B and W0, . . . ,Wm−1 ∈ TU such
that r(b0) ∈ W0, . . . , r(bm−1) ∈ Wm−1 and
σU ∩
⋂
i∈m
(
prB,Ubi
)−1
[Wi] = ∅.
Since U is a neighbourhood of A, there exists some function e ∈ EA(U) such that
e(r(b0)) ∈ W0, . . . , e(r(bm−1)) ∈ Wm−1, which implies that e|UU ◦r 6∈ σU . Therefore,
e|UU ◦ [%U ] 6⊆ σU . Due to Lemma 3.3.2, e|UU ∈ Clo
(1)
(A|U). As U is (%, σ)-minimal,
e|UU must be surjective, and so it follows U = im(e|UU) ⊆ im e ⊆ U and hence
U = im e. From continuity of e : X → X and Remark 1.2.27, we infer that U is
compact in X.
However, under suitable hypothesis, we obtain some kind of backward implica-
tion as well.
5.3.4 Lemma. Let A = 〈A, T , F 〉 be a 1-operationally compact topological algebra,
and suppose that X := (A, T ) is a compact Hausdorff space. Furthermore, let
Y be a topological space, and %, σ ∈ cInv(Y )A such that % L(Y ) σ. For every
U ∈ NeighA, the following are equivalent:
(1) U is (%, σ)-minimal and %U 6= σU .
(2) U is (%, σ)-irreducible and closed in X.
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Proof. (1)⇒(2): This is due to Lemma 5.3.3 and Remark 1.2.26.
(2)⇒(1): By Lemma 5.2.11, we have U ∈ rNeighA and thus, by Lemma 3.2.14,
there exists e ∈ IdemA such that U = e[A]. Suppose that U is not (%, σ)-minimal.
According to Lemma 3.3.8, there exists h ∈ EA(U) such that im(h|UU) ⊂ U and
(h|UU) ◦ [σU ] 6⊆ %U . Let us define f := h ◦ e. We observe that f ∈ EA(U),
im f = imh|U ⊂ U and f |U = h|U . In particular, (f |UU) ◦ [σU ] 6⊆ %U . Hence, we
can find r ∈ σ such that s := f ◦ r 6∈ %. Then it follows r, s ∈ σ \ % as f B % and
f B σ due to Lemma 2.1.3. Moreover, we have ΓF ({s}) = σ because ΓF ({s}) ⊂ σ
and % L(Y ) σ would imply ΓF ({s}) ⊆ % contradicting s 6∈ %. By Lemma 5.2.7,
there exists g ∈ Clo(1)(A) such that g ◦ s = r, which implies f ◦ g ∈ Clo(1)(A) and
f ◦ g ◦ s = s. Furthermore, due to Remark 1.2.27, V := im(f ◦ g) is compact and
hence, by Remark 1.2.26, closed in X. Consequently,
H := {k ∈ EA(V ) | k ◦ s = s}
= Clo
(1)
(A) ∩ C(s,X)−1[{s}] ∩ {k ∈ C(X,X) | im k ⊆ V }
is non-empty and, according to Remark 1.2.33 and Remark 1.2.19, closed with
respect to W(X,X). Additionally, Lemma 5.2.3 yields that Clo(1)(A) is com-
pact with respect to W(X,X) whence, by Remark 1.2.26, H is compact with
respect to W(X,X). Due to Remark 1.2.33, W(X,X)H is a Hausdorff topol-
ogy. Besides, as H is a subuniverse of 〈C(X,X), ◦〉, Remark 5.1.14 implies that
H := 〈H,W(X,X)H , ◦〉 is a semitopological semigroup. Thence, all assumptions
of Lemma 5.1.8 are met, and so we conclude that there exists some
e ∈ IdH = {h ∈ IdemA | imh ⊆ V, h ◦ s = s}.
Therefore, it follows
W := e[A]
3.2.14∈ rNeighA 3.2.15⊆ cNeighA
and W ⊆ V ⊆ im f ⊂ U . According to Corollary 3.1.6, we have %W 6= σW
because e◦s = s. Thus, U ⊃ V ∈ cSepA(%, σ). By Corollary 5.2.20, this contradicts
(%, σ)-irreducibility of U . Consequently, U must be (%, σ)-minimal.
Up next, we are going to expand on those topological algebras whose closed
invariant finitary relations form stable partially ordered sets. This is recorded in
the subsequent definition.
5.3.5 Definition. Let m ∈ N. Furthermore, let A be a topological algebra, let Ω
be a signature and K ⊆ TopAlg(Ω).
(1) We say that A is m-relationally stable or relationally stable of rank m, re-
spectively, if the partially ordered set L(m,A) is stable, and we say that A
is relationally stable if A is n-relationally stable for every n ∈ N.
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(2) As would seem natural, K is called m-relationally stable or relationally stable
of rank m, respectively, if every element of K is m-relationally stable, and K
is called relationally stable if every element of K is relationally stable.
As we are going to see very soon, relational stability is a nice condition with
regard to our localisation theory. However, we first want to mention some con-
structions that preserve this particular property.
5.3.6 Remark. Let Ω be a signature, and let K ⊆ TopAlg(Ω) be a class of
topological Ω-algebras which is closed under finite products and isomorphic copies.
Then the following hold:
(1) K is relationally stable if and only if K is 1-relationally stable.
(2) IfK is a class of relationally stable, compact Hausdorff topological Ω-algebras,
then QVarK is relationally stable.
Proof. (1): We observe that
K is relationally stable ⇐⇒ ∀A ∈ K ∀m ∈ N : L(m,A) is stable
⇐⇒ ∀A ∈ K ∀m ∈ N : L(1,Am) is stable
⇐⇒ ∀A ∈ K : L(1,A) is stable
⇐⇒ K is 1-relationally stable.
(2): Let F : QVarK → Top denote the forgetful functor. For later use, we
observe that QVarK is a class of compact Hausdorff topological Ω-algebras due to
Remark 4.1.13. According to (1), we only need to prove that every B ∈ QVarK is
1-relationally stable. To this end, we are going to make use of Proposition 4.1.11.
If B ∈ P(K), then there exists an index set I and a familyAi = 〈Ai, Ti,ΩAi〉 ∈ K
(i ∈ I) such that B = ∏i∈I Ai. Let pri : B → Ai (i ∈ I) denote the associated
projection homomorphisms. Now, let %, σ ∈ cInv(1)B such that % ⊂ σ. Then
we can find some s ∈ σ \ %. As % is closed in F(B), there exist E ⊆fin I and
Ui ∈ Ti (i ∈ E) such that s ∈
⋂
i∈E pr
−1
i [Ui] and % ∩
⋂
i∈E pr
−1
i [Ui] = ∅. Therefore,
we have prE(s) 6∈ prE[%] and so prE[%] ⊂ prE[σ] where prE := 〈pri〉i∈E. Let
us abbreviate A =
∏
i∈EAi. For every τ ∈ cInv(1)B, we observe the following:
Clearly, prE[τ ] ∈ Inv(1)A because prE : B → A is a homomorphism. Since F(B)
is compact and τ is closed in F(B), τ is compact in F(B) due to Remark 1.2.26.
Using Remark 1.2.27, we conclude that prE[τ ] is compact in F(A) and hence, by
Remark 1.2.26, closed in F(A). Thence, prE[τ ] ∈ cInv(1)A. In particular, we have
prE[%], prE[σ] ∈ cInv(1)A. By assumption we haveA ∈ K, whenceA is relationally
stable. So, there exist µ, ν ∈ cInv(1)A such that µ L(1,A) ν, ν ⊆ prE[σ] and
ν 6⊆ prE[%]. For all p ∈ ν \ µ, we obtain ΓCloA({p}) = ν because ΓCloA({p}) ⊂ ν
and µL(1,A) ν would imply ΓCloA({p}) ⊆ µ contradicting p 6∈ µ. Let us fix some
r ∈ ν \ µ. We are going to show that (S,⊇) is inductively ordered where
S :=
{
γ ∈ cInv(1)B | γ ⊆ σ ∩ pr−1E [ν], γ ∩ pr−1E [{r}] 6= ∅
}
.
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Since prE : B→ A is a homomorphism, it follows σ∩pr−1E [ν] ∈ cInv(1)B. Moreover,
σ ∩ pr−1E [ν] ∩ pr−1E [{r}] = σ ∩ pr−1E [{r}] 6= ∅
because r ∈ ν ⊆ prE[σ]. Thence, S is non-empty. Now, let K be a non-empty
chain in (S,⊇). Evidently, we have κ := ⋂K ∈ cInv(1)B and κ ⊆ σ ∩ pr−1E [ν].
Furthermore,
H := {γ ∩ pr−1E [{r}] | γ ∈ K}
is a system of closed subsets of F(B) having the finite-intersection property. Ac-
cording to Remark 1.2.25, it follows
κ ∩ pr−1E [{r}] =
⋂
H 6= ∅.
Thus, we have κ ∈ S, and so κ constitutes an upper bound of K in (S,⊇). This
shows that (S,⊇) is inductively ordered. Due to Zorn’s Lemma, there exists some
ϑ ∈ Min⊆ S. Clearly, we have ϑ 6⊆ % because otherwise we would obtain r ∈ prE[%]
and hence ν = ΓCloA({r}) ⊆ prE[%] contradicting the choice of ν. Moreover, as
prE : B→ A is a homomorphism,
η := pr−1E [µ] ∩ ϑ ∈ cInv(1)B.
We are going to show that η L(1,B) ϑ. To this end, let γ ∈ cInv(1)B such that
γ ⊂ ϑ. Assume that γ 6⊆ η. Then there exists q ∈ γ such that prE(q) 6∈ µ. Since
prE[γ] ⊆ ν, we obtain prE(q) ∈ ν \ µ whence ΓCloA({prE(q)}) = ν as we have seen
above. From this we infer
r ∈ ν = ΓCloA({prE(q)}) ⊆ prE[γ]
wherefore γ ∩ pr−1E [{r}] 6= ∅. Furthermore, we have γ ⊂ ϑ ⊆ σ ∩ pr−1E [ν] and
hence γ ∈ S. Due to minimality of ϑ, it follows γ = ϑ, which clearly contradicts
our assumption. Thus, γ ⊆ η. This proves that L(1,B) is stable, whence B is
1-relationally stable.
If B ∈ C P(K), then there exists A ∈ P(K) such that B is a closed topological
subalgebra of A. Let %, σ ∈ cInv(1)B. Then we have %, σ ∈ cInv(1)A. As we
have seen above, A is 1-relationally stable and so there exist µ, ν ∈ cInv(1)A
such that µ L(1,A) ν, ν ⊆ σ and ν 6⊆ %. Using the fact that B is a closed
topological subalgebra of A, it is straightforward to check that µ, ν ∈ cInv(1)B
and µL(1,B) ν. Consequently, B is 1-relationally stable.
If B ∈ I C P(K), then there exist C ∈ C P(K) and an isomorphism h : B → C.
Now, it is easy to verify that
Ξ : L(1,B) −→ L(1,C)
% 7−→ h[%]
is a well-defined isomorphism of partially ordered sets. As we have seen, C is
1-relationally stable, and hence B is 1-relationally stable by virtue of Ξ.
This shows that QVarK is 1-relationally stable. By (1), QVarK is relationally
stable.
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The previous observations yield the following useful applications.
5.3.7 Remark. Let Ω be a signature. The following hold:
(1) It is easy to see that every 1-locally finite, discrete topological algebra is
relationally stable. In particular, every finite discrete topological algebra is
relationally stable.
(2) Using Remark 5.3.6 and (1), we conclude that every profinite topological
Ω-algebra is relationally stable.
(3) If A is a relationally stable, compact Hausdorff topological Ω-algebra, then
QVar(A) is relationally stable due to Remark 5.3.6.
Now, we are going to analyse the particular consequences of relational stability
with regard to our localisation theory.
5.3.8 Lemma. Let A be a relationally stable topological algebra. For U ⊆ NeighA,
the following are equivalent:
(1) U is a cover of A.
(2) For all m ∈ N and all %, σ ∈ cInv(m)A such that % L(m) σ, there exists
U ∈ U satisfying %U 6= σU .
Proof. (1)⇒(2): This is trivial.
(2)⇒(1): We are going to make use of Lemma 3.6.2. To this end, let m ∈ N
and %, σ ∈ cInv(m)A such that % ⊂ σ. As A is relationally stable, there exist
µ, ν ∈ cInv(m)A such that µ L(m) ν and ν ⊆ σ, ν 6⊆ %. According to (2), there
exists U ∈ U such that µU 6= νU . Consequently, we can find some r ∈ (ν∩Um)\µ.
Thence, r ∈ σ∩Um. Moreover, the assumption that r ∈ % would yield r ∈ %∩ν ⊆ µ
contradicting the choice of r. Consequently, r 6∈ % and hence r ∈ (σ ∩ Um) \ %.
This implies that %U 6= σU . By Lemma 3.6.2, U covers A.
As indicated at the beginning of this section, concerning any sufficiently compact
topological algebra, there exists a least cover with respect to the preorder c.
5.3.9 Theorem. Let A = 〈A, T , F 〉 be a relationally stable, 1-operationally com-
pact topological algebra, and suppose that X := (A, T ) is a locally compact Haus-
dorff space. Furthermore, let
U :=
⋃{
Min⊆ cSepA(%, σ) | m ∈ N, %, σ ∈ cInv(m)A, %L(m) σ
}
.
Then the following hold:
(1) U is a least element of (cCovA,c).
(2) If X is compact, then U is a least element of (CovA,).
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Proof. In the first instance, we are going to use Lemma 5.3.8 in order to show
that U is a cover of A. To this end, let m ∈ N and %, σ ∈ cInv(m)A such that
% L(m) σ. By Lemma 5.2.17 and Zorn’s Lemma, we conclude that there exists
some U ∈ Min⊆ cSepA(%, σ). Clearly, U ∈ U and %U 6= σU . According to
Lemma 5.3.8, this shows that U is a cover of A, i.e., U ∈ cCovA.
(1): Let V ∈ cCovA. We are going to show that U c V . For this purpose, let
U ∈ U . Then there exist m ∈ N and %, σ ∈ cInv(m)A such that % L(m) σ and
U ∈ Min⊆ cSepA(%, σ). As V is a cover of A, there exists some V ∈ V such that
%V 6= σV , that is, V ∈ cSepA(%, σ). Due to Lemma 5.2.17 and Zorn’s Lemma,
there exists W ∈ Min⊆ cSepA(%, σ) such that W ⊆ V . By Lemma 5.2.18, it follows
U ∼= W and, hence, U c V . Therefore, we have U c V . Consequently, U is a
least element of (cCovA,).
(2): Assume that X is compact. Now, let V ∈ CovA. In order to verify that
U  V , let U ∈ U . Then there exist m ∈ N and %, σ ∈ cInv(m)A such that
% L(m) σ and U ∈ Min⊆ cSepA(%, σ). As V is a cover of A, there exists some
V ∈ V such that %V 6= σV , i.e., V ∈ SepA(%, σ). According to Lemma 5.2.15,
there exists W ∈ cSepA(%, σ) such that W ⊆ V . Using Lemma 5.2.17 and Zorn’s
Lemma we conclude that there is some W0 ∈ Min⊆ cSepA(%, σ) with W0 ⊆ W . By
Lemma 5.2.18, it follows U ∼= W0 and, hence, U  V . Therefore, we have U  V .
Consequently, U is a least element of (CovA,).
We finish this section with the promised characterisation of irreducibility in terms
of minimality.
5.3.10 Theorem. Let A = 〈A, T , F 〉 be a relationally stable, 1-operationally com-
pact, compact Hausdorff topological algebra. Then the following are equivalent:
(1) Every cover of A contains A.
(2) A is irreducible.
(3) A is (%, σ)-minimal for some m ∈ N and %, σ ∈ cInv(m)A, %L(m) σ.
Proof. (1)⇒(2): This is trivial.
(2)⇒(3): According to Theorem 5.3.9,
U :=
⋃{
Min⊆ cSepA(%, σ) | m ∈ N, %, σ ∈ cInv(m)A, %L(m) σ
}
constitutes a cover of A. Due to Corollary 5.2.20, irreducibility of A implies that
A ∈ U . This means that there exist m ∈ N, %, σ ∈ cInv(m)A such that %L(m) σ
and A ∈ Min⊆ cSepA(%, σ). By Lemma 3.8.4, A is (%, σ)-irreducible and therefore
(%, σ)-minimal due to Lemma 5.3.4.
(3)⇒(1): This is due to Lemma 5.3.3.
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As pointed out in Section 5.2 and Section 5.3, operational compactness is a strong
property having quite a number of useful consequences in the scope of our the-
ory. However, hitherto, we do not have any feasible sufficient criteria for checking
whether a given structure possesses this particular property. Therefore, our next
purpose will be to provide a suitable relational condition in case of uniformisable
topological algebras.
Moreover, we are going to substantiate that all the previous considerations of this
chapter apply to profinite algebras. So far, we know that profinite topological al-
gebras are compact and Hausdorff (Remark 4.1.13), weakly operationally compact
(Lemma 5.2.6) and relationally stable (Remark 5.3.7). However, there has not yet
been given any evidence for profinite algebras being operationally compact. This
will be caught up on in Corollary 5.4.13.
To begin with, we want to address some very basic issues concerning uniform
spaces, uniformisable topologies, and equicontinuity, that can be found, e.g., in
[Wil70, vQ79].
5.4.1 Definition. A filter base Θ on A × A is said to be a uniformity base on A
if it satisfies the following axioms:
(1) ∆A ⊆ ϑ for all ϑ ∈ Θ,
(2) for every ϑ ∈ Θ there exists ϑ′ ∈ Θ such that ϑ′ ⊆ ϑ−1,
(3) for every ϑ ∈ Θ there exists ϑ′ ∈ Θ such that ϑ′ ◦ ϑ′ ⊆ ϑ.
Furthermore, a uniformity base Θ on A is called uniformity on A if it is a filter on
A× A. If Θ is a uniformity base on A, then
T (Θ) := {U ⊆ A | ∀a ∈ U ∃ϑ ∈ Θ : [a]ϑ ⊆ U}
is a topology on A and T (Θ) is called the topology induced by Θ.
5.4.2 Remark. Let Θ ⊆ EqA. Then Θ is a uniformity base on A if and only if it
is a filter base on A× A. If so, then we have
T (Θ) = init((natϑ,P(A/ϑ))ϑ∈Θ),
and {[a]ϑ | a ∈ A, ϑ ∈ Θ} is a base of the topology T (Θ).
5.4.3 Definition. Let A and B be sets, T a topology on A and Θ a uniformity
base on B. A set of functions F ⊆ BA is called equicontinuous with respect to T
and Θ or with respect to (A, T ) and Θ, respectively, if
∀a ∈ A ∀ϑ ∈ Θ ∃U ∈ T : (a ∈ U ∧ ∀f ∈ F : f [U ] ⊆ [f(a)]ϑ).
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5.4.4 Remark. Let A and B be sets, T a topology on A and Θ a uniformity base
on B. If F ⊆ BA is equicontinuous with respect to T and Θ, then
f : (A, T )→ (B, T (Θ))
is continuous whenever f ∈ F .
Next up, we are going to recall the well-known Arzelá-Ascoli Theorem, which
constitutes one of the most fundamental results in the theory of uniform spaces
and yields quite a number of applications in functional analysis (see, e.g., [vQ79]).
5.4.5 Theorem (Arzelá-Ascoli Theorem, see [vQ79, BB02]). Let X = (A, T ) be a
locally compact Hausdorff topological space and Y a Hausdorff space whose topology
is induced by a uniformity base Θ. For every subset F ⊆ C(X, Y ), the following
are equivalent:
(1) F is relatively compact with respect to K(X, Y ).
(2) F is equicontinuous with respect to T and Θ, and {f(a) | f ∈ F} is relatively
compact in Y for every a ∈ A.
As an immediate consequence, we obtain the following:
5.4.6 Corollary. Let A = 〈A, T , F 〉 be a compact Hausdorff topological algebra.
Assume that T is induced by a uniformity base Θ. For every n ∈ N, the following
are equivalent:
(1) A is n-operationally compact.
(2) Clo(n)(A) is equicontinuous with respect to (A, T )n and Θ.
The problem about applying the previous observation is that equicontinuity of F
may not carry over to Clo(F ). Hence, there is no direct way of checking equicon-
tinuity of the generated operational clone without actually computing it. For
this reason, we aim at providing a feasible sufficient criterion for equicontinuity of
Clo(F ) which only depends on F and therefore does not necessitate to take account
of the whole clone Clo(F ) in the first place. This is what we are going to do now.
5.4.7 Lemma. Let Θ be a uniformity base on A. For every subset U ⊆ A,
{a ∈ U | ∃ϑ ∈ Θ : [a]ϑ ⊆ U} ∈ T (Θ).
Proof. Let U ⊆ A and V := {a ∈ U | ∃ϑ ∈ Θ : [a]ϑ ⊆ U}. In order to show that
V ∈ T (Θ), consider some a ∈ U . By definition of V , there exists ϑ ∈ Θ such that
[a]ϑ ⊆ U . Since Θ is a uniformity base on A, we can find some ϑ′ ∈ Θ satisfying
ϑ′ ◦ ϑ′ ⊆ ϑ. Hence, for every b ∈ [a]ϑ′ , it follows [b]ϑ′ ⊆ [a]ϑ ⊆ U and therefore
b ∈ V . Thus, [a]ϑ′ ⊆ V , and we are done.
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5.4.8 Lemma. Let n ∈ N. If Θ is a uniformity base on A and F ⊆ Pol(n)A Θ, then
F is equicontinuous with respect to (A, T (Θ))n and Θ.
Proof. Let a ∈ An and ϑ ∈ Θ. Due to Lemma 5.4.7, for each i ∈ n,
Ui := {b ∈ [ai]ϑ | ∃ϑ′ ∈ Θ : [b]ϑ′ ⊆ [ai]ϑ}
is an element of T (Θ). Consequently, U := ⋂i∈n(prni )−1[Ui] is open in (A, T (Θ))n.
Moreover, evidently, we have a ∈ U . Finally, we observe that
f [U ] ⊆ f
[⋂
i∈n
(prni )
−1 [[ai]ϑ]
] fBϑ
⊆ [f(a)]ϑ
for every f ∈ F . Hence, F is equicontinuous with respect to (A, T (Θ))n and Θ.
We record the assumption of the previous lemma in the following definition.
5.4.9 Definition. A topological algebra A = 〈A, T , F 〉 is called contractive if
there exists Θ ⊆ Inv(2)A such that Θ is a uniformity base on A inducing T .
5.4.10 Proposition. If A is a contractive compact Hausdorff topological algebra,
then A is operationally compact.
Proof. Let A = 〈A, T , F 〉 and let Θ ⊆ Inv(2)A be a uniformity base on A inducing
T . Consider some n ∈ N. According to Lemma 1.1.8, we have Clo(n)(F ) ⊆ PolA Θ,
and so Clo(n)(F ) is equicontinuous with respect to (A, T )n and Θ by Lemma 5.4.8.
Hence, Corollary 5.4.6 implies that A is n-operationally compact.
5.4.11 Corollary. Let Θ be a uniformity base on A. Then A := 〈A, T (Θ),PolA Θ〉
is a contractive topological algebra. If, furthermore, T (Θ) is compact and Haus-
dorff, then A is operationally compact.
Proof. The first statement is due to Lemma 5.4.8 and Remark 5.4.4. The second
statement follows from the first one and Proposition 5.4.10.
Up next, we are going to have a closer look at profinite topological algebras and
give a characterisation that enables us to deal with those structures in the context
of contractivity.
5.4.12 Proposition. Let Ω be a signature and A = 〈A, T ,ΩA〉 ∈ TopAlg(Ω) such
that A 6= ∅. The following are equivalent:
(1) A is profinite.
(2) T is a compact Hausdorff topology and there exists Θ ⊆ ConA such that Θ
is a uniformity base on A inducing T .
(3) T is a compact Hausdorff topology and there exists Θ ⊆ ConfinA such that
Θ is a uniformity base on A inducing T .
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Proof. Let F : TopAlg(Ω)→ Top denote the forgetful functor.
(1)⇒(2): Due to Remark 4.1.13, T is a compact Hausdorff topology. As
A ∈ QVar FinAlg(Ω) 4.1.11= I C P(FinAlg(Ω)),
there exist an index set I, a family Ci ∈ FinAlg(Ω) (i ∈ I), a closed topological
subalgebra B of
∏
i∈I Ci and an isomorphism g : A → B. Let us consider the
homomorphisms
h := inj
∏
i∈I Ci
B ◦ g : A→
∏
i∈I
Ci
and pri :
∏
j∈I Cj → Ci where i ∈ I. For all E ⊆fin I, define prE := 〈pri〉i∈E and
ϑE := ker(prE ◦ h). Furthermore, consider the collection
Θ := {ϑE | E ⊆fin I} ⊆ ConA.
First, we are going to show that Θ is a uniformity base on A. Clearly, Θ 6= ∅
because ϑ∅ ∈ Θ. Likewise, we observe that
A 6= ∅ =⇒ A× A 6= ∅ =⇒ ∅ 6∈ Θ.
Moreover, for all E0, E1 ⊆fin I, we have
ϑE0 ∩ ϑE1 = ker(prE0 ◦ h) ∩ ker(prE1 ◦ h) = ker(prE0∪E1 ◦ h) = ϑE0∪E1 ∈ Θ.
Therefore, Θ is a filter base on A × A and hence, by Remark 5.4.2, a uniformity
base on A. Finally, we observe that T = T (Θ) holds as we obtain
T = init(g,F(B))
1.2.14
= init
(
h,
∏
i∈I
(Ci,P(Ci))
)
1.2.14
= init((pri ◦ h,P(Ci))i∈I)
1.2.14
= init
((
prE ◦ h,
∏
i∈E
(Ci,P(Ci))
)
E⊆finI
)
E⊆finI= init
((
prE ◦ h,P
(∏
i∈E
Ci
))
E⊆finI
)
1.2.14
= init((natϑE ,P(A/ϑE))E⊆finI)
= init((natϑ,P(A/ϑ))ϑ∈Θ)
5.4.2
= T (Θ).
(2)⇒(3): Let Θ ⊆ ConA be a uniformity base on A such that T = T (Θ)
is a compact Hausdorff topology. Let ϑ ∈ Θ. Due to Remark 5.4.2, we have
[a]ϑ ∈ T (Θ) = T for all a ∈ A. Since T is compact and A =
⋃{[a]ϑ | a ∈ A},
there exist a0, . . . , an−1 ∈ A such that A =
⋃{[ai]ϑ | i ∈ n}. Thus, ϑ has finite
index. Consequently, Θ ⊆ ConfinA.
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(3)⇒(1): Suppose T to be a compact Hausdorff topology induced by a uniformity
base Θ ⊆ ConfinA. For each ϑ ∈ Θ, consider the finite discrete topological algebra
Aϑ := 〈A/ϑ,P(A/ϑ),ΩAϑ〉 where
ωAϑ([a0]ϑ, . . . , [an−1]ϑ) := [ωA(a0, . . . , an−1)]ϑ
for all a0, . . . , an−1 ∈ A, ω ∈ Ωn and n ∈ N. Evidently,
h := 〈natϑ〉ϑ∈Θ : 〈A,ΩA〉 →
∏
ϑ∈Θ
〈A/ϑ,ΩAϑ〉
is a homomorphism, wherefore B := h[A] is a subuniverse of the topological Ω-
algebra C :=
∏
ϑ∈ΘAϑ. Let B denote the topological subalgebra of C induced on
B and consider the homomorphism g := h|B : 〈A,ΩA〉 → 〈B,ΩB〉. We are going to
prove that g is a bijection or, equivalently, h is injective. To this end, let a, b ∈ A
such that a 6= b. As T = T (Θ) is a Hausdorff topology, Remark 5.4.2 particularly
implies that there exists ϑ ∈ Θ satisfying b 6∈ [a]ϑ. That is, natϑ(a) 6= natϑ(b) and
so h(a) 6= h(b). Accordingly, g is a bijection. Furthermore, we observe that
T = T (Θ) 5.4.2= init((natϑ,P(A/ϑ))ϑ∈Θ)
1.2.14
= init
(
h,
∏
ϑ∈Θ
(A/ϑ,P(A/ϑ))
)
1.2.14
= init(g,S).
Due to Remark 1.2.18, this shows that g : F(A)→ F(B) is a homeomorphism and
thus, by Remark 4.1.5, g : A→ B constitutes an isomorphism. In particular, it fol-
lows that F(B) is compact, whence B closed in F(C) on account of Remark 1.2.26.
Consequently, B is a closed topological subalgebra of C, and we are done.
5.4.13 Corollary. Let Ω be a signature. Every profinite topological Ω-algebra is
contractive and operationally compact.
Proof. This is an immediate consequence of Remark 4.1.13, Proposition 5.4.12 and
Proposition 5.4.10.
We finish this section with a remark exploring the notion of contractivity in the
case of metric spaces and justifying the terminology established in Definition 5.4.9.
5.4.14 Remark. Let (M,d) be a metric space. For every ε ∈ R>0, let
ϑε := {(x, y) ∈M ×M | d(x, y) < ε}.
It is well-known and straightforward to check that Θ := {ϑε | ε ∈ R>0} is a
uniformity base on M inducing a Hausdorff topology. Now, the following hold:
(1) It holds Pol(0) Θ = {c0x | x ∈M}, and for every n ∈ N>0, we have
Pol(n) Θ =
{
f ∈ O(n)M | ∀x, y ∈Mn : d(f(x), f(y)) ≤ max
i∈n
d(xi, yi)
}
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(2) M := 〈M, T (Θ),Pol Θ〉 is a contractive Hausdorff topological algebra. More-
over, if T (Θ) is compact, then M is operationally compact.
Proof. (1): Clearly, Pol(0) Θ = {c0x | x ∈M}. So, let n ∈ N>0 and abbreviate
F (n) :=
{
f ∈ O(n)M | ∀x, y ∈Mn : d(f(x), f(y)) ≤ max
i∈n
d(xi, yi)
}
.
We are going to show that Pol(n) Θ = F (n).
⊆: Let f ∈ Pol(n) Θ and x, y ∈Mn. Consider ε := maxi∈n d(xi, yi) ∈ R≥0. For all
δ ∈ R>0, it follows (x0, y0), . . . , (xn−1, yn−1) ∈ ϑε+δ and hence (f(x), f(y)) ∈ ϑε+δ,
that is, d(f(x), f(y)) < ε+ δ. So, we conclude that d(f(x), f(y)) ≤ ε.
⊇: Let f ∈ F (n) and ε ∈ R>0. For all (x0, y0), . . . , (xn−1, yn−1) ∈ ϑε, we have
d(f(x0, . . . , xn−1), f(y0, . . . , yn−1)) ≤ max
i∈n
d(xi, yi) < ε
and thus (f(x0, . . . , xn−1), f(y0, . . . , yn−1)) ∈ ϑε. Accordingly, f B ϑε.
(2): This is due to Corollary 5.4.11.
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In this very last chapter, we want to illustrate how the notions developed and results
established so far appear in concrete situations. In this regard, we are going to
have a closer look at the local structure of three important classes of topological
algebras, namely essentially unary structures, topological lattices, and topological
modules of compact Hausdorff topological rings.
Our first example to dwell upon will be the class of essentially unary topolog-
ical algebras. In Section 6.1, subsequently to some auxiliary remarks concerning
induced local topological algebras and operational compactness in the particular
context of essentially unary structures, we will characterise the irreducible ones
among the essentially unary, operationally compact, compact Hausdorff topolog-
ical algebras. Those assumptions are met precisely for structures arising from
compact topological monoids acting continuously on compact Hausdorff spaces.
Second, we want to expand on topological lattices extended by all nullary con-
stants in Section 6.2. For instance, it will be shown that any interval of a topo-
logical lattice constitutes a regular neighbourhood of the corresponding extended
structure, and we will give a sufficient condition for irreducibility. Additionally,
we will pursue a detailed study of extended structures of bounded distributive
topological lattices. In the course of this, we will characterise all neighbourhoods
of the extended structure associated to a bounded distributive discrete topologi-
cal lattice as well as the regular ones among them. Furthermore, we will present
an exhaustive description of the closed neighbourhoods and a characterisation of
irreducibility concerning an arbitrary non-empty distributive compact Hausdorff
topological lattice.
Finally, in Section 6.3, we will discuss how the general theory applies to Hausdorff
topological modules of compact Hausdorff topological rings. Inter alia, it will turn
out that in this setting the relationally irreducible closed neighbourhoods can be
characterised by means of primitive idempotents of the considered ring. What is
more, we will prove that any Hausdorff topological module of a compact Hausdorff
ring is particularly covered by its irreducible closed neighbourhoods. Besides, in
a concluding remark, we will substantiate that all non-trivial topological vector
spaces are irreducible.
6.1 Essentially unary structures
As already announced, this section is dedicated to the exploration of essentially
unary structures in terms of relational localisation.
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6.1.1 Definition. Let A be a set, and n ∈ N. A function f ∈ O(n)A is called
essentially unary if
∃i ∈ n : f = f ◦ 〈eni , . . . , eni 〉.
Moreover, a subset F ⊆ OA is said to be essentially unary if every f ∈ F is
essentially unary.
For later use, we want to recall the following well-known observation.
6.1.2 Remark. Let A be a set and F ⊆ OA. The following are equivalent:
(1) F is essentially unary.
(2) Clo(F ) is essentially unary.
(3) Clo(F ) = Clo
(
Clo(1)(F )
)
.
(4) Clo(0)(F ) is empty, and we have Clo(n)(F ) = {f ◦ eni | f ∈ Clo(1)(F ), i ∈ n}
and for all n ∈ N>0.
As we are going to see next, the property of being essentially unary is preserved
by topological closures in Hausdorff spaces.
6.1.3 Remark. Let X be a Hausdorff space, n ∈ N>0 and F ⊆ C(Xn, X). If F is
essentially unary, then so is FW(X
n,X).
Proof. According to Remark 1.2.19, for every i ∈ n, the function
C(〈eni , . . . , eni 〉, X) : (C(Xn, X),W(Xn, X))→ (C(Xn, X),W(Xn, X))
is continuous. Besides, due to Remark 1.2.33, W(Xn, X) is a Hausdorff topology,
and so ∆C(Xn,X) is closed with respect toW(Xn, X) by Remark 1.2.22. Therefore,
we conclude that
Hi := {f ∈ C(Xn, X) | f = f ◦ 〈eni , . . . , eni 〉}
=
〈
C(〈eni , . . . , eni 〉, X), idC(Xn,X)
〉−1
[∆C(Xn,X)]
is closed with respect to W(Xn, X) whenever i ∈ n. Consequently,
H :=
⋃
{Hi | i ∈ n}
is closed with respect to W(Xn, X). As F is essentially unary, we have F ⊆ H
and hence FW(X
n,X) ⊆ H. Thus, FW(Xn,X) is essentially unary.
Now, we are going to deal with essentially unary topological algebras.
6.1.4 Definition. A topological algebra A = 〈A, T , F 〉 is said to be essentially
unary if F is essentially unary.
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6.1.5 Lemma. If A is an essentially unary Hausdorff topological algebra, then
Clo(A) is essentially unary.
Proof. Due to Remark 6.1.2, we have Clo(0)(A) = ∅ and thus Clo(0)(A) = ∅. Now,
let n ∈ N>0. By Remark 6.1.2, Clo(n)(A) is essentially unary, and so is Clo(n)(A)
according to Remark 6.1.3. Thus, Clo(A) is essentially unary.
As one might expect, in case of essentially unary topological algebras, (weak)
operational compactness coincides with (weak) operational compactness of rank 1.
6.1.6 Lemma. Let A = 〈A, T , F 〉 be an essentially unary topological algebra.
Then the following hold:
(1) A is weakly operationally compact if and only if A is weakly 1-operationally
compact.
(2) A is operationally compact if and only if A is 1-operationally compact.
Proof. LetX := (A, T ). Clearly, in both statements the forward direction is trivial.
We are going to prove the backward direction simultaneously for (1) and (2). First,
we observe that A is 0-operationally compact, anyway, as Clo(0)(A) = ∅ due to
Remark 6.1.2. Now, let n ∈ N>0. By Remark 1.2.19 and Remark 1.2.30, the maps
C(eni , X) : (C(X,X),W(X,X))→ (C(Xn, X),W(Xn, X)),
C(eni , X) : (C(X,X),K(X,X))→ (C(Xn, X),K(Xn, X))
are continuous for all i ∈ n. Using Remark 1.2.27, we conclude:
(1) If Clo(1)(A) is relatively compact with respect to W(X,X), then
Clo(n)(A)
6.1.2
=
⋃
i∈n
C(eni , X)
[
Clo(1)(A)
]
is relatively compact with respect to W(Xn, X).
(2) If Clo(1)(A) is relatively compact with respect to K(X,X), then
Clo(n)(A)
6.1.2
=
⋃
i∈n
C(eni , X)
[
Clo(1)(A)
]
is relatively compact with respect to K(Xn, X).
So, we are done.
The subsequent lemma basically substantiates that relational localisation does
not lead out of the class of essentially unary Hausdorff topological algebras.
6.1.7 Lemma. Let A = 〈A, T , F 〉 be a Hausdorff topological algebra, and let
U ∈ NeighA. If A is essentially unary, then so is A|U .
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Proof. Let X := (A, T ). According to Lemma 6.1.5, Clo(A) is essentially unary.
In particular, we have Clo(0)(A) = ∅ and thus Clo(0)(A|U) = ∅. Moreover, for
every n ∈ N>0,
Hn :=
{
f |UUn | f ∈ Clo
(n)
(A), im f ⊆ U
}
is essentially unary, and so is
Clo(n)(A)
3.3.2
= Hn
W((XU )n,XU )
due to Remark 1.2.33 and Remark 6.1.3. Hence, A|U is essentially unary.
We finish this section by establishing the aforementioned characterisation of ir-
reducibility regarding essentially unary, operationally compact, compact Hausdorff
topological algebras.
6.1.8 Theorem. Let A = 〈A, T , F 〉 be an essentially unary, 1-operationally com-
pact, compact Hausdorff topological algebra, and let X := (A, T ). The following
are equivalent:
(1) Every U ∈ cCovA contains A.
(2) A is irreducible.
(3) A 6∈ (cNeighA) \ {A}N (A).
(4) idA 6∈ (IdemA) \ {idA}K(X,X).
Proof. Due to Corollary 5.2.20, we have (1)⇔(2). Moreover, (3) is equivalent to
(4) by Lemma 5.2.13. Furthermore, (2) implies (3) according to Lemma 5.2.22.
Therefore, it suffices to show that (4) implies (1).
To this end, let U ⊆ cNeighA be a cover of A. Moreover, for the sake of
brevity, let H := Clo(1)(A). According to Lemma 5.2.11 and Lemma 3.2.14, there
exists J ⊆ IdemA such that U = {e[A] | e ∈ J}. By Lemma 3.2.16, it follows
EA(U) = [J ] ◦ [H]. Combining Proposition 2.2.7 and Remark 6.1.2, we obtain
ΓXF (EA(U)) =
[
Clo(1)(A)
]
◦ [J ] ◦ [H]
We observe that W(X,X) and K(X,X) are Hausdorff topologies due to Re-
mark 1.2.33. By Lemma 5.2.3, H is compact with respect to K(X,X) and, fur-
thermore, we have K(X,X)H = W(X,X)H . Due to Remark 1.2.26, this implies
that H is closed with respect to both K(X,X) and W(X,X). Hence,
G
K(X,X)
= H ∩GK(X,X) 1.2.16= GK(X,X)H = GW(X,X)H 1.2.16= H ∩GW(X,X) = GW(X,X)
holds whenever G ⊆ H. By Remark 5.2.12, we have JK(X,X) ⊆ IdemA. Due to
Lemma 5.2.13 and Remark 1.2.26, JK(X,X) is compact with respect to K(X,X).
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On account of Remark 1.2.28 and Remark 1.2.14, it follows that H × JK(X,X) ×H
is compact in (C(X,X),K(X,X))3. Using Remark 1.2.30 and Remark 1.2.27, we
infer that [H]◦
[
J
K(X,X)]◦[H] is compact with respect to K(X,X). So, we conclude
idA
3.6.8∈ ΓF (EA(U)) 1.2.19= [H] ◦
[
J
W(X,X)] ◦ [H]W(X,X)
= [H] ◦
[
J
K(X,X)] ◦ [H]K(X,X)
1.2.26
= [H] ◦
[
J
K(X,X)] ◦ [H].
Thus, there exist e ∈ JK(X,X), f, g ∈ H such that idA = g ◦ e ◦ f . We observe that,
by Remark 5.1.14, H := 〈H,K(X,X)H , ◦, idA〉 is a Hausdorff topological monoid.
Moreover, as we have seen, H is compact. Since e ◦ f is left-invertible in H, e ◦ f
must be right-invertible in H as well due to Lemma 5.1.12. Hence, e is surjective,
and so idA = e ∈ JK(X,X) according to Remark 1.1.2. By (4), it follows idA ∈ J
and therefore A ∈ U . This completes the proof.
6.2 Topological lattices
As pointed out in [Beh09], finite idempotent algebras without any constants are
trivial with regard to the theory established in [Kea01]. The observations made
in [Beh09] easily carry over to general idempotent Hausdorff topological algebras,
and we are not going to give a detailed discussion on this. Instead, we want to
analyse the local structure of topological lattices extended by all nullary constants
and, in fact, generalise some results of [Kea01, Beh09] regarding finite lattices.
In preparation for our study of topological lattices, we are going to provide some
more general results concerning topological algebras satisfying a certain idempo-
tence condition. This will prove useful, in particular when dealing with distributive
topological lattices. To begin with, some particular observations concerning the
preorder  shall be presented.
6.2.1 Lemma. Let A = 〈A, T , F 〉 be a topological algebra, and suppose that
Clo
(1)
(A) = IdemA. For U ∈ rNeighA and V ∈ NeighA, the following hold:
(1) If U ∼= V , then V is regular as well.
(2) If U ∼= V and V ⊆ U , then it follows U = V .
(3) If U  V and V ⊆ U , then it follows U = V .
(4) U and V are -equivalent if and only if they are isomorphic.
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Proof. Let us abbreviate X := (A, T ).
(1): Due to Lemma 3.2.14, injAU : A::U → A:: is a section, whence there exists a
homomorphism g : A
::
→ A
::
U satisfying g ◦ injAU = idU . Now, let h : A::U → A::V
be an isomorphism. Then we have
f := injAV ◦ h ◦ g ∈ Hom(A::,A::) = cPol(1)X cInvA 2.4.1= Clo
(1)
(A).
By assumption, this implies f ∈ IdemA. Therefore,
V = h[U ] = h[g[A]] = f [A]
3.2.14∈ rNeighA.
(2): By (1) and Lemma 3.4.5, there exist f, g ∈ Clo(1)(A) such that im f ⊆ V ,
im g ⊆ U , (g ◦ f)|UU = idU and (f ◦ g)|VV = idV . In particular, f |UU is injective and
we have (f |UU)2 = f 2|UU = f |UU . According to Remark 1.1.2, this implies f |UU = idU .
Hence, U = im f |U ⊆ im f ⊆ V and so U = V .
(3): Let W ∈ NeighA such that U ∼= W ⊆ V . By (2), W ⊆ V ⊆ U implies
U = W and hence U = V .
(4): Evidently, two isomorphic neighbourhoods are -equivalent. In order to
deduce the backward direction, suppose that U and V are -equivalent. So, there
exist neighbourhoods W,Z ∈ NeighA such that U ∼= W ⊆ V and V ∼= Z ⊆ U . In
particular, we have U  W  V  Z and hence U  Z due to Remark 3.4.8. By
(2), it follows U = Z wherefore U ∼= V .
Furthermore, we want to mention an easy minimality criterion.
6.2.2 Lemma. Let A = 〈A, T , F 〉 be a topological algebra and X := (A, T ). If
Clo
(1)
(A) \ {idA} ∈ cInv(X)A, then A is (G,H)-minimal where
H := Clo
(1)
(A), G := H \ {idA}.
Proof. Suppose that G ∈ cInv(X)A. In order to show that A is (G,H)-minimal,
let f ∈ H be non-surjective. Then we have f ◦ [H] ⊆ G because f ◦ [H] 6⊆ G
would imply f = f ◦ idA = idA and hence contradict the choice of f . Therefore, by
Remark 5.3.2, A is (G,H)-minimal.
Under suitable hypothesis, the condition investigated in Lemma 6.2.2 turns out
to be equivalent to irreducibility. This will be substantiated in Corollary 6.2.5. For
the proof, we need the subsequent two auxiliary results.
6.2.3 Lemma. Let A = 〈A, T , F 〉 be a topological algebra and X := (A, T ). If
Clo
(1)
(A) = IdemA, then the following are equivalent:
(1) Every U ∈ CovA contains A.
(2) Every U ∈ rCovA contains A.
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(3) Clo
(1)
(A) \ {idA} ∈ cInv(X)A.
Proof. (1)⇒(2): This is obvious.
(2)⇒(3): Using Remark 1.1.2 and our assumption, we infer that
Clo
(1)
(A) \ {idA} = EA(U),
where U := (rNeighA) \ {A}. Consequently,
Clo
(1)
(A) \ {idA} ⊆ ΓF (EA(U)) ⊆ Clo(1)(A).
By (2), U does not cover A and hence, by Corollary 3.6.8, idA 6∈ ΓF (EA(U)). Thus,
we have
Clo
(1)
(A) \ {idA} = ΓF (EA(U)) ∈ cInv(X)A.
(3)⇒(1): By Lemma 6.2.2, it follows that A is (G,H)-minimal where
H := Clo
(1)
(A), G := H \ {idA}.
As G 6= H, this implies (1) due to Lemma 5.3.3.
6.2.4 Remark. Let A = 〈A, T , F 〉 be a topological algebra, and suppose that
Clo
(1)
(A) = IdemA. For every U ∈ NeighA, we have
U ∈ P(U) ∩ (rNeighA)N (A).
Proof. Let X := (A, T ). Immediately from our assumption it follows
EA(U) = EA(P(U) ∩ (rNeighA)).
Consequently,
injAU
3.1.4∈ [EA(U)]UW(XU ,X) = [EA(P(U) ∩ (rNeighA))]|UW(XU ,X).
According to Lemma 3.5.5, this means that
U ∈ P(U) ∩ (rNeighA)N (A),
and we are done.
Now, everything is prepared to state and prove the aforementioned characterisa-
tion of irreducibility concerning compact Hausdorff topological algebras satisfying
a suitable idempotence condition.
6.2.5 Corollary. Let A = 〈A, T , F 〉 be a topological algebra, and suppose that
X := (A, T ) is a compact Hausdorff space. If Clo(1)(A) = IdemA, then the
following are equivalent:
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(1) A is irreducible.
(2) Every U ∈ CovA contains A.
(3) Every U ∈ cCovA contains A.
(4) Every U ∈ rCovA contains A.
(5) Clo
(1)
(A) \ {idA} ∈ cInv(X)A.
Proof. Due to Lemma 6.2.3, we have (2)⇔(4)⇔(5). Obviously, (2) implies (3) and,
by Remark 3.2.15, (3) implies (4). Furthermore, (2)⇒(1) is trivial as well, and so
we are left to prove (1)⇒(2).
To this end, let U ⊆ NeighA be a cover of A, and consider the collection
V :=
⋃
{P(U) ∩ (rNeighA) | U ∈ U} 3.2.15⊆ cNeighA.
Due to Lemma 6.2.4, we have U ⊆ VN (A) and hence, by Lemma 3.6.10, V covers
U . Therefore, according to Remark 3.6.3, V covers A, and thus Corollary 3.7.7
yields that V fully covers A. Since A is irreducible, there exists V ∈ V such that
A c V . Applying Lemma 6.2.1, we infer A = V ∈ V . By definition of V , there
exists U ∈ U such that A ⊆ U . Clearly, this implies A ∈ U , and we are done.
As promised at the very beginning of this section, we are now going to dwell
upon the class of topological lattices.
6.2.6 Definition. Let L = 〈L, T ,∨,∧〉 be a topological lattice, i.e., a topological
algebra where 〈L,∨,∧〉 constitutes a lattice. As usual, we define the partial order
≤L that L induces on L by
a ≤L b :⇐⇒ a ∨ b = b
for all a, b ∈ L. As would seem natural, we are going to adopt all the notions men-
tioned in Section 1.1 with regard to partially ordered sets for topological lattices in
an obvious manner by referring to the respective induced partially ordered. In par-
ticular, for a, b ∈ L, we denote the corresponding interval by [a, b]L := [a, b](L,≤L).
Furthermore, L is called distributive if the lattice 〈L,∨,∧〉 is distributive.
For more details on topological lattices, we refer to [Str68, GHK+80, GHK+03].
Our next step will be to identify a very important class of regular neighbourhoods
of the extended structure arising from a topological lattice.
6.2.7 Lemma. If L = 〈L, T ,∨,∧〉 is a topological lattice, then
{[a, b]L | a, b ∈ L, a ≤L b} ⊆ rNeighLL.
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Proof. Let a, b ∈ L such that a ≤L b, and define
f : L −→ L
x 7−→ a ∨ (b ∧ x) .
Evidently, f ∈ Clo(1)(LL). We are going to show that f [L] = [a, b]L.
⊆: Let x ∈ L. Clearly, we have a ≤L f(x). Besides, we observe b ∧ x ≤L b,
which implies f(x) = a ∨ (b ∧ x) ≤L b ∨ b = b. Thus, f(x) ∈ [a, b]L.
⊇: Conversely, for all x ∈ [a, b]L, we obtain x = a∨x = a∨(b∧x) = f(x) ∈ f [L].
Therefore, f [L] = [a, b]L. What is more, as we have seen above, f |[a,b]L = injL[a,b]L .
Due to Remark 1.1.2, it follows that f ∈ IdemLL and hence, by Lemma 3.2.14,
[a, b]L ∈ rNeighLL.
The previous result does not yield an exhaustive description of rNeighLL. In
fact, even in case of finite discrete lattices there might occur (regular) neighbour-
hoods of the associated extended structure not being intervals in the lattice. A
corresponding (counter)example can be found in [Beh09].
Next up, we aim at describing irreducibility with regard to extended structures
arising from topological lattices. In particular, in Lemma 6.2.9, we will establish a
sufficient condition for irreducibility. For this purpose, we first have to clarify the
connection between L and LL concerning a very particular relational criterion.
6.2.8 Lemma. Let L = 〈L, T ,∨,∧〉 be a bounded topological lattice, and denote
its least element by 0 and its greatest element by 1. The following are equivalent:
(1) Both L \ {0} and L \ {1} are non-empty closed subuniverses of L.
(2) K := L2 \ {(0, 1), (1, 0)} ∈ cInv(2) LL.
Proof. (1)⇒(2): From (1) we infer 0 6= 1, wherefore ∆L ⊆ K and hence c0aBK for
all a ∈ L. Accordingly, it remains to prove that K ∈ cInv(2) L. Furthermore, as
pr20, pr
2
1 : (L, T )2 → (L, T ) are continuous functions, (1) implies that (pr20)−1[L\{0}]
and (pr21)−1[L \ {1}] are closed in (L, T )2. Hence,
L2 \ {(0, 1)} = (pr20)−1[L \ {0}] ∪ (pr21)−1[L \ {1}]
is closed in (L, T )2. Now, let l0, l1 ∈ L2 \ {(0, 1)}. Since L \ {0} is a subuniverse of
L, it follows
∧ ◦ 〈l0, l1〉 ∈
{
(pr20)
−1[L \ {0}] if l0, l1 ∈ (pr20)−1[L \ {0}],
(pr21)
−1[L \ {1}] otherwise.
Likewise, we conclude that
∨ ◦ 〈l0, l1〉 ∈
{
(pr21)
−1[L \ {1}] if l0, l1 ∈ (pr21)−1[L \ {1}],
(pr20)
−1[L \ {0}] otherwise,
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because L \ {1} is a subuniverse of L. Accordingly, L2 \ {(0, 1)} ∈ cInv(2) L. In a
dual manner, one obtains that L2 \ {(1, 0)} ∈ cInv(2) L as well. Thus,
K = (L2 \ {(0, 1)}) ∩ (L2 \ {(1, 0)}) ∈ cInv(2) L,
and we are done.
(2)⇒(1): As L is bounded, we have L 6= ∅. Therefore, (2) implies K 6= ∅ and
thus 0 6= 1. So, L \ {0} and L \ {1} are non-empty. Besides, using Remark 4.1.5,
it is easy to see that
h0 : L −→ L2
x 7−→ (0, x) ,
h1 : L −→ L2
x 7−→ (1, x)
are homomorphisms. Now, we observe that
L \ {0} = h−11 [K], L \ {1} = h−10 [K].
Since (2) particularly implies that K is a closed subuniverse of L2, it follows that
L \ {0} and L \ {1} are closed subuniverses of L.
6.2.9 Lemma. Let L = 〈L, T ,∨,∧〉 be a bounded Hausdorff topological lattice,
and denote its least element by 0 and its greatest element by 1. If
K := L2 \ {(0, 1), (1, 0)} ∈ cInv(2) LL,
then LL is (K,L2)-minimal and hence irreducible.
Proof. Let us abbreviate X := (L, T ). The proof proceeds in three steps.
(i): First, we are going to verify the following two statements:
∀f ∈ Clo(1)(LL) : (f(0) = 0⇒ ∀x ∈ L : f(x) ≤L x),
∀f ∈ Clo(1)(LL) : (f(1) = 1⇒ ∀x ∈ L : f(x) ≥L x).
In order to show the first statement, let us define
H := {f ∈ C(X,X) | f(0) = 0⇒ ∀x ∈ L : f(x) ≤L x}.
We prove that H is a subuniverse of (LL)L containing idL. Evidently, H contains
idL. Moreover, if a ∈ L and c1a(0) = 0, then a = 0 and thus we have c1a(x) = 0 ≤L x
for all x ∈ L. Hence, {c1a | a ∈ L} ⊆ H. Now, let f, g ∈ H and assume that
(∨ ◦ 〈f, g〉)(0) = 0, that is, f(0) ∨ g(0) = 0. Then it follows f(0) = g(0) = 0 and
therefore, by hypothesis on f and g,
(∨ ◦ 〈f, g〉)(x) = f(x) ∨ g(x) ≤L x ∨ x = x
for all x ∈ L. Thence, ∨ ◦ 〈f, g〉 ∈ H whenever f, g ∈ H. Similarly, let f, g ∈ H
and suppose that (∧ ◦ 〈f, g〉)(0) = 0, i.e., f(0) ∧ g(0) = 0. Due to Lemma 6.2.8,
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L \ {0} is a subuniverse of L. So, without loss of generality, it follows f(0) = 0.
Accordingly, by hypothesis on f , we have f(x) ≤L x and hence
(∧ ◦ 〈f, g〉)(x) = f(x) ∧ g(x) ≤L f(x) ≤L x
for all x ∈ L. Consequently, ∧ ◦ 〈f, g〉 ∈ H whenever f, g ∈ H. This shows that H
is a subuniverse of (LL)L containing idL. Referring to Remark 4.1.20, we conclude
that Clo(1)(LL) ⊆ H, wherefore the first statement is true. In a dual manner,
using the fact that L \ {1} is a subuniverse of L due to Lemma 6.2.8, one infers
the second statement.
(ii): Second, we prove the following statement:
∀f ∈ Clo(1)(LL) : (f ◦ [L2] 6⊆ K ⇒ f = idL).
For this purpose, we are going to deduce that
G := {f ∈ C(X,X) | f ◦ [L2] 6⊆ K ⇒ f = idL}
is a subuniverse of (LL)L containing idL. Obviously, G contains idL. Furthermore,
Lemma 6.2.8 yields 0 6= 1, wherefore c1a ◦ [L2] ⊆ K for all a ∈ L. Thus, we have
{c1a | a ∈ L} ⊆ G. Now, let f, g ∈ G and assume that (∨ ◦ 〈f, g〉) ◦ [L2] 6⊆ K,
i.e., there exist x, y ∈ L such that 0 = f(x) ∨ g(x) and 1 = f(y) ∨ g(y). Clearly,
the first condition implies 0 = f(x) = g(x). Moreover, by Lemma 6.2.8, L \ {1}
is a subuniverse of L, and hence, without loss of generality, we have f(y) = 1.
Therefore, f ◦ [L2] 6⊆ K and so f = idL by hypothesis on f . On account of this,
we deduce 0 = f(x) = x, which implies g(0) = g(x) = 0. According to the first
statement of (i), it follows g(z) ≤L z and thus
(∨ ◦ 〈f, g〉)(z) = f(z) ∨ g(z) = z ∨ g(z) = z
for all z ∈ L. This shows that ∨◦ 〈f, g〉 ∈ G whenever f, g ∈ G. In a dual manner,
using the second statement of (i) and the fact that L\{0} is a subuniverse of L due
to Lemma 6.2.8, one obtains that ∧ ◦ 〈f, g〉 ∈ G for all f, g ∈ G. Consequently, G
is a subuniverse of (LL)L containing idL. Referring to Remark 4.1.20, we conclude
that Clo(1)(LL) ⊆ G. This proves the desired statement.
(iii): Now, everything is prepared to show that LL is (K,L2)-minimal. To this
end, we observe
Clo
(1)
(LL) =
(
Clo(1)(LL) \ {idL}
)
∪ {idL}
W(X,X)
1.2.3
= Clo(1)(LL) \ {idL}
W(X,X) ∪ {idL}W(X,X)
1.2.33
= Clo(1)(LL) \ {idL}
W(X,X) ∪ {idL},
which implies
Clo
(1)
(LL) \ {idL} ⊆
(
Clo(1)(LL) \ {idL}
)W(X,X)
⊆ Clo(1)(LL).
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Furthermore, due to our assumption, K is closed in X2, and so
M := {f ∈ C(X,X) | f ◦ [L2] ⊆ K} =
⋂
l∈L2
C(l, X)−1[K]
is closed with respect to W(X,X) by Remark 1.2.19. According to (ii), we have
Clo(1)(LL) \ {idL} ⊆M and thus
Clo(1)(LL) \ {idL}
W(X,X) ⊆M.
As idL 6∈M , it follows that idL 6∈ Clo(1)(LL) \ {idL}
W(X,X)
. Thence,
Clo
(1)
(LL) \ {idL} =
(
Clo(1)(LL) \ {idL}
)W(X,X)
⊆M.
This means that every element of Clo(1)(LL) \ {idL}, and in particular every non-
surjective element of Clo(1)(LL), collapses L2 onto K. Therefore, by Remark 5.3.2,
LL is (K,L2)-minimal and hence, due to Lemma 5.3.3 and the fact that K 6= L2,
irreducible.
Note that the previous result does not constitute a characterisation of irreduc-
ibility for LL, but just yields a sufficient condition. However, as we will see in
Theorem 6.2.17, the condition considered in Lemma 6.2.9 will lead to a suitable
characterisation provided that L is a bounded distributive compact Hausdorff topo-
logical lattice.
For later use, we want to recall a very well-known fact concerning compact
Hausdorff topological lattices. In particular, the subsequent statement substanti-
ates that a compact Hausdorff topological lattice is bounded if and only if it is
non-empty.
6.2.10 Lemma (see, e.g., [GHK+03]). If L = 〈L, T ,∨,∧〉 is a compact Hausdorff
topological lattice and L 6= ∅, then L is complete, i.e., (L,≤L) constitutes a complete
lattice.
6.2.11 Corollary. Let L = 〈L, T ,∨,∧〉 be a compact Hausdorff topological lattice,
and let a ∈ L. Then the following hold:
(1) {x ∈ L | x <L a} is a non-empty closed subuniverse of L if and only if a is
completely join-irreducible in L.
(2) Dually, {x ∈ L | x >L a} is a non-empty closed subuniverse of L if and only
if a is completely meet-irreducible in L.
Proof. Evidently, we only need to prove (1) as (2) follows from (1) via duality. In
the sequel, let K := {x ∈ L | x <L a}.
⇒: Suppose that K is non-empty closed subuniverse of L, and let K denote
the topological subalgebra of L induced on K. Then K is a topological lattice
154
6.2 Topological lattices
and we have ≤K = ≤L ∩ (K × K). Moreover, Remark 4.1.13 states that K is a
compact Hausdorff topological lattice. Since K 6= ∅, Lemma 6.2.10 yields thatK is
complete, and hence K admits a greatest element b ∈ K. Consequently, it follows
K = {x ∈ L | x ≤L b}, whence a is completely join-irreducible in L.
⇐: According to Lemma 6.2.10, L is complete, and so we can define b := ∨K
in L. Since, by assumption, a is completely join-irreducible in L, we have b ∈ K
and therefore K = {x ∈ L | x ≤L b}. Clearly, this implies that K is a non-empty
subuniverse of L. Moreover, we observe that
H : (L, T ) −→ (L, T )
x 7−→ x ∨ b
is continuous. Thence, as T is Hausdorff, K = H−1[{b}] is closed in (L, T ), and
we are done.
At this point, we want to introduce two very useful continuous operators that
will help us to deal with clones of extended structures of bounded distributive
topological lattices.
6.2.12 Remark. Let L = 〈L, T ,∨,∧〉 be a bounded topological lattice, and let
X := (L, T ). Furthermore, let n ∈ N. Then the function Φn : XP(n) × Xn → X,
given by
Φn(a, x) :=
∨
S⊆n
aS ∧
∧
i∈S
xi
for all a ∈ LP(n) and x ∈ Ln, is continuous. Moreover,
ϕn : X
P(n) → (C(Xn, X),K(Xn, X))
is continuous, where ϕn(a)(x) := Φn(a, x) for all a ∈ LP(n) and x ∈ Ln.
Proof. Note that Φ is well-defined as L is bounded. Moreover, using the fact that
L is a topological lattice, it is easy to see that Φn : XP(n)×Xn → X is continuous.
By Remark 1.2.32, this implies that ϕn : XP(n) → (C(Xn, X),K(Xn, X)) is well-
defined and continuous as well.
6.2.13 Remark. Assume L = 〈L, T ,∨,∧〉 to be a bounded distributive topological
lattice. The following hold:
(1) For all n ∈ N, we have Clo(n)(LL) = ϕn[LP(n)].
(2) Let a ∈ LP(1). Then ϕ1(a) : L→ L is an idempotent homomorphism and we
have imϕ1(a) = [a∅, a{1} ∨ a∅]L.
Proof. (1): Let n ∈ N. According to Remark 4.1.20, Clo(n)(LL) is the least sub-
universe of (LL)L
n containing {eni | i ∈ n}. Furthermore, it is straightforward to
verify that
{eni | i ∈ n} ⊆ ϕn
[
LP(n)
] ⊆ Clo(n)(LL).
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Hence, we are left to check that ϕn[LP(n)] is a subuniverse of (LL)L
n . To this end,
let a, b ∈ LP(n). For all x ∈ Ln, we have
ϕn(a)(x) ∨ ϕn(b)(x) =
(∨
S⊆n
aS ∧
∧
i∈S
xi
)
∨
(∨
S⊆n
bS ∧
∧
i∈S
xi
)
=
∨
S⊆n
((
aS ∧
∧
i∈S
xi
)
∨
(
bS ∧
∧
i∈S
xi
))
=
∨
S⊆n
(aS ∨ bS) ∧
∧
i∈S
xi
= ϕn(∨ ◦ 〈a, b〉)(x),
wherefore ∨◦〈ϕn(a), ϕn(b)〉 = ϕn(∨◦〈a, b〉) ∈ ϕn[LP(n)]. Next, we define c ∈ LP(n)
by
cS :=
∨
S0∪S1=S
aS0 ∧ bS1
for all S ⊆ n. Then we deduce
ϕn(a)(x) ∧ ϕn(b)(x) =
(∨
S0⊆n
aS0 ∧
∧
i∈S0
xi
)
∧
(∨
S1⊆n
bS1 ∧
∧
i∈S1
xi
)
=
∨
S0⊆n
∨
S1⊆n
(
aS0 ∧ bS1 ∧
∧
i∈S0
xi ∧
∧
i∈S1
xi
)
=
∨
S0⊆n
∨
S1⊆n
(
aS0 ∧ bS1 ∧
∧
i∈S0∪S1
xi
)
=
∨
S⊆n
(∨
S0∪S1=S
aS0 ∧ bS1
)
∧
∧
i∈S
xi
=
∨
S⊆n
cS ∧
∧
i∈S
xi
= ϕn(c)(x)
for all x ∈ Ln, whence ∧ ◦ 〈ϕn(a), ϕn(b)〉 = ϕn(c) ∈ ϕn[LP(n)]. Finally, let d ∈ L,
and define e ∈ LP(n) by eS := d for all S ⊆ n. Then it follows
cnd = ϕn(e) ∈ ϕn[LP(n)].
Consequently, ϕn[LP(n)] is a subuniverse of (LL)L
n , and we are done.
(2): By Remark 6.2.12, ϕ1(a) : (L, T ) → (L, T ) is continuous. Besides, for all
x, y ∈ L, we infer
ϕ1(a)(x ∨ y) = (a{1} ∧ (x ∨ y)) ∨ a∅ = (a{1} ∧ x) ∨ (a{1} ∧ y) ∨ a∅
= (a{1} ∧ x) ∨ a∅ ∨ (a{1} ∧ y) ∨ a∅ = ϕ1(a)(x) ∨ ϕ1(a)(y),
ϕ1(a)(x ∧ y) = (a{1} ∧ (x ∧ y)) ∨ a∅ = ((a{1} ∧ x) ∧ (a{1} ∧ y)) ∨ a∅
= ((a{1} ∧ x) ∨ a∅) ∧ ((a{1} ∧ y) ∨ a∅) = ϕ1(a)(x) ∧ ϕ1(a)(y).
So, ϕ1(a) : L→ L is indeed a homomorphism. Moreover, we obtain
(ϕ1(a) ◦ ϕ1(a))(x) = (a{1} ∧ ((a{1} ∧ x) ∨ a∅)) ∨ a∅ = (a{1} ∧ x) ∨ (a{1} ∧ a∅) ∨ a∅
= (a{1} ∧ x) ∨ a∅ = ϕ1(a)(x)
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for all x ∈ L, wherefore ϕ1(a) is idempotent. It remains to show that
imϕ1(a) = [a∅, a{1} ∨ a∅]L.
⊆: Let x ∈ L. Clearly, ϕ1(a)(x) ∨ a∅ = ϕ1(a)(x) and hence a∅ ≤L ϕ1(a)(x).
Furthermore, it holds
ϕ1(a)(x) ∧ (a{1} ∨ a∅) = ((a{1} ∧ x) ∨ a∅) ∧ (a{1} ∨ a∅)
= ((a{1} ∧ (a{1} ∨ a∅)) ∧ x) ∨ (a∅ ∧ (a{1} ∨ a∅))
= (a{1} ∧ x) ∨ a∅ = ϕ1(a)(x)
and thus ϕ1(a)(x) ∈ [a∅, a{1} ∨ a∅]L.
⊇: For all x ∈ [a∅, a{1} ∨ a∅]L, it follows
x = (a{1} ∨ a∅)∧ x = (a{1} ∨ a∅)∧ (x∨ a∅) = (a{1} ∧ x)∨ a∅ = ϕ1(a)(x) ∈ imϕ1(a),
which completes the proof.
Furthermore, using the previous observation, we can easily deduce a description
of the local topological algebras induced by extended structures of bounded dis-
tributive topological lattices on intervals. As it turns out, relational localisation
with respect to intervals does not lead out of the considered class of structures.
6.2.14 Lemma. Let L = 〈L, T ,∨,∧〉 be a bounded distributive topological lattice.
Furthermore, let U := [a, b]L where a, b ∈ L such that a ≤L b, and let U denote the
topological subalgebra of L induced on U . Then we have UU ≡ LL|U .
Proof. Let X := (L, T ). It has to be shown that Clo(UU) = Clo(LL|U). To this
end, let n ∈ N. Evidently, U is a subuniverse of L and U is a bounded distributive
topological lattice. What is more, using Remark 6.2.13, it is not difficult to see
that
Clo(n)(UU) =
{
ϕn(u)|UUn | u ∈ UP(n)
}
.
Besides, define c ∈ LP(1) by c∅ := a, c{1} := b. According to Remark 6.2.13, we
have ϕ1(c) ∈ IdemLL and U = [a, b]L = imϕ1(c). Hence, combining Lemma 3.3.8
and Remark 6.2.13, we obtain
Clo
(n)
(LL|U) = {(ϕ1(c) ◦ ϕn(l))|UUn | l ∈ LP(n)}
W((XU )n,XU )
.
Therefore, it suffices to prove that{
ϕn(u)|UUn | u ∈ UP(n)
}
=
{
(ϕ1(c) ◦ ϕn(l))|UUn | l ∈ LP(n)
}
.
⊆: Let u ∈ UP(n). For all x ∈ Un, it follows
ϕn(u)(x) =
∨
S⊆n
uS ∧
∧
i∈S
xi
1.1.2
=
∨
S⊆n
ϕ1(c)(uS) ∧
∧
i∈S
ϕ1(c)(xi)
6.2.13
= ϕ1(c)
(∨
S⊆n
uS ∧
∧
i∈S
xi
)
= (ϕ1(c) ◦ ϕn(l))(x),
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that is, ϕn(u)|UUn = (ϕ1(c) ◦ ϕn(u))|UUn . Thence, ϕn(u)|UUn is an element of the
right-hand side.
⊇: Let l ∈ LP(n). We define u ∈ UP(n) by uS := ϕ1(c)(lS) for all S ⊆ n. Then
(ϕ1(c) ◦ ϕn(l))(x) = ϕ1(c)
(∨
S⊆n
lS ∧
∧
i∈S
xi
)
6.2.13
=
∨
S⊆n
ϕ1(c)(lS) ∧
∧
i∈S
ϕ1(c)(xi)
1.1.2
=
∨
S⊆n
ϕ1(c)(lS) ∧
∧
i∈S
xi = ϕn(u)(x)
holds for all x ∈ Un. Thus, we have (ϕ1(c) ◦ ϕn(l))|UUn = ϕn(u)|UUn , and hence
(ϕ1(c) ◦ ϕn(l))|UUn is an element of the left-hand side.
Next, we want to expand on the case of bounded distributive discrete topological
lattices and deduce a characterisation of the corresponding neighbourhoods as well
as the regular ones among them.
6.2.15 Lemma. Let L = 〈L,P(L),∨,∧〉 be a bounded distributive discrete topo-
logical lattice. Then we have
(1) Clo
(n)
(LL) = ϕn[L
P(n)] for every n ∈ N,
(2) IdemLL = ϕ1[LP(1)],
(3) NeighLL = {U ⊆ L | U is a non-empty convex subuniverse of L},
(4) rNeighLL = {[a, b]L | a, b ∈ L, a ≤L b}.
Proof. Let us denote the least element of L by 0 and its largest element by 1.
(1): Let n ∈ N. We are going to show that ϕn[LP(n)] is closed in (L,P(L))Ln .
To this end, let
f ∈ ϕn[LP(n)]
(L,P(L))L
n
.
For each subset S ⊆ n, define zS ∈ {0, 1}n ⊆ Ln by
zS(i) :=
{
1 if i ∈ S,
0 otherwise,
for all i ∈ n. Moreover, define a ∈ LP(n) by aS := f(zS) for all S ⊆ n. We are
going to show that ϕn(a) = f . So, let x ∈ Ln. By hypothesis on f , there exists
b ∈ LP(n) such that ϕn(b)(y) = f(y) for all y ∈ {x} ∪ {zS | S ⊆ n}. Let us define
c ∈ LP(n) by cS :=
∨
R⊆S bR for all S ⊆ n. For every element y ∈ Ln, we have
ϕn(b)(y) =
∨
S⊆n
bS ∧
∧
i∈S
yi =
∨
S⊆n
bS ∧
(∨
S⊆R⊆n
∧
i∈R
yi
)
=
∨
S⊆n
∨
S⊆R⊆n
(
bS ∧
∧
i∈R
yi
)
=
∨
R⊆n
∨
S⊆R
(
bS ∧
∧
i∈R
yi
)
=
∨
R⊆n
(∨
S⊆R
bS
)
∧
∧
i∈R
yi =
∨
R⊆n
cR ∧
∧
i∈R
yi
= ϕn(c)(y),
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that is, ϕn(b) = ϕn(c). Moreover, it follows a = c because
aS = f(zS) = ϕn(b)(zS) =
∨
R⊆n
bR ∧
∧
i∈R
zS(i) =
∨
R⊆S
bR = cS
holds for all S ⊆ n. Thus, ϕn(a) = ϕn(c) = ϕn(b) and so ϕn(a)(x) = f(x). This
shows that f = ϕn(a) ∈ ϕn[LP(n)]. Therefore, ϕn[LP(n)] is closed in (L,P(L))Ln ,
and hence
ϕn[L
P(n)]
6.2.13
= Clo(n)(LL) ⊆ Clo(n)(LL) 6.2.13= ϕn[LP(n)]
(L,P(L))L
n
= ϕn[L
P(n)].
Consequently, Clo(n)(LL) = ϕn[LP(n)].
(2): This is due to (1) and Remark 6.2.13.
(3): Let U := {U ⊆ L | U is a non-empty convex subuniverse of L}. We are
going to show that NeighLL = U .
⊆: Let U ∈ NeighLL. As L 6= ∅, we have U 6= ∅. Consider some u, v ∈ U . By
(1) and Remark 3.1.4, there exists a ∈ LP(1) such that imϕ1(a) ⊆ U , ϕ1(a)(u) = u
and ϕ1(a)(v) = v. Hence, it follows
u ∨ v = ϕ1(a)(u) ∨ ϕ1(a)(v) 6.2.13= ϕ1(a)(u ∨ v) ∈ imϕ1(a) ⊆ U,
u ∧ v = ϕ1(a)(u) ∧ ϕ1(a)(v) 6.2.13= ϕ1(a)(u ∧ v) ∈ imϕ1(a) ⊆ U.
This shows that U is a subuniverse of L. Moreover, we observe
{u, v} ⊆ imϕ1(a) 6.2.13= [a∅, a{1} ∨ a∅]L,
which implies [u, v]L ⊆ imϕ1(a) ⊆ U . Thus, U ∈ U .
⊇: Let U ∈ U . We are going to show that
injLU ∈ [ELL(U)]|U
(L,P(L))U
.
To this end, letm ∈ N and u0, . . . , um−1 ∈ U . First, consider the case wherem = 0:
For u ∈ U , we have c1u ∈ ELL(U). Therefore, as U 6= ∅, it follows ELL(U) 6= ∅.
This captures the special case. So, henceforth, assume that m > 0. Since U is
a convex subuniverse of L, it follows [u, v]L ⊆ U where u := u0 ∧ . . . ∧ um−1 and
v := u0 ∨ . . .∨ um−1. Now, let us define a ∈ LP(1) by a∅ := u, a{1} := v. According
to Remark 6.2.13, we have ϕ1(a) ∈ Clo(1)(LL), imϕ1(a) = [u, u∨ v]L = [u, v]L ⊆ U
and, by Remark 1.1.2, ϕ1(a)(ui) = ui for all i ∈ m. This proves our claim. Hence,
U ∈ NeighLL.
(4): We deduce
rNeighLL
3.2.14
= {im e | e ∈ IdemLL} (2)=
{
imϕ1(a) | a ∈ LP(1)
}
6.2.13
=
{
[a∅, a{1} ∨ a∅]L | a ∈ LP(1)
}
= {[a, b]L | a, b ∈ L, a ≤L b}.
This completes the proof.
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Finally, we are going to focus on bounded distributive compact Hausdorff topo-
logical lattices.
6.2.16 Lemma. Let L = 〈L, T ,∨,∧〉 be a bounded distributive compact topolog-
ical lattice. Then LL is operationally compact. If, furthermore, T is a Hausdorff
topology, then we have
(1) Clo
(n)
(LL) = ϕn[L
P(n)] for every n ∈ N,
(2) IdemLL = ϕ1[LP(1)],
(3) cNeighLL = {[a, b]L | a, b ∈ L, a ≤L b}.
Proof. We are going to abbreviate X := (L, T ). Let n ∈ N. By Remark 6.3.11,
ϕn : X
P(n) → (C(Xn, X),K(Xn, X)) is continuous. Due to Remark 1.2.28, XP(n)
is compact and therefore, by Remark 1.2.27,
Clo(n)(LL)
6.2.13
= ϕn
[
LP(n)
]
is compact with respect to K(Xn, X). In particular, LL is operationally compact.
(1): According to Remark 1.2.33, K(Xn, X) is a Hausdorff topology and hence,
by Remark 1.2.26, we have
Clo
(n)
(LL) = Clo
(n)(LL)
6.2.13
= ϕn[L
P(n)].
(2): This is due to (1) and Remark 6.2.13.
(3): Since X is Hausdorff and LL is operationally compact, it follows
cNeighLL
5.2.11
= rNeighLL
3.2.14
= {im e | e ∈ IdemLL} (2)=
{
imϕ1(a) | a ∈ LP(1)
}
6.2.13
=
{
[a∅, a{1} ∨ a∅]L | a ∈ LP(1)
}
= {[a, b]L | a, b ∈ L, a ≤L b}.
This completes the proof.
Now, everything is prepared to prove the aforementioned characterisation of irre-
ducibility regarding extended structures arising from bounded distributive compact
Hausdorff topological lattices. Note that the third condition in the subsequent the-
orem is a purely order-theoretic one.
6.2.17 Theorem. Let L = 〈L, T ,∨,∧〉 be a bounded distributive compact Haus-
dorff topological lattice, and denote its least element by 0 and its greatest element
by 1. The following are equivalent:
(1) LL is irreducible.
(2) Both L \ {0} and L \ {1} are non-empty closed subuniverses of L.
(3) 0 is completely meet-irreducible and 1 is completely join-irreducible in L.
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Proof. (1)⇒(2): We are going to abbreviate X := (L, T ). Furthermore, let C
denote the topological subalgebra of LL induced on the subuniverse C(X,X). Since
L is a topological lattice, each of the functions
ga : X −→ X
x 7−→ a ∨ x ,
ha : X −→ X
x 7−→ a ∧ x
is continuous for every a ∈ L, and
G : X −→ (C(X,X),W(X,X))
a 7−→ ga ,
H : X −→ (C(X,X),W(X,X))
a 7−→ ha
are continuous maps as well. What is more, G : L → C and H : L → C are
homomorphisms because L is distributive. Besides, we have
Clo
(1)
(LL) = IdemLL
due to Lemma 6.2.16. Thus, as LL is irreducible, Corollary 6.2.5 implies that
K := Clo
(1)
(LL) \ {idA} ∈ cInv(X) LL.
As L is bounded, we have L 6= ∅. Therefore, it follows K 6= ∅ and hence 0 6= 1.
So, both L \ {0} and L \ {1} are non-empty. Furthermore, we conclude that K is
a closed subuniverse of C. Consequently,
L \ {0} = G−1 [K] , L \ {1} = H−1 [K]
are closed subuniverses of L, and we are done.
(2)⇔(3): This is due to Corollary 6.2.11.
(2)⇒(1): By Lemma 6.2.8, (2) implies that L2 \ {(0, 1), (1, 0)} ∈ cInv(2) LL, and
so Lemma 6.2.9 yields that LL is irreducible.
Using Lemma 6.2.14, we obtain the following final result concerning the local
structure of topological lattices.
6.2.18 Corollary. Let L = 〈L, T ,∨,∧〉 be a bounded distributive compact Haus-
dorff topological lattice. Furthermore, let U := [a, b]L where a, b ∈ L such that
a ≤L b, and let U denote the topological subalgebra of L induced on U . Then the
following are equivalent:
(1) [a, b]L is irreducible in LL.
(2) a is completely meet-irreducible and b is completely join-irreducible in U.
Proof. Obviously, U is a non-empty subuniverse of L. Moreover, according to
Lemma 6.2.7, we have U ∈ rNeighLL, whence U is closed in (L, T ) by Re-
mark 3.2.15. We observe that U is a bounded distributive topological lattice.
By Remark 4.1.13, U is compact and Hausdorff. Thus,
(1) ⇐⇒ (LL)|U is irreducible 6.2.14⇐⇒ UU is irreducible 6.2.17⇐⇒ (2),
and we are done.
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6.3 Topological modules
In this very last section, we want to analyse the local structure of Hausdorff topo-
logical modules of compact Hausdorff topological rings. In the course of this, we
are going to generalise some of the results obtained in [CK04] for finite modules
of finite rings. Inter alia, we will present a characterisation of the relationally
irreducible closed neighbourhoods in terms of primitive idempotents of the respec-
tive ring and substantiate that the considered modules are particularly covered by
those neighbourhoods. At the end, we will also show that all non-trivial topological
vector spaces are irreducible.
To begin with, we want to provide some basic notions and tools from ring theory.
In the following, all rings are supposed to be associative and unital.
6.3.1 Definition. Let R = 〈R,+,−, ·, 0, 1〉 be a ring. Then we define
IdR := Id〈R, ·〉 5.1.1= {e ∈ R | e · e = e}
to be the set of all multiplicatively idempotent elements of R. Moreover, we define
a binary relation on IdR by
e ≤R f :⇐⇒ f · e = e · f = e
for idempotents e, f ∈ IdR. Besides, we want to fix the following terminology:
(1) Two idempotents e, f ∈ IdR are said to be orthogonal if e · f = f · e = 0.
A subset E ⊆ IdR is called orthogonal if every two distinct elements of E
are orthogonal. Moreover, concerning an index set I, we say that a family
(ei)i∈I ∈ (IdR)I is orthogonal if ei and ej are orthogonal for every two distinct
indices i, j ∈ I.
(2) An idempotent e ∈ IdR is called primitive if e 6= 0 and for every two or-
thogonal idempotents f0, f1 ∈ IdR such that e = f0 + f1 it follows f0 = 0 or
f1 = 0. Furthermore, let PrimR denote the set of all primitive idempotents
of R.
Our first concern is to draw the reader’s attention to some well-known order-
theoretic facts regarding the set of idempotents of a ring, including a useful char-
acterisation of primitive idempotents.
6.3.2 Remark (see [Lam01]). Let R = 〈R,+,−, ·, 0, 1〉 be a ring. Then the
following hold:
(1) (IdR,≤R) is a partially ordered set.
(2) If e, f ∈ IdR such that e ≤R f , then f−e ∈ IdR, e and f−e are orthogonal
and f − e ≤R f .
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(3) Let e0, e1, f0, f1 ∈ IdR such that e0 ≤R e1 and f0 ≤R f1. If e1 and f1 are
orthogonal, then so are e0 and f0.
(4) PrimR = Min≤R((IdR) \ {0}).
Proof. (1) holds due to Remark 5.1.2.
(2): Let e, f ∈ IdR such that e ≤R f . Then we have
(f − e) · (f − e) = f · f − f · e− e · f + e · e = f − e− e+ e = f − e
and thus f − e ∈ IdR. Moreover, e and f − e are orthogonal as we obtain
e · (f − e) = e · f − e · e = e− e = 0 = e · e = f · e− e · e = (f − e) · e.
Finally, we observe that f − e ≤R f because
f · (f − e) = f · f − f · e = f − e = f · f − e · f = (f − e) · f.
(3): If e1 and f1 are orthogonal, then it follows
e0 · f0 = e0 · e1 · f1 · f0 = 0 = f0 · f1 · e1 · e0 = f0 · e0.
(4): ⊆: Assume e ∈ IdR to be primitive. Then we have e ∈ (IdR) \ {0}. Let
f ∈ (IdR) \ {0} such that f ≤R e. By (2), e − f ∈ IdR and e − f and f are
orthogonal. As e = (e− f) + f and f 6= 0, primitiveness of e implies e− f = 0 and
hence e = f . So, e ∈ Min≤R((IdR) \ {0}).
⊇: Suppose that e ∈ Min≤R((IdR) \ {0}). Let f0, f1 ∈ IdR be orthogonal such
that e = f0 + f1. Then one obtains
e · f0 = (f0 + f1) · f0 = f0 · f0 + f1 · f0 = f0 = f0 · f0 + f0 · f1 = f0 · (f0 + f1) = f0 · e
and thus f0 ≤R e. By assumption, it follows f0 = 0 or f0 = e. If f0 = 0, then we
are done. Otherwise, f0 = e implies f1 = 0. This shows that e is primitive.
In this section, we are going to deal with topological rings. Therefore, we want
to recall just a few notions regarding those particular structures that can be found,
e.g., in [War93, Bou98].
6.3.3 Definition. A topological ring is a topological algebra 〈R,S,+,−, ·, 0, 1〉
such that 〈R,+,−, ·, 0, 1〉 constitutes a ring. As would seem natural, we adopt all
the notions introduced in Definition 6.3.1 with regard to rings for topological rings
in an obvious manner by ignoring the respective topology.
6.3.4 Definition. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring, I an index
set and (ei)i∈I ∈ RI . We say that the family (ei)i∈I is summable in R if the net
(
∑
i∈F ei)F∈Ξ converges in (R,S) where Ξ := Pfin(I) is endowed with the preorder
≤Ξ := ⊆. If so and S is a Hausdorff topology, then∑
i∈I
ei := limF∈Ξ
∑
i∈F
ei
is called the sum of (ei)i∈I in R.
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As we are going to see very soon, infinite summation in a topological ring is
closely related to the concept of covering in a corresponding topological module.
For later use, we want to address the following two easy observations as well.
6.3.5 Remark. Let R be a Hausdorff topological ring, I be an index set and
(ei)i∈I ∈ (IdR)I be summable in R such that s :=
∑
i∈I ei ∈ IdR. Then the
following hold:
(1) If f ∈ IdR such that ei ≤R f for all i ∈ I, then s ≤R f .
(2) If (ei)i∈I is orthogonal, then ei ≤R s for all i ∈ I.
Proof. We are going to adopt the notation of Definition 6.3.4.
(1): Suppose that f ∈ IdR such that ei ≤R f for all i ∈ I. Then we have s ≤R f
as, by Remark 1.2.11, it follows
f · s = f ·
(
limF∈Ξ
∑
i∈F
ei
)
= limF∈Ξ
∑
i∈F
f · ei = limF∈Ξ
∑
i∈F
ei = s
= limF∈Ξ
∑
i∈F
ei = limF∈Ξ
∑
i∈F
ei · f =
(
limF∈Ξ
∑
i∈F
ei
)
· f = s · f.
(2): Assume (ei)i∈I to be orthogonal. Using Remark 1.2.11, we obtain
ei · s = ei ·
(
limF∈Ξ
∑
j∈F
ej
)
= limF∈Ξ
∑
j∈F
ei · ej = ei
= limF∈Ξ
∑
j∈F
ej · ei =
(
limF∈Ξ
∑
j∈F
ej
)
· ei = s · ei
and hence ei ≤R s for every i ∈ I.
As already indicated, this section particularly will be about Hausdorff topolog-
ical modules of compact Hausdorff topological rings. For this reason, we have to
mention two quite essential results concerning compact Hausdorff topological rings.
6.3.6 Theorem ([RZ10]). Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring. Then
S is a compact Hausdorff topology if and only if R is profinite.
6.3.7 Lemma ([Urs02]). Let R be a compact Hausdorff topological ring. If I is
an index set and (ei)i∈I ∈ (IdR)I is orthogonal, then (ei)i∈I is summable in R and
we have
∑
i∈I ei ∈ IdR.
Next up, we are going to provide the most important tool for our considerations
concerning Hausdorff topological modules of compact Hausdorff topological rings.
Note that Theorem 6.3.6 and Lemma 6.3.7 constitute the very keys to the following
auxiliary result.
6.3.8 Lemma. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring. Then the following hold:
(1) PrimR is coinitial in ((IdR) \ {0},≤R).
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(2) For every idempotent f ∈ IdR there exists an orthogonal subset E ⊆ PrimR
such that f =
∑
e∈E e.
(3) There exists an orthogonal subset E ⊆ PrimR such that 1 = ∑e∈E e.
Proof. (1): Let f ∈ (IdR) \ {0}. By Theorem 6.3.6, R is profinite. Using
Proposition 4.1.11, we conclude that there exists a finite discrete topological ring
S = 〈S,P(S),+, ·, 0, 1〉 and a surjective homomorphism h : R → S such that
h(f) 6= 0. As h(f) · h(f) = h(f · f) = h(f), it follows h(f) ∈ (IdS) \ {0}.
By finiteness of S, there exists s ∈ Min≤S((IdS) \ {0}) such that s ≤S h(f).
Since h is surjective, we can find some sˆ ∈ R satisfying h(sˆ) = s. We observe
that h(f · sˆ · f) = h(f) · s · h(f) = s because s ≤S h(f). Moreover, we infer
f · f · sˆ · f = f · sˆ · f = f · sˆ · f · f . Thus we have
H := {r ∈ R | f · r = r · f = r, h(r) = s} 6= ∅,
since f · sˆ · f ∈ H. As R is a topological ring, each of the functions
Lf : (R,S) −→ (R,S)
r 7−→ f · r ,
Rf : (R,S) −→ (R,S)
r 7−→ r · f
is continuous. Therefore, due to Remark 1.2.22,
H = 〈Lf , idR〉−1[∆R] ∩ 〈Rf , idR〉−1[∆R] ∩ h−1[{s}]
is closed and hence, by Remark 1.2.26, compact with respect to S. Furthermore, H
is a subuniverse of 〈R, ·〉: For every two r0, r1 ∈ H, we have f ·r0·r1 = r0·r1 = r0·r1·f
and h(r0 ·r1) = s ·s = s. Besides, SH is a Hausdorff topology due to Remark 1.2.33.
Consequently,
H :=
〈
H,SH , ·|HH2
〉
is a non-empty compact Hausdorff topological semigroup. Due to Lemma 5.1.8,
there exists g ∈ IdH, that is, g ∈ IdR, g ≤R f and h(g) = s. Therefore, the set
J := {e ∈ IdR | e ≤R f, h(e) = s}
is non-empty. Due to Lemma 5.1.4, J = H ∩ (IdR) is closed and hence, by
Remark 1.2.26, compact with respect to S. According to Lemma 5.1.7, there exists
e ∈ Min≤R J . Clearly, e ≤R f . We are going to prove that e ∈ Min≤R((IdR)\{0}).
As h(e) = s 6= 0, we have e 6= 0. Now, let d ∈ (IdR) \ {0} such that d ≤R e, which
implies h(d) ≤S s. Since h(d) ∈ IdS and s ∈ Min≤S((IdS) \ {0}), we have either
h(d) = s or h(d) = 0. If h(d) = s, then it follows d ∈ J and thus d = e, and we are
done. So, henceforth, assume that h(d) = 0. By Remark 6.3.2, e − d ∈ IdR and
e − d ≤R e. Moreover, we have h(e − d) = h(e) − h(d) = s and thus e − d ∈ J .
Due to minimality of e, we obtain e − d = e, i.e., d = 0. This contradicts our
assumption and hence shows that
e ∈ Min≤R((IdR) \ {0}) 6.3.2= PrimR.
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(2): Let f ∈ IdR. If f = 0, then it follows f = ∑e∈∅ e, and we are done. So,
henceforth, assume f 6= 0 and consider the collection
E := {E ⊆ PrimR | E orthogonal, E 6= ∅, ∀e ∈ E : e ≤R f}.
We are going to show that (E ,⊆) is inductively ordered. According to (1), E is non-
empty. Furthermore, if K is a non-empty chain in (E ,⊆), then it is straightforward
to verify that K :=
⋃K ∈ E , wherefore K constitutes an upper bound of K in
(E ,⊆). Hence, (E ,⊆) is inductively ordered. Due to Zorn’s Lemma, there exists
E ∈ Max⊆ E . By Lemma 6.3.7, E is summable in R and s :=
∑
e∈E e ∈ IdR.
According to Remark 6.3.5, we have s ≤R f . Let us assume that s 6= f . By
Remark 6.3.2, this implies f − s ∈ (IdR) \ {0} whence, by (1), there exists a
primitive idempotent g ∈ PrimR satisfying g ≤R f − s. Due to Remark 6.3.5, we
have e ≤R s for every e ∈ E. By Remark 6.3.2, s and f − s are orthogonal, and
so are e and g whenever e ∈ E. This shows that E ∪ {g} ∈ E . Moreover, we have
g 6∈ E because g ∈ E would imply g = g · g = 0 and hence yield a contradiction.
Therefore, we conclude that E ⊂ E ∪ {g} ∈ E , which contradicts the choice of E.
Consequently, s = f and we are done.
(3) is an immediate consequence of (2).
Now that the essential basics of topological ring theory have been provided,
everything is prepared to study the local structure of topological modules.
6.3.9 Definition. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring. A topological
left R-module is a topological algebra M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 such that
〈M,+,−, 0, (λ(r))r∈R〉 is a left 〈R,+,−, ·, 0, 1〉-module and the map
Λ : (R,S)× (M, T ) −→ (M, T )
(r,m) 7−→ λ(r)(m)
is continuous.
6.3.10 Remark. Let R be a topological ring. If (Mi)i∈I is a family of topological
left R-modules, then
∏
i∈IMi is a topological left R-module as well.
As in the previous section, we want to introduce two particular continuous op-
erators that will prove useful when dealing with clones of topological modules.
6.3.11 Remark. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring, consider a
topological left R-module M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 and some n ∈ N. Fur-
thermore, let us abbreviate Y := (R,S) and X := (M, T ). Then the function
Λn : Y
n ×Xn −→ X
(r,m) 7−→
∑
i∈n
λ(ri)(mi)
is continuous. Moreover, the map
λn : Y
n → (C(Xn, X),K(Xn, X)),
defined by λn(r)(m) := Λn(r,m) for all r ∈ Rn and m ∈Mn, is continuous.
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Proof. Using the fact that M is a topological left R-module, it is easy to de-
duce that Λn : Y n ×Xn → X is continuous. By Remark 1.2.32, this implies that
λn : Y
n → (C(Xn, X),K(Xn, X)) is well-defined and continuous as well.
6.3.12 Remark. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring, consider a
topological left R-module M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 and let n ∈ N. Then the
following hold:
(1) For all n ∈ N, we have Clo(n)(M) = λn[Rn].
(2) λ[IdR] ⊆ IdemM.
(3) {imλ(e) | e ∈ IdR} ⊆ rNeighM.
(4) Let e, f ∈ IdR. If e ≤R f , then imλ(e) ⊆ imλ(f).
(5) {0} is a regular neighbourhood of M. If {0} is closed in X := (M, T ), then
every neighbourhood U ∈ NeighM contains 0.
Proof. (1): Let n ∈ N. According to Remark 4.1.20, Clo(n)(M) is the least subuni-
verse of MMn containing {eni | i ∈ n}. Furthermore, it is straightforward to verify
that
{eni | i ∈ n} ⊆ λn[Rn] ⊆ Clo(n)(M).
Therefore, we are left to check that λn[Rn] is a subuniverse of MM
n . To this end,
let r ∈ R and s, s0, s1 ∈ Rn. Then it follows
− ◦ λn(s) = λn(−s(0), . . . ,−s(n− 1)) ∈ λn[Rn],
λ(r) ◦ λn(s) = λn(r · s(0), . . . , r · s(n− 1)) ∈ λn[Rn],
+ ◦ 〈λn(s0), λn(s1)〉 = λn(s0(0) + s1(0), . . . , s0(n− 1) + s1(n− 1)) ∈ λn[Rn].
Moreover, we have cn0 = λn(0, . . . , 0) ∈ λn[Rn]. Consequently, λn[Rn] is a subuni-
verse of MMn .
(2): For every e ∈ IdR, we have λ(e) ◦ λ(e) = λ(e · e) = λ(e) and hence, by (1),
λ(e) ∈ IdemM.
(3) is an immediate consequence of (2) and Lemma 3.2.14.
(4): If e ≤R f , then it follows λ(e) = λ(f · e) = λ(f) ◦ λ(e) and therefore
imλ(e) ⊆ imλ(f).
(5): By (3), we have {0} = imλ(0) ∈ rNeighM. Furthermore, λ(r)(0) = 0 holds
for all r ∈ R. According to (1), this means that f(0) = 0 whenever f ∈ Clo(1)(M).
If {0} is closed with respect to T , then so is H := {f ∈ C(X,X) | f(0) = 0} with
respect to W(X,X), and hence Clo(1)(M) ⊆ H as Clo(1)(M) ⊆ H. Now, for every
U ∈ NeighM, we have EM(U) 6= ∅ and thus 0 ∈ U .
At this point, we want to give a detailed description of the local topological
algebras induced by topological modules on images of the respective topological
ring’s idempotents. As it turns out, relational localisation with regard to such
subsets of does not lead out of the class of topological modules.
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6.3.13 Remark. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring, consider a
topological left R-module M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 and let e ∈ IdR. Then
the following hold:
(1) eRe := e · [R] · e is a subuniverse of 〈R,+,−, ·, 0〉 and
eRe :=
〈
eRe,SeRe,+|eRe(eRe)2 ,−|eReeRe, 0, e
〉
is a topological ring. If S is a Hausdorff topology, then eRe is closed with
respect to S.
(2) eM := imλ(e) is a subuniverse of 〈M,+,−, 0, (λ(s))s∈eRe〉 and
eM :=
〈
eM, TeM ,+|eM(eM)2 ,−|eMeM , 0,
(
λ(s)|eMeM
)
s∈eRe
〉
is a topological left eRe-module. If T is a Hausdorff topology, then eM is
closed with respect to T .
6.3.14 Lemma. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring and consider a
topological left R-module M = 〈M, T ,+,−, 0, (λ(r))r∈R〉. For every e ∈ IdR, we
have M|eM ≡ eM.
Proof. Let us abbreviate X := (M, T ) and U := eM . It has to be shown that
Clo(M|U) = Clo(eM). To this end, let n ∈ N. Using Remark 6.3.13 and Re-
mark 6.3.12, it is easy to see that
Clo(n)(eM) =
{
λn(s)|UUn | s ∈ (eRe)n
}
.
Moreover, combining Lemma 3.3.8 and Remark 6.3.12, we obtain
Clo
(n)
(M|U) = {(λ(e) ◦ λn(r))|UUn | r ∈ Rn}
W((XU )n,XU )
.
Therefore, it suffices to prove that{
λn(s)|UUn | s ∈ (eRe)n
}
=
{
(λ(e) ◦ λn(r))|UUn | r ∈ Rn
}
.
⊆: Let s ∈ (eRe)n. For all m ∈Mn, it follows
λn(s)(m) =
∑
i∈n
λ(si)(mi) =
∑
i∈n
λ(e · si)(mi) =
∑
i∈n
λ(e)(λ(si)(mi))
= λ(e)
(∑
i∈n
λ(si)(mi)
)
= (λ(e) ◦ λn(s))(m),
that is, λn(s) = λ(e)◦λn(s). In particular, λn(s)|UUn is an element of the right-hand
side.
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⊇: Let r ∈ Rn. We define s ∈ (eRe)n by si := e · ri · e for all i ∈ n. Then
(λ(e) ◦ λn(r))(u) = λ(e)
(∑
i∈n
λ(ri)(ui)
)
=
∑
i∈n
λ(e)(λ(ri)(ui))
=
∑
i∈n
λ(e · ri)(ui) 1.1.2=
∑
i∈n
λ(e · ri)(λ(e)(ui))
=
∑
i∈n
λ(e · ri · e)(ui) =
∑
i∈n
λ(si)(ui) = λn(s)(u)
holds for all u ∈ Un. Thus, we have (λ(e) ◦ λn(r))|UUn = λn(s)|UUn , and hence
(λ(e) ◦ λn(r))|UUn is contained in the left-hand side.
Furthermore, we want to point out the aforementioned connection between infi-
nite summation in a topological ring and the concept of covering in its correspond-
ing topological modules.
6.3.15 Lemma. Let R = 〈R,S,+,−, ·, 0, 1〉 be a topological ring and consider a
topological left R-module M = 〈M, T ,+,−, 0, (λ(r))r∈R〉. Furthermore, let I be an
index set, (ei)i∈I ∈ (IdR)I and V := {imλ(ei) | i ∈ I}. Then the following hold:
(1) If (ei)i∈I is orthogonal, then V ∩W = {0} for every two distinct V,W ∈ V.
(2) If the net (
∑
i∈F ei)F∈Ξ converges to f ∈ IdR in (R,S) where Ξ := Pfin(I)
is endowed with the preorder ≤Ξ := ⊆, then V covers imλ(f).
(3) If I is finite and 1 =
∑
i∈I ei, then V fully covers M.
Proof. Let X := (M, T ). Remark 6.3.12, we have V ⊆ rNeighM.
(1): Let V,W ∈ V be distinct. Then we can find two distinct elements i, j ∈ I
such that V = imλ(ei), W = imλ(ej). Clearly, we have 0 ∈ V ∩W . Moreover, as
ei and ej are orthogonal, it follows
m
1.1.2
= λ(ei)(m)
1.1.2
= λ(ei)(λ(ej)(m)) = λ(ei · ej)(m) = λ(0)(m) = 0
for all m ∈ V ∩W , and hence V ∩W = {0}.
(2): By Remark 6.3.12, we have U := λ(f) ∈ rNeighM. Combining Re-
mark 6.3.11 and Remark 1.2.11, we conclude that∑
i∈F
λ(ei) = λ
(∑
i∈F
ei
)
F∈Ξ−→ λ(f)
with respect to K(X,X) and hence with respect to W(X,X) as K(X,X) is finer
than W(X,X). By Remark 6.3.12, we have {λ(ei) | i ∈ I} ⊆ EM(V), which,
according to Remark 1.2.9, implies
λ(f) ∈ ΓCloM(EM(V))
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and thus
injAU = λ(f)|U
1.2.20∈ [ΓCloM(EM(V))]|UW(XU ,X).
Due to Theorem 3.6.7, this shows that V covers U .
(3): Referring to Definition 3.6.5, we consider the index set
Φ :=
⋃
V ∈V
{V } × EM(V ).
Using Remark 1.2.13, it is easy to see that
h := 〈e|V 〉(V,e)∈Φ : X →
∏
(V,e)∈Φ
XV
is continuous. We have to show that h : X →∏(V,e)∈ΦXV even reflects convergence.
For this purpose, we observe that
g :
∏
(V,e)∈ΦXV −→ XI
(mϕ)ϕ∈Φ 7−→ (m(imλ(ei),λ(ei)))i∈I
is continuous, again due to Remark 1.2.13. Furthermore, as I is finite,
s : XI −→ X
(mi)i∈I 7−→
∑
i∈I
mi
constitutes a well-defined continuous function. Thus, s ◦ g : ∏(V,e)∈Φ XV → X is
continuous as well. Moreover, by assumption, we obtain
(s ◦ g ◦ h)(m) =
∑
i∈I
λ(ei)(m) = λ
(∑
i∈I
ei
)
(m) = λ(1)(m) = m
for allm ∈M , that is, s◦g◦h = idM . Evidently, idM : X → X reflects convergence,
and so does h : X → ∏(V,e)∈ΦXV according to Remark 1.2.35. As V covers M by
(2), it follows that V fully covers M.
Now, we are going to focus on Hausdorff topological modules of compact Haus-
dorff topological rings.
6.3.16 Lemma. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring, M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a topological left R-module, Y := (R,S) and
X := (M, T ). Then M is operationally compact. Moreover, if X is a Hausdorff
space, then the following hold:
(1) Clo
(n)
(M) = λn[R
n] for every n ∈ N.
(2) IdemM = λ[IdR].
(3) cNeighM = {imλ(e) | e ∈ IdR}.
(4) If U ∈ cNeighM and f ∈ IdR such that U ⊆ imλ(f), then there exists
e ∈ IdR such that e ≤R f and U = imλ(e).
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Proof. Let n ∈ N. By Remark 6.3.11, λn : Y n → (C(Xn, X),K(Xn, X)) is contin-
uous. Due to Remark 1.2.28, Y n is compact and therefore, by Remark 1.2.27,
Clo(n)(M)
6.3.12
= λn[R
n]
is compact with respect to K(Xn, X). In particular, M is operationally compact.
(1): Since K(Xn, X) is finer thanW(Xn, X), Clo(n)(M) is compact with respect
to W(Xn, X) as well. According to Remark 1.2.33, W(Xn, X) is a Hausdorff
topology and hence, by Remark 1.2.26, we have
Clo
(n)
(M) = Clo(n)(M)
6.3.12
= λn[R
n].
(2): Referring to Remark 6.3.12, we only need to show that IdemM ⊆ λ[IdR].
To this end, let f ∈ IdemM. By (1),
H := {r ∈ R | λ(r) = f} = λ−1[{f}]
is non-empty. Moreover, due to Remark 6.3.11 and the fact that X is a Hausdorff
space, H is closed and hence, by Remark 1.2.26, compact in Y . Furthermore, H is
a subuniverse of 〈R, ·〉 as we have λ(r · s) = λ(r) ◦λ(s) = f ◦ f = f for all r, s ∈ H.
Besides, SH is a Hausdorff topology due to Remark 1.2.33. Therefore,
H :=
〈
H,SH , ·|HH2
〉
is a non-empty compact Hausdorff topological semigroup. By Lemma 5.1.8, there
exists e ∈ IdH, i.e., e ∈ IdR and λ(e) = f . So, we are done.
(3): We observe
cNeighM
5.2.11
= rNeighM
3.2.14
= {im e | e ∈ IdemM} (2)= {imλ(e) | e ∈ IdR}.
(4): Let U ∈ cNeighM and f ∈ IdR such that U ⊆ imλ(f). By (3), there exists
g ∈ IdR satisfying U = imλ(g). Let rˆ := f · g · f . According to Remark 1.1.2, if
u ∈ U , then it follows λ(g)(u) = u = λ(f)(u) and hence u = λ(rˆ)(u) ∈ imλ(rˆ).
Conversely, we have λ(g · f)(m) ∈ imλ(g) = U ⊆ im(f) and thus, again by
Remark 1.1.2, λ(rˆ)(m) = λ(f)(λ(g · f)(m)) = λ(g · f)(m) ∈ U for all m ∈M . This
shows that U = imλ(rˆ). Furthermore, we observe that f · rˆ = rˆ · f = rˆ holds as f
is idempotent. Thus,
K := {r ∈ R | f · r = r · f = r, λ(r) = λ(rˆ)} 6= ∅
because rˆ ∈ K. Since R is a topological ring, each of the functions
Lf : (R,S) −→ (R,S)
r 7−→ f · r ,
Rf : (R,S) −→ (R,S)
r 7−→ r · f
is continuous. Therefore, due to Remark 1.2.22,
K = 〈Lf , idR〉−1[∆R] ∩ 〈Rf , idR〉−1[∆R] ∩ λ−1[{λ(rˆ)}]
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is closed and hence, by Remark 1.2.26, compact with respect to S. Moreover, K is
a subuniverse of 〈R, ·〉: For every two r0, r1 ∈ K, we have f ·r0 ·r1 = r0 ·r1 = r0 ·r1 ·f
and
λ(r0 · r1) = λ(rˆ) ◦ λ(rˆ) = λ(f · g) ◦ λ(f · f) ◦ λ(g · f) = λ(f · g) ◦ λ(f) ◦ λ(g · f)
1.1.2
= λ(f · g) ◦ λ(g · f) = λ(f · g · g · f) = λ(f · g · f) = λ(rˆ).
Besides, SK is a Hausdorff topology by Remark 1.2.33. So, K :=
〈
K,SK , ·|KK2
〉
is a
non-empty compact Hausdorff topological semigroup. Due to Lemma 5.1.8, there
exists e ∈ IdK, that is, e ∈ IdR, e ≤R f and λ(e) = λ(rˆ). The last property
implies imλ(e) = imλ(rˆ) = U , and we are done.
For technical reasons, we have to address the following issue as well.
6.3.17 Remark. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring, M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a Hausdorff topological left R-module and
X := (M, T ). Then 〈
Clo
(1)
(M),K(X,X)
Clo
(1)
(M)
, ◦, idM
〉
is a compact Hausdorff topological monoid.
Proof. Let H := Clo(1)(M). As a consequence of Theorem 2.4.1 and Lemma 2.2.3,
Clo(M) is a clone of operations onM , whence 〈H, ◦, idM〉 is a well-defined monoid.
By Remark 6.3.11,
λ : (R,S)→ (C(X,X),K(X,X))
is continuous, and so is(
λ|H)[2] : (R,S)2 → (H,K(X,X)H)2
by Remark 1.2.13. Besides, we have H 6.3.16= imλ, which particularly implies that
(H,K(X,X)H) is compact due to Remark 1.2.27. We are going to show that
G : (H,K(X,X)H)2 −→ (H,K(X,X)H)
(f0, f1) 7−→ f0 ◦ f1
is continuous. For this purpose, we first observe that, as R is a topological ring,
K : (R,S)2 −→ (R,S)
(r0, r1) 7−→ r0 · r1
is continuous. By Remark 1.2.28, (R,S)2 is compact. Furthermore, according to
Remark 1.2.33, (H,K(X,X)H) is a Hausdorff space, and so is (H,K(X,X)H)2.
Thence, (
λ|H)[2] : (R,S)2 → (H,K(X,X)H)2
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is a quotient map due to Remark 1.2.27. Consequently, since
G ◦ (λ|H)[2] = λ|H ◦K
holds, it follows that G : (H,K(X,X)H)2 → (H,K(X,X)H) is continuous. On
account of this, we conclude that 〈H,K(X,X)H , ◦, idM〉 is a compact Hausdorff
topological monoid.
Using the previous observation, we can easily deduce some auxiliary results con-
cerning the preorder c.
6.3.18 Lemma. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring, M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a Hausdorff topological left R-module and
U, V ∈ cNeighM. Then the following hold:
(1) If U ∼= V and V ⊆ U , then it follows U = V .
(2) If U c V and V ⊆ U , then it follows U = V .
(3) U and V are c-equivalent if and only if they are isomorphic.
Proof. Let us abbreviate X := (M, T ).
(1): By Lemma 6.3.16, there exists e ∈ IdR such that U = imλ(e). According to
Remark 6.3.13, eRe is a topological ring and eM is a topological left eRe-module.
Moreover, Remark 6.3.13 implies that eRe is closed and hence, by Remark 1.2.26,
compact with respect to S. Besides, SeRe and TU are Hausdorff topologies due to
Remark 1.2.33. Therefore, Remark 6.3.17 implies that
H :=
〈
Clo
(1)
(eM),K(XU , XU)Clo(1)(eM), ◦, idU
〉
is a compact Hausdorff topological monoid.
As a consequence of Lemma 6.3.16 and Lemma 5.2.11, we have U, V ∈ rNeighM.
Due to Lemma 3.4.5, there exist functions f, g ∈ Clo(1)(M) such that im f ⊆ V ,
im g ⊆ U , (g ◦ f)|UU = idU and (f ◦ g)|VV = idV . Referring to Lemma 3.3.2, we
observe that
f |UU , g|UU ∈ Clo
(1)
(M|U) 6.3.14= Clo(1)(eM).
From (g ◦ f)|UU = idU we infer that f |UU is left-invertible in H. By Lemma 5.1.12,
f |UU must be right-invertible in H. Therefore, f |UU is surjective, which implies that
U = im(f |UU) ⊆ im f ⊆ V . Thus, U = V .
(2): Let W ∈ cNeighM such that U ∼= W ⊆ V . By (1), W ⊆ V ⊆ U implies
U = W and hence U = V .
(3): Evidently, two isomorphic closed neighbourhoods are c-equivalent. In
order to deduce the opposite direction, suppose that U and V are c-equivalent.
So, there exist neighbourhoods W,Z ∈ cNeighM such that U ∼= W ⊆ V and
V ∼= Z ⊆ U . In particular, we have U c W c V c Z and hence U c Z due to
Remark 3.4.11. By (2), it follows U = Z wherefore U ∼= V .
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Now, everything is prepared to prove the promised characterisation results re-
garding Hausdorff topological modules of compact Hausdorff topological rings.
6.3.19 Lemma. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring, M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a Hausdorff topological left R-module, and
let U ∈ cNeighM. For every topological space Z and all %, σ ∈ cInv(Z)M, the
following are equivalent:
(1) U is (%, σ)-irreducible.
(2) U ∈ Min⊆ cSepM(%, σ).
(3) %U 6= σU and U ∈ Min⊆((cNeighM) \ {{0}}).
Proof. (1)⇒(3): Clearly, %U 6= σU . So, let V ∈ (cNeighM) \ {{0}} such that
V ⊆ U . By Lemma 6.3.16, there exist e, f ∈ IdR with f ≤R e, U = imλ(e) and
V = imλ(f). Due to Remark 6.3.2, we have g := e−f ∈ IdR, g ≤R e, and f and g
are orthogonal. By Remark 6.3.12 and Remark 3.2.15, W := imλ(g) ∈ cNeighM.
From g ≤R e we infer W ⊆ U , and orthogonality of f and g implies V ∩W = {0}
due to Lemma 6.3.15. Moreover, by Lemma 6.3.15, {V,W} covers U because
e = f + g. Hence, it follows %V 6= σV or %W 6= σW . If %W 6= σW , then we
have U c W according to Lemma 3.8.3 and thus, by Lemma 6.3.18, U = W .
This would imply V = {0} and therefore contradict the choice of V . Consequently,
%V 6= σV . Similarly, Lemma 3.8.3 yields that U c V , which implies U = V by
Lemma 6.3.18. Thence, U ∈ Min⊆((cNeighM) \ {{0}}).
(3)⇒(2): By assumption, U ∈ cSepM(%, σ). Let V ∈ cSepM(%, σ) such that
V ⊆ U . As %{0} = σ{0}, it follows V 6= {0} and hence U = V .
(2)⇒(1): This is due to Lemma 3.8.4.
6.3.20 Theorem. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring, M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a Hausdorff topological left R-module and
U ∈ cNeighM. The following are equivalent:
(1) Every V ∈ cCovM|U contains U .
(2) U ∈ Min⊆((cNeighM) \ {{0}}).
(3) U 6= {0} and there exists e ∈ PrimR such that U = imλ(e).
Proof. (1)⇒(3): Since %{0} = σ{0} holds for all %, σ ∈ cInv(m)M and m ∈ N, {0}
is covered by ∅. According to Proposition 3.6.4, this means ∅ ∈ cCovM|{0}. Thus,
we have U 6= {0}. Furthermore, by Lemma 6.3.16, we can find some f ∈ IdR
such that U = imλ(f). Due to Lemma 6.3.8, there exists an orthogonal subset
E ⊆ PrimR with f = ∑e∈E e. By Remark 6.3.5, we have e ≤R f for all e ∈ E,
and therefore we conclude that
V := {imλ(e) | e ∈ E} ⊆ P(U).
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Moreover, we observe
V 6.3.16⊆ (cNeighM) ∩P(U) 3.3.7= cNeighM|U .
Besides, Lemma 6.3.15 yields that V covers U , whence V ∈ cCovM|U by Proposi-
tion 3.6.4. Hence, (1) implies U ∈ V , and thus there exists e ∈ E ⊆ PrimR such
that U = imλ(e).
(3)⇒(2): Obviously, U ∈ (cNeighM) \ {{0}}. So, let V ∈ (cNeighM) \ {{0}}
such that V ⊆ U . By (3), there exists e ∈ PrimR with U = imλ(e), and according
to Lemma 6.3.16, we can find some f ∈ IdR satisfying f ≤R e and V = imλ(f).
As V 6= {0}, it follows f 6= 0 and hence, by Remark 6.3.2, f = e. Therefore, we
have U = V . Consequently, U ∈ Min⊆((cNeighM) \ {{0}}).
(2)⇒(1): Let V ∈ cCovM|U . By Proposition 3.3.7, we have V ⊆ cNeighM
and, according to Proposition 3.6.4, V covers U . Now, suppose that U 6∈ V , which
implies V ⊆ {{0}} on account of (2). We observe that ∆M ,∇M ∈ cInv(2)M and
∆MV = ∇MV for all V ∈ V . However, as U 6= {0} implies {0} ⊂ U due to
Remark 6.3.12, we have ∆MU 6= ∇MU . Clearly, this yields a contradiction, and
therefore U ∈ V . So, we are done.
6.3.21 Corollary. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topological
ring and M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a Hausdorff topological left R-module. If
U ∈ cNeighM is compact with respect to T , then the following are equivalent:
(1) U is irreducible.
(2) Every V ∈ cCovM|U contains U .
(3) U ∈ Min⊆((cNeighM) \ {{0}}).
(4) U 6= {0} and there exists e ∈ PrimR such that U = imλ(e).
Proof. According to Theorem 6.3.20, we have (2)⇔(3)⇔(4). Moreover, we deduce
U is irreducible ⇐⇒ ∀V ∈ cCovfullM|U ∃V ∈ V : U c V
6.3.18⇐⇒ ∀V ∈ cCovfullM|U : U ∈ V
3.7.7⇐⇒ ∀V ∈ cCovM|U : U ∈ V ,
which completes the proof.
What is more, we are going to substantiate that every Hausdorff topological
module of a compact Hausdorff topological ring is particularly covered by its irre-
ducible closed neighbourhoods.
6.3.22 Proposition. Let R = 〈R,S,+,−, ·, 0, 1〉 be a compact Hausdorff topo-
logical ring, M = 〈M, T ,+,−, 0, (λ(r))r∈R〉 a Hausdorff topological left R-module.
Then there exists some U ∈ cCovM having the following properties:
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(1) U ⊆ Min⊆((cNeighM) \ {{0}}).
(2) U ∩ V = {0} for every two distinct elements U, V ∈ U .
(3) For every finite subset V ⊆fin U , there exists U ∈ cNeighM such that
(i) V ∪ {U} fully covers M,
(ii) U ∩ V = {0} whenever V ∈ V.
Proof. Due to Lemma 6.3.8, there exists an orthogonal subset E ⊆ PrimR such
that 1 =
∑
e∈E e. According to Remark 6.3.12 and Remark 3.2.15, we observe that
W := {imλ(e) | e ∈ E} ⊆ cNeighM and, by Lemma 6.3.15, W covers M. Apply-
ing Remark 3.6.3 and using the fact that every collection of neighbourhoods of M
covers {0}, we conclude that U := W \ {{0}} covers M. Besides, Theorem 6.3.20
implies that U ⊆ Min⊆((cNeighM) \ {{0}}). Furthermore, due to Lemma 6.3.15,
we have U ∩ V = {0} for every two distinct U, V ∈ U . So, it remains to check that
(3) holds as well. To this end, consider a finite subset V ⊆fin U . By definition of U ,
there exists a finite subset F ⊆fin E such that V = {imλ(f) | f ∈ F}. We define
s :=
∑
f∈F f . As F is orthogonal, it follows
s · s =
(∑
f∈F
f
)
·
(∑
f∈F
f
)
=
∑
f∈F
f · f =
∑
f∈F
f = s
and thus s ∈ IdR. Due to Remark 6.3.5, f ≤R s for all f ∈ F . Referring to
Remark 6.3.2, we observe that 1 − s ∈ IdR, s and 1 − s are orthogonal, and so
are f and 1 − s whenever f ∈ F . Therefore, F ∪ {1 − s} ⊆ IdR is orthogonal.
By Remark 6.3.12 and Remark 3.2.15, we have U := imλ(1 − s) ∈ cNeighM.
Furthermore, according to Lemma 6.3.15, V ∪ {U} fully covers M because
1 = (1− s) + s = (1− s) +
∑
f∈F
f.
This proves (i). Finally, we observe that (ii) holds by Lemma 6.3.15.
We finish this section with some easy observations about topological vector
spaces. In fact, we will see that every non-trivial topological vector space is ir-
reducible.
6.3.23 Definition. Let K be either R or C, respectively. Moreover, let S(K)
denote the euclidean topology on K, and let
K := 〈K,S(K),+,−, ·, 0, 1〉
be the usual topological ring on the carrier set K. By a topological vector space
over K we mean a Hausdorff topological left K-module.
6.3.24 Remark (see, e.g., [AT07]). IfM = 〈M, T ,+,−, 0, (λ(k))k∈K〉 is a topolog-
ical vector space over K, n ∈ N and m0, . . . ,mn−1 ∈M , then the least subuniverse
of M containing {m0, . . . ,mn−1} is closed with respect to T .
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6.3.25 Proposition. Let M = 〈M, T ,+,−, 0, (λ(k))k∈K〉 be a topological vector
space over K. Then the following hold:
(1) Clo
(n)
(M) = λn[Kn] for every n ∈ N.
(2) IdemM = λ[{0, 1}].
(3) NeighM = cNeighM = rNeighM = {{0},M}.
(4) M is (∆M ,∇M)-minimal. In particular, if M 6= {0}, then M is irreducible.
Proof. We are going to abbreviate X := (M, T ).
(1): Let n ∈ N. Referring to Remark 6.3.10 and Remark 1.2.33, we observe
that MMn is a topological vector space over K. By Remark 4.1.20, Clo(n)(M) is
the least subuniverse of MMn containing the finite set {prni | i ∈ n}, wherefore
Clo(n)(M) is closed in XMn according to Remark 6.3.24. In particular, Clo(n)(M)
is closed with respect to W(Xn, X). Consequently,
Clo
(n)
(M) = Clo(n)(M)
6.3.12
= λn[Kn].
(2): Evidently, λ[{0, 1}] = {c10, idM} ⊆ IdemM. Conversely, let f ∈ IdemM
and suppose that f 6= c10. Referring to (1), we conclude that f is bijective and
hence, by Remark 1.1.2, it follows f = idM ∈ λ[{0, 1}].
(3): We observe that
{{0}, V } (2)= rNeighM 3.2.15⊆ cNeighM ⊆ NeighM.
So, it suffices to show that NeighM ⊆ {{0},M}. To this end, let U ∈ NeighM and
assume that U 6= {0}, that is, {0} ⊂ U due to Remark 6.3.12. Hence, there exists
u ∈ U \ {0} and, as T is Hausdorff, we can find V,W ∈ T such that 0 ∈ V , u ∈ W
and V ∩ W = ∅. Since U is a neighbourhood of M, Remark 3.1.4 implies that
there exists f ∈ Clo(1)(M) with f(0) ∈ V , f(u) ∈ W and im f ⊆ U . Accordingly,
we obtain f 6= c10 and so, using (1) again, we conclude that f is bijective. Thus, it
follows U = V , and we are done.
(4): If M = {0}, then M is (∆M ,∇M)-minimal because Clo(1)(M) = {c10} and
c10 is surjective. So, henceforth, assume that M 6= {0}, and let f ∈ Clo
(1)
(M) be
non-surjective. On account of (1), this implies f = c10, whence f collapses ∇M
onto ∆M . Therefore, by Remark 5.3.2, M is (∆M ,∇M)-minimal and hence, due to
Lemma 5.3.3 and the fact that ∆M 6= ∇M , irreducible.
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Q(m) . . . . . . . . . . . . . . . . . . . set of all m-ary relations among Q ⊆ RA, page 7
Rs . . . . . . . . . . . . . . . . . . . . . map induced by multiplying s from the right, page 109
tA = tΦ,A . . . . . . . . . . . . . . . term function associated to t ∈ TΩ(Φ) w.r.t. A, page 80
t• . . . . . . . . . . . . . . . . . . . . . . natural transformation associated to t ∈ TΩ(Φ), page 85
TΩ(Φ) . . . . . . . . . . . . . . . . . . set of all Ω-terms over Φ, page 76
TΩ(f) . . . . . . . . . . . . . . . . . . Ω-substitution induced by f , page 76
U ∼= V . . . . . . . . . . . . . . . . . indicates that U, V ∈ NeighA are isomorphic, page 40
U c V . . . . . . . . . . . . . . . . indicates that ∃W ∈ cNeighA : U ∼= W ⊆ V , page 55
U ⊆fin A . . . . . . . . . . . . . . . indicates that U is a finite subset of A, page 5
U  V . . . . . . . . . . . . . . . . . indicates that ∃W ∈ NeighA : U ∼= W ⊆ V , page 54
U∗ . . . . . . . . . . . . . . . . . . . . . the kernel of U , page 41
UB(E) . . . . . . . . . . . . . . . . . . the neighbourhood of B induced by E , page 90
xL y . . . . . . . . . . . . . . . . . indicates that {z ∈ L | z < y} = {z ∈ L | z ≤ x} in a
partially ordered set L = (L,≤), page 10
XU . . . . . . . . . . . . . . . . . . . . . subspace of a topological space X induced on U , page 13
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