Abstract: We study constrained stochastic programs where the decision vector at each time slot cannot be chosen freely but is tied to the realization of an underlying random state vector. The goal is to minimize a general objective function subject to linear constraints. A typical scenario where such programs appear is opportunistic scheduling over a network of time-varying channels, where the random state vector is the channel state observed, and the control vector is the transmission decision which depends on the current channel state. We consider a primal-dual type Frank-Wolfe algorithm that has a low complexity update during each slot and that learns to make efficient decisions without prior knowledge of the probability distribution of the random state vector. We establish convergence time guarantees for the case of both convex and non-convex objective functions. We also emphasize application of the algorithm to non-convex opportunistic scheduling and distributed non-convex stochastic optimization over a connected graph.
Introduction
Consider a slotted system with time t ∈ {0, 1, 2, · · · }. Let {S[t]} ∞ t=0 be a sequence of independent and identically distributed (i.i.d.) system state vectors that take values in some set S ⊆ R m , where m is a positive integer. The state vectors S[t] have a probability distribution function F S (s) := P r(S ≤ s) for all s ∈ R m (the vector inequality S ≤ s is taken to be entrywise). Every time slot t, the controller observes a realization S[t] and selects a decision vector x t ∈ X S [t] , where X S[t] is a set of decision options available when the system state is S [t] . Assume that for all slots t, the set X S[t] is a compact subset of some larger compact and convex set B ⊆ R d .
For each t ∈ {0, 1, 2, . . .}, let H t be the system history up to time slot t (not including slot t). Specifically, H t consists of the past information {S[0], . . . , S[t − 1], x 0 , . . . , x t−1 }. We have the following definition: Definition 1.1. A randomized stationary algorithm is a method of choosing x t ∈ X S[t] as a stationary and randomized function of S[t], i.e. has the same conditional distribution given that the same S[t] value is observed, and independent of H t .
Let Γ * be the set of all "one-shot" expectations E[x t ] ∈ R d that are possible at any given time slot t, considering all possible randomized stationary algorithms for choosing x t ∈ X S[t] in reaction to the observed S [t] . Since X S[t] ⊆ B, it follows Γ * is a bounded set. Define Γ * as the closure of Γ * . It can be shown that both Γ * and Γ * are convex subsets of B ( [13] ). Let f : B → R be a given cost function and a i ∈ R d , i = 1, 2, · · · , N be a given collection of constraint vectors. The goal is to make sequential decisions that leads to the construction of a vector γ ∈ R d that solves the following optimization problem:
min f (γ) (1) s.t. γ ∈ Γ * (2)
where b i , i = 1, 2, · · · , N are given constants, and a i , γ denotes the dot product of vectors γ and a i . The constraint (3) is equivalent to Aγ ≤ b with definitions A := [a 1 , a 2 , · · · , a N ] T and
The problem of producing a vector γ that solves (1) - (3) is particularly challenging when the probability distribution for S[t] is unknown. Algorithms that make decisions without knowledge of this distribution are called statistics-unaware algorithms and are the focus of the current paper. The first part of this paper treats convex functions f and the vector γ shall correspond to the actual time averages achieved by the decisions x t made over time. This part considers convergence to an ε-approximation of the global optimal solution to (1)-(3), for arbitrary ε > 0. The second part of this paper treats non-convex f and generates a vector γ that is informed by the x t decisions but is not the time average. This non-convex analysis does not treat convergence to a global optimum. Rather, it considers convergence to a vector that makes a local sub-optimality gap small.
Such a program (1)- (3) appears in a number of scenarios including wireless scheduling systems and power optimization in a network subject to queue stability (e.g. [1, 7, 2, 5, 10, 18, 19] ). For example, consider a wireless system with d users that transmit over their own links. The wireless channels can change over time and this affects the set of transmission rates available for scheduling. Specifically, the random sequence {S[t]} ∞ t=0 can be a process of independent and identically distributed (i.i.d.) channel state vectors that take values in some set S ⊆ R d . The decision variable x t is the transmission rate vector chosen from Γ S [t] , which is the set of available rate vectors determined by the observation S[t], and Γ * is often referred to as the capacity region of the network. The function f (·) often represents the negative network utility function, and the constraints (3) represent additional system requirements or resource restrictions, such as constraints on average power consumption, requirements on throughput and fairness, etc. Such a problem is called opportunistic scheduling because the network controller can observe the current channel state vector and can choose to transmit over certain links whenever their channel states are good.
Stochastic optimization with convex objectives
A typical algorithm solving (1-3) is the drift-plus-penalty (DPP) algorithm (e.g. [13, 15] ). It is shown that when the function f (·) is convex, this algorithm achieves an ε approximation with the convergence time O(1/ε 2 ) under mild assumptions. The algorithm features a "virtual queue" Q i (t) for each constraint, which is 0 at t = 0 and updated as follows:
Then, at each time slot, the system chooses x t ∈ X S[t] after observing S[t] as follows:
This algorithm does not require knowledge of the distribution of S[t] (it is statistics-unaware) and does not require f (·) to be differentiable or smooth. However, it requires one to have full knowledge of the function f (·) and to solve (5) efficiently at each time slot. Another body of work considers primal-dual gradient based methods solving (1) (2) (3) , where, instead of solving the subproblem like (5) slot-wise, they solve a subproblem which involves only the gradient of f (·) at the current time step (e.g. [1] [7] for unconstrained problems and [18, 19] for constrained problems). Specifically, assume the function f is differentiable and define the gradient at a point x ∈ B by
where x j is the j-th entry of x ∈ R d . Then, introduce at parameter β > 0 and a queue variable Q i (t) for each constraint i, which is updated in the same way as (4) . Then, during each time slot, the system solves the following problem: γ −1 = 0,
and γ t = (1 − β)γ t−1 + βx t . This method requires f (·) to be smooth and convex. It is analyzed in [18, 19] via a control system approach approximating the dynamics of (x t , Q 1 (t), · · · , Q N (t)) by the trajectory of a continuous dynamical system (as β → 0). Such an argument makes precise convergence time bounds difficult to obtain. To the best of our knowledge, there is no formal convergence time analysis of this primal-dual gradient algorithm.
More recently, the work [12] analyzes gradient type algorithms solving the stochastic problem without linear constraints:
where Γ * has the same definition as (2) . The algorithm starts with γ −1 = 0 and solves the following linear optimization each time slot,
∇f (γ t−1 ), x , then, the algorithm updates γ t = (1 − β t )γ t−1 + β t x t , where β t is a sequence of pre-determined weights. The work [12] shows that the online time averages of this algorithm have precise O(1/ε 2 ) and O(log(1/ε)/ε) convergence time bounds reaching an ε approximation, depending on the choices of β t . When the set X S[t] is fixed and does not change with time, this algorithm reduces to the Frank-Wolfe algorithm for deterministic convex minimization (e.g. [3, 6, 16] ), which serves as a starting point of this work.
Optimization with non-convex objectives
While convex stochastic optimization has been studied extensively and various algorithms have been developed, much less is known when f (·) is non-convex. On the other hand, non-convex problems have many applications in network utility maximization and in other areas of network science. For example, suppose we desire to maximize a non-concave utility function of throughput in a wireless network. An example is the "sigmoidal-type" utility function ( Fig. 1) , which has flat regions both near the origin and when the attribute is large, characterizing a typical scenario where we earn small utility unless throughput crosses a threshold and the utility does not increase too much if we keep increasing the throughput. Constrained non-convex stochastic optimization with a sum of such utility functions is known to be difficult to solve and heuristic algorithms have been proposed in several works to solve this problem (e.g. [4, 9] ). In [4] , the author proposes a convex relaxation heuristic treating the deterministic scenario where X S[t] is fixed. The work [9] considers the static network scheduling problem and develops a method which has optimality properties in a limit of a large number of users. The work [14] develops a primal-dual type algorithm which can be shown to achieve a local optimal of (1-3) when a certain sequence generated by the algorithm itself is assumed to converge. However, whether or not such a sequence converges is not known.
More recently, non-convex optimization has regained attention mainly due to the need for training deep neural networks and other machine learning models, and a thorough review of relevant literature is beyond the scope of this paper. Here, we only highlight several works related to the formulation (1-3). The works [20, 22] show that ADMM type algorithms converge when minimizing a non-convex objective (which can be written in multiple blocks) subject to linear constraints. The work [11] shows the Douglas-Rachford operator splitting method converges when solving non-convex composite optimization problems, which includes the linear constrained non-convex problem as a special case. On the other hand, Frank-Wolfe type algorithms have also been applied to solve non-convex constrained problems. The work [8] considers using Frank-Wolfe to solve problems of the form min
where f (·) is possibly non-convex, and shows that the "Frank-Wolfe gap", which measures the local suboptimality, converges on the order of 1/ √ T when running for T slots. The work [17] generalizes the previous results to solve
where the expectation is taken with respect to the random variable θ. Note that this problem is fundamentally different from (7) because the above problem aims at choosing a fixed x ∈ M to minimize the expectation of a function, whereas the problem (7) aims at choosing a policy x t ∈ X S[t] , in reaction to S[t] at each time slot, whose expectation γ minimizes f (γ).
Contributions
In this work, we propose a primal-dual Frank-Wolfe algorithm solving (1-3) with both convex and nonconvex objectives. Specifically,
• When the objective is convex, we show that the proposed algorithm gives a convergence time of O(1/ε 3 ). Further, we show an improved convergence time of O(1/ε 2 ) holds under a mild assumption on existence of a Lagrange multiplier vector. Such rates tie with the best known convergence time for (1-3) achieved by the Drift-plus-penalty algorithm (5) but with possibly lower complexity update per slot, because we only require minimizing the linear approximation of f (·) rather than f (·) itself. Furthermore, this result also implies a precise convergence time guarantee for the primal dual gradient algorithm (6) in earlier works.
• When the objective is non-convex, we show our proposed algorithm converges to the local minimum with O(1/ε 3 ) convergence time on the "Frank-Wolfe" gap, and an improved O(1/ε 2 ) convergence time when Slater's condition holds. To the best of authors' knowledge, this is the first algorithm that treats (1-3) for non-convex objectives with provable convergence guarantees on the "Frank-Wolfe" gap. We also emphasize the application of our proposed algorithm to non-convex opportunistic scheduling and non-convex distributed stochastic optimization.
Algorithm
In this section, we introduce a primal-dual type algorithm that works for both convex and nonconvex cost functions f (·). Throughout the paper, we assume that the set Γ * contains the origin, f : B → R is a smooth function with L-Lipschitz gradient, i.e.
where for any
. Furthermore, we assume the following quantities are bounded by some constants M, K, B, D:
The proposed algorithm is as follows: For a time horizon T > 1, let η, V be two algorithm parameters that shall affect a performance tradeoff. Assume throughout that 0 < η < 1. Let
] be a vector of virtual queues with Q i (0) = 0, i = 1, 2, · · · , N . These virtual queues can be viewed as penalizations to the violations of the constraints. Let γ −1 = 0 ∈ R d and at each time slot t ∈ {0, 1, 2, · · · , T }, do the following: 1
Observe S[t]
and choose x t ∈ X S[t] to solve the following linear optimization problem:
2. Update γ t via γ t = (1 − η)γ t−1 + ηx t . Update the virtual queue via
Since X S[t] is assumed to be a compact set, there always exists at least one solution to the optimization problem (12) . Furthermore, this algorithm is similar to the primal dual gradient type algorithm (6) . Specifically, when choosing V = 1/β and η = β, (12) is the same as (6) . Thus, convergence analysis of this algorithm can be applied to the primal-dual gradient algorithm as a special case. But as we shall see, having different weights in the algorithm sometimes helps speed up the convergence.
Performance bounds for convex cost functions
In this section, we analyze the convergence time of the proposed algorithm when the cost function f (·) is smooth and convex. We focus on the performance of the time average solution
Preliminaries
We start with the definition of ε-near optimality.
Definition 3.1. Let γ * be the solution to (1) (2) (3) . Given an accuracy level ε > 0, a point γ ∈ Γ * is said to be an ε-near optimal solution to (1-3) if it satisfies
Next, we review some basic properties of smooth convex functions. it is known that every convex and differentiable function f : B → R satisfies the following inequality:
Furthermore, every L-smooth function f : B → R satisfies the following inequality, often called the descent lemma:
Lemma 3.1. For any smooth cost function f : B → R and every time slot t ∈ {0, 1, 2, · · · }, the proposed algorithm guarantees that
where γ * is any point satisfying the constraints (2-3).
Proof of Lemma 3.1. For any time slot t, since x t ∈ X S[t] solves (12), the following holds:
where v t ∈ X S[t] is a vector selected by any randomized stationary algorithm. As a consequence, any vector γ ∈ Γ * satisfying a i , γ ≤ b i , i = 1, 2, · · · , N can be achieved by some v t such that γ = E[v t ]. Taking conditional expectations from both sides of the above inequality, conditioning on H t , we have
where (a) follows from the fact that γ t−1 and Q(t) are determined by H t ; (b) follows from the fact that v t ∈ X S[t] is generated by a randomized stationary algorithm and independent of the system history H t , which implies E[v t |H t ] = E[v t ] = γ; (c) follows from the assumption that γ satisfies the constraint Aγ ≤ b and Q(t) ≥ 0, where the inequalities are taken to be entrywise. Note that the preceding inequality holds for any γ ∈ Γ * satisfying Aγ ≤ b. Taking a limit as γ → γ * for any γ * satisfying the constraints (2-3) gives the result.
Lemma 3.2. For any smooth convex cost function f : B → R and every time slot t ∈ {0, 1, 2, · · · }, the proposed algorithm guarantees that
Proof of Lemma 3.2. By the inequality (13) for convex functions, we have
Substituting this inequality into (15) gives
Taking expectations from both sides of the above inequality gives the result.
Proof of Lemma 3.3. By virtual queue updating rule, we have
which uses Q i (0) = 0. Taking expectations and dividing by T gives the inequality.
and thus
Proof of Lemma 3.4. Note that γ t = (1 − η)γ t−1 + ηx t for all t ∈ {0, 1, 2, . . .}. Thus,
Summing the above equality over t ∈ {0, . . . , T − 1} yields
Dividing the above equality by T and using γ −1 = 0 gives
Thus,
where the final inequality uses the fact that γ T −1 ∈ B and 0 ∈ B and so the boundedness assumption (11) ensures γ T −1 − 0 ≤ D.
Convergence time bound
Define the drift ∆(t) := 1 2
We have the following cost and virtual queue bounds:
Theorem 3.1. For any T > 1, and any γ * ∈ Γ * we have
and by Jensen's inequality the objective function bound also holds for
Proof of Theorem 3.1. First of all, using the smoothness of the cost function f (·), for any t ∈ {0, 1, 2, · · · },
Multiplying by V , adding η∆(t) to both sides and taking expectations gives
where (a) follows from x t − γ t−1 2 ≤ D 2 (by (11)), and
with the final inequality holding by the B 2 bound (10); while (b) follows from Lemma 3.2. Thus,
implies
Summing both sides over t ∈ {0, . . . , T − 1} and dividing by T gives
where (a) follows from the K bound in (9) and from Q(0) = 0. Applying Jensen's inequality gives
where θ T = 1 T T −1 t=0 γ t−1 is defined for convenience. By (13) ,
where the last inequality follows from the M bound in (8) and the fact that θ T −x T ≤ D/(ηT ) by Lemma 3.4. Overall, we have
Substituting this bound into (19) completes the proof of the objective bound.
To get the Q(T ) bound, we sum (18) over t ∈ {0, . . . , T − 1} to obtain
(20) Rearranging the terms with the fact that Q(0) = 0 gives
which implies the claim dividing T 2 from both sides.
Corollary 3.1. Let V = T 1/3 and η = 1 T 2/3 , then, we have objective and constraint violation bounds as follows,
and by Jensen's inequality the objective function bound also holds for f (E[x T ]). Thus, to achieve an ε-near optimality, the convergence time is O(1/ε 3 ).
Proof. The objective bound follows directly from Theorem 3.1. The constraint violation bound follows from taking the square root of the virtual queue bound in Theorem 3.1 and using Lemma 3.3.
Convergence time improvement via Lagrange multipliers
In this section, we show the objective and constraint violation bounds in Corollary 3.2 can be improved from O(1/ε 3 ) to O(1/ε 2 ) when a Lagrange multiplier vector exists. Assumption 3.1. There exists a non-negative vector λ ∈ R N such that
where γ * is the solution to the optimization problem (1-3).
It can be shown that such an assumption is mild and, in particular, it is true when a Slater condition holds (see Assumption 4.1 for specifics).
Lemma 3.5. Let γ * ∈ Γ * be the solution to the optimization problem (1-3). For any T > 0,
Proof of Lemma 3.5. The objective bound follows directly from that of Theorem 3.1. To get the constraint violation bound, note that
By Jensen's inequality, this implies,
By Lemma 3.4 we have
By (21), this implies
Substituting this bound into (20) we have
By Lemma 3.3, this further implies
Rearranging the terms and substituting
By Jensen's inequality,
Solving the quadratic inequality with respect to E[ Q(T ) ] gives
finishing the proof. , then, we have objective and constraint violation bounds as follows,
and by Jensen's inequality the objective function bound also holds for f (E[x T ]). Thus, to achieve an ε-near optimality, the convergence time is O(1/ε 2 ).
Proof. The objective bound follows directly from Lemma 3.5. The constraint violation bound follows from Lemma 3.5 and Lemma 3.3.
Performance bounds for non-convex cost functions
In this section, we focus on the case when the cost function f (·) is smooth but non-convex. The same algorithm shall be used, which generates vectors {x 0 , x 1 , . . . , x T −1 } and {γ −1 , γ 0 , γ 1 , . . . , γ T −1 } over the course of T slots. However, instead of having x T as the output, we focus on a randomized solution γ α , where α is a uniform random variable taking values in {−1, 0, 1, · · · , T − 2} and independent of any other event in the system. That is, the output γ α is chosen uniformly over the set {γ −1 , γ 0 , . . . , γ T −2 }.
Preliminaries
Since the function f (·) is non-convex, finding a global solution is difficult. Thus, the criterion used for convergence analysis is important in non-convex optimization. In an unconstrained optimization problem, the magnitude of the gradient, i.e. ∇f is usually adopted to measure the convergence of the algorithm since ∇f (x) = 0 implies x is a stationary point. However, this cannot be used in constrained problems. Instead, the criterion for our problem (1-3) is the following: 2 G(γ) := sup
When the function f (·) is convex, this quantity upper bounds the suboptimality regarding the problem (1-3), which is an obvious outcome of (13) . In the case of non-convex f (·), any point γ ∈ R d which yields G(γ) = 0 is a stationary point of (1-3). In particular, if the function f is strictly increasing on each coordinate, then, any point γ satisfying γ ∈ Γ * , Aγ ≤ b and G(γ) = 0 must be on the boundary of the feasible set v ∈ R d : v ∈ Γ * , Av ≤ b . See, for example [8] and [17] , for more discussions and applications of this criterion.
Recall in the convex case, we proved performance bounds regarding E[x T ] ∈ Γ * , so in the nonconvex case, ideally, one would like to show similar bounds for E[γ α ] ∈ Γ * . However, proving such performance bounds turns out to be difficult for general non-convex stochastic problems.
In particular, Jensen's inequality does not hold anymore, which prohibits us from passing expectations into the function. 3 To obtain a meaningful performance guarantee for non-convex problems, we instead try to characterize the violation of γ α over Γ * , which is measured through the following quantity: 
Now, we are ready to state our definition of ε-near local optimal solution for non-convex f functions. Definition 4.2. Given an accuracy level ε > 0, a random vector γ ∈ R d is said to be an ε-near local optimal solution regarding (1-3) if it satisfies
Convergence time bound
Recall that we use γ α as the output, where α is uniform random variable taking values in {−1, 0, 1, · · · , T −2}. We first bound the mean square distance of γ α to the set Γ * , i.e. E dist γ α , Γ * 2 .
To do so, we will explicitly construct a random feasible vector γ α ∈ Γ * and try to bound the distance between γ α and γ α , which is entailed in the following lemma.
Lemma 4.1. For all T > 0, the output γ α satisfies
Proof of Lemma 4.1. Recall that H t is the system history up until time slot t. Let x t = E[x t |H t ] be the conditional expectation given the system history. Note that x t ∈ Γ * . To see this, by (12) , the decision x t is completely determined by γ t−1 , Q(t) and X S[t] . Since S[t] is i.i.d., it is independent of γ t−1 , Q(t), and thus the decision at time t is generated by a randomized stationary algorithm which always uses the same fixed γ = γ t−1 , Q = Q(t) values and at each time slot t ∈ {0, 1, 2, · · · } chooses x t ∈ X S[t ] according to
Let γ −1 = γ −1 = 0 ∈ Γ * by the assumption that Γ * contains the origin. For any fixed t ∈ {0, 1, 2, · · · , T − 1}, we iteratively define the following path averaging sequence γ t as follows:
Note that the sequence γ t ∈ Γ * , ∀t = 0, 1, 2, · · · , T due to the fact that Γ * is convex. We first show that γ t and γ t are close to each other. Specifically, we use induction to show
For t = 0, we have
For any t ≥ 1, we assume the claim holds for any slot before t,
where (a) follows from the fact that
while (b) follows from the induction hypothesis. Since α is a uniform random variable taking values in {−1, 0, 1, · · · , T − 1}, it follows
which implies the claim by the fact that γ α ∈ Γ * and E dist γ α , Γ * 2
Lemma 4.2. For any T > 1, we have
Proof of Theorem 4.2. Recall that ∆(t) = Q(t + 1) 2 − Q(t) 2 /2, ∀t ∈ {0, 1, 2, . . .}. By the smoothness property of function f (·), we have for any t ≥ 1,
where the equality follows from the updating rule that γ t = (1 − η)γ t−1 + ηx t . On the other hand, we have the following bound on the drift ∆(t),
Substituting this bound into (24) gives
Taking conditional expectation from both sides of (25) conditioned on H t , we have
Substituting Lemma 3.1 into the right hand side gives
where γ * is any point satisfying γ ∈ Γ * and Aγ ≤ b. Rearranging the terms gives
Since this holds for any γ * satisfying γ ∈ Γ * and Aγ ≤ b, we can take the supremum on the left-hand-side over all feasible points and the inequality still holds. This implies the gap function on the point γ t−1 satisfies,
Now, take the full expectation on both sides and sum over t ∈ {1, . . . , T } to obtain
where the second inequality follows from Q(1) = Ax 0 − b ≤ B and T ≥ 1. Finally, since α is a uniform random variable on {0, 1, 2, · · · , T − 1}, independent of any other random events in the system, it follows E[G(γ α )] satisfies the same bound.
To get the Q(T ) bound, we rearrange the terms in (26) and take full expectations, which yields
Summing both sides over t ∈ {0, . . . , T − 1} and using Q(0) = 0 gives
Dividing both sides by T 2 gives the Q(T ) bound. 
Thus, to achieve an ε-near local optimality, the convergence time is O(1/ε 3 ).
Before giving the proof, it is useful to present the following straight-forward corollary that applies the above theorem to the special case of deterministic problems where
is fixed. In this scenario, the only randomness comes from the algorithm of choosing the final solution, and it is obvious that γ t ∈ Γ * , ∀t = −1, 0, 1, · · · , T . As a consequence, if
we choose any γ t as a solution, then, dist γ t , Γ * = 0 and we do not have to worry about the infeasibility with respect to Γ * as we do for the stochastic case. 
Proof of Theorem 4.1. The E[G(γ α )] and E dist γ α , Γ * 2 bounds follow directly from Lemma 4.2 and Lemma 4.1. To get the constraint violation bound, we take the square root from both sides of the Q(T ) 2 bound, which gives
By Lemma 3.3, we have
By Lemma 3.4,
which implies
which, when combined with (27), finishes the proof.
An improved convergence time bound via Slater's condition
In this section, we show that a better convergence time bound is achievable when the Slater's condition hold. Specifically, we have the following assumption:
Assumption 4.1 (Slater's condition). There exists a randomized stationary policy of choosing x t from X S[t] at each time slot t, such that
for some fixed constant ε > 0 and any i ∈ {1, 2, · · · , N }.
We have the following convergence time bound: 
where
Thus, to achieve an ε-near local optimality, the convergence time is O(1/ε 2 ).
Thus, under Slater's condition, we can choose η, V to get a better trade-off on the objective suboptimality and constraint violation bounds compared to Theorem 4.1 (improve the rate from 1/ε 3 to 1/ε 2 ). Furthermore, as a straight-forward corollary, we readily obtain an improvement in the deterministic scenario compared to Corollary 4.1.
Corollary 4.2 (Deterministic programs). Suppose
It is also worth noting that such a rate matches the 1/ √ T Frank-Wolfe gap convergence rate established in the deterministic scenario without linear constraints (e.g. [8] ).
The key argument proving Theorem 4.2 is to derive a tight bound on the virtual queue term Q(t) via Slater's condition. Intuitively, having Slater's condition ensures the property that the virtual queue process Q(t) will strictly decrease whenever it gets large enough. Such a property is often referred to as the "drift condition". Any process satisfying such a drift condition enjoys a tight upper bound, as is shown in the following lemma: Lemma 4.3 (Lemma 5 of [23] ). Let {Z(t), t ∈ N} be a discrete time stochastic process adapted to a filtration {F t , t ∈ N} such that Z(0) = 0. If there exist an integer t 0 > 0 and real constants λ, δ max > 0 and 0 < ξ < δ max such that
Then, we have for any t ∈ N,
Note that the special case t 0 = 1 of this lemma appears in the earlier work [21] , which is used to prove tight convergence time for the "drift-plus-penalty" algorithm. Our goal here is to verify that the process Q(t) satisfies the assumption specified in Lemma 4.3, which is done in the following lemma. The proof is delayed to the appendix. 
which, by substituting in (28), implies the constraint violation bound. The objective suboptimality bound and distance to feasibility bound follow directly from Lemma 4.2 and 4.1 with
Time average optimization in non-convex opportunistic scheduling
In this section, we consider the application of our algorithm in opportunistic scheduling and show how one can design a policy to achieve γ α computed by our proposed algorithm. We consider a wireless system with d users that transmit over their own links. The wireless channels can change over time and this affects the set of transmission rates available for scheduling. Specifically, the random sequence {S[t]} ∞ t=0 can be a process of independent and identically distributed (i.i.d.) channel state vectors that take values in some set S ⊆ R d . The decision variable x t is the transmission rate vector chosen from Γ S[t] , which is the set of available rates determined by the observation S[t].
We are interested in how well the system performs over T slots, i.e. whether or not the time average x T = 1 T T −1 t=0 x t minimizes f (·) while satisfying the constraints: min lim sup
In the previous section, we show our algorithm produces an ε near local optimal solution vector γ α ∈ Γ * to (1-3) via a randomized selection procedure. Here, we show one can make use of the vector γ α obtained by the proposed algorithm and rerun the system with a new sequence of transmission vectors {x t } ∞ t=0 so that the time average x T approximates the solution to the aforementioned time average problem.
Our idea is to run the system for T slots, obtain γ α , and then run the system for another T slots by choosing x t ∈ X S[t] , t = 0, 1, 2, · · · to solve the following problem:
where E α [·] denotes the the conditional expectation conditioned on the randomness in the first T time slots generating γ α . Interestingly, this is also a stochastic optimization problem with a smooth convex objective (without linear constraints), on which we can apply a special case of the primal-dual Frank-Wolfe algorithm with time varying weights η t and without virtual queues as follows: Let γ −1 = 0, η t = 1/(t + 1) and at each time slot t ∈ {0, 1, 2, · · · } 1. Choose x t as follows x t := argmin
2. Update γ t : γ t = (1 − η t )γ t−1 + η t x t .
The following theorem, which is proved in [12] , gives the performance of this algorithm:
Lemma 4.5 (Theorem 1 of [12] ). For any T ≥ 1, we have
where γ * := argmin γ∈Γ * γ − γ α .
Note that by Theorem 4.1, we have
Thus, Lemma 4.5 together with the above bound implies
To get the performance bound on x T , we also need the following lemma which bounds the perturbation on the gap function G(γ) defined in (22) . The proof is delayed to the appendix. Note that E α [x T ] ∈ Γ * . Substituting this bound and (29) into Theorem 4.1 readily gives the following bound.
We then output γ
as the solution. We have the following performance bound on the algorithm. 
To bound the last term on the right hand side, we use the tower property of the conditional expectation that for any τ ≥ t,
Since the proposed algorithm chooses x τ to minimize V ∇f (γ τ −1 ), x τ − γ τ −1 + Q(τ ), Ax τ − b given Q(τ ), it must achieve less value than that of any randomized stationary policy. Specifically, it dominates x τ satisfying the Slater's condition (Assumption 4.1). This implies, and it follows E Q(t + t 0 ) 2 − Q(t) 2 | H t ≤ −εt 0 Q(t) .
Since E Q(t + t 0 ) 2 − Q(t) 2 | H t = E Q(t + t 0 ) 2 | H t − Q(t) 2 , rearranging the terms using the fact that Q(t) ≥ εt 0 , E Q(t + t 0 ) 2 | H t ≤ ( Q(t) − εt 0 /2) 2 .
