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a b s t r a c t
Within Computer Aided Design (CAD) there is a need to construct fair curves. The
Generalised Cornu Spirals (GCSs) are a set of curves with a monotonic curvature profile
and are hence considered fair but implementation in current CAD systems is not
straightforward, partly due to not being in the usual polynomial form.
A method to approximate a GCS using a quintic polynomial curve is presented. The
method seeks to interpolate the GCS to satisfy the G3 constraints at the end points with a
quintic Bézier, leaving two degrees of freedom.
An initial approximation is shown to be effective for the majority of GCS curves.
Moreover, it is possible to determine when an initial approximation is likely to be poor.
If this approximation does not meet the tolerance required, a search involving two
parameters is performed. Characteristics of the search domain are used to establish a
suitable starting value.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Within CAD there is a need to construct fair curves [1]. A planar curve is considered fair if the curvature profile, the
curvature plot with respect to (w.r.t.) arc length, consists of relatively few smooth monotonic segments [2].
A common curve form within CAD is the Bézier representation [3]. Using this representation directly it is difficult to
control the curvature; the polynomial nature of the Bézier curve often produces undulating oscillations in curvature [4].
An alternative approach is to define a curve directly from its curvature profile to ensure fairness. A flexible set of curves
defined in this way are the Generalised Cornu Spirals (GCS) [5]. These curves are defined to have a rational linear monotonic
curvature profile. Explicitly, the curvature profile of a GCS has the form:
κ(s) = κ0S + (κ1 − κ0 + rκ1)s
S + rs s ∈ [0, S], r ∈ (−1,∞),
where the parameter s represents the arc length of the curve, κ0 and κ1 represent the start and end curvature values
respectively, S corresponds to the length of the GCS and r is referred to as the shape factor.
GCS curves are useful in span generation such as transition curves between two data points [5]. This is particularly true
for the Cornu spiral, which is itself a member of the GCS family, having applications in highway design, robot trajectories
and roller coaster design [6,7].
Rewriting the GCS as
κ(s) = p+ qs
S + rs
with p = κ0S and q = κ1 − κ0 + rκ1, a family of degenerate curves can be represented.
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• If p = 0 and q = 0 then κ(s) = 0 and the curve is a straight line.
• If q = 0 and r = 0 then κ(s) = pS = κ0 and the curve is a circular arc.
• If q ≠ 0 and r = 0 then κ(s) = (p+q)sS and the curve is a Cornu spiral.
• If q = 0 and r ≠ 0 then κ(s) = p
(S+rs) and the curve is a logarithmic Spiral.
The curvature profile however only describes the shape of the curve. Translations or rotations do not affect the curvature.
Therefore, in order to completely define the curve in R2, its initial location, (x0, y0), and orientation, θ0, must be defined [8].
The orientation is decided by the angle, θ0, that the initial tangent vector makes with the positive x-axis.
Scaling of the curve can also be accounted for. Applying a scaling factorλ, new values for the parameters can be calculated
as: S∗ = λS, κ∗0 = κ0λ , κ∗1 = κ1λ and r∗ = r [8]. These properties lead to a definition of a normalised GCS.
Given a GCS, it is always possible to express it in normal form. This is achieved by firstly translating the GCS to the the
origin (therefore setting x0 = 0, y0 = 0). The curve is then rotated so that the initial tangent points along the positive x-axis
(θ0 = 0). Finally the curve is scaled to make the arc length equal to 1.
The normalised GCS curve can then be synthesised parametrically from [5]:
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In this integral form it is not always possible to represent this curve as a composition of fundamental functions. Apart
from trivial exceptions, for example the circle, the solutions are thus usually found by numerical integration [5]. This
representation makes them undesirable for direct use within CAD.
This paper outlines amethodwhich helps incorporate the GCS into CAD systems. The idea is to produce an approximation
that accurately reflects the curvature profile therefore mimicking the behaviour of a GCS. Specifically a quintic polynomial
in Bézier form will be used. The polynomial is of quintic order so as to accommodate geometric arguments without leaving
too many degrees of freedom and the Bézier form is used to exploit its geometrical properties.
Existing curve approximation research focuses on degenerate curve forms of the GCS such as the circle [9], Cornu
spiral [10] and logarithmic spiral [11]. These approximation methods measure the error with respect to the position of
the curve. Consequently, the curvature profile of the approximation is not controlled.
These approximation methods are also not flexible enough to accommodate an approximation to a general GCS curve.
In [9] symmetrical properties of the circle are exploited,whereas [11] uses an equiangular property; both properties ofwhich
do not extend to a general GCS. A linear curvature profile of a Cornu spiral is studied in [10] wherein an approximation to
the Fresnel integrals is presented. However, a general GCS’s curvature profile is not linear but rational linear and so is not
expressed using Fresnel integrals.
Another way to approximate a GCS curve could be to use a Hermite interpolant [6]. This method interpolates the start
and end derivative data, of order k, from the GCS with the unique polynomial of order (2k + 1) which share these values.
If the approximation is not satisfactory, a higher order interpolant can be used. However, in order to obtain a satisfactory
approximation, kmay be too large for practical use.
Similarly, a transition curve across G2 point data of the GCS could be used as an approximation. A method in which
a Pythagorean Hodograph (PH) quintic curve is used to transition between two circles is outlined in [12]. However, this
method only outlines how to blend between circles and notG2 point data. The curvature profilemay also contain oscillations
since monotonicity is not guaranteed.
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A G2 method is outlined in [13] which uses a pair of PH quintic spiral segments. However, the requirement that the
two PH curves have zero curvature at their intersection points would result in an unnecessary inflection point. Thus for
non-inflecting GCS curves it would be a poor approximation.
Research has been carried out to create an approximation method for a general GCS [4]. A method exists which uses a
quintic Bézier; matching the G2 conditions at the end points leaving four degrees of freedom. These four degrees of freedom
are then varied in a search until an error within a tolerance is achieved. This error is measured with respect to the relative
curvature error between the GCS and the quintic Bézier approximating it.
Although this method produces approximations to a GCS, its reliance on a numeric search makes it computationally
expensive. Each configuration of the four free variables require an error function to be calculated. Each time this function is
calculated the quintic must be reparameterised w.r.t. arc length and the curvature profiles compared. Thus this method is
impractical for CAD implementation.
The proposed method seeks to interpolate the GCS to satisfy the G3 constraints at the end points with a quintic Bézier,
leaving two degrees of freedom. The G3 constraints are shown to have the properties of a G2 interpolation that also matches
the first derivative of the curvature profile at the start and end points. The two free variables hold geometric significance
and an initial value for these variables can be argued for. This provides an initial approximation for the GCS.
However, for a small subset of GCS curves this initial approximation is unacceptable. In this case a search is employed on
the two independent variables. Characteristics of the searching domain are utilised to manipulate a searching algorithm to
generate approximations more efficiently by selecting an appropriate starting value.
The newmethod aims to reduce the computational expense required to create an approximation to the GCS. This is done
by reducing the necessity for a search. However, if a search is still required the degrees of freedom are reduced from the
four in [4] to two.
The remainder of the paper is organised as follows. Section 2 introduces the background theory. Section 3 describes
the approximation method in detail. Analysis of the performance of the method is considered in Section 4. Finally, some
concluding remarks on the method’s effectiveness and on possible improvements are given in Section 5.
2. Preliminaries
2.1. GCS derivative information
Given a normalised GCS segment, it is possible to calculate the derivative information at the start and end points. Recall
that the parameterisation for a GCS, F(t) for t ∈ [0, 1], is given by (1). The derivative data at the endpoints can thus be
calculated as:
F(0) = (0, 0) F(1) = (x, y)
F′(0) = (1, 0) F′(1) = (cos θ, sin θ)
F′′(0) = (0, κ0) F′′(1) = κ1(− sin θ, cos θ)
F′′′(0) = F
′′(0)
κ(0)
κ ′(0)− F′(0)κ(0)2 = (−κ20 , (κ1 − κ0)(1+ r))
F′′′(1) = F
′′(1)
κ(1)
κ ′(1)− F′(1)κ(1)2 = F′′(1) (κ1 − κ0)
(1+ r) − F
′(1)κ21
where ′ represents differentiation w.r.t. the parameter t, (x, y) is the end point and θ is the winding angle calculated from:
θ =
 1
0
κ(s)ds =
 1
0
(κ1 − κ0 + rκ1)s+ κ0
rs+ 1 ds
= κ0 + κ1
2
if r = 0,
= r(κ1(1+ r)− κ0)+ (1+ r)(κ0 − κ1)ln(1+ r)
r2
otherwise.
The end points can be calculated by numerical integration of (1), such as Romberg integration [14].
Let the ith derivative w.r.t. t evaluated at s = a be denoted by Dia so that F(i)(a) = Dia =

Dia,x,D
i
a,y

. For example
F′′(0) = D20 = (0, κ0). The derivative data can therefore be represented by {Dij}i=0,1,2,3j=0,1 .
2.2. Quintic Bézier derivative information
The proposed method uses a quintic polynomial in Bézier form as the approximating function. The quintic Bézier is a
quintic polynomial governed by the control points Vi and is defined by:
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i

(1− u)5−iuiVi.
Derivatives of the quintic Bézier can be calculated from [3]:
dkV(u)
duk
= 120
(5− k)!
5−k
i=0

k
j=0

k
j

(−1)k−jVi+j

B5−ki (u).
Start and end point derivative data are therefore given by:
V(0) = V0 V(1) = V5
V′(0) = 5(V1 − V0) V′(1) = 5(V5 − V4)
V′′(0) = 20(V2 − 2V1 + V0) V′′(1) = 20(V5 − 2V4 + V3)
V′′′(0) = 60(V3 − 3V2 + 3V1 − V0) V′′′(1) = 60(V5 − 3V4 + 3V3 − V2).
2.3. Geometric continuity
The approximation method proposed in this paper seeks an interpolating quintic Bézier to satisfy the G3 conditions with
the GCS at the end points. In order to understand the geometric significance of the G3 conditions, first their derivation must
be explained.
The G3 conditions are derived from the definition of third order geometric continuity [15]. Geometric continuity is a
special case comparable to standard parametric continuity.
For nth order parametric continuity, Cn, between two vector functions f(t) and g(u) at a then it must be that:
di
dt i
f(a) = d
i
dui
g(a) i = 0 . . . n
i.e. their derivatives match exactly.
Geometric continuity extends from this definition but uses the arc-length parameterisation. The definition states that f(t)
and g(u) are Gn continuous at a if and only if their arc length parameterisations meet with Cn continuity at a [15].
That is:
di
dsi
f(a) = d
i
dsi
g(a) i = 0 . . . n (2)
where the parameter s represents arc length.
Another important equivalent definition for geometric continuity allows for the functions f(t) and g(u) to be
reparameterised. This reparameterisation however must produce geometrically equivalent curves and so must coincide
with each other at the end points and lie in the same range [15].
For nth order geometric continuity, Gn, between two functions f(t) and g(u) at a it must be that; there exists a
parameterisation g˜(r(u)) equivalent to g(u) and that [15]:
di
dt i
f(a) = d
i
dui
g˜(a) i = 0 . . . n.
This definition is used to create a coefficient matrix with accompanying shape factors αi i = 1 . . . n. The αi’s are real, free
variables which relate to the reparameterisation function [15].
The coefficient matrix corresponding to G3 continuity between f(t) and g(u) at a can be calculated as: f(a)f′(a)f′′(a)
f′′′(a)
 =

1 0 0 0
0 α1 0 0
0 α2 α21 0
0 α3 3α1α2 α31

 g(a)g′(a)g′′(a)
g′′′(a)
 . (3)
Notice C3 continuity can be achieved by setting α1 = 1 and α2 = α3 = 0. In general parametric continuity can be
achieved from geometric continuity by setting the shape factors α1 = 1 and αi = 0 for i = 1 . . . n.
2.4. Measuring the accuracy of the approximation
Part of themotivation behindusing aGCS curve is that the curvature is a smoothmonotonic function. This property,which
ensures fairness, is what the approximation should bemimicking. Therefore when questioning how good an approximation
is, a measure of error should reflect on its curvature.
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This suggests that rather than using traditional measures of error, such as Hausdorff distance, the curvature profiles of
the GCS and the approximation should be compared; as proposed in [4]. However, before any comparison can be made a
curvature profile of the approximation must be calculated. This involves reparameterising the curve so that the parameter
reflects arc-length (as is the case for the GCS).
The arc-length at parameter value t can be calculated as
a(t) =
 t
0
∥V′(τ )∥dτ .
A possible approach to calculate the function a(t) could be to use a numerical integration method, for example Romberg
integration [14].
The arc-length parameterisation of V(t) has the form V(a−1(s)) for s ∈ [0, Sb] where Sb is the total length of the curve.
Before the two curvature profiles are compared, a−1(s) is normalised by a factor 1Sb so that the new curvature function κb(s)
and the normalised GCS curvature function κg(s) both range over the values [0, 1] as proposed in [4].
Two ways to compare these curvature functions are the absolute curvature difference (ϵa) or the relative curvature
difference (ϵr);
ϵa(κb, κg; s) = |κb(s)− κg(s)| and ϵr(κb, κg; s) = |κb(s)− κg(s)||κg(s)| .
The absolute curvature difference is not a good measure when dealing with large curvature values. On the other hand,
relative curvature difference is not a goodmeasurewhen dealingwith curvature values close to 0. A compromisewas formed
in [4] by only using the absolute value when sufficiently close to zero curvature. However, the value on which this change
occurs was arbitrary and not well defined and so a new measure is considered.
Choosing the error function, ϵ, as the minimum of the absolute and relative difference not only is ϵ well defined it is also
continuous:
ϵ(κb, κg; s) = min{ϵa(κb, κg; s), ϵr(κb, κg; s)}
= |κb(s)− κg(s)|
max{|κg(s)|, 1} .
An approximation can thus be assigned an error value equal to the maximum error experienced throughout the domain
of function. That is:
ϵ = ϵ(κb, κg) = max
s∈[0,1]
|κb(s)− κg(s)|
max{|κg(s)|, 1} .
Approximations are then sought such that the error is within some tolerance i.e. ϵ ≤ µ. If µ is too large the level of
accuracy diminishes. Conversely, if µ is too small then the tolerance cannot always be met. Although in theory µ can be set
to any value, a reasonable suggestion that ensures high quality definition is µ = 0.05 [16]. For the remainder of the paper
an approximation is classified as acceptable if ϵ ≤ 0.05.
3. The method
Before the G3 approximation is presented another well known approximation method, a quintic C2 Hermite spline [6],
is applied to a GCS in order to gain some insight into the shape parameters αi. This method interpolates the parametric
derivative data, up to second order, of the function to be approximated. An example of a C2 Hermite approximation to a
GCS, along with the curvature plot, is given in Fig. 1.
At the start and end points the approximation methodmatches the second derivative data and thus the curvature values
agree. However, the tangents of the curvature profile do not agree and so an approximation could be improved by ensuring
this property.
Mathematically, the following conditions need to be satisfied:
d
ds
κV(0) =
d
ds
κF(0)
d
ds
κV(1) =
d
ds
κF(1) (4)
where κV(u) and κF(t) are the curvature functions for V(u) and F(t) respectively.
Since the curvature profile is just the second derivative of a functionw.r.t. arc length, (4) is equivalent to theG3 continuity
conditions (as is shown by the following equation using (3)).
d3
ds3
V(a) = d
ds

d2
ds2
V(a)

= d
ds
κV(a) =
d
ds
κF(a) =
d3
ds3
F(a).
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Fig. 1. [a] A C2 Hermite approximation (black) to the normalised GCS (κ0 = 1, κ1 = 3, r = −0.75) (grey). [b] The corresponding curvature plot.
[c] A close up of the initial curvature. [d] The relative curvature error (ϵ = 0.045).
Therefore in order to satisfy property (4) using a quintic Bézier to approximate a GCS, the following sets of equations can
be formed via (2). Shape factors β1, β2, β3 are used for the initial point conditions and γ1, γ2, γ3 are used for the end point
conditions, note that the βi, γi are real parameters independent of each other.
The geometrical constraints at the start point are: V05(V1 − V0)20(V2 − 2V1 + V0)
60(V3 − 3V2 + 3V1 − V0)
 =

1 0 0 0
0 β1 0 0
0 β2 β21 0
0 β3 3β1β2 β31


D00
D10
D20
D30
 .
For the end point, the geometrical constraints are: V55(V5 − V4)20(V5 − 2V4 + V3)
60(V5 − 3V4 + 3V3 − V2)
 =

1 0 0 0
0 γ1 0 0
0 γ2 γ 21 0
0 γ3 3γ1γ2 γ 31


D01
D11
D21
D31
 .
After some manipulation the constraints can be seen to be:V0V1V2
V3
 = 1
60

60 0 0 0
60 12β1 0 0
60 3β2 + 24β1 3β21 0
60 β3 + 9β2 + 36β1 9β21 + 3β1β2 β31


D00
D10
D20
D30
 ,
V5V4V3
V2
 = 1
60

60 0 0 0
60 −12γ1 0 0
60 3γ2 − 24γ1 3γ 21 0
60 −γ3 + 9γ2 − 36γ1 9γ 21 − 3γ1γ2 −γ 31


D01
D11
D21
D31
 .
Then V0,V1,V4,V5 are completely defined by the derivative data and the shape factors β1 and γ1. However, V2 and V3
need to simultaneously satisfy the constraints at the start and end points.
That is, the equations involving V2 and V3:
60D00 + (3β2 + 24β1)D10 + 3β21D20 = 60D01 + (−γ3 + 9γ2 − 36γ1)D11 + (9γ 21 − 3γ1γ2)D21 − γ 31 D31,
60D00 + (β3 + 9β2 + 36β1)D10 + (9β21 + 3β1β2)D20 + β31D30 = 60D01 + (3γ2 − 24γ1)D11 + 3γ 21 D21,
need to be satisfied.
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There are six degrees of freedom, namely the six shape parameters, and four equations to be satisfied, two each for the
x and y values of V2 and V3.
The four parameters β2, β3, γ2, γ3 behave linearly within these four equations hence a solution can be determined for
these parameters given information about β1 and γ1 (since the derivative data Dij is known). The following solution was
calculated using Maple©software [17]:
β2 = B(β1, γ1)D(β1, γ1) and γ2 =
G(β1, γ1)
D(β1, γ1)
, (5)
where
B(β1, γ1) = 13

−60D11,yD11,xD01,y − 3γ 31 (D21,y)2D11,x − (D11,y)2γ 31 D31,x
+ 3γ 31 D21,yD21,xD11,y + D11,yD11,xγ 31 D31,y − 60D01,yD11,xD21,yγ1
− 24β1(D11,y)2 + 60(D11,y)2D01,x − β31D30,yD21,xγ1D11,y
+β31D30,yD11,xD21,yγ1 + 9D20,yβ21D11,xD21,yγ1 + 60D01,yD21,xγ1D11,y
− 9D20,yβ21D21,xγ1D11,y + 3D20,yD11,yD11,xβ21 + 15D11,yD11,xγ 21 D21,y
− 15(D11,y)2γ 21 D21,x

.
G(β1, γ1) = −13

3D11,xβ
3
1 (D
2
0,y)
2 − 60D11,xD01,yβ1D20,y − 3D11,yγ 21 D21,y
+D11,xγ 31 D31,yβ1D20,y − 15D11,yβ21D20,y + 60D01,xD11,yβ1D20,y
+ 9γ 21 D21,xD11,yβ1D20,y − γ 31 D31,xD11,yβ1D20,y + D11,yβ31D30,y
− 60D11,yD01,y + 24(D11,y)2γ1 − 9D11,xγ 21 D21,yβ1D20,y

.
D(β1, γ1) = β1γ1(D11,xD21,yD20,y − D21,xD11,yD20,y)− (D11,y)2.
Moreover, it suffices to only calculate the shape factors β2 and γ2 as β3 and γ3 are not required to define the control
vertices. This is because the values for the control points Vi are:
V0 = D00,
V1 = β15 D
1
0 + D00,
V2 = β
2
1
20
D20 +

β2
20
+ 2β1
5

D10 + D00,
V3 = γ
2
1
20
D21 +

γ2
20
− 2γ1
5

D11 + D01,
V4 = −γ15 D
1
1 + D01,
V5 = D01.
Althoughβ3 and γ3 are not required they can be used as a check to validate theG3 conditions atV2 andV3. Their derivation
is shown in the Appendix.
Thus an approximation is completely defined by the derivative data of the GCS along with values for β1 and γ1. The two
free parameters β1 and γ1 have geometric significance. Notice from the start and end point constraints that:
5(V1 − V0) = β1D10, 5(V5 − V4) = γ1D11.
Therefore β1 and γ1 relate to the magnitude of the vectors ∥V1 − V0∥ and ∥V5 − V4∥ respectively and hence the magnitude
of the initial and end tangents.
Recall from Section 2.3 that C2 continuity is equivalent to G2 continuity when β1 = γ1 = 1 and β2 = γ2 = 0. Drawing
insight from the Hermite C2 interpolant a sensible initial value for the shape factors could therefore be β1 = γ1 = 1. In
Fig. 2 examples of this initial approximation are given along with the curvature profiles and relative curvature errors.
From Fig. 2 it is apparent that this approximationmethodwill not always suffice. This is generally caused by unreasonable
values for β2 and γ2. If these values are too large the vertices V2 and V3 are a relatively large distance away from V1 and V4
respectively.
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Fig. 2. [a, d] An initial G3 approximation (black) to the normalised GCS (grey) ([a] - κ0 = 1, κ1 = 3, r = −0.75; [d] - κ0 = 0.36, κ1 = 2.7, r = 0.1). [b, e]
The corresponding curvature plots. [c, f] The relative curvature errors ([c] - ϵ = 0.016; [f] - ϵ = 0.23).
This problem is caused when the denominator, D(β1, γ1), in (5) approaches 0. As the denominator, D(β1, γ1), tends to 0
the approximation becomesmore unreasonable, caused by a divergence of the valuesβ2(β1, γ1), γ2(β1, γ1) towards∞. This
behaviour occurs when the denominator is sufficiently close to 0. Numerical testing suggests unreasonable approximations
occur when |D(β1, γ1)| ≤ 0.1.
Recalling the derivative data from Section 2.1, the denominator of an approximation can be calculated using:
D(β1, γ1) = β1γ1(D11,xD21,yD20,y − D21,xD11,yD20,y)− (D11,y)2,
= β1γ1(cos(θ)κ1 cos(θ)κ0 − (−κ1 sin(θ) sin(θ)κ0))− sin2(θ),
= β1γ1κ0κ1 − sin2(θ). (6)
3.1. A search method
If an initial approximation is unacceptable (i.e. ϵ > µ), a numerical search involving the free parameters (β1, γ1) is
employed. The search is measured with respect to the error function ϵ which is to be minimised and is performed until
within a desired tolerance ϵ ≤ µ.
When employing a search algorithm an initial starting point is often required [14]. Establishing an appropriate starting
point is essential to increase the efficiency of the rate of convergence to a solution and the likelihood of yielding one. This
implies a search should begin not only close to a solution but also in a stable region.
A criteria,P , for a possible starting point can be definedwith the aim of increasing the efficiency of the search. Properties
that the starting point should possess are first established and then used to restrict values to define P .
Recall that β1 and γ1 reflect the size of the initial and end tangent vectors. In Bézier form this translates to five times the
distance between V0 to V1 and V5 to V4. Obviously these values should not be negative, otherwise the tangents will point in
the opposite direction. Thus a lower bound of β1, γ1 > 0 is chosen.
Intuitively, β1 and γ1 should also not be too large as this would result in V0 (V5) being too far from V1 (V4). Therefore an
upper bound for these values should also be defined.
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Recall that the arc-length of the curve is Sb =
 1
0 ∥V˙(τ )∥dτ ≈ 1. Considering the simplest Romberg approximation
(equivalent to the trapeziod rule) [14] then
S ≈ 1
4
∥V˙(0)∥ + 1
2
V˙12
+ 14∥V˙(1)∥
= 1
4
β1 + 12
V˙12
+ 14γ1
>
1
4
(β1 + γ1).
Therefore, a suitable upper bound is β1, γ1 < 4.
To avoid the function tending to infinity locally, the initial value (β1, γ1) is restricted such that the denominator,
D(β1, γ1) > 0.1.
Therefore the criteria, P , can be defined as:
P = {(β1, γ1) ∈ [0, 4] × [0, 4] : |D(β1, γ1)| > 0.1}.
Any value in P could be used to start a search, however better starting points can be argued for.
Previously, it was argued that large values for β2(β1, γ1) and γ2(β1, γ1) contributed to a poor approximation. Therefore
an idea might be to control these values.
Again drawing inspiration from the C2 Hermite model consider β2 = γ2 = 0. This implies that the first and
second parametric derivatives are orthogonal, a property that agrees with the GCS. Therefore finding values which yield
β2(β1, γ1) = γ2(β1, γ1) = 0 would be a good suggestion for a starting value.
To calculate which values of β1 and γ1 give β2 = γ2 = 0, a set of equations must be solved, equivalent to B(β1, γ1) =
G(β1, γ1) = 0 from (5). These bivariate polynomials have at most 16 solutions by Bezout’s Theorem [18].
These solutions must also satisfyP in order to be a suitable initial point. If there are multiple suitable solutions then the
one with the smallest error should be used. In the rare event no such solutions exist, a random value in P can be chosen as
the starting point for the search.
A search may not be necessary if this initial value already meets the tolerance. If this is not the case a search in
2-dimensions can now be implemented. Derivative data of the ϵ function is difficult to calculate and so a suitable numerical
minimisation routine is Powell’s method [14].
The method begins from an initial point and minimises along a 1-dimensional line of the 2-dimensional domain. A
suitable initial 1-dimensional line of the 2-dimensional search domain is (β1, γ1) = (1,−1)whichmaximises the difference
between β1 and γ1. The direction of the line is then altered after every iteration [14] and a new minimum sought. This
minimum is guaranteed to be at most the size of the previous minimum. The process is repeated until either a desired
tolerance, ϵ ≤ µ, is achieved or the search fails.
This can occur because either the number of iterations exceeds a preset number or a local minima has been discovered
such that ϵ > µ. If this scenario were to occur then two possible courses of action are to either increase the tolerance,µ, or
split the curve into smaller segments.
3.2. The algorithm
A short summary of the construction algorithm follows. As soon as an acceptable approximation is found the algorithm
finishes.
Step 1. Apply the initial G3 approximation with β1 = γ1 = 1.
If ϵ ≤ µ then the approximation is acceptable.
Otherwise a search is required.
Step 2. Find an initial point for the search. Begin by solving β2 = γ2 = 0.
Step 3. Pick the solution with smallest ϵ that also satisfies P .
If none exist then pick a random value in P .
Step 4. Apply Powell’s method from the starting value, re-iterating until either an acceptable value is found or search fails.
Step 5. Either split the curve or increase the tolerance, µ.
Then start the approximation again.
4. Examples and analysis
In this section examples of approximations to several GCSs are given. To begin an approximation to the quarter circle is
given followed by an inflecting GCS curve. Then a GCS whose initial approximation produces a denominator less than 0.1
is considered. Analysis of the curve and the curvature error is presented and discussed. Finally a graph which shows the
accuracy for the initial β1 = γ1 = 1 approximation across a range of Cornu spirals is presented. This indicates how often a
search may be required. A tolerance of µ = 0.05 is used throughout.
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Fig. 3. [a] An approximation (black) to the quarter-circle (grey). [b] The relative curvature error (ϵ = 5.5 · 10−4).
Fig. 4. [a] An approximation (black) to the normalised GCS (grey) (κ0 = 1.5, κ1 = −1.6, r = 0.5). [b] The relative curvature error (ϵ = 0.014).
Fig. 5. [a] An approximation (black) to the normalised GCS (grey) (κ0 = 0.36, κ1 = 2.7, r = 0.1). [b] The relative curvature error (ϵ = 0.0079).
An approximation to the quarter circle can be found by considering the normalised GCSwith κ0 = κ1 = π2 , r = 0, S = 1.
The initial approximation considers β1 = γ1 = 1. This gives β2 = 0.0078, γ2 = −0.0078 and this yields an error of
ϵ = 5.5 · 10−4. An illustration of this approximation is given in Fig. 3. By means of comparison a C2 Hermite approximation
has an error of ϵ = 0.0030.
Next, a normalised inflecting GCS with κ0 = 1.5, κ1 = −1.6, r = 0.5 and S = 1 is considered. The initial approximation
with β1 = γ1 = 1 gives β2 = −0.0046 and γ2 = 0.12. The error is ϵ = 0.014 and an illustration of this approximation is
given in Fig. 4. The Hermite approximation yields an error of ϵ = 0.019.
Finally, the normalised GCS with κ0 = 0.36, κ1 = 2.7, r = 0.1 from Fig. 2 is reconsidered. The denominator is calculated
as D = −0.028. Since D is close to zero this suggests that the initial β1 = γ1 = 1 approximation method is unsuitable. This
is confirmed when (β2, γ2) is calculated as (−5.82,−2.00) which produces an error ϵ = 0.23.
Thus a search on ϵ(β1, γ1) should be implemented. An initial value for the search must be decided. Solving β2 = γ2 = 0
using Maple©software 14 solutions were found [17] all of which give orthogonal first and second derivatives. Six solutions
were complex, three were negative, and three had a denominator less than 0.1. Recalling β1, γ1 must be real, positive and
give a denominator greater than 0.1 to lie inP , these solutions were discarded. The remaining solution with least error had
a starting value of (β1, γ1) = (0.73, 1.11). This gave an error of ϵ = 0.060.
A searchwas then implemented from this initial point. After a single iteration of Powell’s method a better approximation
with (β1, γ1) = (0.70, 1.15) and an error of ϵ = 0.0079 was found. This approximation is given in Fig. 5. An illustration of
the searching domain is given in Fig. 6. As a comparison the Hermite approximation yields ϵ = 0.025.
For completeness the other solution of (β1, γ1) = (1.87, 0.006) is also considered. The initial point has an error of
ϵ = 0.86. After 1 iteration (β1, γ1) = (1.33, 0.55). This gives an error of ϵ = 0.01 so after 1 iteration the approximation is
acceptable.
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Fig. 6. [a] The error (ϵ) as a function of the shape parameters β1, γ1 define the search domain. [b] This image highlights the regionwith a zero denominator
(grey) and the sequential approximations of [β1, γ1] = [1, 1], [0.73, 1.11] and [0.70, 1.15] (white).
Fig. 7. [a] The error (ϵ) of the initial β1 = γ1 = 1 approximation for a variety of Cornu spirals with κ0, κ1 = −π . . . π . [b] This image highlights when the
denominator function is zero (grey).
A direct comparison between the efficiency of the proposed method and the method in [4] would be inappropriate. This
is because a search routine is not defined in [4]. Furthermore, the choice of parameters and initial valuesmeans that Powell’s
method is not suitable. However, since the proposed method only has two degrees of freedom it is intuitive to expect it to
converge faster than a search with four parameters as in [4]. Another important property of the proposed method is that a
search is not always required making it a much more efficient approach than [4].
The final figure, Fig. 7, illustrates the effectiveness of the β1 = γ1 = 1 initial approximation for a range of cornu spirals
and hence how often a search is required. The values for initial and end curvatures are varied from−π to π
From the figure it is clear thatmost approximations result in an immediate satisfactory approximation (99% of the region).
In fact the only time that the error exceeds the tolereance, ϵ > µ = 0.05, is when the denominator is close to zero. This is
shown by the proximity to the grey region where the denominator equals zero.
5. Concluding remarks
A method to approximate GCS curve segments using quintic polynomials has been presented. Geometric arguments,
the G3 conditions, were used to define all but two free shape parameters. An initial approximation was shown to be
acceptable across a wide range of GCSs. Moreover, it was possible to detect when this initial approximation was unlikely to
be acceptable.
Thismethod improves on thepreviously best technique from [4] by reducing thenecessity of a computationally expensive
search routine. If a search is required, it is reduced from four free variables to two. Information about the characteristics of the
domain for the search function helped design a more efficient search routine. This was achieved by using Powell’s method
and starting in an area where the denominator was not sufficiently close to zero.
The method also produced better approximations than the established C2 Hermite method. Therefore this technique is
worthy of further consideration.
A search routine however can still be computationally expensive. Also there is a possibility that a search might not find
an acceptable approximation. It is therefore the intention to improve the method so as not to require a search. A possible
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way to achieve this is to control the values for the two shape parameters (β1, γ1) which would ideally be derived with a
geometrical justification.
Appendix. Calculation of β3 and γ3
The following solution was calculated using Maple©software [17] where:
β3 = B(β1, γ1)D(β1, γ1) and γ3 =
G(β1, γ1)
D(β1, γ1)
B(β1, γ1) = −36(D11,y)2β1 + 120(D11,y)2D01,x + D30,xβ41D11,yD21,xγ1D20,y
−D30,xβ41D11,xD21,yγ1D20,y + D11,xD20,yβ1D11,yD31,xγ 31
+ 3D21,xγ 31 D11,xD21,yD20,yβ1 + 15D11,xD20,yβ1D11,yD21,xγ 21
− 60D01,xD11,yD21,xγ1D20,yβ1 + 60D01,xD11,xD21,yγ1D20,yβ1
−D20,yβ1(D11,x)2D31,yγ 31 − 3D11,yD21,xγ1D30,yβ31
+ 9D11,yD21,xγ1D20,yβ21 + 3D11,xD21,yγ1D30,yβ31
− 9D11,xD21,yγ1D20,yβ21 − 3(D21,x)2γ 31 D11,yD20,yβ1
− 15D20,yβ1(D11,x)2D21,yγ 21 − 60D11,xD20,yβ1D11,yD01,x
+ 120D11,yD11,xD01,y − 3(D20,y)2β31 (D11,x)2 − D30,xβ31 (D11,y)2
− 3(D11,y)2D31,xγ 31 − 48(D11,y)2D21,xγ 21 + 9D11,x(D21,y)2γ 31
− 3D11,xD11,yD31,yγ 31 − 180D11,xD21,yγ1D01,y
−D11,yD11,xD30,yβ31 + 60D20,yβ1(D11,x)2D01,y
+ 9D11,yD21,xγ 31 D21,y + 180D11,yD21,xγ1D01,y
+ 24D11,yD11,xD20,yβ21 + 48D11,yD11,xD21,yγ 21 ,
G(β1, γ1) = −D20,yβ1D21,yγ 41 D31,x + 60D20,yβ1D21,yγ1D01,x − 60D20,yβ1D21,xγ1D01,y − 9D20,yβ1D11,xD21,yγ 21
− 3D20,yβ1D11,xD31,yγ 31 + D31,yγ 41 D21,xD20,yβ1
+D11,yD31,yγ 31 + 24D11,yD21,yγ 21 − 3(D21,y)2γ 31 − 3D11,yD30,yβ31
− 9(D20,y)2β31D11,x − 180D20,yβ1D11,xD01,y − 180D20,yβ1D11,yD01,x − D21,yγ1D30,yβ31 − 36(D11,y)2γ1
+ 3D20,yβ1D11,yD31,xγ 31 + 15D21,yγ1D20,yβ21 + 9D20,yβ1D11,yD21,xγ 21 + 3(D20,y)2β31D21,xγ1
+ 60D21,yγ1D01,y + 120D11,yD01,y + 48D11,yD20,yβ21 ,
D(β1, γ1) = β1γ1(D11,xD21,yD20,y − D21,xD11,yD20,y)− (D11,y)2.
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