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Erst später wurden mir die Vorzüge die-
ser Situation richtig bewusst. Allmählich
bin ich von der mathematischen Logik
über die so genannte „philosophische 
Logik“ – was das genau ist, ist hier eben-
so nicht wichtig – in die Philosophie von
Logik und Sprache, und von dort schließ-
lich in die Welt der Sprachwissenschaft
übergesiedelt – ohne meine früheren In-
teressen jedoch ganz aus dem Auge zu
verlieren. Aber unvermeidlicherweise
wurden diese doch immer wieder, und
immer stärker, von neuen Aufgaben in
den Hintergrund gedrängt. Nicht nur bei
Mathematikern besteht die Tendenz, ei-
nen solchen Werdegang eher als Abstieg
zu werten. Dass sie weiter verbreitet ist,
haben mir die Reaktionen gezeigt, die
meine Antworten bei nahezu jedem aus-
lösten, der sich heute nach meinem Beruf
erkundigt. Durchweg begegnet meiner
Antwort, ich sei Sprachwissenschaftler,
eine freundlich-höfliche, gelegentlich 
ironisch gefärbte Anteilnahme. Wenn ich
meinem Geständnis dann noch hinzufü-
ge, innerhalb der Sprachwissenschaft 
gelte mein Interesse insbesondere der
Semantik – dem Zweig der Linguistik, in
dem es um sprachliche Bedeutung geht –,
dann macht das die Sache nicht besser. 
Selbstverständlich machen einen sol-
che Reaktionen etwas betrübt. Einen wie
mich, der sich den Zielen und Problemen
der Semantik irgendwann deshalb ver-
schrieben hat, weil er diese aufgrund sei-
ner bisherigen Tätigkeiten für unaus-
weichlich und zugleich für eine wichtige
und ernstzunehmende Herausforderung
hielt, stimmen sie aber auch nachdenk-
lich: Warum gibt es diese offenbar weit-
verbreitete Neigung, die Linguistik, und
insbesondere die Semantik, zu be-
lächeln? Warum nicht auch hier die Be-
reitschaft, erst einmal davon auszugehen,
dass es sich wohl um ein seriöses Unter-
nehmen handeln wird, mit interessanten
wissenschaftlichen Zielen und nicht-tri-
vialen Forschungsaufgaben, die nur
durch eine Gemeinschaft kluger und ge-
zielt ausgebildeter Forscher zu bewälti-
gen sind – auch wenn man nicht so ge-
nau weiß, worum es genau geht?
Es gab eine Zeit, da war ich Logiker. Ich beschäftigte mich mit mathematischer Logik, 
also mit einem Teilgebiet der Mathematik. Was die spezifischen Ziele der mathemati-
schen Logik sind, ist hier nicht wichtig, im Gegenteil, möchte man fast sagen. Denn
unter einem gewissen Gesichtspunkt war es offenbar ziemlich egal, was mathemati-
sche Logik eigentlich ist. Auch damals fragten Leute mich gelegentlich, was ich denn
so tue. Und wenn ich dann zur Antwort gab, dass ich mich mit mathematischer Logik
beschäftige, war man eigentlich fast immer beeindruckt. Dabei hatten die meisten, 
die mich fragten, gewiss keinen Schimmer, was mathematische Logik ist. Aber kaum
einer traute sich so recht nachzufragen. Beeindruckt war man allemal.
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Ich werde versuchen, zu dieser Frage,
die mich seit etlichen Jahren umtreibt
und irritiert, ein paar Gedanken zu formu-
lieren. Anschließend werde ich anhand
von einigen Beispielen versuchen, einen
Eindruck von den Problemen zu vermit-
teln, mit denen sich die Linguisten (und
insbesondere die Semantiker) herum-
schlagen und was dabei den Reiz und die
Herausforderung ausmacht. Und zuletzt
möchte ich mich zu einigen Fragen
äußern, die die Methoden der Linguistik
betreffen sowie ihre Beziehung zu den
Nachbarwissenschaften Computerlinguis-
tik, Psycholinguistik und Neurolinguistik.
Ein Ziel wird dabei sein, den besonderen
Charakter der Linguistik hervorzuheben,
der sie meiner Meinung nach von allen
anderen Wissenschaften nicht nur inhalt-
lich, sondern auch methodologisch unter-
scheidet; und mein zweites Ziel, dem Le-
ser plausibel zu machen, dass die Linguis-
tik den heutigen Ansprüchen der Wissen-
schaft uneingeschränkt genügt. 
Zuerst aber ein paar einführende Be-
merkungen zur Lokalisierung der Linguis-
tik innerhalb der großen und zunehmend
verwirrenden Vielfalt wissenschaftlicher
Disziplinen.
Sprache als Kommunikations-
system 
Die Linguistik gehört zu den „Sciences de
l'Homme“ – den Wissenschaften, die un-
sere eigene Spezies, die des Homo Sapi-
ens, betreffen – und insbesondere dieje-
nigen Aspekte, die den Menschen inner-
halb der Menge aller Lebewesen als das
Einzigartige auszeichnen, für das wir uns
halten. Diese Aspekte haben immer et-
was mit dem menschlichen „Geist“ zu 
tun oder mit der kognitiven Veranlagung
des Menschen, wenn man eine solche
Formulierung vorzieht, und mit dem Ge-
brauch, den er von dieser Veranlagung
macht. Dies gilt insbesondere auch für
den Gegenstandsbereich der Linguistik:
die menschlichen Sprachen und unsere
Fähigkeit, sie zu erwerben und zu ver-
wenden. Die Linguistik ist nicht die einzi-
ge Wissenschaft, die die Sprache zum
Gegenstand hat. In vielen anderen
„Sciences de l'Homme“ spielt sie eben-
falls eine wichtige oder sogar zentrale
Rolle. In manchen, wie zum Beispiel in
der Literaturwissenschaft, geht es sogar 
– ebenso wie in der Linguistik – aus-
schließlich um Sprache. 
Trotzdem könnte der Unterschied zwi-
schen Literaturwissenschaft und Linguis-
tik kaum größer sein, als er ist. Der Unter-
schied ist gewiss offensichtlich genug. In
der Literaturwissenschaft geht es zwar,
wie auch in bestimmten Teilbereichen
der Linguistik, um Texte, jedoch primär
um das in ihnen ausgedrückte Gedanken-
gut – um Texte als Zeugnisse menschli-
cher Kultur, des menschlichen „Geistes“,
wäre man geneigt hinzuzufügen, wäre
das Wort „Geist“ nicht so abgewetzt und
durch Mehrdeutigkeiten entstellt. Die Be-
trachtungen, Bewertungen und Analysen
der Literaturwissenschaft setzen dabei
fast all das voraus, worum es in der Lin-
guistik nun gerade geht: alles, was mit
Sprache als stabilem, strukturiertem 
Kommunikationssystem zu tun hat sowie
mit der menschlichen Fähigkeit, sich mit
anderen sprachlich zu verständigen, zu
welchem Zweck auch immer. Für die Lin-
guistik ist jeder Gebrauch von Sprache 
im Prinzip von gleichem Interesse, nicht
nur die erhabenen Erzeugnisse, die sich
der Literaturwissenschaftler zum Thema
wählt, sondern genauso die alltäglichen,
für die Literaturwissenschaft belanglosen,
wie die Mitteilung vom Steueramt oder
das Gespräch beim Bäcker. Die Linguistik
ist in Bezug auf ihr Gegenstandsmaterial
nicht nur weniger selektiv, ihre Fragestel-
lungen sind insgesamt ganz andere, die
schon geklärt sein sollten dort, wo die Li-
teraturwissenschaft anfängt. Kein Wun-
der also, dass eine Zusammenarbeit zwi-
schen den beiden keine Selbstverständ-
lichkeit ist.
Die Auffassung, dass eine solche Zu-
sammenarbeit möglich und sinnvoll sein
sollte, ist eng mit der Konzeption von
Sprachwissenschaft als Philologie ver-
bunden, einer Disziplin, in der man Spra-
che aus unterschiedlichen Perspektiven -
der der Literatur sowie die der Linguistik -
betrachtet. Meist ist diese Konzeption
auch mit einer weiteren verknüpft, die in
der Verwendung des Plurals „Philologien“
sichtbar wird. Die Philologien sind die
Wissenschaften einzelner menschlicher
Sprachen wie „Germanistik“, „Anglistik“,
„Hispanistik“ und wie sich sonst nennen.
Diese Konzeption einer Wissenschaft, in
der man sich aus unterschiedlichen Per-
spektiven mit einer und nur einer Spra-
che befasst, gehört eigentlich einer eth-
nisch-nationalistisch geprägten Weltan-
schauung an, die nicht mehr so recht zu
unserer Zeit passt. In der tradierten Struk-
tur der Hochschule, wo die Einzelphilolo-
gien fast immer einen festen Bestandteil
der Geisteswissenschaften bilden, lebt sie
allerdings weitgehend unversehrt fort.
Und mit diesem organisatorischen
Aspekt der Universitäten geht die Idee
einher, zumindest Literaturwissenschaft-
ler und Linguisten ein und derselben Phi-
lologie müssten sich doch etwas zu sa-
gen haben.
Aber in beiden Bereichen haben die
neueren Entwicklungen die Zusammen-
arbeit eher erschwert. Die Literaturwis-
senschaft hat sich immer mehr der allge-
meinen Kulturwissenschaft genähert.
Fragen, bei deren Lösung ein Linguist im
Prinzip von Nutzen sein könnte, etwa die,
wie in der Lyrik Verletzungen grammati-
scher oder semantischer Regeln beson-
dere Effekte auslösen können, erscheinen
da weniger zentral. Ihrerseits hat sich die
Linguistik nicht nur zu einer zunehmend
technischen Disziplin entwickelt, deren
Methoden und Ergebnisse für einen
Außenstehenden oft nicht mehr auf An-
hieb verständlich sind, sondern sie hat
sich auch zunehmend zu einer verglei-
chenden Sprachforschung entwickelt, in
der es um das Phänomen Sprache im All-
gemeinen geht, deren Wesensmerkmale
sich in den Einzelsprachen auf oft unter-
schiedliche Art und Weise zeigen und die
man deshalb nur dadurch wirklich identi-
fizieren und erklären kann, indem man
Einzelsprachen miteinander vergleicht. Ei-
ne beruflich festgelegte Fokussierung auf
eine einzelne Sprache wird da eher als ei-
ne Behinderung empfunden.
Natürlich reicht unter diesem Gesichts-
punkt auch das Studium von zwei oder
drei relativ eng miteinander verwandten
Sprachen wie etwa Deutsch, Englisch,
Französisch nicht aus. Aber schon ein sys-
tematischer Vergleich dieser Sprachen ist
geeignet, vieles über die menschliche
Sprache allgemein zur Kenntnis zu brin-
gen, das man bei der Untersuchung von
nur einer dieser Sprachen leicht über-
sieht. Gewiss wäre eine Kombination von
Sprachen, die sich weniger nah sind, vor-
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zuziehen, auch wenn es nur wenige
wären. Auch der theoretische Linguist
würde es deshalb nur begrüßen, wenn
der Sprachunterricht sich stärker auf die
Weltsprachen unseres Zeitalters – neben
Englisch, Portugiesisch und Spanisch
gehören dazu sicher auch Arabisch, Chi-
nesisch, Japanisch, Russisch und Swahili
– konzentrieren würde. Denn diese reprä-
sentieren eine viel größere Bandbreite als
die traditionellen europäischen „Kultur-
sprachen“.
reicht offenbar nicht, um solche Syner-
gien auszulösen.
Mit Literaturwissenschaft hat die heuti-
ge Linguistik also letztendlich doch nur
wenig gemeinsam, zumindest in der der-
zeitigen Praxis. Von der Beziehung zu ihr
soll in diesem Aufsatz weiter auch nicht
die Rede sein. Vielmehr werden wir
Aspekte der Linguistik ins Auge fassen,
die in zwei ganz andere Richtungen
führen. Über eine von diesen muss jetzt
gleich etwas gesagt werden.
vergleichsweise kleinen. Aber auch nur
diesen Teil in Einzelheiten zu beschrei-
ben, ist eine wissenschaftliche Aufgabe,
von der wir zur Zeit nicht einmal mit Si-
cherheit voraussagen können, ob wir sie
je zum Abschluss bringen werden. Das
Problem ist deshalb so schwierig und 
umfangreich, weil die meisten Informati-
onsverarbeitungsmechanismen, die akti-
viert werden, wenn der Mensch – sei es
als Sprecher oder als Empfänger – von
seiner Sprachfähigkeit Gebrauch macht,
für direkte Beobachtung unzugänglich
sind. In dieser Hinsicht unterscheidet sich
die Ausübung unserer Sprachfähigkeit
zwar nicht von den sonstigen kognitiven
Fähigkeiten, über die der Mensch verfügt,
aber an der Aufgabe, mit dem sich der
Sprachwissenschaftler auseinanderzuset-
zen hat, ändert das weiter nichts. 
Ich sollte hier etwas genauer sein.
Dass nicht alles, was im menschlichen
Kopf vorgeht, wenn er einen Satz produ-
ziert oder versteht, seiner eigenen Beob-
achtung direkt zugänglich ist, ist natürlich
selbstverständlich. Zum Beispiel weiss je-
der, dass der Sprachbenutzer selbst keine
Ahnung davon hat, welche Teile seines
Hirns im Produzieren oder Verstehen von
sprachlichen Äußerungen involviert sind,
welche Hirnzellen dazu anregen, welche
Zellnetzwerke aktiviert werden müssen.
Schon weniger selbstverständlich, aber
immerhin etwas, das im Allgemeinen 
ohne Wenn und Aber akzeptiert wird, ist,
dass sich auch auf der Ebene der kogniti-
ven Psychologie – das heißt der Ebene,
auf der ein Psychologe die Prozesse be-
scheibt, mit denen er sich beschäftigt -
bei der Prozessierung von Sprache vieles
abspielt, das dem Prozessierenden selbst
verborgen bleibt.
n
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Eine fruchtbare Zusammen-
arbeit setzt voraus, dass sich
beide Seiten mit dem Wis-
sensstand und den Methoden
der Schwesterdisziplin ver-
traut machen.
Ich habe etwas übertrieben. Dass Lin-
guistik und Literaturwissenschaft sich
überhaupt nichts zu sagen hätten, stimmt
so nicht. Es gibt Bereiche, wie die Rheto-
rik, die Theorie von Text- und Diskurs-
struktur oder die Poetologie (die Analyse
der Lyrik und Epik), wo sich wesentliche
Berührungspunkte finden lassen und wo
die Möglichkeit zu einer konstruktiven Zu-
sammenarbeit besteht. Ich persönlich
zähle bestimmte Fragestellungen, bei de-
nen Literatur- und Sprachwissenschaftler
sich natürlich ergänzen, zu den Heraus-
forderungen der Sprachwissenschaft ins-
gesamt. Aber gerade hier setzt eine
fruchtbare Zusammenarbeit voraus, dass
sich beide Seiten mit dem Wissensstand
und den Methoden der Schwesterdiszi-
plin vertraut machen. Und leider sind die-
se Vorbedingungen nur allzu selten er-
füllt. Auch die institutionalisierte Nähe
von Literatur- und Sprachwissenschaft-
lern in einem einzigen Philologie-Institut
Das menschliche Sprachver-
mögen
Als Wissenschaft von der menschlichen
Sprachfähigkeit gehört die Linguistik zu
den Kognitionswissenschaften. Die Kog-
nitionswissenschaften beschreibt man
vielleicht am besten als diejenigen Wis-
senschaften, deren Thema die Informati-
onsverarbeitung in lebendigen, bewusst-
seinsfähigen Organismen ist. Durch die
rasanten Fortschritte der letzten Jahr-
zehnte in diesem Bereich ist die uner-
messliche Vielfalt von informationsverar-
beitenden Funktionen und Prozessen, aus
denen sich die kognitiven Kompetenzen
bei Mensch und Tier konstituieren, uns
viel deutlicher bewusst geworden, als
dies noch vor etwa dreißig Jahren der
Fall war. Das menschliche Sprachvermö-
gen und die dazu gehörigen Informati-
onsverarbeitungsmodule machen von
dieser Vielfalt nur einen Teil aus, einen
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Aber weder das verhüllte neuronale
Substrat noch die für einen Psychologen
bedeutsamen Aspekte von Sprachverar-
beitungsvorgängen sind für die eigentli-
che Arbeit des Linguisten direkt relevant.
Doch auch das für ihn direkt Relevante
entzieht sich der unmittelbaren Beobach-
tung eines Sprechers oder Hörers. Die
Diskussion der Beispiele im Abschnitt
„Germanische Sprachen im Vergleich“
soll von dieser Tatsache einen Eindruck
verschaffen. Aber als Auftakt zu jener Dis-
kussion bieten sich zuerst noch ein paar
allgemeine Bemerkungen zum Charakter
der menschlichen Sprache an sowie eini-
ge über Ziel und Methode der Linguistik,
die sich daraus ergeben werden.
Sprache als Kommunikations-
mittel
Ohne Sprache wäre der Mensch nicht
Mensch. Dabei ist die Bedeutung, die die
Sprache für ihn hat, eine zweiseitige.
Die eine Seite ist eine rein subjektive, sie
liegt sozusagen im Privatbereich. Ohne
Sprache könnten wir nicht denken, zu-
mindest nicht so denken, wie wir es nor-
malerweise tun; und vielleicht wäre Den-
ken ohne Sprache sogar ganz unmöglich.
Zugleich hat die Bedeutung der Sprache
aber auch eine intersubjektive Dimension.
Sprache ist ein Kommunikationsmittel,
sie ist das menschliche Kommunikations-
mittel par excellence, mit dem sich keine
andere Form menschlicher Kommunikati-
on vergleichen lässt. Beide Dimensionen
– die private und die soziale – sind we-
sentlich, und in einer umfassenden
Sprachtheorie müssen daher auch beide
zur Geltung kommen.
Mit dem zweiten, intersubjektiven
Aspekt der Sprache hängt ein dritter zu-
sammen, und dieser ist es, der Ziel und
Methodologie der modernen Linguistik
bestimmt hat. Jede menschliche Sprache
hat ihre eigene grammatikalische Struk-
tur. Es ist eine Struktur, die allen Spre-
chern der Sprache in einer bestimmten
Form bekannt sein muss. Denn es han-
delt sich hier um ein Wissen, das sich bei
jeder Gelegenheit, bei der Sprache ver-
wendet wird – bei jedem Kommunikati-
onsakt, jeder Produktion und jeder Inter-
pretation einer Äußerung –, zeigt. Es ist
ein gemeinsames Wissen, das von allen
Sprechern einer Sprache geteilt wird; 
und weil es ein gemeinsames ist, verleiht
es der gemeinsamen Sprache das, was
man ihre Eigenständigkeit nennen könnte
– eine Unabhängigkeit vom Einzelnen,
der sie beherrscht. Und dies ist so, ob-
wohl die Sprache nur in denjenigen und
durch diejenigen lebendig ist, die sie be-
herrschen und verwenden. Aufgrund die-
ser Unabhängigkeit ist es möglich, Spra-
chen als abstrakte, durch ihre grammati-
sche Struktur geprägte Symbolsysteme
zu betrachten und zu erforschen. Diese
Untersuchungen sind seit einigen Jahr-
zehnten das zentrale Anliegen der mo-
dernen Linguistik. 
Die Herausforderung bei diesen Unter-
suchungen ist das unermessliche Feld lin-
guistischer Fakten, das sich dem Sprach-
forscher entfaltet und der versucht, die
Einzelheiten sprachlicher Struktur zu do-
kumentieren. Dies gilt für jede Einzelspra-
che. Wenn man die menschlichen Spra-
chen insgesamt als Datenfeld betrachtet 
– es gibt zur Zeit immer noch an die
fünftausend Sprachen auf unserer Erde –,
so sind die Fakten um ein Vielfaches un-
ermesslicher. Dass es eine solche Vielfalt
von zum Teil sehr komplexen Daten gibt,
ist gewiss nicht selbstverständlich. Auf
den Anfänger wirkt diese Vielfalt meist
verwirrend; aber auch der erfahrene Lin-
guist macht immer wieder Entdeckun-
gen, die ihn erstaunen.
Ebenso bemerkenswert wie die Kom-
plexität der Daten, für die der Sprachfor-
scher eine Erklärung finden muss, ist ihre
Robustheit. Oft ist die Deutung neuer Da-
ten zwischen Linguisten umstritten, ge-
nauso wie dies auch in anderen empiri-
schen Wissenschaften oft der Fall ist.
Aber über die Daten selbst – ob eine be-
stimmte Konstruktion in der gegebenen
Sprache grammatisch oder ungramma-
tisch ist, wie ihre möglichen Interpretatio-
nen sind usw. – gibt es zwar nicht immer,
aber in der großen Mehrzahl der Fälle
Einverständnis. Auch diejenigen, denen
das Datum nicht passt, weil es nicht mit
ihren eigenen Hypothesen im Einklang
ist, werden nur in seltenen Fällen die Be-
urteilung dieser Daten anfechten, auf der
ihre Bedeutung für die linguistische Theo-
rie beruht. Wichtig ist dabei, dass man
dieses Einverständnis nicht nur unter den
Linguisten findet, die sich mit der betrof-
fenen Sprache befassen und diese Spra-
che selbst auch beherrschen, sondern
dass ihre Urteile auch von nicht linguis-
tisch ausgebildeten Sprechern bestätigt
werden. 
Dass die Beurteilung linguistischer 
Fakten einen so hohen Grad an Konsis-
tenz aufweist, ist nicht nur eine Grundvor-
aussetzung für Linguistik, wie wir sie heu-
te verstehen, sondern eine sehr bemer-
kenswerte Tatsache. Aber so verwunder-
lich ist dies, wenn man sich die Sache ge-
nauer überlegt, eigentlich auch wieder
nicht. Denn, wie schon bemerkt, Sprache
kann als Komunikationsmedium nur dann
funktionieren, wenn die in einer Kommu-
nikation Involvierten – und davon gibt es
bei jedem erfolgreichen Kommunikati-
onsakt immer mindestens zwei – über
dasselbe Sprachwissen verfügen. Genau-
er formuliert: Die Kommunikationspartizi-
panten müssen über dieselben Prinzipien
verfügen, die einerseits dem Sprecher er-
möglichen, den Gedanken, den er vermit-
teln will, in Worte zu fassen, und die es
andererseits dem oder den Empfängern
erlauben, diesen Gedanken aus den emp-
fangenen Lauten oder Buchstaben zu re-
konstruieren. Würden Sprecher und Emp-
fänger nicht über dieselben Prinzipien
verfügen, dann würde voraussichtlich bei
n
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der „Dekodierung“ ein anderer Gedanke
rekonstruiert werden, als bei der „Kodie-
rung“ in Sprache umgesetzt wurde (oder
sogar gar keiner!), und die Kommunikati-
on schlüge fehl. Aus dieser Sicht ist es
kein Wunder, dass unterschiedliche Spre-
cher dieselben Sprachdaten ähnlich beur-
teilen. Täten sie das nicht, dann wäre die
Sprache, oder zumindest die Teile, über
die die Urteile unterschiedlicher Sprecher
divergieren, als Kommunikationsmittel
untauglich.
Mit dieser letzten Beobachtung sind
wir in die Nähe einer Grundannahme der
modernen Linguistik gerückt, ohne die ih-
re Anstrengungen keinen Sinn machen
würden. Dies ist die Annahme, dass die
grammatische Struktur jeder menschli-
chen Sprache durch ein System von Re-
geln und Prinzipien bestimmt wird, das
zwar von beträchtlicher Komplexität ist,
aber dennoch um Vieles einfacher als die
unbegrenzte Fülle einzelner sprachlicher
Fakten, die es zusammenfasst. Ein we-
sentlicher Teil dieser Grundhypothese ist,
dass es dieses System von Prinzipien und
Regeln ist, das sich ein Kind zu Eigen
macht, wenn es die Sprache als seine
Muttersprache erwirbt, und auf das es
sich dann immer wieder beziehen kann,
wenn es von seiner Sprache Gebrauch
macht. Zur Annahme gehört auch, dass
Sprecher dieses System erwerben und
anwenden, ohne dass die Regeln und
Prinzipien ihnen als solche bewusst sind.
Die Aufgabe der Linguistik ist es, diese
Regeln und Prinzipien aufgrund der beob-
achteten Daten zu „rekonstruieren“: Sie
soll ein System von Regeln und Prinzipi-
en vorschlagen, das diese Daten erklärt,
indem diese in ihrer Gesamtheit aus dem
Regelsystem deduzierbar sind. Die so 
entstehenden Theorien – die Regelsyste-
me oder „Grammatiken“ der untersuch-
ten Sprachen – sind damit Theorien in
doppeltem Sinne: Einerseits erfüllen sie
die klassische Auflage einer wissen-
schaftlichen Theorie für einen empiri-
schen Bereich: Es werden (meist mit Hilfe
von abstrakten Begriffen, die in der un-
mittelbaren Beschreibung der Daten so
nicht vorkommen) komplexe Hypothesen
formuliert, aus denen sich eine umfang-
reiche und im Prinzip unbegrenzte Men-
ge von Fakten ableiten lässt. Andererseits
erheben diese Theorien aber auch den
Anspruch, das Wissen derjenigen zu mo-
dellieren, die die Sprache beherrschen
und verwenden und die dazu wohl nur
aufgrund eines regelbasierten Wissens
im Stande sind. Dieser doppelte An-
spruch linguistischer Theorien – als kom-
primierte, abstrakte Beschreibungen von
Sprachen als abstrakten Symbolsyste-
men und als Modelle einer kognitiven
Kompetenz – ist für ein Verständnis der
heutigen Linguistik wesentlich.
Somit sind Ziel und Vorgehen der Lin-
guistik nicht grundsätzlich verschieden
von denen anderer empirischer Wissen-
schaften. Hier wie dort geht es darum,
ein Netzwerk von Theorien und Hypothe-
sen aufzubauen, die von „theoretischen“
Begriffen Gebrauch machen (das heißt
von Begriffen, die in keinem unmittelbar
überprüfbaren Bezug zu den beobachtba-
ren Daten stehen), aus dem aber die Da-
ten abgeleitet und so vorhergesagt wer-
den können. Und dieses Netzwerk bleibt
der Konfrontation mit den Daten – den
neuen sowie den alten – ausgesetzt; und
es gilt dabei das bekannte Poppersche
Prinzip, demzufolge man immer wieder
versuchen soll, Daten aufzuspüren, die
nicht richtig vorhergesagt werden und
damit die Theorie in Frage stellen. Ziel
der Linguistik ist es, NICHT einfach – und
darum geht es hier vor allem – Sprachda-
ten schlicht zu dokumentieren und nach
rein oberflächlichen Kriterien zu systema-
tisieren. Die Theorie soll auch neue Fak-
ten korrekt einordnen und erklären kön-
nen, genauso wie das Wissen eines Spre-
chers es ihm ermöglicht, mit immer neu-
en sprachlichen Strukturen (das heißt mit
immer neuen Wortkombinationen) zu-
rechtzukommen.
Auch wenn die Methodik der Linguis-
tik sich also unter diesem Gesichtspunkt
nicht von der anderer Wissenschaften 
unterscheidet, so ist damit noch nichts
darüber gesagt, wie schwer oder leicht
die Aufgaben sind, denen sich der Lin-
guist zu stellen hat. Die im nächsten Ab-
schnitt diskutierten Beispiele – sie
gehören alle zu den Bereichen der Syn-
tax und Semantik, aber diese Wahl er-
klärt sich ausschließlich aus meinen per-
sönlichen Interessen und begrenzter
Kompetenz – sollen einen gewissen Ein-
blick in die Komplexität solcher Fragen
verschaffen und in die Überlegungen, die
für ihre Beantwortung erforderlich sind.
n
n
n
n
n
n
Ziel und Vorgehen der Lingu-
istik sind nicht grundsätzlich
verschieden von denen 
anderer empirischer Wissen-
schaften.
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Germanische Sprachen im 
Vergleich
Unsere ersten beiden Beispiele kommen
aus der Syntax. Das erste hat mit einer Ei-
gentümlichkeit des Deutschen zu tun, die
es mit einigen anderen „germanischen
Sprachen“, aber insgesamt mit nur recht
wenigen Sprachen der Welt, teilt: Die
Wortstellung in einem Nebensatz unter-
scheidet sich systematisch von der Wort-
stellung im Hauptsatz. Im Hauptsatz steht
das finite Verb an zweiter Stelle (ihm
geht genau ein Satzteil voran), während
es im Nebensatz weit hinten und oft so-
gar an letzter Stelle steht. Die beiden Sät-
ze in (1) zeigen dies für das Deutsche
und ihre Übersetzungen in (2) für das
Niederländische, das ebenfalls zu der er-
wähnten Gruppe germanischer Sprachen
gehört, in denen sich die Wortstellung im
Hauptsatz – wie angedeutet – von der
Wortstellung im Nebensatz unterschei-
det.
(1) i Viele Polizeibeamte standen vor
dem Rathaus.
(1) ii Er war beunruhigt, weil viele Polizei-
beamte vor dem Rathaus standen.
(2) i Veel politieagenten stonden voor
het raadhuis.
(2) ii Hij maakte zich zorgen, omdat veel
politieagenten voor het raadhuis
stonden.
Die Feststellung, dass es sich im Deut-
schen und Niederländischen so verhält,
ist selbstverständlich sehr alt. (Wie hätte
man zum Beispiel Deutsch als Fremd-
sprache in Ländern unterrichten können,
wo die Muttersprache diese Eigentüm-
lichkeit nicht besitzt?) Aber die Erklärung
dieser Eigenschaft innerhalb einer Syn-
taxtheorie, die zugleich auch eine große
Anzahl von weiteren (und zum Teil recht
subtilen) Beobachtungen über das Deut-
sche und Niederländische erklärt, ist eine
Herausforderung, die die Linguisten über
viele Jahre hinweg beschäftigt hat, bis
auf den heutigen Tag. Das derzeit über-
zeugendste Erklärungsmodell wurde erst
im Laufe der letzten zwanzig Jahre ent-
wickelt. Die zentrale Annahme dieses
Modells ist für den Laien auf den ersten
Blick überraschend: Die Grundstruktur ei-
nes deutschen oder niederländischen
Satzes ist die des Nebensatzes. Nach die-
ser Annahme ist die Grundposition des
Verbs immer am Ende des Satzes. Die
Wortstellung im Hauptsatz ergibt sich 
aus diesem Grundmuster durch einen
Transformationsprozess, bei dem das fini-
te Verb aus dieser Grundposition in die
Verbzweitstellung „gedrängt“ wird. Die
Bedingungen, die diesen Prozess in
Hauptsätzen auslöst, sind nur dort prä-
sent, aber nicht in Nebensätzen.
Die Einsicht, dass die grammatisch
korrekte Wortabfolge sich oft erst durch
„Transformation“ eines Grundmusters er-
gibt, verdanken wir dem amerikanischen
Linguisten Noam Chomsky. (Chomsky
wird vielen auch wegen seines politi-
schen Engagements zu Vietnam bekannt
sein. Chomsky ist überhaupt als Vater der
modernen Linguistik zu betrachten. Ab-
gesehen von der Linguistik gibt es wohl
keinen Wissenschaftsbereich, der so
stark von einer Person geprägt und dar-
aufhin so lange von ihr dominiert wurde.)
Die Annahme von Transformationen ver-
einfacht nicht nur die Beschreibung der
Grammatik einer Sprache, sie spiegeln
Transformationen als ein weit verbreite-
tes Merkmal menschlicher Sprachen wi-
der. Oft erfordert der von einem Satzteil
zur Grammatikalität oder Bedeutung des
Satzes geleistete Beitrag, dass das Satz-
teil an mehr als einer Position im Satz
„präsent“ ist – nicht nur an der Stelle, wo
es tatsächlich steht, sondern auch noch
an einer anderen, „unsichtbaren“. Diese
zweite Position lässt sich aber aufgrund
der grammatischen Prinzipien rekonstru-
ieren. Transformationen sind ein nahelie-
gendes Mittel, um solche Fälle zu be-
schreiben, entweder als Bewegungen
des Satzteils aus der unsichtbaren in die
sichtbare Position oder umgekehrt. 
Bei unserem zweiten Beispiel geht es
um einen Unterschied zwischen Deutsch
und Niederländisch. Als erstes Wort ei-
nes deutschen Satzes findet man manch-
mal die Partikel „es“, wie etwa in (3.i).
Diese Funktion scheint im Niederländi-
schen die Partikel „er“ zu übernehmen,
wie in der natürlichen Übersetzung (3.ii)
von (3.i) sichtbar. In beiden Sprachen ver-
mitteln die satzinitialen Partikel „es“ be-
ziehungsweise „er“ eine Bedeutung, die
in der Sprachwissenschaft manchmal als
„präsentativ“ bezeichnet wird: der Satz,
der mit einer dieser Partikel beginnt, prä-
sentiert eine gewisse Situation als eine, 
in der es Individuen (beziehungsweise
keine Individuen) bestimmter Typen oder
Gattungen gibt. So beschreiben (3.i) und
(3.ii) das Vorhandensein vieler Individu-
en der Gattung „Polizeibeamte“ an dem
Ort, der von der Phrase „vor dem Rat-
haus“ bezeichnet wird. Dass es sich hier
in der Tat um so etwas wie das Vertreten-
sein einer Gattung handeln muss, sieht
man unter anderem daran, dass, wenn
die gattungsbezeichnende Konstituente
durch eine ersetzt wird, die sich nicht als
Gattungsbezeichnung deuten lässt – et-
wa durch einen Eigennamen wie „Fritz“ 
–, der so entstehende Satz unnatürlich
wirkt: „Es stand Fritz vor dem Rathaus“ ist
eher etwas merkwürdig. Manche lehnen
diesen Satz sogar als ungrammatisch ab;
im Holländischen ist die Tendenz zur Ab-
lehnung sogar noch stärker als im Deut-
schen.
(3) i Es standen viele Polizeibeamten vor
dem Rathaus.
(3) ii Er stonden veel politieagenten voor
het raadhuis.
Das Problem ist nun, dass bei Verle-
gung der Partikel-Konstruktionen (3.i,ii) in
einen Nebensatz, wie in (4.i,.ii), ein Unter-
schied zwischen dem Deutschen und
dem Niederländischen erkennbar wird:
Im deutschen Satz (4.i) ist „es“ ausge-
schlossen. Dagegen ist der holländische
Satz (4.ii) nicht nur grammatisch, son-
dern dem Satz, den man erhält, indem
man „er“ weglässt, sogar deutlich vorzu-
ziehen (obwohl auch der Satz ohne „er“
grammatisch ist).
(4) i Er war beunruhigt, weil (es*) viele
Polizeibeamte vor dem Rathaus
standen.
(4) ii Hij maakte zich zorgen, omdat er
veel politieagenten voor het raad-
huis stonden.
Wie ist dieser Unterschied zu erklären?
Auch hier muss ich auf Einzelheiten ver-
zichten und es bei der folgenden Beob-
achtung belassen: Wenn man sich die Ei-
genschaften von „es“ und „er“ in ihrem
Zusammenspiel mit anderen Aspekten
der deutschen beziehungsweise nieder-
ländischen Grammatik genauer anschaut,
so wird deutlich, dass es sich bei ihnen
trotz eines ersten Eindrucks von Ähnlich-
keit um sehr unterschiedliche sprachliche
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Elemente handelt. Das niederländische
„er“ ist seiner Herkunft nach dem Adverb
„daar“ und in seiner Funktion dem engli-
schen „there“ in einem Satz wie „There
were many policemen standing in front
of the city hall.“ verwandt. Es verhält sich
immer noch weitgehend wie ein Adverb.
Dagegen ist das „es“ von (3.i) dem deut-
schen Pronomen „es“ eines Satzes wie
„Ich habe das Buch zwar ausgeliehen,
aber es wieder zurückgebracht.“ ver-
wandt. Das „es“ von (3.i) bezeichnet
selbst aber nichts, sondern ist ausschließ-
lich dazu da, die Position vor dem finiten
Verb zu besetzen, die in einem deut-
schen Hauptsatz nicht unbesetzt bleiben
darf. In einem Nebensatz wie (4.i), wo
diese Anforderung nicht besteht, ist es
daher fehl am Platze, im Gegensatz zum
Adverb „er“.
Mit diesen Andeutungen ist das Pro-
blem natürlich noch keineswegs gelöst.
Dazu ist sehr viel mehr nötig. Erst im Rah-
men einer expliziten und detaillierten Mo-
dellierung der deutschen und niederländi-
schen Grammatik lässt sich klären, wie
die Partikel „es“ und „er“ jeweils genau
funktionieren und wie sehr sie sich von-
einander unterscheiden.
Erforschung der Semantik von
großem Nutzen
In den nächsten Beispielen geht es um
Semantik. Die Bedeutungen der drei Sät-
ze in (5) unterscheiden sich wie folgt:
(5.i) bedeutet, dass es eine allgemeine Ei-
genschaft von Fußballfans ist, dass sie
selten zu Hause sind, (3.ii) dagegen, dass
nur wenige Fußballfans über 40 sind. Der
dritte Satz, (3.iii), ist doppeldeutig. Man
kann ihn als die Behauptung verstehen,
dass es eine allgemeine Eigenschaft von
Fußballfans ist, sich nur bei seltenen Ge-
legenheiten aggressiv zu verhalten, aber
auch als Behauptung, dass nur wenige
Fußballfans aggressiver Natur sind. (Wen
dieser Satz stört, weil er ihn für unplausi-
bel hält, ersetze „selten“ durch „oft“. Der
Punkt bleibt derselbe.) 
(5) i Fußballfans sind selten zu Hause.
(5) ii Fußballfans sind selten über 40.
(5) iii Fußballfans sind selten aggressiv.
Wieso diese Unterschiede? Der Form
nach unterscheiden sich die Sätze nur
durch ihre Prädikate voneinander: zu
Hause sein im ersten, über 40 sein im
zweiten und aggressiv sein im dritten
Satz. Aber warum sollen diese Unter-
schiede die eben beschriebenen Bedeu-
tungsunterschiede nach sich ziehen? Hier
haben wir es mit einem Problem zu tun,
über dessen Lösung sich die Linguisten
noch keineswegs einig sind. Dennoch 
lässt sich auch jetzt schon sagen, dass
die Lösung wohl ungefähr wie folgt aus-
sehen müssen wird: Offenbar bezieht
sich das Adverb selten in (5.i) auf die Zei-
ten, zu denen das Prädikat zutrifft – also
auf Zeiten des Zuhauseseins. Damit ist
dann aber die Wirkung von selten gewis-
sermaßen ausgeschöpft, und das Adverb
ist für die Interpretation des Satzsubjekts
Fußballfans nicht weiter verfügbar. Folg-
lich bekommt das Subjekt eine so ge-
nannte „generische“ Interpretation, nach
der es sich bei der schon berechneten
komplexen Eigenschaft – der des Selten-
Zuhauseseins – um eine allgemeine Ei-
genschaft von Fußballfans handelt. Bei
(5.ii) lässt sich das Gegenteilige beobach-
ten: Die Zeiten, zu denen man nicht über
40 Jahre alt ist, sind nicht verfügbar als
Bezugspunkt für die Auswertung von sel-
ten. Deshalb steht selten bei der Interpre-
tation von Fußballfans noch zur Verfü-
gung; und zugleich muss das Subjekt als
Bezugspunkt für seine Auswertung her-
angezogen werden, denn sonst bekäme
das Adverb überhaupt keine Interpretation.
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Das Prädikat in (5.iii) ist unter dem re-
levanten Gesichtspunkt mehrdeutig. Ei-
nerseits kann es so verstanden werden,
dass die Prädikationszeiten sich dem Ad-
verb als Bezugspunkt „aufdrängen“, es 
sozusagen vereinnahmen, so dass wie-
derum für das Subjekt nur die generische
Interpretation als Option übrig bleibt. In
diesem Fall sind die Prädikationszeiten
als Zeiten einzelner Episoden zu verste-
hen, bei denen sich das Subjekt agressiv
verhält. Andererseits erlaubt dieses Prädi-
kat aber auch eine Lesart, bei der die Prä-
dikationszeiten nicht prominent sind und
das Adverb somit dem Subjekt überlas-
sen bleibt. In diesem Fall muss aggressiv
sein nicht als Beschreibung einzelner Epi-
soden verstanden werden, sondern als
Bezeichnung einer aggressiven Disposition.
In dieser Beschreibung der Interpretati-
onsoptionen für die drei Sätze steckt (wie
auch schon in unserer Diskussion der bei-
den anderen Beispiele) eine ganze Men-
ge Metaphorik. Und in diesem Fall ist es
noch nicht gelungen, über dieses meta-
phorische Stadium zu einer expliziten Er-
klärung vorzustoßen. Eine Möglichkeit,
die oben angedeuteten Intuitionen theo-
retisch genauer zu explizieren, beruht auf
dem Begriff einer logischen Variablen
und dem der Variablenbindung. (Man sei
gewarnt: bis zum Ende dieses Abschnitts
wird die Diskussion etwas technischer!
Lesern, die sich die technische Aus-
führung ersparen möchten, wird empfoh-
len, den Rest des Abschnitts zu über-
springen!) Ebenso wie in der Mathematik
und der formalen Logik werden heutzuta-
ge in der Semantik logische Formalismen
verwendet, in denen Variablen eine ent-
scheidende Rolle spielen. Grundlegend
für diese Formalismen ist die von Gottlob
Frege im letzten Viertel des 19. Jahrhun-
derts entwickelte Prädikatenlogik. Ein ty-
pischer Ausdruck der Prädikatenlogik 
– und ebenfalls der auf ihr basierenden
Formalismen der Semantiker – ist „P(x)“,
die besagt, dass „x die Eigenschaft P hat“.
„P“ bezeichnet hier eine bestimmte Ei-
genschaft – wie zum Beispiel die Eigen-
schaft, über 40 oder die Eigenschaft, ein
Fussballfan zu sein. x ist eine Variable.
Ohne weiteres bezeichnet sie gar nichts.
Und deshalb macht die Formel „P(x)“
denn auch ohne weiteres keine Aussage
und ist daher auch nicht eigentlich als ein
Satz des Formalismus zu betrachten.
Man kann aber solche Formeln zu größe-
ren zusammenfügen und dabei die Variab-
len „binden“. Die größere Formel kann
auf diese Weise zu einem Satz werden,
obwohl die Formeln keinen Satzstatus
besitzen. So kann man beispielsweise 
aus den Formeln „P(x)“ und „Q(x)“ den
Satz „Für alle x, wenn P(x), dann Q(x)“ bil-
den. Dieser Satz macht – wie erwartet –
die Aussage, dass jedes P ein Q ist.
Die Einsicht, dass sich Logikformalis-
men nicht nur für die Formalisierung der
Mathematik und Teile der Naturwissen-
schaften eignen, sondern auch für die Er-
forschung der Semantik menschlicher
Sprachen gewinnbringend sind, verdan-
ken wir dem Logiker Richard Montague.
Bei der Verwendung eines solchen For-
malismus für die semantische Analyse ei-
ner gegebenen Sprache werden den Sät-
zen dieser Sprache Formeln des Forma-
lismus zugeordnet und dadurch ihre Be-
deutungen logisch explizit gemacht. 
Das Zuordnungsverfahren muss dabei
natürlich so sein, dass die zugeordneten
Formeln auch wieder Sätze sind, dass 
also alle während des Verfahrens einge-
führten Variablen auch in der Tat gebun-
den werden. In einem solchen Rahmen
lassen sich die Unterschiede zwischen
den Sätzen in (5) wie folgt ansatzmäßig
erklären:
(1) Bestimmte Prädikate steuern während
der Satzinterpretation eine Variable bei,
die die Prädikationszeit repräsentiert; an-
dere Prädikate tun das nicht. Das Prädikat
von (5.i) gehört der ersteren Kategorie an,
ebenso wie das Prädikat von (5.iii) in sei-
ner Ereignislesart. Das Prädikat von (5.ii)
sowie das von (5.iii) in seiner Eigenschafts-
lesart sind von der zweiten Kategorie.
(2) Wenn das Prädikat eine Prädikations-
zeitvariable verfügbar macht, muss diese
durch irgendeinen Operator im Satz ge-
bunden werden.
(3) Das Adverb ist ein Operator, der ei-
nerseits immer eine Variable binden
muss und andererseits immer nur einmal
eine Variable binden kann.
(4) Eine Satzkonstituente, die nur aus ei-
nem Nomen mit Pluralendung besteht,
wie etwa das Subjekt Fußballfans der
Sätze (5.i-iii), führt ebenfalls eine Variable
ein; diese repräsentiert die für die Inter-
pretation des Satzes relevanten Vertreter
des Nomens (hier also: die relevanten
Fußballfans). Diese Variable muss eben-
falls gebunden werden.
(5) In einem Satz wie (5.ii), in dem das
Adverb nicht für Bindung der Prädikati-
onszeitvariable benötigt wird, kann die-
ses die Subjektvariable binden; und über-
dies muss die Subjektvariable vom Ad-
verb gebunden werden, weil es sonst für
das Adverb nichts zu binden gibt. Bindet
hingegen das Adverb eine Prädikations-
zeitvariable, dann ist es für die Bindung
der Subjektvariable nicht länger verfüg-
bar und somit muss diese auf andere
Weise gebunden werden.
(6) In solchen Fällen ist als „letzter Aus-
weg“ Bindung durch einen im Satz impli-
ziten „generischen“ Operator möglich,
der bedeutet, dass die Prädikation für alle
„typischen“ oder „normalen“ Werte der
Variable gilt. (Im Fall unserer Beispielssät-
ze bedeutet das: „für alle typischen Fuß-
ballfans“, oder auch „für alle Fußballfans,
abgesehen von besonderen Ausnahme-
fällen.)
Von einer lückenlosen theoretischen
Erklärung sind wir hiermit immer noch
ein gutes Stück entfernt. Zum Beispiel ist
noch nicht erklärt, warum es zwei ver-
schiedene Prädikatstypen geben soll, von
denen die einen eine Prädikationszeitva-
riable verfügbar machen und die anderen
nicht. Auch ist unklar, wie entschieden
wird, ob ein Prädikat der einen oder der
anderen Kategorie angehört. Des Weite-
ren ist noch nicht erklärt, wieso ein Ad-
verb wie „selten“ sowohl eine Prädikati-
onszeitvariable als auch die vom Satzsub-
jekt beigetragene Variable binden kann,
während andererseits leztere auch von ei-
nem impliziten generischen Operator ge-
bunden werden kann, der wiederum in
diesen Sätzen keine Prädikationszeitvariab-
len binden kann. 
Wie genau diese noch verbleibenden
Fragen zu beantworten sind, ist umstrit-
ten. Es geht hier aber auch nicht darum,
dem Leser endgültige und in allen Einzel-
heiten ausgearbeitete Lösungen zu ser-
vieren, sondern ihm einen Eindruck da-
von zu vermitteln, was für die Klärung be-
stimmter semantischer Probleme not-
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wendig ist. Insbesondere war mein Anlie-
gen, bei diesem letzten Beispiel zu zei-
gen, dass es in der Semantik genauso
wie in der Syntax Probleme gibt, die sich
nur mit Hilfe eines ausgefeilten Systems
von theoretischen Begriffen und Hypo-
thesen bewältigen lassen; und zweitens,
dass es für die Lösung semantischer Fra-
gen oft erforderlich ist, dass wir recht
spezifische Annahmen über die Form der
Bedeutungsrepräsentation machen und
dass dies einen wohldefinierten Logik-ba-
sierten Repräsentationsformalismus vor-
aussetzt, der diese Repräsentationsfor-
men bereitstellt. Zum Beispiel macht die
gerade beschriebene Erklärungsstrategie
nur in Bezug auf einen semantischen Re-
präsentationsformalismus Sinn, in dem 
es Variablen sowie Operatoren gibt, die
Variablen binden.
Wir werden die Frage der theoreti-
schen Unentbehrlichkeit semantischer
Repräsentationsformalismen in der Lin-
guistik weiter unten noch einmal aufgrei-
fen.
Semantik-Quantifikation durch
einen Determinator
Das zweite semantische Problem wird
durch die vier Sätze (6.i-iv) illustriert:
(6) i Viele INFORMATIKER haben sich
beworben
(6) ii Die meisten INFORMATIKER haben
sich beworben
(6) iii Vielfach haben sich INFORMATIKER
beworben
(6) iv Meistens haben sich INFORMATIKER
beworben
Hier signalisiert die Großbuchstabie-
rung von „INFORMATIKER“, dass das
Wort mit starker Betonung zu versehen
ist, wenn der Satz ausgesprochen wird.
In diesen vier Sätzen geht es um Fälle
von Quantifikation, das heißt um Aussa-
gen darüber, welche oder wie viele Indivi-
duen einer bestimmten Art ein bestimm-
tes Prädikat erfüllen. In den ersten beiden
Sätzen wird die Quantifikation durch ei-
nen so genannten Determinator ausge-
drückt. Determinatoren sind die Wörter
oder Wortkombinationen, die man am
Anfang von Satzkonstituenten wie Sub-
jekt, direktem Objekt u.ä findet; zum Bei-
spiel ist in (6.i) der Determinator das
Wort „viele“ und in (6.ii) ist er die Wort-
kombination „die meisten“. In den Sätzen
(6.iii,iv) ist der Quantifikationsausdruck
ein Adverb, und zwar das Adverb „viel-
fach“ in (6.iii) und das Adverb „meistens“
in (6.iv).
Die Beobachtung, um die es hier geht,
ist folgende: (6.i) hat die Lesart, dass sich
unter den Bewerbern viele Informatiker
befanden. Analog dazu hat (6.iii) die Les-
art, dass bei vielen Bewerbungen der Be-
werber ein Informatiker war; und genau-
so hat (6.iv) die Lesart, dass bei den meis-
ten Bewerbungen der Bewerber ein Infor-
matiker war. Aber (6.ii) tanzt aus der Rei-
he. Dieser Satz bedeutet nicht, dass die
meisten Bewerber Informatiker waren.
Und man sieht hier auch nicht so leicht,
was es mit der Betonung von „Informati-
ker“ auf sich haben könnte. Ein möglicher
Verwendungskontext für diesen Satz wä-
re einer, in dem ein anderer gerade so et-
was gesagt hat wie „Die meisten Mathe-
matiker haben sich beworben.“ und sich
dabei auf eine vorgegebene Menge von
Mathematikern bezog. Der Sprecher von
(6.ii) glaubt, der andere irre sich oder ha-
be sich versprochen und will ihn korrigie-
ren, indem er den Satz (6.ii) äußert: Es
war nicht die Mehrheit der Mathematiker,
die sich beworben hat, sondern eine
Mehrheit von Informatikern. Dies ist nicht
der einzige Kontext, der die Betonung in
(6.ii) rechtfertigen würde, aber irgendei-
nen Kontext brauchen wir, um uns einen
Reim auf die angedeutete Betonung zu
machen. Bei den anderen Sätzen in (6)
ist eine solche Kontextakrobatik nicht
nötig. 
Dass es die Lesart, die den Sätzen 
(6.i), (6.iii) und (6.iv) gemeinsam ist, für
(6.ii) nicht gibt, ist überraschend. Und
ganz einfach kann die Erklärung, warum
dies so ist, nicht sein. Vergleicht man
(6.ii) mit (6.i), so könnte man glauben,
der entscheidende Faktor sei die Bedeu-
tung des Quantifikationsausdrucks: In
(6.i) ist von „viele“, in (6.ii) von „die meis-
ten“ die Rede. Andererseits aber legt der
Vergleich von (6.ii) mit (6.iv) nahe, dass
vielmehr die grammatische Form der
Quantifikation entscheidend sein sollte 
– das heißt ob sie mittels eines Adverbs
ausgedrückt wird oder mit Hilfe eines De-
terminators. Denn bei diesen Sätzen geht
es in beiden Fällen um dieselbe Bedeu-
tung, um eine „Mehrheitsquantifikation“ 
– in (6.ii) um die Mehrheit der Bewerber
und in (6.iv) um die Mehrheit der Bewer-
bungen –, aber um einen Unterschied in
der Form – Determinator in (6.ii), Adverb
in (6.iv). 
n
n
n
n
n
n
In der Semantik wie in der
Syntax gibt es Probleme, die
sich nur mit Hilfe eines aus-
gefeilten Systems bewältigen
lassen.
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Dass es sich bei der Interpretation der
Sätze in (6) in der Tat um ein subtiles Zu-
sammenspiel zwischen Form und Bedeu-
tung handelt, wird durch die neuesten
Untersuchungen zu diesen und anderen
Quantifikationsfragen bestätigt. Aus die-
sen Untersuchungen geht auch hervor,
dass es sich hier um ein noch vertrackte-
res Problem handelt als beim vorherigen.
Die Erklärung der Interpretationsmöglich-
keiten in (5), so ging es aus unserer skiz-
zenhaften Analyse hervor, beruht auf ei-
ner subtilen Interaktion zwischen syntak-
tischer Form und semantischer Form. Bei
der Erklärung von den Möglichkeiten in
(6) spielt diese Interaktion ebenfalls eine
wichtige Rolle, aber es kommt noch eine
weitere Interaktion hinzu – zwischen se-
mantischen Repräsentationen unter-
schiedlicher Ebenen. Wir können – und
ich glaube im Zusammenhang mit (6)
müssen wir – uns die Interpretation unge-
fähr so vorstellen: zuerst wird die syntak-
tische Struktur des Satzes in eine „vorläu-
fige“ semantische Repräsentation trans-
formiert, die der ersten semantischen Re-
präsentationsebene angehört. In einem
darauffolgenden Schritt wird diese dann
unter Anwendung weiterer Interpreta-
tionsprinzipien in eine zweite, endgültige
semantische Repräsentation umgesetzt.
Leider muss ich auch in diesem Fall auf
eine explizitere Darstellung verzichten.
Interpretationsverfahren einer solcher
Komplexität mögen manchem befremd-
lich erscheinen. „Kann die Sprache“, wer-
den sich sicher einige Leser sagen, „denn
wirklich so kompliziert sein? Gibt es da
keine einfachere, die die Linguisten bis-
her übersehen haben?“ Ich glaube nicht.
Hundertprozentig ausschließen kann man
diese Möglichkeit zwar nicht. Im Hinblick
auf die Art und Weise, wie man in der
Linguistik vorgeht, ist sie aber gering.
Auch Linguisten bemühen sich – wie je-
der andere Wiessenschaftler –, ihre Theo-
rien so einfach wie möglich zu halten.
Auch sie versuchen es zuerst mit einfa-
chen Erklärungsmodellen und ziehen
komplexere erst dann in Betracht, wenn
die einfacheren sich als untauglich erwie-
sen haben. Das Problem dieses Ab-
schnitts ist eines derjenigen, an denen
die einfacheren Modelle scheitern.
Semantik und Pragmatik
Unser letztes Beispiel geht über den Be-
reich der reinen Semantik hinaus und be-
trifft auch die Pragmatik. In der Pragmatik
geht es ebenso wie in der Semantik um
sprachliche Bedeutung, aber um andere
Aspekte von ihr; man könnte fast sagen,
es handle sich in der Pragmatik um eine
andere Bedeutungsdimension. Während
man sich in der Semantik hauptsächlich
mit der Frage befasst, wie die Bedeutung
eines Ausdrucks bestimmt ist durch ihre
grammatische Form, werden in der Prag-
matik die bedeutungssteuernden Fakto-
ren thematisiert, die hinzukommen, wenn
man Sprache in einem bestimmten Kon-
text und zu einem bestimmten Zweck
verwendet. Von zentraler Bedeutung sind
dabei die systematischen Beziehungen
zwischen Bedeutung und Kontext. Und
zwar geht es im Allgemeinen um eine ge-
genseitige Beeinflüssung: Die Interpretati-
on eines Ausdrucks hängt nicht nur von
dem Kontext ab, in dem er verwendet
wird; umgekehrt ist der Kontext seiner-
seits durch vorangehende Äußerungen
geprägt. In solchen Fällen, in denen der
Kontext selbst das Produkt vorheriger
Äußerungen ist, spricht man von dem
Diskurskontext. Zusammengefasst: Einer-
seits beeinflusst der augenblickliche Dis-
kurskontext die Interpretation der jetzt
gemachten Äußerung. Andererseits ist
dieser Kontext selbst das Ergebnis vorhe-
riger Äußerungen. Interpretation eines
Textes oder Diskurses ist somit ein dyna-
mischer Prozess, in dem sich der Kontext
von Äußerung zu Äußerung ändert und
jede Äußerung im jeweiligen Kontext ihre
Bedeutung bekommt.
Das Beispiel, das wir jetzt betrachten,
ist ein „Mini-Text“, der aus drei Sätzen be-
steht. An ihm zeigt sich die gerade be-
schriebene Kontext- und Bedeutungsdy-
namik: Der erste Satz liefert den Kontext
für die Interpretation des zweiten Satzes
und die ersten beiden Sätze zusammen
den Kontext für die Interpetation des drit-
ten. 
(7) Ich habe den Handwerkern ein be-
trächtliches Trinkgeld gegeben. Einer hat
sich bedankt. Aber der andere ist gegan-
gen, ohne ein Wort zu sagen.
Die eigentliche Pointe des Beispiels ist
aber noch eine andere. Sie betrifft die An-
zahl der im ersten Satz erwähnten Men-
ge von Handwerkern. Offensichtlich ist
die Zahl zwei. Dass dies so sein muss,
wird jedem, der Deutsch kann, selbstver-
ständlich sein. Gerade diese Selbstver-
ständlichkeit ist aber von linguistischem
Interesse, und zwar deshalb, weil, wie ei-
ne genauere Analyse zeigt, eine Anzahl
unterschiedlicher Interpretationsprinzipi-
en auf nicht-triviale Weise zusammenwir-
ken und so zu diesem Schluss führen.
Zuerst sei darauf hingewiesen, dass es
sich um einen Schluss „mit rückwirken-
der Kraft“ handelt. Die betreffende Zahl
ist die Zahl der Handwerker, die schon im
ersten Satz erwähnt werden. Aber erst
nach dem dritten Satz hat man die Infor-
mation, aus der geschlossen werden
kann, dass sie die Zahl Zwei ist. Dass es
zwei Handwerker waren, wird aber nir-
gends explizit gesagt, sondern ergibt sich
indirekt aus der Interpretation gewisser
Teile des zweiten und dritten Satzes, die
dort zum Zweck anderer Aussagen ge-
braucht werden. Die betreffenden Satz-
teile sind das Subjekt des zweiten und
das Subjekt des dritten Satzes. Die Inter-
pretation dieser Sobjekte löst diesen
Schluss deshalb aus, weil die Interpretati-
onsregeln, die sie ins Spiel bringen, vor-
n
n
n
n
n
n
Kann die Sprache denn wirk-
lich so kompliziert sein ?
WechselWirkungen y
Jahrbuch 2004 y
93
aussetzen, dass der Interpretationskon-
text bestimmte Bedingungen erfüllen
muss. Dies macht insbesondere Rück-
schlüsse auf den vom ertsen Satz be-
stimmten Kontext notwendig. Denn
wären diese Bedingungen nicht erfüllt,
hätten diese Satzteile nicht regelgemäß
interpretiert werden können und in dem
Fall hätte der Sprecher sie nicht verwen-
den dürfen. Da er sie aber verwendet hat,
kann man davon ausgehen, dass die von
den Intepretationsprinzipien geforderten
Bedingungen seiner Meinung nach erfüllt
sind. Und in vielen Fällen darf dann wei-
ter geschlossen werden, dass Bedingun-
gen in der Tat erfüllt sind – sicher, so ist
man oft berechtigt anzunehmen, weiß
der Sprecher Bescheid!
Betrachten wir zuerst das Subjekt des
zweiten Satzes, also das Wort „einer“.
Wenn das Wort „einer“ so wie im zwei-
ten Satz von (7) verwendet wird – wo es
ganz alleine das Subjekt bildet –, setzt es
voraus, dass im Kontext eine Menge ge-
geben ist, von der „einer“ ein Element be-
zeichnet. Im hier gegebenen Kontext, der
von dem ersten Satz von (7) bestimmt 
ist, kommt nur eine Menge, nämlich die
Menge der im esten Satz erwähnten
Handwerker, vor und deshalb kommt
auch nur sie hier als Bezugsmenge in Be-
tracht. So ergibt sich die Interpetation,
nach der „einer“ einen der erwähnten
Handwerker bezeichnet.
Die Interpretation des Subjekts „der
andere“ des dritten Satzes setzt ebenfalls
die Existenz einer im Kontext vorhande-
nen Bezugsmenge voraus. Diesmal stellt
die Interpretation aber noch eine weitere
Anforderung an den Kontext. Diese rührt
von dem Wort „andere“ her: „andere“
setzt voraus, dass der Kontext die Reprä-
sentation von einem oder mehreren an-
deren Elementen der Bezugsmenge ent-
hält – Elementen, die von der Bezeich-
nung von „der andere“ selbst verschie-
den sind. Im Kontext des dritten Satzes,
der sich aus der Interpretation der ersten
beiden Sätze ergeben hat, sind beide 
Voraussetzungen erfüllt: Der Kontext ent-
hält (a) die erforderliche Bezugsmenge
– diese ist wiederum die Menge der im
ersten Satz eingeführten Handwerker 
– und (b) er enthält ebenfalls ein Element
dieser Menge, nämlich den im Subjekt
„einer“ des zweiten Satzes erwähnten
Handwerker. Diese Kombination ist zu-
gleich auch die einzige Möglichkeit, die
der Kontext für die Rechtfertigung der
beiden Anforderungen anzubieten hat.
So ergibt sich als Bezeichnung für „der
andere“ einer der im ersten Satz erwähn-
ten Handwerker, der von dem im zweiten
Satz erwähnten verschieden ist.
Jetzt kommt der letzte Aspekt der
Phrase „der andere“ zum Tragen. Der Un-
terschied zwischen dem so genannten
definiten Artikel „der“ und dem indefini-
ten Artikel „ein“ besteht darin, dass „der“
impliziert, dass die Bezeichnung des mit
ihm beginnenden Satzteils eindeutig be-
stimmt ist, während der indefinite Artikel
„ein“ das Gegenteil signalisiert, nämlich,
dass die sich Bezeichnung nicht aus dem
Satzteil erschließen lässt. (Beim indefini-
ten Artikel, könnte man also sagen, gibt
es für die Bezeichnung noch einen gewis-
sen Spielraum, beim definiten Artikel gibt
es keinen.)
Was bedeutet es im vorliegenden Fall,
dass es für die Bezeichnung von „der an-
dere“ keinen Spielraum gibt? Bedeuten
kann das nur, dass, nachdem man aus
der Bezugsmenge die Bezeichnung des
Subjekts vom zweiten Satz herausge-
nommen hat, nur noch eine mögliche Be-
zeichnung für das Subjekt des dritten 
Satzes übrig bleibt. Da es sich bei dieser
Bezeichnung um ein einzelnes Individu-
um handelt – das folgt daraus, dass „ein
anderer“ (ebenso wie „einer“ im zweiten
Satz) ein Singular und nicht ein Plural ist –,
kann diese Bedingung aber nur dann er-
füllt sein, wenn die Menge aus genau
zwei Handwerkern besteht. Denn nur so
bleibt nach Entfernung der Bezeichnung
von „einer“ ein einziges (und damit ein-
deutig bestimmtes) Element übrig.
Die hier erwähnten Interpretationsprin-
zipien sind gemeinsam für den Schluss,
dass es zwei Handwerker waren, verant-
wortlich. Dass jedes unentbehrlich ist,
zeigt sich, wenn wir die Subjekte des
zweiten oder dritten Satzes durch andere
ersetzen. Ersetzen wir zum Beispiel das
dritte Subjekt durch (i) „ein anderer“, (ii)
„andere“, (iii) „drei“, (iv) „die beiden ande-
ren“, so kann geschlossen werden, dass
es (i) mindestens drei, (ii) mindestens
drei, (iii) mindestens vier, (iv) genau drei
Handwerker waren. Der Leser sollte jetzt
in der Lage sein, zu erkennen, wie diese
Schlüsse zustande kommen. Ähnlich
kann es zu unterschiedlichen Schlussfol-
gerungen kommen, wenn wir das zweite
Subjekt abändern oder auch beide Sub-
jekte zugleich. 
Der Rückschluss, dass es zwei Hand-
werker waren, beruht zum Teil auf Prinzi-
pien, die der Pragmatik zugeordnet wer-
den müssen. Denn der Schluss beruht ja
zuletzt auf der Annahme, dass der Spre-
cher gewusst haben muss, dass es zwei
Handwerker waren; denn sonst hätte er
sich so ausdrücken dürfen, wie er es tat,
und deshalb hätte er sich auch nicht so
geäußert. Zugleich spielen aber auch se-
mantische Prinzipien – wie zum Beispiel
die Interpretationsregeln für Wörter wie
„einer“, „andere“ und „der“ – eine ent-
scheidende Rolle. Unser Beispiel zeigt so-
mit exemplarisch, wie semantische und
pragmatische Prinzipien in der Text- und
Diskurs-Interpretation zusammenarbei-
ten. Erst in den letzten Jahren ist es ge-
lungen, sich von zumindest einigen die-
ser Interaktionen ein genaueres Bild zu
machen. Aber das ist nur ein Anfang. Ins-
gesamt ist die Interaktion von Semantik
und Pragmatik für die heutige Bedeu-
tungslehre die vielleicht größte Heraus-
forderung.
Kommunikationstheoretische
Aspekte der Sprache
Bis jetzt haben wir uns fast ausschließlich
mit Fragen sprachlicher Struktur befasst.
Daraus könnte man den Eindruck gewin-
nen, dass es in der Linguistik nur oder vor
allem um solche Fragen geht. Eine solche
Auffassung vom Aufgabenbereich der
Linguistik hat in der Tat seine Vertreter.
Einer von ihnen ist Noam Chomsky. Sie
ist eine Auffassung, die sich im Lauf der
letzten Jahrzehnte als außerordentlich
fruchtbar erwiesen hat. Von den Prinzipi-
en der Grammatik – sowohl den Gram-
matikprinzipien einzelner Sprachen als
auch, und vor allem, den Prinzipien, die
die menschliche Sprache allgemein, also
das gemeinsame aller menschlichen
Sprachen charakterisieren – verstehen
wir jetzt sehr viel mehr als vor etwa vier-
zig Jahren. Nichtsdestotrotz sollte klar
sein, dass eine solche Auffassung vieles
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von dem, was mit Sprache zu tun hat,
ausklammert. Wesentlich an der Sprache
ist nicht nur ihre Struktur, sondern auch,
und noch mehr, ihre Funktion als Mittel
zur Verständigung. Und zu der Frage, wie
und warum sie sich als Verständigungs-
mittel eignet, haben Theorien über gram-
matische Form uns zwar einiges, aber
letztendlich doch nur recht wenig zu sa-
gen. In diesem Abschnitt wird es um
kommunikationstheoretische Aspekte der
Sprache gehen. 
Bei jeder Verwendung von Sprache
müssen die angewandten Ausdrücke ko-
diert werden, entweder akustisch, wenn
sie gesprochen, oder graphisch, wenn sie
geschrieben werden. Dadurch ergibt sich
eine Beziehung zwischen dem Ausdruck
als Instanz sprachlicher Struktur und der
grundätzlich außersprachlichen Realität
der kodierenden Signale oder Schriftzei-
chen. Zugleich ist auch immer eine zwei-
te Beziehung zwischen Ausdruck und
Außersprachlichem im Spiel. Man ver-
wendet einen Ausdruck deshalb, weil
man einen bestimmten Inhalt oder einen
bestimmten Gedanken übermitteln 
möchte. Der Ausdruck dient dazu, diesen
Gedanken „auszudrücken“. 
Über die erste Beziehung, zwischen
der sprachlichen Struktur des Ausdrucks
und seiner akustischen oder graphischen
Kodierung, habe ich nur wenig zu sagen.
Für Fragen der akustischen Kodierung
sind zwei Teildisziplinen der Sprachwis-
senschaft – die Phonologie und die Pho-
netik – sowie ein Teilbereich der Physik
(die Akustik) zuständig. In keinem von
diesen kenne ich mich aus und ich wäre
schlecht beraten, wenn ich Fragen über
Phonologie, Phonetik und Akustik nicht
den Experten dieser Fachbereiche über-
lassen würde. Was die schriftliche Kodie-
rung von Sprache betrifft, ist es um mei-
ne Fachkompetenz nicht besser gestellt.
Auch hier wäre es vermessen, wenn ich
den vielen Experten ins Wort reden wür-
de.
Dennoch möchte ich kurz auf einen
grundsätzlichen Unterschied zwischen
phonetischen und schriftlichen Kodierun-
gen aufmerksam machen. Bei der Schrift
handelt sich um eine Erfindung, die sehr
viel jünger ist als die Sprachen selbst.
Und an der Identität einer Sprache hat
diese Erfindung im Wesentlichen nichts
geändert. Auch wenn sich ein Schrift-
system für eine Sprache einmal einge-
bürgert hat, bleibt diese in ihren
grundsätzlichen Eigenschaften unverän-
dert. Dass die Schrift ein unerschöpfli-
ches Potential neuer Verwendungsmög-
lichkeiten erschließt, tut hier nichts zur 
Sache. Schrift ist grundsätzlich derivativ;
unter diesem Gesichtspunkt ist sie der
Druckkunst ähnlich. Beide sind sie eher
als Errungenschaften menschlicher Kultur
denn als einen Teil der Sprache selbst zu
betrachten.
Fragen, welche die Schrift betreffen,
gehören daher zur Kulturgeschichte und
nicht eigentlich zur Linguistik. Mit dem
Gegenstandsbereich der Linguistik haben
Schriftsysteme nur insofern etwas zu tun,
als sie bestimmte grundlegende Eigen-
schaften der Sprache voraussetzen, die
von linguistischer Bedeutung sind. Die
Tatsache, dass sich eine Sprache schrei-
ben lässt, ist ein Beweis dafür, dass sie
diese Eigenschaften besitzt. Genauer for-
muliert: Dass es für eine Sprache ein
Schriftsystem einer bestimmten Art gibt,
bedeutet, dass die Sprache die Eigen-
schaften haben muss, die ein solches
Schriftsystem voraussetzen. Insbesondere
bedeutet die Möglichkeit einer alphabeti-
schen Schrift, dass sich die Wörter der
Sprache als Folgen von „Basislauten“
(oder, wie es in der Phonologie heißt,
Phonemen) analysieren lassen, wobei 
diese Basislaute eine relative kleine Men-
ge bilden. (Sie ist sehr klein im Vergleich
zum gesamten Wortschatz der Sprache
und noch unvergleichlich kleiner im Ver-
gleich zu der unbegrenzten Zahl von
grammatikalischen Sätzen, die mit die-
sem Wortschatz erzeugt werden kön-
nen). Hat man die Menge der Phoneme
einmal identifiziert, dann ergibt sich die
alphabetische Schrift quasi von selbst 
– man braucht nur noch für jeden Laut
der Menge einen entsprechenden Buch-
staben einzuführen. In bestimmten „Kul-
tursprachen“ wie zum Beispiel Englisch
oder Neugriechisch escheint die Bezie-
hung zwischen Laut und Buchstabe oft
als recht willkürlich, und Kinder, die Le-
sen und Schreiben lernen müssen, haben
dort einen schweren Stand. Es gibt aber
auch Sprachen, bei denen die Orthogra-
phie völlig transparent ist, wo, salopp 
ausgedrückt, jedes Wort genauso ge-
schrieben wird, wie es klingt. Beispiele
sind etwa Tschechisch und Ungarisch.
Bekanntlich funktionieren nicht alle
Schriftsysteme alphabetisch. Erstens gibt
es solche, bei denen die Symbole nicht
die Basislaute selbst bezeichnen, sondern
bestimmte Kombinationen von ihnen.
Ein Beispiel ist die Silbenschrift des Japa-
nischen. Es gibt aber auch radikal ve-
schiedene Systeme, die nicht auf dem
Klang der Wörter, sondern auf ihrer Be-
deutung basieren. Für einen Semantiker
sind Schriftsysteme dieser Art die interes-
santeren. Denn wie Bedeutungen von
Wörtern – und damit auch von Sätzen
und Texten, die sich ja aus Wörtern kon-
stituieren – in ihre Bedeutungselemente
zerlegt werden, ist ja gerade die zentrale
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Frage, die den Semantiker beschäftigt. Ei-
gentlich müsste eine bedeutungsbasierte
Schrift diese Frage ausschöpfend beant-
worten. Dem ist aber nicht so. Bedeu-
tungsbasierte Schriftsysteme haben nie
einen ähnlichen Grad an Systematik er-
reicht wie die phonetischen. Die Bedeu-
tungszerlegungen, von denen sie Ge-
brauch machen, sind oft eher anekdo-
tisch. Den heutigen Ansprüchen der Se-
mantik genügen sie nicht und im Bereich
der Wortsemantik gibt es daher immer
noch genug zu tun. Für viele Semantiker
zählen die Probleme der Wortsemantik
sogar zu den wichtigsten ihres Faches. 
Dabei geht es nicht nur um die Details
einzelner Wortanalysen. Es gibt auch ein
grundsätzliches Problem. Dieses Problem
erkennt man besonders deutlich, wenn
man sich die Entstehung der heute wohl
meistverbreiteten bedeutungsbasierten
Schrift ins Gedächtnis ruft. Ich rede vom
Chinesischen. Die chinesische Schrift ist
eine der wenigen Schriftsysteme, von de-
nen wir wissen, wann und zu welchem
spezifischen Zweck sie eingeführt wur-
den. In diesem Fall war es ein Auftrag
vom chinesischen Kaiser; das Ziel war, ei-
ne Schrift zu entwickeln, die in allen Tei-
len des Reichs verwendbar sein sollte, 
obwohl die Sprachen der einzelnen Pro-
vinzen sich so stark voneinander unter-
schieden, dass man nicht miteinander re-
den konnte. Die Initiative war außeror-
dentlich erfolgreich. Denn es entstand ei-
ne Schriftsprache, von der alle Unterta-
nen im Reich Gebrauch machen und sich
schriftlich verständigen konnten. Die
Schrift eignete sich daher insbesondere
für die ihr zugedachte Rolle einer einheit-
lichen Verwaltungssprache. Anschlie-
ßend wurde sie zu einer allgemeinen
schriftlichen Lingua Franca des Imperi-
ums.
Ein solches Schriftsystem muss die
Konzepte identifizieren, die in den ver-
schiedenen Sprachen, die es verschriftet,
unterschiedlich benannt oder beschrie-
ben werden. Und damit das System über-
haupt funktionieren kann, müssen auch
die inhaltlichen Beziehungen zwischen
diesen Konzepten zumindest bis zu ei-
nem gewissen Grade geklärt sein. Dass
man es damals geschafft hat, dies so 
weit voranzutreiben, dass ein taugliches
Schriftsystem zustande kommen konnte,
verdient großen Respekt. Zwar sind da-
mit, wie schon gesagt, die Aufgaben der
modernen lexikalischen Semantik noch
nicht gelöst. Aber Natur und Funktion der
chinesischen Schrift machen dennoch ei-
nes deutlich, was auch für die heutige 
Semantik wesentlich ist: Bei sprachlicher
Bedeutung geht es nicht nur um Bezie-
hungen zwischen einzelnen Wörtern,
sondern auch und vor allem um die Be-
ziehungen zwischen Wort und Außer-
sprachlichem – dem, wovon man redet,
wenn man das Wort verwendet. Dies
führt uns zum zweiten und eigentlichen
Thema dieses Abschnitts.
Sprachliche Informationsver-
mittlung
Wir sprachen oben von den Beziehungen
zwischen sprachlichen Strukturen und
den akustischen und graphischen Kodie-
rungen, die notwendig sind, wenn man
die Strukturen zu Kommunkations-
zwecken benutzt. Aber wie wir gerade
beobachteten, geht es bei jedem sprach-
lichem Kommunikationsakt auch noch
um eine andere Beziehung zwischen
Sprache und Nicht-Sprachlichem. Wenn
ein Sprecher einem anderen etwas sagen
will, dann weiß er normalerweise, was es
ist, das er ihm sagen möchte. Das heißt,
er hat einen bestimmten Gedanken, den
er dem andern vermitteln möchte. Ver-
wendet er dazu seine Sprache, dann
muss er den Gedanken in Worte umset-
zen, und der Adressat muss dann seiner-
seits aus diesen Worten den Gedanken
wieder erschließen. Bei einer erfolgrei-
chen sprachlichen Kommunikation gibt
es also – beim Produzieren der Äußerung
sowie bei ihrer Interpretation – immer ei-
nen Kontakt zwischen einer sprachlichen
Struktur und einem Gedanken.
Nun könnte man vielleicht denken,
dass die Gedanken, die in Worte umge-
setzt beziehungsweise aus Worten ge-
wonnen werden, ebenfalls sprachliche
Strukturen sind, genauso wie die Sätze,
die sie übermitteln; und wenn das so wä-
re, dann hätten wir es hier natürlich nicht
mit einem Kontakt zwischen Sprachli-
chem und Außersprachlichem zu tun,
sondern allenfalls mit Transformationen
von sprachlichen Strukturen der einen in
sprachliche Strukturen einer anderen Art.
In vielen Fällen liegt es aber nahe, dass
der vermittelte Gedanke selbst etwas
Außersprachliches ist. Nehmen wir bei-
spielsweise an, der Sprecher hat gerade
etwas gesehen, etwa dass ein seltener
Vogel am Fenster vorbeiflog, und er
möchte dies seinem Gesprächspartner,
der mit dem Rücken zum Fenster sitzt,
mitteilen. In diesem Fall, so würde man
annehmen, ist der Gedanke, den es mit-
zuteilen gilt, zumindest in seiner ur-
sprünglichen Form nicht-sprachlicher Na-
tur. Er ist das unmittelbare Resultat der
Wahrnehmung, das Bild des vorbeiflie-
genden Vogels. Erst durch die Umset-
zung in Worte ergibt sich daraus etwas
Sprachliches. Ein Beweis ist dies natür-
lich keineswegs. Aber gehen wir bis auf
Weiteres davon aus, dass zumindest in
Fällen, wo ein Sprecher über das berich-
tet, was er sieht, der Gedanke erst nach
und aufgrund seiner Versprachlichung ei-
ne sprachliche Struktur erwirbt.
Die sprachliche Kommunikation dient
vielen Zwecken. Entweder möchte man
jemandem etwas mitteilen, oder man
möchte ihn etwas fragen, oder ihn um et-
was bitten, oder ihm nahelegen, etwas zu
tun. Oder man möchte ihm schmeicheln,
ihn trösten oder beruhigen, oder im Ge-
genteil nerven oder beleidigen. Aber in
nahezu allen Fällen, in denen man sein
Ziel mit sprachlichen Mitteln verfolgt, ist
die Vermittlung eines propositionalen 
Inhalts – die Vermittlung der Information,
dass eine bestimmte Behauptung wahr
ist – mit im Spiel. Oft dient diese Informa-
tionsvermittlung als Mittel zum eigentli-
chen Zweck der Kommunikation. Aber
manchmal ist sie der Zweck selbst.
Es ist die informationsvermittelnde
Funktion von Äußerungen, auf die ich
mich im Folgenden konzentrieren werde.
Und weil es nur um diese Funktion ge-
hen wird, liegt es auf der Hand, dass wir
uns auf solche Äußerungen beschränken,
bei denen Informationsvermittlung das al-
leinige Ziel ist – also auf reine Mitteilun-
gen, Äußerungen, die lediglich dazu die-
nen, den Adressaten von etwas in Kennt-
nis zu setzen.
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Was macht ein Adressat mit der Infor-
mation, die ihm durch eine Mitteilung zu-
teil wird? Diese Frage lässt sich verallge-
meinern: Was macht der Mensch mit
neuen Informationen, ungeachtet, aus
welcher Quelle er sie erlangt? Auf diese
Frage, und damit auch auf die zuvor ge-
stellte, gibt es eine auf den ersten Blick
recht einfache Antwort: 
Sich Informationen zunutze zu machen
läuft immer darauf hinaus, dass man sie 
– üblicherweise in Kombination mit ande-
ren Informationen – als Prämissen bei
Schlussfolgerungen verwendet.
Aus dieser Feststellung folgen zwei für
uns wichtige Konsequenzen. Die erste ist
diese: Damit eine Information als Prämis-
se einer Schlussfolgerung verwendet
werden kann, muss sie in einer besonde-
ren Form verfügbar sein, die den in der
Schlussfolgerung verwendeten Inferenz-
regeln die richtige „Angriffsfläche“ bietet.
Ich beziehe mich hier auf das, was mei-
nes Erachtens als das Grundmerkmal der
formalen Logik zu betrachten ist:
In einem logischen Schluss wird von dem
Inhalt der verwendeten Prämissen abstra-
hiert und ausschließlich auf ihre Form Be-
zug genommen.
Der Schluss ist nur aufgrund seiner rein
formalen Beziehungen zu den Prämissen
gerechtfertigt.
Die Schlussregeln der formalen Logik
sind Regeln, die Schlüsse aufgrund ihrer
formalen Beziehungen zu den Prämissen
legitimieren.
Diese Konzeption des logischen
Schließens geht zurück auf Aristoteles.
Sie ist von kaum ermesslicher Tragweite,
und sie allein berechtigt schon den Ruf
von Aristoteles als den Vater der forma-
len Logik. Im hiesigen Zusammenhang ist
sie aus folgendem Grund wichtig. Wenn
wir annehmen, dass der Mensch sich die
ihm verfügbaren Informationen dadurch
nutzbar macht, dass er sie als Prämissen
für Inferenzen verwendet und wenn bei
den Schlussfolgerungen immer Regeln
verwendet werden, die auf eine formale
Beziehung zwischen Schluss und Prämis-
sen beruhen, dann muss der Mensch
auch über Regeln verfügen, ohne die er
mit seinen Informationen nichts anfan-
gen könnte. Das aber bedeutet, dass die
Informationen, die er als Prämissen ver-
wendet, beim Schließen in einer Form
verfügbar sein müssen, die es den ange-
wendeten Inferenzregeln ermöglicht, die
erforderliche formale Beziehung zwi-
schen ihnen und dem gezogenen 
Schluss zu „erkennen“.
Die Frage, die sich hier aufdrängt, ist
diese: Sind die Informationen von vorn-
herein in einer für diese logischen Schluss-
folgerungen geeigneten Form oder müs-
sen sie erst einmal in eine solche Form
gebracht werden? Die Frage stellt sich
hier insbesondere für Informationen
sprachlichen Ursprungs: Sind die Reprä-
sentationen, die ein Adressat aus den
Worten, die ihn erreichen, extrahiert,
schon selbst in einer Form, die für die In-
ferenzregeln der menschlichen Kognition
zugänglich ist? Oder müssen sie dazu 
erst in ein anderes, „logisches“ Format
überführt werden? 
Es ist zu betonen, dass wir im Augen-
blick von einer wohlbegründeten Antwort
auf diese Frage noch recht weit entfernt
sind. Erstens gibt es zur Zeit noch keine
Übereinstimmung darüber, wie die inhalt-
lichen Repräsentationen, die durch Inter-
pretation von Äußerungen gewonnen
werden, strukturiert sind. Und mindes-
tens so groß ist die derzeit herrschende
Unsicherheit bezüglich der vom Men-
schen verwendeten Inferenzprinzipien.
Jemanden, dem die oft und zu Recht her-
vorgehobenen Fortschritte der Logik seit
dem letzten Viertel des 19. Jahrhunderts
bekannt sind, wird diese letzte Feststel-
lung vielleicht überraschen. Denn über
das formale, so genannte „deduktive“ lo-
gische Schließen und die dafür geeigne-
ten Regeln ist heute aufgrund dieser Fort-
schritte sehr viel bekannt. Das Problem
ist aber, dass die meisten Inferenzen, die
Menschen ziehen – und die sie ziehen
können müssen, damit die dabei verwen-
deten Informationen ihnen wirklich etwas
nützen –, mit Hilfe der Regeln der deduk-
tiven Logik gar nicht gezogen werden
können. Denn diese Inferenzen sind nicht
gültig im strikten Sinn der deduktiven Lo-
gik. Zwar sind sie unter normalen Um-
ständen verlässlich, aber unter Ausnah-
mebedingungen braucht dies nicht län-
ger der Fall zu sein. Und ganz aus-
schließen lassen diese sich nicht. Für In-
ferenzen dieser Art sind die Regeln der
deduktiven Logik ungeeignet genau des-
halb, weil sie absolute Verlässlichkeit ga-
rantieren.
In letzter Zeit, und vor allem während
der siebziger und achtziger Jahre, sind
mehrere Inferenzsysteme vorgeschlagen
worden, die solche nur bedingt verlässli-
chen Inferenzen zu ziehen erlauben. Un-
klar ist aber immer noch, ob es unter ih-
nen auch „psychologisch realistische“
gibt, das heißt solche, von denen die
menschliche Kognition in der Tat Ge-
brauch macht. 
Wir haben es also bei der Frage, ob
durch Interpretation von Äußerungen ge-
wonnene Informationen schon direkt in
einer für inferentielle Verarbeitung geeig-
neten Form gegeben sind oder ob sie
erst einmal in eine solche Form übersetzt
werden müssen, mit lauter Unbekannten
zu tun: Wir wissen weder genau, wie die
Interpretationsresultate aussehen, noch
wie sie für Inferenzzwecke auszusehen
haben. Das macht die Frage aber nicht
weniger brisant. Sie ist auch deswegen
brisant, weil die Inferenzen, die wir aus
sprachlichen Informationen ziehen, oft
nicht nur auf diesen beruhen, sondern
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ebenfalls auf Informationen nicht-sprach-
lichen Ursprungs. Betrachten wir zum
Beispiel noch einmal die oben erwähnte
Situation, in der der Sprecher seinem
Adressaten etwas über den Vogel sagen
will, der soeben am Fenster vorbeiflog.
Jetzt nehmen wir aber an, dass der
Adressat ebenfalls aus dem Fenster
schaut und den Vogel auch gesehen hat.
In diesem Fall wird er das, was der Spre-
cher über den Vogel sagt, mit seinem ei-
genen Eindruck vergleichen. Das heißt, er
wird überprüfen, ob sich aus der Kombi-
nation dieser beiden Informationen – der
Sprach- und der Wahrnehmungs-basier-
ten – ein Widerspruch ableiten lässt. Eine
solche Ableitung erfordert aber, dass bei-
de Prämissen in ähnlicher Form verfügbar
sind.
Wichtig ist hier, dass eine von den
zwei Prämissen sprachlichen Ursprungs
ist und die andere nicht. Damit sie ge-
meinsam als Prämissenmenge dienen
können, müssen sie beide in derselben
für die Inferenzregeln zugänglichen Form
verfügbar sein. Sind sie von sich aus ihrer
Form nach inkommensurabel, dann muss
mindestens eine von beiden auf die Form
der anderen „getrimmt“ werden. Diese 
Situation erinnert an die weiter oben ge-
stellte Frage, ob der Sprecher, der seine
Beobachtung des vorbeifliegenden Vo-
gels dem anderen mitteilen will, einen
außersprachlichen Gedanken versprachli-
chen muss oder ob dieser Gedanke ihm
von vornherein in einer im Wesentlichen
sprachlichen Form verfügbar ist. Auch
dort ging es um die Frage, ob ein Reprä-
sentationsformat in ein anderes überführt
werden muss. Aber im vorliegenden Fall
besteht auch noch die zusätzliche Not-
wendigkeit, dass die Form beider Prämis-
sen mit den Anforderungen der Inferenz-
regeln verträglich ist.
Es gibt noch eine weitere Komplikati-
on. Bisher habe ich von den Inferenzre-
geln, von denen die menschliche Kogniti-
on Gebrauch macht, gesprochen, als ob
es sich dabei um ein Regelsystem han-
deln würde, das für alle Schlussfolgerun-
gen verantwortlich ist. Es gibt aber gute
Gründe zu bezweifeln, dass es ein sol-
ches für alle Inferenzen gleichermaßen
zuständiges System gibt. Vielmehr, so
wird von manchen Kognitionswissen-
schaftlern vermutet, stehen der Kognition
mehrere solcher Systeme zur Verfügung,
die dann eingesetzt werden, wenn eine
Inferenzaufgabe gelöst werden muss, für
die gerade dieses System geeignet ist.
Einer der Gründe für diese Vermutung ist
die augenscheinliche Effizienz, mit der
der Mensch aus Bildern die darin enthal-
tene Informationen „abliest“. Dies gilt ins-
besondere für räumliche Beziehungen
zwischen auf einem Bild dargestellten
Objekten. Diese Beobachtung legt die 
Hypothese nahe, dass der Mensch über
ein besonderes räumlich-bildliches Infe-
renzsystem verfügt, das auf geometrisch
kodierten Eingaben operiert und nicht auf
Prämissen mit der Struktur logischer For-
meln und das für bestimmte Probleme im
räumlichen Bereich eine Effizienz erlaubt,
die auf logische Strukturen operierende
Inferenzsysteme im Allgemeinen nicht er-
reichen. 
Fassen wir zusammen: Nach der letz-
ten Vermutung gibt es mindestens
zwei Inferenzsysteme, eines, das auf räum-
lich-bildlichen Repräsentationen operiert
und eines, das Prämissen bedarf, deren
Form die einer logischen Formel ist. Die
verarbeiteten Informationen müssen ent-
weder im einen oder im anderen Format
verfügbar sein. Und überdies muss es
möglich sein, zumindest bestimmte Infor-
mationen von einem in ein anderes Re-
präsentationsformat zu übersetzen.
Außer den hier erwähnten Erwägun-
gen gibt es aber auch noch andere, auf
die ich hier nicht eingehe, die aber sug-
gerieren, dass es neben den zwei schon
erwähnten Inferenzsystemen und Reprä-
sentationsformaten noch weitere gibt.
Das Bild der menschlichen Informations-
verarbeitung, das sich so ergibt, ist ein
sehr komplexes, mit einer noch nicht
überschaubaren Bandbreite unterschied-
licher Repräsentationsformen, entspre-
chenden Inferenzmodulen und dem Ver-
mögen, Repräsentationsformen nach Be-
darf ineinander zu überführen. Gegen die-
sen Hintergrund müssen der Begriff „Ver-
sprachlichung“ und alles, was damit zu-
sammenhängt, neu überdacht werden.
Möglicherweise macht es jetzt keinen
Sinn mehr, von der „Versprachlichung“ 
eines „nicht-sprachlichen“ Gedankens zu
reden. Vielleicht lässt sich nur zwischen
„sprachnäheren“ und „sprachferneren“
Repräsentationsformen unterscheiden;
und die einzige wirklich sprachliche Re-
präsentation wäre der sprachliche Aus-
druck selbst. (Und diesen kann man ent-
weder für sich behalten oder man kann
ihn der Öffentlichkeit preisgeben, indem
man ihn akustisch oder schriftlich um-
setzt.)
Wie komplex dieses Bild auch sein
mag – wie groß die Anzahl von Inferenz-
modulen und Repräsentationsformaten,
von denen das menschliche Informations-
verarbeitungssystem Gebrauch macht,
auch ist –, an dem, worum es mir in die-
sem Abschnitt vor allem ging, ändert das
nichts. Nach wie vor wesentlich ist, dass
während der Informationsverarbeitung
sprachlich vermittelte Informationen mit
Informationen kombiniert und abgegli-
chen werden, die aus nicht-sprachlichen
Quellen stammen. Es sind diese Schluss-
folgerungsprozesse, in denen sprachliche
und nicht-sprachliche Informationen ge-
meine Sache machen, die zusammen mit
den nicht-sprachlichen Informations-
kanälen, die letztere übertragen, den Kon-
takt zwischen der Sprache und einer von
ihr unabhängigen Außenwelt ermögli-
chen. Auf diese und nur auf diese Weise
gewinnt Sprache Bedeutung.
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In diesem Abschnitt haben wir nur Fra-
gen aufgeworfen und keine richtig beant-
wortet. Bei mehreren Fragen war es nicht
einmal klar, wie man sie am besten for-
muliert. So könnte der Eindruck entstan-
den sein, es handle sich gar nicht um Fra-
gen von wirklicher Substanz, sondern um
versponnene Spekulationen, wie sie so
leicht entstehen, wenn ein Gedanke ver-
folgt wird ohne den erforderlichen wis-
senschaftlichen Rückhalt. Ich bin persön-
lich davon überzeugt, dass dem nicht so
ist – dass wir es hier mit authentischen
Fragen zu tun haben, die sich nicht ein-
fach durch pures Philosophieren, sondern
nur aufgrund von wissenschaftlichen For-
schungen beantworten lassen.
Ob es sich bei diesen Fragen um lin-
guistische Fragen handelt, ist an und für
sich nicht von Interesse. Aber gewiss
wird die Linguistik sie nicht im Alleingang
beantworten können. Zumindest ist das
nicht von einer Linguistik zu erwarten,
wie die meisten Linguisten heutzutage ih-
re Disziplin verstehen. Vielmehr ist eine
Zusammenarbeit mit anderen Wissen-
schaftszweigen geboten. Zur Zeit zeich-
net sich diese schon ab, aber sie wird in
den kommenden Jahren noch sehr viel
intensiver werden müssen, als sie es im
Augenblick ist. Im letzten Abschnitt wer-
fen wir einen kurzen Blick auf drei von
diesen Wissenschaften.
Nachbarwissenschaften der
Linguistik
Die Disziplinen, von denen in diesen ab-
schließenden Bemerkungen die Rede
sein wird, sind die Neurolinguistik, die
Psycholinguistik und die Computerlinguis-
tik. Ihre Namen suggerieren, dass es sich
bei ihnen um Teilbereiche der Linguistik
handelt, aber dieser Eindruck ist etwas ir-
reführend. Zwar stimmt es, dass alle drei
Disziplinen gewissermaßen aus der Lin-
guistik hervorgegangen, sind; ihre Zielset-
zungen und Methodik sind jedoch von
denen der Linguistik, wie ich sie hier dar-
gestellt habe, so verschieden, dass es 
realistischer ist, sie als Nachbarwissen-
schaften der Linguistik zu betrachten und
nicht als Teile von ihr. 
Gemeinsam ist den vier Wissenschaf-
ten das Thema. Bei allen geht es um
sprachverarbeitende Prozesse. Damit
sind aber die Gemeinsamkeiten auch
weitgehend erschöpft. Denn der jeweili-
ge Umgang mit diesen Prozessen ist sehr
unterschiedlich.
Am einfachsten lässt sich das Verhält-
nis von der Linguistik zur Neurolinguistik
beschreiben. Das Ziel der Neurolinguistik
ist, die neuronalen Korrelate linguisti-
scher Beschreibungen sprachverarbeiten-
der Prozesse zu entdecken. Anders ge-
sagt geht es in der Neurolinguistik dar-
um, diejenigen neuronalen Prozesse im
menschlichen Hirn zu identifizieren, die
dem Bewusstsein selbst, insofern sie ihm
überhaupt zugänglich sind, als sprachli-
che Prozesse gegenwärtig sind.
Man sollte sich nicht die Illusion ma-
chen, dass wir dieses Ziel bald erreichen
werden. (Es ist nicht einmal sicher, dass
wir es je erreichen werden.) Wieviel dazu
noch zu leisten ist, wird halbwegs sicht-
bar, wenn man sich überlegt, was es be-
deuten würde, genau Bescheid darüber
zu wissen, was im Hirn abläuft, wenn je-
mand den Gedanken, dass es draußen
regnet, in genau diesen Worten aus-
drückt – wenn er also den Satz „Draußen
regnet es.“ ausspricht; oder auch, was im
Hirn dessen vorgeht, der diese Behaup-
tung hört und versteht. Nach meinen 
neuesten Erkundigungen bei Neurolinguis-
ten gibt es sogar zu dieser auf den ersten
Blick doch verhältnismäßig einfachen Fra-
ge lediglich Spekulationen. Und wenn
schon über eine solche Frage so wenig
Klarheit besteht, wann dürfen wir erwar-
ten zu durchschauen, was etwa im Hirn
einer Person vorgeht, der die Beispiele
von Abschnitt „Germanische Sprachen
im Vergleich“ verarbeitet. Und was alles
passiert im Hirn von einem, der einen Vo-
gel vorbeifliegen sieht und diese Wahr-
nehmung in die Worte der entsprechen-
den Mitteilung umsetzt? Bevor die Neu-
rolinguistik im Stande sein wird, solche
Fragen zu erhellen, wird noch sehr viel
Forschung nötig sein und wohl auch
noch sehr viel Zeit vergehen. Bis jetzt be-
steht ihre große Leistung darin, dass sie
es geschafft hat, experimentelle Metho-
den zu entwickeln, mit denen vieles über
die Hirnaktivität erforscht werden kann,
ohne dass der Proband dabei zu Schaden
kommt.
Die Psycholinguistik steht zur Linguis-
tik in einem ähnlichen Verhältnis wie die
Neurolinguistik. Auch in der Psycholinguis-
tik geht es darum, sprachverarbeitende
Prozesse mit Hilfe der Konzepte und Kon-
strukte der kognitiven Psychologie zu
analysieren und in entsprechender Termi-
nologie zu beschreiben. Dabei werden
bestimmte Prozessaspekte untersucht,
die in der Linguistik unberücksichtigt blei-
ben. Insbesondere werden Prozesse als
Zusammenspiel unterschiedlicher kogniti-
ver „Module“ beschrieben, die jeweils ih-
re eigenen Verarbeitungsaufgaben erledi-
gen, ihre Ergebnisse an andere Module
weiterreichen und vermutlich unter-
schiedliche Repräsentationsformate
handhaben. Bezüglich Zahl und Funktion
der Module gibt es zur Zeit in der Psycho-
linguistik noch wenig Handfestes. Ebenso
wie in der Neurolinguistik lagen die wich-
tigsten Leistungen bisher im Bereich der
Entwicklung von neuen experimentellen
Methoden und deren Anwendung bei 
der Erschließung von einer Vielfalt
grundsätzlich neuer Daten jenseits des
gewohnten Beobachtungshorizonts der
Linguistik. 
Das Verhältnis der Linguistik zur Com-
puterlinguistik ist mit den beiden gerade
beschriebenen nicht vergleichbar. Ziel
der Computerlinguistik ist es, Systeme zu
entwickeln, die im Stande sind, einen
ebenso effizienten Gebrauch von Spra-
che zu machen wie der Mensch. Die spe-
zifischeren Zielsetzungen in der Compu-
terlinguistik variieren abhängig davon,
welche Verwendungen von Sprache es
zu simulieren gilt. Weil es letztendlich nur
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darum geht, dass der sprachverarbeiten-
de Computer es dem Menschen im gege-
benen Aufgabenbereich gleich tut (oder
noch besser abschneidet, etwa indem er
ebenso verlässlich aber zugleich viel
schneller arbeitet), spricht nichts dage-
gen und alles dafür, die speziellen Vorzü-
ge eines Rechners (wie etwa der schnelle
Zugang zu großen Mengen von Daten,
die für die Erledigung spezifischer Aufga-
ben nützlich sein könnten) optimal zu 
nutzen. In solchen Fällen wird es zwi-
schen den im Computer und im Men-
schen ablaufenden Prozessen allenfalls
eine partielle Ähnlichkeit geben.
Nun sind aber viele Sprachverarbei-
tungsprozesse von einer beträchtlichen
Komplexität und ihre Computersimulati-
on hat sich als sehr schwierig heraus-
stellt. Wie schwierig, merkt man manch-
mal erst, wenn man es selbst einmal
ernsthaft versucht. Es liegt nahe, zu ver-
suchen, die Hürden, denen man bei die-
sen Versuchen begegnet, zu überwinden,
indem man genauer untersucht, wie der
Mensch selbst mit solchen Aufgaben fer-
tig wird. Über diesen Weg hat die Com-
puterlinguistik schon oft linguistische Un-
tersuchungen angeregt, bei denen sich
nicht nur die Fragestellungen selbst oft
besonders fruchtbar erwiesen haben,
sondern auch die unabdingbare Präzisi-
on, ohne die linguistische Ergebnisse für
die Computerlinguistik nutzlos wären.
Auf diese eher indirekte Weise trägt auch
die Computerlinguistik zu unserem Ver-
ständnis von den Sprachverarbeitungs-
prozessen bei, die sich im Menschen
selbst abspielen.
Neurolinguistik, Psycholinguistik und
Computerlinguistik sind alle drei noch
sehr junge Wissenschaften und bedeu-
tend jünger als die „generative“ Linguis-
tik, von der in diesem Aufsatz haupt-
sächlich die Rede war. Deswegen ist es
kein Wunder, dass sie noch recht weit
von ihren jeweiligen Zielen entfernt sind,
und es wäre sicher ungerecht, ihnen dar-
aus einen Vorwurf machen zu wollen.
Dass es sich bei ihnen aber um „echte“
Wissenschaften handelt, hat meines Wis-
sens noch keiner bezweifelt. Wenn ich
heutzutage gefragt werde, was ich ma-
che, gebe ich manchmal zur Antwort, ich
sei in einem „Institut für Maschinelle
Sprachverarbeitung“ tätig und beschäfti-
ge mich dort mit Problemen sprachlicher
Bedeutung, damit Computer Bedeutun-
gen in Zukunft besser berechnen können.
Der Effekt ist meistens erfreulich, denn 
im Gegensatz zu den Reaktionen, die mir
üblicherweise zuteil werden, wenn ich es
bei einer Beschreibung meiner rein se-
mantischen Interessen belasse, ist man
mit dieser Antwort durchaus zufrieden
– fast so, als wären die schönen Tage
meiner frühen Logikerexistenz wieder da.
Wenn, wie ich hoffe und erwarte, die
Beziehungen zwischen den hier erwähn-
ten drei Wissenschaften und der Linguis-
tik immer enger und tiefer werden, dann
wird das dem Image der Linguistik ver-
mutlich zugute kommen und man wird
die Linguisten vielleicht nicht länger so
beschmunzeln wie heute. Aber auf eine
solche Image-Unterstützung ist die Lin-
guistik eigentlich gar nicht angewiesen.
Auch wenn man sie als eigenständige
Disziplin betrachtet, zeigt sie sich bei ge-
nauerer Betrachtung als vollwertiges Mit-
glied der Großfamilie wissenschaftlicher
Disziplinen. Ihre methodologischen An-
sprüche und Verpflichtungen unterschei-
den sich zuletzt nicht wesentlich von de-
nen jeder anderen seriösen empirischen
Wissenschaft. Und dasselbe gilt für ihr
übergreifendes Ziel: Eine große und auf
den ersten Blick verwirrende Vielfalt von
scheinbar unzusammenhängenden Da-
ten so zu modellieren, dass das Geflecht
der ihnen zugrundeliegenden Gesetz-
mäßigkeiten mit unausweichlicher Klar-
heit hervortritt.
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