Abstract -Theory of absolute uniqueness for phase retrieval with random illumination is presented. Suitable random illumination eliminates all sources of ambiguity, trivial and nontrivial.
I. INTRODUCTION
Fourier phase retrieval is the inverse problem of recovering the phase information given the Fourier magnitude data which plays an important role in many areas of science and engineering.
Since our motivation is lensless imaging [8] , let us consider discrete phase retrieval in two dimensions: Let n = (n 1 , n 2 ) ∈ Z 2 and z = (z 1 , z 2 ) ∈ C 2 . Define the multiindex notation z n = z It is convenient to write
where
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magnitude sampled on the regular grid
Then the phase retrieval problem can be stated as determining the object function f from its autocorrelation function C f . The first central question is that of uniqueness which traditionally has meant uniqueness up to equivalence class of "trivial associates", including constant global phase,
and conjugate inversion
where n⊕m = n+m(mod(N 1 +1, N 2 +1)) [1, 6, 7] . Conjugate inversion produces a twin image which is a main stumbling block for standard phase retrieval algorithms [11] . In our approach [3] , we pursue the notation of absolute uniqueness: if two finite objects f and g give rise to the same Fourier magnitude data, then f = g unequivocally. An essential ingredient of our approach is random (phase or amplitude) illumination which is a form of coded-aperture imaging. This turns out to be pertinent to the main focus of the present paper, i.e. to achieve phase retrieval with sampling rate strictly below the Nyquist rate (1) .
The rest of the paper is organized as follows. In Section II, we discuss phase retrieval from the perspective of compressed sensing. In Section III, we present the theory of absolute uniqueness. In Section IV, we present our numerical results. We draw conclusions in Section V.
II. COMPRESSED MEASUREMENTS
When the autocorrelation function C f is sparse and has, say, K non-zero elements, then, with a high probability, the whole function |F (w)| 2 , w ∈ L can be recovered by compressed sensing techniques [10] from a sampling sub-
2 . If the sequence f has S ≤ |N| nonzero components (i.e. the sparsity equals S), then it is easy to see that C f has at most S(S − 1)/2 + 1 nonzero components. Hence the whole function
j=1 log N j ) samples with high probability. Unfortunately, taking advantage of this standard compressed sensing result would limit the objects of interest to the class of one-dimensional objects. A more powerful approach is to use random illumination to effectively turn the deterministic object into a random object.
Random illumination amounts to replacing the original object f (n) byf
where λ(n), representing the incident field, is a known sequence of samples of random variables, typically assumed to be independent and identically distributed (i.i.d.), Figure  1 .
The most important property about λ(n) is that they are continuous random variables with respect to the Lebesgue measure on S 1 (the unit circle), R or C. The case of S 1 can be facilitated by a random phase modulator with
where φ(n) are continuous random variables on [0, 2π] while the case of R can be facilitated by a random amplitude modulator. The Gaussian and binary masks used in [2] are examples of random amplitude illumination. The case of C involves simultaneously both phase and amplitude modulations.
For a metric of compression, let us define the sampling ratio ρ = # Fourier magnitude data/# image pixels following [9] . The Nyquist rate (1) corresponds to ρ = 4 in two dimensions. The goal of compressed sensing is Fourier phasing with the sampling ratio ρ < 4.
III. ABSOLUTE UNIQUENESS
First we have the following uniqueness result [3] . Theorem 1. Suppose that f (n) is real and nonnegative for every n and that {λ(n)} are independent continuous random variables on S 1 or R or C. Then, with probability one, f is determined absolutely uniquely by the Fourier magnitude measurement on the lattice L.
Another widely used constraint is the positivity of both real and imaginary parts of complex-valued objects [9] . For such objects, we have the following result [3] .
Theorem 2. Suppose that f (n) has nonnegative real and imaginary parts for every n. Let S be the sparsity (the number of nonzero elements) of the object. (i) Consider the random phase illumination (4). Suppose that the phases φ(n) are i.i.d. uniform random variables on [0, 2π]. Then with probability no less than 1 − |N |4

−[S/2] the object f is absolutely uniquely determined by the Fourier magnitude measurement. Here [S/2] is the greatest integer less than or equal to S/2.
(ii) Consider the random amplitude illumination with i.i.d. random variables {λ(n)} ⊂ R that are equally likely negative or positive, i.e. P{λ(n) > 0} = P{λ(n) < 0} = 1/2, ∀n. Then with probability no less than 1 − 2
−[(S−1)/2] |N | the object f is absolutely uniquely determined by the Fourier magnitude measurement on L.
Such results do not hold for the 1-dimensional phasing problem.
Both Theorem 1 and 2 require the Nyquist sampling with ρ = 4 which appears to be an overestimate. Actual reconstruction with random illumination requires a much smaller ρ as shown below.
IV. NUMERICAL EXPERIMENTS
The most widely used phase retrieval algorithm is Fienup's [4] Hybrid Input-Output Algorithm (HIO) based on alternating projections in the object domain and the Fourier domain. Given the k-th iterate f k (n) the (k + 1)st iteration of HIO is given as follows. 
HIO algorithm Update Fourier phase:
where Γ is the object domain constraints.
Here Φ is the discrete Fourier transform and β is the hybridization parameter typically chosen between 0.5 and 1. In our experiments β = 0.9. The object domain constraints Γ may include the support constraint and the object value constraint (e.g. positivity).
One way to introduce the support constraint is by zeropadding with ρ > 1 [9] . Let N be the original object domain with (N 1 + 1)(N 2 + 1) pixels. With ρ > 1 we enlarge the object domain by adding (ρ − 1)(N 1 + 1)(N 2 + 1) pixels of value zero around N . Zero-padding can reduce the chance of confusing the object with a shifted object (2). However, zero-padding can not prevent the twin image (3) from getting in the way of reconstruction unless random illumination 
is applied.
In the following numerical examples (Figures 2 and 3 ) we show how much reduction in data can be achieved by random phase illumination (4). We apply the algorithm HIO followed by 10 steps of error-reductions [4] .
For both examples, with single random phase illumination, mere 100 HIO iterations and the sampling ratio ρ = 1.1 are sufficient to achieve accurate recovery (less than 3% relative error) (Figure 2 (b), Figure 3 (b) ). In contrast, with constant illumination (λ(n) = 1, ∀n), even 3000 HIO iterations and the sampling ratio ρ = 4 fails to recover the object due to the interference of the twin image (3) in some case (Figure 3 (c) ) and when the sampling ratio increases to ρ = 6 the twin image finally overwhelms the true image in the reconstruction (Figure 3 (d) ). Even in the case where recovery with constant illumination seems successful (after 3000 iterations with ρ = 4), the recovered image is contaminated with an artificial pattern of stripes (Figure 2 (c) ). If the sampling ratio reduces to ρ = 2, the quality of recovery deteriorates drastically, again, due to the interference of the twin image (Figure 2 (d) ).
V. CONCLUSIONS
We have developed theory of absolute uniqueness for phase retrieval with random illumination. In addition to providing psychological assurance, the absence of (trivial or nontrivial) ambiguity probably contributes in a significant way to the superior qualities of random-illuminationaided phase retrieval algorithms which use far fewer Fourier magnitude data and order of magnitude fewer number of iterations.
By a simple dimension counting, it is easy to see that ρ = 1 is a lower bound for the minimum sampling rate for phasing real-valued objects. In our examples, we have demonstrated that ρ = 1.1 is sufficient to accurately recover the real-valued objects with single random phase illumination.
