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Abstract—In multi-tiered fog computing systems, to accelerate
the processing of computation-intensive tasks for real-time IoT
applications, resource-limited IoT devices can offload part of their
workloads to nearby fog nodes, whereafter such workloads may
be offloaded to upper-tier fog nodes with greater computation
capacities. Such hierarchical offloading, though promising to
shorten processing latencies, may also induce excessive power
consumptions and latencies for wireless transmissions. With the
temporal variation of various system dynamics, such a trade-
off makes it rather challenging to conduct effective and online
offloading decision making. Meanwhile, the fundamental benefits
of predictive offloading to fog computing systems still remain
unexplored. In this paper, we focus on the problem of dynamic
offloading and resource allocation with traffic prediction in multi-
tiered fog computing systems. By formulating the problem as a
stochastic network optimization problem, we aim to minimize the
time-average power consumptions with stability guarantee for all
queues in the system. We exploit unique problem structures and
propose PORA, an efficient and distributed predictive offloading
and resource allocation scheme for multi-tiered fog computing
systems. Our theoretical analysis and simulation results show
that PORA incurs near-optimal power consumptions with queue
stability guarantee. Furthermore, PORA requires only mild-value
of predictive information to achieve a notable latency reduction,
even with prediction errors.
Index Terms—Internet of Things, fog computing, workload
offloading, resource allocation, Lyapunov optimization, predictive
offloading.
I. INTRODUCTION
In the face of the proliferation of real-time IoT applications,
fog computing has come as a promising complement to cloud
computing by extending cloud to the edge of the network to
meet the stringent latency requirements and intensive compu-
tation demands of such applications [1].
A typical fog computing system consists of a set of geo-
graphically distributed fog nodes which are deployed at the
network periphery with elastic resource provisioning such as
storage, computation, and network bandwidth [2]. Depending
on their distance to IoT devices, fog nodes are often organized
in a hierarchical fashion, with each layer as a fog tier. In such a
way, resource-limited IoT devices, when heavily loaded, can
delegate workloads via wireless links to nearby fog nodes,
a.k.a., workload offloading, to reduce the power consumption
and accelerate workload processing; meanwhile, each fog node
can offload workloads to nodes in its upper fog tier. However,
along with all the benefits come the extended latency and extra
power consumption. Given such a power-latency tradeoff,
two interesting questions arise. One is where and how much
workloads to offload between successive fog tiers. The other
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is how to allocate resources for workload processing and
offloading. The timely decision making regarding these two
questions is critical but challenging, due to temporal variations
of system dynamics in wireless environment, uncertainty in the
resulting offloading latency, and the unknown traffic statistics.
We summarize the main challenges of dynamic offloading
and resource allocation in fog computing as follows:
 Characterization of system dynamics and the power-
latency tradeoff: In practice, a fog system often consists
of multiple tiers, with complex interplays between fog
tiers and the cloud, not to mention the constantly varying
dynamics and intertwined power-latency tradeoffs therein.
A model that accurately characterizes the system and
tradeoffs is the key to the fundamental understanding of
the design space.
 Efficient online decision making: The decision making
must be computationally efficient, so as to minimize the
overheads. The difficulties often come from the uncertain-
ties of traffic statistics, online nature of workload arrivals,
and intrinsic complexity of the problem.
 Understanding the benefits of predictive offloading:
One natural extension to online decision making is to
employ predictive offloading to further reduce latencies
and improve quality of service. For example, Netflix
preloads videos onto users’ devices based on user be-
havior prediction [3]. Despite the wide applications of
such approaches, the fundamental limits of predictive
offloading in fog computing still remain unknown.
In this paper, we focus on the workload offloading problem
for multi-tiered fog systems. We address the above challenges
by developing a fine-grained queueing model that accurately
depicts such systems and proposing an efficient online scheme
that proceeds the offloading on a time-slot basis. To the best
of our knowledge, we are the first to conduct systematic study
on predictive offloading in fog systems. Our key results and
main contributions are summarized as follows:
 Problem Formulation: We formulate the problem of
dynamic offloading and resource allocation as a stochastic
optimization problem, aiming at minimizing the long-
term time-average expectation of total power consump-
tions of fog tiers with queue stability guarantee.
 Algorithm Design: Through a non-trivial transformation,
we decouple the problem into a series of subproblems
over time slots. By exploiting their unique structures,
we propose PORA, an efficient scheme that exploits
predictive scheduling to make decisions in an online
manner.
 Theoretical Analysis and Experimental Verification:
We conduct theoretical analysis and trace-driven sim-
ulations to evaluate the effectiveness of PORA. The
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2TABLE I: Comparisons of related works
D2D-enabled IoT IoT-Fog1 Fog-Fog2 Fog-Cloud3 Dynamic Prior Arrival Distribution Prediction
[1] X X X –
[4] X X –
[5] X X X Poisson
[6] X –
[7] X X Poisson
[8] X X Not Required
[9] X X Not Required
[10] X X X Not Required
[11] X X Not Required
Ours X X X Not Required X
1,2,3 “IoT-Fog” means offloading from IoT devices to fog, “Fog-Fog” means offloading between fog tiers, while “Fog-Cloud”
means offloading from fog to cloud.
results show that PORA achieves a tunable power-latency
tradeoff while effectively reducing the average latency
with only mild-value of predictive information, even in
the presence of prediction errors.
 New Degree of Freedom in the Design of Fog Com-
puting Systems: We systematically investigate the funda-
mental benefits of predictive offloading in fog computing
systems, with both theoretical analysis and numerical
evaluations.
We organize the rest of the paper as follows. Section II
discusses the related work. Next, in Section III, we provide an
example that motivates our design for dynamic offloading and
resource consumption in fog computing systems. Section IV
presents the system model and problem formulation, followed
by the algorithm design of PORA and performance analysis in
Section V. Section VI analyzes the results from trace-driven
simulations, while Section VII concludes the paper.
II. RELATED WORK
In recent years, a series of works have been proposed
to optimize the performance fog computing systems from
various aspects [1], [4]–[13]. Among such works, the most
related are those focusing on the design of effective offload-
ing schemes. For example, by adopting alternating direction
method of multipliers (ADMM) methods, Xiao et al. [1]
and Wang et al. [4] proposed two offloading schemes for
cloud-aided fog computing systems to minimize average task
duration and average service response time under different
energy constraints, respectively. Later, Liu et al. [5] took the
social relationships among IoT users into consideration and
developed a socially aware offloading scheme by advocating
game theoretic approaches. Misra et al. [6] studied the problem
in software-defined fog computing systems and proposed a
greedy heuristic scheme to conduct multi-hop task offloading
with offloading path selection. Lei et al. [7] considered the
joint minimization of delay and power consumption over all
IoT devices; they formulated the problem under the settings
of continuous-time Markov decision process and solved it
via approximate dynamic programming techniques. The above
works, despite their effectiveness, generally assume the avail-
ability of the statistical information on task arrivals in the
systems which is usually unattainable in practice with highly
time-varying system dynamics [14].
In the face of such uncertainties, a number of works have
applied stochastic optimization methods such as Lyapunov op-
timization techniques to online and dynamic offloading scheme
design [8]–[11]. For instance, Mao et al. [8] investigated
the tradeoff between the power consumption and execution
delay, then developed a dynamic offloading scheme for energy-
harvesting-enabled IoT devices. Chen et al. [9] designed an
adaptive and efficient offloading scheme to minimize the trans-
mission energy consumption with queueing latency guarantee.
Gao et al. [10] investigated efficient offloading and social-
awareness-aided network resource allocation for device-to-
device-enabled (D2D-enabled) IoT users. Zhang et al. [11]
designed an online rewards-optimal scheme for the computa-
tion offloading of energy harvesting-enabled IoT devices based
on Lyapunov optimization and Vickrey-Clarke-Groves auction.
Different from such works that focus on fog computing sys-
tems with flat or two-tiered architectures, our solution is appli-
cable to general multi-tiered fog computing systems with time-
varying wireless channel states and unknown traffic statistics.
Moreover, to the best of our knowledge, our solution is also the
first to proactively leverage the predicted traffic information to
optimize the system performance with theoretical guarantee.
We are also the first to investigate the fundamental benefits of
predictive offloading in fog computing systems. We compare
our work with the above mentioned works in TABLE I.
III. MOTIVATING EXAMPLE
In this section, we provide a motivating example to show the
potential power-latency tradeoff in multi-tiered fog computing
systems. The objective is to achieve low power consumptions
and short average workload latency (in the unit of packets).
Figure 1 shows an instance of time-slotted fog computing
system with two fog tiers, i.e., edge fog tier and central fog
tier. Within each fog tier resides one fog node, i.e., an edge fog
node (EFN) in edge fog tier and a central fog node (CFN) in
central fog tier. The EFN connects to the CFN via a wireless
link, while the CFN connects to the cloud data center over
wired links. Each fog node maintains one queue to store
packets. Figure 1(a) shows that during time slot t0, both the
EFN and the CFN store 8 packets in their queues.
We assume that each fog node sticks to one policy all
the time to handle packets, i.e., either processing packets
locally or offloading them to its next tier. The local processing
capacities of EFN and CFN are 1 and 8 packets per time
slot, respectively. The transmission capacities from EFN to
CFN and from CFN to cloud are 4 and 5 packets per
time slot, respectively. The power consumption is assumed
linearly proportional to the number of processed/transmitted
packets. In particular, processing one packet locally consumes
1 mW power, while transmitting one packet over wireless link
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Cloud
<latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit> 4 
pkts/slot

<latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit><latexit sha1_base64="BLOW3Ba1qHQyiUlRyPjwjDDQR2w=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp5KIoMeCF48V7Ae0oWy2k3bpZhN3N0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekAiujet+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0Nve7T6g0j+WDmSXoR3QsecgZNbk0EPg4rNbchrsAWSdeQWpQoDWsfg1GMUsjlIYJqnXfcxPjZ1QZzgTOK4NUY0LZlI6xb6mkEWo/W9w6JxdWGZEwVrakIQv190RGI61nUWA7I2ometXLxf+8fmrCGz/jMkkNSrZcFKaCmJjkj5MRV8iMmFlCmeL2VsImVFFmbDwVG4K3+vI66Vw2PLfh3V/VmvUijjKcwTnUwYNraMIdtKANDCbwDK/w5kTOi/PufCxbS04xcwp/4Hz+AA0vjiY=</latexit> 5 
pkts/slot
E
F
G
t0
<latexit sha1_base64="wX6vrg6tE6nSEiybwZMx8dDUI7o=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePFYwbSFNpTNdtMu3WzC7kQoob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMC1MpDLrut1Pa2Nza3invVvb2Dw6PqscnbZNkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uZv7nSeujUjUI05THsR0pEQkGEUr+TjI3dmgWnPr7gJknXgFqUGB1qD61R8mLIu5QiapMT3PTTHIqUbBJJ9V+pnhKWUTOuI9SxWNuQnyxbEzcmGVIYkSbUshWai/J3IaGzONQ9sZUxybVW8u/uf1Moxug1yoNEOu2HJRlEmCCZl/ToZCc4ZyagllWthbCRtTTRnafCo2BG/15XXSvq57bt17aNSaV0UcZTiDc7gED26gCffQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz/CA46R</latexit><latexit sha1_base64="wX6vrg6tE6nSEiybwZMx8dDUI7o=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePFYwbSFNpTNdtMu3WzC7kQoob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMC1MpDLrut1Pa2Nza3invVvb2Dw6PqscnbZNkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uZv7nSeujUjUI05THsR0pEQkGEUr+TjI3dmgWnPr7gJknXgFqUGB1qD61R8mLIu5QiapMT3PTTHIqUbBJJ9V+pnhKWUTOuI9SxWNuQnyxbEzcmGVIYkSbUshWai/J3IaGzONQ9sZUxybVW8u/uf1Moxug1yoNEOu2HJRlEmCCZl/ToZCc4ZyagllWthbCRtTTRnafCo2BG/15XXSvq57bt17aNSaV0UcZTiDc7gED26gCffQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz/CA46R</latexit><latexit sha1_base64="wX6vrg6tE6nSEiybwZMx8dDUI7o=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePFYwbSFNpTNdtMu3WzC7kQoob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMC1MpDLrut1Pa2Nza3invVvb2Dw6PqscnbZNkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uZv7nSeujUjUI05THsR0pEQkGEUr+TjI3dmgWnPr7gJknXgFqUGB1qD61R8mLIu5QiapMT3PTTHIqUbBJJ9V+pnhKWUTOuI9SxWNuQnyxbEzcmGVIYkSbUshWai/J3IaGzONQ9sZUxybVW8u/uf1Moxug1yoNEOu2HJRlEmCCZl/ToZCc4ZyagllWthbCRtTTRnafCo2BG/15XXSvq57bt17aNSaV0UcZTiDc7gED26gCffQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz/CA46R</latexit><latexit sha1_base64="wX6vrg6tE6nSEiybwZMx8dDUI7o=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePFYwbSFNpTNdtMu3WzC7kQoob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMC1MpDLrut1Pa2Nza3invVvb2Dw6PqscnbZNkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uZv7nSeujUjUI05THsR0pEQkGEUr+TjI3dmgWnPr7gJknXgFqUGB1qD61R8mLIu5QiapMT3PTTHIqUbBJJ9V+pnhKWUTOuI9SxWNuQnyxbEzcmGVIYkSbUshWai/J3IaGzONQ9sZUxybVW8u/uf1Moxug1yoNEOu2HJRlEmCCZl/ToZCc4ZyagllWthbCRtTTRnafCo2BG/15XXSvq57bt17aNSaV0UcZTiDc7gED26gCffQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz/CA46R</latexit>
Time Slot
Time Slot
Time Slot
Time Slot
t0 + 1
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Fig. 1: Motivating example of dynamic offloading and
resource consumption in multi-tiered fog computing systems.
consumes 0.5 mW. We ignore the processing latency in the
cloud due to its powerful processing capacity.
TABLE II lists the total power consumptions and average
packet latencies under all four possible settings. Figures 1(b)-
1(d) show the case when EFN sticks to offloading and CFN
sticks to local processing. In time slot (t0 + 1), EFN offloads
four packets to CFN at its full transmission capacity, while
CFN processes all the eight packets locally. In time slot (t0 +
2), EFN offloads the rest four packets to CFN; meanwhile,
CFN locally processes the four packets that arrive in previous
time slot. In time slot (t0 + 3), CFN finishes processing the
rest four packets. In this case, the system consumes 16 mW
power in local processing and 4 mW power in transmission,
with an average packet latency of 1.75 time slots.
TABLE II: Performance under different offloading policies
Policy of Policy of Total Power Average Packet
EFN CFN Consumptions (mW) Latency (time slot)
Local Local 16 2.75
Local Offload 8 2.9375
Offload Local 20 1.75
Offload Offload 4 2.125
From TABLE II, we conclude that: First, when EFN sticks
to offloading and CFN sticks to local processing, the system
achieves the lowest average packet latency of 1.75 slots but
the maximum power consumption of 20mW. Second, with the
same offloading policy on EFN, there is a tradeoff between the
total power consumptions and the average packet latency when
CFN sticks to different policies. The reason is that offloading
to the cloud can not only reduce power consumptions but
also prolong latency as well. Third, when CFN sticks to local
processing, there is a power-latency tradeoff with different
policies at EFN, in that offloading to CFN can induce lower
processing latency but at the cost of even higher power
consumption for wireless transmissions.
IV. MODEL AND PROBLEM FORMULATION
We consider a multi-tiered fog computing system, as shown
in Figure 2. The system evolves over time slots indexed by
Edge Fog Tier CloudCentral Fog Tier
...
...
...
Fog System
Traffic 
from IoT 
Devices
Local Process Local Process
Offload Offload
Fig. 2: An example of fog computing systems with two fog
tiers.
t ∈ {0, 1, 2, ...}. Each time slot has a length of τ0. Inside the
edge fog tier (EFT) are a set of edge fog nodes (EFNs) that
offer low-latency access to IoT devices. On the other hand, the
central fog tier (CFT) comprises of central fog nodes (CFNs)
with greater processing capacities than EFNs. We assume that
the workload on each EFN can be offloaded to and processed
by any of its accessible CFNs, and that each CFN can offload
its workload to the cloud. In our model, we do not consider the
power consumptions and latencies within the cloud. We mainly
focus on the power consumptions and latencies within fog
tiers, as shown in TABLE III. First, the power consumptions
we consider include two parts: processing power and transmit
power. The processing power consumption is induced by the
workload processing on both EFT and CFT. The transmit
power is induced by the transmissions from EFT to CFT.
We do not consider the transmit power consumption from
CFT to cloud because we assume that the CFT communicates
with the cloud through wireline connections. Second, the
latencies we consider include three parts: queueing latency,
processing latency and transmit latency. We focus on the
queueing latency on both EFT and CFT. We assume that
the workload processing in each time slot can be completed
by the end of the same time slot, and then we can ignore
the processing latency. Since the EFT communicates with the
CFT through high-speed wireless connections and the CFT
communicates with the cloud through high-speed wireline
connections, we assume that transmission latencies from both
EFT to CFT and CFT to Cloud are negligible.
TABLE III: Performance Metrics in Our Model
Power Consumption Latency
Processing Transmit Queueing Processing Transmit
EFT X X
EFT2CFT X
CFT X X
CFT2Cloud
In the following, we first introduce the basic settings in
Section IV-A, then elaborate the queueing models in Section
IV-D. Next, we define the optimization objective in Section
IV-E while proposing the problem formulation in Section IV-F.
We summarize the key notations in TABLE IV.
A. Basic Settings
The fog computing system consists of N EFNs in EFT and
M CFNs in CFT. LetN andM be the sets of EFNs and CFNs.
Each EFN i has access to a subset of CFNs in their proximities.
We denote the subset byMi ⊂M. For each CFN j, Nj ⊂ N
4TABLE IV: Key notations
Notation Description
τ0 Length of each time slot
N N is the set of EFNs with |N | , N
M M is the set of CFNs with |M| ,M
Nj Set of accessible EFNs from CFN j
Mi Set of accessible CFNs from EFN i
Ai(t) Amount of workload arriving to EFN i in time slot t
λi Average workload arriving rate on EFN i, λi , E{Ai(t)}
Wi Prediction window size of EFN i
Ai,−1(t) Arrival queue backlog of EFN i in time slot t
Ai,w(t)
Prediction queue backlog of EFN i in time slot t, such that
0 ≤ w ≤Wi − 1
Q
(e,a)
i (t) Integrate queue backlog of EFN i in time slot t
Q
(e,l)
i (t) Local processing queue backlog of EFN i in time slot t
Q
(e,o)
i (t) Offloading queue backlog of EFN i in time slot t
b
(e,l)
i (t) Amount of workload to be sent to Q
(e,l)
i (t) in time slot t
b
(e,o)
i (t) Amount of workload to be sent to Q
(e,o)
i (t) in time slot t
f
(e)
i (t) CPU frequency of EFN i in time slot t
Hi,j(t) Wireless channel gain between EFN i and CFN j
pi,j(t) Transmit power from EFN i to CFN j in time slot t
Ri,j(t) Transmit rate from EFN i to CFN j in time slot t
Q
(c,a)
j (t) Arrival queue backlog of CFN j in time slot t
Q
(c,l)
j (t) Local processing queue backlog of CFN j in time slot t
Q
(c,o)
j (t) Offloading queue backlog of CFN j in time slot t
b
(c,l)
j (t) Amount of workload to be sent to Q
(c,l)
j (t) in time slot t
b
(c,o)
j (t) Amount of workload to be sent to Q
(c,o)
j (t) in time slot t
f
(c)
j (t) CPU frequency of CFN j in time slot t
P (t) Total power consumptions in time slot t
denotes the set of its accessible EFNs. Accordingly, for any
i ∈ Nj we have j ∈Mi.
B. Queueing Model for Edge Fog Node
During time slot t, there is an amount Ai(t) (≤ Amax for
some constant Amax) of workload generated from IoT devices
arrive to be processed on EFN i such that E{Ai(t)} = λi.
We assume that such arrivals are independent over time
slots and different EFNs. Each EFN i is equipped with a
learning module1 that can predict the future workload within a
prediction window of size Wi, i.e. workload will arrive in the
next Wi time slots. The predicted arrivals are pre-generated
and recorded, then arrive to EFN i for pre-serving. Once the
predicted arrivals actually arrive after pre-serving, they will be
considered finished.
On each EFN, as Figure 3 shows, there are four types of
queues: prediction queues with the backlogs as Ai,0(t), ...,
Ai,Wi−1(t), arrival queue Ai,−1(t), local processing queue
Q
(e,l)
i (t), and offloading queue Q
(e,o)
i (t). In time slot t,
prediction queue Ai,w(t) (0 ≤ w ≤ Wi − 1) stores untreated
workload that will arrive in time slot (t + w). Workload
that actually arrives at EFN i is stored in the arrival queue
Ai,−1(t), awaiting being forwarded to the local processing
1We do not specify any particular learning method in this paper, since our
work aims to explore the fundamental benefits of predictive offloading. In
practice, one can leverage machine learning techniques such as time-series
prediction methods [15] for workload arrival prediction.
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at  t+Wi<latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit><latexit sha1_base64="IwpLipC7N898CjCKtT1k6kWgmjw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBE EoiBT0WvHisYJtCG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmhakUBl332yltbG5t75R3K3v7B4dH1eOTjkkyzXibJTLR3ZAaLoXibRQoeTfVnMah5H44uZv7/hPXRiTqEacpD2I6UiISjKKVfLzyB7mYDao 1t+4uQNaJV5AaFGgNql/9YcKymCtkkhrT89wUg5xqFEzyWaWfGZ5SNqEj3rNU0ZibIF+cOyMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xi/D6DbIhUoz5IotF0WZJJiQ+e9kKDRnKKeWUKaFvZWwMdWUoU2oYkPwVl9e J53ruufWvYdGrekWcZThDM7hEjy4gSbcQwvawGACz/AKb07qvDjvzseyteQUM6fwB87nDyvvj2Q=</latexit>  
Prediction Queue Ai,0(t)<latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit><latexit sha1_base64="BM7+7WnYn6X0FgBwQbmPuW1WzAw=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJUk JKIoMeKF48V7Ae2oWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+64lrI2L1gOOE+xEdKBEKRtFKjze9TJy7kwq e9Uplt+rOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5tdPCGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6fukLzRnKMeWUKaFvZWwIdWUoQ2paEPw Fl9eJs2LqudWvfvLcs3N4yjAMZxABTy4ghrcQR0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5A0YIj+4=</latexit>
Prediction Queue 
Ai,Wi 1(t)
<latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit><latexit sha1_base64="GU+YtVZmUEMsZxmDEcVhZzh3jcM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0Woo CURQZcVNy4r2Ae0IUymk3boZBJmbgol5E/cuFDErX/izr9x2mahrQfu5XDOvcydEySCa3Ccb6u0tr6xuVXeruzs7u0f2IdHbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+H7mdyZMaR7LJ5gmzIvIUPKQUwJG8m37zs/4Rce 0/NLNa3Du21Wn7syBV4lbkCoq0PTtr/4gpmnEJFBBtO65TgJeRhRwKlhe6aeaJYSOyZD1DJUkYtrL5pfn+MwoAxzGypQEPFd/b2Qk0noaBWYyIjDSy95M/M/rpRDeehmXSQpM0sVDYSowxHgWAx5wxSiIqSGEKm5uxXREFKFg wqqYENzlL6+S9lXdderu43W14RRxlNEJOkU15KIb1EAPqIlaiKIJekav6M3KrBfr3fpYjJasYucY/YH1+QMoBJKg</latexit>
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Integrate 
Queue Q
(e,a)
i (t)
<latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit><latexit sha1_base64="holL49pTWn/lWMOIK8cjJOIyQY4=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK1LLq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wc2G5Ko</latexit>
Local Processing 
Queue Q
(e,l)
i (t)
<latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit><latexit sha1_base64="6RFBD5vXyj+bR4IBCOKh1bHlDWI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSK0I CURQY8FLx5bsB/QxrDZTtqlm03Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n29rY3Nre2S3tlfcPDo+O7ZPTjopTSaFNYx7LXkAUcCagrZnm0EskkCjg0A0m93O/OwWpWCwe9SwBLyIjwUJGiTaSb9stP2P5U1a FK17Lq7rm2xWn7iyA14lbkAoq0PTtr8EwpmkEQlNOlOq7TqK9jEjNKIe8PEgVJIROyAj6hgoSgfKyxeU5vjTKEIexNCU0Xqi/JzISKTWLAtMZET1Wq95c/M/rpzq88zImklSDoMtFYcqxjvE8BjxkEqjmM0MIlczciumYSEK1 CatsQnBXX14nneu669Td1k2l4RRxlNA5ukBV5KJb1EAPqInaiKIpekav6M3KrBfr3fpYtm5YxcwZ+gPr8wdG/pKz</latexit>
Offload Queue 
Q
(e,o)
i (t)
<latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit><latexit sha1_base64="lkDwuO+Pq05Otn51uPH856QFrsw=">AAAB+XicbVBNS8NAEN34WetX1KOXYBFak JKIoMeCF48t2A9oY9hsJ+3SzW7Y3RRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzwoRRpV3329rY3Nre2S3tlfcPDo+O7ZPTjhKpJNAmggnZC7ECRjm0NdUMeokEHIcMuuHkfu53pyAVFfxRzxLwYzziNKIEayMFtt0KMpo/ZVW 4ErW8qmuBXXHr7gLOOvEKUkEFmoH9NRgKksbANWFYqb7nJtrPsNSUMMjLg1RBgskEj6BvKMcxKD9bXJ47l0YZOpGQprh2FurviQzHSs3i0HTGWI/VqjcX//P6qY7u/IzyJNXAyXJRlDJHC2cegzOkEohmM0MwkdTc6pAxlpho E1bZhOCtvrxOOtd1z617rZtKwy3iKKFzdIGqyEO3qIEeUBO1EUFT9Ixe0ZuVWS/Wu/WxbN2wipkz9AfW5w9LmZK2</latexit>
CFN j<latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit><latexit sha1_base64="VgMMws4aPV1s7b5Jed60m+rpciY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU 0lEqMeCF48t2A9oQ9lsJ+22m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ATT+4XfeUKleSwfzSxBP6IjyUPOqLFSczIoV9yquwT ZJF5OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5L/VRjQtmUjrBnqaQRaj9bHjonV1YZkjBWtqQhS/X3REYjrWdRYDsjasZ63VuI/3m91IR3fsZlkhqUbLUoTAUxMVl8TYZcITNiZgllittbCRtTRZmx2ZRsCN76y5ukfVP1 3KrXvK3U3TyOIlzAJVyDBzWowwM0oAUMEJ7hFd6cifPivDsfq9aCk8+cwx84nz/Ll4zc</latexit>
Arrival Queue 
Q
(c,a)
j (t)
<latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit><latexit sha1_base64="Q2zFY2eqXg7IM+CjgoWWRN7xrc8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahB SmJCHosePHYgv2ANobNdtOu3WzC7qRQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwsbm1vVPcLe3tHxwe2ccnbR2nirIWjUWsugHRTHDJWsBBsG6iGIkCwTrB+G7udyZMaR7LB5gmzIvIUPKQUwJG8m276WdPs8e sQi9JdVaBqm+XnZqzAF4nbk7KKEfDt7/6g5imEZNABdG65zoJeBlRwKlgs1I/1SwhdEyGrGeoJBHTXra4fIYvjDLAYaxMScAL9fdERiKtp1FgOiMCI73qzcX/vF4K4a2XcZmkwCRdLgpTgSHG8xjwgCtGQUwNIVRxcyumI6II BRNWyYTgrr68TtpXNdepuc3rct3J4yiiM3SOKshFN6iO7lEDtRBFE/SMXtGblVkv1rv1sWwtWPnMKfoD6/MHNJWSpw==</latexit>
Local Processing 
Queue Q
(c,l)
j (t)
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Fig. 3: Queueing model of the system.
queue Q(e,l)i (t) or the offloading queue Q
(e,o)
i (t). Workload in
Q
(e,l)
i (t) will be processed locally by EFN i, while workload
in Q(e,o)i (t) will be offloaded to CFNs in set Mi.
1) Prediction Queues and Arrival Queues in EFNs: Within
each time slot t, in addition to the current arrivals in the
arrival queue, EFN i can also forward future arrivals in the
prediction queues. We define µi,w(t) as the amount of output
workload from Ai,w(t), for w ∈ {−1, 0, ...,Wi − 1}. Such
workload should be distributed to the local processing queue
and offloading queue. We denote the amounts of workloads
to be distributed to the local processing queue and offloading
queue as b(e,l)i (t) and b
(e,o)
i (t), respectively, such that
0 ≤ b(e,β)i (t) ≤ b(e,β)i,max, ∀β ∈ {l, o} (1)
where each b(e,β)i,max is a positive constant. As a result, we have
Wi−1∑
w=−1
µi,w (t) = b
(e,l)
i (t) + b
(e,o)
i (t) . (2)
Next, we consider the queueing dynamics for different types
of queues in EFN, respectively.
Regarding Ai,w(t), it is updated whenever pre-service is
finished and the lookahead window moves one slot ahead at
the end of each time slot. Therefore, we have
(i) If w = Wi − 1, then
Ai,Wi−1 (t+ 1) = Ai (t+Wi) . (3)
(ii) If 0 ≤ w ≤Wi − 2, then
Ai,w(t+ 1) = [Ai,w+1(t)− µi,w+1(t)]+, (4)
where [x]+ , max{x, 0} for x ∈ R. In time slot (t+ 1), the
amount of workload that will arrive after (Wi − 1) time slots
is Ai(t+Wi) and it remains unknown until time slot (t+ 1).
Regarding the arrival queue Ai,−1(t), it records the actual
backlog of EFN i with the update equation as follows:
Ai,−1(t+1)=[Ai,−1(t)−µi,−1(t)]++[Ai,0(t)−µi,0(t)]+. (5)
Note that µi,−1(t) denotes the amount of distributed workload
that have already being in Ai,−1(t).
Next, we introduce an integrate queue with a backlog size
as the sum of all prediction queues and the arrival queue on
EFN i, denoted by Q(e,a)i (t) ,
∑Wi−1
w=−1Ai,w (t) . Under fully-
efficient [16] service policy, Q(e,a)i (t) is updated as
5Q
(e,a)
i (t+ 1) = [Q
(e,a)
i (t)− (b(e,l)i (t) + b(e,o)i (t))]+
+Ai (t+Wi) . (6)
The input of integrate queue Q(e,a)i (t) consists of the predicted
workload that will arrive at EFN i in time slot (t + Wi),
while its output consists of workloads being forwarded to the
local processing queue and the offloading queue. Note that
b
(e,l)
i (t) + b
(e,o)
i (t) is the output capacity of integrate queue
Q
(e,a)
i (t) in time slot t. If the capacity is larger than the
queue backlog size, the true output amount will be smaller
than b(e,l)i (t) + b
(e,o)
i (t).
2) Offloading Queues in EFNs: In time slot t, workload
in queue Q(e,o)i (t) will be offloaded to CFNs in set Mi. The
transmission capacities are determined by the transmit power
decisions (pi,j(t))j∈Mi , where pi,j(t) is the transmit power
from EFN i to CFN j. The transmit power is nonnegative and
the total transmit power of each EFN is upper bounded, i.e.,
pi,j (t) ≥ 0, ∀i ∈ N , j ∈Mi and t, (7)∑
j∈Mi
pi,j (t) ≤ pi,max, ∀i ∈ N and t. (8)
According to Shannon’s capacity formula [17], the transmis-
sion capacity from EFN i to CFN j is
Ri,j(t),Rˆi,j(pi,j(t))=τ0B log2
(
1+
pi,j(t)Hi,j(t)
N0B
)
, (9)
where τ0 is the length of each time slot, B is the channel
bandwidth, Hi,j(t) is the wireless channel gain between EFN
i and CFN j, and N0 is the system power spectral density
of the additive white Gaussian noise. Note that Hi,j(t) is an
uncontrollable environment state with positive upper bound
Hmax. We do not consider the interferences among fog nodes
and tiers. By adjusting the transmit power pi,j(t), we can
offload different amounts of workload from EFN i to CFN j
in time slot t. Accordingly, the update equation of offloading
queue Q(e,o)i (t) is
Q
(e,o)
i (t+ 1) ≤ [Q(e,o)i (t)−
∑
j∈Mi
Ri,j (t)]
++b
(e,o)
i (t) , (10)
where
∑
j∈Mi Ri,j(t) is the total transmission capacity to
EFN i in time slot t. The inequality here means that the actual
arrival of Q(e,o)i (t) may be less than b
(e,o)
i (t), because b
(e,o)
i (t)
is the transmission capacity from integrate queue Q(e,a)i (t)
to offloading queue Q(e,o)i (t) instead of the amount of truly
transmitted workload. Recall that we assume the transmission
latency from EFT to CFT is negligible compared to the length
of each time slot, the workload transmission in each time slot
can be accomplished by the end of that time slot.
C. Queueing Model for Central Fog Node
Figure 3 also shows the queueing model on CFN. Each CFN
j ∈ M maintains three queues: an arrival queue Q(c,a)j (t),
a local processing queue Q(c,l)j (t), and an offloading queue
Q
(c,o)
j (t). Similar to EFNs, workload offloaded from the EFT
will be firstly stored in the arrival queue, then distributed
to Q(c,l)j (t) for local processing and to Q
(c,o)
j (t) for further
offloading.
1) Arrival Queues in CFNs: The arrivals on CFN j consist
of workloads offloaded from EFNs in the set Nj . We denote
the amounts of workloads distributed to the local processing
queue and offloading queue in time slot t as b(c,l)j (t) and
b
(c,o)
j (t), respectively, such that
0 ≤ b(c,β)j (t) ≤ b(c,β)j,max, ∀β ∈ {l, o}, (11)
where each b(c,β)j,max is a positive constant. Accordingly, Q
(c,a)
j (t)
is updated as follows:
Q
(c,a)
j (t+ 1)
≤ [Q(c,a)j (t)− (b(c,l)j (t) + b(c,o)j (t))]++
∑
i∈Nj
Ri,j(t). (12)
2) Offloading Queues in CFNs: For each CFN j ∈M, its
offloading queue Q(c,o)j (t) stores the workload to be offloaded
to the cloud. We define Dj(t) as the transmission capacity
of the wired link from CFN j to the cloud during time slot
t, which depends on the network state and is upper bounded
by some constant Dmax for all j and t. Then we have the
following update function for Q(c,o)j (t):
Q
(c,o)
j (t+ 1) ≤ [Q(c,o)j (t)−Dj (t)]+ + b(c,o)j (t) . (13)
Note that the amount of actually offloaded workload to the
cloud is min{Q(c,o)j (t), Dj(t)}.
D. Local Processing Queues on EFNs and CFNs
We assume that all fog nodes are able to adjust their CPU
frequencies in each time slot, by applying dynamic voltage and
frequency scaling (DVFS) techniques [18]. Next, we define
L
(α)
k as the number of CPU cycles that fog node k ∈ N ∪M
requires to process one bit of workload, where α is an indicator
of fog node k’s type (α = e if k is an EFN, and α = c if k is a
CFN). L(α)k is assumed constant and can be measured offline
[19]. Therefore, the local processing capacity of fog node k
is f (α)k (t)/L
(α)
k . The local processing queue on fog node k
evolves as follows:
Q
(α,l)
k (t+1)≤ [Q(α,l)k (t)−τ0f (α)k (t)/L(α)k ]++b(α,l)k (t) . (14)
All CPU frequencies are nonnegative and finite:
0 ≤ f (α)k (t) ≤ f (α)k,max, ∀k ∈ N ∪M and t, (15)
where each f (α)k,max is a positive constant.
E. Power Consumptions
The total power consumptions P (t) of fog tiers in time
slot t consist of the processing power consumption and wire-
less transmit power consumption. Given a local CPU with
frequency f , its power consumption per time slot is τ0ςf3,
where ς is a parameter depending on the deployed hardware
and is measurable in practice [20]. Thus P (t) is defined as
follows:
P (t) , Pˆ (f (t) ,p (t)) =
∑
i∈N
τ0ς(f
(e)
i (t))
3
+
∑
j∈M
τ0ς(f
(c)
j (t))
3 +
∑
i∈N
∑
j∈Mi
τ0pi,j (t) , (16)
6where f(t) , ((f (e)i (t))i∈N , (f
(c)
j (t))j∈M) is the vector of
all CPU frequencies, and p(t) , (pi(t))i∈N in which pi(t) =
(pi,j(t))j∈Mi is the transmit power allocation of EFN i.
F. Problem Formulation
We define the long-term time-average expectation of total
power consumptions P¯ and total queue backlog Q¯ as follows:
P¯ , lim sup
T→∞
1
T
T−1∑
t=0
E {P (t)} , (17)
Q¯ , lim sup
T→∞
1
T
T−1∑
t=0
∑
β∈{a,l,o}
(
∑
i∈N
E{Q(e,β)i (t)}
+
∑
j∈M
E{Q(c,β)j (t)}). (18)
In this paper, we aim to minimize the long-term time-average
expectation of total power consumptions P¯ , while ensuring
the stability of all queues in the system, i.e., Q¯ < ∞. The
problem formulation is given by
Minimize
{b(t),f(t),p(t)}t
P¯
Subject to (1)(7)(8)(11)(15),
Q¯ <∞.
(19)
V. ALGORITHM DESIGN
A. Predictive Algorithm
To solve problem (19), we adopt Lyapunov optimization
techniques [16] [21] to decouple the problem into a series
of subproblems over time slots. We show the detail of this
process in Appendix A. By solving each of these subproblems
during each time slot, we propose PORA, an efficient and
predictive scheme conducts workload offloading in an online
and distributed manner. We show the pseudocode of PORA in
Algorithm 1. Note that symbol α ∈ {e, c} indicates the type
of fog node. Specifically, for each fog node k, α = e if k is an
EFN and CFN otherwise. Next, we introduce PORA in detail.
1) Offloading Decision: In each time slot t, under PORA,
each fog node k ∈ N ∪M decides the amounts of workload
scheduled to the offloading queue and the local processing
queue, denoted by b(α,l)k (t) and b
(α,o)
k (t), respectively. Such
decisions are obtained by solving the following problem:
Minimize
0≤b(α,β)k ≤b
(α,β)
k,max
(
Q
(α,β)
k (t)−Q(α,a)k (t)
)
b
(α,β)
k , (20)
where β ∈ {l, o}. Accordingly, the optimal solution to (20) is
b
(α,β)
k (t) =
{
b
(α,β)
k,max, if Q
(α,β)
k (t) < Q
(α,a)
k (t),
0, otherwise.
(21)
From (21), we see that, to determine the optimal solutions
b
(e,l)
i (t) and b
(e,o)
i (t), each EFN i would compare its inte-
grate queue backlog size Q(e,a)i (t) with its local processing
queue backlog size Q(e,l)i (t) and offloading queue backlog
size Q(e,o)i (t), respectively. Particularly, if there is too much
workload in its integrate queue compared to its local queue
(Q(e,l)i (t) < Q
(e,a)
i (t)), then it will offload as much workload
(up to b(e,l)i,max) as possible to its local queue. Likewise, if
Algorithm 1 Predictive Offloading and Resource Allocation
(PORA) in One Time Slot
1: Initialize b(t)← 0, f(t)← 0, p(t)← 0.
2: for each fog node k ∈ N ∪M do
3: %%Make Offloading Decisions
4: if Q(α,a)k (t) > Q
(α,l)
k (t) then
5: Set b(α,l)k (t)← b(α,l)k,max.
6: end if
7: if Q(α,a)k (t) > Q
(α,o)
k (t) then
8: Set b(α,o)k (t)← b(α,o)k,max.
9: end if
10: %%Local CPU Resource Allocation
11: Set f (α)k (t)← min{
√
Q
(α,l)
k (t)/3V ςL
(α)
k , f
(α)
k,max}.
12: end for
13: %%Transmit Power Allocation
14: for each EFN i ∈ N do
15: Set λmin ← 0.
16: Set λmax ← maxj∈Mi
(Q
(e,o)
i −Q(c,a)j )Hi,j(t)
N0
− V .
17: while λmax − λmin > ε do
18: %%Water Filling with Bisection Method
19: Set λ∗ ← (λmin + λmax)/2
20: Set pi,j(t)←B
[
Q
(e,o)
i (t)−Q(c,a)j (t)
V+λ∗ − N0Hi,j(t)
]+
.
21: if
∑
j∈Mi pi,j(t) > pi,max then
22: Set λmax ← λ∗.
23: else
24: Set λmin ← λ∗.
25: end if
26: end while
27: end for
28: Enforce scheduling decisions b(t), f(t), and p(t).
its integrate queue is loaded with more workload than its
offloading queue (Q(e,o)i (t) < Q
(e,a)
i (t)), it will offload up
to an amount of b(e,o)i,max workload to its offloading queue.
Notably, if the backlog size of the EFN i’s integrate queue
is larger than both its local queue and offloading queue, then
the EFN will transmit the workload one by one unit (e.g.
packets); each unit of workload is either sent to the EFN i’s
local queue or its offloading queue, such that the amounts
of workload distributed to such two queues are no greater
than b(e,l)i,max and b
(e,o)
i,max, respectively. In practice, the workload
distributing strategy is left as a degree of freedom to be
specified in the implementation of PORA. In our simulation,
we adopt the following distributing strategy. When an EFN i’s
integrate queue backlog size is greater than both its local queue
and its offloading backlog size, then it will transmit workload
to its local queue until the amount of transmitted workload
reaches b(e,l)i,max. Then the rest workload in the integrate queue
is transmitted to the offloading queue until the amount of
distributed workload reaches b(e,o)i,max. Such a process terminates
whenever the integrate queue becomes empty.
The decision making process is similar for CFNs. Specifi-
cally, each CFN j determines b(c,l)j (t) and b
(c,o)
j (t) by com-
paring its arrival queue backlog size Q(c,a)j (t) with its local
processing queue backlog size Q(c,l)j (t) and offloading queue
backlog size Q(c,o)j (t), respectively.
7Remark: For each EFN, we can view the difference be-
tween the backlog sizes of its integrate queue and its local
processing/offloading queue as its willingness of workload
transmission. If such willingness is positive, then the EFN
will transmit as much workload as possible from its integrate
queue; otherwise, the EFN will leave the workload not dis-
tributed in the current time slot. In such a way, PORA always
endeavors to balance the integrate queue backlog and the
local/offloading queue backlog. Likewise, under PORA, each
CFN determines its offloading decisions upon the difference
between the backlog sizes of its arrival queue and its local
processing/offloading queue to ensure the queue stability.
2) Local CPU Frequency Allocation: Under PORA, in each
time slot t, each fog node k ∈ N ∪ M sets its local CPU
frequency f (α)k (t) by solving the following subproblem:
Minimize
0≤f(α)k ≤f
(α)
k,max
V ς(f
(α)
k )
3 −Q(α,l)k (t) f (α)k /L(α)k . (22)
By setting the second derivative of the objective function in
(22) to zero, we can obtain the optimal CPU frequency f (α)k (t)
to be set by fog node k as
f
(α)
k (t) = min
{√
Q
(α,l)
k (t) /3V ςL
(α)
k , f
(α)
k,max
}
. (23)
We prove the optimality of (23) in Appendix B.
Remark: When f (α)k (t) < f
(α)
k,max, the allocated CPU fre-
quency f (α)k (t) is proportional to the square root of the backlog
size of local processing queue Q(α,l)k (t) and the inverse of
the value of parameter V . This shows that, on the one hand,
PORA would allocate as much CPU frequency as possible
to process the workload in the queues. On the other hand,
the value of parameter V determines the tradeoff between
power consumption and the backlog sizes of queues: a small
value of V will encourage the fog node to allocate more CPU
frequency to process the workload and hence a small queue
backlog size; in contrast, a large value of V will make the fog
node more conservative to allocate resources, leading to less
power consumptions but a large queue backlog size as well.
In practice, the choice of the value of V is dependent on the
system design objective.
3) Power Allocations for EFNs: In each time slot t, under
PORA, each EFN i ∈ N determines its allocated transmit
power pi(t) by solving the following optimization problem.
Minimize
pi
∑
j∈Mi
[
V pi,j −mi,j(t) log2(1 + li,j(t)pi,j)
]
Subject to
∑
j∈Mi
pi,j ≤ pi,max,
pi,j ≥ 0, ∀j ∈Mi,
(24)
where mi,j(t) , (Q(e,o)i (t)−Q(c,a)j (t))B and li,j(t) , Hi,j(t)N0B .
By applying water-filling algorithm [22], we obtain the optimal
solution to problem (24) as
pi,j(t) = [mi,j(t)/(V + λ
∗)− 1/li,j(t)]+, ∀j ∈Mi, (25)
where λ∗ is the optimal Lagrangian variable that satisfies∑
j∈Mi
[mi,j (t) /(V + λ
∗)− 1/li,j (t)]+ = pi,max. (26)
The optimality of such solutions is proven in Appendix C.
We adopt bisection method (line 15-25 in Algorithm 1) to
obtain the value of λ∗ with its lower and upper bounds as λmin
and λmax, respectively. Note that the value of λ∗ converges
asymptotically to the optimum λopt as the tolerance parameter
ε approaches zero, such that |λ∗ − λopt| ≤ ε/2.
Remark: PORA tends to allocate more transmit power to
the CFN with smaller arrival queue backlog size Q(c,a)j (t)
for load balancing. When Q(c,a)j (t) ≥ Q(e,o)i (t), we have
mi,j(t) ≤ 0 and pi,j(t) = 0, i.e., EFN i allocates no transmit
power to CFN j unless the backlog size of the arrival queue
on CFN j is greater than that of the offloading queue on EFN
i. By increasing the value of V , transmit power consumption
will be reduced but the backlog size will increase as well.
B. Computational Complexity of PORA
During each time slot, part of the computational complexity
concentrates on the calculation for CPU frequency settings and
offloading decision makings. Since the calculation (line 3-11)
requires only constant time for each fog node, the total com-
plexity of these steps is O(N +M). Next, each EFN i applies
the bisection method (line 15-26) to calculate the optimal dual
variable, with a complexity of O(log2((λmax−λmin/ε)+|Mi|).
After that, EFN i determines the transmit power to each CFN
in the set Mi. In the worst case, each EFN is potentially
connected to all CFNs, thus the total complexity of PORA
algorithm is O(M ×N).
C. Performance Analysis
We conduct theoretical analysis on the relationship between
the average power consumption P¯ and queue backlog Q¯ under
PORA scheme in the non-predictive case (Wi = 0, ∀i ∈ N ),
and then analyze the benefits of predictive offloading in terms
of latency reduction.
1) Time-average Power Consumption and Queue Backlog:
Let P ∗ be the achievable minimum of P¯ over all feasible
non-predictive polices. We have the following theorem.
Theorem 1: Assume the system arrival lies in the interior
of the capacity region and Q(0) <∞. Under PORA, without
prediction, there exist constants θ > 0 and  > 0 such that
P¯ ≤ θ/V + P ∗, Q¯ ≤ (θ + V Pmax)/,
where P¯ and Q¯ are defined in (17) and (18), respectively.
The proof is quite standard and hence omitted here.
Remark: By Little’s theorem [23], the average queue
backlog size is proportional to the average queueing latency.
Therefore, Theorem 1 implies that by adjusting parameter V ,
PORA can achieve an [O(1/V ), O(V )] power-latency tradeoff
in the non-predictive case. Furthermore, the average power
consumption P¯ approaches the optimum P ∗ asymptotically
as the value of V increases to infinity.
2) Latency Reduction: We analyze the latency reduction in-
duced by PORA under perfect prediction compared to the non-
predictive case. In particular, we denote the prediction window
vector (Wi)i∈N by W and the corresponding delay reduction
by η(W ). For each unit of workload on EFN i, let pii,w denote
the steady-state probability that it experiences a latency of w
time slots in Ai,−1(t). Without prediction, the average latency
on its arrival queues is d =
∑
i∈N λi
∑
w≥1 wpii,w/
∑
i∈N λi.
Then we have the following theorem.
8Theorem 2: Suppose the system steady-state behavior de-
pends only on the statistical behaviors of the arrivals and
service processes. Then the latency reduction η(W ) is
η (W )
=
∑
i∈N λi
(∑
1≤w≤Wiwpii,w+Wi
∑
w≥1pii,w+Wi
)
∑
i∈N λi
. (27)
Furthermore, if d < ∞, as W → ∞, i.e., with inifinite
predictive information, we have
lim
W→∞
η (W ) = d. (28)
We relegate the proof of Theorem 2 to Appendix D.
Remark: Theorem 2 implies that predictive offloading
conduces to a shorter workload latency; in other words,
with predicted information, PORA can break the barrier
of [O(1/V ), O(V )] power-latency tradeoff. Furthermore, the
latency reduction induced by PORA is proportional to the
inverse of the prediction window size, and approaches zero
as prediction window sizes go to infinity. In our simulations,
we see that PORA can effectively shorten the average arrival
queue latency with only mild-value of future information.
D. Impact of Network Topology
Fog computing systems generally proceed in wireless envi-
ronments, thus the network topology of such systems is usually
dynamic and may change over time slots. However, at the
beginning of each time slot, the network topology is observed
and deemed fixed by the end of the time slot. Therefore, in the
following, we put the focus of our discussion on the impact
of network topology within each time slot.
Recall that in our settings, each EFN has access to only a
subset of CFNs in its vicinity. For each EFN i, the subset
of its accessible EFNs is denoted by Mi with a size of
|Mi|. From the perspective of graph theory, we can view the
interconnection among fog nodes of different tiers as a directed
graph, in which each vertex corresponds to a fog node and each
edge indicates a directed connection between nodes. Hence,
the value of |Mi| can be regarded as the out-degree of EFN
i, which is an important parameter of network topology that
measures the number of directed connections originating from
EFN i. Due to time-varying wireless dynamics, the out-degree
of each fog node may vary over time slots; consequentially,
the resulting topology would significantly affect the system
performance. In the following, we discuss such impacts under
two channel conditions, respectively.
On the one hand, within each time slot, poor channel
conditions (e.g. in terms of low SINR) would often lead to
unreliable or even unavailable connections among fog nodes
and hence a network topology with a relatively smaller out-
degree of nodes. In this case, each fog node may have
a very limited freedom to choose the best target node to
offload its workloads, further leading to backlog imbalance
among fog nodes or even overloading in its upper tier with a
large cumulative queue backlog size. Besides, poor channel
conditions may also require more power consumptions to
ensure reliable communication between successive fog nodes.
On the other hand, within each time slot, good channel
conditions allow each fog node to have a broader access to
the fog nodes in its upper tier, resulting a network topology
TABLE V: Simulation Settings
Parameter Value
B 2 MHz
Hi,j(t), ∀i ∈ N , j ∈M 24 log10 di,j + 20 log10 5.8+60 a
N0 −174 dBm/Hz
Pi,max, ∀i ∈ N 500 mW
L
(e)
i ∀i ∈ N , L(c)j ∀j ∈M 297.62 cycles/bit
f
(e)
i,max, ∀i ∈ N 4 G cycles/s
f
(c)
j,max, ∀j ∈M 8 G cycles/s
ς 10−27 W·s3/cycle3
b
(e,l)
i,max, b
(e,o)
i,max,∀i ∈ N 6 Mb/s
b
(c,l)
j,max, b
(c,o)
j,max, ∀j ∈M 12 Mb/s
Dj(t), ∀j ∈M, t 6 Mb/s
a di,j is the distance between EFN i and CFN j.
with a relatively larger out-degree of nodes. In this case, each
fog node is able to conduct better decision-making with more
freedom in choosing the fog nodes in its upper fog tier, thereby
achieving a better tradeoff between power consumptions and
backlog sizes.
E. Use Cases
In practice, PORA can be applied as a theoretical frame-
work to design the offloading schemes for fog computing
systems under various use cases, such as public safety systems,
intelligent transportation, and smart healthcare systems. For
example, in a public safety system, each street is usually de-
ployed with multiple smart cameras (IoT devices). At runtime,
such smart cameras would upload real-time vision data to
one of their accessible EFNs. Each EFN aggregates such data
to extract or even analyze the instant road conditions within
multiple streets. Such EFNs can upload some of the workload
to their upper-layered CFNs (each taking charge of one com-
munity consisting of several streets) with greater computing
capacities. Each CFN can further offload the workload to the
cloud via optical fiber links. For latency-sensitive applications,
the real-time vision data will be processed locally on EFNs or
offloaded to CFNs. For latency-insensitive applications with
intensive computation demand, the data will be offloaded to
the cloud through the fog nodes. PORA conduces to the design
of dynamic and online offloading and resource allocation
schemes to support such fog systems with various applications.
VI. NUMERICAL RESULTS
We conduct extensive simulations to evaluate PORA and its
variants. The parameter settings in our simulation are based
on the commonly adopted wireless environment settings that
have been used in [24], [25]. The simulation is conducted on a
MacBook Pro with 2.3 GHz Intel Core i5 processor and 8GB
2133 MHz LPDDR3 memory, and the simulation program is
implemented using Python 3.7. This section firstly presents the
basic settings of our simulations, and then provides the key
results under perfect and imperfect prediction, respectively.
A. Basic Settings
We simulate a hierarchal fog computing system with 80
EFNs and 20 CFNs. All EFNs have a uniform prediction
window size W , which varies from 0 to 30. Note that W = 0
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Fig. 5: Performance of PORA vs. W when V = 1011.
refers to the case without prediction. For each EFN i, its
accessible CFN setMi is chosen uniformly randomly from the
power set of the CFN set with size |Mi| = 5. We set the time
slot length τ0 = 1 second. During each time slot, workload
arrives to the system in the unit of packets, each with a fixed
size of 4096 bits. The packet arrivals are drawn from previous
measurements [26], where the average flow arrival rate is 538
flows/s, and the distribution of flow size has a mean of 13
Kb. Given these settings, the average arrival rate is about 7
Mbps. All results are averaged over 50000 time slots. We list
all other parameter settings in TABLE V.
B. Evaluation with Perfect Prediction
Under the perfect prediction settings, we evaluate how
the values of parameter V and prediction window size W
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Fig. 6: Performance of PORA when W = 10.
influence the performance of PORA, respectively.
System Performance under Different Values of V : Fig-
ure 4 shows the impact of parameter V on the offloading
decisions of PORA: When the value of V is around 1010,
the time-average amount of locally processed workload on
EFNs reaches the bottom of the curve, while other offloading
decisions induce the peak workload. The reason is that the
offloading decisions are not only determined by the value of
V , but also influenced by the queue backlog sizes.
Figure 6 presents the impact of the value of V on different
types of queues and power consumptions in the system,
respectively. As the value of V increases, we see a rising
trend in the sizes of all types of queue backlogs, and a roughly
falling trend in all types of power consumptions.
System Performance with Different Values of Prediction
Window Size W : Figures 5(a) and 5(b) show the system
performance with the prediction window size W varying from
0 to 30. With perfect prediction, PORA effectively shortens the
average queueing latencies on EFN arrival queues – eventually
close to zero with no extra power consumption and only a
mild-value of prediction window size (W = 20 in this case).
PORA vs. PORA-d (Low-Sampling Variant): In practice,
since PORA requires to sample system dynamics across vari-
ous fog nodes, it may incur considerable sampling overheads.
By adopting the idea of randomized load balancing techniques
[27], we propose PORA-d, a variant of PORA that reduces the
sampling overheads by probing d (d ∈ {1, 2, 3, 4}) 2 CFNs and
conducting resource allocation on which are uniformly chosen
for each EFN from its accessible CFN set.
2When d = 1, the scheme degenerates to uniform random sampling.
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Fig. 7: Performance of variants of PORA.
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Fig. 8: Comparison between PORA and baselines.
Figure 7 compares the performance of PORA with PORA-
d. We observe that PORA achieves the smallest queue backlog
size. The result is reasonable since each EFN has access to 5
CFNs under PORA, more than the d ≤ 4 CFNs under PORA-
d. As a result, each EFN has more chance to access to the
CFNs with better wireless channel condition and processing
capacity under PORA when compared with PORA-d. The ob-
servation that the queue backlog size increases as d decreases
further verifies our analysis. In fact, we can view d as the
degree of each EFN in the network topology. As d decreases,
the system performance degrades. However, when the value
of V is sufficiently large, PORA-d achieves the similar power
consumptions as PORA and the ratio of increment in the
backlog size is small. For example, when V = 2 × 1011,
PORA-4 achieves 4.3% larger backlog size than PORA, and
PORA-3 achieves 10.9% larger backlog size than PORA. In
summary, PORA-d (when d = 2, 3, 4) can reduce the sampling
overheads by trading off only a little performance degradation
under large V .
Comparison of PORA and Baselines: We introduce four
baselines to evaluate the performance of PORA: (1) NOL (No
Offloading): All nodes in the EFT process packets locally.
(2) O2CFT (Offload to CFT): All packets are offloaded to the
CFT and processed therein. (3) O2CLOUD (Offload to Cloud):
All packets are offloaded to the cloud. (4) RANDOM: Each
fog node randomly chooses to offload each packet or process
it locally with equal chance. Note that all above baselines
are also assumed capable of pre-serving future workloads in
the prediction window. Figure 8 compares the instant total
queue backlog sizes and power consumptions over time slots
under the five schemes (PORA, NOL, O2CFT, O2CLOUD,
RANDOM), where W = 10 and V ∈ {109, 1011}.
We observe that scheme O2CLOUD achieves the minimum
power consumptions, but incurs constantly increasing queue
backlog sizes over time. The reasons are shown as follows.
On one hand, in our settings, the mean power consumption
for transmitting workload from EFT to CFT is smaller than
the mean power consumption of processing the same amount
of workload on fog nodes; under scheme O2CLOUD, only
wireless transmit power is consumed and hence the minimum
is achieved. On the other hand, all the workload must travel
through all fog tiers before being offloaded to the cloud,
which results in network congestion within fog tiers and thus
workload accumulation with increasing queue backlogs.
As Figure 8 illustrates, PORA achieves the maximum power
consumptions but the smallest backlog size when V = 109.
Upon convergence of PORA, the power consumptions under
all these schemes reach the same level, but the differences
between their queue backlog sizes become more obvious:
PORA (V = 109) reduces 96% of the queue backlog when
compared with NOL and RANDOM. The results demonstrate
that with the appropriate choice of the value of V , PORA can
11
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
V (x1010)
0
10
20
30
40
50
60
70
80
Ba
ck
lo
g 
(x
10
9  b
its
)
p=1.0,q=0.0
p=0.95,q=0.05
p=0.95,q=0.5
p=0.75,q=0.05
p=0.75,q=0.5
(a) Total queue backlogs.
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
V (x1010)
2.5
5.0
7.5
10.0
12.5
15.0
17.5
20.0
Po
we
r C
on
su
m
pt
io
n 
(x
10
0W
)
p=1.0,q=0.0
p=0.95,q=0.05
p=0.95,q=0.5
p=0.75,q=0.05
p=0.75,q=0.5
(b) Total power consumptions.
Fig. 9: Performance of PORA under imperfect prediction.
achieve less latency than the four baselines under the same
power consumptions.
C. Evaluation with Imperfect Prediction
In practice, prediction errors are inevitable. Hence, we
investigate the performance of PORA in the presence of
prediction errors [28]. Particularly, we consider two kinds of
prediction errors: false alarm and missed detection. A packet
is falsely alarmed if it is predicted to arrive but it does not
arrive actually. A packet is missed to be detected if it will
arrive but is not predicted. We assume that all EFNs have
the uniform false-alarm rate p1 and missed-detection rate p2.
In our simulation, we consider different pairs of values of
(p1, p2): (0.0, 0.0), (0.05, 0.05), (0.5, 0.05), (0.05, 0.25), and
(0.5, 0.25). Note that (p1, p2) = (0.0, 0.0) corresponds to the
case when the prediction is perfect.
Figure 9 presents the results under prediction window size
W = 10. We observe when V ≤ 7.5 × 1010, both the total
queue backlog sizes and power consumptions under imperfect
prediction are larger than that under perfect prediction. The
reason for this performance degradation is twofold: First, ar-
rivals that are missed to be detected cannot be pre-served, thus
leading to larger queue backlog sizes. Second, PORA allocates
redundant resources to handle the falsely predicted arrivals,
thus causing more power consumptions. As the value of V
increases, this performance degradation becomes negligible.
Taking the total queue backlog under (p1, p2) = (0.25, 0.5)
as an example, when compared with the case under perfect
prediction, it increases by 4.72% at V = 1011, and increases
by 2.24% at V = 2× 1011. Moreover, there is no extra power
consumption under imperfect prediction when V ≥ 7.5×1010
since PORA tends to reserve resources to reduce power
consumptions under large V .
In summary, there will be performance degradation in both
total queue backlog sizes and power consumptions in the
presence of prediction errors. However, as the value of V
increases, this degradation decreases and becomes negligible.
Though a large value of V can improve the robustness of
PORA and achieve small power consumptions, it brings long
workload latencies. In practice, the choice of the value of
V depends on how the system designer trades off all these
criterions.
VII. CONCLUSION
In this paper, we studied the problem of dynamic offloading
and resource allocation with prediction in a fog computing
system with multiple tiers. By formulating it as a stochas-
tic network optimization problem, we proposed PORA, an
efficient online scheme that exploits predictive offloading to
minimize power consumption with queue stability guarantee.
Our theoretical analysis and trace-driven simulations showed
that PORA achieves a tunable power-latency tradeoff, while
effectively shortening latency with only mild-value of future
information, even in the presence of prediction errors. As
for future work, our model can be further extended to more
general settings such that the instant wireless channel states
may be unknown by the moment of decision making or the
underlying system dynamics is non-stationary.
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APPENDIX A
DESIGN OF SCHEME PORA
First, we define Lyapunov function [21] L (Q (t)) as
L(Q(t)) , 1
2
∑
i∈N
∑
β∈{a,l,o}
(Q
(e,β)
i (t))
2
+
1
2
∑
j∈M
∑
β∈{a,l,o}
(Q
(c,β)
j (t))
2. (29)
Next, we define the drift-plus-penalty ∆V L (Q (t)) as
∆V L (Q (t)) , E [L (Q (t+ 1))− L (Q (t)) |Q (t)]
+ V E {P (t) |Q (t)} , (30)
where V is a positive parameter. According to definition (29),
the update functions (6), (10), (12), (13), and (14), there exists
a positive constant θ > 0 such that
L (Q (t+ 1))− L (Q (t))
≤θ+
∑
i∈N
Q
(e,a)
i (t)
(
Ai(t+Wi)− b(e,l)i (t)− b(e,o)i (t)
)
+
∑
i∈N
Q
(e,l)
i (t)
(
b
(e,l)
i (t)− τ0f (e)i (t) /L(e)i
)
+
∑
i∈N
Q
(e,o)
i (t)
(
b
(e,o)
i (t)−
∑
j∈Mi
Ri,j (t)
)
+
∑
j∈M
Q
(c,a)
j (t)
[∑
i∈Nj
Ri,j (t)− b(c,l)j (t)− b(c,o)j (t)
]
+
∑
j∈M
Q
(c,l)
j (t)
(
b
(c,l)
j (t)− τ0f (c)j (t) /L(c)j
)
+
∑
j∈M
Q
(c,o)
j (t)
(
b
(c,o)
j (t)−Dj (t)
)
. (31)
Substituting (31) into the definition of drift-plus-penalty shown
in (30) and by E[Ai(t+Wi)] = λi, we obtain
∆V L (Q (t))
≤θ + V E {P (t) |Q (t)}
+
∑
i∈N
Q
(e,a)
i (t)E
{
λi −
(
b
(e,l)
i (t) + b
(e,o)
i (t)
)
|Q(t)
}
+
∑
i∈N
Q
(e,l)
i (t)E
{
b
(e,l)
i (t)− τ0f (e)i (t) /L(e)i |Q (t)
}
+
∑
i∈N
Q
(e,o)
i (t)E
{
b
(e,o)
i (t)−
∑
j∈Mi
Ri,j (t) |Q (t)
}
+
∑
j∈M
Q
(c,a)
j (t)E
{ ∑
i∈Nj
Ri,j(t)
−
(
b
(c,l)
j (t) + b
(c,o)
j (t)
)
|Q(t)
}
+
∑
j∈M
Q
(c,l)
j (t)E
{
b
(c,l)
j (t)− τ0f (c)j (t) /L(c)j |Q (t)
}
+
∑
j∈M
Q
(c,o)
j (t)E
{
b
(c,o)
j (t)−Dj (t) |Q (t)
}
. (32)
Then by the expression of transmission capacity from EFN
i to CFN j shown in (9) and the expression of total power
consumptions shown in (16), we have
∆V L (Q (t))
≤θ +
∑
i∈N
Q
(e,a)
i (t)E {Ai (t+Wi) |Q (t)}
+
∑
i∈N
E
{(
Q
(e,l)
i (t)−Q(e,a)i (t)
)
b
(e,l)
i (t) |Q (t)
}
+
∑
i∈N
E
{(
Q
(e,o)
i (t)−Q(e,a)i (t)
)
b
(e,o)
i (t) |Q (t)
}
+
∑
i∈N
E
{
V τ0ς
(
f
(e)
i (t)
)3
− τ0Q
(e,l)
i (t)
L
(e)
i
f
(e)
i (t) |Q (t)
}
+
∑
j∈M
E
{(
Q
(c,l)
j (t)−Q(c,a)j (t)
)
b
(c,l)
j (t) |Q (t)
}
+
∑
j∈M
E
{(
Q
(c,o)
j (t)−Q(c,a)j (t)
)
b
(c,o)
j (t) |Q (t)
}
+
∑
j∈M
E
{
V τ0ς
(
f
(c)
j (t)
)3
− τ0Q
(c,l)
j (t)
L
(c)
j
f
(c)
j (t) |Q (t)
}
+
∑
i∈N
∑
j∈Mi
E
{
V τ0pi,j (t)
− τ0mi,j (t) log2 (1 + li,j (t) pi,j (t)) |Q (t)
}
−
∑
j∈M
Q
(c,o)
j (t)E {Dj (t) |Q (t)} (33)
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where mi,j(t) , (Q(e,o)i (t)−Q(c,a)j (t))B and li,j(t) , Hi,j(t)N0B
for all i ∈ N , j ∈Mi.
To solve problem (19), we should minimize the upper
bound of ∆V L (Q (t)) in every time slot. However, it is hard
to solve a minimization problem with expectation. Thus we
approximately solve the problem by considering the following
deterministic problem in every time slot t:
Minimize
b,f ,p
∑
i∈N
(
Q
(e,l)
i (t)−Q(e,a)i (t)
)
b
(e,l)
i
+
∑
i∈N
(
Q
(e,o)
i (t)−Q(e,a)i (t)
)
b
(e,o)
i
+
∑
i∈N
(
V τ0ς
(
f
(e)
i
)3
− τ0Q
(e,l)
i (t)
L
(e)
i
f
(e)
i
)
+
∑
j∈M
(
Q
(c,l)
j (t)−Q(c,a)j (t)
)
b
(c,l)
j
+
∑
j∈M
(
Q
(c,o)
j (t)−Q(c,a)j (t)
)
b
(c,o)
j
+
∑
j∈M
(
V τ0ς
(
f
(c)
j
)3
− τ0Q
(c,l)
j (t)
L
(c)
j
f
(c)
j
)
+
∑
i∈N
∑
j∈M
[
V τ0pi,j − τ0mi,j (t) log2 (1
+li,j (t) pi,j)
]
Subject to (1)(7)(8)(11)(15).
(34)
Problem (34) can be decomposed into subproblems shown
in Section V. By solving these subproblems, we develop
PORA, an online scheme that indepedently makes predictive
offloading decisions b(t), sets CPU frequencies f(t), and
allocates transmit powers p(t) in every time slot t.
APPENDIX B
PROOF OF OPTIMAL LOCAL CPU FREQUENCY
To solve the optimal solution to subproblem (22), we denote
its objective function by
F
(α,t)
k
(
f
(α)
k
)
, V ς
(
f
(α)
k
)3
− Q
(α,l)
k (t)
L
(α)
k
f
(α)
k . (35)
Its first- and second-order derivatives are shown as follows:
dF
(α,t)
k
(
f
(α)
k
)
df
(α)
k
= 3V ς
(
f
(α)
k
)2
− Q
(α,l)
k (t)
L
(α)
k
, (36)
d2F
(α,t)
k
(
f
(α)
k
)
(
df
(α)
k
)2 = 6V ςf (α)k . (37)
From the above two derivatives, we conclude that func-
tion F (α,t)k (·) is convex in interval [0, f (α)k,max] since its sec-
ond order derivative satisfies d2F (α,t)k (·)/(df (α)k )2 ≥ 0 for
f
(α)
k ≥ 0. On the other hand, its first order derivative satisfies
dF
(α,t)
k (·)/df (α)k = 0 when f (α)k =
√
Q
(α,l)
k (t)/3V ςL
(α)
k .
Thus the minimum point of F (α,t)i (·) over interval [0, f (α)k,max]
is min
{√
Q
(α,l)
k (t)/3V ςL
(α)
k , f
(α)
k,max
}
.
APPENDIX C
PROOF OF OPTIMAL TRANSMIT POWER ALLOCATION
We denote the optimal solution to subproblem (24) by p∗i (t)
and the objective function in subproblem (24) by G(t)i (pi).
Moreover, we define the following function
G
(t)
i,j (pi,j) , V pi,j −mi,j (t) log2 (1 + li,j (t) pi,j) (38)
for each j ∈Mi. Then G(t)i (pi) can be expressed as
G
(t)
i (pi) =
∑
j∈Mi
G
(t)
i,j (pi,j) . (39)
We denote the minimizer of function G(t)i,j (·) in interval [0,∞)
by p˜(t)i,j , i.e.,
p˜
(t)
i,j , arg min
pi,j≥0
G
(t)
i,j (pi,j) . (40)
When mi,j(t) ≤ 0, G(t)i,j (·) is increasing over interval [0,∞)
and p˜(t)i,j = 0. In this case, we have p
∗
i (t) = p˜
(t)
i . When
mi,j(t) > 0, G
(t)
i,j (·) is convex in interval [0,∞) since its
second-order derivative satisfies
d2G
(t)
i,j (pi,j)
dp2i,j
=
mi,j (t) (li,j (t))
2
(1 + li,j (t) pi,j)
2 > 0. (41)
Thus we obtain p˜(t)i,j by letting its first-order derivative to be
zero:
dG
(t)
i,j (pi,j)
dpi,j
|
pi,j=p˜
(t)
i,j
= V − mi,j (t) li,j (t)
1 + li,j (t) p˜
(t)
i,j
= 0. (42)
It follows that when mi,j(t) > 0,
p˜
(t)
i,j =
[
mi,j (t)
V
− 1
li,j (t)
]+
. (43)
If
∑
j∈Mi p˜
(t)
i,j ≤ pi,max, we have p∗i (t) = p˜(t)i as the con-
straints in (24) are satisfied. Otherwise, we have the following
lemma.
Lemma 1: If
∑
j∈Mi p˜
(t)
i,j > pi,max, then p
∗
i (t) must satisfy∑
j∈Mi p
∗
i,j (t) = pi,max.
Proof: We prove Lemma 1 by contradiction. Suppose that
there exists θ1 > 0 such that
∑
j∈Mi p
∗
i,j (t) + θ1 = pi,max.
Since
∑
j∈Mi p˜
(t)
i,j > pi,max, there exist j
′ ∈ Mi and θ2 > 0
such that p∗i,j′(t) < p˜
(t)
i,j′ − θ2. Note that mi,j′(t) > 0 must
hold for j′ since p˜(t)i,j′ > 0. Now we consider a solution p
0
i (t)
to subproblem (24) which satisfies
p0i,j′ (t) = p
∗
i,j′(t) + θ3,
p0i,j (t) = p
∗
i,j (t) , ∀j ∈Mi/j′,
(44)
where θ3 ∈ (0,min(θ1, θ2)]. Then p0i (t) is a feasible solution
since∑
j∈Mi
p0i,j (t) =
∑
j∈Mi
p∗i,j (t) + θ3
≤
∑
j∈Mi
p∗i,j (t) + θ1 = pi,max. (45)
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By the definition of p0i,j′(t) in (44), we have
p∗i,j′ (t) < p
0
i,j′ (t) < p˜
(t)
i,j′ . (46)
Since G(t)i,j′ (·) is convex and p˜(t)i,j′ is its unique minimizer, we
have
G
(t)
i,j′
(
p∗i,j′ (t)
)
> G
(t)
i,j′
(
p0i,j′ (t)
)
> G
(t)
i,j′
(
p˜
(t)
i,j′
)
. (47)
It follows that
G
(t)
i (p
∗
i (t)) > G
(t)
i
(
p0i (t)
)
, (48)
which contradicts the fact that p∗i (t) is the optimal solu-
tion to (24). Thus θ1 must equal zero and p∗i (t) satisfies∑
j∈Mi p
∗
i,j (t) = pi,max.
When
∑
j∈Mi p˜
(t)
i,j > pi,max, to find the optimal solution to
problem (24), we need the following lemma as well.
Lemma 2: For any j ∈ Mi, if mi,j (t) ≤ Vli,j(t) , then
p∗i,j(t) = p˜
(t)
i,j = 0.
Proof: By (43), p˜(t)i,j = 0 if and only if mi,j (t) ≤ Vli,j(t) .
Next, we show that if mi,j (t) ≤ Vli,j(t) , then the optimal p∗i,j(t)
must be zero. Particularly, we prove it by contradiction.
Assume the optimal p∗i,j(t) > 0, then there must exist a
feasible solution p1i (t) such that p
1
i,j′(t) = p
∗
i,j′ (t) for all
j′ ∈Mi/j and p1i,j(t) = 0 < p∗i,j(t). Then we have
G
(t)
i (p
∗
i (t))−G(t)i
(
p1i (t)
)
= V p∗i,j (t)
−mi,j (t) log2
(
1 + li,j (t) p
∗
i,j (t)
)
. (49)
If mi,j(t) ≤ 0, according to p∗i,j(t) > 0, we have
G
(t)
i (p
∗
i (t))−G(t)i
(
p1i (t)
)
> 0. (50)
If 0 < mi,j(t) ≤ Vli,j(t) , since p˜
(t)
i,j (t) = 0 < p
∗
i,j (t) is the
unique minimizer of G(h)i,j (·) over [0,∞), we have
G
(t)
i (p
∗
i (t))−G(t)i
(
p1i (t)
)
= G
(t)
i,j
(
p∗i,j (t)
)
> G
(t)
i,j
(
p˜
(t)
i,j (t)
)
, (51)
which contradicts the fact that p∗i (t) is the optimal solution
of problem (24). Thus for any j with mi,j (t) ≤ Vli,j(t) , the
optimal p∗i,j(t) must be zero.
We define M+i ,
{
j|j ∈Mi,mi,j (t) > Vli,j(t)
}
. By ap-
plying Lemma 1 and Lemma 2, when
∑
j∈Mi p˜
(t)
i,j > pi,max,
we just need to solve the following problem:
Minimize
(pi,j)j∈M+
i
∑
j∈M+i
[
V pi,j −mi,j (t) log2 (1 + li,j (t) pi,j)
]
Subject to
∑
j∈M+i
pi,j = Pi,max,
pi,j ≥ 0, ∀j ∈M+i .
(52)
Note that (p∗i,j(t))j∈M+i is the optimal solution to problem
(52) and it satisfies the following KKT conditions:
V − mi,j (t) li,j (t)
1 + li,j (t) p∗i,j (t)
+ λ∗ − µ∗j = 0, ∀j ∈M+i , (53)
µ∗jp
∗
i,j (t) =0, ∀j ∈M+i , (54)
λ∗, µ∗j ≥ 0, ∀j ∈M+i , (55)∑
j∈M+i
p∗i,j (t) = pi,max, (56)
p∗i,j (t) ≥ 0, (57)
where λ∗ and (µ∗j )j∈M+i are the corresponding optimal dual
variables. Multiplying both sides of (53) by p∗i,j(t), we have(
V − mi,j (t) li,j (t)
1 + li,j (t) p∗i,j (t)
+ λ∗
)
p∗i,j (t)
− µ∗jp∗i,j (t) = 0. (58)
It follows by (54) that(
V − mi,j (t) li,j (t)
1 + li,j (t) p∗i,j (t)
+ λ∗
)
p∗i,j (t) = 0. (59)
On the other hand, according to (53) and (55), we have
λ∗ =
mi,j (t) li,j (t)
1 + li,j (t) p∗i,j (t)
− V + µ∗i
≥ mi,j (t) li,j (t)
1 + li,j (t) p∗i,j (t)
− V (60)
for every j ∈M+i . Now we consider two cases:
1) If λ∗ < mi,j (t) li,j (t) − V , then (60) holds only if
p∗i,j(t) > 0. It follows by (59) that
λ∗ =
mi,j (t) li,j (t)
1 + li,j (t) p∗i,j (t)
− V, (61)
which yields p∗i,j (t) =
mi,j(t)
V+λ∗ − 1li,j(t) .
2) If λ∗ ≥ mi,j(t)li,j(t) − V , then condition (59) holds if
and only if p∗i,j(t) = 0.
In conclusion, we have
p∗i,j (t) ={
mi,j(t)
V+λ∗ − 1li,j(t) , if λ∗ < mi,j (t) li,j (t)− V,
0, if λ∗ ≥ mi,j (t) li,j (t)− V,
(62)
or equivalently,
p∗i,j (t) =
[
mi,j (t)
V + λ∗
− 1
li,j (t)
]+
. (63)
Note that the above expression also applies to the case when
mi,j(t) ≤ Vli,j(t) . Then by substituting (63) into (56), we obtain∑
j∈Mi
[
mi,j (t)
V + λ∗
− 1
li,j (t)
]+
= pi,max. (64)
The left-hand side is a piecewise-linear decreasing function of
λ∗, with the breakpoint at (mi,j (t) li,j (t) − V ). Therefore,
the equation has a unique solution.
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APPENDIX D
PROOF OF THEOREM 2
Applying the Corollary 1 in [16], given prediction window
size Wi, the average latency of workload in arrival queue
Ai,−1(t) of EFN i under PORA is
dpi =
∑
w≥1
wpii,w+Wi . (65)
According to Little’s theorem [23], the average arrival queue
backlog size of EFN i under prediction is
ψpi = λid
p
i = λi
∑
w≥1
wpii,w+Wi . (66)
Therefore, the total average arrival queue backlog sizes of all
EFNs is
ψp =
∑
i∈N
ψpi =
∑
i∈N
λi
∑
w≥1
wpii,w+Wi . (67)
When the prediction window size is zero, i.e., when there is
no prediction, the corresponding total average arrival queue
backlog size of all EFNs is
ψ =
∑
i∈N
ψi =
∑
i∈N
λi
∑
w≥1
wpii,w. (68)
Using (67) and (68), we conclude that
ψ − ψp =
∑
i∈N
λi
(∑
w≥1
wpii,w −
∑
w≥1
wpii,w+Wi
)
=
∑
i∈N
λi
(∑
w≥1
wpii,w −
∑
w≥1
(w +Wi)pii,w+Wi
+
∑
w≥1
Wipii,w+Wi
)
=
∑
i∈N
λi
(∑
w≥1
wpii,w −
∑
w≥Wi+1
wpii,w
+
∑
w≥1
Wipii,w+Wi
)
=
∑
i∈N
λi
( ∑
1≤w≤Wi
wpii,w+Wi
∑
w≥1
pii,w+Wi
)
. (69)
Dividing both sides by
∑
i∈N λi and using Little’s theorem,
we obtain (27).
Next, we prove (28). Taking the limit of W (W → ∞),
we obtain
lim
W→∞
∑
i∈N
λi
∑
1≤w≤Wi
wpii,w = ψ. (70)
It follows that
lim
W→∞
η (W ) = d+ lim
W→∞
∑
i∈N λiWi
∑
w≥1 pii,w+Wi∑
i∈N λi
.
(71)
On the other hand, we have
lim
W→∞
η (W ) =
ψ∑
i∈N λi
− lim
W→∞
ψp∑
i∈N λi
≤ ψ∑
i∈N λi
. (72)
Combining (71) and (72), we have
lim
W→∞
∑
i∈N λiWi
∑
w≥1 pii,w+Wi∑
i∈N λi
= 0, (73)
since it cannot be negative. Substituting (73) into (71), we
obtain
lim
W→∞
η (W ) = d. (74)
