With the advent of new experimental evidence showing that dendrites play an active role in processing a neuron's inputs, we revisit the question of a suitable abstraction for the computing function of a neuron in processing spatiotemporal input patterns. Although the integrative role of a neuron in relation to the spatial clustering of synaptic inputs can be described by a two-layer neural network, no corresponding abstraction has yet been described for how a neuron processes temporal input patterns on the dendrites. We address this void using a real-time aVLSI (analog very-large-scale-integrated) dendritic compartmental model, which incorporates two widely studied classes of regenerative event mechanisms: one is mediated by voltage-gated ion channels and the other by transmitter-gated NMDA channels. From this model, we find that the response of a dendritic compartment can be described as a nonlinear sigmoidal function of both the degree of input temporal synchrony and the synaptic input spatial clustering. We propose that a neuron with active dendrites can be modeled as a multilayer network that selectively amplifies responses to relevant spatiotemporal input spike patterns.
two-compartment (Rhodes & Llinas, 2001 ) and three-compartment models (Larkum & Zhu, 2001 ) lump apical dendrites into a compartment distinct from the somatic compartment. While these simplified compartmentalized models are successful in reproducing the diverse range of neuronal firing patterns (Mainen & Sejnowski, 1996; Kepecs, Wang, & Lisman, 2002) , the thin distal dendrites where most excitatory synapses lie are largely ignored. The observation of localized regenerative spikes in the fine distal dendrites Schiller, Major, Koester, & Schiller, 2000; Wei et al., 2001) suggests that dendritic branches can potentially act as independent functional units; hence, more finely grained compartmentalization should be incorporated into the dendritic models.
Although numerical simulations can be carried out using these abstracted biophysical models, the analytical tools for modeling dendrites are still lacking (Segev & London, 2000) . Theoreticians continue to seek the computational principles of dendritic processing supported by experimental findings (Koch & Segev, 2000; London & Häusser, 2005; Magee, 2000) that can simplify the complexity of the dendritic tree. Mel (2003a, 2003b ) studied the dependence of neuronal response on the spatial arrangement of synaptic inputs on thin distal branches of the dendritic tree. Based on numerical simulations with a detailed CA1 pyramidal cell biophysical model, they proposed a simplified two-layer neural network model where individual dendritic subunits first process their inputs through a sigmoidal thresholding nonlinearity before their outputs are linearly integrated at the soma. This model provides a useful abstraction on the spatial integrative function of a pyramidal cell. However, this study considered only the average firing rate responses of the neuron. It did not address the influence of the inputs with temporal structure on a dendritic tree with active channels.
Experimental studies already indicate that active dendrites can support temporal coincidence detection (Williams & Stuart, 2002; Stuart & Häusser, 2001; Gasparini, Migliore, & Magee, 2004) . That is, a dendritic branch can respond superlinearly to temporally synchronized synaptic inputs. This leaves open questions about the computational role of active dendrites; here we mention two. First, if individual compartments are capable of amplifying their responses depending on the input spatial distribution, how do they amplify their responses based on the temporal structure of the input pattern, and what function then characterizes this temporal processing? Second, what function characterizes the dendritic processing of spatiotemporal input patterns?
In this work, we take steps toward answering these questions by using a reduced dendritic compartmental model that incorporates abstractions of two widely studied categories of regenerative event mechanisms, mediated by transmitter-gated N-methyl-D-aspartate (NMDA) channels and voltage-gated ion channels (such as Na + , Ca 2+ and K + channels) (Polsky, Mel, & Schiller, 2004; Losonczy & Magee, 2006; Ariav, Polsky, & Schiller, 2003; Mel, 1993; Nevian, Larkum, Polsky, & Schiller, 2007) . We perform experiments using this model to formulate a suitable abstracted computing function of a neuron in processing spatiotemporal input patterns.
Our investigation on the possible functional roles of the regenerative events is carried out using an aVLSI (analog very-large-scale integrated) prototype. This medium is chosen because the aVLSI implemented form has similar properties to the nervous system: both physical systems operate in continuous real-time using analog variables, and parameter variances are intrinsic to both systems (no two circuits or neurons look exactly alike). We have also validated the aVLSI results with those from numerical simulations.
From the results described in this work, we propose that a neuron with an active dendritic structure can act as a multilayer network where the dendritic subunits process their inputs following a sigmoidal nonlinearity that is dependent on both the number of inputs and the input temporal synchrony level.
Neuron Model
Our simplified compartmental dendritic model uses two classes of regenerative event-generation mechanisms within a compartment or subunit. The first class is mediated by voltage-dependent NMDA channels, which are transmitter-activated ion channels involved in synaptic transmission; the second class is mediated by voltage-gated Na + , Ca 2+ , and K + channels (Herz, Gollisch, Machens, & Jaeger, 2006; Golding, Jung, Mickus, & Spruston, 1999; Gasparini et al., 2004 ) that can evoke dendritic spikes. In addition, the compartments are connected by passive spatial dendritic filters following the cable equation (Rall, 1964) .
The aVLSI dendritic model is composed of nine dendritic compartments and one somatic compartment (see Figure 1) . Each dendritic compartment contains two excitatory AMPA synapses, two excitatory AMPA-NMDA synapses, and two inhibitory GABA synapses; a voltage-gated dendritic spike generating circuit; and a local cable circuit that allows spatial filtering between neighboring compartments. The connections between compartments are fully programmable in both directions to allow the configuration of different dendritic morphologies. The circuits that support the backpropagation of the somatic spike along the dendritic tree are also present, but they are disabled in the work described here. The aVLSI circuit implementation details can be found in appendix A.
The dynamics of each element in the aVLSI dendritic model is the approximation of the following equations. Figure 1 : Dendritic architecture. The neuron consists of nine dendritic compartments (C) and one somatic compartment (S). We call the synapses that operate on AMPA channels, AMPA synapses, and those that operate on AMPA and NMDA channels, AMPA-NMDA synapses. The dotted lines indicate the bidirectionally programmable dendritic pathways. The thick arrows show an example of the programmed configuration for some experiments in the letter. The inset shows the components within each compartment.
The AMPA channel response I a (t) follows (Gerstner & Kistler, 2002) :
whereĪ a is the steady-state amplitude, t 0 denotes the arrival time of a presynaptic spike, τ adecay is the decay time constant of the response, and (t) is a Heaviside function. The NMDA current I n (t) follows the equation
whereĪ n is the steady-state amplitude, τ nri se and τ ndeca y are the rise and decay time constants of the NMDA channel, respectively, and g ∞ is a function of the local membrane voltage. In our aVLSI model, g ∞ is a thresholding function.
The generation of voltage-gated dendritic spikes is mediated by a large variety of ion channels such as Na + , Ca 2+ , and K + . To avoid the biophysical dynamic details of each ion channel, we use a phenomenological model of the dendritic spike generation. This model uses two putative currents with complementary dynamics. The first current is a hyperpolarizing current I H with a second-order dynamics to mimic the slow activation of channels like K + ; the second current is a depolarizing current I D that has the rapid activation behavior of, for example, Na + channels. The I H follows,
whereĪ H is the steady-state current amplitude, τ hrise and τ hdecay are the rise and decay time constants of the hyperpolarizing current, and g ∞ is a thresholding function of the membrane potential similar to equation 2.2. To simplify the circuit design, the depolarizing current in our aVLSI model is described by 
where τ m = r m C m denotes the membrane time constant, V(t) is the neuron membrane potential, and I in (t) is the current injected into the soma. When V(t) exceeds a threshold, V T , the neuron fires an action potential and is reset to 0. The dynamics of the dendritic membrane potential follows the same dynamics in equation 2.5 but with a membrane time constant τ den . The spatial filtering response of the nth compartment of a discretized dendritic cable (assuming infinite cable length) can be described by 6) where r den is the resistance of the dendrite membrane, C den is the capacitance per unit area, τ den = r den C den , λ is the space constant of the cable, δ(n) is a Kronecker delta function of location n, and I syn is the total synaptic input current at location n. With this equation, the steady-state response of compartment n + x to the constant input current I syn = I in0 at the nth compartment can be approximated as
(2.7)
The following parameters are used in the letter: τ adecay = 0.27 ms, τ nri se = 1.40 ms, τ ndeca y = 7.20 ms, τ hrise = 2.49 ms, τ hdecay = 1.56 ms, T H = 2.61 ms, τ m = 8.45 ms, V T = 0.391 V, τ den = 7.08 ms, and λ ≈ 1.38/ compartment. These parameters are measured from the aVLSI circuits. Although the time constants in our model are shorter than the reported biophysiological data (Bardoni, 2001; Taschenberger, Engert, & Grantyn, 1995; Zhou & Hablitz, 1998) and might lead to quantitative deviations from the biophysical results, they do not affect the form of the nonlinear computation that we propose here.
Nonlinearity with NMDA Channels
The activation of NMDA channels is dependent not only on the postsynaptic dendritic membrane potential, but also on the presynaptic activation that leads to the release of glutamate neurotransmitters. The latter dependence endows the NMDA response with a distinct property of spatial locality (Spruston & Kath, 2004; Spruston, 2008; Schiller & Schiller, 2001) . The NMDA channels located in the thin distal dendrites potentially allow independent computation within an individual branch and evoke a linear or nonlinear response dependent on the spatial or temporal input patterns (Polsky et al., 2004; Gasparini et al., 2004; Ariav et al., 2003) . A two-layer model, proposed by Poirazi et al. (2003b) , can describe the dependence of a neuron's response on its synaptic input spatial distributions. This model uses a sigmoidal nonlinearity within the independent subunits.
In this work, we go one step further and ask how the subunit response depends on the temporal structure of synaptic inputs, given that physiological studies show that NMDA channels provide a superlinear influx current when the compartment receives temporally synchronous inputs (Schiller et al., 2000; Wei et al., 2001; Rhodes, 2006) . To quantify this dependence, we first define the time interval between different activated synaptic inputs, dt, as a measure of the temporal synchrony level of synaptic inputs, in contrast to the study in Poirazi et al. (2003b) , where the number of activated synapses per subunit n is used as a measure of the degree of spatial clustering. Similar synchrony measures have been used in physiological experiments (Polsky et al., 2004; Gasparini et al., 2004) , thus allowing us to compare our results directly with their experimental data.
In the experiments described in sections 3.1 and 3.2, we quantify how the nonlinearity in the subunit function depends on the input temporal pattern by varying dt while keeping the number of inputs n fixed.
Linear Versus Nonlinear Response.
We configure the dendritic architecture so that there are three separate dendritic branches, each with three compartments, as shown in Figure 1 . Each of these branches is connected in turn to the single soma. Each of the four excitatory synapses (two AMPA and two AMPA+NMDA synapses) in the top compartment of a branch is stimulated for 2 s with a 10 Hz regular spike train with a predefined dt between neighboring input synapses. We do not use Poisson spike trains here because it is hard to define the temporal synchrony level dt between input spikes with these statistics.
To demonstrate the dynamics of the response contributed by the NMDA channels, we first stimulate the distal compartments of the branches with highly synchronous inputs (dt = 0.1 ms) and blocked NMDA channels (top panel in Figure 2a ). We record the linear integrated responses from each compartment across the three branches (bottom panel in Figure 2a ). The results show that the synchronous inputs evoke fast dendritic membrane responses at the distal compartments, but the signals degrade quickly in the direction of propagation due to the spatial filtering by the dendritic cable. Figure 2 , except that the NMDA channels are now activated by the temporally synchronous input and evoke the superlinear response within the stimulated compartments.
When we repeat the same experiments with NMDA channels unblocked, the initial sharp linear responses of the AMPA synapses activate the NMDA channels within the distal compartments, leading to superlinear amplification (see Figure 3a) of the response. The longer time constant of the NMDA synapses accounts for the slow component of the membrane responses in the figure. This slow component encounters a smaller decay during propagation, thus resulting in a larger response at the soma (see Figures 2b and 3b) .
We also observe that the temporally synchronous input is able to trigger the nonlinear response in every dendritic branch even with the variance induced by the VLSI circuit mismatch. These results suggest that the nonlinear mechanism of NMDA channels is robust to heterogeneous differences in the dendritic branches, as is the case in biological dendrites.
Relationship Between Input Synchrony and Activation of Nonlinearity.
To quantify the dependence of these responses on the degree of input temporal synchrony, we record the responses in the dendritic compartments and in the soma (see Figure 4) for dt between 0.1 ms and 5 ms. The resulting curves show the superlinear and longer-lasting responses when dt < 1.25 ms (see Figure 4b ) as compared with the linear cases (see Figure 4a ). Here, the NMDA influx current dominates the compartment response and the resulting peak value. For dt values ≥ 1.5 ms, the inputs fail to activate the NMDA channels, thus leading to linear integrated responses.
Instead of measuring the firing rate, we use the peak membrane response as a measure of strength of response, so that the results can be easily compared with experimental data. In Figure 5 , we quantify the dependence of For each data point, we first calculate the mean and standard deviation of peak membrane responses for each branch over 10 trials of 2 s input stimulation. Then, the mean and standard deviation over the three branches are computed. (a) The mean peak membrane response of the input-stimulated compartments and (b) the corresponding mean peak somatic membrane response as a function of dt in the absence (in crosses) and presence (in circles) of NMDA channels. Both data sets are fitted (gray curves) with a sigmoidal function equation B.1. The fit parameters are given in appendix B.
the peak membrane response on dt for both the input-stimulated compartments and the soma. The somatic response curve is qualitatively comparable to experimental results in Polsky et al. (2004, Figure 3C ). We did not try to match the time intervals used in their experiment because the synchrony window for the nonlinearity varies according to the location of the dendritic branch (e.g., apical or basal) and cell type (e.g., layer 5 or CA1 pyramidal cells) (Williams & Stuart, 2002; Ariav et al., 2003) . These results suggest that each subunit or compartment can encode the stimuli synchrony level nonlinearly in the presence of NMDA channels. Note how the somatic response is almost independent of dt in the absence of NMDA. Interestingly, both the dendritic and soma responses can be fitted by a sigmoidally modulated function (gray curve in Figure 5 ), which follows the same form as that derived from the spatial clustering simulations (Poirazi et al., 2003b) .
In summary, the activation of NMDA channels by temporally synchronous inputs leads to the amplification of the compartmental and somatic responses. The response of the compartment can be modeled by a sigmoidal function of input temporal synchrony just as of the spatial distribution of synaptic inputs. Hence, the same NMDA channels can account for the nonlinear modulation of the dendritic responses in both space and time.
Role of Dendritic Spikes
There is considerable physiological evidence of another form of all-or-none dendritic regenerative events (Destexhe, Rudolph, & Pare, 2003; Golding & Spruston, 1998; Gulledge, Kampa, & Stuart, 2005) . The generation of these events is mediated by voltage-gated Na + and Ca 2+ channels in hippocampal, layer 5 neocortical pyramidal neurons (Spruston & Kath, 2004; Häusser, Spruston, & Stuart, 2000; and other cell types (Waters, Larkum, Sakmann, & Helmchen, 2003; Martina, Vida, & Jonas, 2000; Häusser, Stuart, Racca, & Sakmann, 1995; Chen, Midtgaard, & Shepherd, 1997) .
In contrast to the NMDA-driven response, the spatial influence of these spikes is not confined to the synaptic sites. For example, the voltage-gated Na + channels distributed along the apical trunk and basal dendrites of pyramidal cells (Losonczy & Magee, 2006; Golding et al., 1999) can play an important role in dendritic spike propagation. They can enable the dendritic spikes triggered in the distal dendrites to reach the soma and thus sharpen the somatic potential and contribute to the temporal precision of the neuronal input-output transformation (Ariav et al., 2003) . This temporal precision could be useful for temporal coding in the cortex (Bialek & Rieke, 1992; Rieke, Warland, & Bialek, 1997; Shadlen & Newsome, 1998; deCharms & Zador, 2000) . Therefore, this type of nonlinearity is of great interest for its influence on both the local subunit function and the more global neuronal function. We investigate how the generation of the dendritic spike itself depends on the input temporal pattern and how the subsequent propagation of the spike down to the soma affects the neuron's response. Finally, we show their contribution in shortening the latency of the neuronal response.
Spike Generation and Propagation.
We first illustrate the dynamics of the dendritic spike with an example. The experimental setup is the same as in section 3, except that in this case, only voltage-gated channels that generate the dendritic spike are unblocked. When the distal compartments of the three dendritic branches are stimulated with highly synchronous inputs (dt = 0.1 ms), dendritic spikes are evoked within each compartment (see Figure 6a) . The dynamics of these dendritic spikes is controlled by a depolarizing current (see equation 2.4) and a hyperpolarizing current (see equation 2.3), which evoke a sharp change in the membrane potential.
Furthermore, when the spike propagates to the adjacent dendritic location, it may trigger regenerative potentials consecutively at the downstream compartments along the dendritic branch before reaching the soma. In other words, during the course of travel down to the soma through the passive dendritic cable, the original response is continuously amplified by the additional influx current at each compartment. This type of propagation is called active propagation, to distinguish it from the propagation of an excitatory postsynaptic potential along the passive dendritic cable. The dendritic spike propagation shown here is robust, and the response amplitude exhibits significantly smaller decay along the dendritic branch than in the case of the NMDA response (see Figure 3a) . Therefore, the dendritic spike regenerative mechanism can be more influential in amplifying the somatic response and might even evoke a somatic action potential (see Figure 6b) . In addition, this amplified response contributes to the reduction in the response delay between the arrival of the synchronous inputs and the resulting action potential output.
Subunit Function with Dendritic Spike Mechanism.
Using the same experimental setup and synaptic stimuli as in section 3.2, we record the membrane traces from each compartment and determine the dependence of the compartmental response on the synchrony level of local synaptic inputs in the presence of the dendritic spike mechanism.
As seen in Figure 7a , the nonlinear response is evoked for highly synchronous inputs (dt ≤ 1.25 ms), and the compartmental response returns to linear integration for dt > 1.25 ms. This result is qualitatively similar to the physiological results from Gasparini et al. (2004) (see Figure 3a) , where a dendritic spike is generated when five current pulses are injected within a time interval of dt < 0.5 ms to the distal apical trunk or tuft of CA1 pyramidal cells.
The peak membrane responses at the input-stimulated compartments also show a sigmoidal dependence on the level of temporal synchrony in the synaptic inputs (see Figure 7b) . We show that in the presence of both the dendritic spike and NMDA nonlinear mechanisms, each subunit (or compartment in our model) can process the temporal patterns relatively independently of one another through a sigmoidal nonlinearity. From now on, s is used to represent a generic subunit function. In the above case, we describe the function as s(n = 4, dt) (see the inset in Figure 7b ).
Subunits can communicate through dendritic spikes, just like neurons exchanging information through action potentials. The active propagation mechanism can play an important role in transmitting the decision of distal subunits to the final decision unit of a neuron, the soma. As shown in Figure 7c , with robust active propagation, highly synchronous inputs (dt < 0.2 ms) targeting the distal compartments can eventually trigger a somatic action potential. Even when they fail to generate a somatic action potential, the amplitude of the somatic response is enhanced for those inputs that evoke dendritic spikes (dt ≤ 1.25 ms).
Besides amplification of the somatic response, the dendritic spikes could also affect the temporal relationship between the inputs and subsequent output response of a neuron. Here, we quantify the neuronal response latency, The mean peak membrane response of the input-stimulated compartments as a function of dt when the dendritic spike is blocked (in crosses) and unblocked (in circles) and the sigmoidal fit (gray curve). The compartmental response thus can be formulated as a sigmoidal function of dt where the number of inputs n = 4 (as shown in the inset). (c) The mean peak somatic membrane response without (in crosses) and with (in circles) active channels and the sigmoidal fit (gray curve). As in Figure 5 , for each data point in b and c, the mean and standard deviation of peak membrane responses of each branch over 10 trials of 2 s input stimulation are first calculated. Then the mean and standard deviation of the responses over three dendritic branches are plotted. The fit parameters are given in appendix B.
which includes the subunit integration time and the signal propagation time, by measuring the time interval between the onset of the synaptic inputs and the peak somatic response, T p (see Figure 8 ). The subunit integration time can be approximated by the time to peak at the stimulated distal compartments, which depends on the dendritic membrane time constant. Our result shows that this integration time is positively correlated with the input synchrony level, regardless of whether the dendritic spikes Figure 8 : Measured values for the time to peak response (the time interval between the input onset and the peak membrane response) in the presence and absence of a dendritic spike mechanism. The time to peak response is measured for temporal synchrony levels dt ≤ 1.25 ms where dendritic spikes can be generated within the input-stimulated compartments. Measurements are taken from both stimulated compartments (dashed lines), and the soma (solid lines) and averaged over three dendritic branches. The value at the soma site, which is called T p , decreases when the dendritic spike mechanism is enabled (gray traces) in comparison to when it is disabled (black traces).
are blocked. However, with dendritic spike active propagation, the signal propagation time along the dendritic branch is significantly reduced when compared to the passive propagation time, which solely relies on the dendritic membrane time constant. Thus, the total latency T p at the soma is shortened. This holds true even if the dendritic spikes fail to propagate all the way to the soma. Therefore, in the presence of the dendritic spike mechanism, neurons are capable of responding on a timescale faster than the membrane time constant (Softky, 1994) .
From the data, we argue that both local coincidence detection and fast dendritic spike propagation can be deployed by the neuron to preserve the timing information in the temporally synchronous inputs. However, this comes at the price of more computational resources, especially energy used in generating the nonlinear responses. With nonsynchronous inputs, the slow integration dominates, the expensive nonlinear computation is spared, and the neuron behaves as an integrator. 
Spatiotemporal Processing
So far, we have shown that the temporal processing within a subunit can be described by a sigmoidal function of dt. As a step toward a computing function that describes the spatiotemporal processing in the dendrite, we then explore how the spatial clustering level n affects this sigmoidal function in the presence of both types of regenerative events. Using the same experimental setup as in section 3.2, we quantify the subunit function s(n = const, dt) for three different values of n (see Figure 9a) . The results show that the transition region of the sigmoid shifts with n. Increasing n relaxes the requirement for small temporal synchrony level dt in initiating nonlinearities. The same effect is observed in the somatic responses (see Figure 9b) . It means that the spatial and temporal processing in the subunit are interrelated rather than orthogonal to each other. Further investigation is necessary to formulate the exact interrelation between these two processes.
In summary, we propose that the abstracted function of a dendritic subunit response can be described by a two-dimensional nonlinear function, s (n, dt) , where the projection of this function onto the individual n and dt axes leads to a sigmoidal curve. The gray dotted line indicates the existence of a connection between the corresponding compartments. The gray arrow pointing at a compartment symbol C marks an input to that compartment, and the associated number indicates the temporal order of the input. Eight synaptic inputs with a 10 Hz regular spike rate target individual compartments on the dendritic tree. The time interval between synaptic inputs within the same compartment (dt i ) is 0.2 ms, and the time interval between inputs to different compartments (dt int ) is 1 ms. This spatiotemporal pattern evokes linear integration in the dendritic structure. The response curves are averaged over 10 trials.
Interaction Between Subunits.
Dendritic subunits are interconnected within the dendritic tree. Hence, the neighbors of a subunit can influence its response. A subunit response depends not only on its input pattern (n i , dt i ) (i represents the spatial location of the subunit), but also on the temporal relationship among input patterns to different subunits. To quantify this dependence, we define dt int as the time interval between groups of inputs targeting on two stimulated subunits and try to examine the subunit response (s(n i , dt i , dt int )) and the somatic response. Here, we illustrate two special cases: (1) where the pattern is spatially distributed across the dendritic tree and (2) where the pattern is spatially clustered. The programmed dendritic architecture for these cases is shown in Figure 10a .
In the first case, eight inputs are distributed onto different compartments (n i ≤ 2), with a fixed dt i = 0.2 ms and dt int = 1 ms. The results in Figure 10b show that although the inputs are temporally synchronous, the low degree of input spatial clustering on the compartments leads to a failure of the inputs in triggering any local nonlinearities as compared to the results in sections 3.2 and 4, where n i = 4. Thus, the neuron acts as a linear integrator for this spatiotemporal input pattern.
In the second case, the eight inputs are spatially clustered onto two distal compartments (C 1 , C 3 ) such that n i = 4 and dt i = 0.2 ms (see Figure 11a) . When only the inputs to one compartment are activated, a dendritic spike is generated within that compartment, but this spike fails to elicit an action potential at the soma (see Figure 11a , black and dark gray traces). However, when the inputs to both compartments are activated with a short interval (dt int = dt 13 = 1 ms), the coincidence of their dendritic responses at compartment (C 5 ) triggers yet another dendritic spike, finally leading to the generation of a somatic action potential (see Figure 11a , light gray trace). In this case, the computing function of the neuron can be modeled by a three-layer network (see Figure 11b) , where the two subunits in the first layer correspond to C 1 and C 3 , the subunit C 5 acts as the intermediate layer, and the soma is the output layer. The output function of the neuron is comparable to a multiplicative (AND) operation between the two groups of clustered inputs.
We contrast this multiplicative operation with the logical operations previously suggested for the dendritic tree (Koch et al., 1983; Shepherd & Brayton, 1987; Mel, 1992 Mel, , 1993 . While the latter emphasizes the computation within a subunit based on input synaptic responses, our second example describes yet another level of multiplicative interaction between subunit responses. That is, two levels of nonlinear processing are involved in the computation shown here-both within and between subunits. The second level of nonlinearity is illustrated by the response in C 5 , which is a result of the interaction between the responses of adjacently stimulated subunits. This interaction is dependent on the intercompartmental time interval (dt 13 ), which subsequently affects the probability of producing a somatic spike as shown in Figure 11c . Since the generation of a dendritic spike in C 5 leads to a rather reliable somatic spike, the C 5 response function s(n 5 = 0, dt 5 = ∞, dt 13 ) follows the same window shape. Despite the simplicity of the input patterns in the examples, we propose that in general, the subunit interaction can be described by a window function that is dependent on dt int , where dt int represents the average intercompartmental time interval.
The somatic response in Figure 11c is robust to the input-spike jitter noise. This robustness to noise comes about because the nonlinear responses are evoked by the spatiotemporal relation among a group of input spikes and are relatively insensitive to the noise of a single spike.
The results in this section show the dependence of the subunit output on the degree of spatial clustering of synaptic inputs, their temporal synchrony level, and the temporal relationship between spike inputs to different parts of the dendritic tree. We propose that the processing of spatiotemporal input patterns within the dendritic tree of a neuron can be described by a multilayer network with a tree-like structure, where each layer processes its inputs through subunit function s(n i , dt i , dt int ). Input spikes can potentially undergo different layers of nonlinear processing before reaching the soma. In such a network, the first layer of processing occurs within the distal dendritic branches targeted by the inputs. The intermediate layer or layers provide further possibilities of nonlinear interaction between the compartmental outputs propagating down the different dendrite branches.
The possible input-evoked nonlinear responses at different stages of processing allow the dendritic tree to potentially differentiate between a large number of spatiotemporal input spike patterns, thus enhancing the computational power and memory capacity of a single neuron (Poirazi & Mel, 2001) .
Discussion
Even after decades of study, the computational role of dendrites to neuronal processing is not well understood. Questions arise about which key principles govern signal integration in the dendrites and how dendrites can enrich the computational power of a single neuron and networks of neurons.
A huge body of physiological literature provides evidence that dendrite processing is actively supported by a wide variety of voltage-gated ion channels (Reyes, 2001) . These ion channels are important for synaptic input amplification (Larkum & Zhu, 2001) , action potential backpropagation (Vetter, Roth, & Häusser, 2001) , and coincidence detection (Polsky et al., 2004; Ariav et al., 2003) . In spite of the rich repertoire of ion channels, the regenerative events can be roughly classified into two types: one requires the classic voltage-gated channels, and the other is supported by transmittergated channels like NMDA. In this work, we include in our model, the general dynamics of these two types of regenerative events and investigate the underlying computational rules of each type. From our results, we propose that the possible dendritic computation on complex spatiotemporal patterns can be boiled down to a rather simple form of multilayer tree shape network.
Despite our simplified model, our data of the dependence of subunit response on input synchrony are qualitatively comparable with the physiological results (Gasparini et al., 2004; Polsky et al., 2004) . Our simplified model allows us to explore the underlying computational rules of dendritic processing without including great biophysical details. However, it is important to note that the detailed dynamics and nonuniform spatial distribution of different voltage-dependent ion channels can affect the dendritic processing, and different regions of the dendritic tree might deploy different computational strategies. For example, the basal and apical dendrites of hippocampal CA1 pyramidal cells receive synaptic inputs from different pathways. Evidence suggests that dendritic spikes at these two regions are mediated by different voltage-gated ion channels (Schiller et al., 2000; Gasparini et al., 2004) . Nevertheless, the basic principles described here, such as the nonlinear processing performed within subunits, could still be suitable for modeling the processing within different regions. Poirazi et al. (2003b) in their two-layer model, considered the role of input spatial distributions on neuronal computation. We focus on the role of dendritic computation on temporal patterns and postulate that dendrites employ similar sigmoidal nonlinear functions in processing the temporal information, and the spatial and temporal processing of synaptic inputs are interrelated. We also use two special input patterns to illustrate the subunit interaction and the spatiotemporal processing in the dendrites. However, the systematic understanding of the interplay between the temporal and spatial processing on the dendritic branches remains to be answered. This understanding will require further experimental and theoretical investigations on the spatiotemporal integration in dendrites.
Based on our model, we show that a neuron can operate in different integration modes depending on the spatiotemporal input pattern. When the input is temporally asynchronous or spatially distributed, linear integration dominates the neuronal processing (see Figure 10) , whereas when the input is both temporally synchronous and spatially clustered, strong nonlinear responses can be triggered at different levels of the dendritic branches, thus leading to multilayer coincidence detection (see Figure 11 ). This multilevel coincidence detection could be important for maintaining the temporal precision between synaptic inputs and the final neuronal output (Gasparini et al., 2004) . Our results are consistent with the experimental evidence by Gasparini and Magee (2006) , which show that different forms of neuronal integration might be engaged in distinct behavioral states. To further explore the relationship between the input pattern and the operation mode of the neuron, and the behavioral implication of the system, an understanding of neuronal interaction on network level is necessary.
In our results, the influence of the backpropagating action potential has not been considered. However, experimental evidence suggests that backpropagating action potentials can provide a feedback signal to the input layers, and may be involved in the process of synaptic plasticity (Stuart & Häusser, 2001; Larkum, Zhu, & Sakmann, 1999) . In addition, a neuron's morphology (Vetter et al., 2001 ) and synaptic scaling mechanisms (Williams & Stuart, 2002) may also play an important role in the dendritic processing. Since the morphology and scaling are cell type specific, linking with particular cell types is necessary for further investigation.
Although our results were obtained using a VLSI dendritic model, we also obtained similar results using a numerical simulation model. In future work, we will embed this dendritic aVLSI circuit in a large-scale spiking neuron network so that we can start to explore network-level computation using neurons with a dendritic structure. This effort continues in the spirit of constructing large-scale event-based VLSI neuronal systems with detailed neuronal dynamics (Serrano-Gotarredona et al., 2009; Choi, Merolla, Arthur, Boahen, & Shi, 2005; Chicca, Lichtsteiner, Delbrück, Indiveri, & Douglas, 2006; Vogelstein, Mallik, Culurciello, Cauwenberghs, & Etienne-Cummings, 2007; Arthur & Boahen, 2007; Boahen, 2005) for continuous-time real-time performance exploration of large network behavior. The currents from the AMPA and NMDA synapses and from the neighboring dendritic compartments are summed in the SUMMATION block and then conveyed to the dendritic membrane circuit. The dendritic spike generation circuit (DEN SPIKE) determines if a dendritic spike will be generated.
Appendix A: Implementation Details of the aVLSI Compartmental Model
The aVLSI compartment circuit shown in Figure 12 includes an AMPA channel (top left), a NMDA channel (top right), a dendritic spike-generating circuit (middle right), an input current summation circuit (middle left), and a dendritic membrane circuit (bottom). These circuits are partially described in Wang and Liu (2009) . The AMPA channel is modeled as a low-pass filter (LPF) (see equation 2.1). The NMDA channel circuit implements an approximation of equation 2.2 with a threshold defined by Th nmda . The summation circuit sums the currents from the individual synapses, dendritic spike current, and neighboring compartments. The dendritic spike-generation circuit generates a hyperpolarizing signal when the dendritic membrane potential exceeds the threshold set by Th dsp , which takes a similar form as equation 2.3. The corresponding depolarizing signal is obtained by subtracting the hyperpolarizing signal from the steady-state currrent,Ī H (see equation 2.4). The dendritic membrane circuit is based on the LFP circuits described in Arthur and Boahen (2004) . The spatial constant, λ in equation 2.6 is set by the variable λ den . The details of the circuits will be described elsewhere.
Appendix B: Fit Parameters for Measured Peak Membrane Responses
In the letter, we have used a sigmoidal function to fit the mean peak membrane response as a function of dt in the presence of NMDA channels alone (see Figure 5 ), dendritic spike-generating channels alone (see Figure 7) , and in the presence of both types of channels (see Figure 9 ). The sigmoidal function for the fits can be described as The fit parameters for each figure are listed in Tables 1 to 3. Table 2 : Fit Parameters of the Sigmoidal Curves in Figure 7 for the Dendritic Compartment and Somatic Responses.
