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| INTRODUCTION
Single index models are flexible models used in regression analysis of the type ¾(Y |X) = ψ 0 (α T 0 X), where ψ 0 is an unknown link function and α 0 is an unknown regression parameter. By lowering the dimensionality of the classical linear regression problem, determined by the number of covariates, to a univariate α T 0 X index, single index models do not suffer from the "curse of dimensionality". They also provide an advantage over the generalized linear regression models by overcoming the risk of misspecifying the link function ψ 0 . To ensure identifiability of the single index model, one typically assumes that the Euclidean norm α 0 equals one with the first non-zero element of α 0 being positive.
Several estimation approaches have been considered in the literature of single index models. These methods can be classified into two groups: M-estimators and direct estimators. In the first approach, one considers a non-parametric regression estimate for the infinite dimensional link function ψ 0 and then estimates α 0 by minimizing a certain criterion function, where ψ 0 is replaced by its estimate. Examples of this type are the semi-parametric least squares estimators of Ichimura (1993) and Härdle et al. (1993) and the pseudo-maximum likelihood estimator of Delecroix et al. (2003) , all using kernel regression estimates for the unknown link functions. An example of an M-estimator that does not depend on an estimate of the link function ψ 0 is Han's maximum rank correlation estimator (Han, 1987) .
Direct estimators, such as the average derivative estimator of Härdle and Stoker (1989) or the slicing regression method proposed in Duan and Li (1991) , avoid solving an optimization problem and are often computationally more attractive than M-estimators.
In this paper we focus on estimating the regression parameter α 0 under the constraint that ψ 0 is monotone. Shape constrained inference arises naturally in a variety of fields. For example in economics where a concavity restriction is assumed in utility theory to indicate the exhibition of risk conversion in economic behavior. Convex optimization problems also appear frequently and often allow for straightforward computation and optimization. The single index model with convex link has been studied in Kuchibhotla and Patra (2017) , where the authors consider estimation of an efficient penalized least squares estimator. An efficient estimate for the single index with smooth link function is proposed in Kuchibhotla and Patra (2017a) .
A special case of the monotone singe index model is the widely used econometric binary choice model where interest is in estimating a choice probability based on a binary response variable Y and one or more covariates X.
Whether or not the outcome is zero or one depends on an underlying utility score, i.e. Y = 1 if α T 0 X ≥ ε, where ε is an unobserved disturbance term with unknown distribution function F 0 . The binary choice model therefore belongs to the class of monotone single index models since ¾(Y |X) = F 0 (α T 0 X). Estimation of the regression parameters in the binary choice model is among others considered in Cosslett (1987) , Cosslett (2007) and Klein and Spady (1993) . Balabdaoui et al. (2016) considered a global least squares estimator for the pair (α 0 , ψ 0 ) in the general single index model under monotonicity of the function ψ 0 . They derived an n 1/3 convergence rate, but the asymptotic limiting distribution for their estimator of α 0 has not been derived. A conjecture is made in Tanaka (2008) that this rate is too slow. In this paper, we will give simulation results on the asymptotic variance of the least squares estimator and investigate its rate of convergence numerically.
Recently, Groeneboom and Hendrickx (2018) developed several score estimators for the current status linear regression model Y = β T 0 Z + ε, where the distribution function F 0 of ε is left unspecified. Instead of observing the response Y , a censoring variable T and censoring indicator ∆ = 1 Y ≤T are observed. This model is a special case of the monotone single index model and can be formulated as ¾(∆ |T , Z) = F 0 (T − β T 0 Z) = F 0 (α T 0 X) where α 0 = (1, −β 0 ) T and X = (T , Z) T . The estimators in Groeneboom and Hendrickx (2018) are obtained by the root of a score function involving the maximum likelihood estimator (MLE) of the distribution function for fixed β. The authors prove √ n-consistency and asymptotic normality of their estimators and show that under certain smoothness assumptions, the limiting variance of a score estimator is arbitrarily close to the efficient variance. Their result is remarkable since it is the first time in the current status regression model that a √ n-consistent estimate for β 0 is proposed based on the MLE for F 0 which only converges at n −1/3 -rate to the true distribution function F 0 .
We consider extending the estimators in Groeneboom and Hendrickx (2018) to the more general single index regression problem and propose two different score equations involving the least squares estimator (LSE)ψ nα of the unknown link function ψ 0 which minimizes
over all monotone increasing functions ψ for fixed α. We establish an n 1/3 /log n-rate for the estimatorψ nα and propose a single index score estimator of α 0 that converges at the parametric √ n-rate to the true regression parameter α 0 .
| THE SINGLE-INDEX MODEL WITH MONOTONE LINK
Consider the following regression model
where Y is a one-dimensional random variable, X = (X 1 , . . . , X d ) T is a d -dimensional random vector with distribution G and ε is a one-dimensional random variable such that ¾[ε |X] = 0 G -almost surely. The function ψ 0 is a monotone link function in M, where M is the set of monotone increasing functions defined on and α 0 is a vector of regression parameters belonging to the d − 1 dimensional sphere S d −1 := {α ∈ d : α = 1}, where · denotes the Euclidean norm in d .
| THE LEAST SQUARES ESTIMATOR (LSE) FOR THE LINK FUNCTION ψ
G -almost surely and consider the sum of squared errors
which can be computed for any pair (ψ, α) ∈ M × S d −1 . For a fixed α, order the values α T X 1 , . . . , α T X n in increasing order and arrange Y 1 , . . . ,Y n accordingly. As ties are not excluded, let m = m α be the number of distinct projections among Z i = α T X i and Z α 1 < . . . < Z α m the corresponding ordered values. For i = 1, . . . , m, let
Then, well-known results from isotonic regression theory imply that the functional ψ → S n (α, ψ) is minimized by the left derivative of the greatest convex minorant of the cumulative sum diagram
See for example Theorem 1.1 in Barlow et al. (1972) or Theorem 1.2.1 in Robertson et al. (1988) . By strict convexity of ψ → S n (ψ, α), the minimizer is unique at the distinct projections. We denote byψ nα the monotone function which takes the values of this minimizer at the distinct projections and is a stepwise and right-continuous function outside the set of those projections.
In Section 4 we illustrate how to derive score estimators, based on solving a score equation derived from the sum of squares S n . We propose two different techniques to ensure that the estimator has length one. In the first approach, we consider a parametrization : d −1 → S d −1 of the unit sphere and solve a set of d − 1 score equations. In the second approach we add a Lagrange penalty to the sum of squared errors and differentiate the corresponding minimization criterion w.r.t the d components of α.
| SCORE ESTIMATORS FOR THE REGRESSION PARAMETER α

| The score estimator on the unit sphere
Consider the problem of minimizing
over all α ∈ S d −1 , whereψ nα is the LSE of ψ α . Let be a local parametrization mapping d −1 to the sphere S d −1 , i.e., for each α ∈ B(α 0 , δ 0 ) on the sphere S d −1 , there exists a unique vector β ∈ d −1 such that
The minimization problem given in (3) is equivalent to minimizing
over all β whereψ nα is the LSE of the link function with α = (β). Analogously to the treatment of the score approach in the current status regression model proposed by Groeneboom and Hendrickx (2018) , we consider the derivative of (4) w.r.t. β, where we ignore the non-differentiability of the LSEψ nα . This leads to the set of d − 1 equations,
where J is the Jacobian of the map and where 0 ∈ d −1 is the vector of zeros. Just as in the analogous case of the "simple score equation" in Groeneboom and Hendrickx (2018) , we cannot hope to solve equation (5) exactly due to the discrete nature of the score function in (5). Instead, we define the solution in terms of a "zero-crossing" of the above equation. The following definition is taken from Groeneboom and Hendrickx (2018) .
zero-crossing
We say that β * is a crossing of zero of a real-valued function ζ :
neighborhood of β * contains points β 1 , β 2 ∈ A such thatζ(β 1 )ζ(β 2 ) ≤ 0, whereζ is the closure of the image of the function (so contains its limit points). We say that an m-dimensional function ζ :
) has a crossing of zero at a point β * , if β * is a crossing of zero of each component ζ j : A → , j = 1 . . . , m.
Our simple score estimatorα n (SSE) is defined by,
whereβ n is a zero crossing of the function
and n denotes the empirical probability measure of (X 1 ,Y 1 ), . . . , (X n ,Y n ). The probability measure of (X,Y ) will be denoted by P 0 in the remainder of the paper. For another formulation, directly in terms of α, without reparametrization, see the Lagrangian formulation in Section 4.2 below.
The SSE is based on a simplified version of the derivative of the sum of squared errors S n w.r.t. the components of β, where we ignored the non-differentiability of the discrete LSEψ nα . As a consequence, the limiting variance of this SSE, given in Section 6, is not the efficient variance for the single index model. We can improve the SSE and extend this simplified score approach by incorporating an estimate of the derivative of the link function to obtain an efficient estimator of α 0 .
Letψ nα denote again the LSE of the link function for fixed α defined in Section 3 and define the estimateψ nh,α bỹ
where h is a chosen bandwidth. Here dψ nα represents the jumps of the discrete functionψ nα and K is one of the usual symmetric twice differentiable kernels with compact support [−1, 1], used in density estimation. The estimatorα n is given byα
whereβ n is a zero crossing of ξ nh (see Definition 4.1) defined by
Again another formulation, directly in terms of α is given in Section 4.2 below. A picture of the estimatesψ n,αn and ψ n,αn for n = 1000, d = 3 and a sample for the model used in the simulation study of Table 1 below, is shown in Figure   1 . For the derivative a local linear extension of the function is used at the boundary for points with a distance to the boundary smaller than the bandwidth. Note that we only need one bandwidth choice for the derivative and that this is only needed for the ESE and not for the SSE.
[ Figure 1 here]
In the remainder of this section we illustrate how the score estimators can be obtained in practice using a local coordinate system representing the unit sphere. An example of such a parametrization is the spherical coordinate
The map parameterizing the positive half of the sphere :
is another example that can be used provided α d is positive. Prior knowledge about the position of α 0 can be derived from an initial estimate such as the LSE proposed in Balabdaoui et al. (2016) . We illustrate the set of equations for the SSE corresponding to (5) for dimension d = 3 and consider the parametrization
The SSE can be obtained by solving the problem
For the parameterizations discussed in this manuscript we have that for each map and each parameter vector β,
Taking derivatives w.r.t. β, we get
so that the columns of J (β) belong to the space
such that we indeed have
for all β. This again implies that the columns of J (β) are perpendicular to the vector α = (β). Note moreover that the columns are linearly independent and hence form a basis for {α} ⊥ .
It is shown in Lemma 1 of Kuchibhotla and Patra (2017) that it is possible to construct a set of "local parametrization matrices" H α for each α ∈ B(α 0 , δ 0 ) with α = 1 satisfying
Their matrix (H α ) T corresponds to the Moore-Penrose pseudo-inverse of the matrix H α and is the analogue of our matrix (J (β)) T in the proof of asymptotic normality of their estimator. We will however show that the orthonormality assumption is not needed in the proofs.
| The score estimator with Lagrange penalty
Instead of tackling the fact that our parameter space is essentially of dimension d − 1 by the parametrization α = (β)
which locally maps d −1 into the sphere S d −1 , one can introduce the restriction α = 1 via a Lagrangian term. We then consider the problem of minimizing
whereψ nα is the LSE defined in Section 3 and λ is a Lagrange parameter which we add to the sum of squared errors to deal with the identifiability of the single-index model.
Analogously to the treatment given in Section 4.1 for the SSE, we consider the derivative of (14) w.r.t. α, where we ignore the non-differentiability of the LSEψ nα . This leads to the equation,
Here λ has to satisfy
Plugging in the above expression for λ in (15), we consider the simple score equation
where I is the d × d identity matrix. The same procedure can be derived for the ESE defined in (8) and we define the simple and efficient score estimators of the regression parameter α 0 in model (2), referred to as the score estimators using a Lagrange penalty, by zero crossing of the corresponding score functions
and
respectively.
The Lagrange approach has the advantage that we do not have to deal with the reparametrization α = (β), but has the disadvantage that we cannot assume thatα n has exactly norm 1 because we again have to deal with crossings of zero instead of exact equality to zero. One way to circumvent this problem is to normalize the solution of the right-hand side of (18) or (19) at the end of the iterations. This technique gave approximately the same solutions as the approach via reparametrization.
In Section 6 we will only derive the limiting behavior of the score estimators using the parametrization of the unit sphere, but we conjecture that both estimators, using the parametrization or the Lagrange penalty, have the same asymptotic properties. A conjecture that is further motivated by a simulation study presented in Section 7. Since the Lagrange approach avoids the mapping into the parameter space (which depends on the dimension d ), this technique can easily be adapted for different dimensions and is favored over the parametrization score approach from a practical point of view, especially if the dimension is large. Examples of R scripts, using Rcpp, of simulation runs with this method are given in Groeneboom (2018) .
| LINEAR ESTIMATES IF THE COVARIATES HAVE AN ELLIPTICALLY SYM-METRIC DISTRIBUTION
It is well-known that if X has an elliptically symmetric distribution there exist link-free ordinary linear regression estimates of α 0 which are √ n-convergent and have an asymptotic normal distribution, see Duan and Li (1991) . The following estimator of this type is defined in Balabdaoui et al. (2016) for the monotone single index model. Letα n be defined byα
withX n = 1/n n i =1 X i being the sample mean of the covariate vector. The estimate of the regression parameter α 0 in model (2) is now given byα n =α n / α n . Note thatα n in (20) is the estimator one would use if the link function is known to be linear and one would not make the restriction that the estimator has norm 1. The following result is proved in Balabdaoui et al. (2016) .
ψ 0 is non-decreasing and α T 0 α 0 = 1. Suppose that X has an elliptically symmetric distribution with finite mean µ ∈ d and a positive definite covariance matrix Σ. Assume, moreover, that ¾ Y X < ∞ and that there exists a nonempty interval [a, b] on which ψ 0 is strictly increasing. Then, as n → ∞, the estimatorα n =α n / α n , whereα n is defined by (20) , converges in 
where Γ is the covariance matrix of
Remark To avoid unnecessarily heavy notation, we denote in this section and the corresponding Appendix ?? the covariance matrix of X by Σ and the corresponding sample covariance matrix by S n , but note that Σ and S n have a different meaning in the rest of the paper (see, e.g., (30) and (36)).
Instead of first calculating the estimateα n in (20) and then dividing by the norm of this estimate to get norm 1, one can also consider the estimateα n,Sn nor m1 , defined bŷ
which is more in line with the estimators of our paper, where we compute the estimators under the condition that the norm is equal to 1. Here S n , defined by
estimates the covariance Σ, and the ordinary inner product of x and y is replaced by x T S n y. Instead of the restriction α T 0 α 0 = 1, we now use the restriction α T 0 Σα 0 = 1 in the underlying model, which is estimated by the restriction α T S n α = 1 in the sample.
We will call this estimator the link-free least squares estimator (LFLSE). Since the estimator discussed above first solves another minimization problem (without a restriction on the norm), and then makes the (ordinary) norm equal to 1 by dividing by the norm, we call this the hybrid link-free least squares estimator (H-LFLSE). The two estimators are not the same, even if Σ is a multiple of the identity and if we use the ordinary norm for the second estimator.
Suppose now that the true index α 0 satisfies α T 0 Σα 0 = 1. Note that such normalization of the true parameter α 0 is always possible since it does not alter the direction of monotonicity of the link function nor the identifiability of the model. Then, following the Lagrange approach of Section 4.2, we can define the estimatorα n,Sn nor m1 as the minimizer
for α ∈ d and for suitably chosen λ ≥ 0. This time, the optimization criterion does not depend on the LSEψ nα of the link function ψ 0 and we do no longer have the crossing of zero difficulty. Note that in this case (15) is replaced by
Since therefore
we get the equation
where, if more solutions are found, the one giving the smallest criterion is chosen. For this estimator we have the following result. The proof of Theorem 2 is given in the Supplementary Material. As an example of how one can compute the asymptotic covariance matrix, we also compute in the Supplementary Material, the asymptotic covariance matrix for the simulation setting corresponding to Table 2 , given in Section 7.1. The solution of equation (24) was done by a C++ program, using Broyden's algorithm. It is very fast and produces a norm {α T n,Sn nor m1 S nαn,S n nor m1 } 1/2 of the solution which is equal to 1 in 10 decimals, without any need of renormalization, but just by solving in d . This illustrates the soundness of the Lagrange inspired method of estimating the parameter α 0 by solving (24) in d as an alternative to shifting to a lower dimensional parametrization. Since equation (17) for the score estimates of Section 4.2 is discontinuous and cannot be solved exactly, we use a derivative free optimization algorithm proposed by Hooke and Jeeves (1961) instead of Broyden's algorithm to obtain the score estimates as zero crossings of equation (17). More information on the computation of the score estimates in Section 4 is given in Section 7. R scripts for simulations with the estimator of Theorem 2, using the derivative free optimization algorithm, are also made available in Groeneboom (2018).
Remark For the situation where the covariance matrix of X is assumed to be a multiple of the identity (so X has a spherically symmetric distribution), we also have a consistent estimate of α 0 if we defineα n,nor m1 bŷ
under the condition that α T 0 α 0 = 1. In this case the limiting distribution of √ n {α n,nor m1 − α 0 } is degenerate, as is the case for the score estimators of Section 4 (see Theorems 5-6 and Remark 6 in Section 6). The derivation of the consistency and normal limit distribution proceeds along the same lines as the proof of Theorem 2, but is somewhat easier since we do not have to deal with the behavior of S n . However, this estimate will be inconsistent for the situation that Σ is not a multiple of the identity. We give the asymptotic covariance matrix in Appendix ?? for the simulation setting of Table 2 . Remarkably, the asymptotic variances are bigger than for the estimateα n,Sn nor m1 of Theorem 2 in this situation.
| ASYMPTOTIC BEHAVIOR OF THE SCORE ESTIMATORS
In this section we first give results on the behavior of the LSEψ nα of the monotone link function and next derive the limiting distribution of the SSE and the ESE introduced in Section 4.1. The results stated in this Section are all proved in the Supplementary Material of this article.
Proposition 3 Let the function ψ α be defined by
Suppose that A1. The space X is convex, with a nonempty interior. There exists also R > 0 such that X ⊂ B(0, R ).
A2. There exists
A3. There exists δ 0 > 0 such that the function ψ α defined in (26) is monotone increasing on
admits a minimizer ψ α , over the set of monotone increasing functions defined on , denoted by M, such that ψ α is uniquely given by the function (ψ α ) in (26) on I α = α T x : x ∈ X .
Proposition 4 Under Assumptions A1-A3 and Assumptions
A4. Let a 0 and b 0 denote the infimum and supremum of the interval
where R is the same radius of assumption A1 above.
A5. The distribution of X admits a density g , which is differentiable on X. Also, there exist positive constants c 0 ,c 0 , c 1 and
we have,
Discussion of the Assumptions A1-A6
Before presenting our main theorem, we would like to first comment on the different assumptions made so far. Convexity in Assumption A1 is satisfied by a wide range of distributions, and hence is not very restrictive. It implies that the support of the linear predictor α T X is an interval for all α ∈ B(α 0 , δ 0 ), which makes things easier to visualize. This can be however generalized by assuming that X is the union of convex sets; a very related assumption was made in Härdle et al. (1993) . Boundedness in Assumption A1 can be relaxed and replaced by sub-Gaussianity of the distribution of X; see Remark 6.
In Assumption A2 we only impose boundedness on the true regression function on {α T 0 x, x ∈ X }, whereas other estimation procedures require boundedness on the second derivative of ψ 0 , as done for example in Härdle et al. (1993) and Hristache et al. (2001) .
Assumption A3 is made to enable deriving the explicit limit of the LSEψ nα for all α ∈ B(α 0 , δ 0 ). In the Supplementary Material it is shown that Assumption A3 is plausible by proving that for α in a neighborhood of α 0 the derivative of the function ψ α is indeed strictly positive provided the derivative of the true link function ψ 0 stays away from zero;
i.e., there exists C > 0 such that ψ 0 ≥ C on {α T 0 x, x ∈ X }. However, it can be shown that the latter condition can be made without loss of generality. A proof can be found in the Supplementary Material. The idea is to artificially add to both sides of the regression model a function of α T 0 X with a strictly positive derivative without violating the remaining assumptions. Based on several numerical experiments it seems that Assumption A3 remains plausible in practice even if α is not not necessarily in the neighborhood of α 0 . In Figure 2 we compare the true link function ψ 0 with the function ψ α for the model E (Y |X) = ψ 0 (α 01 X 1 +α 02 X 1 ), where Figure 2 shows how the function ψ α defined in (26) inherits the monotonicity of the true link function ψ 0 .
[ Figure 2 here]
The Assumptions A4 and A5, and sometimes stronger versions therereof, are made in many references on single index models. Here, they are mainly needed to be able to control the conditional expectation of X or α T 0 X given α T X when α is in a small neighborhood of α 0 . Finally, Assumption A6 is needed to show that max 1≤i ≤n |Y i | = O p (log n). As noted in Balabdaoui et al. (2016) , such an assumption is satisfied in the special case where the conditional distribution of Y |X = x belongs to an exponential family.
Remark Boundedness in A1 can be relaxed if we assume that X has a sub-Gaussian distribution. We recall that X is sub-Gaussian if there exists σ > 0 such that for all u ∈ S d −1 and t ∈
Following similar arguments as in Balabdaoui et al. (2016) 
in the proof of Proposition 4 given in the Supplementary
Material, we can easily show that sub-Gaussianity of X implies that
The larger power in the logarithmic factor, in comparison with the power 2 obtained in Proposition 4, does not affect the conclusion about the asymptotic behavior of the score estimator since the proof still works for any uniform convergence rate of the form (log n) γ n −2/3 .
An important special case of sub-Gaussian distributions is that of normal distributions. Since these are also elliptically symmetric (spherically symmetric if they are centered with a diagonal covariance matrix) then it is known that an ordinary least squares estimator can consistently estimate the true direction of α 0 , provided that cov (ψ 0 (α 0 X), α T 0 X ) 0. The latter condition can be easily shown to hold true when ψ 0 is monotone and non-flat. This result, which goes back to Brillinger (1983) , can be extended to any elliptically symmetric distribution, a fact that has been exploited by Duan and Li (1991) in inverse regression. In Section 5, we discussed this simple estimator after normalization in Balabdaoui et al. (2016) and introduced a new estimator for α 0 . Both estimators are asymptotically normal.
Remark
We would like to note that in our formulation of the model, we do assume that the predictor X and error ε are independent; the assumption has also been made in e.g. Duan and Li (1991) , Cavanagh and Sherman (1998), Hristache et al. (2001) , where the ε is moreover assumed to be normally distributed with mean 0 and some finite variance (not depending on X). Such an assumption is unfortunately violated by many statistical models. For illustration, take the logistic regression with a Bernoulli response Y and success probability π(X) = exp(
Proposition 4 is used to derive the following result on the asymptotic distribution of the SSE defined in (6) in Section 4.1.
Theorem 5 Let Assumptions A1-A6 be satisfied and assume that
A7. For all β β 0 such that (β) ∈ B(α 0 , δ 0 ), the random variable
is not equal to 0 almost surely. 
A8. The functions
where
We also assume that C is a convex and bounded set in d −1 with a nonempty interior.
Letα n be defined by (6). Then:
A crossing of zeroβ n of φ n (β) exists with probability tending to one.
(iii) [Asymptotic normality] Define the matrices,
where A − is the Moore-Penrose inverse of A.
It can be easily seen from expression (12) for the matrix J that the spherical coordinate system satisfies Assumption A8. In Section 7, we calculate the matrix specified in Assumptions A9 for the simulation model considered in this section and show that this assumption is indeed satisfied in the corresponding model.
Remark Note that α T 0 A = 0 and that the normal distribution N d (0, A − ΣA − ) is concentrated on the (d −1)-dimensional subspace, orthogonal to α 0 and is therefore degenerate, as is also clear from its covariance matrix A − ΣA − , which is a matrix of rank d − 1.
For the ESE, we designed the function ξ nh by representing the sum of squares
in a local coordinate system with d − 1 unknown parameters β = (β 1 , . . . , β d −1 ) T followed by differentiation of the reparametrized sum of squares w.r.t. β where we also consider differentiation of the function ψ α .
Theorem 6 Let Assumptions A1-A8 be satisfied. Furthermore assume that the following conditions hold:
A10. The function ψ α is two times continuously differentiable on I α for all α.
Letα n be defined by (8) and suppose h n −1/7 . Then:
A crossing of zeroβ n of ξ nh (β) exists with probability tending to one.
(iii) [Asymptotic normality] Define the matrices,
whereÃ − is the Moore-Penrose inverse ofÃ.
Remark The asymptotic variance of the estimatorα n is similar to that obtained for the "efficient" estimates proposed in Xia and Härdle (2006) and in Kuchibhotla and Patra (2017a) . The efficient score function for the semi-parametric single index model is˜
More details on the efficiency calculations can be found in e.g. van der Vaart (1998), chapter 25 for a general description of the efficient score functions and in Delecroix et al. (2003) or Kuchibhotla and Patra (2017a) for the efficient score in the single index model.
In a homoscedastic model with var(Y |X = x) = σ 2 , where σ 2 is independent of covariates x, the asymptotic variance equals σ 2Ã− which is the same as the inverse of ¾(˜ α 0 ,ψ 0 (X,Y )˜ α 0 ,ψ 0 (X,Y ) T ). This indeed shows that our estimate defined in (8) is efficient in the homoscedastic model. As also explained in Remark 2 of Kuchibhotla and Patra (2017a) , our estimator has also a high relative efficiency with respect to the optimal semi parametric efficiency bound if the constant variance assumption provides a good approximation to the truth.
| The asymptotic relation for the score estimators
To obtain the asymptotic normality result of the SSEα n given in Theorem 5, we prove in the Supplementary Material that the following asymptotic relationship holds forβ n :
. We assume in Assumption A9 that B is invertible so that
The limit distribution of the single index score estimatorα n defined in (6) now follows by an application of the deltamethod and we conclude that
where the last equality follows from the following lemma.
Lemma 7 Let the matrix A be defined by (29) and let A − be the Moore-Penrose inverse of A. Then
The proof of Lemma 7 is given the Supplementary Material.
The asymptotic variance of the ESE can be obtained similarly to the derivations of the asymptotic limiting distribution for the SSE. First the asymptotic variance is expressed in terms of the parametrization as in (34) and next, similar to Lemma 7, equivalence to the expressionÃ −ΣÃ− given in Theorem 6 is proved.
| COMPUTATION AND FINITE SAMPLE BEHAVIOR OF THE SCORE ESTI-MATORS
In this section we investigate the applicability and the performance of the score estimates of Section 4 in practice. We first describe the optimization algorithm used to obtain the score estimates and next include two simulation studies and compare the score estimates with alternative estimates for the monotone single index model. In the first simulation setting, given in Section 7.1, we illustrate that the variance of the score estimates converges to the asymptotic variances derived in Section 6. We also compare the score estimates with the maximum rank correlation estimate (MRCE) proposed by Han (1987) , and the Effective Dimension Reduction Estimate (EDRE), proposed in Hristache et al.
(2001) and the Penalized Least Squares Estimate, proposed in Kuchibhotla and Patra (2017) . To compute the latter two estimates, we used the R packages EDR and simest, respectively. As for the alternative √ n-consistent "link-free"
estimates of Section 5, the MRCE also does not depend on an estimate of the link function ψ 0 . Finally, we discuss the convergence of the variances for the least squares estimate (LSE) minimizing the sum of squared errors S n defined in (1) w.r.t. (ψ, α), for which the asymptotic distribution is still an open problem.
In the second simulation setting in Section 7.2, we investigate the quality of the score estimates if the dimension of the parameter space increases and investigate the finite sample behavior of different efficient estimates in the single index model.
By the discontinuous nature of the score functions given in Section 4, we introduced the concept of a zero-crossing in Definition 4.1. It is not possible to solve the score equations exactly and we therefore search the crossing of zero, by minimizing the sum of squared component score functions over all possible values of β (parametrization approach of Section 4.1), respectively α (Lagrange approach of Section 4.2). Note that the crossing of zero of the score function is equivalent to the minimizer of the sum of squared component scores so that the minimization procedure is justified.
Due to the non-convex nature of the optimization function, standard optimization approaches based on a convex loss function cannot be used to obtain the score estimates.
We use a derivative free optimization algorithm proposed by Hooke and Jeeves (1961) to obtain the score estimates.
The method is a pattern-search optimization method that does not require the objective function to be continuous. The algorithm starts from an initial estimate of the minimum and looks for a better nearby point using a set of 2d equal step sizes along the coordinate axes in each direction, first making a step in the direction of the previous move. For the object function we take the sum of the squared values of the component functions, which achieves a minimum at a crossing of zero. If in no direction an improvement is found, the step size is halved, and a new search for improvement is done, with the reduced step sizes. This is repeated until the step size has reached a prespecified minimum. A very clear exposition of the method is given in Torczon (1997) , Section 4.3. In this paper also convergence proofs for the optimization algorithm are presented. The optimization algorithm depends on a starting value for the regression parameters. In our simulations we used the true parameter values as starting values. In practice, we propose to search over a random grid of starting values on the unit sphere and select the estimate that results the smallest prediction error
among all different initial searches as a final starting value to obtain the score estimate.
| Simulation 1: The asymptotic properties of the score estimators
In this section, we illustrate the asymptotic properties of the SSE and the ESE given in Section 6 in the model
where ε is independent of the covariate vector X = (X 1 , X 2 , X 3 ) T . For this model, we have
where the matrices A, Σ,Ã andΣ are defined in (29), (30), (31) and (32) respectively. Note that the rank of the matrices is equal to d − 1 = 2. For this model, using the spherical coordinate system in three dimension introduced in (10), we get for the matrix specified in Assumption A9 that The asymptotic variance ofα n resp.α n defined in Theorem 5 resp. Theorem 6 is equal to
We compare the estimates with the least squares estimates minimizing the sum of squared errors S n defined in (1) w.r.t. (ψ, α) and with the MRCE proposed by Han (1987) . This estimator is defined by the maximizer of
over all α ∈ S d −1 . The MRCE is proved to be a √ n-consistent and asymptotically normal estimator of the regression parameter in the monotone single index model by Sherman (1993) , who gave an expression for the asymptotic covariance matrix in an (implicit) (d − 1)-dimensional representation in his Theorem 4 on p. 133. If, in accordance with the parametrization methods of our paper, we turn this into an expression in terms of our d -dimensional representation, we obtain as the asymptotic covariance matrix of the MRCE V − SV − where
and V − is the Moore-Penrose inverse of
and g 0 is the density of α T 0 X and S and S 2 are defined by
It is clear from our simulations that the factor 2 in front of V in (20) of Sherman (1993) cannot be correct and indeed Cavanagh and Sherman (1998) have a note on p. 361 of their paper, attributed to Myoung-Jae Lee that this factor 2
should not be there.
To obtain the LSE and MRCE under the identifiability restriction α 0 = 1, we also consider the parametrization of the unit sphere and first rewrite the optimization functioñ
for the LSE andH
for the MRCE in terms of the (d − 1) = 2 dimensional vector β using the spherical coordinate system in three dimensions.
Next we use the optimization algorithm by Hooke and Jeeves (1961) , discussed above, to minimizeS n respectively maximizeH n w.r.t. β to end up with a LSE respectively MRCE of the regression parameter that has length one and hence satisfies our identifiability restriction.
To illustrate the link-free least squares estimates H-LFLSE and LFLSE in Section 5, we also consider normally dis-
Since the asymptotic results for the score estimates of section 4
are proven under the assumption of bounded covariates only, this simulation provides further insight in the convergence of the variances of our score estimates in a model where not all Assumptions given in Section 6 are satisfied. Since the LFLSE does not depend on the behavior of the LSEψ nα and no longer suffer from the crossing of zero difficulties, we used Broyden's method for solving nonlinear equations in higher dimensions to obtain the LFLSE, which is very fast and of quasi Newton type.
For sample sizes n = 100, 500, 1000, 2000, 5000 and n = 10000 we generated N = 5000 datasets and show, in Tables 1   and 2 , the mean and n times the covariance of the estimates. Tables 1 and 2 Tables 1 and 2. [ Tables 1 and 2] For the two simulation studies, the results shown in Tables 1 and 2 show convergence of n times the variancecovariance matrices towards the asymptotic values. Table 1 , which supports the conjecture that the asymptotic properties of the score estimates with Lagrange penalty term (Section 4.2) are equivalent to the asymptotic results presented in Section 6 for the estimates obtained via a parametrization of the unit sphere (Section 4.1).
[ Figure 3 here]
The performance of the link-free estimates MRCE, H-LFLSE and LFLSE is considerably worse than the performances of our proposed score estimates in all simulation settings. In the model with standard normal covariates, the variances of these link-free estimates are remarkably larger than the variances of the score estimates and the LSE. This might be caused by the fact that these estimates are not based on an estimate of the link function and hence do not take information about this link function into account. It is clear from our experiments that the link-free estimates are for sure not the most preferred estimates to use in the monotone single index model, even if the conditions for their use are satisfied.
Estimation of the link functionψ nα is very straightforward. Since the number of jump points of the LSEψ nα is of the order n 1/3 , estimation of the smooth derivate estimateψ nhα only requires one additional summation over these O (n 1/3 ) jump points for each of the n observations. The computation time for the score estimates is relatively fast (a more in depth study of the computation time is given in Section 7.2). Although the MRCE does not depend on an estimate of the link function, a double sum is needed for the calculation of the criterion functionH n which increases the computation time considerably when the sample size is large. Since the H-LFLSE only depends on an ordinary least squares algorithm and since we can use Broyden's algorithm for the LFLSE, these estimates do not require a hard optimization algorithm and the computation of the LFLSE and the H-LFLSE requires less than a second in all our simulations.
The behavior of the LSE is rather remarkable. Table 1 suggests an increase of n times the covariance matrix, whereas Table 2 suggests a decrease. The results presented in Table 2 show that the performance of the LSE is better than the performance of the SSE when X i ∼ N (0, 1). For the model with uniform covariates, summarized in Table 1 , our proposed score estimates are better than the LSE. The variances for the LSE presented in Tables 1 and 2 suggest that the rate of convergence for the LSE is faster than the cube-root n rate proved in Balabdaoui et al. (2016) .
| Simulation 2: Further comparisons and the behavior of the estimators if the covariates have a higher dimension
In this section we illustrate the applicability of the score estimates given in Section 4.2 when the dimension of the covariate space increases. We also compare our estimates with the Effective Dimension Reduction Estimate (EDRE) (see Hristache et al. (2001) ) and the Smooth Penalized Least Squares estimate (PLSE) (see Kuchibhotla and Patra (2017a) ).
Here we use again the R packages EDR and simest available on CRAN, just as in the previous simulation. We use the Lagrange approach to the computation of the SSE and ESE. The computation relies on C++ programs which are used in R (via Rcpp) scripts, see Groeneboom (2018) . The following results can be reproduced by running the R scripts, given there.
We consider the model of Table 2 more generally:
where (dimension) d = 5, 10, 15, 25 (the case d = 3 was considered in Table 2 ). The estimation error is measured via by a degenerate normal distribution with mean zero and covariance matrix
where I is the d × d identity matrix and 1 is the column vector with d components, equal to 1. The special case d = 3 was used in Table 2 . Results of these experiments are given in Figures 4 to 6. Figures 4 and 5 give the behavior of the L 2 -distance for different dimensions and sample sizes n = 100 and n = 1000, respectively. Figure 6 gives the computing time in seconds for sample size n = 1000. Clearly EDR needs the longest computing time.
[Figures 4 to 6 here]
All algorithms depend on starting values for the regression parameter. For the EDRE and SSE we do not have to specify tuning parameters, although for the EDRE there are if fact tuning parameters, hidden in the package EDR. Some of the algorithms have more need for a reasonable starting value than others. For example, one can start SSE and LSE at a starting value having a larger distance to the real value of α 0 than others, such as the ESE. One can solve this isssue for example by starting the ESE algorithm from the value obtained by the LSE, which is itself started from arbitrary starting values, such as (1, 0, . . . , 0) or from a value, found by a preliminary search on starting values of the LSE algorithm, using the sum of the squared errors as criterion (see the remark on this issue just before section 7.1 above). Clearly more research for this selection procedure is necessary.
The bandwidth for the computation of the estimate of the derivative ψ 0 of ψ 0 in the algorithm for the ESE is set equal to h = 1 2c n −1/7 wherec equals the range α T X 1 , . . . , α T X n and α is the current estimate of α 0 during the iterations. This choice gave satisfactory results in all our experiments. We do not discuss bandwidth selection procedures in this manuscript, but note that the bootstrap techniques discussed in Groeneboom and Hendrickx (2018) and Groeneboom and Hendrickx (2017) for the current status model, can also be investigated further to select the bandwidth of the ESE in the monotone single index model in practice. For the PLSE (generalized) cross-validation can be used to select the smoothing parameter. In our experiments; we took the smoothness penalty for the PLSE equal to 0.1 (after some preliminary experimentation). The EDR method uses an average derivative estimate (derivative w.r.t. the covariate X ) as starting value, but computing this estimate is done within the package.
The results in Figures 4 to 6 suggest that the asymptotically efficient estimates ESE and PLSE have the best behavior.
The results for the EDRE deteriorate significantly with increasing dimension, both in L 2 -error and computing time. The LSE has remarkably good behavior and there is certainly the suggestion that its rate of convergence is faster than n 1/3 for the present model.
| SUMMARY
In this paper we introduce estimates for the regression parameter in the monotone single index model. Our estimates are obtained via the zero-crossing of an unsmooth score equation derived from the sum of squared errors and depend on the behavior of the LSE of the underlying monotone link function. We prove √ n-consistency and asymptotic normality of our estimates and therefore, for the first time, define estimates that depend on the cube-root-n consistent LSE of the link function which still converge at the parametric rate to the true regression parameter in the monotone single index model. By introducing a score approach similar to the M-approach for the profile LSE, where simultaneous minimization is over α and the link function, we avoid the difficulties that arise when analyzing the limiting behavior of the profile LSE.
This novel result in the field of shape constrained statistics will hopefully help us to further understand the behavior of the profile LSE in the monotone single index model, for which the limiting distribution is still unknown.
We consider two different score estimates, one very simple one that does not require any smoothing technique and one efficient estimate that is based on a smooth estimate of the derivative of the link function. This derivative estimate depends again only on the LSE of the link function, but, in contrast with the LSE itself, also on a kernel which is integrated w.r.t. the jumps of the LSE. We use two techniques to ensure that the norm of the regression parameter estimate is one.
The first approach uses a parametrization of the unit sphere in d − 1 dimensions. In the second method, motivated by the Lagrange approach, we directly solve an equation in dimension d for the parameter α and divide by the norm at the end of the iterations.
Since our score functions depend on the piecewise constant LSE of the link function, we obtain unsmooth score functions that might not have an exact root. We therefore work with zero-crossings instead of exact zeros and prove that there indeed always exists a value for the regression parameter where the score functions cross zero.
We compare our score estimates with link-free estimates of the single index parameters that avoid estimation of the link function. To that end, we also introduce a link-free least squares estimate, conditioned to have norm one and derive the asymptotic variance of this link-free estimate for the situation where we have elliptically symmetric distributions for the covariates X (like the normal X in the simulation setting of Table 2 ). Since this estimate no longer depends on the LSE of the link function, the crossing of zero issues disappear and we can solve the corresponding score equation exactly. This also illustrates the applicability of the method motivated by the Lagrangian formulation, which avoids the reparametrization. Our simulations clearly show that our score estimates have a better behavior than the link-free estimates, even if the conditions for application of the latter methods are fulfilled.
A numerical comparison between the score estimate and other estimates for the single index model reveals that our score estimates perform well in higher dimensions. Our computer experiments moreover point out that the Lagrange score approach can easily be used in higher dimensions. 
The estimatesψ n,αn andψ n,αn of ψ 0 and ψ 0 , respectively, for n = 1000, d = 3 and a sample for the model used in the simulation study of Table 1 . The red curves are ψ 0 and ψ 0 . The bandwidth chosen in the estimateψ n,αn was equal to the range of the values X Tα n times n −1/7 .
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The real ψ 0 (red, solid) and the function ψ α (blue, dashed) for ψ 0 (x ) = x 3 , α 01 = α 02 = 1/ √ 2 and replications for the EDR, SSE, ESE, LSE and PLSE. The algorithms for SSE, ESE, LSE and PLSE were started at α 0 . The asymptotic distribution is generated via 1000 draws from the degenerate limiting normal distribution for the efficient estimates, with mean zero and covariance matrix Σ d , defined by (39). replications for the EDRE, SSE, ESE, LSE and PLSE. The algorithms for SSE, ESE, LSE and PLSE were started at α 0 . The asymptotic distribution is generated via 1000 draws from the degenerate limiting normal distribution for the efficient estimates, with mean zero and covariance matrix Σ d , defined by (39).and 1000 replications for the EDRE, SSE, ESE, LSE and PLSE.
The mean value (μ i = mean(α i n ), i = 1, 2, 3) and n times the variance-covariance (σ i j = n ·cov(α i n ,α j n ),i , j = 1, 2, 3) of the simple score estimate (SSE), the efficient score estimate (ESE), the least squares estimate (LSE), the maximum rank correlation estimate (MRCE), the penalized least squares estimate (PLSE) and the effective dimension reductiosn estimate (EDRE), for different sample sizes n with X i ∼ U TA B L E 2 Simulation 1, model (X i ∼ N (0, 1), d = 3): The mean value (μ i = mean(α i n ), i = 1, 2, 3) and n times the variance-covariance (σ i j = n ·cov(α i n ,α j n ),i , j = 1, 2, 3) of the simple score estimate (SSE), the efficient score estimate (ESE), the least squares estimate (LSE), the maximum rank correlation estimate (MRCE), the hybrid link-free least squares estimate (H-LFLSE) and the link-free least squares estimate (LFLSE), for different sample sizes n with 
