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COMPLEX MULTIPLICATION, RATIONALITY
AND MIRROR SYMMETRY FOR ABELIAN VARIETIES
MENG CHEN
Abstract. We show that complex multiplication on abelian varieties is equiv-
alent to the existence of a constant rational Ka¨hler metric. We give a sufficient
condition for a mirror of an abelian variety of CM-type to be of CM-type. We
also study the relationship between complex multiplication and rationality of
a toroidal lattice vertex algebra.
1. Introduction and results
This article is inspired by Gukov-Vafa’s paper [GV], where they shared their
insight on the interplay between rational conformal field theories (CFTs), mirror
symmetry and complex multiplication on Calabi-Yau varieties. Here we study the
case of complex abelian varieties of arbitrary dimension, where the above notions
find a sound mathematical foundation.
Complex multiplication (CM) on abelian varieties has been extensively studied in
geometry as well as in number theory (see e.g. [Sh2],[L]). Roughly speaking, abelian
varieties of CM-type have by definition the biggest endomorphism algebra (see
Definition 2.1). It is a property which solely depends on the complex structure of
the abelian variety. For example, in dimension one, an elliptic curve E ∼= C/Z⊕ τZ
is of CM-type if and only if τ lies in an imaginary quadratic number field Q(
√−D).
In physics, toroidal CFTs are also very familiar objects (see e.g. [W] and [En] and
the references therein). From a physicist’s point of view, a CFT is called rational, if
its partition function can be written as a finite sum of the product of holomorphic
and anti-holomorphic characters (see [GV, §2]), and this is the case when its chiral
part is maximal.
The interplay between CM and rational CFT having a real 2-torus as target space
is already known in Moore’s paper [Mo, §10], and it is generalized by Wendland
to real tori of arbitrary dimension. We can rephrase her Theorem 4.5.5 in [W] as
follows: (a) A real torus T admits a rational constant metricG if and only if T can be
endowed with a complex structure I such that the complex torus (T, I) is isogenous
to a product of elliptic curves of CM-type. (b) A CFT C(T, G,B) associated to
a real torus T endowed with a constant metric G and a B-field B ∈ H2(T,R) is
rational if and only if both G and B are rational. (c) Combining (a) and (b) one
can say that a real torus T admits a rational CFT C(T, G,B) if and only if T can
be endowed with a complex structure I such that (T, I) is isogenous to a product
of elliptic curves of CM-type.
In [GV] Gukov and Vafa relate this to mirror symmetry. They make the following
observation: Let (E′ ∼= C/Z⊕ ρZ, G′, B′) be a mirror elliptic curve of (E ∼= C/Z⊕
τZ, G,B), where G is a constant Ka¨hler metric. Then the N=2 CFT C(E,G,B)
is rational if and only if both E′ and E are of CM-type over the same imaginary
quadratic field, i.e. τ, ρ ∈ Q(√−D), in this case, E′ and E are in particular
isogenous. Note that the difference between this statement and Wendland’s result
is that Gukov and Vafa start with an elliptic curve with a given complex structure
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endowed with a Ka¨hler metric, and use an additional N=2 structure on the CFT
to encode the complex structure of the target space, and hence link the complex
geometry (e.g. CM) of the mirror pair.
One then naturally asks whether similar relations hold for abelian varieties of
arbitrary dimension, where, along with CM and mirror symmetry, also CFTs and
non-linear sigma model received a mathematical treatment, this is given by Ka-
pustin and Orlov in terms of vertex algebras (see [KO]). Note that in their work, it
is already apparent that mirror symmetry of the target space, i.e. the complex tori,
is equivalent to mirror symmetry of the N=2 vertex algebras (see Theorem 4.5 in
[KO]). We shall use a slightly different construction, which we call a lattice vertex
algebra (for in a special case, it reduces to the the well-known lattice vertex algebra
constructed in [Kac, §5.4]). It turns out that it is isomorphic to the Kapustin-Orlov
vertex algebra (see Appendix), but more suitable for our discussion of CM and ra-
tionality. Given these properly defined notions, we formulate the question which
we fully answer in this article:
Let (X ′, G′, B′) be a mirror partner of (X,G,B), where X is an
abelian variety endowed with a constant Ka¨hler metric G and a
B-field in H2(X,R). Is the N=2 lattice vertex algebra V (X,G,B)
rational if and only if X and X ′ are isogenous and both of CM-
type?
(Q)
Let us now explain our main results. The following theorem shows that CM,
which is a priori determined solely by the complex structure, turns out to be
equivalent to the rationality of a Ka¨hler metric.
Theorem 2.5. An abelian variety X is of CM-type if and only if X admits a
constant rational Ka¨hler metric.
(A rational Ka¨hler metric is a Ka¨hler metric which takes only rational values on the
lattice Γ of X .) This theorem is apparently independent of mirror symmetry and
CFT, but it plays an important roˆle in the relation between CM and the rationality
of N=2 lattice vertex algebras. This will be evident through the following theorem.
Theorem 5.6. The N=2 lattice vertex algebra V (T,G,B) associated to a complex
torus T endowed with a constant Ka¨hler metric G and a B-field is rational if and
only if G and B are both rational.
A few comments are due here. The rationality of a N=2 lattice vertex algebra is
defined on the underlying lattice vertex algebra (i.e. without the N=2 structure,
see Definition 5.4). Hence forgetting the N=2 structure and the complex structure
of T , this theorem is in complete accordance with Wendland’s result mentioned
earlier. Combining the last two theorems we have
Corollary 5.10. An abelian variety X is of CM-type if and only if X admits a
rational N=2 lattice vertex algebra V (X,G,B).
Now we make the link between CM and mirror symmetry for tori. In Section
3 we define mirror symmetry in terms of generalized Ka¨hler structures (GKS) (see
Definition 3.2) which have the advantage of treating the complex and the symplectic
structures of a triple (T,G,B) on equal footing. For (T,G,B) one can define the
following GKS (I,J ):
I :=
(
I 0
BI + ItB −It
)
and J :=
(
ω−1B −ω−1
ω +Bω−1B −Bω−1
)
,
where ω is the Ka¨hler form G(·, I·) (see Definition 3.5 for more details). Note that
the composition IJ of such an induced GKS is defined over Q if and only if both
G and B are rational (see Definition 3.7 and Lemma 3.8 (iv)). A pair (T, I,J ) and
(T ′, I ′,J ′) is called a mirror pair if there is a mirror map which exchanges I with
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J ′ and J with I ′ (see Definition 3.4). We find a sufficient condition for CM to be
transmitted to mirror partners:
Theorem 3.11. Let (X,G,B) and (X ′, G′, B′) be mirror abelian varieties. Suppose
X is of CM-type. If both G and B are rational, then X and X ′ are isogenous. In
particular, X ′ is also of CM-type.
The converse of this theorem however does not hold:
Proposition 4.1. There are mirror abelian varieties (X,G,B) and (X ′, G′, B′),
such that X and X ′ are isogenous and of CM-type, but neither IJ nor I ′J ′ is
defined over Q, where (I,J ) and (I ′,J ′) denote their induced GKS.
Combining all the results from the above, we now formulate our answer to the
question (Q):
Corollary 5.11. Let (X,G,B) and (X ′, G′, B′) be mirror abelian varieties. If the
N=2 lattice vertex algebra V (X,G,B) is rational, then X and X ′ are isogenous
and both of CM-type. Conversely, however, there exist mirror abelian varieties
(X,G,B) and (X ′, G′, B′) such that X and X ′ are isogenous and both of CM-type,
but neither V (X,G,B) nor V (X ′, G′, B′) is rational.
This paper is organized as follows: Section 2 presents the proof of Theorem
2.5 which is a pure geometric result. Section 3 formulates mirror symmetry for
tori and we prove Theorem 3.11. In Section 4 we give an explicit counter-example
to the converse of Theorem 3.11, proving Proposition 4.1. Section 5 deals with
vertex algebras. We construct the lattice vertex algebra, which is isomorphic to the
Kapustin-Orlov vertex algebra (shown in Appendix), and we define the notion of
rationality, and we prove Theorem 5.6, Corollary 5.10 and Corollary 5.11.
Acknowledgments: This paper is a part of my Ph.-D. thesis. I am very grateful
to my thesis advisor Prof. D. Huybrechts for his great help. It is also a pleasure to
thank Prof. B. van Geemen, Prof. M. Gaberdiel and Mark Rosellen for corrections.
Discussions with and comments by Christian van Enckevort, Katrin Wendland,
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2. Complex multiplication and rational Ka¨hler metric
The aim of this section is to prove Theorem 2.5. Let us first explain when a
constant Ka¨hler metric is called rational. If we identify the tangent space of a
complex torus T = Cg/Γ with ΓR := Γ ⊗Z R, then the complex structure I of T
can be considered as an endomorphism of ΓR with I
2 = − Id. A constant Ka¨hler
metric G is a positive definite bilinear form on ΓR × ΓR, which is compatible with
I, i.e. G(I·, I·) = G(·, ·). If G takes only rational values on Γ × Γ, then we call it
rational. For complex multiplication we adopt Mumford’s definition ([M2, §2]):
Definition 2.1. A simple abelian variety X of dimension g is of CM-type over K
if there is an embedding K →֒ EndQ(X) := End(X) ⊗Z Q of an algebraic number
field K of degree 2g over Q into the endomorphism algebra of X. More generally,
an (not necessarily simple) abelian variety X is of CM-type if X is isogenous to a
product of simple abelian varieties of CM-type.
One can show (see [Sh2, §5],[M2, §2])
Proposition 2.2. (i) If a simple abelian variety X of dimension g is of CM-type
over K, then K is necessarily a CM-field (i.e. a totally complex quadratic extension
of a totally real number field) of rank 2g over Q.
(ii) More generally, an (not necessarily simple) abelian variety X of dimension g
is of CM-type if and only if EndQ(X) contains a commutative semi-simple algebra
of rank 2g over Q.
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(iii) If EndQ(X) of an abelian variety X of dimension g contains a number field
of degree 2g over Q, then X is isogenous to a product B × · · · × B with a simple
abelian variety B of CM-type.
Remark 2.3. Definition 2.1 is stronger than the notion of admitting complex
multiplication in [GV]. There a complex torus T = Cg/(1 T )Z is said to “admit
complex multiplication” if there is a non-trivial endomorphism A ∈ GL(g,C), such
that there exist integer matrices M ′, N ′,M,N and N has rank g and A = M +
NT and T A = M ′ + N ′T . For example, if EndQ(X) contains a number field
Q(ξ) of rank 2g = 2dimX , then an integral multiple of the multiplication by ξ on
Cg would satisfy Gukov-Vafa’s condition. However, one can show that the converse
does not hold.
Next we recall a few general facts which we will need in the sequel, e.g. the
construction of simple abelian varieties of CM-type and the characterization of
complex multiplication by the Hodge group.
It can be shown that any simple abelian variety of CM-type over a CM-field K
is isogenous to an abelian variety constructed in the following way (see [Sh2, §6] or
[M3, Chap. IV]). Let K be a quadratic extension of a real field K0 and denote by
OK its ring of integers. Let Φ = {σ1, . . . , σg} be a CM-type, i.e. Φ∪ Φ¯ is the whole
set of the embeddings of K into C. One obtains a complex torus Cg/Φ(OK), where
Φ(OK) is the image of the embedding of OK into Cg given by x 7→ (σ1x, . . . , σgx).
There is always a Riemann form, which makes this complex torus into an abelian
variety. Indeed, there exists an element β ∈ OK such that K = K0(β) and −β2
is totally positive and Imσj(β) > 0, ∀σj ∈ Φ. The Riemann form on the tangent
space is defined as
E(z, w) =
g∑
j=1
σj(β)
(
σj(z)σj(w) − σj(z)σj(w)
)
. (1)
On OK , it takes values in Q:
E(a1, a2) = TrK/Q(βa1a¯2) ∈ Q, ∀a1, a2 ∈ OK .
The thus-constructed abelian variety is simple if and only if there is no proper
subfield L of K with the properties (a) L is a purely complex quadratic extension
of L ∩K0 and (b) if σi|L∩K0 = σj |L∩K0 then σi|L = σj |L, ∀σi, σj ∈ Φ.
As to the Hodge group, it is one of the main tools to study Hodge structures. In
the case of abelian varieties, the Hodge structure is of weight one and the Hodge
group is defined to be the smallest algebraic subgroup of GL(ΓQ) defined over Q,
whose R-points include the image of the unit circle S1 under the map
h : S1 −→ SL(ΓR), x+ yi 7−→ x+ yI
i.e. h(S1) ⊂ Hg(X)(R). Moreover, Hodge groups are reductive and connected
(see [M1]). There is the following characterization of the complex multiplication.
The equivalence between (ii) and (iii) below is also well known to the experts.
Nevertheless, since we could not find an explicit proof in the literature, we include
a complete proof for the readers’ convenience.
Proposition 2.4. Let X be an abelian variety. Then the following conditions are
equivalent:
(i) X is of CM-type.
(ii) Hg(X) is commutative.
(iii) Hg(X)(R) is compact.
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Proof. (i)⇔(ii): See [M2, §2] or [LB, Prop. 17.3.5].
(ii)⇔(iii): On Hg(X)(R) we have the conjugation by h(i)
Adh(i) : Hg(X)(R) −→ Hg(X)(R)
M 7−→ h(i)Mh(i)−1,
which is a Cartan involution (see [Del, §2]). If Hg(X) is commutative, then Ad h(i)
is just the identity map, and hence Hg(X)(R) is compact.
Conversely, if Hg(X)(R) is compact, then the identity map is a Cartan involution.
By [Sat, Chap.1 Cor. 4.3], any two Cartan involutions of a connected reductive real
algebraic group G are conjugate to each other by an inner automorphism of G. Hence
we have Ad h(i) = Id on Hg(X)(R). There are at least two different arguments to
finish the proof from the above.
(a) This means that h(i) lies in the centralizer C(Hg(X)(R)) of Hg(X)(R) in
SL(ΓR). Suppose we have already shown that one in fact has
h(i) ∈ C(Hg(X))(R), (2)
then the whole image h(S1) lies in C(Hg(X))(R). Indeed, since the action h on ΓR
is linear, we have for any M ∈ Hg(X):
h(x+ yi)M = h(x)M + h(yi)M =Mh(x) +Mh(yi) =Mh(x+ yi).
Since C(Hg(X)) is defined over Q, for Hg(X) is so, this shows that C(Hg(X))
contains Hg(X). Hence Hg(X) is commutative.
It remains to prove (2). Denote the stabilizer of h(i) in Hg(X)(C) by
H := {M ∈ Hg(X)(C) | h(i)M =Mh(i)}
Since H is defined by algebraic equations, it is a closed subgroup of Hg(X)(C).
Moreover, H contains Hg(X)(R). So, from the fact that the R-points G(R) of any
linear algebraic group G are Zariski-dense in G(C), it follows that
H ⊃ Hg(X)(R) = Hg(X)(C).
Hence H = Hg(X)(C), and h(i) ∈ C(Hg(X)(C)). Since C is algebraically closed,
we conclude that C(Hg(X)(C)) = C(Hg(X))(C), which implies (2).
(b) From Adh(i) = Id on Hg(X)(R) it follows that for any Q-point N ∈
Hg(X)(Q) we have NI = IN , and hence Hg(X)(Q) ⊂ EndQ(X). On the other
hand, we have
EndQ(X) = End(ΓQ)
Hg(X)
(see [LB, Prop. 17.3.4]), thus Hg(X)(Q) is fixed under the conjugation with itself,
whence Hg(X)(Q) is commutative.
In order to conclude that Hg(X) is commutative, we have to show that Hg(X)(C)
is commutative. By the above, Hg(X)(Q) lies in the center of Hg(X)(C). Recall
that the center of a linear algebraic group is a closed subgroup (see in [Hm, Cor.
§8.2]). By [Sp, Cor. 13.3.9] or [Hm, Thm. in §34.4], Hg(X)(Q) is Zariski-dense in
Hg(X)(C), and therefore
Center(Hg(X)(C)) ⊃ Hg(X)(Q) = Hg(X)(C),
which implies the commutativity of Hg(X)(C). 
Now we prove
Theorem 2.5. An abelian variety X is of CM-type if and only if X admits a
constant rational Ka¨hler metric.
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Proof. ⇐: First suppose G is an arbitrary constant Ka¨hler metric on X . Then for
all z = x+ yi ∈ S1 we have
G(h(z)v, h(z)w) = G((x + yI)v, (x+ yI)w) = (x2 + y2)G(v, w) = G(v, w),
in other words, h(S1) ⊂ O(G,R). If G is moreover rational, then O(G) is an
algebraic group defined over Q, whose R-points contain h(S1). Hence Hg(X) is
an algebraic subgroup of O(G), and in particular Hg(X)(R) ⊂ O(G,R). Therefore
Hg(X)(R) is compact, and X is of CM-type by Proposition 2.4.
⇒: If X is of CM-type, then X is isogenous to a product of simple abelian vari-
eties of CM-type by Definition 2.1. So we may assume X is simple. As mentioned
before, X is then isogenous to a simple abelian variety of CM-type with a Riemann
form E as in (1). It allows us to define the following bilinear form on the tangent
space:
G(z, w) := E(z, βw) = TrK/Q(−β2zw¯).
We see that G is compatible with I (as E is), rational, symmetric, and positive
definite (as −β2 is totally positive). Since the existence of a rational Ka¨hler metric
is preserved under isogeny, this completes the proof. 
We shall give an alternative proof of the “⇐” direction of Theorem 2.5 for a
simple abelian variety X . It has the advantage of exhibiting more clearly how a
rational metric endows EndQ(X) with additional structures which force EndQ(X)
to be very “big”. Let us first make a reminder of some general facts about EndQ(X).
Due to the presence of the Rosati involution, the endomorphism algebra of a
simple abelian variety must be a division algebra of finite rank over Q endowed
with a positive anti-involution. Recall that an involution f 7→ fσ on a division
algebra A with center K is called positive, if the quadratic form
trA|Q f
σf := TrK|Q(trA|K f
σf) (3)
is positive definite, where trA|K denotes the reduced trace of A over K, and TrK|Q
denotes the usual trace for the field extension K|Q. Albert gave the classification
of such division algebras A (see [LB, Thm 5.5.3, Lemma 5.5.4 and Prop. 5.5.5]):
I. A =totally real number field, left invariant by the positive anti-involution.
II. A =totally indefinite quaternion algebra, there is an element a ∈ A whose
square a2 is in its centerK and is totally negative (i.e. is a negative real num-
ber under any embedding K →֒ R), such that the positive anti-involution
f 7→ fσ is given by fσ = a(trA|K f − f)a−1.
III. A =totally definite quaternion algebra, and f 7→ fσ is given by fσ =
trA|K f − f .
The first three algebras are of the first kind, i.e. the center is a totally real number
field and coincides with the subfield fixed by the involution.
IV. The center K of A is a CM-field. The positive anti-involution restricted to
K is the complex conjugation.
Let us put F := EndQ(X) and denote by ω0 a (rational) polarization of X , which
always exists, since X is algebraic. The index 0 is to distinguish it from the Ka¨hler
form ω = GI, which in general is not rational. Further we denote by f 7→ f ′ the
Rosati involution with respect to ω0 and by G0 the Ka¨hler metric associated to ω0.
The presence of a rational Ka¨hler metric induces two new structures on F :
• A linear map η ∈ End(ΓQ) determined by
G(·, ·) = ω0(η·, ·). (4)
• An involution f 7→ fG on End(ΓQ) defined by
G(fv, w) = G(v, fGw).
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They have the following properties:
Lemma 2.6. (i) η ∈ F .
(ii) η′ = −η.
(iii) f 7→ fG defines a positive anti-involution on F .
(iv) The involution f 7→ fG and the Rosati involution are conjugate to each
other by η, i.e. fG = η−1f ′η, ∀f ∈ F .
Proof. (i) Since ω0 and G are compatible with I, we have for all v, w ∈ ΓQ:
ω0(ηIv, w) = G(Iv, w) = −G(v, Iw) = −ω0(ηv, Iw) = ω0(Iηv, w),
hence ηI = Iη, i.e. η ∈ F .
(ii) Since ω0(ηv, w) = ω0(v, η
′w), it suffices to show ω0(ηv, w) = −ω0(v, ηw) for
all v, w ∈ ΓQ. This follows from
ω0(η
−1v, w) = −ω0(w, η−1v)
= −G(η−1w, η−1v)
= −G(η−1v, η−1w)
= −ω0(v, η−1w).
(iii) If f ∈ F , i.e. fI = If , then (fI)G = (If)G and hence IGfG = fGIG. As
IG = −I we get IfG = fGI, i.e. fG ∈ F . Next we show that f 7→ fG defines a
positive anti-involution, i.e. trF |Q fGf > 0 for all f 6= 0 ∈ F . Since F acts on ΓQ,
one has ΓQ ∼= Fm, and f acts on Fm by left multiplication on each component.
On the other hand, the action of F on itself by the left multiplication has trace
d ·trF |K f over its center K, where trF |K is the reduced trace and d2 is the degree of
F overK. Denote by Tr f the trace of f ∈ F , when considered as an endomorphism
of ΓQ. Then we have
Tr f = m · d · TrK|Q(trF |K f) = m · trF |Q f, ∀f ∈ F. (5)
In an orthonormal basis with respect to G, fG is just the transposed matrix of f ,
hence Tr fGf > 0, ∀f 6= 0 ∈ F . Then (5) implies that the involution induced by G
is positive.
(iv) This follows immediately from
ω0(f
′ηv, w) = ω0(ηv, fw) = G(v, fw) = G(fGv, w) = ω0(ηfGv, w)
for all v, w ∈ ΓQ, which yields ηfG = f ′η. 
We shall use Lemma 2.6 to eliminate the algebras of the first kind, and then
show that the CM-field K of Type IV is necessarily of maximal rank, i.e. 2g over
Q, which implies that X is of CM-type.
Second proof of “⇐” of Theorem 2.5 for a simple abelian variety X. Type I is al-
ready made impossible by (i) and (ii) of Lemma 2.6. On Type III algebras there is
a unique positive anti-involution (see [Sh1, Prop. 3]), hence f ′ = fG. Then Lemma
2.6 (iv) implies that η lies in K, in contradiction with Lemma 2.6 (ii).
On Type II algebras, positive anti-involutions are not unique and they are all
of the form given in Albert’s classification mentioned above. Let us write fρ :=
trF |K f − f , then
f ′ = a1fρa−11 and f
G = a2f
ρa−12 ,
for some a1 and a2 in F . Then f
G = a2a
−1
1 f
′a1a−12 , and, hence, η = ǫa1a
−1
2 for
some ǫ in K. On the one hand, η′ = −η by Lemma 2.6 (ii), and on the other hand,
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in view of aρi = −ai (since a2i ∈ K and ai /∈ K), we have
η′ = ǫa−1
′
2 a
′
1
= ǫa1(a
−1
2 )
ρa−11 a1a
ρ
1a
−1
1
= ǫa1(−a−12 )(−a1)a−11
= ǫa1a
−1
2
= η.
A contradiction.
It remains to deal with Type IV algebras. Recall that the center K of F is a
CM-field. Let us denote by 2m its rank over Q and put n := gm . We shall show
n = 1, which implies that X is of CM-type. Under I there is the splitting
ΓC
∼−→ Γ1,0C ⊕ Γ0,1C . (6)
We extend the action of F on ΓQ R-linearly on ΓR and denote by ρ its action on
Γ1,0C under the isomorphism Γ
1,0
C
∼= ΓR. Since K is commutative and there is an
isomorphism ΓQ ∼= Kn, the action of K on ΓQ diagonalizes on ΓC, and the diagonal
entries are exactly n copies of the complete set of 2m embeddings of K into C.
The splitting (6) then implies that ρ(K) even diagonalizes on Γ1,0C , i.e. there is
a complex basis {e1, . . . , eg} of ΓR, with respect to which, for all x ∈ K we have
ρ(x)el = ρl(x)el, where Ψ := {ρ1, . . . , ρg} are embeddings of K into C.
We show that ρl and ρ¯l can not both belong to Ψ. Recall that η ∈ K is the
element with G(·, ·) = ω0(η·, ·) and η′ = −η. Thus ρ(η) has only purely imagi-
nary diagonal entries, as the Rosati involution restricted to K is just the complex
conjugation. Suppose ρ2 = ρ¯1. Since G is positive definite on ΓR, we have
0 < G(e1, e1) = ω0(ρ(η)e1, e1)
= ω0(ρ1(η)e1, e1)
= Im(ρ1(η))ω0(Ie1, e1)
= Im(ρ1(η))G0(e1, e1),
and hence Im(ρ1(η)) > 0. On the other hand,
0 < G(e2, e2) = ω0(ρ2(η)e2, e2) = − Im ρ1(η)G0(e2, e2).
A contradiction. It follows that Ψ consists exactly of n copies of a CM-type Φ :=
{σ1, . . . , σm} of K.
Now we show that this implies
I ∈ K ⊗Q R, (7)
or equivalently, ρ(I) ∈ ρ(K) ⊗Q R, where K ⊗Q R is considered as a subspace of
F ⊗Q R. Since ρ(I) is just the multiplication by i on Γ1,0C and as we showed that
Ψ consists of n copies of Φ, (7) amounts to show that there is a unique element
x ∈ K ⊗Q R, such that for all σl ∈ Φ we have σl(x) = i. This is clear due to the
isomorphism:
K ⊗Q R ∼−→ Cm
a 7−→ (σ1(a), . . . , σm(a))t,
where we extended σl R-linearly.
Finally, asK acts by left multiplication on each copy ofK under the isomorphism
ΓQ ∼= Kn and hence leaves each copy invariant, (7) implies that I leaves each copy
of K ⊗Q R invariant under the isomorphism ΓR ∼= (K ⊗Q R)n. By the simplicity of
X we get n = 1. This is what we wanted to show. 
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Remark 2.7. From the proof above, one sees that η can be taken as β to define
the Riemann form E in (1). Moreover, we could also conclude the proof above by
pointing out that (7) means nothing but that the Hodge group Hg(X) is contained
in K, which implies immediately that Hg(X) is commutative and hence X is of
CM-type.
3. Complex multiplication of the mirror
The aim of this section is to show Theorem 3.11. It gives a sufficient condition
which ensures that complex multiplication is transmitted to the mirror partners.
Mirror symmetry for abelian varieties was treated in [GLO]. Some of their results
can be rephrased more naturally in terms of generalized complex structures, which
were introduced subsequently by Hitchin in [Hi] (see also [Gu], [H2] and [Be] for
further works in generalized complex geometry).
Definition 3.1. A generalized complex structure on a smooth manifold Y is a
bundle map I : TY ⊕ T ∗Y −→ TY ⊕ T ∗Y satisfying
(i) I2 = −id,
(ii) I preserves the pseudo-Euclidean metric q on TY ⊕ T ∗Y , where
q((a1, a2), (b1, b2)) := −〈a1, b2〉 − 〈a2, b1〉,
(iii) I is integrable with respect to the Courant bracket.
So the JA×Aˆ and IωA which appeared in [GLO] are examples of generalized complex
structures, and the couple (JA×Aˆ, IωA) forms a generalized Ka¨hler structure, which
is defined as follows (see [Gu, Chap. 6] or [K, §8]).
Definition 3.2. A generalized Ka¨hler structure (GKS) on a smooth manifold Y
is a pair (I,J ) of commuting generalized complex structures such that G(·, ·) :=
q(·, IJ ·) is a positive definite metric on TY ⊕ T ∗Y .
Using GKS, one can define mirror symmetry for a more general class of tori.
Definition 3.3. A generalized complex torus (T, I,J ) is a real torus T endowed
with an arbitrary GKS (I,J ).
Definition 3.4. Two generalized complex tori (T = V/Γ, I,J ) and (T′ =
V ′/Γ′, I ′,J ′) with arbitrary GKSs are mirror of each other, if there is a lattice
isomorphism
ϕ : Γ⊕ Γ∗ −→ Γ′ ⊕ Γ′∗,
such that q(·, ·) = q′(ϕ·, ϕ·), I ′ = ϕJϕ−1, and J ′ = ϕIϕ−1. We call ϕ a mirror
map. We also denote by ϕ its R-linear extension.
In Theorem 5.8 we will see that this notion of mirror symmetry between gener-
alized complex tori corresponds exactly to the mirror symmetry between the N=2
lattice vertex algebras associated to them.
Although GKSs provide a more general framework, a special kind of GKS inter-
ests us more particularly.
Definition 3.5. Let (T,G,B) be a complex torus T (in the usual sense) with
complex structure I and endowed with a constant Ka¨hler metric G and a B-field
B ∈ H2(T,R). Consider the following pair
I : =
(
1 0
B 1
)(
I 0
0 −It
)(
1 0
−B 1
)
=
(
I 0
BI + ItB −It
)
,
J : =
(
1 0
B 1
)(
0 −ω−1
ω 0
)(
1 0
−B 1
)
=
(
ω−1B −ω−1
ω +Bω−1B −Bω−1
)
=
( −IG−1B IG−1
GI −BIG−1B BIG−1
)
,
(8)
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where ω is the Ka¨hler form G(·, I·). We say that the triple (T, I,J ) as defined
above is induced by (T,G,B).
Obviously the above-defined (T, I,J ) is a generalized complex torus. Moreover,
in this case, since I is the B-transform of the usual complex structure and J is the
B-transform of a symplectic structure, one can say that a mirror map exchanges the
complex structure and the symplectic structure of the mirror partners of this kind of
generalized complex tori. Thus, the language of GKS provides a conceptually clean
approach to mirror symmetry. We formulate this more precisely in the following
Definition 3.6. We say that two complex tori (T,G,B) and (T ′, G′, B′) with com-
plex structure I respectively I ′, a constant Ka¨hler metric G respectively G′ and a
B-field B respectively B′ are mirror partners, if the generalized complex tori they
induce as in Definition 3.5 are mirror of each other.
In order to prove Theorem 3.11 we give the next lemma which first studies the
rationality of the composition IJ on a generalized complex torus (T, I,J ) with an
arbitrary GKS, then links the rationality of G and B to the rationality of IJ of
the GKS they induce. The rationality of IJ is defined as follows.
Definition 3.7. Let (T, I,J ) be a generalized complex torus with an arbitrary GKS
(I,J ). Let us identify the tangent space of T with its lattice Γ. We say that the
composition IJ is defined over Q, if IJ preserves the rational lattices:
IJ : (Γ⊕ Γ∗)Q −→ (Γ⊕ Γ∗)Q.
Lemma 3.8. Let (T, I,J ) be a generalized complex torus with an arbitrary GKS
(I,J ) and denote by C± ⊂ (Γ ⊕ Γ∗) ⊗Z R the eigenspace of IJ with eigenvalue
±1. Then
(i) We have the decomposition
(Γ⊕ Γ∗)⊗Z R = C+ ⊕ C−, (9)
and C± is the graph of ±id+ IJ on ΓR.
(ii) The decomposition (9) is orthogonal with respect to q. Moreover, q is posi-
tive respectively negative definite on C+ respectively C−.
(iii) The decomposition (9) is defined over Q if and only if IJ is defined over
Q.
(iv) If (T, I,J ) is induced by (T,G,B), then C± is the graph of ∓G + B on
ΓR, and (9) is defined over Q if and only if both G and B are rational. In
particular, in this case, IJ is defined over Q if and only if G and B are
both rational.
Proof. To prove (i), use IJ=JI. (ii) follows from I,J ∈ O(q) and the requirement
that G = qIJ is positive definite. (iii) is a consequence of (i). To prove (iv) it
suffices to note that
IJ
(
1
∓G+B
)
= ±
(
1
∓G+B
)
.

The following lemma shows how the lattice of mirror partners is related to each
other.
Lemma 3.9. Let (T, I,J ) and (T′, I ′,J ′) be mirror generalized complex tori with
arbitrary GKSs and ϕ a mirror map between them. Then
(i) ϕ respects the decomposition (9), i.e. ϕ : C± → C′±. In particular, C+⊕C−
is defined over Q if and only if C′+ ⊕ C′− is defined over Q.
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(ii) ϕ induces homomorphisms ψ± : ΓR
∼→ Γ′R defined by
ϕ(a,±a+ IJ a) = (ψ±(a),±ψ±(a) + I ′J ′ψ±(a))
(iii) If (T, I,J ) and (T ′, I ′,J ′) are induced by (T,G,B) respectively (T ′, G′, B′),
then
(a) ϕ(a, (∓G+B)a) = (ψ±a, (∓G′ +B′)ψ±a).
(b) G(a, b) = G′(ψ±a, ψ±b) for all a, b ∈ ΓR.
(c) I ′ = ψ+ ◦ I ◦ ψ−1+ = ψ− ◦ I ◦ ψ−1− .
Proof. (i) and (ii) are immediate. (iii)(a) follows from Lemma 3.8 (iv). For (iii)(b)
we make an explicit calculation
q ((a, (∓G+B)a), (b, (∓G+B)b)) = ±2G(a, b) ∀a, b ∈ ΓR.
Then use q(·, ·) = q′(ϕ·, ϕ·) and (iii)(a) to get the claim. For (iii)(c) we verify the
equality for ψ−, the case of ψ+ is similar. Recalling the definition of the generalized
Ka¨hler structure from (8) we have for any (a′, (G′ +B′)a′) ∈ C′−:
I ′
(
a′
(G′ +B′)a′
)
=
(
I ′a′
∗
)
, (10)
we are only interested in the first component. Using (iii)(a) the left hand side of
(10) is
ϕJϕ−1
(
a′
(G′ +B′)a′
)
=
(
ψ−Iψ−1− a
′
(G+B)ψ−Iψ−1− a
′
)
Comparing with the right hand side of (10), we obtain (iii)(c). 
As mirror symmetry exchanges complex and Ka¨hler structures, two mirror Calabi-
Yau manifolds are in general very different as complex manifolds. This remains true
for abelian varieties, but surprisingly the following result shows that it suffices that
the composition IJ is defined over Q for the mirror to be an isogenous complex
torus.
Proposition 3.10. Let (T,G,B) and (T ′, G′, B′) be mirror partners. If G and B
are both rational, then T and T ′ are isogenous.
Proof. By Lemma 3.8 (iv), G and B are both rational if and only if IJ is defined
over Q. Then Lemma 3.9 (i) implies that G′ and B′ are rational. By Lemma 3.9
(ii) ψ± are then defined over Q. Finally, from (iii)(c) of the same lemma, it follows
that some integral multiple of ψ± is actually an isogeny between T and T ′. 
This immediately implies the following
Theorem 3.11. Let (X,G,B) and (X ′, G′, B′) be mirror abelian varieties. Suppose
X is of CM-type. If both G and B are rational, then X and X ′ are isogenous. In
particular, X ′ is also of CM-type.
In the next section we will show that the converse of Theorem 3.11 however does
not hold. This will also have some consequence in terms of vertex algebras (see
Corollary 5.11).
4. An example of mirror abelian varieties of CM-type
In this section we show that the converse of Theorem 3.11 does not hold.
Proposition 4.1. There are mirror abelian varieties (X,G,B) and (X ′, G′, B′),
such that X and X ′ are isogenous and of CM-type, but neither IJ nor I ′J ′ is
defined over Q, where (I,J ) and (I ′,J ′) denote their induced GKS.
We shall eventually construct an explicit example of such mirror pairs, but we
need first some preparation.
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Lemma 4.2. Let T ∼= Cg/ΠZ2g and T ′ ∼= Cg/Π′Z2g be complex tori with period
matrix Π and Π′ respectively. Then T and T ′ are isogenous if and only if there is
a complex matrix C ∈ GL(g,C) and a rational matrix γ ∈ GL(2g,Q), such that
Π′ = CΠγ. (11)
In particular, if there is a such matrix γ, then I ′ = γ−1Iγ and if G is a Ka¨hler
metric on T then G′(·, ·) := G(γ·, γ·) is a Ka¨hler metric on T ′.
Proof. It is easy to see that the rational respectively analytic representation of
any isogeny provides the matrix γ respectively C. For the converse, recall that in
general, the rational representation of I of a complex torus with period matrix Π
is I =
(
Π
Π
)−1 ( i1 0
0 −i1
) (
Π
Π
)
. Replacing
(
Π
Π
)
by
(
Π′
Π
′
)
=
(
C 0
0 C¯
) (
Π
Π
)
γ for I ′, we get
I ′ = γ−1Iγ. It follows that some integral multiple of γ is an isogeny. The rest of
the claim is obvious. 
Next we give a special form (see (12) below) of the period matrix, which makes
the construction of an isogenous mirror easier. Later we will give an abelian variety
of CM-type over a cyclotomic field, whose period matrix can be written in the form
(12). First a lemma which expresses I explicitly.
Lemma 4.3. Let Γ be the lattice of a complex torus T generated by e1, . . . , e2g.
Suppose that the period matrix Π of T in the complex basis {e1, . . . , eg} has the
form Π = (1 T1 + T2i), where T1 and T2 are real g× g matrices, then in the basis
{e1, . . . , e2g} we have
I =
(−T1T−12 −T1T−12 T1 − T2
T−12 T
−1
2 T1
)
.
Proof. The proof is a matter of calculating the matrix I =
(
Π
Π
)−1 ( i1 0
0 −i1
) (
Π
Π
)
,
where (
Π
Π
)−1
=
i
2
(
T1T
−1
2 − i −T1T−12 − i
−T−12 T−12
)
.

Proposition 4.4. If an abelian variety X has a period matrix of the form
Π =
(
1 Ai
)
, (12)
with a real matrix A ∈ GL(g,R), then by choosing a suitable constant Ka¨hler met-
ric G and by setting B = 0, one can find an isogenous mirror abelian variety
(X ′, G′, B′).
Proof. Suppose that Π has the form in (12). Then by Lemma 4.3 we have I =(
0 −A
A−1 0
)
. Let us choose the metric
G =
(−ρ 0
0 −AtρA
)
,
where ρ is a symmetric negative definite matrix with integral coefficients. One
verifies that G is compatible with I, i.e. ItGI = G, so G is a Ka¨hler metric.
Setting B = 0, then by (8) I and J have the form
I =


0 −A 0 0
A−1 0 0 0
0 0 0 −A−1t
0 0 At 0

 , J =


0 0 0 ρ−1A−1t
0 0 −A−1ρ−1 0
0 ρA 0 0
−Atρ 0 0 0

 .
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Further, we choose
C = ρ and γ =
(
ρ−1 0
0 1
)
to get a new period matrix
Π′ = CΠγ =
(
1 ρAi
)
.
Then by Lemma 4.2 the complex torus X ′ := Cg/Π′Z2g has complex structure
respectively Ka¨hler metric
I ′ = γ−1Iγ =
(
0 −ρA
A−1ρ−1 0
)
resp. G′ = γtGγ =
(−ρ−1 0
0 −AtρA
)
.
Setting B′ = 0 we get
I ′ =


0 −ρA 0 0
A−1ρ−1 0 0 0
0 0 0 −ρ−1A−1t
0 0 Atρ 0

 , J ′ =


0 0 0 A−1t
0 0 −A−1 0
0 A 0 0
−At 0 0 0

 .
By easy calculations, one verifies that (X,G,B) and (X ′, G′, B′) as defined above
are mirror partners with the mirror map
ϕ =


0 0 1 0
0 −1 0 0
1 0 0 0
0 0 0 −1

 : Γ⊕ Γ∗ −→ Γ′ ⊕ Γ′∗.
Hence, to any abelian variety with period matrix Π = (1 Ai) by choosing a suitable
G and B-field one can find an isogenous mirror abelian variety. 
In order to obtain a mirror pair of CM-type, let us consider the cyclotomic field
K = Q(ξ) with ξ5 = 1, ξ 6= 1, which is a CM-field. Denote by
w := e
2pi
5
i =
1
4
(−1 +
√
5) +
i
2
√
1
2
(5 +
√
5),
one can write the four embeddings of K into C as
σk : ξ 7−→ wk, k = 1, . . . , 4.
One has σ1 = σ¯4 and σ2 = σ¯3. Choose the CM-type Φ = {σ1, σ2}, and choose the
lattice to be the ring of integers
Γ = OK = Z[ξ].
The complex torus X := C2/Φ(OK) is then an abelian variety of CM-type over K
(see Section 2). Let us fix the following generators for Γ:
Γ = Z · 1⊕ Z(ξ + ξ−1)⊕ Z(ξ − ξ−1)⊕ Z(ξ2 − ξ−2).
Then under Φ the lattice is
Φ(OK) =
(
1 w + w−1 w − w−1 w2 − w−2
1 w2 + w−2 w2 − w−2 w4 − w−4
)
Z =:
(
Z Ai
)
Z.
The left two columns form a real matrix Z, while the right two columns form a
purely imaginary matrix which we write as Ai where A is a real matrix. Choosing
the first two generators to be a complex basis of Φ(OK) ⊗Z R, we get the period
matrix
Π =
(
1 Z−1Ai
)
in the form (12) with the real matrix Z−1A. Together with
G =
(−ρ 0
0 −AtZ−1tρZ−1A
)
and B = 0,
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the abelian variety (X,G,B) possesses an isogenous mirror (X ′, G′, B′) as con-
structed in Proposition 4.4.
The last step to get (I,J ) such that the composition IJ is not defined over Q
is to choose an appropriate ρ. As claimed by Lemma 3.8 (iv), IJ is defined over
Q if and only if G and B are both rational. We set B = 0 and choose
ρ =
(−2 0
0 −1
)
,
then
G =


2 0 0 0
0 1 0 0
0 0 5 + 2√
5
2− 1√
5
0 0 2− 1√
5
3− 2√
5

 ,
which is not rational. Hence IJ is not defined over Q, although X is of CM-
type and has a mirror (X ′, G′, B′) of CM-type over the same field K. This shows
Proposition 4.1.
5. Rationality of lattice vertex algebras, mirror symmetry and
complex multiplication
We construct in Section 5.1 a vertex algebra V (Λ, q,Λz) in the sense of [KO]. In
the special case where Λz = ΛR (see (13) below), V (Λ, q,Λz) shall be the classical
lattice vertex algebra described in [Kac, §5.4]. We will, therefore, call V (Λ, q,Λz)
a lattice vertex algebra also in the general case. In Section 5.2 we will see how a
generalized complex torus (T, I,J ) gives rise to such a lattice vertex algebra. In
the appendix we show that it coincides with the toroidal vertex algebra in [KO].
In Section 5.3 we discuss the notion of rationality (the precise meaning of this will
be recalled). In Section 5.4 we rephrase results of the preceding sections in terms
of lattice vertex algebras, and answer the question (Q) posed in the introduction.
5.1. Construction of lattice vertex algebra V (Λ, q,Λz). We begin with an
integral lattice (Λ, q), together with a (z,z¯)-decomposition
ΛR = Λz ⊕ Λz¯ (13)
over R, which is orthogonal with respect to q. This shall suffice to construct an
N=1 vertex algebra. If moreover we endow the vector space ΛR with an almost
complex structure I, i.e. I2 = − Id, then we will get an N=2 vertex algebra (see
[KO, §3] for definitions). We shall write a = az − az¯ with az ∈ Λz and az¯ ∈ Λz¯.
Introduce two copies hb = hf = ΛC of ΛC, which both inherit the decomposition
hb = hbz ⊕ hbz¯ and hf = hfz ⊕ hfz¯.
The affinization is the Lie superalgebra
hˆ := C[t, t−1]⊗ hb ⊕ t 12C[t, t−1]⊗ hf ⊕ CK
with even C[t, t−1]⊗hb⊕CK, and odd t 12C[t, t−1]⊗hf . The supercommutators are
described below by (14). Write C[Λ] for the group algebra of Λ over C, and denote
by ea, a ∈ Λ the basis vectors of C[Λ]. Furthermore, write h<b := t−1hb[t−1], and
h<f := t
− 1
2 hf [t
−1]. The space of states is the superspace
V := Sym h<b ⊗ Sym h<f ⊗ C[Λ]
with the vacuum vector 1 = |vac〉 := 1⊗1⊗1. The parity on V is p(s⊗ea) = q(a, a)
mod 2 + p(s). The representation π of hˆ on V is defined as
π := π1 ⊗ 1 + 1⊗ π2,
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with π1 the representation of hˆ on Sym h
<
b ⊗ Sym h<f determined by
K 7−→ Id,
h 7−→ 0, h ∈ hb,
n < 0, tnh 7−→ multiplication by tnh, h ∈ hb or h ∈ hf ,
n > 0, tnh 7−→ (t−sh′ 7→ nδn,sq(h, h′)), h, h′ ∈ hbz ,
tnh¯ 7−→ (t−sh¯′ 7→ −nδn,sq(h¯, h¯′)), h¯, h¯′ ∈ hbz¯ ,
tnh 7−→ (t−sh′ 7→ δn,sq(h, h′)), h, h′ ∈ hfz,
tnh¯ 7−→ (t−sh¯′ 7→ −δn,sq(h¯, h¯′)), h¯, h¯′ ∈ hfz¯,
and π2 the representation of hˆ on C[Λ] determined by:
K 7−→ 0,
tnh 7−→ (ea 7→ δn,0q(h, a)ea), h ∈ hbz ,
tnh¯ 7−→ (ea 7→ −δn,0q(h¯, a)ea), h¯ ∈ hbz¯,
tnh 7−→ 0, h ∈ hf , ∀n.
If we write hn := π(t
nh), then for h ∈ hbz, h¯ ∈ hbz¯ , f ∈ hfz, f¯ ∈ hfz¯, and m,n ∈ Z,
r, s ∈ Z+ 12 the supercommutators are
[hn, h
′
m] = nδn,−mq(h, h
′), [h¯n, h¯′m] = −nδn,−mq(h¯, h¯′),
{fr, f ′s} = δr,−sq(f, f ′), {f¯r, f¯ ′s} = −δr,−sq(f¯ , f¯ ′),
(14)
and all other relations are trivial. The state-field correspondence maps a homoge-
neous vector
v = h1−s1 · · ·hn−sn h¯1−s¯1 · · · h¯n¯−s¯n¯f1−r1 · · · f q−rq f¯1−r¯1 · · · f¯ q¯−r¯q¯ ⊗ ea, (15)
where si, s¯i¯ are positive integers and ri, r¯i¯ are positive half-integers, to the field
v(z, z¯) :=Y (v, z, z¯) =
∑
b∈Λ
ǫ(a, b)ea Prb z
q(az,bz)z¯−q(az¯,bz¯)
× exp(−
∑
n<0
azn
nzn
+
∑
n<0
az¯n
nz¯n
)
× :
n∏
l=1
∂slH l(z)
(sl − 1)!
n¯∏
l¯=1
∂ s¯l¯H¯ l¯(z¯)
(s¯l¯ − 1)!
q∏
t=1
∂rt−
1
2F t(z)
(rt − 12 )!
q¯∏
t¯=1
∂ r¯t¯−
1
2 F¯ t¯(z¯)
(r¯t¯ − 12 )!
:
× exp(−
∑
n>0
azn
nzn
+
∑
n>0
az¯n
nz¯n
),
(16)
where Prb is the projection onto Sym h
<
b ⊗ Sym h<f ⊗ eb and
∂H(z) :=
∑
m∈Z
hmz
−m−1, ∂¯H¯(z¯) :=
∑
m∈Z
h¯mz¯
−m−1,
F (z) :=
∑
r∈Z+ 1
2
frz
−r− 1
2 , F¯ (z¯) :=
∑
r∈Z+ 1
2
f¯r z¯
−r−1
2 ,
and the factor ǫ(a, b) satisfies the equations (5.4.14) in [Kac]. We give a few exam-
ples:
• v = 1⊗ e0 = 1, Y (v, z, z¯) =∑b∈Λ Prb = id,
• v = h−s ⊗ e0, Y (v, z, z¯) = 1(s−1)!∂sH(z),
• v = f−r ⊗ e0, Y (v, z, z¯) = 1(r− 1
2
)!
∂r−
1
2F (z),
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• v = 1⊗ ea,
Y (v, z, z¯) =
∑
b∈Λ
ǫ(a, b)ea Prb z
q(az,bz)z¯−q(az¯,bz¯)
× exp(−
∑
n<0
azn
nzn
+
∑
n<0
az¯n
nz¯n
) exp(−
∑
n>0
azn
nzn
+
∑
n>0
az¯n
nz¯n
).
Next we define the maps T and T¯ . Let {Ei} respectively {E¯i} be a bosonic basis
of Λz respectively Λz¯ and {E˜i} respectively { ˜¯Ei} be the dual basis with respect to
q, i.e. q(Ei, E˜j) = δij and q(E¯i, ˜¯Ej) = −δij . The fermionic bases are denoted by
{F i}, {F¯ i} and {F˜ i}, { ˜¯F i}. Then
T :=
∑
i
(∑
n≥0
EinE˜
i
−n−1 +
∑
r= 1
2
, 3
2
...
(r +
1
2
)F ir F˜
i
−r−1
)
, T¯ is analogous.
The superconformal structure is:
L :=
1
2
∑
i
(Ei−1E˜
i
−1 − F i− 1
2
F˜ i− 3
2
)⊗ e0, L¯ is analogous.
Remark 5.1. By inspecting the state-field correspondence (16) one sees that fields
may have non-integral powers in z and z¯ due to the term zq(az,bz)z¯−q(az¯,bz¯) (recall
that the (z,z¯)-decomposition (13) is only required to be defined over R). However,
the difference of the exponents of z and z¯ is always an integer:
q(az , bz) + q(az¯ , bz¯) = q(a, b) ∈ Z.
This implies that in the special case of a trivial decomposition, i.e. Λz¯ = 0 or in
other words ΛR = Λz, the lattice vertex algebra is nothing but a conformal lattice
vertex algebra in the sense of [Kac, §5.4 §5.5] (plus a fermionic part).
The N=1 structure is
Q :=
i
2
√
2
∑
i
F i− 1
2
E˜i−1 ⊗ e0.
Given an almost complex structure I on the vector space ΛR, the N=2 structure is
denoted by
Q± : =
i
4
√
2
∑
i
(F i− 1
2
E˜i−1 ± F i− 1
2
IE˜i−1)⊗ e0,
J :=− i
2
∑
i
F i− 1
2
IF˜ i− 1
2
⊗ e0.
and the analogous z¯-part.
5.2. Toroidal lattice vertex algebras. Now we explain how tori give rise to
lattice vertex algebras. To a real torus T together with a constant metric G and a
B-field, one can associate a N=1 superconformal lattice vertex algebra V (T, G,B)
by setting
Λ = Γ⊕ Γ∗, q((a1, a2), (b1, b2)) := −〈a1, b2〉 − 〈a2, b1〉
and Λz = GraphΓR(−G+B), Λz¯ = GraphΓR(G+B)
(17)
and define the factor ǫ(a, b) := exp(iπ〈a1, b2〉) for a = (a1, a2) and b = (b1, b2) in
Γ⊕ Γ∗.
To a generalized complex torus (T, I,J ) with an arbitrary GKS (I,J ) one can
associate two N=2 structures. Set (Λ, q) and ǫ(a, b) as in (17) and
Λz = GraphΓR(Id+IJ ), Λz¯ = GraphΓR(− Id+IJ ).
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Now one can choose either I or J to define Q± and J . As I = J on Λz and
I = −J on Λz¯ the two N=2 structures are related as follows:
Q±I = Q
±
J , Q¯
±
I = Q¯
∓
J , JI = JJ , J¯I = −J¯J . (18)
For simplicity, we denote by V (T, I,J ) either the N=2 superconformal lattice ver-
tex algebra defined by I or J . If additionally, (T, I,J ) is induced by (T,G,B),
where T is a complex torus with complex structure I, G is a Ka¨hler metric and
B is a B-field, then we also write V (T,G,B) for the N=2 lattice vertex algebra
V (T, I,J ).
In the appendix we prove
Proposition 5.2. The N=2 superconformal lattice vertex algebra V (T,G,B) is
isomorphic to the N=2 superconformal vertex algebra constructed in [KO].
Adopting the viewpoint of lattice vertex algebras has the advantage of having a
basis-free construction. Moreover, it is more apparent how the lattice determines
the structure of the vertex algebra. This leads us to the formulation of rationality
for lattice vertex algebras (see Definition 5.4) and eventually to prove that the
rationality is completely determined by the size of the so-called chiral sublattice
Λch of Λ (see Proposition 5.5).
5.3. Rationality. We phrase the rationality of the lattice vertex algebra V (Λ, q,Λz)
in terms of its so-called chiral subalgebra whose fields contain only integral powers
in z and z¯ (see Definition 5.4). Roughly speaking, we call V (Λ, q,Λz) rational if
its chiral subalgebra is so big that V (Λ, q,Λz) breaks into a finite direct sum of
irreducible representations of its chiral subalgebra.
As mentioned in Remark 5.1, the term zq(az,bz)z¯−q(az¯,bz¯) may give non-integral
powers in z and z¯. However, the subspace W ⊂ V of those states which only yield
integral powers is easy to describe. If we write
Λch := {λ ∈ Λ | q(λz , α) ∈ Z, ∀α ∈ Λ},
then we have
W = Sym h<b ⊗ Sym h<f ⊗ C[Λch].
We call Λch the chiral sublattice of Λ. In general, W does not have the structure
of a lattice vertex algebra, as Λch may be of smaller rank than Λ. However, if we
require
(a) (Λ, q) is unimodular, i.e. Λ is its own dual with respect to q, and
(b) q restricted on Λch is non-degenerate,
then the space
Vch := Sym h
<
ch,b ⊗ Sym h<ch,f ⊗ C[Λch],
where hch,b and hch,f are copies of Λch,C (see Section 5.1), does bear the structure
of a lattice vertex algebra. Indeed, if (Λ, q) is unimodular, then the condition
q(λz , α) ∈ Z, ∀α ∈ Λ is equivalent to λz ∈ Λ. Hence denoting
Λch,R := Λch ⊗Z R, Λch,z := Λch,R ∩ Λz, Λch,z¯ := Λch,R ∩ Λz¯,
we get a decomposition
Λch,R = Λch,z ⊕ Λch,z¯ (19)
which is defined over Z, i.e. Λch∩Λz ⊂ Λ and Λch,z = (Λch∩Λz)⊗ZR. Similarly for
Λch,z¯. This gives rise to a lattice vertex algebra V (Λch, q,Λch,z) called the chiral
subalgebra of V (Λ, q,Λz). Its space of states is exactly Vch. For example, in view
of Lemma 3.8 (ii) and (iv), the integral lattice (Λ, q) and the (z,z¯)-decomposition
associated to a torus as defined in (17) satisfy the conditions (a) and (b), and hence
possess a chiral subalgebra. Further, the decomposition (19) allows us to exhibit
the following simple structure of the chiral subalgebra:
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Proposition 5.3. Under the conditions (a) and (b) above, the chiral subalgebra
V (Λch, q,Λch,z) is the tensor product of two commuting lattice vertex algebras in
the sense of [Kac]. In particular, the fields in V (Λch, q,Λch,z) only contain integral
powers in z and z¯.
Proof. We already showed that the unimodularity of (Λ, q) implies that Λch ∩ Λz
and Λch ∩ Λz¯ are sublattices of Λ. Since Λz is orthogonal to Λz¯ with respect to q,
the condition (b) implies that q is non-degenerate on Λz and Λz¯. Moreover, since
Λch,z = (Λch ∩ Λz)⊗Z R is contained in Λz, the (z,z¯)-decomposition of ΛR induces
the trivial decomposition on Λch,z, i.e. Λch,z has no z¯-part. Similarly, Λch,z¯ has
no z-part. This gives rise to two lattice vertex algebras V (Λch ∩ Λz, q,Λch,z) and
V (Λch∩Λz¯ , q,Λch,z¯) in the sense of [Kac]. Since all the supercommutators between
the z- and z¯-parts are trivial (see (14)), we say that they commute with each other.
Further, if we denote their space of states by Vch,z respectively Vch,z¯, then we have
the tensor structure
Vch = Vch,z ⊗ Vch,z¯.
Now it is clear that all the fields in the chiral subalgebra only contain integral
powers in z and z¯. This completes the proof. 
Note that if Λch is of maximal rank in Λ, then we have Vch = W , which means
that the chiral subalgebra contains exactly all the fields with solely integral powers
in z and z¯. The maximality of its rank also yields the rationality of V (Λ, q,Λz) (see
Proposition 5.5). In order to give the definition of rationality, we explain now the
module structure of a lattice vertex algebra V (Λ, q,Λz) over its chiral subalgebra
V (Λch, q,Λch,z).
The state-field correspondence on V (Λ, q,Λz) induces the structure of an R
2-fold
algebra on itself, i.e. for every (m, m¯) ∈ R2, we have an even morphism
V ⊗ V −→ V, a⊗ b 7−→ a(m,m¯)b,
where a(m,m¯) is a coefficient of Y (a, z, z¯) =
∑
(m,m¯)∈R2 a(m,m¯)z
−m−1z¯−m¯−1. This
structure restricts to a Z2-fold module structure on V (Λ, q,Λz) over its chiral sub-
algebra (see [Ros] for more details).
Definition 5.4. A lattice vertex algebra V (Λ, q,Λz) is rational if it decomposes
into a finite sum of irreducible modules over its chiral subalgebra. A N=2 lattice
vertex algebra is rational, if its underlying lattice vertex algebra (without the N=2
structure) is rational.
It turns out that the rationality is determined by the size of the chiral sublattice.
Indeed, there is an obvious decomposition of V . For any α ∈ Λ, denote by χα ⊂ C[Λ]
the subspace spanned by all vectors eα+λ with λ ∈ Λch. Clearly, it is independent of
the choice of the representant of [α] ∈ Λ/Λch, i.e. χα = χα′ for [α] = [α′] ∈ Λ/Λch.
Then
V =
⊕
[α]∈Λ/Λch
Sym h<b ⊗ Sym h<f ⊗ χα =:
⊕
[α]∈Λ/Λch
Vα, (20)
and each Vα is a Z
2-fold module over the chiral subalgebra. We show
Proposition 5.5. A lattice vertex algebra V (Λ, q,Λz) is rational if and only if Λch
is of maximal rank in Λ.
Proof. If Λch is of maximal rank, i.e. [Λ : Λch] <∞, then the decomposition (20) is
finite. We show that in this case, each Vα is an irreducible module. Indeed, as Λch
is of maximal rank, Vch is isomorphic to Vα as vector space, and the action of Vch
on Vα is faithful. In view of Proposition 5.3 and [Kac, Prop.5.4] we only need to
check that if for some v ∈ Vα, we have (Ei−1⊗ 1)mv = 0 and (1⊗ ea)mv = 0, ∀m, ∀i
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and ∀a ∈ Λch and similarly for the z¯-part, then v = 0. This is clear by inspecting
the explicit expressions of the corresponding field of these vectors (see the examples
of fields given in Section 5.1).
Conversely, if V (Λ, q,Λz) is rational, then the sum (20) must be finite, hence
Λch is of maximal rank. 
For the lattice vertex algebra associated to tori, in view of Lemma 3.8, Proposi-
tion 5.5 has as consequence the following
Theorem 5.6. (i) The lattice vertex algebra V (T, G,B) associated to a real torus
with a constant metric G and a B-field is rational if and only if G and B are both
rational.
(ii) The N=2 lattice vertex algebra V (T, I,J ) associated to a generalized complex
torus with an arbitrary GKS (I,J ) is rational if and only if the composition IJ is
defined over Q.
(iii) The N=2 lattice vertex algebra V (T,G,B) associated to a complex torus T
endowed with a constant Ka¨hler metric G and a B-field is rational if and only if G
and B are both rational.
In the next section we draw some consequences of Theorem 5.6.
5.4. Complex multiplication, rationality and mirror symmetry. In this
paragraph we use Theorem 5.6 to rephrase results of the first part of the paper
in terms of lattice vertex algebras. Let us start out with an analogue of [KO, Thm
5.4], which shows that mirror symmetry for generalized complex tori can be al-
ternatively expressed in terms of their associated lattice vertex algebras. First we
recall the definition of mirror symmetry for vertex algebras from [KO].
Definition 5.7. Two N=2 lattice vertex algebras are mirror partners if there is an
isomorphism f : V → V ′ of their space of states, such that
(i) f(|vac〉) = f(|vac′〉),
(ii) fT = T ′f, f T¯ = T¯ ′f ,
(iii) for all u, v ∈ V , we have Y ′(f(u), z, z¯)v = f(Y (u, z, z¯)v),
with the additional property:
f(Q+) = Q+
′
, f(Q−) = Q−
′
, f(J) = J ′,
f(Q¯+) = Q¯−
′
, f(Q¯−) = Q¯+
′
, f(J¯) = −J¯ ′.
Theorem 5.8. Two generalized complex tori (T, I,J ) and (T′, I ′,J ′) with ar-
bitrary GKSs are mirror partners if and only if the N=2 lattice vertex algebras
V (T, I,J ) and V (T′, I ′,J ′) are mirror partners.
Proof. Let ϕ be a mirror map between the two generalized complex tori. Since
ϕ preserves q and the decomposition (9) (see Lemma 3.9 (i)), it induces an iso-
morphism f between the representations π of hˆ on V and π′ of hˆ′ on V ′, hence f
satisfies (i)-(iii) of Definition 5.7. As ϕ sends I 7→ J ′, we have in view of (18)
Q±I 7→ Q±
′
J ′ = Q
±′
I′ JI 7→ J ′J ′ = J ′I′
Q¯±I 7→ Q¯±
′
J ′ = Q¯
∓′
I′ J¯I 7→ J¯ ′J ′ = −J¯ ′I′
Similarly for J 7→ I ′, hence the N=2 vertex algebra mirror morphism for both N=2
structures.
Conversely, the isomorphism between the spaces of states induces a bijective
map ϕ : Λ→ Λ′ of the lattices. The requirements (i)-(iii) of Definition 5.7 force ϕ
to be compatible with q and q′. Finally, ϕ maps J 7→ I ′ and I 7→ J ′ because of
the N=2 structure of the vertex algebras. This completes the proof. 
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Now we draw a direct consequence of Theorem 5.6, which shows that mirror
symmetry has the virtue of letting the rationality of the lattice vertex algebra to
be transmitted:
Corollary 5.9. Suppose (T, I,J ) and (T′, I ′,J ′) are mirror generalized complex
tori with arbitrary GKSs. Then the N=2 lattice vertex algebra V (T, I,J ) is rational
if and only if V (T′, I ′,J ′) is rational.
Proof. From Theorem 5.6 (ii) it follows that IJ is defined over Q. Lemma 3.8 (i)
implies that the decomposition (9) is defined over Q. Hence the same holds for
(T′, I ′,J ′) due to Lemma 3.9 (i). 
Further, by combining Theorem 5.6 and Theorem 2.5 one gets
Corollary 5.10. An abelian variety X is of CM-type if and only if X admits a
rational N=2 lattice vertex algebra V (X,G,B).
Proof. If X is of CM-type, one can choose B = 0 together with the rational Ka¨hler
metric claimed by Theorem 2.5 to define a rational N=2 lattice vertex algebra
V (X,G,B) in view of Theorem 5.6 (iii). Conversely, the rationality of V (X,G,B)
forces G to be rational again by Theorem 5.6 (iii), and its N=2 structure means
that G is Ka¨hler. Again by Theorem 2.5, X is of CM-type. 
Finally, we give an answer to our question (Q) on the interplay between complex
multiplication, rationality of the lattice vertex algebra and mirror symmetry for
abelian varieties. It is actually a reformulation of Theorem 3.11 and Proposition
4.1.
Corollary 5.11. Let (X,G,B) and (X ′, G′, B′) be mirror abelian varieties. If the
N=2 lattice vertex algebra V (X,G,B) is rational, then X and X ′ are isogenous
and both of CM-type. Conversely, however, there exist mirror abelian varieties
(X,G,B) and (X ′, G′, B′) such that X and X ′ are isogenous and both of CM-type,
but neither V (X,G,B) nor V (X ′, G′, B′) is rational.
6. Appendix: An isomorphism to N=2 SCVA in [KO]
We show Proposition 5.2. Recall from [KO, §3] the
Definition 6.1. Two N=2 superconformal vertex algebras (SCVA) are isomorphic
if there is an isomorphism f : V → V ′ of their space of states, such that
(i) f(|vac〉) = f(|vac′〉)
(ii) fT = T ′f, f T¯ = T¯ ′f
(iii) For all u, v ∈ V , we have Y ′(f(u), z, z¯)f(v) = f(Y (u, z, z¯)v)
(iv) fL = L′, fQ± = Q
′±, fJ = J ′, similarly for the z¯-part.
Let (T,G,B) be a complex torus. Recall the charge lattice isomorphism from [H1]:
φ :=
1√
2
(−G−B 1
G−B 1
)
: ΓR ⊕ Γ∗R −→ Γ∗R ⊕ Γ∗R
with inverse
φ−1 =
1√
2
( −G−1 G−1
1−BG−1 1 +BG−1
)
.
Elementary calculations show that φ−1 is an isometry, i.e.:
q(φ−1·, φ−1·) =
(
G−1 0
0 −G−1
)
. (21)
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Writing φ(a) =: (φ1(a), φ2(a)), the decomposition ΛR = Λz ⊕Λz¯ = GraphΓR(−G+
B)⊕GraphΓR(G+B) from (9) corresponds to
a 7→ az := φ−1 ◦ φ1(a) and a 7→ az¯ := −φ−1 ◦ φ2(a).
Write f := φ−1. We show that f is the isomorphism we are looking for. Here we
only give the calculation for the bosonic part. The fermionic part is similar.
We interpret [KO]’s choice of bases as follows: {αi}i=1...2g as the basis of the
first component of Γ∗R ⊕ Γ∗R and {α¯i}i=1...2g as the basis of the second component
of Γ∗R ⊕ Γ∗R. Set
Ei := f(αi) and E¯i := f(α¯i)
Then for the dual bases, i.e. {α˜j} ∈ Γ∗R ⊕ 0 and {˜¯αj} ∈ 0⊕ Γ∗R with G−1(αi, α˜j) =
G−1(α¯i, ˜¯αj) = δij set
E˜i := f(α˜i) and ˜¯Ei := f(˜¯αi).
Then in view of (21) we have q(Ei, E˜j) = δij and q(E¯i, ˜¯Ej) = −δij . On the
representations, f induces the correspondence:
αis 7→ Eis, α˜is 7→ E˜is for s ∈ Z∗ and (G−1)kjPk 7→ Ej0 .
Then the commutators are
[Eis, E
j
p]
(14)
= sδs,−pq(Ei, Ej)
(21)
= sδs,−p(G−1)ij
= [αis, α
j
p],
where s, p ∈ Z∗. Similarly for the z¯-part.
At this stage it is clear that f possesses the properties (i), (ii) and (iv) of
Definition 6.1. For (iii) we first translate the notations in [KO] into ours. For
(w,m) ∈ Γ⊕ Γ∗:
Pi(w,m) = φ1i(w,m) is the i-th coordinate of φ1(w,m) ∈ Γ∗,
P¯i(w,m) = φ2i(w,m) is the i-th coordinate of φ2(w,m) ∈ Γ∗,
k = φ1(w,m),
k¯ = φ2(w,m).
Then for a = (w,m), b = (w′,m′) ∈ Γ ⊕ Γ∗, we have again by (21) q(az , bz) =
G−1(k, k′) and q(az¯, bz¯) = −G−1(k¯, k¯′), and
∂sX(z) = ∂s−1(G−1)jkPk
1
z
− ∂sY j(z) 7−→ ∂s−1
∑
m∈Z
Emz
−m−1,
kjY
j(z)+ = kj
∑
m<0
αjm
mzm
7−→ φ1j(a)
∑
m<0
Ejm
mzm
=
∑
m<0
φ−1(
∑
j φ1j(a)α
j)m
mzm
=
∑
m<0
azm
mzm
.
Compare the state-field correspondence (16) with the one given in [KO], the iso-
morphism is then obvious.
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