Abstract. Methods of performing time domain dielectric spectroscopy have been evaluated using both an exponential and a f-" power law response. The exponential decay gave accurate results using both a complete transform and a numerical analysis algorithm based on overlapping parabolas over a time period truncated by typical experimental limitations. When this algorithm was used for the f-" response, it gave rise to a constant error term in the real part of the susceptibility, ~' ( w ) , which was independent of frequency. It thus appears that the ~' ( w ) spectrum cannot be obtained reliably using time domain methods.
There has been recently much renewed interest in the theory of transient dielectric response. The present work outlines limitations in obtaining the dielectric frequency response from time domain measurements.
Dielectric susceptibility may be measured by applying a known voltage, usually a step voltage, to a material and analysing the corresponding current decay. The dielectric frequency spectrum is obtained by applying a Fourier transform to the current response. The precision of this spectrum is dependent on the minimum and maximum times at which data are recorded and the sampling rate. As the response function of a material is generally not known, various approximations and numerical methods have been developed to permit the dielectric susceptibility to be obtained. The decay current as a function of time is generally found to be of the form
where K and n are constants, that is, the dielectric response function is of the form where CO is the geometrical capacitance of the sample and V. is the applied voltage. This has been known empirically for some time as the Curie-von Schweidler Law and also forms the basis of the Universal Law of Dielectric Response which indicates that typical values of n lie in the range 0.6 < n < 0.95 (Jonscher 1983 ).
The complete transform of equation (1) 
covo It is assumed that the material's susceptibility is independent of the field. A simple approximation to equation (36) was given by Hamon (1952) showing that
Y ( w > = I(t)/wCoVo
where
This approximation is claimed to be accurate to ?3% over the range 0.3 < n < 1.2. The major drawback of this method is that ~ ' ( w ) cannot be obtained independently. Many other methods of performing the transform have been developed, but these often rely on data obtained at equal time intervals over many decades of time, which requires taking a prohibitively large number of data points sufficiently close together.
A method which does permit more arbitrarily spaced data irrespective of the form of Z(t) is preferable. One such technique is the overlapping parabolas method proposed by Dev er a1 (1972) where equation (2) is represented as
No restrictions are placed upon the form of Z(t). A quadratic which interpolates Z(t) at three consecutive points, ti and is given by
Thus for i = 1 , 2 , . . . n -2, the integral in equation (4) becomes This effectively combines smoothing with integration except over the first and last integrals where the integral is determined by only one parabola.
The coefficients ai, bj and ci are easily obtained from the experimental data by matrix inversion. The integrals in equation (5) are evaluated by solving a recurrence relation.
In a previous study by Frame et a1 (1985) , the algorithm was tested using data in the form of an exponential decay, i.e. a pure Debye response. The corresponding Fourier sine and cosine transforms gave highly accurate results commensurate with typical measurement error in I(t). In this way experimental limits on the range of data and the sampling rate were examined.
In the present work x' ( W) and x"( W ) have also been evaluated using the true transform in equation (3), the Hamon approximation and the overlapping parabola method using computer generated data of the t-" power law form. Data were limited to between lo-' S and 10' S as being typical of experimental limitations. Estimated values of ~" ( w ) showed close agreement between the true integral and Hamon method and the parabola's algorithm when the data sampling rate was sufficiently high.
For low values of n , ~' ( w ) values derived from the overlapping parabolas method gave accurate results. However, at high values of n , the ~' ( w ) term was reduced by an error term Ax'(w) which was independent of frequency and which increased dramatically with n. Figure 1 shows the ~' ( o ) result for n = 0.9 where the error term is approximately4. The correspondingX"(w) was accurate to within 1% and the error term was up to two orders of magnitude less than the Hamon approximation. The complex error term Ax*(@) arises from the truncation of equation (2) to obtain equation (4) and will be given by
Taking the real part and expressing the cosine term as apower series, the contribution Ax'(w) to ~ ' ( w ) can be shown to be because the cosine series can be approximated by one term at small values of of. For the example in figure 1 , the value of Ax'(w) is 3.98 which, when added to the other terms, gives a much more accurate result. The corresponding imaginary term is which does not show such a marked effect on the value calculated using the algorithm except at large values of to. Figure 2 shows the change in ~' ( 0 ) with n and explains why the effect of the error is not noticed at low n values. It should be noted that Ax'(w) is independent of frequency. Thus, it is impossible to obtain reliable values of ~ ' ( o ) directly from the Fourier transform of a t-" response from data over a truncated time period as n approaches unity: unless an estimate of the response function from very short time to to can be made.
It may be possible to employ numerical analysis based on the Kramers-Kronig relations to determine reliable values of ~ ' ( o ) and ~" ( 0 ) and the authors are currently working on this problem.
