Abstract-The contraction properties of the extended Kalman filter, viewed as a deterministic observer for nonlinear systems, are analyzed. The approach relies on the study of an auxiliary "virtual" dynamical system. Some conditions under which exponential convergence of the state error can be guaranteed are derived. Moreover, contraction provides a simple formalism to study some robustness properties of the filter, especially with respect to measurement errors, as illustrated by a simplified inertial navigation example. This technical note sheds another light on the theoretical properties of this popular observer.
I. INTRODUCTION
Since the seminal work of Kalman and Bucy [11] and Luenberger [16] , the problem of building observers for deterministic linear systems has been laid on firm theoretical ground. Yet, when the system is nonlinear, there is no general methods to tackle observer design. Over the last decades, nonlinear observer design has been an active field of research, and several methods have emerged for attacking some specific nonlinearities. In the engineering world, the most popular method is the so-called Extended Kalman Filter (EKF), a natural extension of the Kalman filter. The principle is to linearize the system around the trusted (i.e., estimated) trajectory of the system, build a Kalman filter for this time-varying linear model, and implement it on the nonlinear model. The EKF is known to yield good results in practice when the guess on the initial state is close enough to the actual state, but possesses no guarantee of convergence in the general case, and indeed can diverge even for simple systems.
Since the 1990s, several papers have addressed the convergence properties of the EKF viewed as a deterministic observer. Several conditions under which the estimation error converges to zero have been derived in, e.g., [1] , [2] , [17] , [18] . In each case, a first set of conditions on the observability and controllability of the system ensures the boundedness of the solution of the Riccati equation and of its inverse, and a second set of conditions ensure in this case the convergence of the estimation error to zero. Roughly speaking, the latter conditions require either the initial estimation error to be small, proving the EKF is a local observer, or the system to be very weakly nonlinear.
In this paper, the convergence properties of the EKF are studied using contraction theory [14] , [19] . Historically, versions of the basic contraction result can be traced back to the study of differential equations, and in particular to [13] in terms of a Finsler metric, [4] , [8] (see, e.g., [9] and [15] for a more exhaustive list of related references). In the present case the idea is as follows: instead of studying directly the evolution of the discrepancy, in the sense of a Lyapunov function, between the estimated state and the true state, contraction theory allows to study the evolution of the discrepancy between two nearby trajectories of an auxiliary virtual system [10] : a simple linear observer whose time-varying gain matrix is the Kalman gain associated to a particular trajectory of the EKF, in the sense of a given metric. It is shown that, in a finite region and under some conditions, two nearby trajectories tend exponentially towards each other. The particular trajectory of the EKF under consideration, and the true trajectory of the system's state, both being particular trajectories of the virtual system, the fact that the estimation error of the EKF tends exponentially to the true state appears then as a mere consequence of the contraction properties of the virtual system. The main contributions of this paper are twofold, as underlined by the following organization. In Section II, the paper studies the stability properties of the EKF from the perspective of contraction theory. This offers a simple and alternative viewpoint to the usual Lyapunov approach, extending the preliminary results on linear timevarying systems of [10] . This section is split into two distinct parts. First some contraction results on the introduced virtual system are derived, and then the consequences in terms of convergence of the EKF are studied. In particular, it is shown that the contraction perspective allows to recover or extend in a simple way some convergence results of the literature. Section III builds upon those results to briefly discuss some robustness properties of the filter especially with respect to measurement errors (such as non Gaussian noise, but also erroneous or quantized measurements). Those results are illustrated by a simplified inertial navigation example with simulations based on real data being artificially corrupted with large measurement errors.
II. GENERAL CONTRACTION RESULTS
Consider the following nonlinear deterministic system:
where x ∈ R n is the state, y m ∈ R p is the measured output, and f, h are smooth. The EKF equations are given by
where A(x, t) = (∂f /∂x)(x, t), and C(x, t) = (∂h/∂x)(x, t). In the stochastic theory of Kalman linear filtering, Q and R represent the covariances of the respectively drift Gaussian noise and measurement Gaussian noise. In a deterministic and nonlinear setting as the one considered in the present paper, they can be viewed more prosaically as design parameters where Q −1 represents the confidence in the trusted model (1) and R −1 the confidence in the measurements (2) . In the following we restrict our attention to the EKF solutions (x, Px) which satisfy the following assumption.
Assumption 1: From now on we will systematically assume there exist p, p > 0 such that pI ≤ Px(t) ≤ pI. Moreover, for simplicity we assume that Q is fixed and invertible, and we denote by q its smallest eigenvalue.
The latter assumption on Px(t) appears in most papers dealing with the stability of the EKF, e.g., [1] , [5] , [18] . It is well known that this assumption is verified as soon as the systemξ = A(x(t), t)ξ, η = C(x(t), t)ξ is uniformly detectable. This is of course a very strong prerequisite on the behavior of the filter. Yet, note that this assumption can advantageously be checked by the user without any knowledge of the true trajectory in the following sense: the user can maintain bounds p(t), p(t) such that p(t)I ≤ Px(s) ≤ p(t)I for s ≤ t, and can conclude that the error exponential decay derived in the sequel associated to the values p(t), p(t) is valid (at least) up to time t. To the authors' best knowledge, very few papers have addressed the stability of the EKF without referring to Assumption 1: see [12] (and more generally high gain observers techniques [6] ) where local convergence results are derived under some different, yet rather restrictive, assumptions. Note that, in the example below Assumption 1 provably holds.
To a given trajectory (x(t), Px(t)) of the EKF which satisfies Assumption 1 we attach the following "virtual" system [10] , [19] where
T R −1 denotes the Kalman gain:
The solution x(t) of the true system (1) is a particular solution of the virtual system, since for all t ≥ 0 we have h(x(t), t) − y m (t) = 0. The solutionx(t) under consideration of the EKF (3), (4) is obviously another particular solution of the virtual system. As a result, if it can be proven the distance between two arbitrary trajectories of this system tends to zero, the convergence of the estimation errorx − x to zero will follow. In turn, this can be achieved by seeking conditions under which the virtual system (5) is contracting.
A. Contraction Results for the Virtual System (5)
Let us define a metric for the virtual system (5) by choosing, similarly to the linear time-varying case considered in [10] , the squared length
where δz(z) denotes a tangent vector at z and verifies
Note that, the metric defined by (6) is Euclidian but time-varying.
Proof: We have
The result is finally obtained noting thatṖ
. Given two symmetric matrices P 1 , P 2 we define a partial order letting P 1 ≤ P 2 if P 2 − P 1 is positive semidefinite. We have the following preliminary result:
Lemma 2: Let 0 ≤ γ < q/(2p). For each time t ≥ 0 there exists r(t) > 0 such that for all z satisfying z −x(t) ≤ r(t) we have
Proof: The inequality is verified for z =x as the right member of (8) is a positive definite matrix and the left member cancels. As f, h are smooth, the inequality holds in a neighborhood ofx.
At any time, the vectors z lying within a distance at most r(t) ofx(t) are contained in the contraction region, as for those vectors equality (7) becomes the differential inequality
This means the squared distance in the sense of metric (6) between two neighboring trajectories of the virtual system in this ball will tend to reduce, with rate γ. Proposition 1: Assume there exists 0 < ρ = inf{r(t), t ≥ 0}. Any trajectory of the virtual system (5) associated to a particular trajectorŷ x(t) of the extended Kalman filter (3), (4) , that starts in the ball of centerx(0) and constant radius ρ/ √ p with respect to the metric (6) remains in a ball of radius ρ/ √ p centered at the trajectoryx(t), and converges exponentially to this trajectory in the sense of the metric (6) with a time constant 1/γ for the exponential decay. More precisely, if d P −1 is the geodesic distance associated with the metric (6), letting z 1 (t), z 2 (t) be arbitrary trajectories of (5) with initial conditions
Proof: The proposition is a straightforward application of the Theorem 2 of [14] which states that any trajectory which starts in a ball of constant radius with respect to the metric centered at a given trajectory and at all times in the contraction region with respect to the metric, remains in that ball and converges exponentially to this trajectory, which is a natural result in the theory of contracting flows (see, e.g., [13] ). Indeed, (z −x) T P −1
so z is contained in the contraction region by Lemma 1.
B. Implied Convergence Results for the Extended Kalman Filter
The virtual system (5) is associated to a particular trajectoryx(t) of the EKF (3), (4) . Using the fact that the virtual system and the EKF, albeit different systems, admit this particular trajectoryx(t) and the true trajectory x(t) as common solutions, one can recover some convergence properties of the EKF. In this subsection, we begin with a brief discussion on the special cases where the system (or only the output map) is linear, and then we move to the general case, where a sufficient condition for convergence is recovered.
1) Some Particular Cases:
First of all, if we assume that the original system (1), (2) is linear, we recover the fact that the deterministic Kalman filter for time-varying linear systems globally exponentially converges under Assumption 1. Indeed, in this case the Kalman gain Kx(t) does not depend on the trajectoryx(t) so that (5) and (3) define the same dynamical system. Thus, both x(t) and any solutionx(t) of (3), (4) are solution of (5). Under Assumption 1, letting 0 ≤ γ < q/(2p), and using in inequality (8) the fact that A(x, z, t) ≡ 0 andC(x, z, t) ≡ 0 for all z, t, we thus see Proposition 1 implies global exponential convergence with rate γ in the sense that
). Proposition 1 implies another interesting result in the common case of linear output maps. In many nonlinear systems of engineering interest, the output map may be linear. This is frequently the case when dealing with temperature or concentrations measurements in chemical reactors, or current measurements in induction machines for instance. This assumption implies thatC(x, z, t) ≡ 0 for all z, t. Let then λ max (·) denote the largest eigenvalue of a symmetric matrix, and let γ ≥ 0. The following result stems from Proposition 1.
Proposition 2: Assume that the output map is linear, and consider a trajectory of the extended Kalman filter (3), (4) and itsx(t) component such that Assumption 1 holds, and such that the condition
2) A Sufficient Condition for Exponential Convergence:
We now derive a lower bound on the size of the contraction region of Proposition 1. This result relies on usual assumptions on Lipschitz properties of ∂f /∂x, ∂h/∂x around the observer trajectoryx(t), t ≥ 0. We let · and ||| · ||| denote the norms on resp. matrices and tensors induced by the Euclidean norm on vectors. 
Proof: The result directly follows from Proposition 1, as long as one can prove that ρ ≤ r(t) for all t ≥ 0, where r(t) is the radius of a ball aroundx(t) in which the matrix inequality (8) is verified. To begin, note that the ball of centerx and radius ζ + is equivalently defined as the set
The largest eigenvalue of the symmetric matrixÃP + PÃ T satisfies
In the same way we have λ max (PC
Thus, as long as z belongs to the set (11), the inequality (8) is satisfied.
3) Links With Previous Work in the Literature:
The Extended Kalman filter has been shown to converge locally exponentially under a set of conditions on the nonlinearities of the system, see, e.g., [5] , [17] in continuous-time and [1] , [2] , [18] in discrete-time. In these papers, the convergence analysis is based on the study of the evolution over time of the Lyapunov function
At fixed time t, V (x −x, t) is the geodesic distance between x andx for the proposed metric
Thus, the convergence conditions derived in this article are expected to be very similar, if not the same, to those previously appearing in the literature. However, note that, to the authors' knowledge Proposition 1 and its corollary Proposition 2 have never appeared in the literature.
While similar results to Propositions 1 and 2 may possibly be worked out from this approach as well, they appear quite naturally in a contraction framework. Under the standard Assumption 2, the results are slightly different to those of the literature, due to the manipulations that appear naturally in the contraction framework. To illustrate this fact, on can consider the limit case κ A = 0, where exponential convergence with similar contraction rates is guaranteed in [17] as soon as
, where c denotes an upper bound on { C(x, t) , t ≥ 0}, whereas it is guaranteed as soon as
2) according to Proposition 3. In particular, a noticeable difference is that the size of the attraction basin in [17] depends on κ C but also on c. The present paper has thus the merit to provide some different bounds on the attraction basin which may prove useful, for instance when the linearized observation matrix C(x, t) can take large values. Note that, those bounds could also be derived using a Lyapunov approach.
III. SOME ROBUSTNESS PROPERTIES
The contraction approach developed for the virtual system (5) also allows to provide several interesting and simple to prove results on the robustness of the EKF against perturbations. In this section, we discuss robustness against measurement errors. The results will be illustrated by an artificial horizon example with simulations based on real data.
A. Results

1) Robustness Against Perturbations for the Virtual System:
Suppose that x p (t) is some trajectory of a perturbed virtual
where b(x p , t) represents a disturbance whose norm is supposed to be uniformly bounded by, say, b max . Then as long as x p (0) belongs to the contraction region we have (see [3] , [14] ): x p (t) −x(t) ≤ Fig. 1 . Numerical experiments: The red and cyan lines are the quantized measurementsQ(θm(t)),Q(ϕm(t)). The dashed lines are the roll and pitch angles θ(t), ϕ(t) estimated by the IMU software, that uses the non-quantized measurements θm(t), ϕm(t) to estimate the angles. In the absence of ground truth, these estimates are considered as the true angles. The green and blue lines are the estimates of an EKF fed with the quantized measurementsQ(θm(t)),Q(ϕm(t)). As the output error d(t) is at most 7.5 degrees, and as it can be checked numerically that over the experiment (p/p) K /γ ≤ 2, the theory above predicts a maximum discrepancy between the EKF estimate and the true angles of 15 degrees. This matches with the experiments, as the maximal discrepancy between the blue and green lines, and their dashed counterparts are at most 5 degrees.
It proves that any trajectory of the perturbed system converges exponentially to a ball of radius (p/p) b max /γ around the observer trajectory, allowing to evaluate the estimation error generated by the perturbation.
2) Implied Robustness Against Measurement Errors for the EKF:
Suppose that the measurement process is subject to (possibly large) errors. Such errors can arise from several sources such as measurement quantization (e.g., due to sensors and transmission constraints the output is coarsely quantized before being transmitted to a microcontroler), offsets (e.g., varying load of a car), intermittent observations (e.g., loss of information in unreliable communication channels) or merely (non-Gaussian) bounded measurement noise. In all those cases, the measured output y m (t) is not equal to h(x) and one can not expect x(t) − x(t) to tend to zero. However, a desirable property is that the filter does not diverge and remains in a bounded region around the true state.
Mathematically, we consider the EKF (3), (4) with y m (t) = h(x, t) + d(t) where d represents a measurement error. Letx(t) denote a particular trajectory of (3), (4) fed with y m (t), let Kx(t) denote the associated gain, and suppose Assumption 1 holds for this trajectory. Consider the virtual system
Note that the derivations of Lemma 2 and Proposition 1 depend on the signal y m (t) only implicitly through the values of Kx(t). Consider also the perturbed virtual
where Kd max denotes an upper bound on the norm on the term Kx(t)d(t), as soon as both trajectories are contained in the contraction region of the virtual system. Sincex(t) is a trajectory of the virtual system, and x(t) is a trajectory of the perturbed virtual system, this implies that if x(0) belongs to the ball of centerx(0) and constant radius ρ/ √ p with respect to the metric (6) with ρ as in Proposition 1 or Proposition 3 for the virtual system defined by Kx, we have
B. Illustrative Example: Artificial Horizon
Consider an unmanned aerial vehicle (UAV) equipped with an inertial measurement unit (IMU) consisting of gyrometers and accelerometers. Under the assumption of a (locally) flat earth, its orientation with respect to the vertical can be parameterized by the roll ϕ and pitch θ angles. Their evolution is described by the so-called mechanization equationsφ = p + tan θ (q sin(ϕ) + r cos(ϕ)) θ = q cos(ϕ) − r sin(ϕ)
where p, q, r are the roll, pitch, and yaw rates delivered by the gyrometers. Those equations are easily obtained relatingφ andθ to the angular velocity vector, whose coordinates are p, q, r in the vehicle frame. The accelerometers measure the vector y =(a p +g sin θ, a q + g cos θ sin ϕ, a r +g cos θ cos ϕ) T , where g =9.81 m/s 2 is the gravity vector field, and where a p , a q , a r are the components of the acceleration vector of the center of the IMU. Under the standard assumption of a stationary flight (i.e., a p = a q = a r =0) the accelerometers' measurements y can be inverted to yield some measured values θ m (t), ϕ m (t). Of course during dynamical phases the obtained values θ m (t), ϕ m (t) can much differ from the true values θ(t), ϕ(t) due to the fact that the acceleration vector has been assumed to be equal to zero.
To illustrate the robustness results of the previous section, we performed simulations with experimental data collected with an IMU Crossbow FOG VG-600. The matrices Q, R are multiples of the identity matrix and their magnitude has been tuned manually over several flight experiments. Moreover, to generate non-negligible measurement errors allowing to validate the theory, the measured pitch and roll θ m (t), ϕ m (t) obtained through the accelerometers' measurements have been quantized artificially using the quantizer x → Q(x) = 7.5 * floor(x/7.5) which yields a 7.5 degrees gap between the quantized values. The estimates delivered by the EKF fed with the quantized measurements are compared to the estimates delivered by the Crossbow software (whose inner algorithm uses the non-quantized measurements), that is supposed to deliver a precise enough estimate of the true angles. The experimental results agree with the theory as illustrated by Fig. 1. 
