Abstract. We show that under reasonable conditions, online learning near a local minimum is similar to a multivariate Ornstein Uhlenbeck process. This implies that the parameter state oscillates randomly around the minimum point, with a Gaussian limiting distribution. We also develop a simple hypothesis test that detects Ornstein Uhlenbeck properties without storing the history of the learning process.
Introduction
Our setting is this: We have a (large) set of training data (x i , y i ), which we want to approximate with a parameterized function f (w, x). We consider the algorithm of drawing random training patterns, and performing small gradient descent steps to minimize the error sequentially. In the neural net litterature, this algorithm is often referred to as online learning [1] .
Online learning was first proposed as a model of learning in a biological context of neural networks [2] , where the so called backpropagation of errors is the biological mechanism believed to compute the gradient.
Online learning is often used for computation problems as well, where artificial neural nets are used as a non-linear regression function, without any particular interest in biological interpretations. Considered as a computational tool, online learning has been critisized by some authors for introducing unnecessary random noise, and more powerful optimization algorithms exist that use second order derivatives [3] . However, the algorithm is still in use, as it is extremely simple to implement, scales favourably with the size of the training set and net size, and behaves reasonably well in most cases. The random noise of the algorithm may also have the beneficial effect of moving the parameter state away from suboptimal local minima. A different argument for the relevance of online learning is that many reinforcement learning algorithms rely on its incremental mode, see e.g. the famous backgammon application by Tesauro [4] .
We do not attempt to make any strong argument in favour of online learning, but simply point out that as long as it is considered a relevant biological model and is also in use as a computational tool, it is important to understand its behaviour.
Under reasonable conditions, we prove that when the learning rate falls toward zero, a properly scaled version of online learning near a local minimum converges toward an Ornstein Uhlenbeck (henceforth abbreviated O-U) process. This implies that the learning process will oscillate randomly around the minimum point, with Gaussian limiting distribution. We also indicate a potential application of this fact, by a hypothesis test that detects O-U properties of the learning process.
The article is laid out as follows: Section 2 gives formal definitions and notations of our learning task. In Section 3 we present the multivariate O-U process, and review some of its properties. In Section 4 we give the state and time transformation which makes the learning process similar to the O-U process. Section 5 gives the main convergence result. Our hypothesis test for O-U properties follows in Section 6, while an illustrative example is given in Section 7. Section 8 concludes the article.
Definitions and Assumptions
The problem of fitting the parameters of a function f (w, x) to a set of data points (x i , y i ) is a case of non-linear regression [5] .
We let the error function for pattern i ∈ {1, . . . , N} and parameter state w ∈ R n be given by
where f is three times continuously differentiable in w and λ 0. The total error function we define as:
Err(i, w).
If λ = 0, minimizing this Err(w) is equivalent to finding the maximum likelihood (ML) estimate of w, under the assumption that y i − f (w * , x i ) has normal independent identical distributions (i.i.d.) for the correct w * . Even if these residuals are not actually normal and i.i.d., minimizing the average square error gives reasonable parameter estimates.
When λ > 0, the quadratic term λw T w works as a penalty for large parameter values, similar to the shrinkage in ridge regression. The theoretical reasons for this penalty term can be found in Ref. [5] . Intuitively, the motivation is to prevent overfitting, which may be interpreted as f 'memorizing' the random fluctuations in y i leading to inferior generalization. The penalty also ensures that the minimization problem has a finite solution.
The idea of online learning is to draw a sequence of training patterns at random, and for each one adjust the parameters so as to reduce the corresponding error function.
For α > 0, the algorithm produces a random sequence w α k by
where α > 0 is the step length, I k is a sequence of independent uniform random variables in {1, . . . , N}, and the gradient is taken with respect to w. For convenience, we define φ k (w) = ∇Err(I k , w), so that
Given w ∈ R n , φ k (w), is an i.i.d. sequence of discrete random variables, while for a given k, φ k : R n → R n is twice differentiable.
Without loss of generality, we let 0 be a local minimum of Err. We assume that the Hessian H of Err at 0 is positive definite. This is guaranteed if λ > 0. Even if λ = 0, the quadratic form of Err implies that H is positive semidefinite, and because the set of singular matrices has measure zero, it is in a sense likely that H is positive definite.
Let be the covariance matrix of φ k (0), which we assume to be invertible. This also is a reasonable assumption, for the following reason:
For each i ∈ I, φ k (0) will have a non-zero random contribution along the direction ∇ w f (0, x i ). Since the training set is large, these vectors are likely to span R n , which makes invertible. Our goal is to characterize the paths of w close to the minimum point, and we therefore take w 0 = 0.
The Multivariate Ornstein Uhlenbeck Process
The well-known one-dimensional O-U process is a diffusion of this form, see Ref. [6] :
where a > 0, s = 0 and B t is standard Brownian motion. Its stationary distribution is normal with mean zero and variance s 2 /2a.
The n-dimensional generalization of the O-U process has a, s ∈ R n×n . Schach [7] defines the multivariate O-U process as a continuous Markov process with multinormal limiting distribution. This implies that the eigenvalues of a must have positive real parts, and that s be non-singular.
We are interested in the special case where a is symmetric and positive definite, so that all eigenvalues are real and positive, and the eigenvectors {e i } form an orthogonal basis. In this case, X can be decomposed to a sum of 1-dimensional O-U processes:
Here, ξ i t = e T i X t solves
where a(ω, t) is continuous in t almost surely, and takes values in the range [min(a i ), max(a i )]. The process a(ω, t) is adapted to the filtration of X t , but not necessarily to that of Y t , so the latter will typically be non-Markov. However, for a large t, E[a(ω, t)] will approach a constantā, regardless of the initial state X 0 . By the general theory of O-U processes, the limiting distribution of X is multinormal, so the limiting distribution of Y is also normal.
It should be noted that some authors [8] refer to the diffusion X t defined above as the time derivative of the Ornstein Uhlenbeck process, while other authors refer to X t as the O-U process itself [7] . This, of course, is only a matter of definition, and we choose to follow the latter tradition.
Transformation
We will prove that when α is small, w α k oscillates randomly around 0, with a Gaussian steady state distribution. It turns out that the standard deviation of this limiting distribution is proportional to √ α. It also turns out that the mixing speed of the limiting distribution is proportional to α.
In order to get a non-degenerate limiting distribution, we therefore transform the w α process, depending on the step length α: {w α } k → {v α } t ,where v α is defined for real times. We let
where rounds downward to the closest integer. This implies v α
with v α 0 = 0. Let X t solve: 
Main Result
We will prove that the transformed process v α converges weakly toward a multivariate Ornstein Uhlenbeck process, when α falls towards zero.
In order to prove the main result below, we first give a lemma stating 'nonexplosion in probability' of v α .
Proof. Letv α t be the drift compensated process:
This linear Taylor approximation converges uniformly on the compact set {v : v M}. This, combined with the fact that H is positive definite, implies the existence of an e > 0 such that α < e implies By constructionv α andv α are (non-Markov) martingales with respect to the filtration generated by v α .
The event sup t∈ [0, 1] v α t > M is identical to the event v α 1 > M. We procede to show that the probability of this event can be made arbitrarily small, by choosing M large and letting α tend to zero.
When α falls toward 0, the covariance matrices of (v α t+α −v α t )/ √ α converge uniformly toward when v α < M. Therefore, lim sup α Var(v α 1 ) . This bound does not depend on M. The result follows from the Markov inequality.
Proof. It suffices to show convergence for T = 1. For M > 0 define the process v M,α by:
= x]/α and we will prove that v M,α converges to X (for a fixed M) through a theorem given in Ref. [9] . This result was originally stated for one-dimensional processes, but easily extends to multidimensional processes, as pointed out by Ref. [10] .
Let f (x) = −αH x and C(x) = α , which are Lipschitz continuous. In order to use the theorem, we must show:
The terms of this sum with v M,α kα > M are zero by construction. From a Taylor approximation argument, it follows that f α converges toward f and C α converges toward C, uniformly on the compact set where x M, which implies the desired convergence.
From our lemma we know that for > 0 there are M, δ > 0 so that when α < δ
It follows that v α converges weakly toward X.
Testing for O-U Properties
Our result can be used for testing hypothesis regarding the learning algorithm. Once the learning process has reached a steady state of an O-U process around a local minimum, there is little point in continuing the computations. In this case one would either take actions to zoom in on the minimum point (which might be done by taking a time average of the parameter state, or tuning down α), or move the parameter state away from the present domain of attraction (by randomly shifting to a new state or increasing α).
There are many different tests one might consider, for determining whether a given set of data comes from an O-U process. We know that the limiting distribution is normal, so standard normality tests is one way to go. However, as usual in testing problems, the focus should be on alternative hypothesis.
If the present parameter state happens to be far from a local minimum, the process will be similar to an equation of this form:
Now, let {z 0 , z 1 , . . . , z n } be a sequence of sampled parameter values, so that z i = e T j w im , where j indicates the chosen parameter projection, and m is the number of training steps between the sampled points. For the purpose of comparing a drift model to an O-U model below, time and space scales are unimportant.
The discrete drift process is given by
. The ML parameter estimates are:
This will represent our null hypothesis, which we attempt to reject in favour of the O-U hypothesis.
We have seen in Section 3 that a single component of our process is a sum of 1-dimensional O-U processes. The ideal solution would be to estimate these hidden processes, but this problem has no simple analytical solution (as far as we know), and the computations involved are likely to be time consuming. Besides, if the number of parameters is large, the estimation of these will demand a larger set of data points.
We choose instead to analyse the process as if it were a 1-dimensional O-U process, because this, although inaccurate, will be a better approximator of a sum of O-U processes than will the drift process.
A discrete sample of equidistant points sampled from a 1-dimensional O-U process, shifted by an offset parameter µ, can be modelled in this way:
A simple computation gives these expressions for the ML parameter estimators:
Let err OU be the sum of the squared residuals under the O-U model:
Similarly, we let err D be the sum of the squared residuals under the drift model:
The most obvious idea would now be to choose the model with the lower error. However, for use in an algorithm we would prefer to stick to the drift model, if the decision is close, and wait for more data before we conclude. Also, the O-U model has a free parameter more than the drift model, which gives a slight bias in favour of the O-U model.
Under the null hypothesis of the drift model being correct, err D /σ 2 D is χ 2 distributed with n degrees of freedom. Because a Xi square variable with n d.f. has expected value n and variance of 2n, it follows that err D 2/n is a good estimator of the standard deviation of err D . If n is large, err D is close to normal. The variables err OU and err D will tend to be positively correlated, and therefore the one-sided test err D − err OU > 2err D 2/n will normally have a significance level of 2% or better.
In order to turn this into an operational algorithm, we must choose the number of points used for the test, n, and the number of training steps between the sample points, m. The choice of n is not likely to be extremely important, as long as it gives a sufficient strength for the hypothesis test, and n = 100 appears to be reasonable. The choice of m is less straight forward; if it is set too low,γ will be close to 1 andâ will be close to 0, which makes the test degenerate. This is equivalent to making the time window for the process so narrow, that an O-U process cannot be distinguished from a drift process. We therefore seek an m such thatγ < 0.9.
The idea is to generate samples of n consecutive z-points each, and stop when the given hypothesis test rejects the drift model. We would like to do without storing the sample z i , and therefore evaluate our drift-vs-OU test according to parameter estimates from previous samples. Hence, our estimateã is the total drift from the preceeding sequence of z's. Similarly,μ is the average value of the preceeding sequence. The estimateγ , however, depends on the estimatedμ, and is therefore affected by z-values from the two preceeding samples. In pseudo code, our algorithm looks like this:
The statement [update w m times] represents m steps of the online learning algorithm, with a constant step length α. The statement z = e T j w implies that the value of the j 'th component of the parameter vector is assigned to z.
As one can see, we double m whenever the estimated γ exceeds 0.9.
An Experiment
We make some experiments on a dataset of air pollution near a Norwegian highway. The dataset has seven independent variables that explain a single numeric variable of NO 2 concentration in the air. For these tests we use a data set of 250 training patterns. We use a neural net with sigmoid activation functions and 3 hidden nodes, and use a shrinkage factor of λ = 0.01. Note that we define the total error as the average square error. Some authors use the sum of square errors instead. Under this notation, our shinking factor is 2.5. An arbitrary parameter in the net was chosen for monitoring, and the initial weights were set randomly. The learning rate was α = 0.1, and n = 100. The algorithm started with m = 1. The figure below shows z as a function of time (see Figure 1 ).
Conclusion
We show that under given conditions, online learning near a local minimum is similar to a multivariate Ornstein Uhlenbeck process. This implies that the parameter Figure 1 . The figure clearly shows an initial period of drift, followed by what looks more like an O-U process. Our algorithm spots the O-U property at the end of the shown sequence. The figure indicates that one could spot the O-U property earlier, and if we had stored the sequence of z-values rather than used previous samples in the parameter estimation, the algorithm would in this case stop around 4000 iterations. Also, recall that the 2% significance level is rather conservative. state oscillates randomly around the minimum point, with a Gaussian limiting distribution.
We have also developed a simple hypothesis test that assumes a constant drift process, and attempts to reject this in favour of a 1-dimensional Ornstein Uhlenbeck model. The test works without storing the history of the learning process, which may be particularly important if one wishes to monitor many (possibly all) parameters of a large neural net.
We see several potential uses of our test, such as triggering a reduction of the learning rate, or setting the parameters to their average value over the latest sampling period. Alternatively, one may wish to terminate the learning process, or restart it from a new random starting point.
