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En este trabajo se propone la implementación de un sistema de interacción hombre-
máquina basado en técnicas de aprendizaje profundo y reconocimiento de gestos con
el fin de ayudar a niños autistas a superar los trastornos comunicativos. Para ello se
utilizará el lenguaje de Schaeffer como terapia de ayuda, mejorando así las habilida-
des comunicativas de los niños y la comprensión de las producciones del lenguaje. El
objetivo principal del sistema es enseñar a los niños la forma correcta de comunicarse
mediante gestos en combinación con la reproducción del habla. Sin embargo, el pro-
ceso de enseñanza en la realización correcta de los gestos no es sencillo. Con el fin de
mejorar la curva de aprendizaje, este sistema se ha integrado con un robot asistente so-
cial constituyendo el conjunto una eficaz herramienta de interacción hombre-máquina.
Los niños, situados delante del robot, realizarán los gestos aprendidos previamente ob-
teniendo en todo momento respuesta del mismo robot con el gesto realizado. De esta
forma y mediante el uso de estos enfoques tecnológicos, el proceso general de apren-
dizaje se ha visto mejorado aumentando al mismo tiempo el interés de los niños. En
cuanto a la realización del trabajo, inicialmente se ha realizado un estudio del estado
del arte de los últimos trabajos relacionados con el reconocimiento de gestos, al mismo
tiempo que sobre sistemas similares de robots asistentes. Seguidamente, se analizaron
los fundamentos teóricos de las técnicas de aprendizaje profundo utilizadas tal como
las redes neuronales recurrentes y modelos derivados. Como continuación, se descri-
be el sistema de reconocimiento de gestos implementando obteniendo un 93.13% de
precisión sobre un subconjunto de 25 gestos y utilizando redes recurrentes basadas en
Long Short-Term Memory. Como paso final, este sistema se ha integrado en un robot
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En este primer capítulo introduciremos el tema principal de este trabajo siendo su organi-
zación la siguiente: en la sección 1.1 desarrollaremos la idea principal. La sección 1.2 tratará
sobre la motivación existente detrás de este trabajo. Seguidamente, en la sección 1.3 elaborare-
mos un estudio del estado del arte sobre los sistemas de reconocimiento de gestos, modelado y
seguimiento de la mano y sistemas de interacción hombre-máquina. En la sección 1.4 se define la
propuesta de trabajo junto a los objetivos principales y específicos de este proyecto. Finalmente,
en la sección 1.5 haremos referencia a la estructura de este documento.
1.1. Descripción general
Actualmente, en las sociedades modernas estamos observando un crecimiento no-
table en el interés por desarrollar sistemas basados en robots sociales asistentes diseña-
dos para ayudar a personas dependientes. En el caso de los niños como pacientes, se ha
demostrado que la interacción con el robot resulta beneficiosa, aumentando el interés
de estos que al mismo tiempo agradecen la presencia de soluciones tecnológicas.
Este trabajo lo enfocaremos al problema de interacción hombre-máquina, imple-
mentando en primer lugar un sistema de reconocimiento de gestos basado en técnicas
de aprendizaje profundo. El sistema está enfocado en ayudar a los niños autistas a su-
perar los trastornos comunicativos. Para ello se ha utilizado el lenguaje de Schaeffer
como terapia del habla, mejorando así la capacidad comunicativa y la comprensión de
las producciones del lenguaje por parte de los niños. En segundo lugar, el sistema se
ha desplegado en un robot social asistente encargado de supervisar la ejecución de los
gestos por parte de los niños con el fin de reconocer cada uno de ellos y responder
mediante el habla. Con esto, tendríamos un sistema de interacción hombre-máquina
funcional diseñado específicamente para mejorar el proceso de aprendizaje de los ni-
ños con problemas de autismo.
1.2. Motivación
En este documento se presenta el trabajo realizado para demostrar los conocimien-
tos adquiridos durante el Máster Universitario en Automática y Robótica, cursado du-
rante los años 2016/2017 en la Universidad de Alicante. La motivación detrás de este
trabajo procede de diferentes fuentes.
En primer lugar, se trata de una continuación del trabajo de fin de grado realiza-
do en el marco del proyecto nacional SIRMAVED: Desarrollo de un sistema integral
robótico de monitorización e interacción para personas con daño cerebral adquirido y
dependientes (DPI2013-40534-R).
Por otra parte, este trabajo se ha realizado en el marco del proyecto nacional RETO-
GAR (RETOrno al hoGAR): sistema de mejora de la autonomía de personas con daño
1
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cerebral adquirido y dependientes en su integración en la sociedad (TIN2016-76515-R).
Para este proyecto, un sistema de reconocimiento de gestos es totalmente necesario pa-
ra la interacción hombre-máquina. El proyecto es continuación de SIRMAVED siendo
ambos sostenidos por el Ministerio de Economía y Competitividad (MEC) junto a José
García-Rodríguez y Miguel Ángel Cazorla-Quevedo como investigadores principales.
Por otro lado, este trabajo ha sido resultado de la beca de colaboración realizada en
el grupo de investigación de Informática Industrial y Redes de Computadores parte del
Departamento de Tecnología Informática y Computación (DTIC) de la Universidad de
Alicante. La colaboración ha sido supervisada por el profesor José García-Rodríguez y
sostenida económicamente por la beca “Ayudas para estudios de máster oficial e inicia-
ción a la investigación” del programa “Desarrollo e innovación para el fomento de la
I+D+i en la Universidad de Alicante”. El propósito de esta colaboración es introducir a
los estudiantes de máster en una línea de investigación, en nuestro caso enfocada hacia
técnicas de aprendizaje profundo aplicada a la visión por computador y desplegadas
en sistemas robóticos.
1.3. Estado del arte
En esta sección y para fundamentar este trabajo, se ha realizado un estudio de los
trabajos más relevantes sobre: técnicas de modelado articulado y seguimiento de la
mano, sistemas de reconocimiento de gestos y sistemas de interacción hombre-máquina.
El reconocimiento de gestos es considerado un amplio campo de investigación en
el cual se agrupan una gran serie de técnicas y soluciones diferentes. Un gesto se puede
relacionar con diferentes partes del cuerpo tal como los brazos, las manos y los ojos. No
obstante, son las manos y los brazos las partes del cuerpo más utilizadas para enrique-
cer las comunicaciones verbales dada su gran expresividad, flexibilidad y libertad de
movimiento. Este hecho justifica el uso de los gestos de las manos y los brazos en las
aplicaciones de interacción hombre-máquina.
Definimos un gesto como el movimiento físico de las manos, brazos, ojos o cual-
quier parte del cuerpo realizado con el propósito de transmitir información o signifi-
cado. Un gesto simboliza o representa un mensaje posibilitando así una comunicación
entre dos o más participantes. Sin embargo, según su naturaleza y la presencia de mo-
vimiento, los gestos se pueden clasificar en dinámicos o estáticos. Haciendo referencia
a los gestos de la mano, un gesto estático es caracterizado por la posición y orientación
de la mano en el tiempo sin presencia de movimiento, siendo esto último, propio de
los gestos dinámicos. Según el tipo de gesto se utilizan técnicas y aproximaciones di-
ferentes por lo que este trabajo lo enfocaremos al reconocimiento de gestos dinámicos,
concretamente al problema de interacción hombre-máquina utilizando el lenguaje de
Schaeffer.
La visión por computador aplicada al reconocimiento de gestos ha sido considera-
da una alternativa muy prometedora a los métodos tradicionales basados en guantes u
otros sistemas mecánicos [1]. En los primero sistemas de reconocimiento de gestos, la
posición y el seguimiento del movimiento de la mano se calculaba a partir de imágenes
obtenidas de cámaras RGB. Aunque estas nuevas aproximaciones ofrecen la posibili-
dad de una interacción más natural, ciertas limitaciones tal como las oclusiones y las
condiciones adversas de la iluminación entre otras, convierten el proceso de reconoci-
miento y modelado de la mano en una tarea desafiante. Utilizando fuentes de infor-
mación adicionales tales como los mapas de profundidad, ciertas limitaciones expues-
tas anteriormente tales como la variabilidad de la iluminación en las escenas dejarían
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de significar un problema. Esto ha sido posible gracias a la aparición de las cámaras
RGB-D de bajo coste tales como el sensorMicrosoft Kinect permitiendo nuevos avances
y métodos más robustos. El sensor Kinect nos proporciona información de profundi-
dad, imágenes de color en alta resolución y la funcionalidad de detección y seguimien-
to del esqueleto humano (skeletal tracking). Estas nuevas fuentes de información han
permitido el desarrollo de sistemas más estables y precisos.
1.3.1. Modelado articulado y seguimiento de la mano
Utilizando datos adquiridos mediante la cámara Kinect, Oikonomidis et al. [2] pre-
sentó un método generativo (basado en el modelo) para afrontar el problema del se-
guimiento 3D de las articulaciones de la mano de forma eficiente (ver Figura 1.1). Los
autores formularon esta aproximación como un problema de optimización resueltome-
diante una variante de optimización por nube de partículas (en inglés: Particle Swarm
Optimization (PSO)) y acelerando al mismo tiempo las partes críticas del método so-
bre unidades de procesamiento gráfico (en inglés: Graphics Processor Units (GPUs)). El
seguimiento de la mano comienza con un modelo inicial conocido (inicialización ma-
nual) demostrando experimentalmente un funcionamiento robusto y preciso a 15Hz.
No obstante, el problema de los modelos generativos es la dependencia entre fotogra-
mas, afectando así en la recuperación de situaciones de error.
(a) (b) (c) (d) (e)
Figura 1.1: Ilustración gráfica del método propuesto por Erol et al.
[1]. Observamos una imagen RGB de la Kinect (a) con su mapa de
profundidad correspondiente (b). La mano es segmentada por color
y profundidad (c) y seguidamente ajustada al modelo (d) obteniendo
el resultado de una mano articulada completa (e). Figuras extraídas
de [2].
En contraposición a la alta complejidad de cómputo existente en la mayoría de los
métodos hasta la fecha, se ha comprobado que el seguimiento articulado detallado de
la mano humana en tiempo real es también posible solamente sobre CPUs sin uso de
GPUs. Esto es utilizando un modelo de superficie diferenciable combinado con una
nueva función de energía [3] continuamente optimizadas sobre la pose y corresponden-
cias. La sencillez del modelo hace posible la aplicación del método de Levenberg co-
mo optimización no lineal disminuyendo considerablemente la capacidad de cómputo
necesaria. Observamos la rapidez de la convergencia hacia la solución deseada en la
Figura 1.2. Los resultados obtenidos en la experimentación son caracterizados por una
superioridad notable en términos de precisión, estabilidad y eficacia frente a los méto-
dos disponibles hasta la fecha.
La literatura sobre el modelado articulado de las manos es muy extensa teniendo
como base los trabajos de Oikonomidis et al. [4], [5] entre otras publicaciones [6]-[9].
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(a) (b)
Figura 1.2: (a) Convergencia del modelo de la mano hacía un mínimo
global optimizando una función de energía. Observamos la rapidez
en la convergencia, necesitando solamente una iteración para corregir
el modelo de forma notable. La primera iteración ya indica el éxito o
fracaso de la optimización. (b) Utilización del sistema en escenarios
interactivos demostrando su precisión, fiabilidad y eficiencia. Figuras
extraídas de [3]
1.3.2. Sistemas de reconocimiento de gestos
El reconocimiento continuo de gestos sigue siendo un problema complejo abierto y
un reto para los investigadores debido a la naturaleza multimodal de las señales visua-
les implicadas tal como los movimientos de los dedos, labios, expresiones faciales, pose
del cuerpo, etc. Con el fin de promover el progreso de la investigación en este campo,
se ha organizado en diferentes ocasiones una competición llamada ChaLearn Looking at
People [10], [11] a raíz de la cual se han publicado diferentes sistemas de reconocimiento
de gestos que utilizaremos para fundamentar gran parte de este trabajo. El propósito
de todos los sistemas es el reconocimiento de 20 gestos del lenguaje de signos en lengua
italiana realizados por 27 usuarios en diferentes situaciones. Para ello se ha publicado
un conjunto de datos de vídeo extenso grabado mediante la cámara Microsoft Kinect
v1 y proporcionado como datos: imágenes RGB, información de profundidad, el mo-
delo del esqueleto, audio y la máscara del usuario. Una muestra del dataset se puede
observar en la Figura 1.3. Entre las soluciones presentadas encontramos tanto sistemas
basados en aprendizaje profundo, como en otras aproximaciones más tradicionales que
analizaremos a continuación.
(a) (b) (c) (d)
Figura 1.3:Muestra del conjunto de datos Chalearn conteniendo: ima-
gen RGB (a), información de profundidad (b), máscara del usuario (c)
y modelo del esqueleto (d). Figuras extraídas de [10], [11].
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Wu et al. [12] ha presentado un sistema basado en una combinación ponderada
de dos clasificadores, cada uno utilizando entradas de datos diferentes. El clasificador
principal utiliza características audio y se basa en el modelo oculto de Márkov [13] (en
inglés: Hidden Markow Model (HMM)). Por otra parte, el clasificador secundario utiliza
datos del esqueleto limitándose a cuatro posiciones de articulaciones en el espacio 3D
(los codos y las muñecas), obteniendo así, un vector de características de 12 dimensio-
nes. Como técnica de clasificación se ha utilizado Dynamic Time Warping (DTW) [14].
Hablamos de clasificador principal y secundario dado que en la experimentación se ha
encontrado una diferencia notable de rendimiento siendo mejor el clasificador basado
en audio. Esto indica claramente la posibilidad de mejora en el caso del clasificador
basado en el esqueleto ya que solamente utiliza las posiciones en el espacio 3D sin con-
templar el procesamiento de los datos y la utilización de otras características tal como
veremos en otras propuestas.
Inspirándose en la técnica de boosting [15] y bayesian co-training [16], el mismo au-
tor ha presentado un método definido como Bayesian Co-Boosting training framework en
el cual se utilizan múltiples clasificadores HMM débiles [17]. Con la combinación o
boosting de todos los clasificadores débiles se conseguirá un clasificador fuerte aprove-
chando información de diferentes fuentes. Experimentalmente y utilizando el conjunto
de datos ChaLearn los autores han reportado un resultado de 97.63% en términos de
precisión.
Basándose en la misma técnica de boosting, Monnier et al. [18] presentó un sistema
creado a partir de clasificadores débiles (uno por cada tipo de gesto) utilizando diferen-
tes fuentes de información agrupadas bajo una ventana deslizante. Para la extracción
de características utilizaron información de color, profundidad y esqueleto humano. Se
utilizaron concretamente 9 posiciones de articulaciones de la parte superior del esque-
leto junto a ángulos y distancias euclidianas entre las mismas, rotaciones, velocidades
(derivadas instantáneas) y descriptores HOG [19] de la mano. Las características se han
extraído a diferentes escalas temporales para conseguir un sistema invariante a la dura-
ción de los gestos. Con el fin de reducir la variabilidad entre los sujetos, las posiciones
de las articulaciones se normalizaron de acuerdo a al longitud del torso (distancia en-
tre las caderas y la base del cuello). En la experimentación utilizando el conjunto de
datos ChaLearn se ha reportado una puntuación IoU de 0.8339. En este trabajo hemos
observado el uso de características basadas en la pose. La estimación de la posición con
características basadas en la pose (distancias entre plano y articulación, características
de velocidad, cálculo de normales de un plano, etc.) son beneficiosas para la tarea de re-
conocimiento de gestos demostrando experimentalmente su superioridad con respecto
a las características de apariencia a bajo nivel [20].
Hasta ahora hemos analizado sistemas basados en técnicas de clasificación tradi-
cionales como DTW, HMM, entre otras. No obstante, modelos más complejos como las
redes neuronales convolucionales (en inglés: Convolutional Neural Networks (CNNs))
también se han aplicado al reconocimiento de gestos multimodales [21]. En este caso,
el proceso de extracción de características está implícito en el modelo de clasificación y
se realiza mediante convoluciones. En este trabajo no se emplean directamente CNNs
por lo que no se explican explícitamente dado que su funcionamiento no es trivial. La
arquitectura del modelo consiste principalmente en dos CNNs de tres capas de profun-
didad, utilizando una de ellas para la extracción de características de la mano mientras
que la otra para la parte superior del esqueleto. Las salidas de las CNNs se concatena-
rán utilizando una red neuronal artificial (en inglés: Artificial Neural Network (ANN))
tradicional que finalmente tendrá como salida los 20 gestos que el sistema es capaz de
reconocer. La Figura 1.4 representa más en detalle la arquitectura de este sistema.
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Figura 1.4: Arquitectura compuesta por dos CNNs funcionando en
paralelo con datos de entrada y propósito diferentes. La clasificación
se realiza mediante una ANN que utilizará como datos de entrada las
salidas de las CNNs. Figura extraída de [21].
Para el entrenamiento se utilizaron técnicas de data augmentation y dropout [22] con el
fin de evitar el sobreajuste (en inglés: overfitting) de las redes y no reducir la capacidad
de generalización frente a datos nuevos de entrada.
El modelo ganador de la prueba de reconocimiento de gestos ChaLearn Looking at
People Challenge edición 2014, fue unmétodo también basado en arquitecturas de apren-
dizaje profundo [23]. Por una parte, para caracterizar la pose articulada del cuerpo en
cada instante, los autores han diseñado un descriptor basado en los datos del esquele-
to. Para ello han utilizado 11 posiciones 3D de articulaciones de la parte superior del
cuerpo obteniendo características como: posiciones de las articulaciones invariantes a
escala y a localización en la escena, velocidades y aceleraciones en las articulaciones,
ángulos de inclinación, azimut, de flexión y por último, distancias entre puntos. Por
otra parte, se utilizaron dos CNNs con vídeos (de intensidad y profundidad) como
entrada aportando información adicional sobre las formas y dinámicas de las manos
derecha e izquierda con el fin de discriminar mejor entre los gestos realizados con po-
ses similares del cuerpo. En la Figura 1.5 podemos observar la estructura del modelo
aplicado a datos de entrada formateados según una escala temporal determinada (una
duración de gesto en concreto).
Por último, el modelo representado en la Figura 1.5 se ejecuta en paralelo sobre
datos de entrada formateados a 3 escalas temporales diferentes con el fin de que el
sistema resultante sea invariante a la duración de los gestos (ver Figura 1.6). El mejor
resultado obtenido en puntuación IoU ha sido de 0.8500, siendo el mejor resultado de la
competición seguido de la solución propuesta por Monnier et al. [18]. Intersection over
Union (IoU) también conocido como índice de Jaccard, es una métrica de evaluación
utilizada para medir la precisión de un clasificador basada en el grado de similitud
existente entre dos conjuntos, sea cual sea el tipo de elementos.
En el desarrollo de este apartado, hemos observado soluciones basadas en métodos
tradicionales y también en aprendizaje profundo implementando CNNs y ANNs. No
obstante, los conjuntos de datos utilizados en el reconocimiento de gestos dinámicos
presentan una naturaleza secuencial haciendo interesante el uso de redes neuronales
recurrentes (en inglés:Recurrent Neural Networks (RNNs)) ymodelos derivados tal como
Gated Recurrent Unit (GRU) RNN [24] y Long Short-TermMemory (LSTM) RNN [25]. Estos
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Figura 1.5: Sistema basado en dos CNNs (para extraer características
de las manos) y un extractor de características de pose ejecutadas en
paralelo. Las salidas de la primera capa se fusionan en la segunda ca-
pa del modelo mediante un perceptrón multicapa (en inglés: MLP)
obteniendo el gesto reconocido como salida en la última capa del mo-
delo. Figura extraída de [23].
Figura 1.6: Ejecución paralela demodelo representado en la Figura 1.5
sobre datos de entrada formateados a 3 escalas temporales diferentes.
Figura extraída de [23].
modelos derivados los cuales trataremos en profundidad a lo largo de este trabajo han
sido diseñados para tener una memoria persistente capturando dependencias a largo
plazo y solucionando los problemas de las RNN.
Neverova et al. presentó un modelo basado en RNNs utilizando como entrada in-
formación de profundidad, esqueleto y audio [26]. El sistema opera a dos escalas tem-
porales diferentes, por un lado agrupando un número pequeño de fotogramas con-
secutivos en bloques (definidas por el autor como "poses dinámicas"), y por otro lado,
modelando secuencias temporales más largas con los bloques utilizando RNNs. En este
caso, la información de profundidad se utilizará para extraer características (mediante
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CNNs) de las manos previamente segmentadas con ayuda de la información del esque-
leto para localizarlas en la escena. A partir de la información del esqueleto se extraen
también, 139 características entre las que encontramos: 9 ángulos de inclinación y de
orientación con respecto al origen de coordenadas (centro de las caderas del esqueleto),
11 ángulos con respecto a la cámara y por último, la distancia entre pares de articula-
ciones del esqueleto. En cuanto a la información audio, esta se procesará utilizando una
técnica de localización de palabras limitando cada gesto a un vocabulario determina-
do. Las "poses dinámicas"se clasificarán utilizando MLPs empleando los resultados de
las mismas como entradas a la RNN que modelará una secuencia temporal larga. La
arquitectura implementada está gráficamente representada en la Figura 1.7.
Figura 1.7:Modelo operando a dos escalas temporales diferentes. En
primer lugar, mediante los MLPs se clasifican los bloques reducidos
de fotogramas consecutivos creados a partir de la información de en-
trada. Los resultados de las clasificaciones se fusionan finalmente me-
diante una RNN que modelará una secuencia temporal larga a partir
de los bloques con secuencias cortas. Figura extraída de [26].
La expansión y el uso generalizado de la tecnología ponible de la que destacamos
en particular los relojes y pulseras inteligentes, impulsó aún más la investigación y
creación de aplicaciones basadas en el reconocimiento de gestos. Shin [27] propuso dos
modelos diferentes utilizando la información obtenida de estos dispositivos junto a re-
des LSTMs y CNNs. Para la experimentación se han utilizado dos conjuntos de datos,
uno basado en secuencias de imágenes y otro conteniendo datos del acelerómetro en los
3 ejes. Para la secuencia de imágenes, un modelo CNN-LSTM con tres convoluciones
ha sido propuesto. La forma de los datos de entrada son vectores de 3072 dimensiones
(imágenes RGB con un tamaño de 32x32 píxeles). Para procesar los datos de acelera-
ción, se ha utilizado unmodelo basado en redes LSTMs obteniendo como salida uno de
los 8 gestos contemplados. Se ha reportado una tasa de clasificación errónea del 22.79%
para el modelo probado con secuencias de imágenes y 11.43% para el modelo basado
en redes LSTMs usando datos de aceleración.
Basándose en el éxito reciente de las CNNs en el problema del reconocimiento de
gestos, un innovador clasificador CNN 3D recurrente (en inglés: Recurrent 3D Convo-
lutional Neural Network (R3DCNN)) para el reconocimiento de gestos dinámicos multi-
modales fue propuesto por Molchanov et al. [28]. El modelo consiste en una 3D-CNN
profunda para la extracción de características espacio-temporales, una capa recurrente
para el modelado temporal global y una capa softmax para predecir las probabilidades
de los gestos a clasificar. La estructura del modelo está representada en la Figura 1.8.
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Figura 1.8: Representación del modelo R3DCNN. Las entradas al sis-
tema son secuencias cortas de fotogramas de vídeo ct de las cuales
extraeremos características locales espacio-temporales, ft. Las carac-
terísticas extraídas serán las entradas a la RNN que se encargará de
modelar los datos a escalas temporales mayores. Las salida consiste
en una capa softmax que estimará las probabilidades por cada clase
de gesto. En el entrenamiento se ha utilizado CTC como función de
coste. Figura extraída de [28].
Los datos de entrada son vídeos divididos en secuencias de un tamaño determi-
nado, etiquetadas offline. EL modelo utiliza dos funciones de coste: función de vero-
similitud negativa (en inglés: negative log-likelihood) para todo el vídeo y Connectionist
Temporal Classification (CTC) para etiquetar correctamente el núcleo del gesto. Además
de realizar experimentos sobre un conjunto de datos propio, este modelo fue probado
con el conjunto de datos ChaLearn alcanzando un 98.2% de precisión utilizando datos
de color, profundidad y flujo óptico. Se trata del mejor resultado obtenido hasta la fecha
por delante de la solución propuesta por Pigou et al. [29].
1.3.3. Sistemas de interacción hombre-máquina
En esta apartado analizaremos los sistemas de interacción hombre-máquina que in-
tegran sistemas de reconocimiento de gestos similares a los analizados en la sección
anterior. Actualmente en las sociedades modernas estamos observando un crecimien-
to en el interés de desarrollar sistemas basados en robots sociales asistentes diseñados
para ayudar a personas dependientes. El proceso de rehabilitación en la mayoría de
los casos es a largo plazo e implica asistir periódicamente a los pacientes quedando
demostrada en esta situación la eficiencia de los robots asistentes [30]. No obstante, la
asistencia prestada conlleva una situación de interacción con el paciente, justificando
así el uso de sistemas de reconocimientos de gestos como también de reconocimiento
del habla con fines comunicativos. En el caso de los niños como pacientes, la inter-
acción con el robot resulta beneficiosa aumentando el interés de estos que al mismo
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tiempo agradecen la posibilidad de disponer de estas soluciones tecnológicas [31], [32].
Por otro lado, los sensores RGB-D comoMicrosoft Kinect que disponen de la funcionali-
dad de detección y seguimiento del esqueleto humano han demostrado una precisión
suficiente para su utilización en aplicaciones de rehabilitación e interacción con pacien-
tes; siendo una alternativa excelente frente a sistemas profesionales más complejos y de
un coste económico elevado [33].
Un ejemplo de un sistema robótico flexible para la rehabilitación de personas de-
pendientes fue propuesto por Donoso et al. [34]. El sistema integra un sensor 3D Mi-
crosoft Kinect v2 utilizado para la detección de personas y de gestos. En cuanto a la
detección de gestos el sistema es capaz de reconocer 11 gestos del lenguaje de Schaef-
fer con la misma finalidad propuesta en este trabajo. El sistema de detección de gestos
utilizado es una versión preliminar de este trabajo basada en el uso de Dynamic Ti-
me Warping (DTW) como modelo de clasificación. Como continuación y mediante el
empleo de modelos de aprendizaje profundo intentaremos mejorar su funcionamiento.
Gesture Understanding and Human-Robot Interaction (GUHRI) es otro sistema de inter-
acción hombre-máquina [35], basándose en el reconocimiento de 12 gestos realizados
empleando la parte superior del cuerpo humano. El robot contesta mediante movi-
mientos del cuerpo, expresiones faciales y producciones lingüísticas de forma simultá-
nea. Con el fin de mejorar el bienestar de las personas de tercera edad, Koceski et al.
[36] presentó un sistema robot de telepresencia diseñado para ofrecer asistencia en las
actividades diarias y para facilitar la interacción social con el fin de combatir el aisla-
miento social. En el trabajo se presenta también un estudio de aceptación por parte de
los usuarios siendo en este caso positivo.
Para más información acerca de sistemas basados en robots para la interacción con
personas, existen diferentes estudios que recogen todos los sistemas enfocados a la in-
teracción hombre-máquina más relevantes hasta sus fechas de publicación correspon-
dientes [37]-[39].
1.3.4. Discusión
Analizando el estado del arte y en cuanto a los sistemas de reconocimiento de ges-
tos, destacamos una mejora en términos de rendimiento de las soluciones basadas en
redes profundas frente a las demás propuestas. La mayor cantidad de información dis-
ponible ha permitido la aplicación de estas técnicas. Por lo tanto, nos enfocaremos en la
aplicación de las RNNs a nuestro problema para mejorar los resultados obtenidos con
DTW.
Por otra parte y con respecto a las técnicas utilizadas en el modelado y seguimiento
de las articulaciones de la mano, los resultados de los sistemas propuestos son sobresa-
lientes en términos de robustez, estabilidad, precisión y funcionamiento en tiempo real.
No obstante, la oclusión en losmovimientos sigue siendo un problema fundamental sin
resolver.
Por último y en cuanto a los sistemas de interacción hombre-máquina, la tendencia
a integrar este tipos de sistemas en la sociedad con fines de asistencia social es cada vez
mayor. Destacamos un número elevado de sistemas asistentes disponibles aplicados a
todo tipo de usuarios, desde niños hasta personas de tercera edad. Por ello, integrare-
mos nuestro sistema de reconocimiento de gestos en un robot social asistente.
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1.4. Propuestas y objetivos
En este trabajo proponemos la implementación de un sistema de reconocimiento de
gestos utilizando RNNs como técnica de aprendizaje profundo. El sistema reconocerá
un subconjunto de 25 gestos del lenguaje de Schaeffer utilizado en la comunicación de
niños autistas. Para ello se utilizará en una primera aproximación, el sensor Microsoft
Kinect v2 junto a su funcionalidad de obtener el esqueleto humano (skeletal tracking).
A partir de esta información, se diseñará una serie de características para describir
los gestos, siendo estas las entradas al sistema en forma de vectores agrupados bajo
una ventana deslizante. Por último, el sistema de reconocimiento de gestos después
de analizar experimentalmente su funcionamiento, se desplegará en un robot social
asistente que se encargará de responder a los gestos realizados por los niños con el
nombre del gesto realizado, bien sea por voz o mediante su pantalla. Para cumplir con
la propuesta del trabajo, se han establecido los siguientes objetivos:
Analizar los sistemas existentes: tanto de reconocimiento de gestos como de inter-
acción hombre-máquina con el fin de justificar los fundamentos de este trabajo.
Analizar en profundidad las bases y el funcionamiento de las RNNs. Antes de imple-
mentar el sistema, es fundamental conocer los principios de funcionamiento de
las RNNs. Por ello, realizaremos un análisis exhaustivo de está técnica de apren-
dizaje profundo.
Diseñar y extraer las características necesarias para discriminar correctamente entre los
gestos. Es importante analizar cada gesto en particular con el fin de observar ca-
racterísticas relevantes a la hora de diferenciarlo con los demás gestos. Para ello se
tratará en detalle cada una de las características extraídas del conjunto de datos.
Verificar experimentalmente el sistema de reconocimiento de gestos. Consideraremos
esencial verificar el correcto funcionamiento del sistema antes de integrarlo con
el robot asistente. Para ello realizaremos una serie de experimentos que recogere-
mos en este documento.
Integrar/Desplegar el sistema en el robot social asistente. Se trata del último paso para
obtener el sistema de interacción hombre-máquina final. El funcionamiento del
robot no es trivial por lo que se necesitará un estudio previo. Además, el robot
no dispone de un sensor Microsoft Kinect v2 por lo que se necesitará buscar una
alternativa para obtener los datos del esqueleto.
1.5. Estructura
Expuesto el estado del arte y las propuestas y objetivos de este trabajo, el resto de
documento se estructura tal como: en el capítulo 2 se tratarán las redes basadas en
aprendizaje profundo que se utilizarán en este trabajo, en el capítulo 3 se describirá en
detalle el sistema de reconocimiento de gestos, en el capítulo 4 se tratará el sistema de
interacción hombre-máquina resultante de la integración del sistema de reconocimien-





En este capítulo se describirán los modelos de aprendizaje profundo utilizados en este tra-
bajo. Se empezará con una pequeña introducción en donde se hará referencia a la evolución de
estos modelos 2.1. Seguidamente, se definirá en detalle las arquitecturas básicas de las redes 2.2
tratando al mismo tiempo sus problemas y explicando las posibles soluciones 2.3. Se finaliza-
rá el capítulo enumerando las áreas de aplicación más exploradas utilizando estas técnicas 2.4
además de unas breves conclusiones 2.5.
2.1. Introducción
Existen dos modelos fundamentales que aparecen constantemente en todo trabajo
relacionado con el aprendizaje profundo: las redes neuronales recurrentes (en inglés:
Recurrent Neural Networks (RNNs)) [40] diseñadas para reconocer patrones en datos
secuenciales (x(1), . . . , x(n)), y las redes neuronales convolucionales (en inglés: Convo-
lutional Neural Networks (CNNs)) [41] especializadas en procesar datos matriciales tal
como imágenes. Al igual que las CNNs pueden procesar imágenes de tamaño variable
(anchura y altura), las RNNs se pueden escalar a secuencias de datos más largas y de
tamaño variable. Las RNNs tienen un gran potencial y son aplicables incluso a imá-
genes, que se pueden descomponer en una serie de regiones más pequeñas y que se
puedan tratar como una secuencia en el espacio 2D.
Analizando las redes neuronales tradicionales, todas sus entradas y salidas son in-
dependientes entre sí. En muchas tareas tal como la traducción automática, necesita-
mos de alguna forma mantener relacionadas cada una de las palabras en el texto ya
que aisladas perderían significado. Para predecir la siguiente palabra en una oración
es necesario conocer las palabras anteriores. En este tipo de problemas, al igual que
en el reconocimiento de gestos dinámicos, es donde observaremos todo el potencial de
las RNNs. Estas redes se denominan recurrentes porque realizan la misma tarea para
cada elemento de una secuencia, obteniendo una salida teniendo en cuenta los cálculos
anteriores. Podríamos pensar que estas redes tienen una “memoria” que captura infor-
mación sobre lo que se ha calculado hasta ahora. En teoría, las RNNs pueden hacer uso
de la información en secuencias arbitrariamente largas, pero en la práctica se limitan a
mirar hacia atrás sólo unos pocos pasos. Este es un problema común que tiene solución
y que trataremos más adelante en este documento.
A lo largo de este capítulo trataremos en detalle el funcionamiento de las RNNs,
hablaremos sobre las diferentes arquitecturas existentes, sobre el proceso de entrena-
miento, técnicas y prácticas de optimización y aplicaciones entre otras. La información
ha sido extraída de diferentes fuentes [42]-[45].
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2.2. Arquitectura de una RNN
Para explicar el funcionamiento de una RNN, utilizaremos el problema de la traduc-
ción automática. No obstante, en el siguiente capítulo, aplicaremos las RNNs a nues-
tro sistema de reconocimiento de gestos. Existen diferentes arquitecturas de RNN que
analizaremos más adelante según el problema que se quiera abordar. No obstante, la
arquitectura básica de una RNN desplegada o desenrollada en el tiempo se muestra en
la Figura 2.1.
Figura 2.1: Arquitectura básica de una RNN y su despliegue en el
tiempo con sus correspondientes cálculos involucrados hacia adelan-
te (forward propagation). Figura extraída de [46].
Cuando nos referimos a una RNN desenrollada en el tiempo simplemente quere-
mos decir que escribimos la red para la secuencia completa de entrada. Por ejemplo,
si tenemos secuencias de entrada formadas por 3 palabras, la RNN se desenrollará en
una red neuronal de 3 capas, considerando una capa por cada palabra tal como en el
caso de la Figura 2.1. A continuación trataremos cada uno de los cálculos involucrados
en la etapa de forward propagation, donde el flujo de datos y operaciones comienza con
las entradas y acaba en las salidas. En la Figura 2.1 observamos:
xt es la entrada en el paso de tiempo t. Por ejemplo, x1 puede ser la entrada
correspondiente a la segunda palabra de una oración, o en nuestro caso, la entra-
da correspondiente al conjunto de vectores de características que identifican una
parte de un gesto realizado.
st es el estado oculto en el paso de tiempo t. Es la “memoria” de la red y se calcula
en base a los estados ocultos previos y las entradas en el paso de tiempo actual t
tal como: st = f(U ·xt+W ·st−1). La función f es generalmente una no linealidad
tal como tanh oReLu. Por otra parte, s−1 que se necesitará para calcular el primer
estado oculto, se inicializará a cero.
ot es la salida al paso de tiempo t. Por ejemplo, si necesitamos predecir la siguiente
palabra en una oración, ot será un vector de probabilidades de todas las palabras
del vocabulario utilizadas, tal como: ot = softmax(V · st).
Antes de seguir con las explicaciones enumeraremos una serie de conclusiones para
asentar los conocimientos adquiridos hasta ahora:
Tal como dijimos, podemos relacionar st de la red como su “memoria” que captu-
ra información de los cálculos realizados en las etapas anteriores. En base al valor
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de st y a la entrada xt calcularemos la salida ot. No obstante, la “memoria” de la
red se ha demostrado que está limitada a unos pocos pasos temporales.
A diferencia de cualquier otra arquitectura de aprendizaje profundo que utili-
za diferentes parámetros en cada capa, en el caso de las RNNs los parámetros
(U, V,W de la Figura 2.1) son compartidos por todas las capas de la red. Esto
refleja el hecho de que estamos realizando la misma tarea en cada paso simple-
mente utilizando entradas diferentes. A nivel de implementación y capacidad de
cómputo es una gran ventaja dado que el número de parámetros es más reducido,
además de que el uso de memoria es directamente proporcional a la complejidad
de la red y número de variables.
Tal como dijimos, según el problema que se quiera abordar, utilizaremos diferen-
tes arquitecturas de RNNs en las que varían el número de entradas/salidas y en
algunos casos también la forma de computar el estado interno. En la Figura 2.1
observamos salidas en cada paso de tiempo. Esta arquitectura se denomina many
to many y se caracteriza por tener el mismo número de entradas, salidas y estados
internos. Esta arquitectura se podría utilizar por ejemplo para clasificar los foto-
gramas de un vídeo. La característica principal de una RNN es su estado interno
que capturará la información acerca de la secuencia.
Una limitación importante tanto de las CNNs como de las RNNs está en el tamaño
fijo de los vectores de entrada (por ejemplo, una imagen). Además, las salidas con las
probabilidades de las diferentes clases también tendrá un tamaño fijo, al igual que los
pasos utilizados en la computación (por ejemplo, el número de capas del modelo). La
esencia de las RNNs tal como dijimos consiste en la operación sobre secuencias de
vectores como entrada, salida o ambos. Según la aplicación de la RNN su estructura
puede variar tal como observamos en la Figura 2.2.
Figura 2.2: Arquitecturas de RNNs más utilizadas según el problema
a aplicar. Cada rectángulo representa un vector mientras que las fle-
chas representan funciones u operaciones tales como multiplicación
de matrices. Los vectores de entrada están representados por el color
rojo, las salidas en azul y en verde el estado interno o memoria de las
RNNs [45].
En la Figura 2.2 desde izquierda a derecha tendríamos:
One to one: procesamiento sin RNN, desde entradas a salidas de tamaño fijo. Se
utiliza en clasificación de imágenes.
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One to many: observamos más salidas que entradas. En este caso tenemos una
entrada que puede ser una imagen, mientras que la salida puede ser un conjunto
de palabras. Esta arquitectura se puede utilizar en generación de descripción de
imágenes.
Many to one: en contraposición a la arquitectura anterior, en este caso tendríamos
solamente una salida obtenida en base a más de una entrada. Las entradas pue-
den ser oraciones a partir de las cuales decidir si expresa un sentimiento negativo
o positivo. Esto se puede aplicar al análisis de sentimientos (en inglés: sentiment
analysis).
Many to many: tendremos secuencias tanto de entrada como de salida. Observa-
mos dos arquitecturas de este tipo. La primera de ellas con más estados internos
que la segunda. Esto es básicamente porque la primera se aplica a problemas de
traducción automática donde es necesario analizar la entrada completa antes de
obtener una salida. En el caso de la segunda arquitectura, tendremos una salida
por cada elemento de la secuencia de entrada. Esto se aplica a la clasificación de
vídeo donde se pretende clasificar cada fotograma.
En nuestro caso utilizaremos la arquitectura many to one dado que tendremos como
entrada una secuencia de vectores de características de las cuales intentaremos clasifi-
car solamente el último elemento de la secuencia en base a los elementos anteriores.
2.3. El problema de las dependencias a largo plazo
Entrenar una RNN es similar al entrenamiento de un perceptrón multicapa (en in-
glés: Multi-Layer Perceptron (MLP)) o red neuronal artificial tradicional. Utilizamos el
mismo proceso de propagación hacia atrás (en inglés: backpropagtion), pero con ciertas
matices. Los parámetros en las RNNs son compartidos por todos los instantes tempo-
rales considerados por la red. Esto implica que el gradiente en un instante temporal
depende no solamente de la entrada actual, sino también de la computación realizada
en los instantes anteriores. Por ejemplo, para calcular el gradiente en el instante t = 3
necesitaríamos los gradientes en los instantes t = 1 y t = 2 para así sumarlos. Esto es lo
que se denomina Backpropagation Through Time (BPTT) [47]. Los problemas aparecen
a la hora de modelar un largo número de instancias temporales utilizando las RNNs
básicas, también conocidas como vanilla RNNs. En esta situación el valor del gradiente
puede explotar o desvanecerse, no obstante, en la literatura existen soluciones tal como
las redes LSTM o basadas en GRUs. Estos problemas han sido analizados en profun-
didad por Bengio et al. [48] y Hochreiter en su tesis doctoral, también creador de las
redes LSTMs. A continuación analizaremos en profundidad dos tipos de RNN capaces
de manejar dependencias a largo plazo.
2.3.1. Redes Long Short-TermMemory
Las redes Long Short-Term Memory (LSTM) son una versión adaptada de las va-
nilla RNNs capaces de modelar dependencias a largo plazo. La primera versión fue
introducida por Hochreiter y Schmidhuber [25], no obstante, a lo largo del tiempo el
prototipo inicial fue mejorado por diferentes autores aplicando el modelo a sus respec-
tivos problemas. Esto ha hecho que actualmente, las redes LSTMs sean ampliamente
utilizadas. Las LSTMs se han diseñado explícitamente para evitar el problema de las
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dependencias a largo plazo, no con el fin de corregirlo. Recordar la información duran-
te largos períodos de tiempo es básicamente su comportamiento por defecto. Todas los
modelos basados en las RNNs tienen la forma de una cadena de módulos repetitivos
de una red neuronal. En otras palabras, sería como aplicar una ANNpor cada elemento
de la secuencia y juntar de alguna forma los resultados obtenidos. En las RNNs están-
dar o vanilla RNNs la estructura del módulo repetitivo será muy simple consistiendo
solamente en una capa única con la función de activación tanh (Ver Figura 2.3).
Figura 2.3: Estructura de una vanilla RNN en la que podemos visua-
lizar el módulo repetitivo llamado A y su estructura interna sencilla
basada en una función de activación tanh. Figura extraída de [44]
Con las redes LSTMs y las basadas en GRUs la estructura interna de los módulos
repetitivos es más compleja y diferente. En el caso de las primeras, en lugar de tener
solamente una capa de red neuronal, tendrán cuatro capas interactuando de una forma
especial. Su estructura es la representada en la Figura 2.4.
Figura 2.4: Estructura de una red LSTM en la que podemos visuali-
zar el módulo repetitivo llamado A y su estructura interna compleja
basada en cuatro capas representadas por los rectángulos amarillos.
En rosa se representan las operaciones puntuales (por ejemplo, suma
de vectores), mientras que las flechas representan el flujo de informa-
ción. Una bifurcación de las flechas representaría una copia del flujo
de datos hacia dos direcciones diferentes, mientras que una confluen-
cia de las mismas representaría una concatenación de la información
en una única dirección. Figura extraída de [44]
La parte más importante de las LSTMs es el estado interno de la celda representado
por la línea horizontal en la parte superior de la estructura de la celda tal como se puede
observar en la Figura 2.5.
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Figura 2.5: Representación del estado interno de la celda siendo este
como una cinta transportadora que se ejecuta directamente en toda la
cadena teniendo en cuenta solamente algunas pequeñas interacciones
lineales representadas en rosa. Es muy fácil que la información fluya
a lo largo sin cambios. Figura extraída de [44]
Mediante unas estructuras llamadas puertas, la red tiene la habilidad de añadir o
eliminar información del estado interno. Las puertas serían las encargadas de dejar
pasar la información y se componen de una capa de red neuronal sigmoide y una ope-
ración punto a punto de multiplicación. La capa sigmóide da salida a números entre
cero y uno, describiendo cuánto de cada componente debe dejarse pasar. Un valor de
cero significa “no dejar pasar” mientras que el valor de uno significa “deja pasar todo”.
Una red LSTM tiene concretamente tres tipos de puertas para controlar y proteger el
estado interno de la celda.
A continuación detallaremos el flujo de la información a través de las celdas LSTMs.
El primer paso de la celda consiste en decidir que información se va a desechar. Esta
decisión es tomada por una capa basada en una función sigmoide llamada “capa de la
puerta de olvido”. Esta decisión se toma en base a los valores de ht−1 y xt, siendo la
salida un número tal como comentamos entre 0 y 1 por cada elemento del estado de
la celda Ct1 . En la Figura 2.6 se puede observar la formulación matemática existente
detrás de este paso además de la parte de la estructura involucrada.
Figura 2.6: Formulación matemática y estructura de la celda involu-
crada en la decisión sobre la información de entrada. Figura extraída
de [44]
Aplicando este paso a nuestro problema de reconocimiento de gestos, trataríamos
de predecir la pose del cuerpo durante la ejecución a partir de las poses ya ejecutadas.
Para ello, las celdas deben de incluir información del vector de características que se
consideren continuación del gesto realizado hasta ese instante de tiempo. No podría in-
cluir información de una pose totalmente diferente obteniendo una ejecución del gesto
con valores dispares de las características en algún instante temporal.
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El siguiente paso sería decidir que nueva información dejar pasar al estado de la
celda. Este proceso de decisión se divide en dos partes, la primera basado en una ca-
pa sigmoide llamada “capa de la puerta de entrada” que decidirá que valores vamos a
actualizar, mientras que la segunda consiste en una capa tanh encargada de crear un
nuevo vector con los valores candidatos, C˜t que deberá de ser añadido al estado ac-
tual de la celda. Estas dos partes se combinarán con el fin de actualizar correctamente
el estado. En la Figura 2.7 se puede observar las partes de la estructura de la celda
involucradas junto a la formulación matemática que define cada una de las partes.
Figura 2.7: Formulación matemática y estructura de la celda involu-
crada en la decisión sobre la actualización de la información del esta-
do. Figura extraída de [44]
Llegados a este punto, el siguiente paso sería actualizar el antiguo estado Ct−1 con
el nuevo Ct. Esto se realizará multiplicando el estado antiguo por ft añadiéndole it∗C˜t,
siendo esto los nuevos valores candidatos escalados por un indice que decide cuán
actualizar cada valor del estado. La formulación matemática y esquema de las partes
involucradas de la estructura de una LSTM se representan en la Figura 2.8.
Figura 2.8: Formulación matemática y estructura de la celda involu-
crada en el proceso de actualización de los valores del estado interno.
Figura extraída de [44]
Como último paso, se va a decidir las salidas de la celda que estarán basadas en
el estado interno de la celda pero filtrado utilizando una capa sigmoide que decidirá
básicamente que partes del estado se dirigirán a la salida. Antes de ello, también se
le aplicará al estado la función de activación tanh para dejar los valores entre -1 y 1
y posteriormente multiplicarlos por la salida de la capa sigmoide. En nuestro caso por
ejemplo, según el gesto a ejecutar vamos a querer variar solamente unas características,
mientras que las demás se quedarán iguales. En la Figura 2.9 podemos observar este
último paso sobre la estructura de la celda además de su formulación matemática de
las salidas a la derecha.
Con esto se tendría el funcionamiento detallado de una celda LSTM mediante la
cual se podría modelar dependencias temporales largas. Existen diferentes variaciones
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Figura 2.9: Formulación matemática y estructura de la celda involu-
crada en la decisión sobre la actualización de la información del esta-
do. Figura extraída de [44]
basadas en esta arquitectura, añadiendo “peephole connections” [49] entre otras [50], [51].
Otros trabajos como [52] y [53] realizaron comparativas entre diferentes arquitecturas
de RNNs demostrando que en algunas tareas existen mejores modelos que las celdas
LSTM.
2.3.2. Redes basadas en Gated Recurrent Units
Una variante popular de las celdas LSTM con bastante cambios, son las redes recu-
rrentes basadas en GRUs presentadas por Cho et al. [24]. En esta arquitectura la puerta
de entrada y la de olvido se combinan en una sola puerta llamada “puerta de actuali-
zación”. Al mismo tiempo se combina el estado de la celda con el estado oculto, entre
otros cambios. El modelo resultante sin embargo será más sencillo que la versión es-
tándar de una celda LSTM. Su estructura es representada en la Figura 2.10 junto a su
formulación matemática que la define.
Figura 2.10: Estructura completa de una GRU junto a su formulación
matemática. Figura extraída de [44]
En cuanto a rendimiento, no está del todo claro la superioridad de una red u otra,
no obstante, se ha demostrado que dependen de la tarea en la que se utilizan siendo
superiores las redes basadas en GRUs en algunas tareas, mientras que las basadas en
LSTMs en otras. En este trabajo hemos implementado y probado ambos tipos de re-
des ya que son las variantes de RNNs más utilizadas en la literatura. En el siguiente
Capítulo observaremos los resultados.
2.4. Aplicaciones
Las RNNs han demostrado un gran éxito en muchas tareas tal como la traducción
automática, la generación de textos, reconocimiento de gestos y del habla, generación
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de descripciones de imágenes, entre otras. Esto se debe en parte a la resolución de los
problemas de las RNNs tradicionales (en inglés: vanilla RNNs) respecto a la captura
de dependencias a largo plazo. Para ello y tal como observamos, se han creado redes
diferentes quemodifican lamanera de computar ymanejar el estado interno para alma-
cenar la información. También hemos observado que según la aplicación, la estructura
de la red en cuanto al número de entradas/salidas y estados internos puede variar. A
continuación podemos observar diferentes aplicaciones de las RNNs.
2.4.1. Modelado del lenguaje y generación de textos
Dada una secuencia de palabras, el objetivo principal es predecir la probabilidad
de cada palabra dadas las palabras anteriores. Estos modelos nos ayudan a determinar
que oraciones debemos considerar como entradas relevantes al sistema de traducción
automático, ya que las oraciones con alta probabilidad suelen ser correctas. Como efec-
to secundario y aprovechando la ventaja de poder predecir la palabra adecuada como
continuación de una secuencia de palabras de entrada, obtenemos un modelo generati-
vo. Mediante el muestreo de las probabilidades de salida, seríamos capaces de generar
texto completamente nuevo. Además, dependiendo de los datos de entrada que esta-
mos manejando, podríamos generar diferentes tipos de cosas, no solamente textos. El
modelado del lenguaje y la generación de textos es un tema de investigación relevan-
te encontrando diferentes trabajos publicados, tal como los artículos de Mikolov et al.
[54]-[56] entre otros [57], [58].
2.4.2. Traducción automática
La traducción automática es similar al modelado del lenguaje, ya que tendremos
como entrada una secuencia de palabras en el idioma de origen. El objetivo es mostrar
una secuencia de palabras en el idioma destino. La diferencia con respecto al mode-
lado del lenguajes es que nuestra salida comienza después de haber visto la entrada
completa. Esto es porque para traducir la primera palabra de la oración necesitaremos
información capturada de la secuencia de entrada completa. Como trabajos relevantes
destacamos [59], [60]
2.4.3. Reconocimiento del habla
Otro tema de investigación bastante explorado en la actualidad. Dada una secuen-
cia de entrada de señales acústicas de una onda sonora, podemos predecir una secuen-
cia de segmentos fonéticos junto con sus probabilidades. Un trabajo esencial en este
campo es el de Graves et al. [61].
2.4.4. Generación de descripciones de imágenes
Junto con las CNNs, las RNNs se han utilizado como parte de unmodelo para gene-
rar descripciones de imágenes no etiquetadas. En algunos modelos incluso se consigue
alinear las palabras generadas con las características que se encuentran en las imáge-
nes. Su funcionamiento es sorprendente y destacamos sobretodo el sistema propuesto
por Karpathy et al. [62].
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2.5. Conclusiones
El potencial de las RNNs está más que comprobado en una gran variedad de tareas.
Se trata demodelos antiguos que por falta de capacidad de cómputo no se han aplicado
de forma satisfactoria hasta los últimos años. Al mismo tiempo, se ha observado y
analizado los problemas de las dependencias temporales largas y el desvanecimiento
o explosión de los gradientes a la hora del entrenamiento. Los módulos LSTMs y las
redes basadas en GRUs son las soluciones más utilizadas a estos dos problemas. A lo
largo de este capítulo hemos analizado en detalle el funcionamiento de ambas redes,
basadas en una estructura a nivel de módulo o bloque más compleja por el empleo de
diferentes capas y puertas para regular el flujo de información.
Capítulo 3
Sistema de reconocimiento de gestos
A lo largo de este capítulo se describirá en detalle el sistema de reconocimiento de gestos
implementado para este trabajo. Se empezará con una pequeña introducción 3.1 del sistema, su
motivación y propósito. El proceso de implementación del sistema se ha detallado en el apartado
de metodología 3.2 incluyendo información sobre el conjunto de datos, extracción de caracte-
rísticas, software utilizado y proceso de experimentación. Seguidamente en la sección 3.3 se
recogerán los resultados obtenidos y se indicará la mejor configuración del sistema. El capítu-
lo concluirá con una sección de discusión 3.4 donde se comentarán los resultados obtenidos y
finalmente unas breves conclusiones 3.5 para dar por finalizado este capítulo.
3.1. Introducción
En los últimos años, la investigación en el reconocimiento de gestos para la interac-
ción hombre-máquina ha aumentado significativamente. En la vida cotidiana, los ges-
tos enriquecen la expresividad de la comunicación verbal. Según diferentes escenarios
de aplicación, los gestos de las manos se pueden clasificar en varias categorías, tales
como los gestos conversacionales, de control, manipulativos y comunicativos [63]. Los
lenguajes de signos son un tipo de gestos comunicativos que representan una herra-
mienta eficaz para ayudar a las personas con discapacidad a interactuar con el sistema
y mejorar así sus habilidades de comunicación. Las personas con trastornos cognitivos
que afectan el aprendizaje, la memoria, la percepción y la resolución de problemas, ne-
cesitan un apoyo constante. Esta condición implica un gasto económico cada vezmayor
a los gobiernos, a las familias y a los mismos individuos en sí, destacando la necesidad
de soluciones para mejorar las condiciones de este grupo reducido de personas.
El autismo es un trastorno del desarrollo neurológico muy común que afecta a mu-
chos niños en todo el mundo. Se caracteriza por un comportamiento repetitivo y por
un deterioro de la comunicación tanto verbal como no verbal, resultando en una in-
teracción social limitada. La intervención temprana sobre el habla y comportamiento
pueden ayudar a los niños autistas a socializarse, comunicarse mejor y ganar confianza
para ser autosuficientes [64]. La terapia del habla y el lenguaje ayudan a los niños autis-
tas a comunicarse y comprender mejor las producciones lingüísticas [65]. Sin embargo,
algunos niños ni siquiera hablan, y su comprensión puede variar de forma notable. En
relación con esta situación, los terapeutas pueden centrarse en conseguir que los niños
se comuniquen utilizando métodos visuales como la gesticulación, símbolos y sistemas
de imágenes. La combinación de palabras y gestos apoyan a la producción y compren-
sión del lenguaje [66]. Siguiendo este argumento, se justifica el esfuerzo dedicado a la
creación de sistemas HCI utilizando como comunicación el lenguaje de signos.
El lenguaje de Schaeffer está diseñado para ayudar a los niños carentes de capaci-
dad comunicativa verbal [67]. En este caso particular, y con respecto a los niños autis-
tas, el lenguaje de Schaeffer es una herramienta útil para ayudar a los niños superar los
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trastornos comunicativos. En este capítulo se propone un sistema capaz de reconocer
un subconjunto de 25 gestos del lenguaje de Schaeffer. Su propósito es enseñar a los ni-
ños con autismo la forma correcta de comunicarse usando gestos en combinación con
la reproducción del habla. Este sistema acelerará el proceso de aprendizaje de los ni-
ños, al mismo tiempo que aumentará su interés dado el uso de enfoques tecnológicos.
Como paso siguiente, el sistema de reconocimiento se integrará en un robot asistente
social resultando así en un sistema hombre-máquina funcional. Una de las partes más
importantes en todo sistema de interacción hombre-máquina, es la comunicación ne-
cesaria entre el usuario y la máquina, que en nuestro caso se dará mediante el uso del
lenguaje de Schaeffer por parte de los niños y contestaciones mediante el habla con el
nombre de los gestos realizados por parte de la máquina.
3.2. Metodología
En el Capítulo 1 se han expuesto los trabajos más recientes sobre los sistemas de
reconocimiento de gestos utilizando el sensorMicrosoft Kinect v2. Analizando estos sis-
temas mediante un estudio, se propone la implementación de un sistema de reconoci-
miento de los gestos de Schaeffer basado en una ventana deslizante que contiene carac-
terísticas del esqueleto humano. En otras palabras, nuestro modelo basado en técnicas
de aprendizaje profundo, se alimentará con secuencias de vectores de características
de longitud variable, donde cada vector representa la pose del usuario en un instante
de tiempo determinado o fotograma de vídeo. Para ello y en primer lugar, se ha se-
leccionado un subconjunto de 25 gestos de Schaeffer y creado un conjunto de datos
lo suficientemente amplio para entrenar correctamente el modelo de clasificación. Al
mismo tiempo, se ha procedido con un análisis de cada gesto en particular con el fin
de determinar las características más relevantes de cada uno para clasificarlo correcta-
mente entre los gestos restantes. Teniendo ya formateados los datos de entrada, se ha
implementado una RNN básica además de RNNs con módulos LSTMs y también la
variante con GRUs. Por último, hemos llevado a cabo una experimentación exhaustiva
(en inglés: hyperparameter optimization) con el fin de seleccionar el modelo con mejores
resultados.
Todo este proceso se detallará en su correspondiente subsección a lo largo de este
capítulo.
3.2.1. Conjunto de datos
Nuestro conjunto de datos consta de un subconjunto de 25 gestos de Schaeffer rea-
lizados de forma repetitiva y con diferentes orientaciones con respecto a la cámara. Los
datos se han recogido de 10 personas diferentes ejecutando cada gesto durante 2 mi-
nutos repetidamente y obteniendo aproximadamente 36000 vectores de características
por cada gesto. Individualmente un vector de características fvt representa una pose
del cuerpo del usuario en un instante de tiempo determinado t. Como datos en bruto
procesados para obtener los vectores de características, se han utilizado las posiciones
de las articulaciones del tronco superior (Figura 3.4) obtenidas mediante un sensorMi-
crosoft Kinect v2. Un gesto de la misma clase puede ser ejecutado más rápido o más
lento, por diferentes personas y en distintas posiciones con respecto a la cámara, todo
esto haciendo que cada uno tenga una duración variable en el tiempo y orientaciones
diferentes.
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Con el fin de evitar el problema de la variabilidad en la longitud de los gestos a la
hora de clasificarlos, los vectores de características que definen un gesto se han repar-
tido en pequeños conjuntos que llamaremos secuencias, siendo una secuencia
sec0 = fv0, fv1, fv2, · · · , fvn (3.1)
donde n determina la longitud de la secuencia o el número de vectores de caracterís-
ticas que esta contiene. Los vectores de características dentro de las secuencias están
ordenados en el tiempo y representan en su conjunto, una parte del gesto. La longitud
de las secuencias n la variaremos en el proceso de experimentación con el fin de elegir
la mejor configuración y realizar comparaciones. Mediante esta aproximación realiza-
remos una clasificación de los gestos a dos escalas temporales diferentes:
Grano fino: cada secuencia de vectores de características sec representa una par-
te de la ejecución de un gesto. Por lo que aumentando lo suficiente la longitud
de las secuencias n, se podría directamente diferenciar el gesto de los demás a la
hora de clasificarlo. Esto se llamará detección temprana (en inglés: early detection)
de un gesto cuando una parte de su ejecución ya contiene suficiente información
para diferenciar el gesto realizado de los demás. En otras palabras, un gesto se
detectará en el momento en que se realiza una clara distinción con los otros ges-
tos.
Grano grueso: las secuencias de características seci que representan individual-
mente una parte concreta del gesto, las relacionaremos a una escala temporal ma-
yor mediante las RNNs obteniendo así una representación del gesto completo.
Como ejemplo, consideramos un gesto formado por 5 secuencias ordenadas en el
tiempo,
gesto = sec0, sec1, sec2, sec3, sec4 (3.2)
donde cada secuencia seci contiene 30 vectores de características ordenados en el
tiempo tal como
seci = fv0, fv1, fv2, · · · , fv29 (3.3)
donde finalmente y tal como dijimos, cada vector de características define una
pose del cuerpo del usuario en un instante de tiempo t.
La variabilidad existente en la ejecución del gesto según la persona que lo realiza
se traduce en una variación de las posiciones del esqueleto humano. Por esta razón,
la posición de la articulación se ha variado de forma aleatoria en un rango definido
de valores para simular también situaciones en las que dos articulaciones están lo sufi-
cientemente cerca para hacer que el sistema calcule erróneamente el seguimiento de las
articulaciones. De esta manera, también hemos logrado aumentar nuestro conjunto de
datos considerando este proceso como método de sobremuestreo (en inglés: oversam-
pling) o data augmentation.
Para describir los gestos que el sistema reconocerá de forma más intuitiva, se han
creado grupos de gestos según su parecido y en función de diferentes características,
obteniendo las siguientes agrupaciones:
Gestos 1: los gestos se realizan con una mano, con movimientos cortos y tocando
la cabeza en algún instante - agua, bocadillo, enfermo, papá, sucio, mamá y ducha
(Figura 3.1).
Gestos 2: los gestos se realizan con una mano, con movimientos amplios y sin
tocar la cabeza - limpiar, adiós, querer, guapo y pipí (Figura 3.2).
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Gestos 3: los gestos se realizan con las dos manos - dormir, abuela, pan, tarta, bici-
cleta, abrazar, frío, tambor, pájaro, coche, ayudar, toalla, bebé (Figura 3.3).
(a) Agua (b) Bocadillo (c) Enfermo (d) Papá
(e) Sucio (f)Mamá (g) Ducha
Figura 3.1: Gestos 1: realizados con una mano, con movimientos cor-
tos y tocando la cabeza en algún momento de su ejecución.
Dentro de cada grupo se analizará cada gesto en particular destacando sus pare-
cidos y diferencias con respecto a sus vecinos. Se empezará con la descripción de los
gestos del grupo 1 siendo las diferencias y similitudes entre ellos las siguientes:
Los gestos agua (Figura 3.1a) y el gesto bocadillo (Figura 3.1b): se diferencian en
la orientación de la mano y en el ángulo producido por el hombro izquierdo du-
rante la ejecución, resaltando la importancia de este para diferenciar entre ambos
gestos.
Los gestos bocadillo (Figura 3.1b) y el gesto enfermo (Figura 3.1c): se diferencian
en los ángulos del codo y hombro durante la ejecución. Analizando ambos gestos,
sería interesante considerar también características basadas en distancias como
por ejemplo, entre las muñecas y la cabeza o caderas.
El gesto papá (Figura 3.1d): es similar en cuanto a la ejecución a los tres gestos
anteriores, no obstante, la pose de la mano es diferente haciendo que cambie al
mismo tiempo el ángulo del hombro y variando las distancias de la muñeca con
respecto a la cabeza y caderas.
En el caso del gesto sucio (Figura 3.1e): de nuevo se observa una orientación
diferente en la palma de la mano, produciendo diferencias en las demás caracte-
rísticas como en los ángulos del hombro y distancias entre las diferentes articu-
laciones. Se destaca una gran similitud con el gesto papá ya que el movimiento
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general durante la ejecución es el mismo (mover la palma de la mano entre la
barbilla y la frente repetidamente de arriba abajo).
El gesto mamá (Figura 3.1f): gesto similar a los demás encontrando como dife-
rencias claras, el movimiento de derecha a izquierda por encima de la cara y la
orientación de la mano. Se trata del único gesto en el que se realiza este movi-
miento de derecha a izquierda. Destacamos la importancia de las características
basadas en distancias para detectar la posición de la muñeca durante el movi-
miento.
En el caso del gesto ducha (Figura 3.1g): pese a que los movimientos son pare-
cidos a los 5 gestos anteriores, la mano se encuentra constantemente por encima
de la cabeza. Aquí se destaca la importancia del ángulo del hombro siendo en
este caso el de mayor valor comparándolo con los gestos anteriores. Al mismo
tiempo, las características basadas en distancias se podrían considerar de vital
importancia para detectar que la mano se encuentra por encima de la cabeza.
En cuanto a la descripción del segundo grupo de gestos, se encuentran las siguien-
tes diferencias y similitudes particulares de cada gesto con respecto a sus vecinos:
Entre los gestos limpiar (Figura 3.2a) y adiós (Figura 3.2b): se encuentra cierto
parecido en el movimiento general de la ejecución. La diferencia está básicamente
en el ángulo del hombro y en la variación de la altura de la muñeca cambiando
en consecuencia las posibles características basadas en distancias.
Los gestos querer (Figura 3.2c) y guapo (Figura 3.2d): tienen en común la par-
te central del movimiento en el que tanto el brazo, como la palma de la mano,
siguen el mismo movimiento con una pose muy parecida. Las características ba-
sadas en distancias tendrán más peso dado que el valor de los ángulos son muy
similares durante la ejecución. Se predice de cierto modo una confusión por parte
del sistema en la clasificación de ambos gestos.
El gesto pipí (Figura 3.2e): se trata de un gesto con bastantes diferencias respecto
a los demás gestos. Es el único gesto en el que la muñeca desciende por deba-
jo de las caderas. Consideramos que el sistema no tendrá ningún problema en
clasificarlo correctamente.
Por último, se analizará el grupo de gestos realizados con las dos manos. Las simi-
litudes y diferencias en particular de cada gesto son las siguientes:
Los gestos dormir (Figura 3.3a) y abuela (Figura 3.3b): son similares en cuanto a
la posición de las muñecas durante la ejecución. No obstante, se diferencian en la
posición del brazo derecho que variará los ángulos del codo y hombro. Se consi-
derará esta diferencia como suficiente para clasificar ambos gestos correctamente.
El gesto pan (Figura 3.3c): es muy similar al gesto abuela por la posición de las
muñecas y de los brazos. Las diferencias observadas en las características basadas
en ángulos y distancias no serán suficientes para diferenciar perfectamente entre
ambos gestos. Dado esto, se predicen posibles confusiones entre estos dos gestos
a la hora de la clasificación. Por otra parte, se encuentran también similitudes con
el gesto tarta. Como diferencia, se observa presencia de más movimiento en este
último gesto, haciendo variar de forma más contundente los valores del vector
de características.
28 Capítulo 3. Sistema de reconocimiento de gestos
(a) Limpiar (b) Adiós (c) Querer (d) Guapo
(e) Pipí
Figura 3.2: Gestos 2: realizados con una mano, con movimientos am-
plios y sin contacto con la cabeza en la ejecución.
Los gestos abrazar (Figura 3.3e) y frío (Figura 3.3f): se trata de dos gestos muy
similares por lo que se considerarán conflictivos. Como única diferencia se en-
cuentra la cantidad de movimiento mayor en cuanto al gesto frío por lo que los
valores de las características variarán más rápidamente durante su ejecución.
Los gestos tambor (Figura 3.3g) y pájaro (Figura 3.3h): son similares debido al
ángulo formado en los hombros. No obstante, el movimiento es diferente hacien-
do que las demás características varíen de forma diferente. En cuanto al gesto
pájaro el movimiento de los brazos es más amplio, mientras que en el caso del
gesto tambor el movimiento se concentra en las muñecas.
Los gestos bicicleta (Figura 3.3i), ayudar (Figura 3.3j) y toalla (Figura 3.3k): son
posiblemente los más conflictivos de entre todos los demás gestos reconocidos
por el sistema. Se trata de gestos similares tanto en el movimiento realizado du-
rante la ejecución, como en los valores de los vectores de características. La dis-
tancia entra las muñecas durante la ejecución es similar, al mismo tiempo que los
ángulos de los codos y hombros. Se predice una gran confusión en la clasificación
de estos tres gestos.
Los gestos bebé (Figura 3.3l) y coche (Figura 3.3m): son gestos los suficientemen-
te diferentes a los demás tanto en la posición de las articulaciones como en la
presencia de movimiento. En el caso del gesto coche, la presencia de movimiento
en ambos brazos es considerablemente mayor con respecto a los demás gestos.
Dado esto, se consideran gestos poco conflictivos a la hora de la clasificación.
Capítulo 3. Sistema de reconocimiento de gestos 29
(a) Dormir (b) Abuela (c) Pan (d) Tarta
(e) Abrazar (f) Frio (g) Tambor (h) Pájaro
(i) Bicicleta (j) Ayudar (k) Toalla (l) Bebé
(m) Coche
Figura 3.3: Gestos 3: realizados con ambas manos.
3.2.2. Extracción de características
Aprovechando el análisis exhaustivo realizado en el apartado anterior, en donde
cada uno de los gestos del conjunto de datos es comparado con los demás en base a la
ejecución y variación de la pose en el tiempo, procederemos con la fase de extracción
30 Capítulo 3. Sistema de reconocimiento de gestos
de características.
Los vectores de características se han obtenido procesando los datos esqueléticos
en crudo obtenidos utilizando un sensor Microsoft Kinect v2. Las articulaciones del es-
queleto se definen por: las coordenadas espaciales 3D (x,y,z) relativas a la posición del
sensor, la información del tipo de articulación y el estado de seguimiento. Para este
sistema, se han utilizado las articulaciones de la parte superior del cuerpo tal como se
representan en la Figura 3.4.
Figura 3.4:Articulaciones de la parte superior del esqueleto represen-
tadas con puntos negros. En verde se representan los ángulos forma-
dos por los codos, mientras que en morado, los ángulos formados en
los hombros.
El objetivo después de analizar los gestos, es obtener un vector de características
que contenga información relevante permitiendo una correcta clasificación del mayor
número de gestos posible. Según el conjunto de datos en particular y para nuestro pro-
blema en general, se han clasificado las articulaciones del esqueleto en dinámicas y
estáticas. La diferencia entre ellas consisten en la frecuencia de cambio de sus posicio-
nes. Las articulaciones dinámicas, como las muñecas y los codos, a menudo cambian de
posición durante la ejecución de todos los gestos. Sin embargo, los hombros, la cabeza
y las caderas permanecen estáticas la mayor parte del tiempo, por lo que se utilizarán
como puntos de referencia. Se han utilizado características basadas en la pose, tales co-
mo distancias articulares y ángulos de diferentes partes del cuerpo. Las características
basadas en la pose son experimentalmente superiores respecto a las características de
apariencia de bajo nivel [20].
Con el fin de calcular las características de distancia se ha utilizado lamétrica de dis-
tancia euclidiana entre las articulaciones del cuerpo humano consideradas dinámicas
y las articulaciones estáticas. Como excepción, la única característica de distancia que
incumple con la afirmación anterior, es la distancia entre las muñecas, ya que ambas
son consideradas articulaciones dinámicas. Las características basadas en la distancia
son las siguientes:
distRWSP: distancia entre la muñeca derecha y la base de la columna vertebral.
distLWSP: distancia entre la muñeca izquierda y la base de la columna vertebral.
distRWH: distancia entre la muñeca derecha y la cabeza.
distLWH: distancia entre la muñeca izquierda y la cabeza.
distWW: distancia entre la muñeca izquierda y la muñeca derecha.
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Para las características basadas en ángulos, su valor es dado por el arc cos del pro-
ducto escalar de dos vectores normalizados ~x y ~y representando posiciones normaliza-
das de articulaciones en el espacio 3D. Las características basadas en ángulos son las
siguientes:
angleRWS: ángulo del codo derecho formado entre la articulación de la muñeca
derecha y el hombro derecho.
angleLWS: ángulo del codo izquierdo formado entre la articulación de la muñeca
izquierda y el hombro izquierdo.
angleRESP: ángulo del hombro derecho formado por la articulación del codo
derecho con la base de la columna vertebral.
angleLESP: ángulo del hombro izquierdo formado por la articulación del codo
izquierdo con la base de la columna vertebral.
En la Figura 3.4, las características angleRWS y angleLWS están representadas en
verde, mientras que angleRESP y angleLESP en morado.
Para discriminar correctamente entre dos gestos similares tal como entre los gestos
querer (Figura 3.2c) y limpiar (Figura 3.2a), se ha utilizado también información acerca
del estado de la mano. Se han considerado dos características:
handO: la mano está abierta.
handC: la mano está cerrada.
En la ejecución del gesto limpiar la mano está cerrada mientras que durante el gesto
querer la mano está abierta.
En resumen, utilizaremos vectores (FV) formados por 11 características diferentes
tal como ángulos, distancias y estado de la mano para nuestro sistema de clasificación
de gestos. Los características están distribuidas en el vector tal como sigue:
FV = {distRWSP, distLWSP, distRWH, distLWH, distWW, angleRWS,
angleLWS, angleRESP, angleLESP, handO, handC}
3.2.3. Librerías software utilizadas para la implementación
Para la implementación de los modelos de aprendizaje profundo se ha utilizado
una librería de alto nivel llamada Keras [68]. Keras es una librería minimalista escrita en
Python y funciona por encima de Tensorflow [69] o Theano. La librería ha sido diseñada
específicamente para realizar un prototipado rápido y sencillo de los modelos de cla-
sificación. En nuestro caso utilizaremos Tensorflow como base de funcionamiento dada
su gran optimización sobre GPUs, hecho que se traduce en una velocidad de entrena-
miento de los modelos alta. Keras soporta la implementación de RNNs básicas, redes
LSTMs y redes recurrentes basadas en GRUs. El flujo de ejecución de la red se entien-
de como una secuencia o grafo de módulos configurables apuntando claramente a la
rapidez y sencillez a la hora de poner en marcha un modelo de aprendizaje.
Tal como dijimos,Keras está implementada en Python por lo que será este el lenguaje
de programación que hemos utilizado junto a librerías muy comunes como numpy para
operaciones con vectores y matrices, sklearn diseñada para machine learning, pyplot para
obtener resultados en forma de gráficos como por ejemplo la curva ROC o matrices de
confusión, etc.
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En cuanto a la grabación del conjunto de datos, se ha realizadomediante una aplica-
ción implementada en Visual Studio 2017 en el lenguaje C# dado que es el mejor soporte
ofrecido para la cámaraMicrosoft Kinect v2.
3.2.4. Experimentación
Con el fin de seleccionar el modelo de RNN más adecuado, se llevó a cabo un pro-
ceso exhaustivo de ajuste de las redes (en inglés: hyperparameter optimization). Los mo-
delos basados en RNNs básicas, RNNs con bloques LSTMs y RNNs con GRUs, se han
comparado en términos de precisión tal como se indica en la Tabla 3.1. Por otra parte, se
ha incluido la matriz de confusión y una representación de la curva ROC de uno contra
todos (en inglés: one-vs-all ROC curve) de los resultados del mejor modelo, seleccionado
a raíz del valor de precisión más alto.
Se han probado los tres tipos de redes basadas en RNNs con diferentes profundi-
dades o capas, número de bloques en cada capa y diferentes activaciones. Al mismo
tiempo, se han probado diferentes tamaños de ventana de entrada abarcando desde
10 hasta 50 vectores de características por secuencia. Cada gesto se puede realizar más
lento o más rápido, variando de esta manera el tiempo de ejecución que estará direc-
tamente relacionado con el tamaño de la ventana de entrada si queremos clasificar el
gesto a grano fino. Con otras palabras, determinar el tamaño de la ventana de entrada
adecuado es muy importante para discriminar exitosamente entre todos los gestos y
obtener resultados de rendimiento satisfactorios y coherentes. En el proceso de ajuste
de las redes, se han probado diferentes parámetros tales como:
Modelos con hasta tres capas de profundidad: las aproximaciones con más de
tres capas no mejoraron significativamente los resultados, aumentando eso sí, la
cantidad de memoria necesaria para entrenar la red.
De 5 a 50 bloques en cada capa, con un incremento de 5 bloques por cada eje-
cución. Tal como se verá en los resultados obtenidos, la mejor configuración ne-
cesitó alrededor de 25 bloques. Este parámetro es directamente proporcional a la
complejidad de los datos de entrada e indica la capacidad o “memoria” de la red.
ReLu y tanh como funciones de activación utilizadas en las capas fully connected
(capas ocultas) y la función softmax en la capa de salida para obtener los resul-
tados en forma de probabilidades (un vector de 25 dimensiones que indicará la
probabilidad por cada gesto).
Con el fin de simplificar el proceso de ajuste de las redes, se ha fijado un tamaño
fijo de batch de 32 junto a un ratio de aprendizaje (en inglés: learning rate) de 0.001 y
RMSprop [70] como optimizador del descenso por gradiente.
El sistema fue probado en un equipo con la siguiente configuración: Intel Core i7-
5820K con 32 GiB Kingston HyperX 2666 MHz CL13 DDR4 RAM en una placa base
Asus X99-A (Intel X99 chipset). Como disco duro se ha utilizado un SSD Samsung 850
EVO. Además, el sistema incluye una GPU NVIDIA Tesla K40c utilizada para ejecutar
Tensorflow.
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3.3. Resultados
En esta sección se va a proceder con un análisis de los 2 mejores sistemas de cada
uno de los modelos de clasificación implementados. Estos resultados están recogidos
en la Tabla 3.1 donde cada columna se describe tal como:
Modelo Profundidad Bloques Activación Tamaño de ventana Precisión
RNN-LSTM1 3 25 tanh 20 93.13%
RNN-LSTM2 2 25 tanh 30 92.40%
RNN-GRU1 3 25 ReLu 30 92.12%
RNN-GRU2 2 25 tanh 30 91.83%
RNN1 básica 3 25 tanh 20 90.21%
RNN2 básica 2 25 tanh 30 90.07%
Cuadro 3.1: Clasificación de los dos mejores modelos de RNNs bási-
cas, RNNs con LSTMs y RNNs con GRUs.
Modelo: el método de clasificación basado en RNNs que se ha implementado
(RNN básica, basada en LSTMs o en GRUs)
Profundidad: número de capas ocultas del modelo. Con más de 3 capas ocultas
no se ha registrado una mejora sustancial en el rendimiento pero si que se ha
aumentado el tiempo de entrenamiento a la vez que el consumo de memoria de
forma exponencial.
Bloques: número de bloques en cada capa oculta. El mejor rendimiento para los
modelos implementados se ha conseguido utilizando 25 bloques por capa.
Activación: función de activación utilizada en las capas ocultas (tanh o ReLu). Uti-
lizando ReLu, fue el modelo RNN-GRU1 el único en reportar buenos resultados.
Todos los demás modelos han utilizado tanh como función de activación.
Tamaño de ventana: número de secuencias agrupadas en una ventana deslizan-
te. El mejor resultado se ha conseguido utilizando ventanas deslizantes con 20
secuencias, donde cada secuencia contiene 10 vectores de características.
Precisión: resultado de la clasificación indicando el número de gestos correcta-
mente clasificados con respecto a todos los gestos probados.
A la hora del entrenamiento, cada modelo se ha ejecutado durante 30 iteraciones
sobre todo el conjunto de datos. En todo momento se ha guardado el mejor resultado
de validación en una lista ordenada en función de la precisión obtenida. Tal como se
puede observar, el rendimiento de las RNNs básicas es inferior al reportado por las
redes con módulos LSTMs y redes basadas en GRUs. Esto es debido al problema de
las RNNs para manejar dependencias temporales largas además del desvanecimiento
del gradiente (en inglés: vanishing gradients). El mejor modelo (RNN-LSTM1) consiste
en 3 capas ocultas con la función tanh como activación, 25 bloques por cada capa y
entradas que consisten en ventanas deslizantes de 20 secuencias formadas cada una
por 10 vectores de características. Con este modelo se ha conseguido el valor máximo
de precisión siendo este 93.13% y su estructura está representada en la Figura 3.5.
34 Capítulo 3. Sistema de reconocimiento de gestos
Figura 3.5: Representación de la arquitectura del modelo de clasifica-
ción RNN-LSTM1 siendo este el mejor resultado después del proceso
de experimentación. Se trata de una arquitectura many to one donde
las Xi indican las entradas, las W los pesos, las U la salidas de cada
capa y las entradas de la siguiente, las A son los bloques de cada capa
oculta y por último la salida definida por Y
Observando los resultados se pueden comparar directamente las redes RNNs bási-
cas con las LSTMs dada la superioridad de estas últimas en cuanto a rendimiento. Los
modelos basados en GRUs son en este caso el punto intermedio entre los dos anterio-
res, registrando un resultado de precisión de 92.12%. La diferencia entre los modelos
basados en LSTMs y GRUs no es clara tal como observamos en el Capítulo 2 y se limita
al conjunto de datos utilizado. Para algunos datos es mejor un modelo u otro. En este
caso, los modelos basados en GRUs han sido peores en términos de rendimiento que
las redes LSTMs. No obstante, está comprobado que los modelos basados en GRUs son
superiores en casi todas las tareas [71], pero no en nuestro caso. Aún así, analizando los
primeros 50mejores clasificadores obtenidos, los modelos basados en GRUs prevalecen
en número sobre las redes LSTMs y las RNNs básicas.
Como apreciamos, el número de bloques y tamaños de ventana de entrada de los
modelos descritos han sido similares. Esto indica claramente la mejor configuración
del modelo para este problema, dejando las diferencias en el propio modelo neuronal.
Al mismo tiempo, se ha comprobado la superioridad de la función de activación tanh
sobre ReLu para este problema en particular. Por otra parte, no se ha reportado una
mejora mediante el uso de ventanas de más de 25 secuencias y más de 25 bloques o
celdas de memoria en las capas ocultas.
Al mismo tiempo, los resultados recogidos muestran que las redes de tres capas
ocultas han superado claramente a los modelos con dos capas ocultas. Esto indica que
los resultados pueden mejorarse ajustando mejor nuestros datos de entrada usando
redes o sistemas de clasificación más complejos y más profundos en cuanto al número
de capas fully connected.
La Figura 3.6 muestra la matriz de confusión obtenida como resultado del modelo
RNN-LSTM1. Al mismo tiempo, se observan representadas en al Figura 3.7, las curvas
ROC (uno-contra-todos o en inglés: one-vs-all) para cada clase del gesto con el fin de












Figura 3.6:Matriz de confusión del mejor modelo con los valores nor-
malizados y representados en porcentajes.
justificar la eficacia del clasificador obtenido. En el apartado siguiente se analizarán
más detalladamente estos resultados gráficos.
3.4. Discusión
Analizando la matriz de confusión representada en la Figura 3.6 consideraremos
como gestos no problemáticos los siguientes: agua, dormir, bebé, coche, tambor, abuela,
tarta y pájaro. En cuanto a los demás gestos sacaremos las siguientes conclusiones:
Guapo es el gestomás problemático obteniendo una tasa de clasificación de 71.3%.
Se observa tal como se esperaba una confusión con el gesto querer y bocadillo.
Por otra parte, el gesto bocadillo se confunde notablemente durante la clasifica-
ción con el gesto querer. Analizando ambos gestos además de las características
utilizadas, no conseguimos predecir esta confusión. Por otra parte este gesto tam-
bién se confunde con el gesto agua, siendo esta confusión más esperada dado el
parecido de ambos gestos en la ejecución.
El gesto ayudar se confunde en mayor medida con el gesto bicicleta, además de
con los gestos enfermo y abuela en menor medida. El parecido entre los gestos está
directamente relacionado con el grado de parecido en la ejecución, siendo el que
más se parece el gesto bicicleta seguido de enfermo y abuela.
El gesto toalla se confunde con el gesto ayudar al mismo tiempo que el existe una
confusión entre los gestos frío y dormir, bicicleta y tarta. Se trata de confusiones
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Figura 3.7: Curva ROC uno-contra-todos (en inglés: one-vs-all ROC
curve) donde se representa cada clase de gesto.
encontradas en menor medida en comparación con los gestos especificados en
los puntos anteriores.
Hemos observado un grado de confusión presente en diferentes gestos. Muchas de
ellas ya esperadas después del análisis y comparación de todos los gestos. Esto influye
directamente en las curvas ROC representadas en la Figura 3.7 observando valores
inferiores del área bajo la curva (en inglés: area under curve (AUC)).
3.5. Conclusiones y trabajos futuros
En este capítulo hemos presentado un sistema de reconocimiento de los gestos de
Schaeffer basado en modelos de RNNs. Se ha llevado a cabo un proceso de experimen-
tación exhaustivo con el fin de elegir el mejor clasificador para nuestro problema en
base a medidas de rendimiento tal como la precisión. El entrenamiento, pruebas de va-
lidación y test se han realizado sobre un conjunto de datos propio consiguiendo una
tasa de clasificación de 93.13% utilizando un modelo basado en LSTMs de tres capas.
Como entrada al sistema se han utilizado ventanas deslizantes de 20 secuencias donde
cada secuencia contiene 10 vectores de características. Nuestros vectores de caracterís-
ticas son invariantes a escala y han sido adoptados en concreto para este problema y
conjunto de datos. Las RNNs básicas han obtenido un rendimiento inferior que las re-
des LSTMs y basadas en GRUs debido a las dependencias temporales y al problema
del desvanecimiento de los gradientes. Los resultados de las redes LSTMs y basadas en
GRUs han sido similares, aún así, han sido superiores estas primeras.
Capítulo 3. Sistema de reconocimiento de gestos 37
Como trabajo futuro, se propone directamente prescindir de la información del es-
queleto proporcionada por la cámara Microsoft Kinect v2 y utilizar técnicas basadas to-
talmente en visión y aprendizaje profundo tales como las Convolutional Pose Machines
que a partir de imágenes RGB nos devolverá el esqueleto humano. No obstante, su uso
no será trivial dado que las posiciones de las articulaciones estarán localizadas en el
plano de imagen 2D perdiendo la dimensión de la profundidad que tendríamos me-





A lo largo de este capítulo se describirá la integración del sistema de reconocimiento de
gestos implementado en el capítulo anterior con un robot social asistente. Se empezará con
una breve introducción del sistema 4.1, seguida de la metodología 4.2 en donde explicaremos
el software utilizado además del robot social asistente. Seguidamente, validaremos el sistema y
comentaremos el flujo de procesos o pipeline 4.3 para finalizar con unas conclusiones y trabajos
futuros 4.4.
4.1. Introducción
En la sociedad moderna, los sistemas de interacción hombre-máquina están cada
vez más presentes tanto en la automatización de tareas industriales, como para ofre-
cer asistencia a personas dependientes. Los sistemas industriales se caracterizan por su
robustez en el funcionamiento, y por las medidas de seguridad existentes a la hora de
interactuar con el operario tales como barreras de seguridad, habitáculos protegidos,
etc. No obstante, en el caso de los sistemas asistentes existirá una interacción directa
con el paciente por lo que, la seguridad es de vital importancia. Además de ello, otro
factor importante es la aceptación de estas tecnologías por parte del paciente. Aún exis-
tiendo diferentes sistemas funcionales y diseñados explícitamente para este propósito,
estos problemas siguen abiertos en la actualidad convirtiéndose en objetivo de los in-
vestigadores de este área. Todo sistema de interacción hombre-máquina necesita como
su propio nombre indica, unmecanismo de comunicación entre ambas partes. Para ello
y como objetivo principal de este capítulo, integraremos el sistema de reconocimiento
de gestos implementado a lo largo de este trabajo, en un robot social asistente. De esta
forma obtendríamos un sistema de interacción hombre-máquina diseñado para asistir
a niños autistas y ayudarles así a mejorar sus habilidades comunicativas mediante la
realización de gestos y reproducciones del lenguaje. El objetivo del sistema, es que el
robot reconozca el gesto realizado por los niños respondiendo con el nombre del mis-
mo. Para ello y como planificación de este capítulo, empezaremos describiendo el robot
social asistente utilizado para desplegar el sistema además de los pasos seguidos. Pos-
teriormente, valoraremos el funcionamiento del sistema, adjuntando al mismo tiempo
una serie de figuras representando el resutado final. Finalmente, escribiremos una serie
de conclusiones que resumirá la esencia de este capítulo.
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4.2. Metodología
En esta sección se tratarán brevemente en primer lugar el robot Pepper utilizado
para desplegar el sistema de reconocimiento de gestos, y en segundo lugar una herra-
mienta utilizada para la programación del mismo llamada Choregraphemediante la cual
crearemos la aplicación necesaria para responder con el gesto reconocido.
4.2.1. Robot Pepper
Pepper es un robot humanoide producto de la empresa Aldebaran Robotics diseñado
para funcionar en presencia de humanos, realizando diferentes tareas sociales. Se carac-
teriza por ser el primer robot humanoide capaz de reconocer las principales emociones
humanas y adaptar su comportamiento al estado de ánimo de su interlocutor. Hasta
la fecha y sobretodo en países como Japón, este robot se ha convertido en una nueva
forma para dar la bienvenida, informar y divertir a los clientes de diferentes tiendas.
Además de ello, también se está utilizando en los hogares japoneses al tratarse de un
robot totalmente seguro dada la gran cantidad de sensores equipados. El prototipo ini-
cial salió a la luz en junio de 2014, empezándose a comercializar casi un año después,
concretamente en febrero de 2015.
En cuanto a sus características físicas, Pepper tiene 1.20 metros en altura, 0.485 me-
tros en anchura y 0.425 metros en profundidad. Su peso es de 28 kg y está equipado
con una batería de 30 amperios o 795 Wh proporcionando una autonomía de 12 horas.
En el pecho del robot, se encuentra una pantalla táctil de 10.1 pulgadas utilizada para
mostrar información visual, posibilitando también una forma de interacción al usuario
mediante interfaces gráficas. Además de la pantalla, el robot puede recibir instruccio-
nes mediante órdenes de voz ya que está equipado con cuatro micrófonos direccionales
situados en la cabeza. También dispone de dos cámaras RGB, además de un sensor que
nos ofrece información de profundidad (3D) y también tres sensores táctiles. Para el
control de estabilidad, encontramos un giroscopio en el pecho del robot además de 2
sensores táctiles en las manos. En cuanto a su movimiento por el entorno, el robot está
equipado con dos sensores de proximidad, tres sensores para la detección de obstácu-
los, un sensor giroscopio y seis sensores láser. Todos estos mecanismos en conjunto
hacen posible la interacción directa de las personas humanas con el robot y su convi-
vencia en el mismo entorno.
Para la movilidad, Pepper dispone de 20 motores ofreciendo diferentes ángulos de
libertad y posibilidades de movimiento según el número de grados de libertad en las
articulaciones. El robot está representado en la Figura 4.1 junto a sus articulaciones,
además de un esquema con los diferentes componentes especificados anteriormente.
4.2.2. Choregraphe
Choregraphe se trata de una de las herramientas principales para programar apli-
caciones haciendo uso del robot Pepper. Dispone de una interfaz gráfica facilitando
su uso que consiste en la creación de aplicaciones en forma de grafos de acciones or-
denadas en el tiempo. Mediante las SDK de Python o C++ también se pueden crear
aplicaciones desde código directamente ya que seríamos capaces de crear los módu-
los necesarios para ello. En la Figura 4.2 podemos observar una muestra de la interfaz
gráfica de esta herramienta.
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Figura 4.1: Robot humanoide Pepper, producto de la empresa Alde-
baran Robotics. De izquierda a derecha observamos: las diferentes ar-
ticulaciones del robot, su aspecto posterior y por último observamos
representados sus diferentes componentes más importantes. Figura
extraída de [72]
Figura 4.2: Interfaz gráfica de la herramienta Choregraphe con una
aplicación implementada consistiendo en diferentes acciones básicas
tales como reconocimiento de voz, utilización de sensores de la cabe-
za, etc. Figura extraída de [72]
4.3. Pipeline y experimentación
El sistema de interacción hombre-máquina resultante es fruto de una secuencia de
procesos o etapas donde individualmente cada una implica un objetivo diferente (ver
Figura 4.3). Las etapas que constituyen la pipeline del sistema son las siguientes:
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Etapa de adquisición:mediante el uso de un sensor 3D, obtenemos los datos ne-
cesarios para computar las características necesarias obteniendo así las entradas
al sistema de reconocimiento de gestos.
Etapa de clasificación: el sistema de clasificación basado en aprendizaje profundo
clasificará los vectores de características computados en la etapa de adquisición.
Como resultados de esta etapa, se obtendrá el gesto realizado entre los 25 gestos
disponibles.
Etapa de reconocimiento: en base al resultado de la etapa de clasificación, se pre-
pararán las respuestas del robot que consistirán en el nombre del gesto realizado.
Mediante la aplicación Choregraphe y la SDK en Python se conseguirá que el




Figura 4.3: Representación de la pipeline del sistema de interacción
hombre-máquina resultante.
El sistema de interacción hombre-máquina es en su totalidad resultado del des-
pliegue del sistema de reconocimiento de gestos en el robot Pepper con el objetivo de
responder al usuario mediante la reproducción del habla con el gesto que este está
realizando. La conexión con el robot se ha realizado mediante la aplicación Choregrap-
he, convirtiéndose la misma en el nexo de comunicación entre el servidor donde está
desplegado el clasificador basado en aprendizaje profundo y el robot. En la Figura 4.4
podemos observar a un usuario realizando un gesto delante del robot.
Figura 4.4:Usuario realizando un gesto delante del robot. Después de
la realización del mismo, el robot responderá con el nombre del gesto.
El sistema ha mostrado un funcionamiento correcto, ofreciendo respuestas inme-
diatas al gesto realizado. Observamos durante la experimentación ciertas confusiones
por parte del sistema a la hora de reconocer los gestos conflictivos ya comentado en el
Capítulo 3. Para demostrar su funcionamiento, se ha grabado un vídeo al cual se puede
acceder a través del siguiente enlace https://youtu.be/Hwiwvm-rQlk.
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4.4. Conclusiones y trabajos futuros
En este capítulo se ha descrito la integración del sistema de reconocimiento de ges-
tos con el robot Pepper resultando así en un sistema de interacción hombre-máquina
totalmente funcional. Hemos descrito el flujo de procesos o pipeline formado por 3 ta-
reas cada una con un objetivo diferente: adquisición de información, clasificación y
reconocimiento. Posteriormente, el sistema ha sido probado observando un funciona-
miento correcto del mismo a la hora de reconocer los gestos y ofrecer respuestas en
consecuencia por parte del robot. Se ha observado una cierta confusión a la hora de
clasificar gestos conflictivos, no obstante, en términos generales se ha cumplido con la
propuesta de esta parte del proyecto.
Como trabajos futuros, se propone la imitación de los gestos realizados por parte
del robot siempre teniendo en cuenta los movimientos que este es capaz de realizar
en base a los grados de libertad disponibles por cada articulación. De esta forma, los
niños, además de aprender el nombre de los gestos, también aprenderían a mejorar la




Con este último capítulo se dará por finalizado el trabajo con unas breves con-
clusiones 5.1, además de ideas para trabajos futuros 5.3 y comentando también las
publicaciones realizadas a raíz de este trabajo 5.2.
5.1. Conclusiones
En este trabajo se ha implementado un sistema de interacción hombre-máquina
diseñado para ayudar a los niños autistas mejorar sus habilidades comunicativas me-
diante el uso de los gestos de Schaeffer junto a producciones lingüísticas. El sistema
resultante es fruto de la integración de un sistema de reconocimiento de gestos en un
robot social asistente. Dado esto, se ha realizado en primer lugar un estudio del estado
del arte tanto en sistemas de reconocimiento de gestos como en sistemas de interac-
ción hombre-máquina con aplicaciones similares. Se ha observado diferentes sistemas
de reconocimiento de gestos basados en los datos del esqueleto humano obtenidos me-
diante una cámaraMicrosoft Kinect v2 que reportaron un funcionamiento correcto sobre
diferentes conjuntos de datos. En base a estos trabajos, se ha diseñado un vector de ca-
racterísticas basados en la pose del cuerpo con el fin de discriminar de forma óptima
entre los gestos que se tratarán. Para validar el sistema de reconocimiento de gestos se
han utilizado 25 gestos de Schaeffer descritos individualmente. Como resultado hemos
obtenido un porcentaje de acierto de 93.13% utilizando un modelo basado en LSTMs
de tres capas. Como entrada al sistema se han utilizado ventanas deslizantes de 20 se-
cuencias donde cada secuencia contiene 10 vectores de características. Pese a que el
mejor modelo para nuestro problema se basa en los bloques LSTMs, las redes basa-
das en GRUs reportaron un funcionamiento general mejor observando los primeros 50
mejores modelos probados.
Para conocer mejor los métodos basados en aprendizaje profundo tales como las
RNNs se ha realizado un estudio de los mismos, analizando sus problemas y descri-
biendo las soluciones basadas en los bloques LSTMs y GRUs que se implementarán
para nuestro problema. Ambos modelos se han tratado en detalle encontrando solu-
ción de esta forma al problema de las dependencias a largo plazo y al desvanecimiento
o explosión de los gradientes a la hora de entrenar las RNNs tradicionales.
Conociendo ya en detalle tanto las técnicas de aprendizaje profundo utilizadas co-
mo el sistema de reconocimiento de gestos, se procedido a integrarlas en un sistema
robot asistente, concretamente en el robot Pepper. De esta forma se ha obtenido un sis-
tema de interacción-hombre máquina con un funcionamiento correcto y robusto. Sin
embargo, se ha observado ciertas confusiones en la clasificación de los gestos más con-
flictivos, haciendo que el sistema general identifique de forma errónea el gesto realiza-
do. La respuesta del sistema es rápida siendo también controlada su recuperación en
caso de posibles errores.
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5.2. Publicaciones
Como resultado de este trabajo fin de máster y junto a la actividad de investigación
realizada, se han conseguido publicar los siguientes artículos:
S. Oprea, A. García-García, J. García-Rodríguez, S. Orts-Escolano, M. Cazorla, A Re-
current Neural Network based Schaeffer Gesture Recognition System. Interna-
tional Joint Conference on Neural Networks, IJCNN 2017, Anchorage, Alaska.
S.O. Oprea, A. García-García, S. Orts-Escolano, V. Villena-Martínez, J.A. Castro-Vargas
A Long Short-TermMemory based Schaeffer Gesture Recognition System. Ex-
pert Systems Journal con un factor de impacto de 1.18. Actualmente se encuentra
en la última fase de publicación.
5.3. Trabajos futuros
Como trabajos futuros, contemplaremos otros mecanismos de adquisición de datos
basados totalmente en visión y aprendizaje profundo tales como las Convolutional Pose
Machines que nos suministrará información sobre el esqueleto humano. No obstante, a
diferencia de la información obtenida mediante el sensor Microsoft Kinect v2, las posi-
ciones de las articulaciones se encontrarán en el plano de la imagen perdiendo así una
dimensión (la profundidad). Esto implicará adaptar completamente este trabajo utili-
zando otras características visuales a nivel de píxel y no solamente a nivel de pose. Por
otra parte y como continuación de esta investigación se intentarán aplicar las mismas
técnicas al reconocimiento de comportamientos, problema en el que tendremos que fil-
trar la información captada con el fin de detectar los gestos más relevantes propios de
una determinada acción.
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