Automation use can be analyzed by looking at compliance rates (agreeing with automated alerts) and reliance rates (agreeing with automated nonalerts). The authors investigated how compliance and reliance rates in a target detection task depend on the perceived difficulty and importance of the trials and on the feedback given after each trial. Results show that focusing on trial importance significantly increased participants' compliance rates while reliance rates remained stable. When no feedback was presented, participants were more likely to comply with the automated aid in trials they perceived as difficult, but this trend reversed when importance was introduced and correlated with difficulty.
INTRODUCTION
As technology continues to advance, automation has taken on a larger role. For example, cockpits have become increasingly automated, helping to reduce flight times, improve comfort for passengers, and increase fuel efficiency. Automation of navigation tasks offers crews increased perceptual and cognitive capacity while flying (Wiener, 1988) . Other benefits of automation include improving task performance and reducing operator workload (Wickens & Dixon, 2007) .
However, automation is not completely reliable and perfect in all situations and neither are the human operators. Therefore, operators must develop a certain amount of trust and confidence in the automation. When the operators' trust and confidence are not appropriately calibrated to the reliability of the automation, the result can be a failure to properly utilize the automation (Parasuraman & Riley, 1997) . This failure can come about either by operators trusting and depending on the automation too much or by operators failing to trust the automation enough and failing to utilize the benefits of the automation (Parasuraman & Riley, 1997 ).
An operator's trust in an automated aid has been found to be influenced by the reliability of the automation (e.g., how often it errs in detecting a target) (Rice, 2009 ). This trust can influence the operator's use of the automation, which is reflected in compliance and reliance rates. Compliance is defined here as the percentage of time that an operator agrees with the automation when it detects a target and reliance is defined as the percentage of time that an operator agrees with the automation when it does not detect a target. Studies have shown that low levels of trust in the automation correspond to low levels of compliance and reliance (Meyer, 2004) .
Alternatively, other studies have found that trust may not be a reliable predictor of compliance and reliance (Lee & Moray, 1992; Gempler & Wickens, 1998) . Some authors propose models of automation use that bypass trust all together (Bustamante, 2009) , suggesting that compliance and reliance rates can be affected directly by automation reliability and not from an operator's trust in the automation. These findings suggest that it is important for researchers to emphasize the compliance and reliance rates of automation use and not just trust.
Increased use of automation has not yielded comparable improvements in performance (Dzindolet et al., 2003) . To date, most research has measured trust, compliance, and reliance in automation when operators receive feedback that enables them to determine how well they and the automated system are doing. Variables of interest include differences between high and low automation reliability (Lee & Moray, 1992) , varying the reliability of the automation during a task (Wiegmann, Rich, & Zhang, 2001) , and the differences between false alarms and misses (Meyer, 2004) .
Most of this research focuses on a central theme of changing aspects of the automation. However it is equally important to understand how people use automation in different situations. One area which has not been investigated, and which is the focus of the present study, is how people use automation in contexts of differing importance. The importance of different scenarios varies substantially, and it is vital to understand how operators change their dependence on automation based on the importance or criticality of the situation.
Previous research has shown that mistakes made by the automation in easy tasks had a larger, negative impact on operators' trust and dependence on the automation than mistakes made in hard tasks (Madhaven, Wiegmann, and Lacson, 2006) . However, the operator may not have prior experience with a task and may be unaware of its difficulty. Moreover, the operator's perception of the task difficulty may not accurately reflect the task's actual difficulty. It may be that simply changing an operators' perception of difficulty is enough to influence their use of automation.
Another factor that may play a significant role in operators' use of automation is the availability of feedback, which can be used by operators to judge the reliability of automation, task difficulty, and their own ability. It is necessary to understand how people use automation without feedback, since feedback is not available in every situation. For example, a pilot may have never used autopilot in a severe storm and might be unsure of how the automation will perform. Without such prior experience, their decision to use the autopilot in a storm must be made without knowledge of the automation's reliability in this context. As training programs are rarely exhaustive and do not present operators with all possible scenarios, it is important to be able to predict how a person would use the automation in novel circumstances.
The purpose of this experiment was to investigate how reliance and compliance rates were influenced by perceived task difficulty and the importance of the task. The influence of feedback on these relationships was also investigated.
Decision-making research has shown that people are more likely to have an inflated view of their own competence if a task appears easy to them (Dunning, et al., 2003) . Due to this finding, the authors hypothesize that participants will show increased agreement rates in tasks that they believe to be hard or important, while relying on their own decisions, not that of the automation, in tasks that they believe to be easy or unimportant.
METHOD
Twenty-one participants (16 female) took part in this experiment. Participants were seated at a computer and told that they would be taking part in a target detection task on the computer. They were instructed that they would be looking for Xs in a random array of alphabetic characters, and that they would have use of an automated computer aid to assist them. Also, for each correct answer they would earn points and for each incorrect answer they would lose points. A running point total was calculated for each block of trials. Participants were told that the program would indicate before each trial how hard the upcoming trial was and the point value of the trial. Participants were only told that the aid was not perfect and that the exact accuracy of the aid was unknown.
Participants completed 200 trials. The first eight trials were practice trials and not scored, and participants received feedback. The automated aid was 100% accurate during the practice trials and participants were told that it was 100% only for the practice trials. This was done to avoid influencing the participants' perception of the automation before the block of trials with no feedback.
Before each trial, participants were shown a screen indicating the difficulty and point value of the upcoming trial. This screen was shown for 2000 ms and either displayed "Very Easy", "Moderate", or "Very Hard" for the difficulty and "10 points", "20 points", or "30 points" for the point value. In reality, the level of difficulty was randomly assigned to trials, and trials at all three levels were equally hard.
After the difficulty and point value were shown to the participant, a blank screen with a fixation cross was displayed for 1000 ms. The stimulus screen was then displayed for 750 ms. Half of the trials displayed targetpresent stimuli and half of the trials displayed targetabsent stimuli. This was balanced across the given difficulty and importance levels, as well as block type. In target-present stimuli there were 5 Xs and 295 distracter letters (Figure 1) .
In target-absent stimuli there were 300 distracter letters. The letter K was excluded from distracter letters due to its similarity to the letter X. Letters were written in black, size 14 Arial font and each letter was randomly located in a 700 x 700 pixel white screen. It was possible for letters to overlap. Letters were used for the stimuli because they served the purpose of hiding the fact that trials were not easier or harder than one another, due to the ability to randomize everything. This would not be possible using more applied stimuli, such as images of terrain. Participants were randomly assigned to one of three conditions. In the first condition (difficulty condition), importance was held constant while perceived trial difficulty varied. In this manipulation, trials were either "Very Easy", "Moderate", or "Very Hard" and all trials were worth 10 points. In the second condition (importance condition), difficulty was held constant while importance varied. In this manipulation, trials were either worth 10 points, 20 points, or 30 points, and all trials were labeled "Moderate" difficulty. In the third condition (combined condition), difficulty and importance were perfectly correlated. "Very Easy" trials were worth 10 points, "Moderate" trials were worth 20 points, and "Very Hard" trials were worth 30 points. This manipulation was introduced because difficulty and importance are often correlated in the real world and commonly the most difficult tasks are the most important.
Immediately following the stimulus screen, the result of the automated aid's decision was shown, as well as a prompt indicating that participants should indicate whether the target was present or absent. At the top of this screen, either "The Automation Detected A Target!" was displayed if the automation detected a target or "The Automation Did Not Detect A Target" if the automation did not detect a target. The prompt was displayed at the bottom of this screen, which read "Press 'X' if you saw an X" and "Press 'N' if you did not". Participants had as long as they wanted to make a response.
The automated aid was always 80% reliable, and committed the same number of false alarms and misses.
This was balanced across target-present and targetabsent trials as well as trial difficulty, importance levels, and feedback condition. False alarms and misses were not independently controlled in this study because the primary purpose was only to see if there were differences among difficulty and importance levels in the varying feedback conditions, not to narrow down and identify the cause of differences.
The feedback screen was displayed immediately after the participant made their decision. The word "Correct" was displayed in green to indicate a correct response and the word "Incorrect" was displayed in red to indicate an incorrect response. Additionally, the total points that the participant had accumulated so far for the block was displayed on the feedback screen.
There were four blocks of 48 trials that were counterbalanced. In one block, participants did not receive feedback, but were told that their points were still being tallied and they would see their score at the end of the block. In two blocks, participants were given feedback after each trial. In the last block, which served as an accuracy control, the automated aid was not used, but the participant did receive feedback on their performance.
Before each block of trials, participants were told how many points a perfect score (if they got all trials correct) would be and how many points a high score would be. High scores were calculated by adding the points the participant would receive if they always agreed with the automation (80% accuracy). This provided a perspective and motivation for the points. The block of control trials either came after the practice block, in between the no-feedback block and feedback block, or after the feedback block. The no-feedback block always came before the feedback block.
Reaction time, accuracy, compliance, and reliance rates were measured and served as dependent variables in our analyses of variance. Compliance rates were measured as the proportion of agreement rates to alerts, meaning the number of times the participant agreed with the automated aid when the aid detected a target. Reliance rates were measured as the proportion of agreement rates to nonalerts, meaning the number of times the participant agreed with the automated aid when the aid did not detect a target. Independent variables were feedback condition (within-subjects) and whether difficulty, importance, or both factors were being manipulated (between-subjects).
RESULTS
A 3x2x2 (condition x block type x agreement type) ANOVA collapsed across trial type (easy/moderate/hard or 10/20/30 points) showed a significant main effect of agreement type, F(1, 18) = 6.38, p < .05, and a significant interaction between agreement type and condition, F(2, 18) = 5.95, p = .01 (Figure 2) . Overall, participants were more likely to comply with the automation in the importance condition (M = 85.84%, SD = 7.13%) than in the combined condition (M = 68.66%, SD = 17.05%) or the difficulty condition (M = 56.95%, SD = 13.23%), F(2, 18) = 7.31, p < .01, while the reliance rates did not significantly vary across conditions.
A 2x2x2x3 (condition x block type x agreement type x trial type) ANOVA, looking at the difficulty and combined conditions, revealed a significant three-way interaction between block type, trial type, and condition, F(2, 26) = 6.18, p < .01. Further investigation of this interaction revealed that the interaction was being driven by the differences in compliance rates between the feedback and no-feedback block. Whereas there is a lack of an interaction between agreement type and trial type in the feedback block condition, F(2, 26) = .93, p > .1, we see a crossover interaction between those factors in the no-feedback block, F(2, 26) = 8.86, p = .001 (Figure 3) . Moreover, in the difficulty condition, a significant positive linear contrast was found in compliance rates, F(1, 6) = 7.24, p < .05. Compliance rates increased from very easy trials (M = 36.74%, SD = 13.94%) to moderate trials (M = 50.79%, SD = 10.85%) to very hard trials (M = 60.32%, SD = 14.14%). In the combined condition, a significant negative linear contrast was found, F(1, 7) = 6.51, p < .05. Also, compliance rates decreased from very easy trials (M = 75.00%, SD = 22.59%) to moderate trials (M = 59.72%, SD = 25.85%) to very hard trials (M = 51.39%, SD = 29.06%). A trend was not found in the importance condition.
A 2x2x2x3 (condition x block type x agreement type x trial type) ANOVA, looking at the importance and combined conditions, revealed a significant interaction between block type and trial type, F(2, 24) = 5.94, p < .01. A three-way ANOVA was performed between block type on participants' accuracy and revealed a significant effect, F(2, 40) = 7.98, p = .001, revealing that participants had the best accuracy when they received feedback (M = 72.17%, SD = 8.28%) and the worst accuracy when they had no automated aid (M = 62.60%, SD = 8.00%).
DISCUSSION
These results illustrate that just manipulating the perception of trial difficulty was enough to cause participants to change their agreement rates with automation when feedback was not available. They were more likely to believe in and use the automation when the automation detected a target in trials that they perceived as hard. This is an important finding as there are many real world cases where feedback is not immediately available or operators have no way of judging the reliability of the automation they use. In these situations, the perceived difficulty of the task is enough to change their behavior towards automation.
When the importance of the trials was varied and difficulty was held constant, participants complied with the automated aid much more. This shows that putting the focus on the cost/benefit of trials was enough to boost compliance rates. This is also important as many tasks in which operators use automation have cost/benefit risks associated with them.
The interaction between the difficulty and combined conditions on compliance rates showed that participants were more likely to comply with difficult trials when only trial difficulty was manipulated, but the trend reversed when importance was correlated with difficulty. These effects were not found when only importance was manipulated, meaning that there is something about the combination of difficulty and importance that caused the compliance rates trend to reverse.
When difficulty alone was manipulated, participants were more apt to believe their own decisions, resulting in lower compliance rates. This supports the findings of Dunning et al. (2003) in the domain of decision making. When importance was added to difficulty in the combined condition it gave participants another thing to consider. In this case, participants were no longer focusing solely on difficulty, but considering the importance of trials as well. Participants may have been considering point value more and not depending on the automation to be correct in the hard, high point value trials, resulting in lower compliance rates. This did not occur when only importance was manipulated, meaning that the difficulty of the trial was influential on participants' decision to agree with the automation.
Further research is needed to investigate the cause of this interaction, since the correlation of difficulty and importance is common in the real world and could have a negative impact on people's performance in hard tasks if people are likely to lower their compliance rate to an automated aid.
