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Abstract
The auxiliary differential equation technique is employed to investigate a generalized mKdV equation with variable coefficients.
The Jacobi elliptic function wave-like solutions of the equation are expressed under several circumstances. The degenerated soliton-
like and trigonometric function solutions are discussed in detail as the modulus of the Jacobi elliptic wave-like solutions tends to 1
and 0, respectively.
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1. Introduction
The generalized mKdV equation
ut + aunux + uxxx = 0 (1)
is introduced in [1,2]. It is known that Eq. (1) reduces to the standard KdV equation if n = 1 and the mKdV equation
if n = 2 and the two equations are investigated by many mathematicians, physicists and engineers. Fomberg and
Whitam [3] obtained the solitary wave solutions for Eq. (1) under some assumptions. Liu and Yang [4] employed the
bifurcation method of dynamical systems to investigate the bifurcation properties of solitary waves for Eq. (1) in the
case where n ≥ 1 and a 6= 0. A number of explicit solitary wave solutions were presented in [4]. Indeed, we know
that the higher-order terms of the KdV equation play an important role in some complicated situations which are in
the vicinity of the critical velocity or at the critical density (see [6,7]). For other approaches to study nonlinear partial
differential equations, such as the Ba¨cklund transformation, the Darboux transformation, the Painleve´ analysis, the
I This work is supported by the SWUFE’s third period key subject construction item funds of the 211 project.
∗ Corresponding author.
E-mail address: laishaoy@swufe.edu.cn (S. Lai).
0377-0427/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.12.021
76 Y. Zhang et al. / Journal of Computational and Applied Mathematics 223 (2009) 75–85
trace method, the tri-Hamiltonian operators, the sine–cosine method, the Adomian decomposition method, the Jacobi
elliptic function expansion methods and so on, the reader is referred to [8–11] and the references therein.
Khater, et al. [5] developed the extended tanh method to study the general mKdV equation given by
φt + F(φ)φx + φxxx = 0, (2)
which was used as a unidirectional nonlinear wave model in a plasma which consists of cold ions and nonisothermal
electrons. It was also regarded as a model that highlights the different features of solitary waves. In [5], two cases:
F(φ) = φ r+12 and F(φ) = iφ r+12 (constant r > 0), were investigated in detail. The exact travelling wave solutions for
the two cases were given. In addition, Khater, et al. [5] made some important discoveries for the (2+ 1) dimensional
sinh-Poisson and sine-Poisson equations.
Motivated by the form of Eqs. (1) and (2), we write the following generalized mKdV equation with variable
coefficients
ut + α(t)unux + β(t)uxxx = 0, n > 0, (3)
where α(t) 6= 0 and β(t) 6= 0 are functions of t .
In fact, the variable-coefficient nonlinear evolution equations often can provide realistic models comparing with
their constant-coefficient counterparts. The higher-order nonlinear terms must be taken into account in multifarious
real physical background (see [9,10]).
The objective of this paper is to investigate Eq. (3) by using an auxiliary differential equation, which is different
from that used in [5]. The exact Jacobi elliptic function wave-like solutions to Eq. (3) are obtained in the cases n = 1
and n = 2. For arbitrary exponent n > 0, the degenerated soliton-like and the trigonometric function solutions for
Eq. (3) are obtained when the modulus of Jacobi elliptic wave-like solutions tends to 1 and 0, respectively. The results
acquired in this work include the exact travelling wave solutions of Eq. (2) presented in [5].
2. Brief description of the auxiliary equation technique
To illustrate the auxiliary differential equation approach, we assume that the solution of Eq. (3) is expressed in the
form
u(x, t) = g0(t)+ g1(t)z(ξ)+ g2(t)z2(ξ), (4)
where ξ = p(t)x + q(t), g0(t), g1(t), g2(t), p(t) and q(t) are functions of t , and z(ξ) is determined by the auxiliary
equation(
dz
dξ
)2
= c1 + c2z2 + c32 z
4, (5)
where c1, c2 and c3 are constants. Li [12] obtained the solutions of Eq. (5), which are listed in Table 1.
In Table 1, functions sn(ξ) = sn(ξ, k), cn(ξ) = cn(ξ, k) and dn(ξ) = dn(ξ, k) are the Jacobian elliptic
functions with modulus k(0 < k < 1), which have the properties sn(−ξ) = −sn(ξ), cn(−ξ) = cn(ξ), dn(−ξ) =
dn(ξ), sn2(ξ)+ cn2(ξ) = 1, dn2(ξ)+ k2sn2(ξ) = 1, (sn(ξ))′ = cn(ξ)dn(ξ), (cn(ξ))′ = −sn(ξ)dn(ξ), (dn(ξ))′ =
−k2sn(ξ)cn(ξ). Setting k → 0 yields sn(ξ) → sin(ξ), cn(ξ) → cos(ξ) and dn(ξ) → 1. When k → 1, it derives
that sn(ξ)→ tanh(ξ), cn(ξ)→ sec h(ξ) and dn(ξ)→ sec h(ξ).
Substituting Eqs. (4) and (5) into Eq. (3), and setting the coefficients of z j (ξ)( j = 0, 1, 2, . . .) and
x szi (ξ)
√
az(ξ)+ bz2(ξ)+ cz3(ξ) (s = 0, 1; i = 0, 1, 2 . . .) to zero yield a set of algebraic equations for
g0(t), g1(t), g2(t), p(t), q(t). Using the Maple to solve the algebraic equations and substituting each of the solutions
of the set, i.e. each of the expressions of z(ξ) into Eq. (4), we can get the solutions of Eq. (3).
3. Application of the auxiliary equation method
Using transformation un = W (n 6= 0) yield
ut = 1nW
1
n−1Wt , (6)
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Table 1
Solutions of auxiliary equation (5)
No. z(ξ) c3 c2 c1
1 sn(ξ) 2k2 −(k2 + 1) 1
2 cd(ξ) 2k2 −(k2 + 1) 1
3 cn(ξ) −2k2 2k2 − 1 1− k2
4 dn(ξ) −2 2− k2 k2 − 1
5 nc(ξ) 2(1− k2) 2k2 − 1 −k2
6 ns(ξ) 2 −(k2 + 1) k2
7 dc(ξ) 2 −(k2 + 1) k2
8 nd(ξ) 2(k2 − 1) 2− k2 −1
9 cs(ξ) 2 2− k2 1− k2
10 sc(ξ) 2(1− k2) 2− k2 1
11 sd(ξ) 2k2(k2 − 1) 2k2 − 1 1
12 ds(ξ) 2 2k2 − 1 k4 − k2
13 kcn(ξ)± dn(ξ) − 12 k
2+1
2 − (1−k
2)2
4
14 1sn(ξ) ± cn(ξ)sn(ξ) 12 −2k
2+1
2
1
4
15 1cn(ξ) ± sn(ξ)cn(ξ) 1−k
2
2
k2+1
2
1−k2
4
16 1sn(ξ) ± dn(ξ)sn(ξ) 12 k
2−2
2
k4
4
17 sn(ξ)± icn(ξ) k22 k
2−2
2
k2
4
18 dn(ξ)√
1−k2sn(ξ)±cn(ξ)
k2
2
k2−2
2
k2
4
19 ksn(ξ)± idn(ξ) 12 1−2k
2
2
1
4
20 sn(ξ)1±cn(ξ)
1
2
1−2k2
2
1
4
21 sn(ξ)1±dn(ξ)
k2
2
k2−2
2
1
4
22 dn(ξ)1±ksn(ξ)
k2−1
2
k2+1
2
k2−1
4
23 cn(ξ)1±sn(ξ)
1−k2
2
k2+1
2
−k2+1
4
24 sn(ξ)dn(ξ)±cn(ξ)
(1−k2)2
2
k2+1
2
1
4
25 cn(ξ)√
1−k2±dn(ξ)
k4
2
k2−2
2
1
4
ux = 1nW
1
n−1Wx , (7)
uxxx = 1n
(
1
n
− 1
)(
1
n
− 2
)
W
1
n−3(Wx )3 + 3n
(
1
n
− 1
)
W
1
n−2WxxWx + 1nW
1
n−1Wxxx . (8)
Substituting (6)–(8) into Eq. (3) results in
W 2Wt + β(t)2n
2 − 3n + 1
n2
(Wx )
3 + 3β(t)1− n
n
WWxWxx + α(t)W 3Wx + β(t)W 2Wxxx = 0. (9)
We assume that the solution of Eq. (9) is expressed in the form
W (x, t) = g0(t)+ g1(t)z(ξ)+ g2(t)z2(ξ), ξ = p(t)x + q(t), (10)
where g0(t), g1(t), g2(t), p(t) and q(t) are functions of t . Substituting Eqs. (5) and (10) into (9), and setting each of
the coefficients of z j (ξ)( j = 0, 1, 2) and x szi (ξ)
√
c1 + c2z2(ξ)+ c32 z4(ξ)(s = 0, 1; 0 ≤ i ≤ 7) to zero yield a set of
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algebraic equations for g0(t), g1(t), g2(t), p(t) and q(t), which are written as follows
g′0(t) = 0, g′1(t) = 0, g′2(t) = 0, p′(t) = 0, (11)
g20(t)g1(t)q
′(t)+ α(t)g30(t)g1(t)p(t)+ β(t)
2n2 − 3n + 1
n2
g31(t)p
3(t)c1
+β(t)6(1− n)
n
g0(t)g1(t)g2(t)p
3(t)c1 + β(t)g20(t)g1(t)p3c2 = 0, (12)
(2g0(t)g21(t)+ 2g20(t)g2(t))q ′(t)+ 3α(t)(3g20(t)g21(t)+ 2g30(t)g2(t))p(t)
+β(t)+ β(t)6(n − 1)
2
n2
g21(t)g2(t)p
3(t)c1 + 12(1− n)n g0(t)g
2
2(t)p
3(t)c2
+β(t)18
n
g0(t)g1(t)g2(t)p
3(t)c2 + β(t)3g20(t)g1(t)p3(t)c3 = 0, (13)
(g31(t)+ 6g0(t)g1(t)g2(t))q ′(t)+ α(t)(3g0(t)g31(t)+ 9g20(t)g1(t)g2(t))p(t)
+β(t)6(n
2 − 3n + 2)
n2
g1(t)g
2
2(t)p
3(t)c1 + β(t) 1
n2
g31(t)p
3(t)c2
+β(t)18
n
g0(t)g1(t)g2(t)p
3(t)c2 + β(t)3g20(t)g1(t)p3(t)c3 = 0, (14)
(4g21(t)g2(t)+ 4g0(t)g22(t))q ′(t)+ α(t)(g41(t)+ 12g0(t)g21(t)g2(t)
+ 6g20(t)g22(t))p(t)+ β(t)
6(n2 − 3n + 2)
n2
g1(t)g
2
2(t)p
3(t)c1
+β(t) 1
n2
g31(t)p
3(t)c2 + β(t)18n g0(t)g1(t)g2(t)p
3(t)c2 + β(t)3g20(t)g1(t)p3(t)c3 = 0, (15)
5g1(t)g22(t)q
′(t)+ α(t)(5g31(t)g2(t)+ 15g0(t)g1(t)g22(t))p(t)
+β(t)12+ 6n − n
2
n2
g1g
2
2(t)p
3(t)c2 + β(t)2n
2 + 3n + 1
2n2
g31(t)p
3(t)c3
+β(t)15+ 15n
n
g0(t)g1(t)g2(t)p
3(t)c3 = 0, (16)
2g32(t)q
′(t)+ α(t)(9g21(t)g22(t)+ 6g0(t)g32(t))p(t)
+β(t) 8
n2
g32(t)p
3(t)c2 + β(t)6n
2 + 9n + 3
n2
g21(t)g2(t)p
3(t)c3
+β(t)18+ 6n
n
g0(t)g
2
2(t)p
3(t)c3 = 0, (17)
α(t)7g1(t)g32(t)p(t)+ β(t)
6n2 + 15n + 6
n2
g1(t)g
2
2(t)p
3(t)c3 = 0, (18)
α(t)2g42(t)p(t)+ β(t)
2n2 + 6n + 4
n2
g32(t)p
3(t)c3 = 0. (19)
Solving (11)–(19) with the help of Maple, we find
g0 = 0, g1 = 0, g2 = −6β(t)p
2c3
α(t)
= constant,
q = −4p3c2
∫
β(t)dt, p = constant, n = 1,
(20)

g0 = 0, g1 = 0, g2 = −3β(t)p
2c3
α(t)
= constant,
q = −p3c2
∫
β(t)dt, p = constant, n = 2,
(21)
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and 
g0 = − (n
2 + 3n + 2)β(t)p2c2
n2α(t)
= constant, g1 = 0,
g2 = − (n
2 + 3n + 2)β(t)p2c3
n2α(t)
= constant,
q = 2p
3c2
n2
∫
β(t)dt, p = constant, c22 = 2c1c3, n > 0,
(22)
where c1, c2 and c3 are constants.
3.1. The Jacobi elliptic function solutions to Eq. (3) in the case n = 1
According to the expressions of q and g2 in (20), we know that q and g2 are determined by p, c2 and c3 (c2 and c3
depend on modulus k). From (20) and the solutions listed in Table 1, we acquire the following Jacobi elliptic function
solutions
u1.1(x, t) = −12k
2β(t)p2
α(t)
sn2
[
px + 4(k2 + 1)p3
∫
β(t)dt
]
, (23)
u1.2(x, t) = −12k
2β(t)p2
α(t)
cd2
[
px + 4(k2 + 1)p3
∫
β(t)dt
]
, (24)
u1.3(x, t) = 12k
2β(t)p2
α(t)
cn2
[
px − 4(2k2 − 1)p3
∫
β(t)dt
]
, (25)
u1.4(x, t) = 12β(t)p
2
α(t)
dn2
[
px − 4(2− k2)p3
∫
β(t)dt
]
, (26)
u1.5(x, t) = −12(1− k
2)β(t)p2
α(t)
nc2
[
px − 4(2k2 − 1)p3
∫
β(t)dt
]
, (27)
u1.6(x, t) = −12β(t)p
2
α(t)
ns2
[
px + 4(k2 + 1)p3
∫
β(t)dt
]
, (28)
u1.7(x, t) = −12β(t)p
2
α(t)
dc2
[
px + 4(k2 + 1)p3
∫
β(t)dt
]
, (29)
u1.8(x, t) = −12(k
2 − 1)β(t)p2
α(t)
nd2
[
px − 4(2− k2)p3
∫
β(t)dt
]
, (30)
u1.9(x, t) = −12β(t)p
2
α(t)
cs2
[
px − 4(2− k2)p3
∫
β(t)dt
]
, (31)
u1.10(x, t) = −12(1− k
2)β(t)p2
α(t)
sc2
[
px − 4(2− k2)p3
∫
β(t)dt
]
, (32)
u1.11(x, t) = −12k
2(k2 − 1)β(t)p2
α(t)
sd2
[
px − 4(2k2 − 1)p3
∫
β(t)dt
]
, (33)
u1.12(x, t) = −12β(t)p
2
α(t)
ds2
[
px − 4(2k2 − 1)p3
∫
β(t)dt
]
, (34)
u1.13(x, t) = 3β(t)p
2
α(t)
[
kcn
(
px − 2(k2 + 1)p3
∫
β(t)dt
)
± dn
(
px − 2(k2 + 1)p3
∫
β(t)dt
)]2
, (35)
u1.14(x, t) = −3β(t)p
2
α(t)
[
ns
(
px + 2(2k2 − 1)p3
∫
β(t)dt
)
± cs
(
px + 2(2k2 − 1)p3
∫
β(t)dt
)]2
, (36)
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u1.15(x, t) = 3(k
2 − 1)β(t)p2
α(t)
[
nc
(
px − 2(k2 + 1)p3
∫
β(t)dt
)
± sc
(
px − 2(k2 + 1)p3
∫
β(t)dt
)]2
,
(37)
u1.16(x, t) = −3β(t)p
2
α(t)
[
ns
(
px − 2(k2 − 2)p3
∫
β(t)dt
)
± ds
(
px − 2(k2 − 2)p3
∫
β(t)dt
)]2
, (38)
u1.17(x, t) = −3k
2β(t)p2
α(t)
[
sn
(
px − 2(k2 − 2)p3
∫
β(t)dt
)
± icn
(
px − 2(k2 − 2)p3
∫
β(t)dt
)]2
, (39)
u1.18(x, t) = −3k
2β(t)p2
2α(t)
× dn
2L(x, t)[√
1− k2snL(x, t)± cnL(x, t)
]2 , (40)
L(x, t) = px − 2(k2 − 2)p3
∫
β(t)dt,
u1.19(x, t) = −3β(t)p
2
α(t)
[
ksn
(
px + 2(2k2 − 1)p3
∫
β(t)dt
)
± idn
(
px + 2(2k2 − 1)p3
∫
β(t)dt
)]2
,
(41)
u1.20(x, t) = −3β(t)p
2
α(t)
sn2
(
px + 2(2k2 − 1)p3 ∫ β(t)dt)[
1± cn (px + 2(2k2 − 1)p3 ∫ β(t)dt)]2 , (42)
u1.21(x, t) = 3k
2β(t)p2
α(t)
sn2
(
px − 2(k2 − 2)p3 ∫ β(t)dt)[
1± dn (px − 2(k2 − 2)p3 ∫ β(t)dt)]2 , (43)
u1.22(x, t) = 3(1− k
2)β(t)p2
α(t)
dn2
(
px − 2(k2 + 1)p3 ∫ β(t)dt)[
1± ksn (px − 2(k2 + 1)p3 ∫ β(t)dt)]2 , (44)
u1.23(x, t) = 3(k
2 − 1)β(t)p2
α(t)
cn2
(
px − 2(k2 + 1)p3 ∫ β(t)dt)[
1± sn (px − 2(k2 + 1)p3 ∫ β(t)dt)]2 , (45)
u1.24(x, t) = −3(1− k
2)2β(t)p2
α(t)
× sn
2
(
px − 2(k2 + 1)p3 ∫ β(t)dt)[
dn
(
px − 2(k2 + 1)p3 ∫ β(t)dt)± cn (px − 2(k2 + 1)p3 ∫ β(t)dt)]2 , (46)
u1.25(x, t) = −3k
4β(t)p2
α(t)
cn2
(
px − 2(k2 − 2)p3 ∫ β(t)dt)[√
1− k2 ± dn (px − 2(k2 − 2)p3 ∫ β(t)dt)]2 , (47)
where 0 < k < 1 and p is an arbitrary nonzero constant.
Remark 1. When k → 0, the solutions listed from (23) to (47) degenerate to three forms. Namely, solutions u1.1,
u1.2, u1.3, u1.11, u1.16, u1.17, u1.18, u1.21 and u1.25 become zero. Solutions u1.4, u1.8, u1.19 and u1.22 are turned into
constants and other solutions degenerate to trigonometric function solutions.
Remark 2. When k → 1, the solutions listed from (23) to (47) also degenerate to three forms. Namely, solutions u1.5,
u1.8, u1.10, u1.11, u1.13, u1.15, u1.22, u1.23 and u1.24 become zero. Solutions u1.2, u1.7, u1.18 and u1.25 are turned into
constants and other solutions degenerate to soliton-like solutions. In particular, letting α(t) = β(t) = 1 and k → 1,
u1.3 and u1.4 are turned into the same solution
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u1.1.0(x, t) = 12p2sech2
(
px − 4p3t
)
. (48)
Both u1.9 and u1.12 become
u1.2.0(x, t) = −12p2csch2
(
px − 4p3t
)
. (49)
Letting F(φ) = φ in Eq. (2), we know that solutions (48) and (49) are in full agreement with those presented in [5]
where Khater, et al. used the extended tanh method to solve Eq. (2).
3.2. The Jacobi elliptic function solutions to Eq. (3) in the case n = 2
Similarly as in Section 3.1, from the expressions of g2 and q in (21) and the solutions listed in Table 1, we obtain
the following Jacobi elliptic function solutions
u2.1(x, t) =
{
−6k
2β(t)p2
α(t)
sn2
[
px + (k2 + 1)p3
∫
β(t)dt
]} 1
2
, (50)
u2.2(x, t) =
{
−6k
2β(t)p2
α(t)
cd2
[
px + (k2 + 1)p3
∫
β(t)dt
]} 1
2
, (51)
u2.3(x, t) =
{
6k2β(t)p2
α(t)
cn2
[
px − (2k2 − 1)p3
∫
β(t)dt
]} 1
2
, (52)
u2.4(x, t) =
{
6β(t)p2
α(t)
dn2
[
px − (2− k2)p3
∫
β(t)dt
]} 1
2
, (53)
u2.5(x, t) =
{
−6(1− k
2)β(t)p2
α(t)
nc2
[
px − (2k2 − 1)p3
∫
β(t)dt
]} 1
2
, (54)
u2.6(x, t) =
{
−6β(t)p
2
α(t)
ns2
[
px + (k2 + 1)p3
∫
β(t)dt
]} 1
2
, (55)
u2.7(x, t) =
{
−6β(t)p
2
α(t)
dc2
[
px + (k2 + 1)p3
∫
β(t)dt
]} 1
2
, (56)
u2.8(x, t) =
{
−6(k
2 − 1)β(t)p2
α(t)
nd2
[
px − (2− k2)p3
∫
β(t)dt
]} 1
2
, (57)
u2.9(x, t) =
{
−6β(t)p
2
α(t)
cs2
[
px − (2− k2)p3
∫
β(t)dt
]} 1
2
, (58)
u2.10(x, t) =
{
−6(1− k
2)β(t)p2
α(t)
sc2
[
px − (2− k2)p3
∫
β(t)dt
]} 1
2
, (59)
u2.11(x, t) =
{
−6k
2(k2 − 1)β(t)p2
α(t)
sd2
[
px − (2k2 − 1)p3
∫
β(t)dt
]} 1
2
, (60)
u2.12(x, t) =
{
−6β(t)p
2
α(t)
ds2
[
px − (2k2 − 1)p3
∫
β(t)dt
]} 1
2
, (61)
u2.13(x, t) =
{
3β(t)p2
2α(t)
[
kcn
(
px − (k
2 + 1)p3
2
∫
β(t)dt
)
± dn
(
px − (k
2 + 1)p3
2
∫
β(t)dt
)]2} 12
, (62)
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u2.14(x, t) =
{
−3β(t)p
2
2α(t)
[
ns
(
px + (2k
2 − 1)p3
2
∫
β(t)dt
)
± cs
(
px + (2k
2 − 1)p3
2
∫
β(t)dt
)]2} 12
,
(63)
u2.15(x, t) =
{
3(k2 − 1)β(t)p2
2α(t)
[
nc
(
px − (k
2 + 1)p3
2
∫
β(t)dt
)
± sc(px − (k
2 + 1)p3
2
∫
β(t)dt)
]2} 12
, (64)
u2.16(x, t) =
{
−3β(t)p
2
2α(t)
[
ns
(
px − (k
2 − 2)p3
2
∫
β(t)dt
)
± ds
(
px − (k
2 − 2)p3
2
∫
β(t)dt
)]2} 12
, (65)
u2.17(x, t) =
{
−3k
2β(t)p2
2α(t)
[
sn
(
px − (k
2 − 2)p3
2
∫
β(t)dt
)
± icn
(
px − (k
2 − 2)p3
2
∫
β(t)dt
)]2} 12
, (66)
u2.18(x, t) =
−3k
2β(t)p2
2α(t)
× dn
2H(x, t)[√
1− k2snH(x, t)± cnH(x, t)
]2

1
2
, (67)
H(x, t) = px − (k
2 − 2)p3
2
∫
β(t)dt,
u2.19(x, t) =
{
−3β(t)p
2
2α(t)
[
ksn
(
px + (2k
2 − 1)p3
2
∫
β(t)dt
)
± idn
(
px + (2k
2 − 1)p3
2
∫
β(t)dt
)]2} 12
, (68)
u2.20(x, t) =
−3β(t)p
2
2α(t)
sn2
(
px + (2k2−1)p32
∫
β(t)dt
)
[
1± cn
(
px + (2k2−1)p32
∫
β(t)dt
)]2

1
2
, (69)
u2.21(x, t) =
3k
2β(t)p2
2α(t)
sn2
(
px − (k2−2)p32
∫
β(t)dt
)
[
1± dn
(
px − (k2−2)p32
∫
β(t)dt
)]2

1
2
, (70)
u2.22(x, t) =
3(1− k
2)β(t)p2
2α(t)
dn2
(
px − (k2+1)p32
∫
β(t)dt
)
[
1± ksn
(
px − (k2+1)p32
∫
β(t)dt
)]2

1
2
, (71)
u2.23(x, t) =
3(k
2 − 1)β(t)p2
2α(t)
cn2
(
px − (k2+1)p32
∫
β(t)dt
)
[
1± sn
(
px − (k2+1)p32
∫
β(t)dt
)]2

1
2
, (72)
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u2.24(x, t) =
− 3(1− k
2)2β(t)p2
2α(t)
× sn
2(px − (k2+1)p32
∫
β(t)dt)[
dn(px − (k2+1)p32
∫
β(t)dt)± cn(px − (k2+1)p32
∫
β(t)dt)
]2

1
2
, (73)
u2.25(x, t) =
−3k
4β(t)p2
2α(t)
cn2H(x, t)[√
1− k2 ± dnH(x, t)
]2

1
2
, (74)
H(x, t) = px − (k
2 − 2)p3
2
∫
β(t)dt,
where 0 < k < 1 and p is an arbitrary nonzero constant.
Remark 3. When k → 0, the solutions listed from (50) to (74) degenerate to zero or constants or trigonometric
function solutions.
Remark 4. When k → 1, solutions u2.5, u2.8, u2.10, u2.11, u2.13, u2.15, u2.22, u2.23 and u2.24 become zero. Solutions
u2.2, u2.7, u2.18 and u2.25 are turned into constants and other solutions degenerate to soliton-like solutions. In particular,
setting α(t) = β(t) = 1, u2.3 and u2.4 are turned into
u2.3.1(x, t) =
[
6p2sech2
(
px − p3t
)] 1
2
. (75)
Solutions u2.9 and u2.12 become
u2.9.1(x, t) =
[
−6p2csch2
(
px − p3t
)] 1
2
. (76)
Formulas (75) and (76) are the solutions presented in paper [5] for Eq. (2) with F(φ) = φ2.
3.3. Soliton-like and trigonometric function solutions of Eq. (3)
In the formula of (22), we note that constants c1, c2 and c3 have to satisfy c22 = 2c1c3. Choosing the concrete
numbers of c1, c2 and c3 in Table 1, we derive that the real number k is either 0 or 1. Therefore, the degenerated
soliton-like and trigonometric function solutions for Eq. (3) are expressed by
u3.1(x, t) =
{
2(n2 + 3n + 2)β(t)p2
n2α(t)
[
1− 2tanh
(
px − 4p
3
n2
∫
β(t)dt
)]} 1
n
, (77)
u3.2(x, t) =
{
2(n2 + 3n + 2)β(t)p2
n2α(t)
[
1− coth2
(
px − 4p
3
n2
∫
β(t)dt
)]} 1
n
, (78)
u3.3(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
cosh
(
px − p3
n2
∫
β(t)dt
)
± 1
sinh
(
px − p3
n2
∫
β(t)dt
)
2


1
n
, (79)
u3.4(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
 sinh
(
px − p3
n2
∫
β(t)dt
)
± 1
cosh
(
px − p3
n2
∫
β(t)dt
)
2


1
n
, (80)
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u3.5(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
 sinh
(
px − p3
n2
∫
β(t)dt
)
cosh
(
px − p3
n2
∫
β(t)dt
)
± 1
2


1
n
, (81)
u3.6(x, t) =
{
2(n2 + 3n + 2)β(t)p2
n2α(t)
[
1− tan2
(
px + 4p
3
n2
∫
β(t)dt
)]} 1
n
, (82)
u3.7(x, t) =
{
2(n2 + 3n + 2)β(t)p2
n2α(t)
[
1− cot2
(
px + 4p
3
n2
∫
β(t)dt
)]} 1
n
, (83)
u3.8(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
1± cos
(
px + p3
n2
∫
β(t)dt
)
sin
(
px + p3
n2
∫
β(t)dt
)
2


1
n
, (84)
u3.9(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
1± sin(px + p3n2 ∫ β(t)dt)
cos
(
px + p3
n2
∫
β(t)dt
)
2


1
n
, (85)
u3.10(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
 sin
(
px + p3
n2
∫
β(t)dt
)
1± cos
(
px + p3
n2
∫
β(t)dt
)
2


1
n
, (86)
u3.11(x, t) =
 (n
2 + 3n + 2)β(t)p2
2n2α(t)
1−
 cos
(
px + p3
n2
∫
β(t)dt
)
1± sin2
(
px + p3
n2
∫
β(t)dt
)
2


1
n
. (87)
Remark 5. According to identities 1 − tanh2(α) = sech2(α) and coth2(α) − 1 = csch2(α), solutions u3.1 and u3.2
are turned into
u3.1.0 =
[
2(n2 + 3n + 2)β(t)p2
n2α(t)
sech2
(
px − 4p
3
n2
∫
β(t)dt
)] 1
n
(88)
and
u3.2.0 =
[
−2(n
2 + 3n + 2)β(t)p2
n2α(t)
csch2
(
px − 4p
3
n2
∫
β(t)dt
)] 1
n
, (89)
respectively.
Letting n = r+12 and α(t) = β(t) = 1, we derive that solutions (88) and (89) cover the main results of Eq. (2)
presented in Khater, et al. [5] where the extended tanh method was employed to investigate Eq. (2).
4. Conclusion
The auxiliary differential equation technique is used to study Eq. (3) with variable coefficients. The Jacobi elliptic
function wave-like solutions, the degenerated soliton-like solutions and trigonometric function solutions are acquired
under certain circumstances. However, we note that these solutions are obtained under a restriction, which requires
β(t)
α(t) = constant. If α(t) and β(t) do not satisfy the condition, the auxiliary differential equation technique may be
useless to discuss Eq. (3). It illuminates that we should choose other methods to deal with this problem.
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