Abstract-We construct pseudorandom generators that fool functions of halfspaces (threshold functions) under a very broad class of product distributions. This class includes not only familiar cases such as the uniform distribution on the discrete cube, the uniform distribution on the solid cube, and the multivariate Gaussian distribution, but also includes any product of discrete distributions with probabilities bounded away from 0.
Abstract-We construct pseudorandom generators that fool functions of halfspaces (threshold functions) under a very broad class of product distributions. This class includes not only familiar cases such as the uniform distribution on the discrete cube, the uniform distribution on the solid cube, and the multivariate Gaussian distribution, but also includes any product of discrete distributions with probabilities bounded away from 0.
Our first main result shows that a recent pseudorandom generator construction of Meka and Zuckerman [19] , when suitably modified, can fool arbitrary functions of d halfspaces under product distributions where each coordinate has bounded fourth moment. To ϵ-fool any size-s, depth-d decision tree of halfspaces, our pseudorandom generator uses seed length O((d log(ds/ϵ) + log n)·log(ds/ϵ)). For monotone functions of d halfspaces, the seed length can be improved to O((d log(d/ϵ) + log n) · log(d/ϵ)). We get better bounds for larger ϵ; for example, to 1/polylog(n)-fool all monotone functions of (log n)/ log log n halfspaces, our generator requires a seed of length just O(log n).
Our second main result generalizes the work of Diakonikolas et al. [5] to show that bounded independence suffices to fool functions of halfspaces under product distributions. Assuming each coordinate satisfies a certain stronger moment condition, we show that any function computable by a size-s, depth-d decision tree of halfspaces is ϵ-fooled byÕ(d 4 s 2 /ϵ 2 )-wise independence.
Our technical contributions include: a new multidimensional version of the classical Berry-Esseen theorem; a derandomization thereof; a generalization of Servedio [28] 's regularity lemma for halfspaces which works under any product distribution with bounded fourth moments; an extension of this regularity lemma to functions of many halfspaces; and, new analysis of the sandwiching polynomials technique of Bazzi [1] for arbitrary product distributions.
I. INTRODUCTION
Halfspaces, or threshold functions, are a central class of Boolean-valued functions. A halfspace is a function h : R n → {0, 1} of the form h(x 1 , . . . , x n ) = 1[w 1 x 1 + · · · + w n x n ≥ θ] where the weights w 1 , . . . , w n and the threshold θ are arbitrary real numbers. These functions have been studied extensively in theoretical computer science, social choice theory, and machine learning. In computer science, they were first studied in the context of switching circuits; see for instance [4] , [12] , [18] , [29] , [22] . Halfspaces (with non-negative weights) have also been studied extensively in game theory and social choice theory as models for voting; see e.g. [26] , [13] , [7] , [31] . Halfspaces are also ubiquitous in machine learning contexts, playing a key role in many important algorithmic techniques, such as Perceptron , Support Vector Machine, Neural Networks, and AdaBoost. One of the outstanding open problems in circuit lower bounds is to find an explicit function that cannot be computed by a depth two circuit ("neural network") of threshold gates [10] , [16] , [17] , [8] .
In this work we investigate the problem of constructing explicit pseudorandom generators for functions of halfspaces. Under the widely-believed complexity-theoretic assumption BPP = P, there must be a deterministic algorithm that can approximate the fraction of satisfying assignments to any polynomial-size circuit of threshold gates. Finding such an algorithm even for simple functions of halfspaces has proven to be a difficult derandomization problem. Very recently, however, there has been a burst of progress on constructing PRGs for halfspaces [27] , [5] , [19] . The present paper makes progress on this problem in several different directions, as do several concurrent and independent works [11] , [6] , [2] .
This flurry of work on PRGs for functions of halfspaces has several motivations beyond its status as a fundamental derandomization task. For one, it can be seen as a natural geometric problem, with connections to deterministic integration; for instance, the problem of constructing PRGs for halfspaces under the uniform distribution on the n-dimensional sphere amounts to constructing a poly(n)-sized set that hits every spherical cap with roughly the right frequency [27] . Second, PRGs for halfspaces have applications in streaming algorithms [9] , while PRGs for functions of halfspaces can be used to derandomize the Goemans-Williamson Max-Cut algorithm, algorithms for approximate counting, algorithms for dimension reduction and intractability results in computational learning [14] . Finally, proving lower bounds for the class TC 0 of small depth threshold circuits is an outstanding open problem in circuit complexity. An explicit PRG for a class is easily seen to imply lower bounds against that class. Constructions of explicit PRGs might shed light on structural properties of threshold circuits and the lower bound problem.
A. Previous work
The work of Rabani and Shpilka [27] constructed a hitting set generator for halfspaces under the uniform distribution on the sphere. Diakonikolas et al. [5] constructed the first PRG for halfspaces over bits; i.e., the uniform distribution on {−1, 1} n . They showed that any k-wise independent distribution ϵ-fools halfspaces with respect to the uniform distribution for k =Õ(1/ϵ 2 ), giving PRGs with seed length (log n) ·Õ(1/ϵ 2 ). Meka and Zuckerman constructed a pseudorandom generator that ϵ-fools degree-d polynomial threshold functions ("PTFs", a generalization of halfspaces) over uniformly random bits with seed length (log n)/ϵ O(d) [19] . Their generator is a simplified version of Rabani and Shpilka's hitting set generator. In the case of halfspaces, they combine their generator with generators for small-width branching programs due to Nisan and Nisan-Zuckerman [23] , [24] to bring the seed length down to O((log n) log(1/ϵ)). This is the only previous or independent work where the seed length depends logarithmically on 1/ϵ.
B. Independent concurrent work
Independently and concurrently, a number of other researchers have extended some of the aforementioned results, mostly to intersections of halfspaces and polynomial threshold functions over the hypercube or Gaussian space.
Diakonikolas et al. [6] showed that O(1/ϵ 9 )-wise independence suffices to fool degree-2 PTFs under the uniform distribution on the hypercube and under the Gaussian distribution. They also prove that poly(d, 1/ϵ)-wise independence suffices to fool intersections of d degree-2 PTFs in these settings.
Harsha et al. [11] obtain a PRG that fools intersections of d halfspaces under the Gaussian distribution with seed length O((log n) · poly(log d, 1/ϵ)). They obtain similar parameters for intersections of d "regular" halfspaces under the uniform distribution on {−1, 1} n (a halfspace is regular if all of its coefficients have small magnitude compared to their sum of squares).
Ben-Eliezer et al. [2] showed that roughly exp((d/ϵ) d )-wise independence ϵ-fools degree-d PTFs which depend on a small number of linear functions.
C. Our Results
In this work, we construct pseudorandom generators for arbitrary functions of halfspaces under (almost) arbitrary product distributions. Our work diverges from previous work in making minimal assumptions about the distribution we are interested in, and in allowing general functions of halfspaces. For both of our main results, we only assume that the distribution is a product distribution where each coordinate satisfies some mild conditions on its moments. These conditions include most distributions of interest, such as the Gaussian distribution, the uniform distribution on the hypercube, the uniform distribution on the solid cube, and discrete distributions with probabilities bounded away from 0. Our results can also be used to fool the uniform distribution on the sphere, even though it is not a product distribution. This allows us to derandomize the hardness result of Khot and Saket [14] for learning intersections of halfspaces.
We also allow for arbitrary functions of d halfspaces, although the seed length improves significantly if we consider monotone functions or small decision trees. In particular, we get strong results for intersections of halfspaces.
1) The Meka-Zuckerman Generator: We show that a suitable modification of the Meka-Zuckerman (MZ) generator can fool arbitrary functions of d halfspaces under any product distribution, where the distribution on each coordinate has bounded fourth moments. More precisely, we consider product distributions on
i ] ≤ C where C ≥ 1 is a parameter of the generator G. We say that the distribution X has C-bounded fourth moments.
We get our best results for monotone functions of d halfspaces, such as intersections of d halfspaces. For distributions with polynomially bounded fourth mo-ments, our modified MZ PRG fools the intersection of d halfspaces with polynomially small error using a seed of length O(d log 2 n). Many natural distributions have O(1)-bounded fourth moments. Even for polylog(n)-bounded fourth moments, our PRG fools the intersection of (log n)/ log log n halfspaces with error 1/polylog(n) using a seed of length just O(log n). Both of these cases are captured in the following theorem. As a corollary, we get small seed length for functions of halfspaces that have small decision tree complexity. In the theorem below we could even take s to be the minimum of the number of 0-leaves and 1-leaves. Since the decision tree complexity is at most 2 d , we deduce the following. 
2) Bounded Independence fools functions of halfspaces:
We prove that under a large class of product distributions, bounded independence suffices to fool functions of d halfspaces. This significantly generalizes the result of Diakonikolas et al. [5] who proved that bounded independence fools halfspaces under the uniform distribution on {−1, 1} n . The condition necessary on the product distributions is unfortunately somewhat technical; we state here a theorem that covers the main cases of interest: 
Here 0 < α ≤ 1 is the least nonzero probability of any outcome for an x j . Moreover, the same result holds with α = 1 for certain continuous random variables
including Gaussians (possibly of different variance) and random variables which are uniform on (possibly different) intervals.
For example, whenever
2 )-wise independence suffices to ϵ-fool intersections of m halfspaces. For random variables that do not satisfy the hypotheses of Theorem I.5, it may still be possible to extract a similar statement from our techniques. Roughly speaking, the essential requirement is that the random variables x j be "(p, 2, p −c )-hypercontractive" for large values of p and some constant c < 1.
Notation: Throughout, all random variables take values in R or R d . Random variables will be in boldface. Real scalars will be lower-case letters; real vectors will be upper-case letters. If X is a d-dimensional vector, we will write
. . , X[d] for its coordinates values and ∥X∥
for its Euclidean length. When C is a matrix, we also use the notation
We typically use i to index dimensions and j to index sequences. Given x ∈ R we define sgn(x) = 1 if x ≥ 0 and
Our results concern arbitrary functions of d halfspaces. Thus we have vectors W 1 , . . . , W n , Θ ∈ R d , and we're interested in functions f :
The complete proof is in the full version of the paper.
Organization: We give an overview of our results and their proofs in II. In Section III, we review the definition of hyper-contractivity. We prove the multidimensional Berry-Esseen type theorems in Section IV. In Section V, we prove a regularity lemma for multiple halfspaces in the general setting of hypercontractive variables.The complete proof of our results can be found at the full version of the paper.
II. OVERVIEW OF THE MAIN RESULTS
In this section, we give an overview on how we construct and analyze the following two types of PRGs for functions of halfspaces under general product distributions: i) the modified Meka-Zuckerman generator (in Section II-A) and ii) the bounded independence generator (in Section II-B)
A. The Meka-Zuckerman Generator
There are five steps in the analysis:
1. Discretize the distribution X so that it is the product of discrete distributions whose moments nearly match those of X. 2. Prove a multidimensional version of the classical Berry-Esseen theorem, and a derandomization thereof under general product distributions. This allows us to handle functions of regular halfspaces. See Subsection II-A1. 3. Generalize the regularity lemma/critical index lemma (see [28] , [5] ) to d halfspaces under general product distributions. This gives a small set of variables such that after conditioning on these variables, each halfspace becomes either regular or close to a constant function. See Subsection II-A2. 4. Use the regularity lemma to reduce analyzing functions of d arbitrary halfspaces to analyzing functions of d (or fewer) regular halfspaces. 5. Finally, generalize the monotone trick from [19] , which previously worked only for a single "monotone" branching program, to monotone functions of monotone branching programs. This enables us to get seed length logarithmic in 1/ϵ. See Subsection II-A3.
1) Multi-Dimensional Berry-Esseen Theorem:
The classic Berry-Esseen Theorem is a quantitative version of the Central Limit Theorem. This theorem is essential in the analyses of [19] and [5] for one halfspace. Since we seek to fool functions of several halfspaces, we prove a multi-dimensional version of the Berry-Esseen theorem, which approximates the distribution of ∑ i x i W i . The error of the approximation is small when all the halfspaces are regular (no coefficient is too large). While there are multi-dimensional versions known, we were unable to find in the literature any theorems which we could use in a "black-box" fashion. The reason for this is twofold: known results tend to focus on measuring the difference between probability distributions vis-avis convex sets; whereas, we are interested in more specialized sets, unions of orthants. Second, results in the literature tend to assume a nonsingular covariance matrix and/or have a dependence in the error bound on its least eigenvalue; whereas, we need to work with potentially singular covariance matrices. We believe this theorem could be of independent interest.
Next we show how this theorem can be derandomized in a certain sense. This derandomization enables us to show that our modified PRG fools regular halfspaces.
2) Multi-Dimensional Critical Index: The concept of critical index was introduced in the work of Servedio [28] . It is used to prove a regularity lemma for halfspaces, which asserts that every halfspace contains a head consisting of constantly many variables, such that once these variables are set randomly, the resulting function is either close to constant, or close to a regular halfspace. This lemma has found numerous applications in complexity and learning theoretic questions related to halfspaces [28] , [25] , [?] , [5] , [19] .
The obvious generalization of the one-dimensional theorem to multiple halfspaces would be to take the union of the heads of each halfspace. This does not work, since setting variables in a regular halfspace can make it irregular. We prove a multidimensional version of this lemma, which moreover holds in the setting of product distributions with bounded fourth moments. Our analysis shows that the lemma only requires some basic concentration and anti-concentration properties, which are enjoyed by any random variable with bounded fourth moments.
3) Monotone Branching Programs: The only known method to get logarithmic dependence on 1/ϵ for PRGs for halfspaces, due to Meka and Zuckerman, considers the natural branching program accepting a halfspace. This branching program is "monotone," in the sense that in every layer the set of accepting suffixes forms a total order under inclusion. Meka and Zuckerman showed that any monotone branching program of arbitrary width can be sandwiched between two small-width monotone branching programs. Therefore, PRGs for small-width branching programs, such as those by Nisan [23] can be used.
Since we deal with several halfspaces, we get several monotone branching programs. We consider monotone functions of monotone branching programs, to encompass intersections of halfspaces. However, such functions are not computable by monotone branching programs. Nevertheless, we show how to sandwich such functions between two small-width branching programs, and thus can use the PRGs like Nisan's.
B. Bounded Independence fools functions of halfspaces 1) Sandwiching "polynomials":
To prove that bounded independence can fool functions of halfspaces (Theorem I.5), we use the "sandwiching polynomials" method as introduced by Bazzi [1] and used by [5] . However in our setting of general random variables it is not appropriate to use polynomials per se. The essence of the sandwiching polynomial method is showing that only groups of d random variables need to be "simultaneously controlled'. When the random variables are ±1-valued, controlling sub-functions of at most d random variables is equivalent to controlling polynomials of degree at most d. But for random variables with more than two outcomes, a function of d random variables requires degree higher than d in general, a price we should not be forced to pay. We instead introduce the following notions:
depends on at most k of the x j 's. We say that p is a generalized polynomial of order (at most) k if it is expressible as a sum of simple functions of order at most k. In the remainder of this section we typically drop the word "generalized" from "generalized polynomial", and add the modifier "ordinary" when referring to "ordinary polynomials".
We now give the simple connection to fooling functions with bounded independence:
Definition II.2. Let X = (x 1 , . . . , x n ) be a vector of independent random variables, where 
where in addition to the sandwiching properties of p u we used the fact that q t is a k-junta 
Now the last term here could be upper-bounded as
since each 0 ≤ h i ≤ 1 with probability 1. But we cannot make an analogous bound for the remaining terms because we have no a priori control over the values of the p i 's beyond the individual sandwiching inequalities
Nevertheless, we will be able to make this strategy work by establishing additional boundedness conditions on the polynomials p i ; specifically, that each p i exceeds 1 + 1/d 2 extremely rarely, and that even the high 2d-norm of p i is not much more than 1.
Establishing these extra properties requires significant reworking the construction in [5] . Even in the case of uniform random ±1 bits, the calculations are not straightforward, since the upper sandwiching polynomials implied by [5] are only fully explicit in the case of regular halfspaces. And to handle general random variables x j , we need more than just our new Regularity Lemma V.3 for halfspaces. We also need to assume a stronger hypercontractivity property of the random variables to ensure they have rapidly decaying tails.
III. HYPERCONTRACTIVITY
The notion of of hypercontractive random variables was introduced in [15] and developed by Krakowiak, Kwapień, and Szulga:
Definition III.1. We say that a real random variable
In this paper we will be almost exclusively concerned with the simplest case, p = 4, q = 2. Let us abbreviate the definition in this case (and also exclude constantly-0 random variables):
Essentially, a mean 0 real random variable is η-HC with large η if and only if it has a small 4th moment (compared to its 2nd moment). Random variables with small 4th moment are known to enjoy some basic concentration and anti-concentration properties. We work with hypercontractivity rather than 4 th moments because it tends to slightly shorten proofs and improve constants; the main convenience is that a linear combination of η-HC random variables is also η-HC.
The notion of hypercontractivity can be extended to R d -valued random variables:
We require the following facts about vector-valued hypercontractivity: Hypercontractive real random variables possess the following good concentration and anti-concentration properties.
Proposition III.5. If x is η-HC then for all
Proposition III. 6 . If x is η-HC then for all θ ∈ R and
The proofs of above two claim appear in the full version of the paper.
IV. THE MULTI-DIMENSIONAL BERRY-ESSEEN THEOREM
In this section we prove a Berry-Esseen-style results in the setting of multidimensional random variables, and a derandomization of it.
We assume the following setup:
d×d for the covariance matrix of X j , which is positive semidefinite. We also write C = Cov[S] for the covariance matrix of S; by the independence and mean-zero assumptions we have C = C 1 + · · · + C n . We will also assume that
If we write σ
We introduce new independent random variables G 1 , . . . , G n , where G j is a d-dimensional Gaussian random variable with covariance matrix C j ; we also write also G = G 1 + · · · + G n . We say that A ⊆ R 
We now show that this result can be "derandomized" using the output of the MZ generator Y in place of X. We describe here a simplified version of the output of their generator.
We choose a partition H 1 , . . . , H t of [n] into t buckets using a C-collision preserving family of hash functions (where C ≤ 2). The vector of variables {Y j } j∈H ℓ is generated 4-wise independently. There is full independence across different buckets. 
Putting these two theorems together, we have shown the following statement 
In the rest of the section, we prove above theorems; our aim is not to get the best bounds possible (for which one might pursue the methods of Bentkus [3] ). Rather, we aim to provide a simple method which achieves a reasonable bound, and thus use the Lindeberg method, following [21] , [20] very closely.
A. The basic lemma
In what follows,
denotes the mixed partial derivative taken k i times in the ith coordinate; we will always assume ψ is smooth enough that the order of the derivatives does not matter. The following lemma is essentially proven in, e.g., [20, Theorem 4.1] . To obtain it, simply repeat Mossel's proof in the degree 1 case, until equation (31) . (Although Mossel assumes that the covariance matrices C j are identity matrices, this is not actually necessary; it suffices that Cov[X j ] = Cov[G j ].) Then instead of using hypercontractivity, skip directly to summing the error terms over all coordinates.
We further deduce:
Corollary IV.6. In the setting of Lemma IV.5,
where we also used
B. Derandomization and hypercontractivity
We now show that this result can be "derandomized" in a certain sense. This idea is essentially due to Meka and Zuckerman [19, Sec. 4 In this section, we suppose that Y 1 , . . . , Y n satisfy the 4-matching-moments condition with respect to X 1 , . . . , X n . We will not suppose that they are independent, but rather that they have some limited independence. Let
Proposition IV.9. Let H 1 , . . . , H t form a partition of [n] , and write
Proof: We simply apply Corollary IV.7 to the random variables Z 1 , . . . , Z t . To check that it is applicable, we note the following: The random variables are independent. They satisfy
But for each ℓ, We can simplify the previous bounds if we assume hypercontractivity.
Corollary IV.11. If we additionally assume that the random vectors X 1 , . . . , X n are η-HC, then we have
Proof: We prove only the second statement, the first being simpler. It suffices to show
Since the random variables {X j : j ∈ H ℓ } are independent and η-HC, it follows that the (vector-valued) random variable
by the Pythagorean Theorem. We now consider the case when the partition H 1 , . . . , H t chosen randomly using a C-collison preserving family of hash functions (see Definition IV.2).
Proposition IV.12. In the setting of Corollary IV.11, if the partition H 1 , . . . , H t is chosen using a C-collision preserving family of hash functions, then
where 
.
By Cauchy-Schwarz, this reduces to showing
C. Smoothing
Ideally we would like to use the results from the previous sections with ψ equal to certain indicator functions χ : R d → {0, 1}; however these are not C 3 . As usual in the Lindeberg method (see, e.g., [21] ), we overcome this by working with mollified versions of these functions. For most of this section, we will work with our underandomized result, the statement about S in Corollary IV.7. Identical considerations apply to the statement about T in Proposition IV.12, and we will draw the necessary conclusions at the end.
Let ξ : R → R be the "standard mollifier", a smooth density function supported on [−1, 1]. We will use the fact that there is some universal constant b 0 such that
denotes the kth derivative of ξ). Given ϵ > 0 we define ξ ϵ (x) = ξ(x/ϵ)/ϵ, the standard mollifier with support
. We now prove an elementary lemma:
Proof: Using the fact that |χ| ≤ 1 everywhere, we have
Note that
Since |K| = 3, we therefore achieve the claimed upper bound of (b 0 /ϵ) 3 . Suppose now A ⊆ R d is a measurable set. We define:
We also define ψ A +ϵ = Ξ ϵ * χ A +ϵ as in Lemma IV.13, where χ A +ϵ is the 0-1 indicator of A +ϵ , and similarly define ψ A −ϵ . Applying now Corollary IV.7, we conclude:
It is clear from the definitions that both ψ A +ϵ and ψ A −ϵ have range [0, 1], and that pointwise,
From Lemma IV.14 we have that the two left-hand sides above are close and that the two right-hand sides are close. Because of good anti-concentration of Gaussians, it may also be that the left-hand and right-hand sides on the second line are also close, in which Pr[S ∈ A] and Pr[G ∈ A] will also be close. This motivates the following observation:
Putting together these observations, we conclude:
Theorem IV.15. We have
D. Translates of unions of orthants
Let us now specialize to the case where A ⊆ R d is a translate of a union of orthants. Recall that this means that there exists some vector Θ ∈ R d such that X ∈ A depends only on − → sgn(X − Θ). We make the following observation, whose proof is trivial.
where
But we also have the following:
Proof: By a union bound it suffices to prove that
. This is straightforward, as G[i] has distribution N (0, 1) and hence has pdf bounded above by 1/ √ 2/π. We now prove Theorem IV. 
V. CRITICAL INDEX FOR HYPERCONTRACTIVE RANDOM VARIABLES
In this section, we generalize the critical index to random variables that are hypercontractive. We will consider η-HC random variables x 0 , . . . , x n which are at least pairwise independent. Write σ 
where we used the definition of r. Now for each 0 ≤ k < b define y k = x kr + x kr+1 + x kr+2 + · · · + x (k+1)r−1 and υ To see this, note that conditioning only affects the values of random variables y 0 , . . . , y k−1 , of which y k is independent. Further, for every choice of values for y 0 , . . . , y k−1 , the event A k is an anti-concentration event of the type in Proposition III.6, with some shifted θ. Hence the claim follows from this Proposition, as
