I. INTRODUCTION MIMO communication systems are attracting a lot of attention for both wireless and wireline applications. In wireless, it has been realized that large capacity increases are possible by means of employing multi-element antennas, which fuels the need for a better understanding of MIMO techniques. For wireline systems (such as Digital Subscriber Lines), the demand for yet faster broadband access requires the application of advanced crosstalk mitigation methods on the multiple copper pairs forming the MIMO channel.
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Linear and decision feedback equalization for MIMO systems has been examined from several different perspectives. The focus of this paper is on decision feedback equalization, which compared to linear equalization is characterized by milder noise enhancement. Additionally, it has been shown that under certain conditions MIMO DFE is capable of approaching the capacity of the vector channel [3] .
The research effort on MIMO DFE's has been intense [4] , [5] , [3] , [6] , [7] , [8] , [9] , and several adaptive methods have been suggested. Chen and Roy [10] proposed an adaptive decorrelating detector with decision feedback for CDMA based on a least squares formulation. Rapajic and Vucetic [11] used a stochastic gradient algorithm to adapt the filter coefficients of a CDMA DFE receiver. An adaptive method for a CDMA DFE receiver was presented by Rapajic [12] , which can be implemented in a blind fashion given knowledge of signature sequences and timing. Tehrani [13] solved the MIMO DFE adaptation problem by assuming an appropriate state space model. This paper presents an adaptive method for MIMO DFE equalization that (in contrast with the previously proposed Professor Bar-Ness is on sabbatical leave from the New Jersey Institute of Technology.
This work was supported by gifts from Alcatel, Fujitsu, Samsung, France Telecom, IBM, Voyan, Sony, and Telcordia. methods) makes no use of training and requires no knowledge about the channel or its structure. The derivation of the ZF DFE reveals that the feedforward section is an orthogonal matrix and the feedback section is an upper triangular matrix. The orthogonal matrix serves to "triangularize" the channel, so that decision feedback can then be applied to remove the "trailing" interference. It is observed that the orthogonal matrix can be decomposed into Givens rotations terms, where each term is parameterized by a single angle. Each such term aims to zero a specific lower-triangular entry of the channel matrix, therefore, the corresponding angle can be estimated adaptively according to a decorrelation criterion. Also, the entries of the feedback matrix are adaptively estimated with an analogous criterion. Similar decorrelating conditions have been employed in [1] (for blind implementation of a DFE to combat ISI) and in [2] (for interference cancellation through linear filtering in CDMA). The provided simulation results demonstrate the convergence properties and the performance of the algorithm.
The outline of the paper is as follows: Section II gives the MIMO channel assumptions, and Section III describes the MIMO DFE with a ZF criterion. Then, Section IV reviews the technique of applying Givens rotations to perform the QR decomposition, and Section V uses this technique to derive an adaptive equalization algorithm. Finally, Section VI includes a number of simulation results, and Section VII concludes this paper.
In the following, ´¡µ denotes expectation, ¡ denotes time average, and´¡µ Ì denotes the transpose operation.
II. CHANNEL MODEL
A narrowband MIMO system with AE receive and AE transmit elements is considered. The sampled output of the baseband equivalent system satisfies:
Ì are vectors of the output samples, the transmitted symbols and the noise samples, respectively. The general case of multi-level transmission is considered. The noise is assumed white and gaussian with covariance matrix
where the element equals the complex gain from transmitter element to receiver element . All quantities are assumed real to facilitate intuitive interpretations, however, extensions to the complex case are conceptually straightforward.
III. MIMO DECISION FEEDBACK EQUALIZATION
This section re-derives the ZF DFE for the channel described by (1) . The motivation for employing the ZF (instead of the MMSE) equalizer will become evident later, where it is shown that the proposed ZF structure has an elegant adaptive implementation. Besides, the inherent problem of noise enhancement for ZF equalizers is not as much pronounced in decision feedback implementations as it is in linear equalizers.
In order to employ ZF decision feedback, an appropriate feedforward matrix must be used to "triangularize" the channel:
where Ï Ì is the feedforward matrix and Ò Ï Ì Ò ¼ . The triangularization condition imposes that Ï Ì À must be upper triangular, which combined with scaling is expressed as:
where
is a matrix composed of the first AE columns of À, Û AE is the´AE µ th column of Ï , and is an ¢ ½ column vector with its Ø element equal to 1, and all other elements 0. Since noise enhancement must be minimized, the least-norm solution of Û AE is obtained:
The QR decomposition of the channel gives À ÉÊ, where 
Therefore, it is found that Ï É , where
and Ö are the elements of Ê. Consequently:
with
Thus, a decision feedback structure is obtained as shown in Fig. 1 . It is easy to prove that the above formulation is equivalent to deriving the equalizer from the Cholesky decomposition of À £ À [14] . Typically, decision feedback is combined with appropriate ordering of the dimensions, so that error propagation effects are minimized [6] , [7] .
IV. GIVENS ROTATIONS AND QR DECOMPOSITION
This section quickly reviews the application of Givens rotations for the derivation of the QR decomposition [15] . A Givens rotation is an orthogonal matrix of the following form:
where all off-diagonal entries are ¼ except for´ µ and´ µ that equal × Ò´ µ and × Ò´ µ respectively, and all diagonal entries are 1 except for´ µ and´ µ that are both equal to Ó×´ µ . When a vector is multiplied by Ì , then the plane defined by the´ µ coordinates is rotated by radians in the counterclockwise direction. If the original vector entries are´Ü Ü µ, then the choice Ø Ò ½´ Ü Ü µ zeros the th coordinate. Thus, left multiplication of a matrix À by Ì can be used to zero an element of row using the element of the same column at row as a "pivot". The application of this procedure for all lower triangular entries of À can be used to obtain its QR decomposition. An example of the method for a ¿ ¢ ¿ case is shown:
At most AE´AE ½µ ¾ Givens rotations are needed to zero all lower triangular entries of À, so that:
where are Givens rotations and Ê is upper triangular. Therefore, É can be expressed as:
and thus, the QR decomposition is obtained.
V. BLIND MIMO DECISION FEEDBACK EQUALIZATION
A blind method to compute the Givens rotations is found next. Notice that an alternative definition of the triangularization conditions of (3) is the following set of AE´AE ½µ ¾ equations:
where Þ Ñ are the elements of Þ. 
Assuming that the decision outputs of the equalizer are reliable, (13) can be replaced by:
Motivated by the idea of a "bootstrap" detector [2] , the following adaptive algorithm is proposed for estimating the 's:
where is the estimate of , ¼ is an appropriately chosen step-size, and ½ ǼAE ½µ ¾. Clearly for adequately small noise and interference, this method allows convergence to the exact solution of (13) . Previous work [16] has shown that the "bootstrap" approach is fairly robust even in environments with relatively large noise. It is later shown that this is also the case here.
Evidently, (15) defines a blind method for the determination of É in the QR decomposition of À. Note that the use of (13) to determine assumes that all angles ½ ,. . . , ½ have been accurately estimated. This implies for (15) that for any , convergence for requires a satisfactory level of convergence for ½ . Simulations verify that the convergence time indeed increases with a larger AE .
The need to blindly estimate Ê is handled next. Assuming that É has achieved convergence, one finds that:
In order to perform decision feedback detection, the strictly upper triangular entries of Ê must be estimated. Let Þ (with elements Þ ) be the vector exactly before the decision device, which ideally must contain no interference. The following set of equations determines Ö ÑÒ Ò Ñ :
Thus, the following adaptation algorithm is proposed for Ö ÑÒ :
where Ö ÑÒ is the estimate of Ö ÑÒ , ÑÒ ¼ is an appropriately chosen step size, and Ñ ½ AE Ò Ñ · ½ AE .
Even if Ö ÑÒ Ñ ½ AE Ò Ñ · ½ AE have been perfectly estimated, Þ must be scaled before hard decisions are made. An easy method to estimate the magnitude of the diagonal elements of Ê (which equal the diagonal elements of ½ ) is by averaging over time the magnitude of the elements Þ :
where is the average energy of Ü , which must be known to the receiver. A number of time averaging variants can be employed, and the simulations shown later make use of a simple sliding window technique. Still, the signs of the Ö 's are unknown, and it is clear that it is impossible to resolve them blindly. Thus, after convergence has been achieved, a single training symbol needs to be transmitted to determine the signs of Ö .
Observe that given À, the rotation angles ½ ǼAE ½µ ¾ are not unique. It can be shown that the derived decomposition into ½ ¾ AE´AE ½µ ¾ and Ê is unique up to multiplication of these matrices by diagonal matrices with diagonal elements equal to ¦½. This has no consequence for the equalization method.
Also, it should be noted that the performance of this scheme is significantly affected by the decoding order. However, any reordering operation would have to make use of some channel knowledge that would violate the assumption of a blind technique.
The blind equalization structure is graphically depicted in Fig. 2 for the case of AE ¿. Observe that one difference with Fig. 1 is that the scaling matrix has been moved exactly before the decision device.
VI. SIMULATION RESULTS
The convergence of the algorithm is first demonstrated using a simple example with AE ¾ . The case of AE ¾ was chosen for illustration, however, simulations indicate that convergence is achieved for higher AE , although the required convergence time increases.
The channel matrix is assumed to be:
with noise variace ¾ ½ on all dimensions. The modulation scheme is 4-PAM (also known as 2B1Q), and the minimum distance between constellation points at the transmitter is ¾.
The adaptation parameters are chosen to be ¡ ½¼ for all , and ÑÒ ½ ¼ ¿ for all Ñ and Ò. The time averaging window size is ½¼¼¼ symbols. Fig. 3 shows the adaptation of the rotation angle as well as the exact rotation angle required to make À upper triangular. Fig. 4 shows the magnitudes of the estimates of Ê as well as the magnitudes of the exact values. In these figures, the estimates are compared against the values obtained by QR decomposition assuming perfect channel knowledge. Finally, Fig. 5 plots the squared errors of the three "streams" (measured at the inputs of the decision devices) and compares them against the theoretical errors of the ZF-DFE. (A stream refers to the symbols transmitted on an input and decoded after equalization at the corresponding output.) It is seen that the measured error of stream 1 converges to the theoretical value, but that of stream 2 remains significantly higher than the theoretical value. This discrepancy is almost entirely due to error propagation effects. Since stream 2 has a significantly large error, detection errors occur frequently, which then lead to a large error for stream 1. Next, the channel matrix is assumed to be:
and its QR decomposition gives the following upper triangular matrix: Simulation results are now presented studying the probabilities of symbol error in the three streams. Each simulation run involves ½¼ test symbols on which the probabilities of error are measured. For each SNR setting, 10 such runs are performed in order to average over the possible adaptation outcomes. The number of training symbols is ½¼ ¿ , and the adaptation parameters are chosen as ¡ ½¼ , and ÑÒ ½ ¼ ¿ . All other parameters remain the same as before. Figure 6 shows the probabilities of error for the three streams, which are compared with the theoretical values obtained from an ideal ZF-DFE where error propagation effects are assumed to have miraculously disappeared. The SNR of a stream is defined as the receiver SNR in the absence of interference. The SNR of streams 1 and 3 is fixed at ½ dB and the SNR of stream 2 varies between and ½ dB in increments of ¿.
The first observation is that the probability of error of stream 3 is very close to the theoretical value (and actually lies a bit lower). The assumed parameters result in a large value for the probability of error, which has consequences in the detection of the other two streams. The curve of stream 2 closely fol- lows the theoretical curve, up to the point where the theoretical probability of error of stream 2 becomes significantly smaller than the probability of error of stream 3. From that point on, stream 2 appears to be affected by propagation of errors originating from stream 3. However, the effect is not dominant, and this can be explained by examining (22), where it is evident that the effect of decision feedback on stream 2 is weak. On the other hand, the detection of stream 1 strongly depends on subtracting the interference of streams 2 and 3, therefore error propagation is dominant. At low SNR, stream 1 is degraded due to errors emanating from stream 2, but for large SNR, the degradation is due to errors from stream 3. Thus, stream 1 is incapable of attaining the theoretical values.
Therefore, the divergence from the theoretical values is mainly due to the inherent characteristics of decision feedback. In all cases, the algorithm achieves satisfactory convergence even at relatively low SNR values and with strong interference.
VII. CONCLUSION A blind adaptive MIMO DFE technique is proposed based on a ZF formulation. It is shown that the receiver feedforward matrix can be expressed as the multiplication of Givens rotation terms. An adaptive algorithm is defined, where the angles characterizing the rotations are determined using a decorrelation criterion. The feedback coefficients are determined similarly. Simulation results demonstrate the convergence of the algorithm, and compare its performance against an ideal ZF-DFE.
