Exit times for semimartingales under nonlinear expectation by Liu, Guomin
ar
X
iv
:1
81
2.
00
83
8v
2 
 [m
ath
.PR
]  
27
 M
ar 
20
19
Exit times for semimartingales under nonlinear expectation
Guomin Liu ∗
March 28, 2019
Abstract. Let Eˆ be the upper expectation of a weakly compact but non-dominated family P of proba-
bility measures. Assume that Y is a d-dimensional P-semimartingale under Eˆ. Given an open set Q ⊂ Rd,
the exit time of Y from Q is defined by
τQ := inf{t ≥ 0 : Yt ∈ Q
c}.
The main objective of this paper is to study the quasi-continuity properties of τQ under the nonlinear
expectation Eˆ. Under some additional assumptions on the growth and regularity of Y , we prove that
τQ ∧ t is quasi-continuous if Q satisfies the exterior ball condition. We also give the characterization of
quasi-continuous processes and related properties on stopped processes. In particular, we get the quasi-
continuity of exit times for multi-dimensional G-martingales, which nontrivially generalizes the previous
one-dimensional result of Song [18].
Key words: Nonlinear expectation, G-expectation, Multi-dimensional nonlinear semimartingales, Exit
times, Quasi-continuity.
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1 Introduction
On the space Ω of continuous paths, let P be a weakly compact but possibly non-dominated family of
probability measures. We define the corresponding upper expectation and upper capacity by
Eˆ[ξ] := sup
P∈P
EP [ξ], c(A) := sup
P∈P
P (A), for measurable random variable ξ and set A.
Assume a d-dimensional process Y is a (nonlinear) P-semimartingale, i.e., Y is a semimartingale under each
P ∈ P . Given an open set Q ⊂ Rd, we define the exit time of Y from Q by
τQ(ω) := inf{t ≥ 0 : Yt(ω) ∈ Q
c}, for ω ∈ Ω.
The aim of this paper is to study the quasi-continuity problem of exit times τQ under the nonlinear expec-
tation Eˆ.
We say that a random variable is quasi-continuous, if it is continuous outside an open set with any
given small capacity, see [1]. As is well-known, according to Lusin’s theorem, all the real-valued random
variables in the classical probability space are quasi-continuous. This is the case that P is reduced to a
single measure (or dominated by a single measure). But it is no longer obvious for the general case since
the elements in the family P can be infinite, mutually singular and non-dominated. Roughly speaking, the
quasi-continuous random variables are those that can be regarded as the limit under norm Eˆ[| · |] of elements
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in Cb(Ω), where Cb(Ω) is the sets of bounded continuous functions on Ω. Many important properties in the
nonlinear expectation theory, for example, monotone convergence theorem for decreasing sequence (monotone
convergence theorem for increasing sequence is trivial since Eˆ is an upper expectation) (see Denis et al. [1])
and (forward and backward) stochastic differential equations driven by G-Brownian motion (see Gao [4] and
Hu et al. [6]), only hold for random variables with such kind of regularity.
So one of the most important problems in the nonlinear expectation theory is to verify that wether
a random variable is quasi-continuous, especially for stopping times in the form of τQ since such kind
of problems keep occurring when we stop a process as we often do in the classical analysis. The first
breakthrough on this direction was due to Song [18, 2011] (see also Song [19, 2014]) who solved the quasi-
continuity problem of exit times when Y is a one-dimensional G-martingale and Q = (−∞, a). But the
method of Song relies on a very important observation that YτQ∧t ≥ YτQ∧t, which holds only when d = 1
and Q = (−∞, a), and hence cannot be applied to the more general situation. So it remains a fascinating
and challenging open problem to establish the quasi-continuity of exit times for general dimension d and
domain Q.
The main purpose of this paper is to provide a general theory on the quasi-continuity properties of exit
times τQ, which allows us to maintain the regularity of random variables or processes when we employ the
techniques of localization. Under some additional assumptions on the growth and regularity for the process
Y , we prove that τQ ∧ t is quasi-continuous if Q satisfies the exterior ball condition (see Section 3 for the
definition). Furthermore, we show that τQ itself is quasi-continuous if Q is also bounded.
Our approach consists two key ingredients. One is to prove that τQ = τQ q.s. (we say that a property
holds “quasi-surely” (q.s.) if it holds P -a.s. for each P ∈ P), where
τQ := inf{t ≥ 0 : Yt ∈ Q
c
}.
This is done by extending the auxiliary function arguments in Lions and Menaldi [9] to the case that the
quadratic variation of Y has possibly unbounded rate of change and utilizing the tool of regular conditional
probability distributions of Stroock and Varadhan [20]. The other key ingredient is to investigate the semi-
continuities of τQ and τQ when the process Y is continuous in (ω, t) and apply a downward monotone
convergence theorem for sets. First from the semi-continuities of exit times, take in to account the regularity
assumption on Y , we deduce that τQ ∧ t is q.s. continuous on nearly all the domain Ω. Then we need to
exclude an open set with sufficient small capacity which contains the set that τQ not equals to τQ. To apply
the downward convergence for upper capacity which only holds for sequence of open sets which converges
to a closed set downwardly (see [18]), we make use of the semi-continuities of τQ and τQ to show that the
target set is almost a union of countable closed sets.
The rest of the paper is devoted to the study of the regularity for processes needed for the above quasi-
continuity of exit times. We give a characterization theorem on the regularity of processes, thus generalized
the one for random variables in [1]. We also investigate the quasi-continuity of stopped processes when the
stopping rule is a quasi-continuous stopping time. Via the characterization theorem, we obtain some typical
examples of multi-dimensional nonlinear semimartingale Y satisfying our assumptions such as G-martingales
(see Peng [14]), solutions of stochastic differential equation driven by G-Brownian motion (see Peng [12, 13]
and Gao [4]) and the canonical process under a family of so-called semimartingale measures as considered
in Ekren et al. [2]. We present at the end of the paper several counterexamples in which the exit times are
not quasi-continuous when our assumptions are violated.
The paper is organized as follows. In Section 2, we recall the probabilistic framework of nonlinear
expectation and nonlinear semimartingales. The main results on quasi-continuity of exit times for nonlinear
semimartingales is stated in Section 3. Section 4 is devoted to the research of the regularity of stopped
processes. Finally, in Section 5, we give several examples and counterexamples.
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2 Nonlinear expectation on the path space
Let Ω := C([0,∞);Rk) be the space of all Rk-valued continuous paths (ωt)t≥0, equipped with the distance
ρ(ω1, ω2) :=
∞∑
N=1
2−N [( sup
t∈[0,N ]
|ω1t − ω
2
t |) ∧ 1],
Let Bt(ω) := ωt for ω ∈ Ω, t ≥ 0 be the canonical process and Ft := σ{Bs : s ≤ t} for t ≥ 0 be the
natural filtration of B. We denote F := (Ft)t≥0. A mapping τ : Ω→ R¯+ = [0,∞] is called a stopping time
if {τ ≤ t} ∈ Ft for each t ≥ 0.
Let P be a family of probability measures on (Ω,B(Ω)). We set
L(Ω) := {X ∈ B(Ω) : EP [X ] exists for each P ∈ P}.
We define the corresponding upper expectation by
Eˆ[X ] := sup
P∈P
EP [X ], for X ∈ L(Ω). (2.1)
Then it is easy to check that the triple (Ω,L(Ω), Eˆ) forms a sublinear expectation space (see [14] for the
definition).
For this P , we define the corresponding upper capacity
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
A set A ⊂ B(Ω) is polar if c(A) = 0. A property holds q.s. (quasi-surely) if it holds outside a polar set. In
the following, we do not distinguish two random variables X and Y if X = Y q.s.
We define the Lp-norm of random variables as ||X ||p := (Eˆ[|X |
p])
1
p for p ≥ 1 and set
Lp(Ω) := {X ∈ B(Ω) : ||X ||p <∞}.
Then Lp(Ω) is a Banach space under the norm || · ||p. Let Cb(Ω) be the space of all bounded, continuous
functions on Ω. We denote the corresponding completion under norm || · ||p by L
p
C(Ω).
Definition 2.1 A real function X on Ω is said to be quasi-continuous if for each ε > 0, there exists an open
set O with c(O) < ε such that X |Oc is continuous.
Definition 2.2 We say that X : Ω 7→ R has a quasi-continuous version if there exists a quasi-continuous
function Y : Ω 7→ R such that X = Y q.s.
The following result characterizes the space LpC(Ω) in the measurable and integrable sense, which can be
seen as a counterpart of Lusin’s theorem in the nonlinear expectation theory.
Theorem 2.3 ([1]) For each p ≥ 1, we have
L
p
C(Ω) = {X ∈ B(Ω) : limN→∞
Eˆ[|X |pI{|X|≥N}] = 0 and X has a quasi-continuous version}.
Moreover, we have the following monotone convergence results, which are different from the linear case.
Proposition 2.4 ([1, 18]) Suppose Xn, n ≥ 1 and X are B(Ω)-measurable.
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(1) Assume Xn ↑ X q.s. on Ω and EP [X
−
1 ] <∞ for all P ∈ P. Then Eˆ[Xn] ↑ Eˆ[X ].
(2) Assume P is weakly compact.
(a) If {Xn}
∞
n=1 in L
1
C(Ω) satisfies that Xn ↓ X q.s., then Eˆ[Xn] ↓ Eˆ[X ].
(b) For each closed set F ∈ B(Ω), c(F ) = inf{c(O) : O open in B(Ω), F ⊂ O}.
Definition 2.5 An F-adapted process Y = (Yt)t≥0 is called a P-martingale (P-supermartingale, P-submartingale,
P-semimartingale resp.) if it is a martinale (supermartingale, submartingale, semimartingale resp.) under
each P ∈ P.
The following is the quasi-continuity concept for processes, which is slightly different from the one for
random variables.
Definition 2.6 ([17, 18]) We say that a process F = (Ft)t≥0 is quasi-continuous (on Ω × [0,∞)) if for
each ε > 0, there exists an open set G ⊂ Ω with c(G) < ε such that F·(·) is continuous on G
c × [0,∞).
Remark 2.7 From the definition, it is easy to see that, if the process F = (Ft)t≥0 is quasi-continuous (in
the process setting), then for each t, the random variable Ft is quasi-continuous (in the random variable
setting).
3 Exit times for multi-dimensional nonlinear semimartingales
Let Y be a d-dimensional continuous P-semimartingale under a given weakly compact family P of probability
measures. Assume that, under each P ∈ P , we have the decomposition Yt = M
P
t + A
P
t , where M
P
t is a
d-dimensional continuous local martingale and APt is a d-dimensional finite-variation process. We also denote
by 〈Y 〉P = 〈MP 〉P the quadratic variation under P and shall often omit the superscript P over 〈·〉P when
there is no danger of ambiguity.
3.1 Quasi-continuity of exit times
For each set D ⊂ Rd, we define the exit times of Y from D by
τD(ω) := inf{t ≥ 0 : Yt(ω) ∈ D
c}, for ω ∈ Ω.
Definition 3.1 Let E be a metric space. We say that a function f : E → R¯ := [−∞,∞] is upper (lower
resp.) semi-continuous if for each x0 ∈ E,
lim sup
x→x0
f(x) ≤ f(x0) (lim inf
x→x0
f(x) ≥ f(x0) resp.).
Definition 3.2 An open set O is said to satisfy the exterior ball condition at x ∈ ∂O if there exists an open
ball U(z, r) with center z and radius r such that U(z, r) ⊂ Oc and x ∈ ∂U(z, r). An open set O is said to
satisfy the exterior ball condition if every boundary point x ∈ ∂O satisfies the exterior ball condition.
Given an open set Q in Rd, we denote
Ωω = {ω′ ∈ Ω : ω′t = ωt on [0, τQ(ω)]}, for each ω ∈ Ω. (3.1)
In this section, we shall mainly deal with nonlinear semimartinales Y possessing a local growth condition
at the boundary.
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(H) For each P ∈ P , there exists a P -null set N such that, if ω ∈ N c satisfies τQ(ω) <∞, then there exist
some stopping time σω and constants λω, εω > 0 so that
(i) σω(ω′) > 0 for ω′ ∈ N c ∩ Ωω;
(ii) For ω′ ∈ N c ∩ Ωω, on the interval [0, σω(ω′) ∧ (τQ(ω
′)− τQ(ω
′))], it holds that
d〈MP 〉τQ(ω)+t(ω
′) ≥ λωtr[d〈MP 〉
τQ(ω)+t
(ω′)]Id×d, tr[d〈M
P 〉
τQ(ω)+t
(ω′)] ≥ εω|dAP
τQ(ω)+t
(ω′)|
and tr[d〈MP 〉
τQ(ω)+t
(ω′)] > 0.
Moreover, these three quantities σω, λω and εω can depend on P, ω and are supposed to be uniform
for all ω′ ∈ N c ∩ Ωω.
The following theorem is the main result of this section.
Theorem 3.3 Let Q be an open set satisfying the exterior ball condition and let Ωω be defined as in (3.1).
Suppose that Y is quasi-continuous and satisfies the local growth condition (H). Then for any δ > 0, there
exists an open set O ⊂ Ω such that c(O) ≤ δ and on Oc, we have:
(i) τQ is lower semi-continuous and τQ is upper semi-continuous;
(ii) τQ = τQ.
Remark 3.4 Let us explain the meaning of the three inequalities in (ii) in the assumption (H).
(a) We first give a general discussion. For two (signed) measures µ1 and µ2 on R+ = [0,∞), by dµ1 ≥ dµ2
we mean that µ1(A) ≥ µ2(A) for each A ∈ B(R+). If µi, i = 1, 2, are Lebesgue-Stieltjes measures
corresponding to finite-variation functions fi, respectively, dµ1 ≥ dµ2 is equivalent to the assertion
that f1 − f2 is non-decreasing.
Let t → g(t) be a non-negative B(R+)-measurable function. If dµ1 ≥ dµ2, then following a stan-
dard argument, we have
∫
R+
g(t)dµ1(t) ≥
∫
R+
g(t)dµ2(t) (we always assume that the integrals are
meaningful).
In the above, we have only discussed the one-dimensional case. The matrix-valued extension is straight-
forward and we only give the definition: for two measures µ1 and µ2 on R+ taking S(d)-values, where
S(d) is the set of d× d symmetric matrices, we say that dµ1 ≥ dµ2 if µ1(A) ≥ µ2(A) (here we use the
usual order for symmetric matrices) for each A ∈ B(R+).
Moreover, we surely can also replace R+ by its sub-interval.
(b) The first inequality in the assumption (ii) means that the Lebesgue-Stieltjes measure corresponding to
ω′ → d〈MP 〉τQ(ω)+t(ω
′) is no smaller than that corresponding to ω′ → λωtr[d〈MP 〉
τQ(ω)+t
(ω′)]Id×d on
the interval [0, σω(ω′) ∧ (τQ(ω
′)− τQ(ω
′))], and other inequalities have the similar meaning.
Remark 3.5 (i) A simple and sufficient condition of (H) is the case that λ, ε are independent of ω and the
growth condition is global, i.e.,
(H ′) there exist constants λ, ε > 0 (may depend on P ) such that d〈MP 〉t ≥ λtr[d〈M
P 〉t]Id×d, tr[d〈M
P 〉t] ≥
ε|dAPt | and tr[d〈M
P 〉t] > 0 on [0, τQ], P -a.s.
Indeed, we can take σω ≡ t for any given t > 0 in this situation, and thus, (H) holds.
(ii) If λId×d ≤ d〈M
P 〉t ≤ ΛId×d and |
dAPt
dt | ≤ C on [0, τQ], for some constants 0 < λ ≤ Λ, C ≥ 0 (may
depend on P ), P -a.s., then (H ′) is satisfied.
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Remark 3.6 We discuss two special situations mainly based on the condition (H ′). Similar results hold
for (H) by a straightforward modification. Since the symbols for the latter is more complicated and so is
omitted.
(i) If Y is a P-martingale, i.e., AP ≡ 0, then we can take ε ≡ 1 in (H ′).
(ii) When d = 1, the inequality d〈MP 〉t ≥ λtr[d〈M
P 〉t]Id×d in (H
′) is just d〈MP 〉t ≥ λd〈M
P 〉t, and thus
trivially holds for λ = 1. If moreover AP ≡ 0, then (H ′) reduces d〈MP 〉t > 0 on [0, τQ].
Before presenting the proof, we state a direct consequence of Theorem 3.3 concerning the quasi-continuity
of exit times. Note that τQ and τQ may take the value +∞. The fact that τQ is lower semi-continuous, τQ
is upper semi-continuous and τQ = τQ does not imply that τQ and τQ are continuous. In general, we can
get the quasi-continuity by a truncation manipulation as follows.
Corollary 3.7 Assume that the conclusion of Theorem 3.3 is true for τQ and τQ.
(i) If X is a quasi-continuous random variable, then τQ ∧X and τQ ∧X are both quasi-continuous.
(ii) If X ∈ L1C(Ω), then τQ ∧X and τQ ∧X both belong to L
1
C(Ω).
Proof. (i) By assumption, we can find an open set O1 ⊂ Ω such that c(O1) ≤ ε and on O
c
1, X is continuous.
Moreover, from Theorem 3.3, we can choose an open set O2 ⊂ Ω such that c(O2) ≤ ε and on O
c
2, τQ and τQ
are lower semi-continuous and upper semi-continuous respective, and τQ = τQ. Denote O = O1 ∪O2. Then
c(O) ≤ 2ε and on Oc, it holds that τQ ∧ X : Ω → R is lower semi-continuous, τQ ∧ X : Ω → R is upper
semi-continuous, and
τQ ∧X = τQ ∧X.
From this, we deduce that τQ ∧X and τQ ∧X is continuous on O
c.
(ii) From (i), τQ ∧X is quasi-continuous. Noting that |τQ ∧X | ≤ |X |, then
Eˆ[|τQ ∧X |I{|τQ∧X|>k}] ≤ Eˆ[|X |I{|X|>k}]→ 0, as k →∞.
Now the desired result follows from Theorem 2.3. 
Remark 3.8 Typically, we takeX ≡ t in the above corollary. Assume that d = 1 and Y is a one-dimensional
P-martingale. Then from Corollary 3.7, we deduce that τQ ∧ t is quasi-continuous if d〈M
P 〉t > 0 P -a.s., for
each P ∈ P , and Q satisfies the exterior ball condition. In particular, if we take Q = (−∞, a) for a ∈ R,
then
τQ(ω) = inf{t ≥ 0 : Yt(ω) > a}
and we get the result in [18].
Now we proceed to the proof of Theorem 3.3. We first present a result which shows that Y originating
at the boundary point of Q with exterior ball will exit Q immediately.
Proposition 3.9 Let Q be an open set satisfying the exterior ball condition at x. Assume P is a probability
measure such that Y =MP +AP is a continuous semimartingale satisfying Y0 = x P-a.s and the following
local growth assumption at x:
(A) There exists some stopping time σ > 0 P -a.s. and constants λ, ε > 0 such that d〈MP 〉t ≥ λtr[d〈M
P 〉t]Id×d,
tr[d〈MP 〉t] ≥ ε|dA
P
t | and tr[d〈M
P 〉t] > 0 on [0, σ ∧ τQ], P -a.s.
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Then we have τQ = 0 P -a.s., i.e., P -a.s. for each δ > 0, there exists a point t ∈ (0, δ] such that Yt ∈ Q
c
.
Proof. Let U(z, r) be the exterior ball of Q at x. We set h(y) := e−k|y−z|
2
, where the constant k will be
determined in the sequel. Then
Dyh(y) = −2k(y − z)e
−k|y−z|2,
D2yyh(y) = (4k
2(yi − zi)(yj − zj)− 2kδij)e
−k|y−z|2 = (4k2(y − z)(y − z)T − 2kId×d)e
−k|y−z|2 .
Let 〈·, ·〉 be the Euclidian scalar product for vectors and matrices. Let any R > 0 be given. By the
assumption, for P -a.s. ω, on [0, σ], we have for all y ∈ U(x,R) ∩Q,
〈D2yyh(y), d〈M
P 〉t〉+ 2〈Dyh(y), dA
P
t 〉
= (〈4k2(y − z)(y − z)T , d〈MP 〉t〉 − 〈2kId×d, d〈M
P 〉t〉 − 4k〈(y − z), dA
P
t 〉)e
−k|y−z|2
≥ (〈4k2(y − z)(y − z)T , λtr[d〈MP 〉t]Id×d〉 − 〈2kId×d, d〈M
P 〉t〉 − 4k〈(y − z), dA
P
t 〉)e
−k|y−z|2
≥ (4λk2|y − z|2tr[d〈MP 〉t]− 4k|y − z||dA
P
t | − 2ktr[d〈M
P 〉t])e
−k|y−z|2
≥ ((4λk2r2 − 2k)tr[d〈MP 〉t]− 4k(R+ r)
1
ε
tr[d〈MP 〉t])e
−k|y−z|2
= (((4λk2r2 − 2k)− 4k(R+ r)
1
ε
)tr[d〈MP 〉t])e
−k|y−z|2 .
(3.2)
Here we have used the well-known matrix inequality 〈A1, B〉 ≥ 〈A2, B〉 if A1, A2, B ∈ S(d) such that A1 ≥ A2
and B ≥ 0 (recall that S(d) is the set of d× d symmetric matrices with the usual order).
SinceMP is a local martingale, we can find a stopping times σ1 > 0 such thatM
P
·∧σ1 is a square-integrable
martingale. For symbol simplicity, we still denote σ ∧ σ1 by σ. For any given t > 0, applying Itoˆ’s formula,
we obtain
h(Yτ
Q
∧τU(x,R)∧σ∧t)− h(x) =
∫ τ
Q
∧τU(x,R)∧σ∧t
0
〈Dyh(Ys), dM
P
s 〉+
∫ τ
Q
∧τU(x,R)∧σ∧t
0
〈Dyh(Ys), dA
P
s 〉
+
1
2
∫ τ
Q
∧τU(x,R)∧σ∧t
0
〈D2yyh(Ys), d〈M
P 〉s〉.
Taking expectation on both sides, we get
EP [
∫ τ
Q
∧τU(x,R)∧σ∧t
0
(
1
2
〈D2yyh(Ys), d〈M
P 〉s〉+ 〈Dyh(Ys), dA
P
s 〉)] = EP [h(YτQ∧τU(x,R)∧σ∧t)− h(x)] ≤ 0,
since h(y)− h(x) ≤ 0 for each y ∈ (U(z, r))c. Combining this with inequality (3.2), we get
EP [
∫ τ
Q
∧τU(x,R)∧σ∧t
0
(((2λk2r2 − k)− 2k(R+ r)
1
ε
)tr[d〈MP 〉t])e
−k|Yt−z|
2
] ≤ 0.
This can be rewritten as
EP [
∫ τ
Q
∧τU(x,R)∧σ∧t
0
(((2λkr2 − 1)ε− 2(R+ r))tr[d〈MP 〉t])e
k((R+r)2−|Yt−z|
2)] ≤ 0.
If P (τQ > 0) > 0, then P (τQ ∧ τU(x,R) ∧ σ ∧ t > 0) > 0. In view of
((2λkr2 − 1)ε− 2(R+ r))ek((R+r)
2−|Yt−z|
2) ↑ ∞, as k0 ≤ k →∞, for some k0 > 0,
we can apply the classical monotone convergence theorem to obtain
lim
k→∞
EP [
∫ τQ∧τU(x,R)∧σ∧t
0
(((2λkr2 − 1)ε− 2(R+ r))tr[d〈MP 〉t])e
k((R+r)2−|Yt−z|
2)] =∞,
which is a contradiction. So we must have τQ = 0. The proof is complete. 
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Remark 3.10 (i) Surely the assumption (A) is satisfied by the global growth condition that (A) holds with
σ =∞.
(ii) The presence of σ should be understood by the observation that the phenomena of immediate exit from
Q is a local behaviour which is determined by the path property of Y near time 0, i.e., the behaviour
of Y on [0, σ].
Proposition 3.11 Let Y,Q be assumed as in Theorem 3.3. Then
τQ = τQ, q.s. (3.3)
Proof. Given any P ∈ P . Observe that if Y0 = x P -a.s. for some x ∈ ∂Q, from Proposition 3.9, we
obviously have that τQ = τQ = 0, P -a.s. If not, we will use the method of regular conditional expectations
to restart Y at the boundary as following.
For FτQ , from Theorem 1.3.4 in [20], there exists a regular conditional expectation {P
ω} such that
Pω(Ωω) = 1 and EP [·|FτQ ](ω) = EPω [·], for P -a.s. ω.
If τQ(ω) =∞, it is obvious that τQ(ω) = τQ(ω).
For N as in Theorem 3.3, we have
0 = EP [IN |FτQ ](ω) = EPω [IN ], for P -a.s. ω,
which means that, for P -a.s. ω, N is a Pω-null set. Thus, σω > 0 Pω-a.s., for P -a.s. ω. Moreover, for any given
ω, by Galmarino’s test (see [15], Chap. I, Exercise 4.21 (3)), we have for ω′ ∈ Ωω , Yt(ω) = Yt(ω
′), t ≤ τQ(ω).
This implies that τQ(ω) = τQ(ω
′). Thus, for ω such that Pω(Ωω) = 1, under Pω, ω′ → τQ(ω
′) − τQ(ω
′) is
also the exit time of ω′ → (YτQ(ω)+t(ω
′))t≥0 from Q.
Applying the following Lemma 3.12, we deduce that for P -a.s. ω such that τQ(ω) < ∞, under P
ω,
ω′ → (YτQ(ω)+t(ω
′))t≥0 is a semimartingale starting from YτQ(ω) ∈ ∂Q and satisfying the assumption (A) in
Proposition 3.9. Therefore, Proposition 3.9 implies
EP [(τQ − τQ)I{τQ<∞}|FτQ ](ω) = EPω [τQ − τQ]I{τQ(ω)<∞} = 0, for P -a.s. ω.
Summarizing the above, we get
τQ = τQ, P -a.s.,
which implies
τQ = τQ, q.s.
This completes the proof. 
Lemma 3.12 Let τ : Ω → R¯+ = [0,∞] be a stopping time. Given a local martingale (M
P
t ,Ft)t≥0 under
some probability measure P . Let Pω, ω ∈ Ω be the corresponding regular conditional expectation of P for
Fτ . Then for P -a.s. ω,
(i) Under Pω, ω′ → (MPt (ω
′)−MPτ(ω)∧t(ω
′),Ft)t≥0 is a local martingale, which can also be restated as that
ω′ → (MPτ(ω)+t(ω
′),Fτ(ω)+t)t≥0 is a local martingale for τ(ω) <∞.
(ii) If τ(ω) < ∞, then 〈MPτ(ω)+·〉
Pω
t = 〈M
P 〉Pτ(ω)+t for each t ≥ 0, P
ω-a.s. (recall that, in 〈·〉Q, we use
the superscript Q to denote the quadratic variation under a probability Q to avoid ambiguity when
necessary).
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Proof. (i) Step 1. If MP is a martingale under P, then by Theorem 1.2.10 in [20], for P -a.s. ω, ω′ →
(MPt (ω
′)−MPτ(ω)∧t(ω
′))t≥0 is a martingale under P
ω.
Step 2. Now suppose that MP is a local martingale under P. Let Tn be localization sequence of stopping
times for MP such that Tn ↑ ∞ P -a.s. and (M
P
t∧Tn
)t≥0 is a martingale under P . We denote
A = {ω ∈ Ω : Tn(ω) ↑ ∞, as n→∞}.
Then
1 = EP [IA|Fτ ](ω) = EPω [IA], for P -a.s. ω,
which implies that, for P -a.s. ω, IA = 1 P
ω-a.s. That is, Tn ↑ ∞ P
ω-a.s., for P -a.s. ω. For any given n,
since MPt∧Tn is a martingale under P , applying Step 1 yields that ω
′ → MPt∧Tn(ω′)(ω
′)−MPτ(ω)∧t∧Tn(ω′)(ω
′)
is a martingale under Pω, for P -a.s. ω. Thus, we can find a set N ⊂ Ω such that P (N) = 0 and for ω ∈ N c,
ω′ → MPt∧Tn(ω′)(ω
′) −MPτ(ω)∧t∧Tn(ω′)(ω
′) is a martingale under Pω for each n and Tn ↑ ∞ P
ω-a.s. Let any
ω ∈ N c be given such that τ(ω) < ∞ and ω′ → MP(τ(ω)+t)∧Tn(ω′)(ω
′) is a martingale under Pω for each n.
We define
σm(ω
′) := inf{t ≥ 0 : |Mτ(ω)+t(ω
′)| ≥ m},
which is a (Fτ(ω)+t)-stopping time. We claim that σm is a localization sequence for M
P
τ(ω)+t. Indeed, note
that
sup
t≥0
|MP(τ(ω)+t∧σm)| ≤ m,
then we can apply the dominated convergence theorem to derive that, for s ≤ t,
EPω [M
P
τ(ω)+t∧σm
|Fτ(ω)+s] = EPω [ lim
n→∞
MP(τ(ω)+t∧σm)∧Tn |Fτ(ω)+s]
= lim
n→∞
EPω [M
P
(τ(ω)+t∧σm)∧Tn
|Fτ(ω)+s]
= lim
n→∞
MP(τ(ω)+s∧σm)∧Tn
=MPτ(ω)+s∧σm ,
where the third equality is due to the fact that MP(τ(ω)+t∧σm)∧Tn is a Fτ(ω)+t-martingale by the optional
sampling theorem. Therefore, (MPτ(ω)+t,Fτ(ω)+t)t≥0 is a local martingale under P
ω.
(ii) Note that (MPt )
2 − 〈MP 〉Pt is a local martingale under P . Then from Step 2 in (i), we obtain that
for P -a.s. ω, if τ(ω) <∞, then (MPτ(ω)+t)
2− 〈MP 〉Pτ(ω)+t is a local martingale under P
ω, which implies that
〈MPτ(ω)+·〉
Pω
t = 〈M
P 〉Pτ(ω)+t for each t ≥ 0, P
ω-a.s.,
as desired. 
The following lemma concerns the semi-continuities of exit times when the process is continuous.
Lemma 3.13 Let E be a metric space and (ω, t)→ Ft(ω) is a continuous mapping from E × [0,∞) to R
d.
Define, for each set D ⊂ Rd, the exit times of F from D by
σD(ω) := inf{t ≥ 0 : Ft(ω) ∈ D
c}, for ω ∈ Ω.
Assume Q is an open set. Then σQ is lower semi-continuous and σQ is upper semi-continuous.
Proof. We first show that σQ is upper semi-continuous. For any given ω ∈ E, set t0 := σQ(ω). Noting that
the case t0 = ∞ is trivial, we may assume that t0 < ∞. Then we can find an arbitrarily small ε > 0 such
that Ft0+ε(ω) ∈ Q
c
. Since Q
c
is open, there exists an open ball U(Ft0+ε(ω), r) with center Ft0+ε(ω) and
radius r such that U(Ft0+ε(ω), r) ⊂ Q
c
. For each ω′ whose distance with ω is sufficiently small, we will have
Ft0+ε(ω
′) ∈ U(Ft0+ε(ω), r) ⊂ Q
c
9
by the continuity of F . That is,
σQ(ω
′) ≤ t0 + ε,
as desired.
Now we prove the another part. Given any ω ∈ E, we first prove the assertion that for some t ∈ [0,∞),
if σQ(ω) ≥ t, then
lim inf
ω′→ω
σQ(ω
′) ≥ t. (3.4)
If not, we can find a sequence ωn ∈ E and tn ∈ [0, t− ε] for some ε > 0 such that
ωn → ω and Ftn(ω
n) ∈ Qc.
We can extract a subsequence of {tn}, which is still denoted by {tn}, such that tn → t
′ for some t′ ∈ [0, t−ε].
Then by the continuity assumption on F,
Ft′(ω) = lim
n→∞
Ftn(ω
n) ∈ Qc,
which is a contradiction. Thus we have proved the assertion. Now set t0 := σQ(ω). If t0 <∞, the conclusion
follows from taking t = t0 in (3.4). If t0 =∞, we can apply (3.4) to each t <∞ to show that
lim inf
ω′→ω
σQ(ω
′) ≥ t, for every t > 0,
which implies
lim inf
ω′→ω
σQ(ω
′) =∞.
The proof is now complete. 
Now we are ready to present the proof of Theorem 3.3. For this purpose, it suffice to prove the following
proposition that is stated in a slightly more general form without the assumptions on Q and Y as in Theorem
3.3. It can be useful in the future work.
Proposition 3.14 Let Q be an open set. Suppose that Y is quasi-continuous and satisfying τQ = τQ q.s.
Then the conclusions in Theorem 3.3 holds: for any δ > 0, there exists an open set O ⊂ Ω such that c(O) ≤ δ
and on Oc, τQ is lower semi-continuous, τQ is upper semi-continuous and τQ = τQ.
Proof. Set Γ = {τQ = τQ}. Then c(Γ
c) = 0 by the assumption. Since the process Y is quasi-continuous,
for any δ > 0, we can find an open set G ⊂ Ω such that c(G) ≤ δ2 and Y is continuous on G
c × [0,∞). From
Lemma 3.13, τQ is lower semi-continuous and τQ is upper semi-continuous on G
c. Moreover, we can write
the polar set
Γc ∩Gc = {τQ < τQ} ∩G
c =
⋃
s<r;s,r∈Q
({τQ ≤ s} ∩ {τQ ≥ r}) ∩G
c.
For every s, r, from the semi-continuities of τQ and τQ on G
c, we deduce that ({τQ ≤ s} ∩ {τQ ≥ r}) ∩ G
c
is closed. Then according to Proposition 2.4 (2) (b), there exists an open set with any given small capacity
such that
Osr ⊃ ({τQ ≤ s} ∩ {τQ ≥ r}) ∩G
c.
From this, we can find an open set O1 ⊃ Γ
c ∩ Gc such that c(O1) ≤
δ
2 . Denote the open set O = O1 ∪ G.
Then on Oc, τQ is lower semi-continuous and τQ is upper semi-continuous, and τQ = τQ. 
Remark 3.15 In Proposition 3.9, the condition in (A) that there exist some constant ε > 0 such that
ε|dAPt | ≤ tr[d〈M
P 〉t], (3.5)
can be relaxed in two one-dimensional cases.
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Note that we use inequality (3.5) to guarantee that, in the proof of Proposition 3.9,
tr[d〈MP 〉t] ≥ ε〈
y − z
|y − z|
, dAPt 〉, for each y ∈ Q. (3.6)
Assume that d = 1 and Q = (−∞, a) for some a ∈ R. We take the exterior ball U(a + 1, 1) = (a, a + 2).
Then the condition (3.6) reduces to:
d〈MP 〉t ≥ ε〈
y − a− 1
|y − a− 1|
, dAPt 〉, for each y ∈ Q,
which is just
d〈MP 〉t ≥ −εdA
P
t . (3.7)
Similar analysis shows that when d = 1 and Q = (a,+∞) for some a ∈ R. then the condition (3.6) reduces
to:
d〈MP 〉t ≥ εdA
P
t . (3.8)
In these two situations respectively, we can use (3.7) and (3.8) to replace (3.5) and get the conclusion of
Proposition 3.9. We can similarly modify the assumption (H) in Theorem 3.3 and repeat the proofs as
before, to recover all the corresponding results in this subsection.
3.2 Integrability of exit times
When a certain integrability condition imposed, τQ and τQ itself can be quasi-continuous.
Theorem 3.16 Assume that the conclusion of Theorem 3.3 is true for τQ and τQ.
(i) If
c({τQ > k})→ 0, as k →∞, (3.9)
then τQ and τQ are quasi-continuous.
(ii) Assume that
Eˆ[τQI{τQ>k}]→ 0, as k →∞. (3.10)
Then τQ and τQ both belong to L
1
C(Ω).
Proof. Since τQ = τQ q.s., we may mainly prove the conclusions for τQ.
(i) From Theorem 3.3, we can choose an open set O1 such that c(O1) ≤ ε and on (O1)
c, τQ is lower
semi-continuous, τQ is upper semi-continuous and τQ = τQ. By assumption, we can take k sufficiently large
such that c({τQ > k}) ≤ ε. Utilizing the semi-continuity of τQ on O
c
1, we deduce that (O1)
c ∩ {τQ ≤ k} is a
closed set, and thus, O = O1 ∪ {τQ > k} is an open set. It is easy to see that c(O) ≤ 2ε and on O
c, it holds
that τQ and τQ are continuous.
(ii) Note that
c(τQ > k) = Eˆ[1·I{τQ>k}] ≤ Eˆ[τQI{τQ>k}]→ 0, as 1 ≤ k→∞.
Then τQ is quasi-continuous and the conclusion now follows directly from the characterization theorem of
L1C(Ω) (Theorem 2.3). 
We provide now a sufficient conditions for (3.9) and (3.10).
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Proposition 3.17 Let Q be a bounded open set and Y is a P-semimartingale. Assume that, for some
1 ≤ l ≤ d, there exist some constants ε > 0 and λ 6= 0 such that
λdA
P,l
t + d〈M
P,l〉t ≥ εdt on [0, τQ], P -a.s., for each P ∈ P,
whereMP,l, AP,l is the l-th component ofMP , AP , respectively. Then there exists a constant C > 0 depending
only on λ, ε and the diameter of Q such that,
Eˆ[(τQ)
2] ≤ C. (3.11)
Proof. We mainly use a auxiliary function from [3] (p. 145).
Step 1. Let P ∈ P be given. Without loss of generality, we can assume 0 ∈ Q and l = 1. Let h(y) := βe
2y1
λ
on Q, and take β > 0 large enough such that P -a.s. for each y ∈ Q,
2
λ
h(y)(dAP,1t +
1
λ
d〈MP,1〉t) =
2
λ2
h(y)(λdAP,1t + d〈M
P,1〉t) ≥ dt, on [0, τQ].
Thanks to a localization technique as in the proof of Proposition 3.9, we may assume that MP is a square-
integrable martingale. By Itoˆ’s formula, we have
h(Yτ
Q
∧t)− h(Y0) =
∫ τ
Q
∧t
0
2
λ
h(Ys)dM
P,1
s +
∫ τ
Q
∧t
0
2
λ
h(Ys)dA
P,1
s +
1
2
∫ τ
Q
∧t
0
4
λ2
h(Ys)d〈M
P,1〉s
=
∫ τQ∧t
0
2
λ
h(Ys)dM
P,1
s +
∫ τQ∧t
0
2
λ2
h(Ys)(λdA
P,1
s + d〈M
P,1〉s).
Taking expectation on both sides, we get
2Ch ≥ EP [τQ ∧ t].
where Ch is the bound of h on Q, which is independent of P ∈ P and t.
Step 2. Consider th(y), where h with β given as in Step 1. Applying Itoˆ’s formula, we have
(τQ ∧ t)h(YτQ∧t) =
∫ τQ∧t
0
h(Ys)ds+
∫ τQ∧t
0
2s
λ
h(Ys)dM
P,1
s +
∫ τQ∧t
0
2s
λ
h(Ys)dA
P,1
s
+
1
2
∫ τ
Q
∧t
0
4s
λ2
h(Ys)d〈M
P,1〉s
≥
∫ τ
Q
∧t
0
2s
λ
h(Ys)dM
P,1
s +
∫ τ
Q
∧t
0
2s
λ2
h(Ys)(λdA
P,1
s + d〈M
P,1〉s).
Taking expectation on both sides, we get
ChEP [τQ ∧ t] ≥ EP [(τQ ∧ t)h(YτQ)] ≥ EP [
∫ τQ∧t
0
sds] =
1
2
EP [(τQ ∧ t)
2],
which together with Step 1 implies
EP [(τQ ∧ t)
2] ≤ 4(Ch)
2.
Taking supremum over P ∈ P , and then letting t→∞, we obtain
Eˆ[(τQ)
2] ≤ 4(Ch)
2,
as desired. 
Remark 3.18 If Eˆ[(τQ)
2] <∞, then by the Markov inequality, we obtain that (ii) in Theorem 3.16 holds:
Eˆ[τQI{τQ>k}] ≤
Eˆ[(τQ)
2]
k → 0, as k →∞.
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4 Quasi-continuous processes
In the previous section, the regularity theorem for exit times (Theorem 3.3) was established under the
assumption that the P-semimartingale Y has some kind of regularity which is called quasi-continuity in the
process setting. In the present section, we shall give a characterization theorem on the quasi-continuity of
processes as well as some related properties of stopped processes.
4.1 Characterization of quasi-continuous processes
Assume that P is a family of probability measures on Ω, and c and Eˆ are the corresponding upper capacity
and expectation, respectively.
Now we give a general criterion (characterization) on the quasi-continuity of processes. It is convenient
to first introduce the notion of quasi-continuity on the finite interval. We say that a process F = (Ft)t∈[0,∞)
is quasi-continuous on Ω× [0, T ] if for each ε > 0, there exists an open set G ⊂ Ω with c(G) < ε such that
F·(·) is continuous on G
c × [0, T ]. Obviously, if F has a quasi-continuous version on Ω× [0,∞), then F has
a quasi-continuous version on Ω× [0, T ], for each T > 0.
Theorem 4.1 Let X : Ω× [0,∞)→ R be a process.
(i) X has a quasi-continuous version on Ω× [0, T ] if and only if we can find a sequence Xn ∈ C(Ω× [0, T ])
such that, for each ε > 0,
c({ sup
0≤t≤T
|Xnt −Xt| > ε})→ 0, as n→∞. (4.1)
Moreover, we can choose this version to be continuous in t ∈ [0, T ], i.e., continuous in t ∈ [0, T ] for
each ω ∈ Ω.
(ii) X has a quasi-continuous version on Ω × [0,∞) if and only if for each T > 0, there exists a sequence
Xn ∈ C(Ω×[0, T ]) such that (4.1) holds. Also, this version can be chosen to be continuous in t ∈ [0,∞),
i.e., continuous t ∈ [0,∞) for each ω ∈ Ω.
Proof. (i) Note that
c({ sup
0≤t≤T
|Xnt −X
m
t | > ε})→ 0, as n,m→∞.
We can find a sequence (Xnkt )k≥1 such that
c({ sup
0≤t≤T
|X
nk+1
t −X
nk
t | >
1
2k
}) ≤
1
2k
, ∀k ≥ 1.
Denote
Ak = { sup
0≤t≤T
|X
nk+1
t −X
nk
t | >
1
2k
}.
Then
c(∪k≥1Ak) ≤
∞∑
k=1
1
2k
= 1.
As a consequence, by Borel-Cantelli Lemma, DT := lim supk→∞ Ak is polar. Since X
nk is continuous on
Ω × [0, T ], for each k ≥ 1, then sup0≤t≤T |X
nk+1
t −X
nk
t | is continuous on Ω, and thus, the set Ak is open
on Ω. Therefore, ∪k≥k0Ak ⊃ DT is an open set and can have any sufficient small capacity when k0 large
enough. We define the limit of Xnk on [0, T ] by
It(ω) =
{
limk→∞X
nk
t (ω); ω ∈ (DT )
c,
0; otherwise.
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As each Xnk is continuous in (ω, t), for all k ≥ 1, and Xnk converges uniformly on (∪k≥k0Ak)
c × [0, T ].
Therefore, IT· (·) is continuous on (∪k≥k0Ak)
c× [0, T ]. Thus, the process IT is quasi-continuous on Ω× [0, T ].
Moreover, note that, for each ω ∈ (DT )
c, t→ Xnkt (ω) converges to t→ I
T
t (ω) uniformly, thus t→ I
T
t (ω)
is continuous on [0, T ].
To prove the reverse direction. Assume that X is quasi-continuous on Ω× [0, T ]. For any ε > 0, we can
find an open set G ⊂ Ω with c(G) < ε such that X·(·) is continuous on G
c× [0, T ]. By the Tietze’s extension
theorem, there exists a Y which is continuous on Ω× [0, T ] such that X = Y on Gc × [0, T ]. Then
c({ sup
0≤t≤T
|Yt −Xt| > ε}) ≤ Eˆ[I{{sup0≤t≤T |Yt−Xt|>ε}∩G}] ≤ c(G) ≤ ε.
(ii) For each k ≥ 1, from (i), we get a version Ik of X on [0, k], which is continuous in t on [0, k]. From
this, we can deduce that Ikt = I
k′
t , 0 ≤ t ≤ k ∧ k
′ q.s. for each k, k′ ≥ 1. Denote the polar sets
F k,k
′
= {ω ∈ Ω : Ikt (ω) = I
k′
t (ω), 0 ≤ t ≤ k ∧ k
′ does not hold} and F := ∪k,k′≥1F
k,k′ .
Then we can define
It(ω) =
{
Ikt (ω), t ≤ k; ω ∈ F
c,
0; ω ∈ F.
For any given ε > 0 and for each k ≥ 1, from (i), we can find an open set Ok such that c(Ok) ≤
ε
2k and I
k is
continuous on (Ok)
c× [0, k]. Denoting the open set O′ = ∪k≥1Ok, then c(O
′) ≤ ε.We also denote O = O′∪F
and obviously that c(O) ≤ ε. It is easy to see that I is continuous on Oc× [0,∞). It remains to prove that O
is open. To that end, it suffices to show that Oc is closed. Given any k, k′ ≥ 1. For every t ∈ [0, k∧k′], since
Ikt , I
k′
t is continuous on (O
′)c, then {ω ∈ Ω : Ikt (ω) = I
k′
t (ω)} ∩ (O
′)c = {ω ∈ Ω : Ikt (ω)− I
k′
t (ω) = 0}∩ (O
′)c
is a closed set. Thus,
(F k,k
′
)c∩(O′)c = (∩t∈[0,k∧k′ ]{ω ∈ Ω : I
k
t (ω) = I
k′
t (ω)})∩(O
′)c = ∩t∈[0,k∧k′ ]({ω ∈ Ω : I
k
t (ω) = I
k′
t (ω)}∩(O
′)c)
is closed. This implies
Oc = (O′)c ∩ F c = (O′)c ∩ (∩k,k′≥1(F
k,k′ )c) = ∩k,k′≥1((F
k,k′ )c ∩ (O′)c)
is a closed set, as desired.
The continuity of I in t on [0,∞) for each ω ∈ Ω, follows from the above definition of I.
Now we prove the reverse direction. If X is quasi-continuous on Ω× [0,∞). Then X is quasi-continuous
on Ω× [0, T ], for each T > 0, and the conclusion follows from (i).

In particular, taking T = 0 in Theorem 4.1 (i), we get the corresponding quasi-continuity characterization
theorem for random variables, which also generalizes Theorem 2.3 a bit.
Corollary 4.2 Let X : Ω→ R be a random variable. Then X is quasi-continuous if and only if there exists
a sequence Xn ∈ C(Ω) such that, for each ε > 0,
c({|Xn −X | > ε})→ 0, as n→∞. (4.2)
The following two results concern the quasi-continuity of stopped processes.
Proposition 4.3 Let X = (Xt)t∈[0,∞) be a process. The random variable Xτ is quasi-continuous if one of
the following condition holds:
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(i) X is a quasi-continuous process on Ω× [0, T ] and τ ≤ T is a quasi-continuous stopping time.
(ii) X is a quasi-continuous process on Ω× [0,∞) and τ : Ω→ R+ is a quasi-continuous stopping time.
Proof. We just prove the conclusion under assumption (i), and the proof for the other part is similar. For
any ε > 0, we can find an open set G ⊂ Ω such that c(Gc) ≤ ε and on Gc× [0, T ], X is continuous. Moreover,
we can also find an open set O ⊂ Ω such that τ is continuous on Oc. Then on Gc ∩Oc = (G∪O)c, it is easy
to see that Xτ is continuous. 
Proposition 4.4 Let X = (Xt)t∈[0,∞) be a process. We have
(i) The process (Xτ∧t)t∈[0,T ] is quasi-continuous on Ω× [0, T ] if X is and τ is a quasi-continuous stopping
time.
(ii) The process (Xτ∧t)t∈[0,∞) is quasi-continuous on Ω× [0,∞) if X is and τ is a quasi-continuous stopping
time.
Proof. The proof is similar to that of Proposition 4.3, so we omit it. 
Remark 4.5 We remark that Proposition 4.3 is a special case of Proposition 4.4 from Remark 2.7. But it
should be beneficial to give Proposition 4.3 explicitly as above due to its potential broader use.
4.2 Application to G-expectation space
For any family of probability measures, the canonical process B is continuous in (ω, t), and thus is trivially
quasi-continuous. In this subsection, we shall use Theorem 4.1 to obtain some non-trivial quasi-continuous
processes in the case that P is a family of probability measures whose upper expectation is G-expectation.
Let us first briefly review the construction of G-expectation, and more details can be found in [1, 14, 16].
Let S+(k) be the collection of nonnegative k × k symmetric matrices. Let Γ be a bounded and closed
subset of S+(k). The G-expectation Eˆ is the upper expectation of the probability family
P =
{
P : P is a probability measure on Ω such that B is a martingale and
d〈B〉Pt
dt
∈ Γ
}
,
under which the canonical process B is called G-Brownian motion. In the G-expectation case, L1C(Ω) is
usually denoted by L1G(Ω) and the conditional G-expectation Eˆt[·] is well-defined on L
1
G(Ω).
An adapted process (Mt)t≥0 is called a G-martingale if for each s ≤ t, Mt ∈ L
1
G(Ωt) and Eˆs[Mt] = Ms,
where Ωt = {ω·∧t : ω ∈ Ω} and L
1
G(Ωt) is defined similar to L
1
G(Ω) with Ω replaced by Ωt. Furthermore, a
G-martingale M is called symmetric if −M is also a G-martingale. We remark that, if M is a symmetric
G-martingale, then it is a P-martingale, i.e., it is a martingale under each P ∈ P . In general, a G-martingale
is a P-supermartingale, see [11] for more discussions.
Let M0G(0, T ) be the collection of processes in the form: for a given partition {t0, · · ·, tN} of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
where ξj ∈ Cb(Ωtj ), j = 0, 1, 2, · · ·, N − 1. For p ≥ 1 and η ∈ M
0
G(0, T ), let ‖η‖MpG = {Eˆ[
∫ T
0
|ηs|
pds]}1/p,
‖η‖Hp
G
= {Eˆ[(
∫ T
0 |ηs|
2ds)p/2]}1/p, and denote by MpG(0, T ), H
p
G(0, T ) the completions of M
0
G(0, T ) under the
norms ‖ · ‖Mp
G
, ‖ · ‖Hp
G
, respectively. Then for two processes η ∈ HpG(0, T ) and ξ ∈ M
p
G(0, T ), the G-Itoˆ
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integrals
∫ t
0
ηsdB
i
s and
∫ t
0
ξsd〈B
i, Bj〉s,
∫ t
0
ξsds are well-defined, and
∫ t
0
ηsdB
i
s is a symmetric G-martingale,
where 〈Bi, Bj〉 is the cross-variation process of B.
In the following of this subsection, we always assume that P is a family of probability measures corre-
sponding to G-expectation.
Theorem 4.1 contains the following three typical processes in the G-expectation space.
Proposition 4.6 We have:
(i) G-martingale M has a quasi-continuous version on Ω× [0,∞).
(ii) If η ∈ M1G(0, T ) (∩T>0M
1
G(0, T ) resp.), then the process At :=
∫ t
0
ηsds has a quasi-continuous version
on Ω× [0, T ] (Ω× [0,∞) resp.).
(iii) If η ∈ M1G(0, T ) (∩T>0M
1
G(0, T ) resp.), then the process At :=
∫ t
0 ηsd〈B
i, Bj〉s has a quasi-continuous
version on Ω× [0, T ] (Ω× [0,∞) resp.).
Proof. (i). For each T , since MT ∈ L
1
G (ΩT ) , we can find ξ
n ∈ Lip(ΩT ) such that ξ
n → MT under norm
Eˆ[| · |] (see [1]), where
Lip(ΩT ) := {ϕ(Bt1 , Bt2 −Bt1 · · · , Btn −Btn−1) : n ∈ N, 0 ≤ t1 < t2 · · · < tn ≤ T, ϕ ∈ Cb.Lip(R
k×n)}.
From the definition of conditional G-expectation (refer to Chapter III of [14]), we can see that the process
(Eˆt[ξ
n])t≥0 is continuous on Ω× [0, T ]. Given any P ∈ P , Eˆt[|ξ
n−MT |] is a supermartingale. Then for each
ε > 0, by the Doob’s martingale inequality, we have
P ({ sup
0≤t≤T
|Eˆt[ξ
n]−Mt| > ε}) = P ({ sup
0≤t≤T
|Eˆt[ξ
n]− Eˆt[MT ]| > ε})
≤ P ({ sup
0≤t≤T
Eˆt[|ξ
n −MT |] > ε})
≤
1
ε
(Eˆ[|ξn −MT |] + 2EP [|ξ
n −MT |]).
Taking supremum over P ∈ P , we obtain
c({ sup
0≤t≤T
|Eˆt[ξ
n]−Mt| > ε}) ≤
3
ε
Eˆ[|ξn −MT |]→ 0, as n→∞.
Now applying Theorem 4.1, we deduce that M is quasi-continuous as desired.
(ii). We can find a sequence ηn ∈M0G(0, T ) such that η
n → η in M1G(0, T ). Then the conclusion follows
from the observation that the process (
∫ t
0 η
n
s ds)t≥0 is continuous on Ω× [0, T ] and
Eˆ[ sup
0≤t≤T
|
∫ t
0
ηns ds−
∫ t
0
ηsds|] ≤ Eˆ[|
∫ T
0
|ηns − ηs|ds]→ 0, as n→∞.
(iii). Note that Mt :=
∫ t
0 ηsd〈B
i, Bj〉s −
∫ t
0 2G(η˜s)ds is a G-martingale (see Chapter IV of [14]), where
η˜ = (η˜ml)km,l=1 is defined by
η˜mls =
{
ηs; m = i and l = j,
0; otherwise.
Then we deduce the result from (i) and (ii). 
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Remark 4.7 We remark that the result (i) on finite interval [0, T ] has already been obtained in [17].
Compared with this, our proof is simple and different, and moreover, it does not rely on the non-degeneracy
assumption on Γ.
A G-martingale stopped at a quasi-continuous stopping time is still a G-martingale.
Corollary 4.8 Let τ be a quasi-continuous stopping time. If (Mt)t≥0 is a G-martingale (symmetric G-
martingale resp.), then (Mt∧τ )t≥0 is still a G-martingale (symmetric G-martingale resp.).
Proof. We just prove the G-martingale case, from which the symmetric case follows by applying the
conclusion to M and −M .
For any t and stopping time σ ≤ t, let Eˆσ be the conditional G-expectation at σ as defined in [10, 5]. By
the optional sampling theorem for G-martingales (see [10]), we have
Eˆσ[Mt] =Mσ. (4.3)
From Proposition 4.3, the random variable Mτ∧t is quasi-continuous. Moreover, note that, from (4.3)
and the properties of conditional G-expectation,
c({|Mτ∧t| > N}) ≤
Eˆ[|Mτ∧t|]
N
=
Eˆ[|Eˆτ∧t[Mt]|]
N
≤
Eˆ[Eˆτ∧t[|Mt|]]
N
=
Eˆ[|Mt|]
N
→ 0, as N →∞.
Then applying Proposition 19 in [1] yields that
Eˆ[|Mτ∧t|I{|Mτ∧t|>N}] = Eˆ[|Eˆτ∧t[Mt]|I{|Mτ∧t|>N}]
≤ Eˆ[Eˆτ∧t[|Mt|]I{|Mτ∧t|>N}]
= Eˆ[|Mt|I{|Mτ∧t|>N}]
→ 0, as N →∞.
Therefore, by the characterization Theorem 2.3, we deduce that Mτ∧t ∈ L
1
G (Ωt) .
Now it remains to show the martingale property. Indeed, from (4.3) and the properties of conditional
G-expectation, for each s ≥ t, we have
Eˆt[Ms∧τ ] = Eˆt[Ms∧τI{τ≥t}] + Eˆt[Ms∧τI{τ<t}]
= Eˆt[M(s∧τ)∨t]I{τ≥t} + Eˆt[Mτ∧t]I{τ<t}
= Eˆt[Eˆ(s∧τ)∨t [Ms]]I{s∧τ≥t} +Mτ∧tI{τ<t}
= Eˆt[Ms]I{s∧τ≥t} +Mτ∧tI{τ<t}
=MtI{s∧τ≥t} +MτI{s∧τ<t}
=Mτ∧t.
This completes the proof. 
Remark 4.9 More generally, similar arguments with a minor modification in the third paragraph of the
above proof shows that if moreover Mt ∈ L
p
G(Ωt), then Mt∧τ ∈ L
p
G(Ωt).
We close this section with a regularity theorem for the stopping of stochastic integrals.
Proposition 4.10 Let τ ≤ T be a quasi-continuous stopping time. Then for each p ≥ 1, we have
I[0,τ ] ∈M
p
G(0, T ). (4.4)
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Proof. Without loss of generality, we assume that τ ≤ 1. For each k ∈ N, by the partition of unit theorem,
we can find a sequence of continuous functions {φki }
nk
i=1 with nk = 2
k + 1 such that:
(i) the diameter of support λ(supp(φki )) ≤
2
2k
and 0 ≤ φki ≤ 1;
(ii)
∑nk
i=1 φ
k
i (t) = 1, for each t ∈ [0, 1];
(iii) φki (t) > 0 for some t ∈ [
i−1
2n ,
i
2n ) but φ
k
i (t) ≡ 0 for t ≥
i
2k
, for 1 ≤ i ≤ nk + 1.
It is easy to check that
nk∑
k=1
I[0, i
2k
]φ
k
i (τ)→ I[0,τ ] in M
p
G(0, T ), as k→∞.
Then it remains to show that
∑nk
i=1 I[0, i
2k
]φ
k
i (τ) ∈M
p
G(0, T ). A rewriting gives
nk∑
i=1
I[0, i
2k
]φ
k
i (τ) =
nk∑
i=1
(
i∑
j=1
I( j−1
2k
, j
2k
] + I{0})φ
k
i (τ)
=
nk∑
j=1
nk∑
i=j
I( j−1
2k
, j
2k
]φ
k
i (τ) +
nk∑
i=1
I{0}φ
k
i (τ)
=
nk∑
j=1
I( j−1
2k
, j
2k
]
nk∑
i=j
φki (τ) + I{0}.
Noting that 1 ≥
∑nk
i=j φ
k
i ≥ I[ j−1
2k
,1], then
nk∑
i=j
φki (τ) =
nk∑
i=j
φki (τ ∧
j − 1
2n
)I[τ≤ j−1
2k
] + I[τ> j−1
2k
] ∈ F j−1
2k
.
Since φki is continuous, thus
∑nk
i=j φ
k
i (τ) is quasi-continuous. Then by applying Theorem 2.3, we deduce that∑nk
i=j φ
k
i (τ) ∈ L
p
G(Ω j−1
2k
). This completes the proof. 
Remark 4.11 Similar argument shows that I[0,τ ] ∈ H
p
G(0, T ) under the same assumptions.
Remark 4.12 Let τ ≤ T be a stopping time and η ∈MpG(0, T ). From [8], we have∫ τ
0
ηsdB
i
s =
∫ T
0
ηsI[0,τ ](s)dB
i
s.
If τ is quasi-continuous, then by the above proposition, we derive that ηI[0,τ ] ∈ M
p
G(0, T ). Such kind of
conclusions may be useful in the localization argument for the stochastic integrals.
5 Examples and counterexamples
In this section, we present some examples and counterexamples which satisfy or violate our assumption. For
the sake of symbol simplicity, we mainly confine the discussions to the condition (H ′), although the condition
(H) can also be checked.
We first present some examples of nonlinear semimartingales satisfying the assumptions in Theorem 3.3.
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Example 5.1 (i) Let P be the weakly compact family of probability measures corresponds toG-expectation,
under which canonical process B is a G-Brownian motion. Assume that B satisfies d〈B〉tdt ≥ σ
2Ik×k for
some σ2 > 0. We take Y = B, and it is to see that Y is quasi-continuous and satisfies the assumption
(H ′).
More generally, let Q be the open set we concerns. We take Y as the solution of a d-dimensional SDEs
driven by G-Brownian motion B:
dXxt = b(t,X
x
t )dt+
d∑
i,j=1
hij(t,X
x
t )d〈B
i, Bj〉t +
d∑
j=1
σj(t,X
x
t )dB
j
t , X
x
0 = x; t ≥ 0.
where x ∈ Rd, b(s, ω, x), hij(s, ω, x), σj(s, ω, x) : [0, T ]× Ω× R
d → Rd satisfying:
(a) b(·, ·, x), hij(·, ·, x), σj(·, ·, x) ∈ M
2
G(0, T ;R
d) for each x ∈ Rd. For each t ≥ 0, t → φ(ω, t, 0), for
φ = b, hij , σj , is local bounded, uniformly for all ω, i.e., for each t, there exists some δ
t, Ct > 0
such that |φ(ω, s, 0)| ≤ Ct, for s ∈ [t ∧ τQ(ω), (t+ δ
t) ∧ τQ(ω)],
(b) hij = hji for 1 ≤ i, j ≤ d, and there exist a positive constant L such that
|b(t, x1)− b(t, x2)|+
d∑
i,j=1
|hij(t, x1)− hij(t, x2)|+
d∑
i=1
|σ(t, x1)− σ(t, x2)| ≤ L|x1 − x2|;
(c) σ := (σ1 · · · , σd) is non-degenerate, i.e., there exists a constant λ > 0 such that
λId×d ≤ σ(t, y)σ(t, y)
T , for all y ∈ Q.
Indeed, we can take any R > 0 and define, for ω satisfying τQ(ω) <∞, the stopping times
σω(ω′) = inf{t ≥ τQ(ω) : X
x
t (ω
′) ∈ (U(XxτQ(ω)(ω), R))
c},
where (U(XxτQ(ω)(ω), R)) is the open ball with center X
x
τQ(ω)
(ω) and radius R. Then for ω′ ∈ Ωω , on
[0, σω(ω′)∧ δτQ(ω) ∧ (τQ(ω)−∧τQ(ω))], b(τQ(ω) + t, ω
′, XxτQ(ω)+t(ω
′)), hij(τQ(ω) + t, ω
′, XxτQ(ω)+t(ω
′))
and σj(τQ(ω) + t, ω
′, XxτQ(ω)+t(ω
′)) are bounded:
|φ(τQ(ω) + t, ω
′, XxτQ(ω)+t(ω
′))|
≤ |φ(τQ(ω) + t, ω
′, XxτQ(ω)+t(ω
′))− φ(τQ(ω) + t, ω
′, 0)|+ |φ(τQ(ω) + t, ω
′, 0)|
≤ L|XxτQ(ω)+t(ω
′)|+ |φ(τQ(ω) + t, ω
′, 0)|, for φ = b, hij , σj .
Now by the non-degeneracy assumption, it is easy to see that the assumption (H) in Theorem 3.3 hold.
Moreover, from Proposition 4.6, the process Xx is quasi-continuous.
(ii) In the G-expectation space,we can take a d-dimensional process Y =M +A, where M is a symmetric
G-martingale and A is a quasi-continuous finite variation process, such that (H) or (H ′) is satisfied
(In the one-dimensional case, this assumption can be weakened, see Remark 3.15.)
(iii) Let Y = B and P be a weakly compact family of probability measures such that under each P ∈ P ,
B =MP +AP is a semimartingale satisfying
λIk×k ≤ d〈M
P 〉t ≤ ΛIk×k, |
dAPt
dt
| ≤ C on Q, P -a.s., for some constants 0 < λ ≤ Λ, C ≥ 0,
as considered in [2]. Then (H ′) is satisfied and obviously Y is quasi-continuous.
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Remark 5.2 We remark that the assumption in (a) of (i) that t→ φ = b, hij , σj is local bounded, uniformly
in ω, is surely satisfied by the situation that φ(t, ω, x) = ψ(t, x), where ψ is deterministic function which
is continuous in t and Lipschitz in x, or more generally, φ(t, ω, x) = ψ(t, ut(ω), x), where ψ(t, u, x) is a
deterministic function which is continuous in t and Lipschitz in u, x and ut is a bounded process inM
2
G(0, T ).
The first case is the main motivation of this assumption. Note that this two examples does not satisfy (H ′).
For the G-SDE in (i), in the case that b, hij , σj are bounded (globally on Q), obviously the local boundness
condition in (i) hold. In fact, the assumption (H ′) hold.
We then consider several counterexamples which showing that the exit times may not possess the quasi-
continuity if the condition (H ′) does not hold.
Example 5.3 (i) Let k = 1 and denote ωx the path with constant value x, i.e., ωxt ≡ x for each t ≥ 0. We
consider the family P ={Px : x ∈ [−1, 1]} of probability measures such that
Px({ω
x}) = 1.
Take Q = (−∞, 0) and Y = B. It is easy to check that P is weakly compact and 〈B〉t ≡ 0 for each
P ∈ P . Note that
(τQ ∧ 1)(ω
x) = 0 for x ∈ [0, 1], and (τQ ∧ 1)(ω
x) = 1 for x ∈ [−1, 0).
So ω0 is a discontinuous point of τQ ∧ 1. Assume on the contrary that we can find a set E such that
c(E) ≤ 12 and τQ ∧ 1 is continuous on Ω ∩ E
c. For each x ∈ [−1, 1], since c({ωx}) = 1, so it must
hold that ωx ∈ Ω ∩ Ec. But this contradicts to the assumption that τQ ∧ 1 is continuous on Ω ∩ E
c.
Therefore, τQ ∧ 1 is not quasi-continuous
(ii) Let k = 1 and P be the weakly compact family of probability measures such that B is a one-dimensional
G-Brownian motion with Γ = [0, σ2] for some σ2 > 0. Assume that under Pσ ∈ P , B is a linear
Brownian motion such that 〈B〉t = σ
2t, for each σ ∈ [0, σ]. Take Q = (−∞, 0) and Y = B. In this
G-Brownian motion case, we need to consider another kind of neighborhood for ω0, where ω0 is defined
as in (i). Let us denote
A := {ω ∈ Ω : ω0 = 0, (ωt)t≥0 changes sign infinitely many times in [0, ε], for each ε > 0}.
Then
(τQ ∧ 1)(ω) = 0 for ω ∈ A, and (τQ ∧ 1)(ω
0) = 1.
This means that τQ ∧ 1 is not continuous at ω
0.
Now we show that τQ ∧ 1 is not quasi-continuous. Indeed, note that, for any given T > 0 and ε > 0,
since Btσ is a standard Brownian motion,
Pσ({ sup
0≤t≤T
|Bt| ≤ ε}) = Pσ({ sup
0≤t≤T
|
Bt
σ
| ≤
ε
σ
})→ 1, as 0 < σ ↓ 0.
Thus,
Pσ({ω ∈ Ω : ρ(ω, ω
0) ≤ ε})→ 1, as 0 < σ ↓ 0.
Therefore, by the path property of linear Brownian motion (see Problem 2.7.18 of [7]),
Pσ({ω ∈ A : ρ(ω, ω
0) ≤ ε})→ 1, as 0 < σ ↓ 0.
This implies
c(Aε) = 1, for each ε > 0, where Aε := {ω ∈ A : ρ(ω, ω
0) ≤ ε}. (5.1)
Assume on the contrary that we can find a set E such that c(E) ≤ 12 and τQ ∧ 1 is continuous on
Ω∩Ec. Note that ω0 is a limit point of A∩Ec, since if not, there exists some ε > 0 such that Aε ⊂ E,
which is impossible by equality (5.1). We have thus reached a contradiction. Thus, τQ ∧ 1 is not
quasi-continuous.
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Next we consider counterexamples in the multi-dimensional case.
Example 5.4 Let k = 2 and P be the weakly compact family of probability measures such that B is a
two-dimensional G-Brownian motion with
Γ = {γ ∈ S(2) : 0 ≤ γ ≤ I2×2} .
We take Q = (−∞,∞) × (0, 1) and Y = B. Assume that under Pσ ∈ P , B is a linear Brownian motion
with 〈B〉t = σ
2tI2×2, for σ ∈ [0, 1]. We identify ω = (ω
1, ω2), where ωj, j = 1, 2 is the corresponding scalar
components, and denote
A := {ω = (ω1, ω2) ∈ Ω : ω0 = 0, (ω
2
t )t≥0 changes sign infinitely many times in [0, ε], for each ε > 0}.
We also define ω˜ by ω˜t ≡ 0 for each t ≥ 0, which is a discontinuous point of τQ ∧ 1.
Note that, for any given T > 0 and ε > 0, σ−1Bt is a two dimensional standard Brownian motion. Then
Pσ({ sup
0≤t≤T
|Bt| ≤ ε}) = Pσ({ sup
0≤t≤T
|
Bt
σ
| ≤
ε
σ
})→ 1, as 0 < σ ↓ 0.
From this we get
Pσ({ω ∈ Ω : ρ(ω, ω˜) ≤ ε})→ 1, as 0 < σ ↓ 0.
Since (ω2t )t≥0 is a linear Brownian motion under Pσ, we then obtain
Pσ({ω ∈ A : ρ(ω, ω˜) ≤ ε})→ 1, as 0 < σ ↓ 0.
Thus
c(Aε) = 1, for each ε > 0, where Aε := {ω ∈ A : ρ(ω, ω
0) ≤ ε}. (5.2)
By a similar analysis as in (ii), we can deduce that τQ ∧ 1 is not quasi-continuous.
All the above counterexamples concern on the case that the assumption tr[d〈Y 〉t] > 0, for each P , in
(H ′) does not hold. Now we give an example in which d〈Y 〉t ≥ ε tr[d〈Y 〉t]Id×d > 0 for some ε > 0, for each
P , is not met.
Example 5.5 Let k = 2 and P be the weakly compact family of probability measures such that B is a
two-dimensional G-Brownian motion with
Γ =
{[
α 0
0 1− α
]
: 0 ≤ α ≤ 1
}
.
It is easy to see that tr[〈B〉t] = t, for each P ∈ P .
Assume that under Pα ∈ P , B is a linear Brownian motion with 〈B〉t = t
[
α 0
0 1− α
]
, for each
0 ≤ α ≤ 1. We take Q = (−∞,∞)× (0, 1) and Y = B. In this example, we need to consider the following
sets of discontinuous points:
Ω0 = {ω = (ω
1, ω2) ∈ Ω : ω2t ≡ 0, t ≥ 0}
Define
A := {ω ∈ Ω : ω20 = 0, (ω
2
t )t≥0 changes sign infinitely many times in [0, ε], for each ε > 0}.
Then
(τQ ∧ 1)(ω) = 0 for ω ∈ A, and (τQ ∧ 1)(ω) = 1, for ω ∈ Ω0.
This means that each ω ∈ Ω0 is a discontinuous point of τQ ∧ 1.
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Assume that we can find a set E such that c(E) ≤ 12 and τQ ∧ 1 is continuous on Ω ∩ E
c. Then any
ω ∈ Ω0 should not be a limit point A ∩ E
c. So there exists an open set O ⊂ Ω such that O ⊃ Ω0 and
O ∩ (Ω0)
c ∩ A ⊂ E. Now we claim that c(O ∩ (Ω0)
c ∩ A) = 1. Indeed, it is easy to check that Pα converges
to P1 weakly, as α→ 1. Thus we have
lim sup
1>α→1
Pα(O ∩ (Ω0)
c ∩ A) = lim sup
1>α→1
Pα(O ∩ (Ω0)
c) = lim sup
1>α→1
Pα(O) ≥ P1(O) = P1(Ω0) = 1.
This implies
c(O ∩ (Ω0)
c ∩ A) = 1.
Therefore, τQ ∧ 1 is not quasi-continuous.
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