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In this paper we obtain the distribution of the function |(.k(n)) which counts
the number of distinct prime factors of the k-fold iterate of the Euler . function.
With coefficients ak=1(k+1)! and bk=1- (2k+1) (k !) we prove that
lim
x  
1
x
>{nx } |(.k(n))&ak(log log x)
k+1
bk(log log x)k+12
<z== 1- 2? |
Z
&
e&t
22 dt
An analogous result is obtained for |(.k( p&1)). This extends the results known
through the work of P. Erdo s and C. Pomerance, M. R. Murty and V. K. Murty,
and I. Ka tai.  1997 Academic Press
1. INTRODUCTION
Let P be the set of primes and p, q, pi , qi # P. The function |(n) counts
the number of distinct prime divisors of n, .(n) represents the Euler-totient
function, and (n) is a completely multiplicative function defined on the
set of primes by ( p)= p&1. The iterates of . and  are denoted by
.k(n)=.k&1(.(n)) and k(n)=k&1((n)) with .0(n)=0(n)=n. The
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letter c denotes a constant not necessarily the same each time, the letters
C1 , C2 , and C refer to constants which, once chosen, stay the same
throughout the remainder of the paper; n always stands for a positive
integer.
The main purpose of this paper is to prove the following theorems:
Theorem 1. For each fixed integer k1, let ak=1(k+1)! and
bk=1- 2k+1 (k !). Then for each real number z
lim
x  
1
x
>{nx } |(.k(n))&ak(log log x)
k+1
bk(log log x)k+12
<z==8(z) (1.1)
where 8 is the standard Gaussian law.
Earlier Erdo s and Pomerance [4] and Murty and Murty [9] proved
(1.1) for k=1 while Ka tai [6] proved (1.1) for k=2.
Theorem 2. For each fixed integer k1 and ak , bk as in Theorem 1
lim
x  
1
?(x)
>{ px } |(.k( p&1))&ak(log log x)
k+1
bk(log log x)k+12
<z==8(z) (1.2)
for every real number z.
For k=1 this is a known result proved by Ka tai in [7].
It is not too difficult to see that |(.k(n)) can be approximated by
|(k(n)) and this is the technique used in [4]. But for k2 the situation
is much more complicated and we introduce a strongly additive function
{k(n) which is defined recursively by
{0( p)=1, {k( p)= :
q | p&1
{k&1(q)
For fixed k we apply the well-known results by Kubilius and Shapiro, and
Barban, Levin, and Vinogradov, and establish (1.1) and (1.2) for {k( } ).
Using results from sieve theory we show that |(k(n)) and, therefore, also
|(.k(n)) can be approximated by {k(n) which leads to (1.1) and (1.2) for
|(.k(n)).
In Section 6 we outline why and how these results also hold when
k=k(x) tends to infinity as a function of x. To establish how fast k can
grow as a function of x we explicitly display the dependence on k in all
error terms.
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2. PRELIMINARY LEMMAS
From the definition of (n) it is clear that
|((n))|(.(n))|(n)+|((n)).
The generalization of this statement can be formulated as
Lemma 2.1. For all k=0, 1, 2, ... we have
|(k(n))|(.k(n))|(n)+|((n))+ } } } +|(k(n)). (2.1)
Proof. The left-hand side of (2.1) is immediate. The right-hand side
follows if we show that
p | .k(n) O p | j (n) for some j=0, 1, 2, ..., k (*)
which we will do by induction. Clearly (*) holds for k=1 and we assume
that (*) holds for k&1. If p | .k(n) then p | .k&1(n) or p | (.k&1(n)). If
p | .k&1(n) we may apply (*) and p |  j (n) for some j=0, 1, 2, ..., k&1. If
p |% .k&1(n) then there is some prime q which divides .k&1(n) and p | (q).
By induction q | j (n) for some j=0, 1, ..., k&1 and, therefore, p | j (n) for
some j=1, 2, ..., k which proves (*) and the lemma.
Lemma 2.2. Let m be a nonnegative integer and $ a real number with
0<$12. Then there is a number c depending upon m but not upon $ so
that the inequality
:
x1&$< px
pm&1(?(x, p, 1))m$c \ xlog x+
m
holds for all sufficiently large values of x.
This if a variation of Lemma 4.19 in [2] and can be proved in the same
way. Another modification which can be stated as
:
x12<( pq)x
pqm&1(?(x, pq, 1))mc \ xlog x+
m
log log x (2.2)
is due to Tenenbaum [10].
We also make repeated use of the BombieriVinogradov mean value
theorem which is stated in the following lemma.
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Lemma 2.3. For every positive constant B there exists a constant A such
that
:
k- x(log x)A
max
(l, k)=1
max
zx }?(z, k, l )&
li(z)
.(k) }<<
x
(log x)B
.
The value 4B+40 is an appropriate choice for A. For the proof see [1].
The next lemma can be found as Theorem 3.8 in [5].
Lemma 2.4. For (l, k)=1 and lk<x
?(x, k, l )<
3x
.(k) log(xk)
holds for all x.
Lemma 2.5. For integers l and k let
$(x, k, l ) := :
p#l (mod k)
px
1
p
.
Then for l=1 or &1, kx, and x3 we have
$(x, k, l )
C1 log log x
.(k)
,
where C1 is an absolute constant.
For l=1, this is Eq. (3.1) in [3] and a proof can be found in [6].
It will follow from the following lemma that {k( p)B(log log x)k for
almost all primes when B is sufficiently large.
Lemma 2.6. For H0, x3 let Tk(x, H ) :=>[ px | {k( p)>Hk].
Then there exists an absolute constant C2 such that
Tk(x, H )
C k2 x(log log x)
k&1
2H
. (2.3)
Proof. If follows from the definition of {k(n) that {1( p)=|( p&1).
From the well-known inequality
:
px
2|( p&1)<cx
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we obtain that
T1(x, H )= :
{1( p)>H
px
1<
1
2H
:
px
2|( p&1)<
cx
2H
.
Thus (2.3) is true for k=1. Since {k( p)=q | p&1 {k&1(q) for k1,
{k( p)>H k implies that either |( p&1)>H or {k&1(q)>Hk&1 for at least
one prime q which divides ( p&1). Therefore,
Tk(x, H )T1(x, H )+ :
{k&1(q)>H
k&1
qx
?(x, q, 1)
Using partial summation and induction on k as well as Lemma 2.4 it
follows that with u=[log xlog 2]&1
Tk(x, H )
cx
2H
+ :
{k&1(q)>H
k&1
x2<qx
1+ :
u
j=1
:
{k(q)>H
k&1
x2 j+1<qx2 j
?(x, q, 1)

cx
2H
+
C k&12 x(log log x)
k&2
2H
+ :
u
j=1
6(2 j+1)
j(log 2)
Tk&1 \ x2 j , H+

cx
2H
+
C k&12 x(log log x)
k&2
2H
+
24x(C2 log log x)k&1
2H

C k2 x(log log x)
k&1
2H
when C2=max(c, 26).
For all primes p, {0( p)2 log p and therefore, by induction, for all k,
{k( p)2 log p which means that {k(n)2 log n. When one applies Lemma
2.6 with H10(log log x) it follows that
:
{k(q)>H
k
qx
{ jk(q)
q
=O \(C2 log log x)
k
log2x + (2.4)
holds for j=0, 1, 2, and 3.
3. THE MOMENTS OF {k (n)
We choose a constant C such that C=max(C1 , C2). For a fixed k let
Sk(x) := :
px
{k( p), Ak(x) := :
px
{k( p)
p
.
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Lemma 3.1. For every k=1, 2, ..., we have
Sk(x)=li(x) Ak&1(x)+O(li(x)(C log log x)k&1) (3.1)
as x  .
Proof. Let H=C log log x in Lemma 2.6. To simplify notation we
denote a summation over primes q for which {k&1(q)H k&1 by $. It
follows from (2.4) that
Sk(x)= :
px
:
q | p&1
{k&1(q)
= :$
qx
{k&1(q) ?(x, q, 1)+O \(C log log x)
k&1 x
log2 x +.
We split the sum over q into two parts, $1 when q<x13 and $2 when
x13qx. It follows from Lemma 2.2 and 2.3 that
:$
1
=li(x) :$
q<x13
{k&1(q)
q&1
+O \(C log log x)
k&1 x
log2 x + .
From the choice of H and (2.4) it follows that
:$
q<x13
{k&1(q)
q&1
=Ak&1(x)+O((C log log x)k&1).
Furthermore, by Lemmas 2.2 and 2.4 if follows that
:$
2
Hk&1 :
x13qx
?(x, q, 1)<<(C log log x)k&1
x
log x
and this completes the proof of (3.1).
Lemma 3.2. For every k=0, 1, 2, ..., as x  
Ak(x)=
1
(k+1)!
(log log x)k+1+O((C log log x)k). (3.2)
Proof. When k=0 Eq. (3.2) is clearly true. We assume that (3.2) holds
for k&1 and use induction on k. It follows from (3.1) that
Sk(x)=li(x)
(log log x)k
k !
+O(li(x)(C log log x)k&1).
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Using partial summation,
Ak(x)=
Sk(x)
x
+|
x
x0
Sk(u)
u2
du+O(1)
=
(log log x)k+1
(k+1)!
+O((C log log x)k)
and the proof is complete.
Lemma 3.3. For any k=1, 2, 3, ... let
Dk(x) := :
px
{2k( p).
Then
Dk(x)=li(x)
(log log x)2k
(k !)2
+O(li(x)(C log log x)2k&12). (3.3)
Proof. It follows from Lemma 2.6 and partial summation that
Dk(x)<<li(x)(C log log x)2k.
Let
{k( p)= :
q | p&1
{k&1(q)= :
q | p&1
q<x16
+ :
q | p&1
qx16
= f1( p)+ f2( p);
then
U(x) := :
px
f 21( p)Dk(x)
=U(x)+ :
px
f1( p) f2( p)+ :
px
f 22( p)
=U(x)+:
1
+:
2
.
Using Lemmas 2.4 and 2.6, as well as Lemma 2.2 and its generalization
stated in (2.2), we find that
:
2
 :
qx16
{2k&1(q) ?(x, q, 1)+ :
q1 , q2x
16
{k&1(q1) {k&1(q2) ?(x, q1 q2 , 1)
Rli(x)(C log log x)2k&1.
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Furthermore, by the CauchySchwartz inequality
:
1
(U(x))12 \:
2
+
12
Dk(x)12 \:
2
+
12
which means that
:
1
=O(li(x)(C log log x)2k&12).
It follows from Lemma 2.3 that
U(x)= :
q1 , q2<x
16
q1{q2
{k&1(q1) {k&1(q2) ?(x, q1 q2 , 1)+ :
q<x16
{2k&1(q) ?(x, q, 1)
=li(x) A2k&1(x
16)+O(li(x)(C log log x)2k&1).
Since Ak&1(x)&Ak&1(x16)=O((C log log x)k&1) (3.3) follows immediately.
Lemma 3.4. For every k=0, 1, 2, ... let
B2k(x) := :
px
{2k( p)
p
.
Then
B2k(x)=
(log log x)2k+1
(2k+1)(k !)2
+O \(C log log x)
2k+12
2k+12 + . (3.4)
Proof. Induction on k and Lemma 3.3 will give the desired result.
4. THE LIMIT DISTRIBUTION OF {k (n)
In [8] Kubilius defines a special class of functions which denotes by the
symbol H. It follows from Lemma 11.5 in [2] that a strongly additive
function f (n) belongs to the class H if
(i) B(x) :=\ :px
f 2( p)
p +
12
  (x  )
and for every y>0
(ii) lim
x  
B(x y)
B(x)
=1.
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This means that for fixed k the functions {k(n) belong to the class H. It
is now easy to establish the following lemma.
Lemma 4.1. For each fixed k1 and every real number z,
lim
x  
1
x
>{nx } {k(n)&ak(log log x)
k+1
bk(log log x)k+12
<z==8(z), (4.1)
lim
x  
1
?(x)
>{ px } {k( p&1)&ak(log log x)
k+1
bk(log log x)k+12
<z==8(z). (4.2)
Proof. Let H=(=Bk(x))1k=(log log x)(=)1k (log log x)12k for some
=>0. Since k is fixed, H>C log log x when x is sufficiently large. Therefore,
by (2.4)
lim
x  
1
B2k(x)
:
{k( p)<=Bk(x)
px
{2k( p)
p
=0
for every =>0. We can now apply the well-known theorem by Kubilius
and Shapiro (Theorem 12.2 in [2]) to conclude (4.1) while (4.2) follows
from the result by Barban, Levin, and Vinogradov (Theorem 12.4 in [2]).
This ends the proof of Lemma 4.1.
5. PROOFS OF THEOREMS 1 AND 2
In this section we assume that k1 is fixed. In order to compare {k( } )
with |(k( } )) we give the following definition.
Definition 5.1. A (k+1)-tuple of primes (q0 , q1 , ..., qk) is called a
k-chain if qi&1 | qi&1 for i=1, 2, ..., k. A general k-chain is denoted by Qk .
A k-chain with the property that qk | n is denoted by Qk(n) and Qk(n, q0)
denotes those k-chains where q0 is fixed and qk | n.
Let |Qk(n, q0)|=>[Qk(n, q0)]; then {k(n)=q0 | k(n) |Qk(n, q0)|. In order
to replace {k( } ) by |(k( } )) in (4.1) and (4.2) we must show that
{k(n)&|(k(n))=o((log log x)k+12) for all but o(x) choices of nx and,
similarly, that {k( p&1)&|(k( p&1))=o((log log x)k+12) for all but
o(li(x)) primes px. This will follow from Lemmas 5.1 and 5.2. Let
L(x) := :
nx
({k(n)&|(k(n)))=L(1)+L(2),
R(x) := :
px
({k( p&1)&|(k( p&1)))=R(1)+R(2),
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where
L(1)= :
nx
:
q0<y
q0 | k(n)
( |Qk(n, q0)|&1).
R(1)= :
nx
:
q0<y
q0 | k(n)
( |Qk( p&1, q0)|&1).
L(2)=L(x)&L(1), R(2)=R(x)&R(1).
Lemma 5.1. When y=(log x)2
L(1)=O(x(C log log x)k log log log x),
R(1)=O(li(x)(C log log x)k log log log x).
Proof. Since
L(1) :
nx
:
q0<y
q0 | k(n)
|Qk(n, q0)|
x :
q0< y
:
q1
} } } :
qk
1
qk
,
repeated application of Lemma 2.5 results in
L(1)<<x(C log log x)k log log y=O(x(C log log x)k log log log x).
To evaluate R(1) we observe that
R(1) :
px
:
q0<y
q0 | k(n)
|Qk( p&1, q0)|
 :
q0< y
:
q1
} } } :
qk
?(x, qk , 1)=:
1
+:
2
+:
3
.
In 1 we consider only qkx
12 which means that
:
1
<<li(x) :
q0< y
:
q1
} } } :
qk
1
qk
<<li(x)(C log log x)k log log y
=O(li(x)(C log log x)k log log log x).
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In 2 we consider those qk>x
12 for which {k(qk)(C log log x)k=H k.
The number of all k-chains ending at qk is equal to {k(qk); therefore,
:
2
<< :
x12<qkx
{k(qk) ?(x, qk , 1)
<<Hk?(x)=O(li(x)(C log log x)k).
Finally, using Lemma 2.2 and the estimate (2.4),
:
3
= :
q0< y
:
q1
} } } :
{k(qk)>H
k
x12<qkx
?(x, qk , 1)
<< :
{k(qk)>H
k
x12<qkx
{k(qk) ?(x, qk , 1)
<<\ :
{k(qk)>H
k
qkx
{2k(qk)
qk +
12
\ :
x12<qkx
qk(?(x, qk , 1))2+
12
<<\ :
{k(qk)>H
k
qkx
{2k(qk)
qk +
12
li(x)=O \(C log log x)
k x
log2 x + .
Lemma 5.2. When y=(log x)2 then
L(2)=O \k
2x(C log log x)2k+1
log2x + , R(2)=O \
k2x(C log log x)2k+1
log2x + .
Proof. When q0 y the number of k-chains starting at q0 is 1 in most
cases. Only those pairs (n, q0) for which |Qk(n, q0)|2 will make a con-
tribution to L(2). For integers N2, N&1( N2 ) which means that an
upperbound to L(2) is obtained when we consider the number of distinct
pairs of k-chains for each pair (n, q0). Let +j (q0 , n) be the number of
k-chain pairs Qk(n, q0), Q$k(n, q0) (=(q0 , q$1 , ..., q$k)) for which qj {q$j and
ql=q$l for l> j. Then clearly
L(2) :
nx
:
q0 | k(n)
q0 y
(+1(q0 , n)+ } } } ++k(q0 , n))
=M1+M2+ } } } +Mk ,
where Mj=nx q0 y +j (q0 , n).
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We begin by evaluating Mk . Since qk {q$k it follows that qkq$k | n. There-
fore,
Mkx :
q0 y
: } } }
qk{q$k
q1 , q2 , ..., qk
q$1 , q$2 , ..., q$k
:
1
qkq$k
<<x(C log log x)2 :
q0 y
: } } }
q$1 , q$2 , ..., q$k&1
q1 , q2 , ..., qk&1
:
1
qk&1q$k&1
.
To evaluate further we distinguish between two cases: qk&1=q$k&1 and
qk&1 {q$k&1. In the first case we observe that the number of all chains
ending at qk&1 is equal to {k&1(qk&1) and, since we are counting pairs of
distinct chains ending at qk&1,
:
q0 y
: } } }
qk&1=q$k&1
q1 , q2 , ..., qk&1
q$1 , q$2 , ..., q$k&1
:
1
q2k&1
<< :
qk&1 y
{2k&1(qk&1)
q2k&1
<<
B2k&1(x)
y
.
When qk&1 {q$k&1 we apply Lemma 2.5 again and repeat the argument.
Since all chains start at the same q0 ,
Mk <<x :
k
j=1
(C log log x)2j B2k& j (x)
y
<<
kx(C log log x)2k+1
y
Similarly, when j<k we see that
Mj <<x :
q0 y
: } } }
qj{q$j
q1 , q2 , ..., qj
q$1 , q$2 , ..., q$j
: :
qj+1
} } } :
qk
1
qk
<<x(C log log x)k& j :
q0 y
: } } }
qj{q$j
q1 , q2 , ..., qj
q$1 , q$2 , ..., q$j
:
1
qjq$j
.
Using the same argument as in the evaluation of Mk it follows that
Mj <<x(C log log x)k& j :
j
l=1
(C log log x)2l B2j&l(x)
y
<<
jx(C log log x)k+ j+1
y
.
Since y=(log x)2, it follows that L(2)=O(k2x(C log log x)2k+1log2x). By
the simple observation that R(2)L(2) the proof is complete.
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It follows from Lemmas 5.1 and 5.2 that, for fixed k, for almost all
integers nx the difference between {k(n) and |(k(n)) is o((log
log x)k+12) . Also the difference between {k( p&1) and |(k( p&1)) is
o((log log x)k+12) for almost all primes px. This means that {k( } ) can be
replaced by |(k( } )) in (4.1) and (4.2).
From Lemma 2.1 we deduce that
0 :
nx
|(.k(n))&|(k(n)) :
nx
|(n)+ } } } +|(k&1(n))
 :
nx
{0(n)+ } } } +{k&1(n)k :
nx
{k&1(n)
kx :
px
{k&1( p)
p
=kx Ak&1(x).
When k is fixed this is o(xBk(x)) and Theorem 1 follows.
Similarly,
:
px
|(.k( p&1))&|(k( p&1))k :
px
{k&1( p&1)
and, since px {k&1( p&1)=px q | p&1 {k&1(q)=px {k( p)=Sk(x)
which is o(li(x) Bk(x)) by Lemma 3.1 and 3.2, Theorem 2 follows.
6. WHEN k=k(x) DEPENDS UPON x
The referee of an earlier draft of this paper suggested that we consider k
as a variable depending upon x. In first instance we need to make sure that
the error terms in (3.2) and (3.4) are of smaller order than the main term.
There is no hidden dependence upon k in the order terms and it follows
that k must be o(log log log xlog log log log x). For such k we can no
longer use the techniques of Section 4, since our function {k(n) depends
upon x. But in this case we can use Theorem 12.15 in [2] and using the
lemma of Berry and Esseem (Lemma 1.48 in [2]) one can show that (4.1)
and (4.2) still hold. Clearly,
:
nx
||(.k(n))&{k(n)| :
nx
||(.k(n))&|(k(n))|+ :
nx
||(k(n))&{k(n)|
kxAk&1(x)+L (1)+L(2).
When k=o(log log log xlog log log log x) the three quantities at the right
are o(xBk(x)) and it follows that (1.1) holds for such k. A similar argument
shows that (1.2) also remains valid for such k.
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We thank the referee for the careful reading of the manuscript and for
the suggestion that we might strengthen Lemma 2.6, consider k=k(x), and
prove Theorems 1 and 2 in a more general form.
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