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COMPARISON OF SOME REDUCED REPRESENTATION APPROXIMATIONS
MARIO BEBENDORF, YVON MADAY, AND BENJAMIN STAMM
Abstract. In the field of numerical approximation, specialists considering highly complex problems
have recently proposed various ways to simplify their underlying problems. In this field, depending on
the problem they were tackling and the community that are at work, different approaches have been
developed with some success and have even gained some maturity, the applications can now be applied
to information analysis or for numerical simulation of PDE’s. At this point, a crossed analysis and
effort for understanding the similarities and the differences between these approaches that found their
starting points in different backgrounds is of interest. It is the purpose of this paper to contribute to
this effort by comparing some constructive reduced representations of complex functions. We present
here in full details the Adaptive Cross Approximation (ACA) and the Empirical Interpolation Method
(EIM) together with other approaches that enter in the same category.
1. Introduction
This paper deals with the economical representation of dedicated sets of data, that are currently —
and more and more importantly — available stemming out of various experiences or given by formal
expressions. The amount of information that can be derived out of a given massive set of data is far much
smaller than the size of the data itself, therefore, parallel to the increasing size of data acquisition and
storage available on computer architectures, an effort for post processing and economically represent,
analyze and derive pertinent information out of the data has been done during the last century. The
main idea starts from the translation of the fact that the data are dedicated to some phenomenon and
thus, there exists a certain amount of coherence in these data which can be separated into two classes:
deterministic or statistical. Among them have been proposed: regularity, sparsity, small n-width etc.
that can be either assumed, verified or proven.
The data themselves can be known in different ways, either (i) completely explicitly, like for instance
(i-1) from an analytic representation or at least access to the values at every point, (i-2) or only given
on a large set of points, (i-3) or also given through various global measures like moments, or (ii) given
implicitly through a model like a partial differential equation (PDE). The range of applications is huge,
examples can be found in statistics, image and information process, learning process, experiments in
mechanics, meteorology, earth sciences, medicine, biology, etc. and the challenge is in computationally
processing such a large amount of high-dimensional data so as to obtain low-dimensional descriptions
and capture much of the phenomena of interest.
We consider the following problem formulation: Let us assume that we are given a (presumably
large) set F of functions ϕ ∈ F defined over Ωx ⊂ R
dx (with dx ≥ 1). Our aim is to find some functions
h1, h2, . . . , hQ : Ωx → R such that every ϕ ∈ F can be well approximated as follows
ϕ(x) ≈
Q∑
q=1
ϕˆqhq(x),
where Q ≪ dim(span{F}). As said above, the ability for F to posses this property is an assumption.
It is precisely stated under the notion of small Kolmogorov n-width, defined as follows:
Let F be a subset of some Banach space X and VQ be a generic Q-dimensional subspace of X . The
angle between F and VQ is
E(F ;VQ) := sup
ϕ∈F
inf
vQ∈VQ
‖ϕ− vQ‖X .
The Kolmogorov n-width of F in X is given by
dQ(F ,X ) := inf{E(F ;VQ) |VQ a Q-dimensional subspace of X}.
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The n-width of F thus measures to what extent the set F can be approximated by a n-dimensional
subspace of X .
This assumption of small Kolmogorov n−width can be taken for granted, but there are also reasons
on the elements of F that can lead to such a smallness such as regularity of the functions ϕ ∈ F . As an
example, we can quote, in the periodic settings, the well-known Fourier series. Small truncated Fourier
series are good approximations of the full expansion if the decay rate of the Fourier coefficients is fast
enough, i.e. if the functions ϕ have enough continuous derivatives. In this case, the basis is actually
multipurpose since it is not dedicated to the particular set F . Fourier series are indeed adapted to any
set of regular enough functions, the more regular they are, the better the approximation is. Another
property for F to have a small Kolmogorov n-width is that it satisfies the principle of transform sparsity,
i.e., we assume that the functions ϕ ∈ F are expressed in a sparse way when written in some orthonormal
basis set {ψi}, e.g. an orthonormal wavelet basis, a Fourier basis, or a local Fourier basis, depending on
the application: this means that the coefficients ϕˆi = 〈ϕ, ψi〉 satisfy, for some p, 0 < p < 2, and some
R:
‖ϕ‖ℓp =
(∑
i
|ϕˆi|
p
)1/p
≤ R.
A key implication of this assumption is that if we denote by ϕN the sum of the N largest contributions
then
∃C(R, p), ∀ϕ ∈ F , ‖ϕ− ϕN‖ℓ2 ≤ C(R, p)(N + 1)
1/2−1/p,
i.e. there exists a contracted representation of such a ϕ. Note that the representation is adaptive and
tuned to each ϕ (it is what is called a nonlinear approximation). However, under these assumptions, the
theory of compressed sensing (see [29]), at the price of having a slight degradation of the convergence
rate, allows to propose a non-adaptive recovery that is almost optimal. We refer to [29] and the
references therein for more details on this question. Anyway, these are cases where the set of basis
functions {hi} does not constitute a multipurpose approximation set, all the contrary: it is tuned to
that choice of F and will not have any good property for another one.
The difficulty is of course to find the basis set {hi}. Note additionally that, from the definition of
the small Kolmogorov n-width, except in a Hilbertian framework, the optimal elements need not even
be in span{F}.
Let us proceed and propose a way to better identify the various elements in F : we consider that they
are parametrized with y ∈ Ωy ⊂ R
dy (with dy ≥ 1), so that F consists of the parametrized functions
f : Ωx×Ωy → R. In what follows, we denote the function f as a function of x for some fixed parameter
value y as fy := f(·, y). However, the role of x and y could be interchanged and both x and y will be
considered equally as variables of the same level or as variable and parameter in all what follows.
In this paper, we present a survey of algorithms that search for an affine decomposition of the form
(1) f(x, y) ≈
Q∑
q=1
gq(y)hq(x).
We focus on the case where the decomposition is chosen in an optimal way (in terms of sparse represen-
tation) and additionally we focus on methods with minimal computational complexity. It is assumed
that we have a priori some or all the knowledge on functions f in F , i.e. they are not implicitly defined
by a PDE. In that “implicit” case there exists a family of reduced modeling approaches such as the
reduced basis method; see e.g. [62].
Note that the domains Ωx and Ωy can be with finite cardinalityM and N , in which case the functions
can be written as matrices, then, the above algorithms can often be stated as a low-rank approximation:
Given a matrix M ∈ RM×N , find a decomposition of the matrix M:
M ≈ UVT
where U is of size M ×Q and V of size N ×Q.
In this completely discrete setting, the Singular Value Decomposition (SVD), or the related Proper
Orthogonal Decomposition (POD), yields an optimal (in terms of approximability with respect to
the ‖ · ‖ℓ2-norm) solution, but is rather expensive to compute. After presenting the POD in a general
setting in Section 2, we present two alternatives, the Adaptive Cross Approximation (ACA) in Section 3
and the Empirical Interpolation Method (EIM), in Section 4, which originate from completely different
3backgrounds. We give a comparative overview of features and existing results of those approaches which
are computationally much cheaper and yield in practice similar approximation results. The relation
between ACA and the EIM is studied in Section 5. Section 6 is devoted to a projection method based
on incomplete data known as gappy POD or missing point estimation, which in some cases can be
interpreted as an interpolation scheme.
2. Proper orthogonal decomposition
Let us start by assuming that we have an unlimited knowledge of the data set and that we have
unlimited computer resources — coming back at the end of this section to more realistic matter of facts.
The first approach is known under the generic concept of Proper Orthogonal Decomposition (POD)
which is a mathematical technique that stands at the intersection of various horizons that have actually
been developed independently and concomitantly in various disciplines and is thus known under various
names, including:
• Proper Orthogonal Decomposition (POD): a term used in turbulence;
• Singular Value Decomposition (SVD): a term used in algebra;
• Principal Component Analysis (PCA): a term used in statistics for discrete random processes;
• the discrete Karhunen-Loeve transform (KLT): a term used in statistics for continuous random
processes;
• the Hotelling transform: a term used in image processing;
• Principal Orthogonal Direction (POD): a term used in geophysics;
• Empirical Orthogonal Functions (EOFs): a term used in meteorology and geophysics.
All these somewhat equivalent approaches aim at obtaining low-dimensional approximate descriptions
of high-dimensional processes, therefore eliminating information which has little impact on the overall
understanding.
2.1. Historical overview. As stated above, the POD is present under various forms in many contri-
butions.
The original SVD was established for real-square matrices in the 1870’s by Beltrami and Jordan, for
complex square matrices in 1902 by Autonne, and for general rectangular matrices in 1936 by Eckart
and Young; see also the generalization to unitarily invariant norms by Mirsky [58]. The SVD can be
viewed as the extension of the eigenvalue decomposition for the case of non-symmetric matrices and
non-square matrices.
The PCA is a statistical technique. The earliest descriptions of the technique were given by Pear-
son [63] and Hotelling [44]. The purpose of the PCA is to identify the dependence structure behind a
multivariate stochastic observation in order to obtain a compact description of it.
Lumley [51] traced the idea of the POD back to independent investigations by Kosambi [47], Loe`ve [50],
Karhunen [46], Pougachev [64] and Obukhov [59].
These methods aim at providing a set of orthonormal basis functions that allow to express approxi-
mately and optimally any function in the data set. The equivalence between all these approaches has
been also investigated by many authors, among them [56, 48, 71].
2.2. Algorithm. Let us now present the POD algorithm in a semi-discrete framework, that is, we
consider a finite family of functions {fy}y∈Ωtrainy where fy : Ωx → R for each y ∈ Ωy = Ω
train
y where
Ωtrainy is finite with cardinality N . In this context, the goal is to define an approximation PQ[fy] to fy
defined by
(2) PQ[fy](x) =
Q∑
q=1
gq(y)hq(x)
with Q≪ N . The POD actually incorporates a scalar product, for functions depending on x ∈ Ωx, and
the above projection is then an orthogonal projection on the Q-dimensional vectorial space span{hq, q =
1, . . . , Q}.
The question is now to select properly the functions hq. With a scalar product, orthonormality is
useful, since we would like that these modes are selected in order that they carry as much of the infor-
mation that exists in the {fy}y∈Ωtrainy , i.e. the first function h1 should be selected such that it provides
the best one-term approximation similarly, then hq should be selected so that, with h1, h2, . . . , hq−1 it
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gives the best q-term approximation. The best q-term above is understood in the sense that the mean
square error over all y ∈ Ωtrainy is the smallest. Such specially ordered orthonormal functions are called
the proper orthogonal modes for the function f(x, y). With these functions, the expression (2) is called
the POD of f .
Proper orthogonal decomposition (POD)
a. Let Ωtrainy = {yˆ1, . . . , yˆN} be a N -dimensional dicrete representation of Ωy.
b. Construct the correlation matrix
Ci,j =
1
N
(
fyˆj , fyˆi
)
Ωx
, 1 ≤ i, j ≤ N,
where (·, ·)Ωx denotes a scalar product of functions depending on Ωx.
c. Then, solve for the Q largest eigenvalue–eigenvector pairs (λq, vq) such that
(3) C vq = λqvq, 1 ≤ q ≤ Q.
d. The orthogonal POD basis functions {h1, . . . , hQ} such that VQ = span{h1, . . . , hQ} are
then given by the linear combinations
hq(x) =
N∑
n=1
(vq)n f(x, yˆn), 1 ≤ q ≤ Q, x ∈ Ωx,
and where (vq)n denotes the n-th coefficient of the eigenvector vq.
Approximation: The approximation PQ[fy] to fy : Ωx → R, for any y ∈ Ωy, is then given by
PQ[fy](x) =
Q∑
q=1
gq(y)hq(x), x ∈ Ωx,
with gq(y) =
(fy,hq)Ωx
(hq,hq)Ωx
.
Proposition 2.1. The approximation error
dPOD2 (Q) =
√√√√ 1
N
∑
y∈Ωtrainy
‖fy − PQ[fy]‖2Ωx
minimizes the mean square error
√
1
N
∑
y∈Ωtrainy ‖fy − PQ[fy]‖
2
Ωx
over all projection operators PQ onto
a space of dimension Q. It is given by
(4) dPOD2 (Q) =
√√√√ N∑
q=Q+1
λq ,
where {λQ+1, . . . , λN} denotes the set of the N −Q smallest eigenvalues of the eigenvalue problem (3).
Remark 2.2 (Relation to SVD). If the scalar product (·, ·)Ωx is approximated in the sense of ℓ
2 on a
discrete set of points Ωtrainx = {xˆ1, . . . , xˆM} ⊂ Ωx, i.e.
(v, w)Ωtrainx =
|Ωx|
M
M∑
i=1
v(xˆi)w(xˆi),
then we see that C = AT A where A is the matrix defined by Ai,j =
|Ωx|√
N
fyj (xˆi). And thus, the square
roots of the eigenvalues (3) are singular values of A.
Remark 2.3 (Infinite dimensional version). In the case where the POD is processed by leaving the
parameter y continuous in Ωy, the correlation matrix becomes an operator C : L
2(Ωy) → L
2(Ωy) with
kernel C(y1, y2) = (fy1 , fy2)Ωx that acts on functions of y ∈ Ωy as follows
(Cφ)(y) = (C(y, ·), φ)Ωy , φ ∈ L
2(Ωy).
Assuming that f ∈ L2(Ωx × Ωy), by the results obtained in [67] (that generalize Mercer’s theorem
to more general domains) there exists a sequence of positive real eigenvalues (that can be ranked in
5decreasing order) and associated orthonormal eigenvectors, which can be used to construct best L2-
approximations (1).
The infinite dimensional version is important to understand the generality of the approach, e.g.
how the various POD algorithms are linked together. In essence, this boils down to spectral theory of
self-adjoint operators, either finite (in the matrix case) or infinite (for integral operator defined with
symmetric kernels). Such operators have positive real eigenvalues and the corresponding eigenvectors
can be ranked in decreasing order of eigenvalues. The approximation is based on considering the
only eigenmodes that corresponds to the largest eigenvalues, they are those that carry the maximum
information.
In practice though, both in the x and the y variables, sample sets Ωtrainx and Ω
train
y are devised.
Depending on the size of N , the solution of the eigenvalue problem (3) can be prohibitively expensive.
Most of the time though, there is not much hint on the way these training points should be chosen and
they are generally quite large sets with N ≫ Q.
We finally remind that the original goal is to approximate any function f(x, y) for all x ∈ Ωx and
y ∈ Ωy. In this regard, the error bound (4) only provides an upper error estimate for functions fy with
y ∈ Ωtrainy and no certified error bound for functions fy with y ∈ Ωy\Ω
train
y can be provided.
3. Adaptive Cross Approximation
In order to cope with the difficulty of implementation of the POD algorithms, let us present here the
Adaptive Cross Approximation. The approximation leading to (1) is
(5) f(x, y) ≈ IQ[fy](x) :=


f(x, y1)
...
f(x, yQ)


T
M−1Q


f(x1, y)
...
f(xQ, y)


with points xq, yq, q = 1, . . . , Q, chosen such that the matrix
MQ :=


f(x1, y1) . . . f(x1, yQ)
...
...
f(xQ, y1) . . . f(xQ, yQ)

 ∈ RQ×Q
is invertible. Notice that while PQ used in the construction of the POD is an orthogonal projector,
IQ : C
0(Ωx)→ VQ is an interpolation operator from the space of continuous functions C
0(Ωx) onto the
system VQ := span{fy1, . . . , fyQ}, i.e.
IQ[fy](xq) = f(xq, y) for all y and q = 1, . . . , Q.
Due to the symmetry of x and y in (5), we also have IQ[fyq ](x) = f(x, yq) for all x and q = 1, . . . , Q.
3.1. Historical overview. Approximations of type (5) were first considered by Micchelli and Pinkus
in [57]. There, it was proved for so-called totally positive functions f , i.e. continuous functions
f : [0, 1]× [0, 1]→ R with non-negative determinants∣∣∣∣∣∣∣


f(ξ1, υ1) . . . f(ξ1, υq)
...
...
f(ξq, υ1) . . . f(ξq, υq)


∣∣∣∣∣∣∣
for all 0 ≤ ξ1 < . . . < ξq ≤ 1, 0 ≤ υ1 < . . . < υq ≤ 1, and q = 1, . . . , Q, that such approximations are
optimal with respect to the L1-norm, i.e.
min
uq ,vq
∫ 1
0
∫ 1
0
∣∣∣∣∣f(x, y)−
Q∑
q=1
uq(x)vq(y)
∣∣∣∣∣ dy dx =
∫ 1
0
∫ 1
0
|f(x, y)− IQ[fy](x)| dy dx,
where IQ is defined at implicitly known nodes x1, . . . , xQ and y1, . . . , yQ; see [57] for an additional
technical assumption.
Instead of L1-estimates, it is usually required to obtain L∞-estimates. The obvious estimate
‖fy − IQ[fy]‖L∞(Ωx) ≤ (1 + σ1[f ]) inf
v∈VQ
‖fy − v‖L∞(Ωx)
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contains the expression
σ1[f ] := sup
x∈Ωx
∥∥∥M−TQ


f(x, y1)
...
f(x, yQ)

∥∥∥
ℓ1
.
Since there is usually no estimate on the previous infimum (note that VQ also depends on F = {fy}y∈Ωy),
one tries to relate fy − IQ[fy] with the interpolation error in another system WQ = span{w1, . . . , wQ}
of functions (e.g. polynomials, spherical harmonics, etc.); cf. [6, 12]. Assume that the determinant of
the Vandermonde matrix WQ := [wi(xj)]i,j=1,...,Q does not vanish and let L : Ωx → R
Q be the vector
consisting of Lagrange functions Li ∈ WQ, i.e. Li(xj) = δij , i, j = 1, . . . , Q. Then, the interpolation
operator I′Q defined over C
0(Ωx) with values in WQ can be represented as
I
′
Q[ϕ](x) =


ϕ(x1)
...
ϕ(xQ)


T
L(x), ϕ ∈ C0(Ωx),
and we obtain
fy(x) − IQ[fy](x) = fy(x) −


f(x1, y)
...
f(xQ, y)


T
L(x)−




f(x, y1)
...
f(x, yQ)

−MTQL(x)


T
M−1Q


f(x1, y)
...
f(xQ, y)


= fy(x) − I
′
Q[fy](x) −


fy1(x) − I
′
Q[fy1 ](x)
...
fyQ(x) − I
′
Q[fyQ ](x)


T
M−1Q


f(x1, y)
...
f(xQ, y)

 .
Hence, for any y ∈ Ωy
(6) ‖fy − IQ[fy]‖L∞(Ωx) ≤ (1 + σ2[f ]) max
z∈{y,y1,...,yQ}
‖fz − I
′
Q[fz]‖L∞(Ωx),
where
σ2[f ] := sup
y∈Ωy
∥∥∥M−1Q


f(x1, y)
...
f(xQ, y)

∥∥∥
ℓ1
.
3.2. Construction of interpolation nodes. The assumption that the determinant of the Vander-
monde matrix WQ does not vanish, can be guaranteed by the choice of x1, . . . , xQ. To this end, let
Q linearly independent functions w1, . . . , wQ be given as above. As in [8], we construct linearly inde-
pendent functions ℓ1, . . . , ℓQ satisfying ℓq(xp) = 0, p < q, and span{ℓ1, . . . , ℓq} = WQ, q ≤ Q, in the
following way. Let ℓ1 = w1 and x1 ∈ Ωx be a maximum of |ℓ1|. Assume that ℓQ−1 has already been
constructed. For the construction of ℓQ define ℓQ,0 := wQ and
ℓQ,q := ℓQ,q−1 − ℓQ,q−1(xq)
ℓq
ℓq(xq)
, q = 1, . . . , Q− 1.
Then ℓQ,Q−1(xq) = 0, q < Q, and span{ℓQ,0, . . . , ℓQ,Q−1} = span{ℓ1, . . . , ℓQ−1, wQ}. Hence, we set
ℓQ := ℓQ,Q−1 and choose
(7) xQ := arg sup
x∈Ωx
|ℓQ(x)|.
The previous construction guarantees unisolvency at the nodes xq, q = 1, . . . , Q.
Lemma 3.1. It holds that detWQ 6= 0.
Proof. Since span{ℓ1, . . . , ℓQ} = span{w1, . . . , wQ} it follows that there is a non-singular matrix T ∈
RQ×Q such that 

ℓ1
...
ℓQ

 = T


w1
...
wQ

 .
7Hence, RQ = TWQ where RQ := [ℓi(xj)]
Q
i,j=1 is upper triangular. The assertion follows from
detRQ = ℓ1(x1) · . . . · ℓQ(xQ) 6= 0.

As an example, we choose WQ = ΠQ−1 the space of polynomials of degree at most Q − 1. Then,
it follows from (6) that ACA converges if, e.g., f is analytic with respect to x, and the speed of
convergence is determined by the decay of f ’s derivatives or the elliptical radius of the ellipse in which
f has a holomorphic extension. Furthermore, it can be seen that
ℓQ(x) =
Q−1∏
q=1
(x− xq).
Hence, the choice (7) of xQ is a generalization of a construction that is due to Leja [49]. Leja recursively
defines a sequence of nodes {x1, . . . , xQ} for polynomial interpolation in a compact setK ⊂ C as follows.
Let x1 ∈ K be arbitrary. Once x1, . . . , xQ−1 have been found, choose xQ ∈ K so that
Q−1∏
q=1
|xQ − xq| = max
x∈K
Q−1∏
q=1
|x− xq|.
In [68] it is proved that Lebesgue constants associated with Leja points are subexponential for fairly
general compact sets in C; see also [65]. Hence, analyticity is required in general for the convergence of
the interpolation process.
The expression σ2[f ] on the right-hand side of (6) can be controlled by the choice of the points
y1, . . . , yQ ∈ Ωy. Due to Laplace’s theorem

M−1Q


f(x1, y)
...
f(xQ, y)




q
=
detMq(y)
detMQ
, q = 1, . . . , Q,
where Mq(y) arises from replacing the q-th column of MQ by the vector [f(x1, y), . . . , f(xQ, y)]
T , we
obtain that σ2[f ] ≤ Q if y1, . . . , yQ are chosen such that
(8) | detMQ| ≥ | detMq(y)|, q = 1, . . . , Q, y ∈ Ωy.
In connection with the so-called maximum volume condition (8), we also refer to the error estimates
in [66] which are based on the technique of exact annihilators (see [3, 2]) in order to provide similar
results as (6).
3.3. Incremental construction. The maximum volume condition (8) is difficult to satisfy by an a
priori choice of y1, . . . , yQ. Therefore, the following incremental construction of approximations (5),
which is called adaptive cross approximation (ACA) [6], has turned out to be practically more relevant.
Let r0(x, y) := f(x, y) and define the sequence of remainders as
(9) rq(x, y) := rq−1(x, y)−
rq−1(x, yq) rq−1(xq, y)
rq−1(xq , yq)
, q = 1, . . . , Q,
where xq and yq are chosen such that rq−1(xq, yq) 6= 0. Then, the algorithm can be summarized as
follows.
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Bivariate Adaptive Cross Approximation (ACA2)
Set q := 1.
While err < tol
a. Define the remainder rq−1 = f −
∑q−1
i=1 ci and choose (xq, yq) ∈ Ωx × Ωy such that
rq−1(xq, yq) 6= 0.
b. Define the next tensor product by
cq(x, y) =
rq−1(x, yq) rq−1(xq , y)
rq−1(xq, yq)
.
c. Define the error level by
err = ‖rq−1‖L∞(Ωx×Ωy)
and set q := q + 1.
Since rq−1(xq, yq) coincides with the q-th diagonal entry of the upper triangular factor of the LU
decomposition of MQ, we obtain that detMQ 6= 0. In [12], it is shown that
(10) f(x, y) = IQ[fy](x) + rQ(x, y)
and
IQ[fy](x) =
Q∑
q=1
rq−1(x, yq)
rq−1(xq, y)
rq−1(xq, yq)
.
This method is used in [21] (see also [23]) under the name Geddes-Newton series expansion for the
numerical integration of bivariate functions, where instead of the maximum volume condition (8) (xq, yq)
is found from maximizing |rq−1|. This choice of (xq, yq) is usually referred to as global pivoting. Another
pivoting strategy is the so-called partial pivoting, i.e., yq is chosen in the q-th step such that
|rq−1(xq , yq)| ≥ |rq−1(xq , y)| for all y ∈ Ωy
for xq ∈ Ωx chosen by (7). For the latter condition (and in particular for the stronger global pivoting)
the conservative bound σ2[f ] ≤ 2
Q − 1 can be guaranteed; see [6]. The actual growth of σ2[f ] with
respect to Q is, however, typically significantly weaker.
3.4. Application to matrices. Approximations of the form (5) are particularly useful when they are
applied to large-scale matrices A ∈ RM×N . In this case, (5) becomes
(11) A ≈ A˜ := A:,σ A
−1
τ,σ Aτ,:,
where τ := {i1, . . . , iQ} and σ := {j1, . . . , jQ} are sets of row and column indices, respectively, such
that Aτ,σ ∈ R
Q×Q is invertible. Here and in the following, we use the notation Aτ,: for the rows τ and
A:,σ for the columns σ of A. Notice that the approximation A˜ has rank at most Q and is constructed
from few of the original matrix entries. Such kind of approximations were investigated by Eisenstat
and Gu [37] and Tyrtyshnikov et al. [35] in the context of the maximum volume condition. Again, the
approximation can be constructed incrementally by the sequence of remainders R(0) := A and
R(q) := R(q−1) −
R
(q−1)
:,jq
R
(q−1)
iq ,:
R
(q−1)
iq,jq
, q = 1, . . . , Q,
where the index pair (iq, jq) is chosen such that R
(q−1)
iqjq
6= 0. The previous condition guarantees that
Aτ,σ is invertible, and we obtain
A˜ =
Q∑
q=1
R
(q−1)
:,jq
R
(q−1)
iq,:
R
(q−1)
iq,jq
.
If A arises from evaluating a smooth function at given points, then R(q) can be estimated using (6).
In order to avoid the computation of each entry of the remainders R(q), it is important to notice
that only the entries in the iq-th row and the jq-th column of R
(q−1) are required for the construc-
tion of A˜. Therefore, the following algorithm computes the column vectors uq := R
(q−1)
:,jq
and row
9vectors vq := R
(q−1)
iq ,:
resulting in
(12) A˜ =
Q∑
q=1
uq v
T
q
(vq)jq
.
The iteration stops after Q steps if the error satisfies
(13) ‖A− A˜‖ℓ2 = ‖R
(Q)‖ℓ2 < ε
with given accuracy ε > 0. The previous condition cannot be evaluated with linear complexity. Since
the next rank-1 term (vQ+1)
−1
jQ+1
uQ+1v
T
Q+1 approximates R
(Q), we replace (13) with the error indicator
‖uQ+1v
T
Q+1‖ℓ2
|(vQ+1)jQ+1 |
=
‖uQ+1‖ℓ2‖vQ+1‖ℓ2
|(vQ+1)jQ+1 |
< ε.
Adaptive Cross Matrix Approximation
Set q := 1.
While err < tol
a. Choose iq such that
vq := A
T
iq ,: −
q−1∑
ℓ=1
(uℓ)iq
(vℓ)jℓ
vℓ
is nonzero and jq such that |(vq)jq | = maxj=1,...,N |(vq)j |.
b. Compute the vector
uq := A:,jq −
q−1∑
ℓ=1
(vℓ)jq
(vℓ)jℓ
uℓ.
c. Compute the error indicator
err = |(vq)jq |
−1‖uq‖ℓ2‖vq‖ℓ2
and set q := q + 1.
Remark 3.2. Notice that almost no condition has been imposed on the row index iq. The following
three methods are commonly used to choose iq. In addition to choosing iq randomly, iq can be found
as
iq := argmax
i=1,...,M
|(uq−1)i|,
which leads to a cyclic pivoting strategy. If A stems from the evaluation of a function at given nodes,
then the construction of Section 3.2 should be used in order to guarantee the well-posedness of the
interpolation operator I′Q and exploit the error estimate (6).
In some cases (see [15]), it is required to put more effort in the choice of iq to guarantee a well-suited
approximation space span{Ai1,:, . . . ,AiQ,:}; cf. [7].
Instead of the M ·N entries of A, we only have to compute Q(M +N) entries of A for the approx-
imation by A˜. The construction of (12) requires O(Q2(M +N)) arithmetic operations, and A˜ can be
stored with Q(M +N) units of storage. Possible redundancies among the vectors uq, vq, q = 1, . . . , Q,
can be removed via orthogonalization.
The origin of this matrix version of ACA is the construction of so-called hierarchical matrices [39, 40,
7] for the efficient treatment of integral formulations of elliptic boundary value problems. Hierarchical
matrices allow to treat discretizations of such non-local operators with logarithmic-linear complexity.
To this end, subblocks At,s from a suitable partition of large-scale matrices A are approximated by
low-rank matrices.
A form that is slightly different from (11) and which looks more complicated at first glance is
At,s ≈ Aˆt,s := A:,σt A
−1
τt,σt Aτt,σs A
−1
τs,σs Aτs,:
with suitable index sets τt, σt, τs, and σs depending on the respective index t or s only. Notice that
in contrast to A˜, Aˆ does not interpolate A on the “cross” but rather at single points specified by the
indices τt, σs, i.e. Aˆτt,σs = Aτt,σs . The advantage of this approach is the fact that the large parts
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A:σtA
−1
τt,σt and A
−1
τs,σsAτs,: depend only on either one of the two index sets t or s, while only the small
matrix Aτt,σs depends on both. This allows to further reduce the complexity of hierarchical matrix
approximations by constructing so-called nested bases approximations [13], which are mandatory to
efficiently treat high-frequency Helmholtz problems; see [11].
3.5. Relation with Gaussian elimination. Without loss of generality, we may assume for the mo-
ment that iq = jq = q, q = 1, . . . , Q. Otherwise, interchange the rows and columns of the original
matrix R(0). Then
R(q) =
(
I−
R(q−1)eqeTq
eTq R
(q−1)eq
)
R(q−1) = L(q)R(q−1),
where L(q) ∈ Rm×n is the matrix
L(q) =


1
. . .
1
0
−
eTq+1R
(q−1)eq
eTq R
(q−1)eq
1
...
. . .
−
eTMR
(q−1)eq
eTq R
(q−1)eq
1


,
which differs from a Gaussian matrix only in the position (q, q); cf. [6]. This relation was exploited
in [41] for the convergence analysis of ACA in the case of positive definite matrices A.
Furthermore, it is an interesting observation that ACA reduces the rank of the remainder in each
step, i.e. rankR(q) = rankR(q−1) − 1. This was first discovered by Wedderburn in [69, p. 69]; see
also [26, 6]. Hence, ACA may be regarded as a rank revealing LU factorization [22, 45]. As we know,
it is possible that the elements grow in the LU decomposition algorithm; cf. [34]. Thus the exponential
bound 2Q on σ2[f ] is not a result of overestimation.
3.6. Generalizations of ACA. The adaptive cross approximation can easily be generalized to a linear
functional setting. Instead the evaluation of the remainders at the chosen points xq, yq, q = 1, . . . , Q,
one considers the recursive construction
rq(x, y) := rq−1(x, y)−
〈rq−1(x, ·), ψq〉 〈ϕq, rq−1(·, y)〉
〈ϕq, rq−1, ψq〉
, q = 1, . . . , Q.
Here, ϕq and ψq denote given linear functionals acting on x and y, respectively. It is easy to show
(see [10]) that
(14) 〈ϕi, rq(·, y)〉 = 0 = 〈rq(x, ·), ψi〉 for all i ≤ q, x ∈ Ωx and y ∈ Ωy.
Hence, rq vanishes for an increasing number of functionals and
I
′′
Q[fy](x) :=
Q∑
q=1
〈rq−1(x, ·), ψq〉
〈ϕq, rq−1(·, y)〉
〈ϕq , rq−1, ψq〉
gradually interpolates fy (in the sense of functionals). The adaptive cross approximation (9) is obtained
from choosing the Dirac functionals ϕq := δxq and ψq := δyq .
The benefits of the separation of variables resulting form (5) are even more important for multivariate
functions f . We present two ways to generalize (9) to functions depending on d variables. An obvious
idea is to group the set of variables into two parts each containing d/2 variables; see [10] for a method
that uses the covariance of f to construct this separation. Each of the two parts can be treated as
a single new variable. Then, the application of (9) results in a sequence of less-dimensional functions
which inherit the smoothness of f . Hence, (9) can be applied again until only univariate functions are
left. Due the nestedness of the construction, the constructed approximation cannot be regarded as an
interpolation. Error estimates for this approximation were derived in [8] for d = 3, 4. The application
to tensors of order d > 2 was presented in [60, 61, 4].
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A more sophisticated way to generalize ACA to multivariate functions is presented in [9]. For the
case d = 3, the sequence of remainders is constructed as
rq(x, y, z) := rq−1(x, y, z)−
rq−1(x, y, zq) rq−1(x, yq, z) rq−1(xq , y, z) rq−1(xq, yq, zq)
rq−1(x, yq, zq) rq−1(xq, y, zq) rq−1(xq , yq, z)
instead of (9). Notice that this kind of approximation requires that xq, yq, zq can be found such that
the denominator rq−1(x, yq, zq) rq−1(xq, y, zq) rq−1(xq , yq, z) 6= 0. On the other hand, the advantage of
this generalization is that it is equi-directional in contrast to the aforementioned idea, i.e., none of the
variables is preferred to the others. Hence, similar to (14) we obtain for all x, y, z
rq(x, y, zi) = rq(x, yi, z) = rq(xi, y, z) = 0, i ≤ q.
4. Empirical Interpolation Method
4.1. Historical overview. The Empirical Interpolation Method (EIM) [5] originates from reduced
order modeling and its application to the resolution of parameter dependent partial differential equa-
tions. We are thus in the context where the set of solutions u(·, y) to the PDE generates a manifold,
parametrized by y (the parameter is generally called µ in these applications) that possesses a small
Kolmogorov n-width. In the construction stage of the reduced basis method, the reduced basis is con-
structed from a greedy approach where each new basis function, that is a solution to the PDE associated
to an optimally chosen parameter, is incorporated recursively. The selection criteria of the parameter
is based on maximal (a posteriori) error estimates over the parameter space. This construction stage
can be expensive: indeed it requires an initial accurate classical discretization method of finite element,
spectral or finite volume type and every solution associated to a parameter that is optimally selected,
needs to be approximated during this stage by the classical method. Once the preliminary stage is
performed off-line, all the approximations of solutions corresponding to a new parameter are performed
as a linear combination of the (few) basis functions constructed during the first phase. This second
on-line stage is very cheap. This is due to two facts. The first one is related to the fact that the
greedy approach is proven to be quite optimal [16, 14, 28], for exponential or polynomial decay of the
Kolmogorov n-width, the greedy method provides a basis set that has the same feature.
The second fact is related to the approximation process. A Galerkin approximation in this reduced
space indeed provides very good approximations, and if Qmodes are used, a linear PDE can be simulated
by inverting Q×Q matrices only, i.e. much smaller complexity than the classical approaches.
In order that the same remains true for nonlinear PDE’s, a strategy, similar to the pseudo-spectral
approximation for high-order Fourier or polynomial approximations has been sought. This involves the
use of an interpolation operator. In order to be coherent, an approximation uQ(·, y) =
∑Q
i=1 αi(y)u(·, yi)
being given (where the yi are the parameters that define the reduced basis snapshots) we want to
approximate G(uQ(·, y)) (G being a nonlinear functional) as a linear combination
G(uQ(·, y)) ≈
Q∑
i=1
βi(y)G(u(·, yi)).
The derivation of the set {βi}i from {αi}i needs to be very fast, it is defined by interpolation through
the Empirical Interpolation Method defined in the following section. This has been extensively used for
different types of equations in [36] and has led to the definition of general interpolation techniques and
rapid derivation of the associated points.
The approach having a broader scope than only the use in reduced basis approximation, a dedicated
analysis of the approximation properties for sets with small-Kolmogorov n-width has been presented
in [54]. This approach for nonlinear problems has actually also been used for problems where the
dependency in the parameter is involved (the so called “non-affine problems”) and has boosted the
domain of application of reduced order approximations.
4.2. Motivation. As said above and in the introduction, we are in a situation where the set F =
{f(·, y)}y∈Ωy denotes a family of parametrized functions with small Kolmogorov n-width. We therefore
do not identify Ωx with Ωy. In addition, for a given parameter y, f(·, y) is supposed to be accessible at
all values in Ωx.
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The EIM is designed to find approximations to members of F through an interpolation operator Iq
that interpolates the function fy = f(·, y) at some particular points in Ωx. That is, given an interpola-
tory system defined by a set of basis functions {h1, . . . , hq} (linear combination of particular “snapshots”
fy1 , . . . , fyq ) and interpolation points {x1, . . . , xq}, the interpolant Iq [fy] of fy with y ∈ Ωy written as
(15) Iq[fy](x) =
q∑
j=1
gj(y)hj(x), x ∈ Ωx,
is defined by
(16) Iq[fy](xi) = fy(xi), i = 1, . . . , q.
Thus, (16) is equivalent to the following linear system
(17)
q∑
j=1
gj(y)hj(xi) = fy(xi), i = 1, . . . , q.
One of the problems is to ensure that the system above is uniquely solvable, i.e. that the matrix (hj(xi))i,j
is invertible, which will be considered in the design of the interpolation scheme.
4.3. Algorithm. The construction of the basis functions and interpolation points is based on a greedy
algorithm. Note that the EIM is defined with respect to a given norm on Ωx and we consider here
Lp(Ωx)-norms for 1 ≤ p ≤ ∞. The algorithm is given as follows.
Empirical Interpolation Method
Set q = 1. Do while err < tol:
a. Pick the sample point
(18) yq = arg sup
y∈Ωy
‖fy − Iq−1[fy]‖Lp(Ωx),
and the corresponding interpolation point
(19) xq = arg sup
x∈Ωx
|fyq(x) − Iq−1[fyq ](x)|.
b. Define the next basis function as
(20) hq =
fyq − Iq−1[fyq ]
fyq (xq)− Iq−1[fyq ](xq)
.
c. Define the error level by
err = ‖errp‖L∞(Ωy) with errp(y) = ‖fy − Iq−1[fy]‖Lp(Ωx),
and set q := q + 1.
Remark 4.1. Note that whenever dim(span{F}) = q⋆, the algorithm finishes for q = q⋆.
As long as q ≤ q⋆, note that the basis functions {h1, . . . , hq} and the snapshots {fy1, . . . , fyq} span
the same space, i.e.,
Vq = span{h1, . . . , hq} = span{fy1, . . . , fyq}.
The former are preferred to the latter due the following properties
(21) hi(xi) = 1, ∀i = 1, . . . , q and hj(xi) = 0, 1 ≤ i < j ≤ q.
Remark 4.2. It is easy to show that the interpolation operator Iq is the identity if restricted to the
space Vq, i.e.,
Iq[fyi ](x) = fyi(x), i = 1, . . . , q, x ∈ Ωx,
Remark 4.3. The construction of the interpolating functions and the associated interpolation points
follows a greedy approach: we add the function in F that is the worse approximated by the current
interpolation operator and the interpolation point is where the error is the largest. The construction is
thus recursive which, in turn, means that it is of low computational cost.
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Remark 4.4. As explained in [5], the algorithm can be reduced to the selection of the interpolation
points only, in the case where the family of interpolating functions {fy1, . . . , fyq , . . .} is preexisting.
This can be the case for instance if a POD strategy has been used previously or when one considers a
set that has a canonical basis and ordering (like the set of polynomials).
Note that solving the interpolation system (17) can be written as a linear system Bgy = fy with q
unknowns and equations where
Bi,j = hj(xi), (fy)i = fy(xi), i, j = 1, . . . , q,
such that the interpolant is defined by
Iq [fy](x) =
q∑
j=1
(gy)jhj(x), x ∈ Ωx.
This construction of the basis functions and interpolation points satisfies the following theoretical prop-
erties (see [5]):
• The basis functions {h1, . . . , hq} consist of linearly independent functions;
• The interpolation matrix Bi,j is lower triangular with unity diagonal and hence invertible
by (21);
• The empirical interpolation procedure is well-posed in Lp(Ωx), as long as q ≤ q
⋆.
If the L∞(Ωx)-norm (p =∞) is considered, the error analysis of the interpolation procedure classically
involves the Lebesgue constant Λq = supx∈Ωx
∑q
i=1 |Li(x)| where Li ∈ Vq are the Lagrange functions
satisfying Li(xj) = δij . The following bound holds [5]
‖fy − Iq[fy]‖L∞(Ωx) ≤ (1 + Λq) inf
vq∈Vq
‖fy − vq]‖L∞(Ωx).
An (in practise very pessimistic) upper bound (c.f. [54]) of the Lebesque constant is given by
Λq ≤ 2
q − 1,
which in turn results in the following estimate. Assume that F ⊂ X ⊂ L∞(Ωx) and that there exists a
sequence of finite dimensional spaces
Z1 ⊂ Z2 ⊂ . . . , dim(Zq) = q, and Zq ⊂ F ,
such that there exists c > 0 and α > log(4) with
inf
vq∈Zq
‖fy − vq‖X ≤ ce−αq, y ∈ Ωy,
then
‖fy − Iq[fy]‖L∞(Ωx) ≤ ce
−(α−log(4)) q.
Remark 4.5. The worst-case situation where the Lebesgue constant scales indeed like Λq ≤ 2
q − 1
is rather artificial and in all implementations we have done so far involving functions belonging to
some reasonable set with small Kolmogorov n-width, the growth of the Lebesgue constant is much
more reasonable and in most of the times a linear growth is observed. Note that, the points that
are generated by the EIM using polynomial basis functions (in increasing order of degree) on [−1, 1]
are exactly the Leja points as indicated in the frame of the EIM by A. Chkifa1 and the discussion in
Section 3.2 in the case of ACA. On the other hand, if one considers the Leja points on a unit circle and
then project them onto the interval [−1, 1] a linear growth is shown in [25].
4.4. Practical implementation. In the practical implementation of the EIM one encounters the
following problem. Finding the supremum respectively the arg sup in (18) and (19) is not feasible if
any kind of approximation is effected. The least difficult way, but not the only one, is to consider
representative point-sets Ωtrainx = {xˆ1, xˆ2, . . . , xˆM} of Ωx and Ω
train
y = {yˆ1, yˆ2, . . . , yˆN} of Ωy. Then,
the EIM is written as:
1personal communication
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Empirical Interpolation Method (possible implementation of EIM)
Set q = 1. Do while err < tol:
a. Pick the sample point
(22) yq = argmax
y∈Ωtrainy
‖fy − Iq−1[fy]‖Lp(Ωx),
and the corresponding interpolation point
xq = argmax
x∈Ωtrainx
|fyq (x)− Iq−1[fyq ](x)|.
b. Define the next basis function as
hq =
fyq − Iq−1[fyq ]
fyq (xq)− Iq−1[fyq ](xq)
.
c. Define the error level by
err = ‖errp‖L∞(Ωy) with errp(y) = ‖fy − Iq−1[fy]‖Lp(Ωx)
and set q := q + 1.
This possible implementation of the EIM is sometimes referred to as the discrete empirical interpo-
lation method (DEIM) [24].
Remark 4.6. Different strategies have been reported in [55, 38] to successively enrich the training
set Ωtrainy . The main idea is to start with a small number of training points and enrich the set during
the iterations of the algorithm and obtain a very fine discretization only towards the end of the algorithm.
One can also think of enriching the training set Ωtrainx simultaneously.
Remark 4.7. Using representative pointsets Ωtrainx and Ω
train
y is only one way to discretize the problem.
Alternatively, one can think of using optimization methods to find the maximum over Ωx and Ωy. Such
a strategy has been reported in [18, 19] in the context of the reduced basis method, which, as well as
the EIM, is based on a greedy algorithm.
4.5. Practical implementation using the matrix representation of the function. One can
define an implementation of the EIM in a completely discrete setting using the representative matrix
of f defined by Mi,j = f(xi, yj) for 1 ≤ i ≤M and 1 ≤ j ≤ N . For the sake of short notation we recall
the notation M:,j used for the j-th column of M.
Assume that we are given a set of basis vectors {h1, . . . , hq} and interpolation indices i1, . . . , iq, the
discrete interpolation operator Iq : R
N → RN of column vectors is given in the span of the basis vectors
{hj}
q
j=1, i.e. by Iq[r] =
∑q
j=1 gj(r)hj for some scalars gj(r), such that
(Iq[r])ik =
q∑
j=1
gj(r) (hj)ik = rik , r ∈ R
N , k = 1, . . . , q.
Using this notation, we then present the discrete version of the EIM:
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Empirical Interpolation Method (implementation based on representative matrix M of f)
Set q = 1. Do while err < tol
a. Pick the sample index
jq = argmax
j=1,...,M
‖M:,j − Iq−1[M:,j ]‖ℓp ,
and the corresponding interpolation index
iq = argmax
i=1,...,N
|Mi,jq − (Iq−1[M:,jq ])i|.
b. Define the next approximation column by
hq =
M:,jq − Iq−1[M:,jq ]
Miq ,jq − (Iq−1[M:,jq ])iq
.
c. Define the error level by
err = max
j=1,...,M
‖M:,j − Iq−1[M:,j ]‖ℓp
and set q := q + 1.
This procedure allows to define an approximation of any coefficient of the matrix M. In some cases
however, one would like to obtain an approximation of f(x, y) for any (x, y) ∈ Ωx × Ωy. After running
the implementation, one can still construct the continuous interpolant IQ[f ](x, y) for any (x, y) ∈
Ωx × Ωy. Indeed, the interpolation points x1, . . . , xQ are provided by xq = xˆiq . The construction of
the (continuous) basis functions hq is based on mimicking part b of the discrete algorithm but in a
continuous context. Therefore, during the discrete version one saves the following data
sq,j = gj(M:,jq ), from Iq−1[M:,jq ] =
q−1∑
j=1
gj(M:,jq ) hj ,
sq,q = Miq ,jq − (Iq−1[M:,jq ])iq .
Then, the continuous basis functions can be recovered by the following recursive formula
hq =
fyq −
∑q−1
j=1 sq,j hj
sq,q
using the notation yq = yˆiq .
4.6. Generalizations of the EIM. In the following, we present some generalizations of the core
concept behind the EIM.
4.6.1. Generalized Empirical Interpolation Method (gEIM). We have seen that the EIM-interpolation
operator Iq[fy], y ∈ Ωy, interpolates the function fy at some empirically constructed points x1, . . . , xq.
The EIM can be generalized in the following sense as proposed in [52]. Let Σ be a dictionary of linear
continuous forms (say for the L2(Ωx)-norm) acting on functions fy, y ∈ Ωy. Then, the gEIM consists
in providing a set of basis functions h1, . . . , hq, such that Vq = span{h1, . . . , hq} = span{fy1 , . . . , fyq}
for some empirically chosen {y1, . . . , yq} ⊂ Ωy, and a set of linear forms, or moments, {σ1, . . . , σq} ⊂ Σ.
The generalized interpolant then takes the form
Jq[fy] =
q∑
j=1
gj(y)hj(x), x ∈ Ωx, y ∈ Ωy,
and is defined in the following way
σi (Jq[fy]) = σi(fy), i = 1, . . . , q,
which will define the coefficients gj(y) for each y ∈ Ωy. We note that if the linear forms are Dirac
functionals δx with x ∈ Ωx, then the gEIM reduces to the plain EIM. The algorithm is given by
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Generalized Empirical Interpolation Method (gEIM)
Set q = 1. Do while err < tol:
a. Pick the sample point
yq = arg sup
y∈Ωy
‖fy − Jq−1[fy]‖Lp(Ωx),
and the corresponding interpolation moment
σq = arg sup
σ∈Σ
|σ(fyq − Jq−1[fyq ])|.
b. Define the next basis function as
hq =
fyq − Jq−1[fyq ]
σq(fyq − Jq−1[fyq ])
.
c. Define the error level by
err = ‖errp‖L∞(Ωy) with errp(y) = ‖fy − Iq−1[fy]‖Lp(Ωx)
and set q := q + 1.
This constructive algorithm satisfies the following theoretical properties (see [52]):
• The set {h1, . . . , hq} consists of linearly independent functions;
• The generalized interpolation matrix (B)ij = σi(hj) is lower triangular with unity diagonal
(hence invertible) with other entries s ∈ [−1, 1];
• The generalized empirical interpolation procedure is well-posed in L2(Ωx).
In order to quantify the error of the interpolation procedure, like in the standard interpolation procedure,
we introduce the Lebesgue constant in the L2-norm:
Λq = sup
y∈Ωy
‖Jq[fy]‖L2(Ωx)
‖fy‖L2(Ωx)
,
i.e. the L2-operator norm of Jq. Thus, the interpolation error satisfies:
‖fy − Jq[fy]‖L2(Ω) ≤ (1 + Λq) inf
vq∈Vq
‖fy − vq‖L2(Ω).
Again, a (very pessimistic) upper-bound for Λq is:
Λq ≤ 2
q−1 max
i=1,...,q
‖hi‖L2(Ω),
indeed, the Lebesgue constant is, in many cases, uniformly bounded in this generalized case. The
following result proves that the greedy construction is quite optimal [53]
1. Assume that the Kolmogorov n-width of F in L2(Ωx) is upper bounded by C0n
−α for any n ≥ 1,
then the interpolation error of the gEIM greedy selection process satisfies for any f ∈ F the
inequality ‖f(·, y)− JQ[f(·, y)]‖L2(Ωx) ≤ C0(1 + ΛQ)
3Q−α.
2. Assume that the Kolmogorov n-width of F in L2(Ωx) is upper bounded by C0e
−c1nα for any
n ≥ 1, then the interpolation error of the gEIM greedy selection process satisfies for any f ∈ F
the inequality ‖f(·, y)−JQ[f(·, y)]‖L2(Ωx) ≤ C0(1+ΛQ)
3e−c2Q
α
for a positive constant c2 slightly
smaller than c1.
4.6.2. hp-EIM. If the Kolmogov n-width is only decaying slowly with respect to n and the resulting
number of basis functions and associated integration points is larger than desired, a remedy consists of
partitioning the space Ωy into different elements Ω
1
y, . . . ,Ω
P
y on which a separate interpolation operator
Iqp : {fy}y∈Ωpx → Vqp with p = 1, . . . , P is constructed. That is, for each element Ω
p
y a standard EIM
as described above is performed. The choice of creating the partition is subject to some freedom and
different approaches have been presented in [30, 32].
A somewhat different approach is presented in [55], although in the framework of a projection method,
where the idea of a strict partition of the space Ωy is abandoned. Instead, given a set of sample points
y1, . . . , yK for which the basis functions f(·, y1), . . . , f(·, yK) are known (or have been computed) a
local approximation space for any y ∈ Ωy is constructed by considering the N basis functions whose
parameter values are closest to y. In addition, the distance function, measuring the distance between
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two points in Ωy, can be empirically built in order to represent local anisotropies in the parameter
space Ωy. Further, the distance function can also be used to define the training set Ω
train
y which can be
uniformly sampled with respect to the problem dependent distance function.
4.6.3. Curse of high-dimensionality. Several approaches have been presented in cases where Ωy is high-
dimensional (dim(Ωy) ≈ 10). In such cases, finding the maximizer in (22) becomes a challenge. Since
the discrete set Ωtrainy should be representative of Ωy, we require that Ω
train
y consists of a very large
number of training points. Finding the maximum over this huge set is therefore prohibitive expensive
as a result of the curse of dimensionality.
In [42], the authors propose a computational approach that randomly samples the space Ωy with a
feasible number of training points, that is however changing over the iterations. Therefore, counting all
tested training points over all iterations is still a very large number, at each iteration though finding
the maximum is a feasible task.
In [43], the authors use, in the framework of the reduced basis method, an ANOVA expansion
based on sparse grid quadrature in order to identify the sensitivity of each dimension in Ωy. Then,
once unimportant dimensions in Ωy are identified, the values of the unimportant dimensions are fixed
to some reference value and the variation of y in Ωy is then restricted to the important dimensions.
Finally, a greedy-based algorithm is used to construct a low-order approximation.
5. Comparison of ACA vs. EIM
In the previous sections, we have given independent presentations of the basics of the ACA and the
EIM type methods. As was explained, the backgrounds and the applications are different. In addition,
we have also presented the results of the convergence analysis of these approximations yielding another
fundamental difference between the two approaches. The frame for the convergence of the ACA is a
comparison to any other interpolating system, such as the polynomial approximation and the existence
of derivatives for the family of functions fy, y ∈ Ωy is then the reason for convergence. The convergence
of the EIM is compared with respect to the n-width expressed by the Kolmogorov small dimension.
Nevertheless, despite there differences in origins, it is clear that some link exist between these two
constructive approximation methods. We show now the relation between the ACA and the EIM in a
particular case.
Theorem 5.1. The Bivariate Adaptive Cross Approximation with global pivoting is equivalent to the
Empirical Interpolation Method using the L∞(Ωx)-norm.
Proof. We proceed by induction. Our affirmation Aq at the q-th step is:
(Aq)1: The interpolation points {x1, . . . , xq} and {y1, . . . , yq} of the EIM and ACA are identical;
(Aq)2: gq(y) = rq−1(xq, y), y ∈ Ωy,;
(Aq)3: Iq[fy](x) = Iq[fy](x), (x, y) ∈ Ωx × Ωy.
1:Induction base (q = 1): First, we note that r0 = f and thus
(x1, y1) = arg sup
(x,y)∈Ωx×Ωy
|r0(x, y)| = arg sup
(x,y)∈Ωx×Ωy
|f(x, y)|.
Then, from (20) we conclude that h1(x) =
f(x,y1)
f(x1,y1)
and by (17) we obtain that g1(y) =
f(x1,y)
h1(x1)
=
f(x1, y) = r0(x1, y) since h1(x1) = 1. Further, using additionally (15), we get
I1[fy1](x) = g1(y)h1(x) = r0(x1, y)
f(x, y1)
f(x1, y1)
=
r0(x1, y)r0(x, y1)
r0(x1, y1)
= I1[fy](x), (x, y) ∈ Ωx × Ωy,
and A1 holds in consequence.
2:Induction step (q > 1): Let us assume Aq−1 to be true and we first note that
(23) rq−1(x, y) = f(x, y)− Iq−1[fy](x)
by (10) and (Aq−1)3. Therefore, the selection criteria for the points (xq, yq) are identical for the EIM
wit p = ∞ and the ACA with global pivoting. In consequence, the chosen sample points (xq, yq) are
identical. Further, combining (20) and (23) yields
(24) hq(x) =
fyq (x)− Iq−1[fyq ](x)
fyq(xq)− Iq−1[fyq ](xq)
=
rq−1(x, yq)
rq−1(xq , yq)
.
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By (17) for i = q, using that hq(xq) = 1 and (23), we obtain (Aq)2:
(25) gq(y) = f(xq, y)−
q−1∑
j=1
gj(y)hj(xq) = f(xq, y)− Iq−1[fy](xq) = rq−1(xq, y).
Finally, combining (24) and (25) in addition to (Aq−1)3, we conclude that
Iq[fy](x) = Iq−1[fy](x) + gq(y)hq(x) = Iq−1[fy](x) + rq−1(xq , y)
rq−1(x, yq)
rq−1(xq , yq)
= Iq[fy](x)
and the proof is complete. 
6. Gappy POD
In the following, we present a completion to the POD method called gappy POD [31, 70, 17] or
missing point estimation [1]. We refer to it as the gappy POD in the following. It is a projection
based method (thus not an interpolation based method although in some particular cases it can be
interpreted as an interpolation scheme). However, the projection matrix is approximated by a low-rank
approximation that in turn is based on partial or incomplete (“gappy”) data of the functions under
consideration. In a first turn, we present the method as introduced in [70, 17] and we generalize it in a
second turn.
6.1. The gappy POD algorithm. We start from the conceptual idea that a set of basis functions
{h1, . . . , hQ}, that can — but does not need to — be obtained through a POD procedure, is given. We
first introduce the idea of gappy POD in the context of Remark 2.2 where functions are represented
by a vector containing its pointwise values on a given grid Ωtrainx = {xˆ1, . . . , xˆM}. We remind that the
projection PQ[fy] of fy with y ∈ Ωy onto the space spanned by {h1, . . . , hQ} is defined by
(PQ[fy], hq)Ωtrainx = (fy, hq)Ωtrainx , q = 1, . . . , Q.
Next, assume that we only dispose of some incomplete data of fy. That is, we are given say L (< M)
distinct points {x1, . . . , xL} among Ω
train
x where fy(xi) is available. Then, we define the gappy scalar
product by
(v, w)L,Ωtrainx =
|Ωx|
L
L∑
i=1
v(xi)w(xi),
which only takes into account available data of fy. We can compute the gappy projection defined by
(PQ,L[fy], hq)L,Ωtrainx = (fy, hq)L,Ωtrainx , q = 1, . . . , Q.
Observe that the basis functions {h1, . . . , hQ} are no longer orthonormal for the gappy scalar product
and that the stability of the method mainly depends on the properties of the mass matrix Mh,L defined
by
(Mh,L)i,j = (hj , hi)L,Ωtrainx .
To summarize, in the above presentation we assumed that the data of fy at some given points
was available and then defined a “best approximation” with respect to the available but incomplete
data. For instance, the data can be assimilated by physical experiments and the gappy POD allows to
reconstruct the solution in the whole domain Ωtrainx assuming that it can be accurately represented by
the basis functions {h1, . . . , hQ}.
We now change the viewpoint and ask the question: If we can place L sensors at the locations
{xi}
L
i=1 ⊂ Ωx at which we have access to the data fy(xi) (through measurements), where would we
place the points {xi}
L
i=1?
One might consider different criteria to chose the sensors. In [70] the placement of L sensors is stated
as a minimization problem
minκ(Mh,L) where Mh,L is based on L points {x1, . . . , xL}
and κ(Mh,L) denotes the condition number of Mh,L. We now report a slight modification of the al-
gorithm presented in [70, 1] to construct a sequence of sensor placements {x1, . . . , xL} (with L ≥ Q)
based on an incremental greedy algorithm.
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Sensor placement algorithm with gappy POD and minimal condition number
For 1 ≤ l ≤ L:
xl = argmin
x∈Ωx
κ(Mh,l(x))
where
(Mh,l(x))i,j =
|Ωx|
l
[
l−1∑
k=1
fi(xk)fj(xk) + fi(x)fj(x)
]
, 1 ≤ i, j ≤ min(Q, l).
This natural algorithm actually seems to have some difficulties at the beginning, for small values of l.
It is thus recommended to start with this other algorithm
Sensor placement algorithm with gappy POD and minimal error
For 1 ≤ l ≤ L:
xl = argmax
x∈Ωx
‖PQ,l−1[fy]− fy‖Lp(Ωx)
where PQ,l−1[fy] is the gappy projection of fy onto the span of {h1, . . . , hl−1} based on the pointwise
information at {x1, . . . , xl−1}.
This criterion is actually the one that is used in the gappy POD method presented in [20] in the frame
of the GNAT approach that allows a stabilized implementation of the gappy method for a challenging
CFD problem. Further, we have the following link between the gappy projection and the EIM as noticed
in [33].
Lemma 6.1. Let {h1, . . . , hQ} and {x1, . . . , xQ} be given basis functions and interpolation nodes. If
the interpolation is well-defined (i.e. the interpolation matrix being invertible), then the interpolatory
system based on the basis functions {h1, . . . , hQ} and the interpolation nodes {x1, . . . , xQ} is equivalent
to the gappy projection system based on the basis functions {h1, . . . , hQ} with available data at the points
{x1, . . . , xQ}, that is, for any y ∈ Ωy the unique interpolant IQ[fy] ∈ span{h1, . . . , hQ} such that
(26) IQ[fy](xq) = fy(xq), q = 1, . . . , Q,
is equivalent to the unique gappy projection PQ,L[fy] defined by
(27) (PQ,L[fy], hq)Q,Ωx = (fy, hq)Q,Ωx , q = 1, . . . , Q.
Proof. Multiply (26) by |Ωx|Q hi(xq) and take the sum over all q = 1, . . . , Q to obtain
|Ωx|
Q
Q∑
q=1
IQ[fy](xq)hi(xq) =
|Ωx|
Q
Q∑
q=1
fy(xq)hi(xq), i = 1, . . . , Q,
which is equivalent to (IQ[fy], hi)L,Ωtrainx = (fy, hi)L,Ωtrainx for all i = 1, . . . , Q. On the other hand, if
PQ,L[fy] is the solution of (27), then there holds that
(28)
Q∑
q=1
PQ,L[fy](xq)hi(xq) =
Q∑
q=1
fy(xq)hi(xq), i = 1, . . . , Q.
Since the interpolating system is well-posed, the interpolation matrix Bi,j = hj(xi) is invertible and
thus there exists a vector uj such that B uj = ej for some j = 1, . . . , Q where ej is the canonical basis
vector. Then, multiply (28) by (uj)i and sum over all i:
Q∑
i,q=1
PQ,L[fy](xq) (uj)iBqi =
Q∑
i,q=1
fy(xq) (uj)i Bq,i, j = 1, . . . , Q,
to get
PQ,L[fy](xj) = fy(xj), j = 1, . . . , Q.
Thus, the gappy projection satisfies the interpolation scheme. 
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One feature of the sensor placement algorithm based on the gappy POD framework is that the
basis functions {h1, . . . , hq} are given and the sensors are chosen accordingly. As a consequence of the
interpretation of the gappy projection as an interpolation scheme if the number of basis functions and
sensors coincide, one might combine the gappy POD approach with the EIM in the following way in
order to construct basis functions and redundant sensor locations simultaneously:
1. Use the EIM to construct simultaneously Q basis functions {hq}
Q
q=1 and interpolation points
{xq}
Q
q=1 until a sufficiently small error is achieved;
2. Use the gappy projection framework as outlined above to add interpolation points (sensors) to
enhance the stability of the scheme.
6.2. Generalization of gappy POD. In the previous algorithm the functions were represented by
their nodal values at some points xˆ1, . . . , xˆM . That is, we can introduce for each point xˆi a functional
σˆi = δxˆi (δx denoting the Dirac functional associated to the point x) such that the interpolant of any
continuous function f onto the space VM of piecewise linear and globally continuous functions can be
written as
M∑
m=1
σˆm(f) ϕˆm,
where {ϕˆm}
M
m=1 denotes the Lagrange basis of VM with respect to the points xˆ1, . . . , xˆM .
We present now a generalization where we allow a more general discrete space VM . Therefore, let
VM be a M -dimensional discrete space spanned by a set of basis functions {ϕˆi}
M
i=1 such as for example
the finite element hat-functions, Fourier-basis or polynomial basis functions. In the context of the
theory of finite elements, c.f. [27], we are given M functionals {σˆm}
M
m=1, associated with the basis set
{ϕˆi}
M
i=1, which determine the degrees of freedom of a function. That is, for f regular enough such that
all degrees of freedom σˆm(f) are well-defined, the following interpolation scheme
f →
M∑
m=1
σˆm(f)ϕˆm
defines a function in VM that interpolates the degrees of freedom.
We start with noting that the scalar product between two functions f, g in VM is given by
(f, g)Ωx =
M∑
n,m=1
σˆn(f) σˆm(g) (ϕˆn, ϕˆm)Ωx .
In this framework, the meaning of “gappy” data is generalized. We speak of gappy data if only
partial data of degrees of freedom, i.e. the σˆm(f) is available. Thus, in this generalized context, the
degrees of freedom are not necessarily nodal values, i.e. the functionals being Dirac functionals, and
depend on the choice of the basis functions.
Assume that we are given Q basis functions h1, . . . , hQ that describe a subspace in VM and L ≥ Q
degrees of freedom σl = σˆil , for l = 1, . . . , L (chosen among all M degrees of freedom σˆ1, . . . , σˆL).
Denoting by ϕl = ϕˆil the corresponding L basis functions, we then define a gappy scalar product
(f, g)L,Ωx =
M
L
L∑
l,k=1
σl(f)σk(g) (ϕl, ϕk)Ωx .
Given any fy, y ∈ Ωy, the gappy projection PQ,L[fy] ∈ span{h1, . . . , hQ} is defined by
(PQ,L[fy], hq)L,Ωx = (fy, hq)L,Ωx , q = 1, . . . , Q.
Then, the sensor placement algorithm introduced in the previous section can easily be generalized to
this setting.
Remark 6.2. If the mass matrix (Mˆ)i,j = (ϕˆj , ϕˆi)Ωx associated with the basis set {ϕˆi}
M
i=1 satisfies
the following orthogonality property (Mˆ)i,j = (ϕˆj , ϕˆi)Ωx =
|Ωx|
M δij either by construction of the basis
functions or using mass lumping (in the case of finite elements) and if the basis functions {ϕˆi}
M
i=1 are
nodal basis functions associated with the set of points Ωtrainx = {xˆ1, . . . , xˆM}, then the original gappy
POD method is established.
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Remark 6.3. If the mass matrix (Mˆ)i,j = (ϕˆj , ϕˆi)Ωx associated with the selected functions {ϕi}
L
i=1 is
orthonormal, then the gappy projection PQ,L[fy] is solution to the following quadratic minimization
problem
min
f∈VQ
L∑
l=1
|σl(fy)− σl(f)|
2.
Since L > Q in a general setting, this means that the gappy projection fits the selected degrees of
freedom optimally in a least-squares sense. In the general case, PQ,L[fy] is solution to the following
minimization problem
min
f∈VQ
L∑
l,k=1
(σl(fy)− σl(f))(ϕl, ϕm)Ωx(σk(fy)− σk(f)).
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