Introduction
The multivariate interpolation problem is as follows: given points (x j ) n j=1 in R d and real numbers (f j ) n j=1 , construct a function s: R d ! R such that s(x k ) = f k , for k = 1; : : :; n. The radial basis function approach is to choose a univariate function ': 0; 1) ! R, a norm k : k on R d , and to let s take the form s(x) = n X j=1 y j '(kx ? x j k):
(1:1)
The norm k : k will be the Euclidean norm throughout this paper. We see that the radial basis function interpolation problem has a unique solution for any given scalars (f j ) n j=1 if and only if the matrix ('(kx j ? x k k)) n j;k=1 is invertible. Such a matrix will be called a distance matrix in this paper. These functions provide a useful and exible form for multivariate approximation, but their approximation power as a space of functions is not addressed in this paper. A powerful and elegant theory was developed by I. J. Schoenberg and others some fty years ago which may be used to analyse the singularity of distance matrices. Indeed, in Schoenberg (1938) it was shown that a Euclidean distance matrix, which arises when '(r) = r, is invertible if n 2 and the points (x j ) n j=1 are distinct. Further, extensions of this work by Micchelli 6] proved that the distance matrix is invertible for several classes of functions, including the Hardy multiquadric, the only restrictions on the points (x j ) n j=1 being that they are distinct and that n 2. Thus the singularity of the distance matrix has been successfully investigated for many useful radial basis functions. In this paper, we bound the eigenvalue of smallest modulus for certain distance matrices. Speci cally, we provide the greatest lower bound on the moduli of the eigenvalues in the case when the points (x j ) n j=1 form a subset of the integers Z d , our method of analysis applying to a wide class of functions which includes the multiquadric. More precisely, let N be any nite subset of the integers Z d and let N min be the smallest eigenvalue in modulus of the distance matrix ('(kj ? kk)) j;k2N .
Then the results of Sections 3 and 4 provide the inequality j N min j C ' ; (1:2) where C ' is a positive constant for which an elegant formula is derived. We also provide a constructive proof that C ' cannot be replaced by any larger number, and it is for this reason that we shall describe inequality (1.2) as an optimal lower bound. Similarly, we shall say that an upper bound is optimal if none of the constants appearing in the inequality can be replaced by smaller numbers.
It is crucial to our analysis that the distance matrix ('(kj ?kk)) j;k2N may be embedded in the bi-in nite matrix ('(kj ? kk)) j;k2Z d. Such a bi-in nite matrix is called a Toeplitz matrix if d = 1. Of course, inequality (1.2) also provides an upper bound on the norm of the inverse of the distance matrices generated by nite subsets of the integers Z d . This is not the rst paper to address the problem of bounding the norms of inverses of distance matrices and we acknowledge the papers of Ball 2] and Narcowich and Ward 7, 8] , which rst interested the author in such estimates. Their results are not limited to the case when the data points are a subset of the integers. Instead, they apply when the points satisfy the condition kx j ? x k k for j 6 = k, where is a positive constant, and they provide lower bounds on the smallest modulus of an eigenvalue for several functions ', including the multiquadric. We will nd that these bounds are not optimal, except in the special case of the Euclidean norm in the univariate case. Further, our bounds apply to all the conditionally negative de nite functions of order 1. The de nition of this class of functions may be found in Section 3. We shall often use the theory of generalized Fourier transforms in this paper, for which our principal reference will be the excellent book of Jones 4] . These transforms are precisely the Fourier transforms of tempered distributions constructed in Schwartz 10] . First, however, Section 2 presents several theorems which require only the classical theory of the Fourier transform. These results will be necessary in Section 3.
Toeplitz forms and Theta functions
We require several properties of the Fej er kernel, which is de ned as follows. For each positive integer n, the n th univariate Fej er kernel is the positive trigonometric polynomial K n (t) = 
We recall from Lemma 2.2 that the multivariate Fej er kernel is the square of the modulus of a trigonometric polynomial with real coe cients. Therefore there exists a nitely supported sequence
Further, the Parseval theorem and Lemma 2.2 provide the equations
and lim
Now it follows from (2.6) and (2. Then E 1 (0) E 1 (t) E 1 ( ) for all t 2 R.
Proof. An application of the Poisson summation formula provides the relation E 1 (t) = (4 ) (1 + 2q 2k?1 cos t + q 4k?2 ); t 2 R:
Now each term of the in nite product is a decreasing function on the interval 0; ], which implies that E 1 is a decreasing function on 0; ]. Since E 1 is an even 2 -periodic function, we deduce that E 1 attains its global minimum at t = and its maximum at t = 0. Proof. The key observation is the equation In this section we derive the optimal lower bound on the eigenvalue moduli of the distance matrices generated by the integers for a class of functions including the Hardy multiquadric. Let ': 0; 1) ! R be a continuous function of algebraic growth. Thus it is meaningful to speak of the generalized Fourier transform of the radially symmetric function f'(kxk) : x 2 R d g. We denote this transform by f'(k k) : 2 R d g, so emphasizing that it is a radially symmetric distribution, but we note that' depends on d. We shall restrict attention to the collection of functions described below. 
The proof is completed by setting x = 0.
We come now to the subject that is given in the title of this section. Before embarking on the proof of this theorem, we require some groundwork. We shall say that a function f: R d n f0g ! R is symmetric if f(?x) = f(x), for every x 2 R d n f0g. Therefore we can apply Lemma 3.8 to h, nding that it vanishes almost everywhere. Hence the continuity of g for nonzero argument implies that g( ) sin 2 k = 0 for 6 = 0. But for every nonzero there exist k 2 f1; : : :; dg and > 0 such that sin k 6 = 0. Consequently g vanishes on R d n f0g.
We now complete the proof of Theorem 3.6. Remark. An immediate consequence of this theorem is that the generalized Fourier transform of an admissible CND1 function cannot change sign.
The appearance of the Gaussian quadratic form in the proof of Theorem 3.6 enables us to use the bounds of Lemma 2.8, which gives the following result. where the interchange of summation and integration is justi ed by Fubini's theorem, and where we have used the fact that' does not change sign. Here the symbol function has the usual form (2.5).
Further, using (3.2), we again apply Fubini's theorem to deduce the formula
Then it follows from Lemma 2.8 that we have the bound
exp(?k e + 2 kk 2 =4t) ( =t) d=2 t ?1 d (t) = j ( e)j:
The required inequality is now a consequence of (3.6) and the Parseval relation
When the symbol function is continuous on R d n2 Z d , we can show that the previous inequality is optimal using a modi cation of the proof of Proposition 2.5. Speci cally, we construct a set f(y (n) j ) Z d : n = 1; 2; : : :g of zero-summing sequences such that lim n!1 P j2Z d (y (n) j ) 2 = 1 and
which implies that we cannot replace j ( e)j by any larger number in Theorem 3.10. This section relates the optimal inequality given in Theorem 3.10 to the spectrum of the distance matrix, using an approach due to Ball 2] . We apply the following theorem.
Theorem 4.1. Let A 2 R n n be a symmetric matrix with eigenvalues 1 n . Let E be any subspace of R n of dimension m. Then we have the inequality maxfx T Ax : x T x = 1; x ? Eg m+1 :
Proof. This is the Courant-Fischer minimax theorem. See Wilkinson 12] , pages 99 . We now turn to the case of the multiquadric ' c (r) = (r 2 +c 2 ) 1=2 , in order to furnish a practical example of the above theory. This is a non-negative CND1 function (see Micchelli 6] ) and its generalized Fourier transform is the expression
for nonzero , which may be found in Jones 4] . Here fK (r) : r > 0g is a modi ed Bessel function which is positive and smooth in R + , has a pole at the origin, and decays exponentially ( The optimal bound is achieved only when the number of centres is in nite. Therefore it is interesting to investigate how rapidly j N min j converges to the optimal lower bound as jNj increases. Table II where c is the function de ned in (4.2). This theorem of Szeg} o requires the fact that the minimum value of the symbol function is attained at , which is inequality (3.7). Further, it provides the estimates k+1 c ( + k =n); k = 1; : : :; n ? 1; for all the negative eigenvalues of the distance matrix. Figure I displays the numbers f?1= k : k = 2; : : :; ng and their estimates f?1= ( + k =n) : k = 1; : : :; n ? 1g in the case when n = 100.
We see that the agreement is excellent. Furthermore, this modi cation of the classical theory of Toeplitz forms also provides an interesting and useful perspective on the construction of e cient preconditioners for the conjugate gradient solution of the interpolation equations. We include no further information on these topics, this last paragraph being presented as an ap eritif to the paper of Baxter 3] . 
