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Аннотация. Получены явные формулы для вычисления величи-
ны приближения классовWr,βp,n свёрточными операторами специаль-
ного вида. Здесь β ∈ Z, r > 0, n ∈ N, а p = 1 или p = ∞. Как
частные случаи получаются явные формулы для величины прибли-
жения указанных классов обобщенными средними Абеля–Пуассона,
бигармоническими операторами Пуассона, средними Рисса и Чезаро.
В некоторых случаях для величины приближения указанных клас-
сов найдены асимптотические разложения по параметру. В случае
натурального r некоторые результаты были получены в работах Ни-
кольского, Надя, Тимана, Теляковского, Баскакова, Фалалеева, Хар-
кевича и других математиков.
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1. Введение
Пусть Lp — классы 2pi-периодических вещественнозначных изме-
римых функций с конечной нормой ‖f‖p = (
∫ pi
−pi |f(t)|
p dt)1/p при 1 ≤
p < ∞ и ‖f‖∞ = ess sup{|f(t)| : t ∈ [−pi, pi]}. Коэффициенты Фурье
функции ϕ ∈ L1 определяются по формуле ϕ̂(k) =
1
2pi
∫ pi
−pi ϕ(t)e
−ikt dt,
k ∈ Z. Пусть Tn = {
α0
2 +
∑n−1
k=1 αk cos kt + βk sin kt : αk, βk ∈ R} —
множество тригонометрических полиномов степени не выше n − 1,
n ∈ N, H0p = {ϕ ∈ Lp : ‖ϕ‖p ≤ 1} — единичный шар в Lp, а
Hnp =
{
ϕ ∈ H0p : ϕ̂(k) = 0, |k| ≤ n− 1, k ∈ Z
}
, n ∈ N.
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Очевидно Hs+1p ⊂ H
s
p при всех s ∈ Z+.
По функции K ∈ L1 определим класс функций
Wp,n(K) :=
{
f = ϕ ∗K, ϕ ∈ Hnp
}
, n ∈ Z+. (1.1)
Здесь (ϕ ∗ K)(x) := 12pi
∫ pi
−pi ϕ(x − t)K(t) dt — свёртка функций ϕ и
K. Очевидно Wp,s+1(K) ⊂Wp,s(K) при всех s ∈ Z+. Известно, что
Wp,n(K) ⊂ Lp при всех 1 ≤ p ≤ ∞, а если p = ∞ или K ∈ L∞, то
Wp,n(K) ⊂ C(R) (см., например, [1, Гл. 4]). Пусть
ψr,β(t) =
∑
k 6=0
e−iβpi sign k/2
|k|r
eikt =
∞∑
k=1
2 cos(kt− βpi2 )
kr
, r > 0, β ∈ R.
Известно, что ψr,β ∈ L1 (см., например, [2, гл. V] или [3, гл. 7]). В этом
случае получаются хорошо известные классы Wr,βp,n :=Wp,n(ψr,β). В
частных случаях, когда n = 1, β = r или β = r + 1, получаются
классы W rp :=W
r,r
p,1 и W˜
r
p :=W
r,r+1
p,1 .
По функции g ∈ L1 определим свёрточный оператор
G(f)(x) :=
1
2pi
pi∫
−pi
f(x− t)g(t) dt, f ∈Wp,n(ψ), (1.2)
где ψ ∈ L1, n ∈ N и 1 ≤ p ≤ ∞. Очевидно
f(x)−G(f)(x) =
1
2pi
pi∫
−pi
ϕ(x− t)K(t) dt, f ∈Wp,n(ψ), (1.3)
где ϕ — соответствующая функция из Hnp (см. (1.1)), а
K(x) = ψ(x)− (ψ ∗ g)(x) ∈ L1; K(x) ∼
∑
k
ψ̂(k)(1− ĝ(k))eikx. (1.4)
Очевидно f − G(f) ∈ Lp для любой f ∈ Wp,n(ψ), а если p = ∞
или ψ ∈ L∞, то f − G(f) ∈ C(R). Поэтому имеет смысл следующая
величина (приближение классаWp,n(ψ) оператором G)
E(Wp,n(ψ);G)p := sup
f∈Wp,n(ψ)
‖f −G(f)‖p = sup
f∈Wp,n(K)
‖f‖p. (1.5)
В некоторых случаях величина, стоящая в правой части последне-
го равенства, явно выражается через коэффициенты Фурье функции
K. В § 2 приведены без доказательств примеры таких ядер из рабо-
ты автора [5] и формулы вычисления величины (1.5). Эти примеры
используются в доказательствах теорем из § 3.
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В § 3.1 сформулированы общие теоремы о вычислении величины
E(Wr,βp,n;G)p в случае, когда β ∈ Z, p = 1 или p = ∞, а оператор
G = Gα,δ в (1.2) порожден функцией g = gα,δ, ряд Фурье которой
имеет вид
gα,δ(t) ∼
∑
k∈Z
h(|k|αδ)eikt, α > 0, δ > 0. (1.6)
Здесь h(t) некоторая функция, заданная при t ≥ 0. Если h(t) = e−t,
то получаем операторы Абеля–Пуассона. Если h(t) = (1− t)µ+, µ > 0,
то получаем средние Рисса.1
В § 3.2 сформулированы общие теоремы о вычислении величины
E(Wr,βp,n;G)p в случае, когда β ∈ Z, p = 1 или p = ∞, а оператор
G = Gα,δ,γ в (1.2) порожден функцией g = gα,δ,γ , ряд Фурье которой
имеет вид
gα,δ,γ(t) ∼
∑
k∈Z
(1 + |k|αδγ)h(|k|αδ)eikt, α > 0, δ > 0, γ ∈ R. (1.7)
Если h(t) = e−t, α = 1, δ > 0 и γ = (1− e−2δ)/(2δ), то получаем
бигармонический оператор Пуассона.
В § 3.3 для β ∈ Z, p = 1 или p = ∞, получены точные значе-
ния приближения классовWr,βp,n операторами Gα,δ,γ , когда h(t) = e
−t,
h(t) = (1 + t)−µ, h(t) = (1 − t)µ+, µ > 0. В первых двух случаях
для величин E(Wr,βp,n;Gα,δ)p найдены асимптотические разложения
по степеням δ. В § 3.4 для β ∈ Z, p = 1 или p =∞, получены точные
значения приближения классовWr,βp,1 средними Чезаро σ
α
m, при α ≥ 1,
а в § 3.5 получены точные значения приближения этих классов сре-
дними типа Рисса и Чезаро. В § 4 доказаны вспомогательные утвер-
ждения. В § 5 приведены доказательства теорем из § 3.1 и § 3.2. В
случае натурального r некоторые результаты § 3.3 и 3.4 были получе-
ны в работах Никольского, Надя, Тимана, Теляковского, Баскакова,
Фалалеева, Харкевича и других математиков.
2. Ядра с условием B∗n и теорема Никольского
Определение 2.1. Говорят, что функция K ∈ L1 удовлетворя-
ет условию Никольского A∗n, n ∈ N, если существуют натуральное
n∗ ≥ n и тригонометрический полином T
∗ ∈ Tn такие, что для фун-
кции ϕ∗(t) = sign(K(t)−T
∗(t)) почти всюду2 выполняется равенство
ϕ∗(t+ pi/n∗) = −ϕ∗(t).
1Здесь и далее t+ = t, если t > 0 и t+ = 0, если t ≤ 0.
2Здесь и далее под почти всюду мы подразумеваем почти всюду относительно
меры Лебега.
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Пусть En(f)p = infT∈Tn ‖f − T‖p, n ∈ N, — наилучшее приближе-
ние функции f ∈ Lp тригонометрическими полиномами.
Теорема 2.1 (Никольский (1946) [4]). Пусть p = 1 или p = ∞.
Если при некотором n ∈ N ядро K ∈ L1 удовлетворяет условию
A∗n и полином T
∗ ∈ Tn из этого условия, то для всех s = 0, 1, . . . , n
имеют место соотношения
sup
f∈Wp,s(K)
En(f)p = sup
f∈Wp,n(K)
‖f‖p =
1
2pi
En(K)1 =
1
2pi
‖K − T ∗‖1.
(2.1)
Теореме Никольского предшествовали исследования Колмогоро-
ва, Фавара, Ахиезера, Крейна, Надя (более подробно см. [4]). Авто-
ром [5,6] теорема Никольского 2.1 доказана для ядер, удовлетворяю-
щих более общему условию B∗n.
Определение 2.2. Мы говорим, что функция K ∈ L1 удовлетворя-
ет условию B∗n, n ∈ N, если существуют тригонометрический по-
лином T ∗ ∈ Tn, функция ϕ∗ ∈ L∞ и натуральное n∗ ≥ n такие, что
почти всюду выполняются соотношения |ϕ∗(t)| ≤ 1, ϕ∗(t)(K(t) −
T ∗(t)) = |K(t)− T ∗(t)| и ϕ∗(t+ pi/n∗) = −ϕ∗(t).
Если ядро K удовлетворяет A∗n условию, то оно удовлетворяет
и B∗n условию. Примеры ядер, которые удовлетворяют условию B
∗
n,
но не удовлетворяют условию A∗n приведены в [5, 6]. Отметим, что в
условии B∗n, в отличии от условия A
∗
n, нам не важно на каком множе-
стве (нулевой или положительной меры) обращается в ноль разность
K(t)− T ∗(t).
Ниже приведены примеры ядер, которые удовлетворяют условию
B∗n (доказательства см. в [5, 6]). Пусть ядро K ∈ L1 имеет вид
K(t) ∼
µ0
2
+
∞∑
k=1
c(µk cos kt+ λk sin kt).
Пример 2.1. Если µk = 0, k ≥ 0, p = 1 или p =∞, то равенство
sup
f∈Wp,n(K)
‖f‖p =
1
2pi
En(K)1 =
2|c|
pi
∞∑
k=0
λ(2k+1)n
2k + 1
(2.2)
справедливо, по крайней мере, в следующих случаях:
i) n ∈ N, а последовательность {λk}k∈N убывает к нулю и выпукла
вниз, т.е. λk − 2λk+1 + λk+2 ≥ 0 (ядра Надя [4, 7]).
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ii) n = 1, а последовательность {kλk}k∈N убывает и λk ≥ 0, k ∈ N.
iii) n = 1, λk = (1− νk)/k
r, k ∈ N, r = 1 или r ≥ 2, а {νk}
∞
k=0 такая
последовательность, что ряд ν0/2 +
∑∞
k=1 νk cos kt является ря-
дом Фурье функции S ∈ L1 и S(t) ≥ 0 для почти всех t ∈ R и
ν0 ≤ 1.
Пример 2.2. Если λk = 0, k ≥ 1, p = 1 или p =∞, то равенство
sup
f∈Wp,n(K)
‖f‖p =
1
2pi
En(K)1 =
2|c|
pi
n∑
k=0
(−1)kµ(2k+1)n
2k + 1
(2.3)
справедливо, по крайней мере, в следующих случаях:
i) n ∈ N, а последовательность {µk}k∈N убывает к нулю и при всех
k ∈ N выполняются неравенства ∆2µk := µk − 2µk+1 + µk+2 ≥ 0
и ∆3µk := µk − 3µk+1 + 3µk+2 − µk+3 ≥ 0 (ядра Надя [4, 7]).
ii) n = 1, последовательность {k2µk}k∈N убывает и µk ≥ 0, k ∈ N.
iii) n = 1, последовательность {kµk}k∈N убывает к нулю и выпукла
вниз.
iv) n = 1, µk = (1− νk)/k
r, k ∈ N, r = 2 или r ≥ 3, а {νk}
∞
k=0 такая
последовательность, что ряд ν0/2 +
∑∞
k=1 νk cos kt является ря-
дом Фурье функции S ∈ L1 и S(t) ≥ 0 для почти всех t ∈ R и
ν0 ≤ 1.
Пример 2.3. i) Пусть при некотором значении A ∈ R функция
K ∈ L1 удовлетворяет условиям: K(t) ≥ A почти всюду на
(0, pi) и K(t) ≤ A почти всюду на (−pi, 0). В этом случае равен-
ство (2.2) справедливо при n = 1.
ii) Пусть при некотором значении A ∈ R функция K ∈ L1 удов-
летворяет условиям: K(t) ≥ A почти всюду на (−pi/2, pi/2) и
K(t) ≤ A почти всюду на (−pi, pi) \ (−pi/2, pi/2). В этом случае
равенство (2.3) справедливо при n = 1.
Замечание 2.1. Формулы (2.2) и (2.3) для ядер Надя получены в [4,
7]. Отметим, что пример 2.1(iii) при нечетных r ∈ N, а пример 2.2(iv)
при четных r ∈ N были получены другим методом в [8].
В следующей лемме приведены достаточные условия неотрица-
тельности функции S(t) из примеров 2.1(iii) и 2.2(iv). Функция f :
R → C называется положительно определённой на R (см., напри-
мер, [9, § 6.2], [10]), если для любых n ∈ N, {xk}
n
k=1 ⊂ R и {ck}
n
k=1 ⊂ C
414 Точная оценка приближения...
выполняется неравенство
∑n
k,j=1 ck c¯jf(xk − xj) ≥ 0. Если f ∈ C(R) ∩
L(R), то положительная определенность функции f эквивалентна не-
отрицательности её преобразования Фурье.
Лемма 2.1 ([5,6]). Пусть функция f является положительно оп-
ределенной и непрерывной на R. Если ряд
∑
k∈Z f(k)e
ikt является
рядом Фурье функции S ∈ L1, то S(t) ≥ 0 при почти всех t ∈ R.
3. Приближение классов Wr,βp,n
3.1. Случай операторов Gα,δ
Теорема 3.1. Пусть для функции h выполнены следующие два усло-
вия:
1. Функция λ(x) = (1− h(x))/x выпукла вниз на (0,+∞).
2. При некоторых α ∈ (0, 1] и δ > 0 ряд
∑
k∈Z h(|k|
αδ)eikt является
рядом Фурье некоторой функции gα,δ ∈ L1.
Пусть Gα,δ — оператор, порожденный функцией gα,δ ∈ L1 по форму-
ле (1.2) и p = 1 или p = ∞. Тогда имеют место следующие утвер-
ждения:
1. Если β + 1 ∈ 2Z, то при любых n ∈ N и r ≥ α справедливы
равенства
E(Wr,βp,n;Gα,δ)p =
4
pinr
∞∑
k=0
1− h((2k + 1)αnαδ)
(2k + 1)r+1
. (3.1)
2. Если β ∈ 2Z, то для n = 1 и любых r ≥ α + 1 справедливы
равенства
E(Wr,βp,n;Gα,δ)p =
4
pinr
∞∑
k=0
1− h((2k + 1)αnαδ)
(2k + 1)r+1
(−1)k. (3.2)
Если дополнительно λ(x) ∈ C1(0,+∞) и функция −λ′(x) выпукла
вниз на (0,+∞), то равенства (3.2) справедливы при любых n ∈ N и
r ≥ α.
Определение 3.1. Обозначим через Mm, m ∈ N, класс функций
h ∈ Cm−1(0,+∞), для которых функция (−1)m−1h(m−1) неотрица-
тельна, убывает, выпукла вниз на интервале (0,+∞) и существует
конечный предел h(+∞) ≥ 0.
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Замечание 3.1. Отметим, что Mm+1 ⊂ Mm и fg ∈ Mm для любых
f, g ∈ Mm (см. [11]). В работе автора [12, следствие 1] доказано, что
если h ∈Mm+1 при некотором m ∈ N и существует конечный предел
h(+0) ≤ 1, то λ(x) = (1− h(x))/x ∈Mk при всех k = 1, . . . ,m.
Определение 3.2. Для функции h, которая удовлетворяет нера-
венству h(x) ≤ 1 при всех x > 0, определим величину m(h) как то-
чную нижнюю грань тех γ ∈ R, для которых функция (1− h(x))/xγ
убывает на (0,+∞) Если такие γ ∈ R не существуют, то считаем,
что m(h) := +∞.
Теорема 3.2. Пусть для функции h(x), x ≥ 0, выполнены следующие
два условия:
1. h(x) ≤ 1 при x > 0 и m(h) < +∞.
2. При некоторых α > 0 и δ > 0 ряд
∑
k∈Z h(|k|
αδ)eikt является
рядом Фурье некоторой функции gα,δ ∈ L1.
Тогда m(h) ≥ 0 и m(h) > 0, если h(x0) > 0 в некоторой точке x0 > 0.
Пусть Gα,δ — оператор, порожденный функцией gα,δ ∈ L1 по форму-
ле (1.2) и p = 1 или p = ∞. Тогда имеют место следующие утвер-
ждения:
1. Если β + 1 ∈ 2Z, то равенство (3.1) справедливо для n = 1 и
любых r ≥ αm(h) + 1.
2. Если β ∈ 2Z, то равенство (3.2) справедливо для n = 1 и любых
r ≥ αm(h) + 2.
Замечание 3.2. Если функция h выпукла вниз на (0,+∞), h(x) ≤ 1
при x > 0 и h(x) 6≡ const на (0,+∞), то из леммы 4.2 вытекает, что
m(h) ∈ (0, 1]. Если дополнительно h′ непрерывна в точке 0 справа,
h(0) = 1 и h′(0) 6= 0, то m(h) = 1.
3.2. Случай операторов Gα,δ,γ
Определение 3.3. Для функции h ∈ Mm+1, m ∈ N, с условиями
0 < h(+0) ≤ 1 и h(+∞) = 0 определим величину γm(ρ, h), ρ ≥ 1, как
точную верхнюю грань тех γ ∈ R, для которых функция λρ,γ(x) ∈
Mm, где
λρ,γ(x) =
1− (1 + γx)h(x)
xρ
=
1− h(x)
xρ
− γ
h(x)
xρ−1
. (3.3)
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Замечание 3.3. В работе автора [12, лемма 1] доказано, что для
любой функции h ∈ Mm+1, m ∈ N, с условиями 0 < h(+0) ≤ 1 и
h(+∞) = 0, неравенство 0 ≤ γm(ρ, h) < +∞ выполняется при любом
ρ ≥ 1.
Замечание 3.4. В работе [12] величина γm(ρ, h) найдена в следую-
щих случаях:
1) Если h(t) = e−t и m ∈ N, то γm(1, h) =
1
m+2 , γm(ρ, h) = 1 при
ρ ≥ 2.
2) Если hµ(t) = (1 + t)
−µ, µ ≥ 1 и m ∈ N, то γm(ρ, hµ) = µ при
ρ ≥ 2, γm(1, hµ) =
µ+m+1
m+2 , γm(ρ, h1) = 1 при ρ ≥ 1.
3) Если Hµ(t) = (1− t)
µ
+, µ ≥ m+ 1, m ∈ N, то γm(1, Hµ) =
µ−m−1
m+2
и γm(ρ,Hµ) = µ при ρ ≥ 2.
Теорема 3.3. Пусть для функции h(x), x ≥ 0, выполнены следующие
два условия:
1 Функция h ∈M2 и 0 < h(+0) ≤ 1, h(+∞) = 0.
2. При некоторых ρ ≥ 1, γ ≤ γ1(ρ, h), α > 0, δ > 0 тригонометри-
ческий ряд
∑
k∈Z(1 + |k|
αδγ)h(|k|αδ)eikt является рядом Фурье
некоторой функции gα,δ,γ ∈ L1.
Пусть Gα,δ,γ — оператор, порожденный функцией gα,δ,γ ∈ L1 по фор-
муле (1.2) и p = 1 или p =∞. Тогда имеют место следующие утвер-
ждения:
1. Если β + 1 ∈ 2Z и выполнено одно из двух условий:
i) n ∈ N, α ∈ (0, 1], r ≥ αρ или
ii) n = 1, α > 1, r ≥ αρ+ 1, то справедливы равенства
E(Wr,βp,n;Gα,δ,γ)p
=
4
pinr
∞∑
k=0
1− (1 + (2k + 1)αnαδγ)h((2k + 1)αnαδ)
(2k + 1)r+1
. (3.4)
2. Если β ∈ 2Z и выполнено одно из двух условий:
i) n = 1, α ∈ (0, 1], r ≥ αρ+ 1 или
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ii) n = 1, α > 1, r ≥ αρ+ 2, то справедливы равенства
E(Wr,βp,n;Gα,δ,γ)p
=
4
pinr
∞∑
k=0
(−1)k(1− (1 + (2k + 1)αnαδγ)h((2k + 1)αnαδ))
(2k + 1)r+1
.
(3.5)
Если дополнительно h ∈ M3, γ ≤ γ2(ρ, h) и α ∈ (0, 1], то равен-
ства (3.5) справедливы при любых n ∈ N и r ≥ αρ.
В следующей теореме рассмотрен случай положительных ядер,
которые порождаются положительно определенными функциями.
Теорема 3.4. Пусть для функции h(x), x ≥ 0 выполнены следующие
условия:
1. При некоторых γ ∈ R, α > 0, δ > 0 ряд∑
k∈Z
(1 + |k|αδγ)h(|k|αδ)eikt
является рядом Фурье некоторой функции gα,δ,γ ∈ L1.
2. Функция (1 + γ|t|α)h(|t|α) является положительно определен-
ной и непрерывной на R и h(0) ≤ 1.
Пусть p = 1 или p = ∞, а Gα,δ,γ — оператор, порожденный фун-
кцией gα,δ,γ по формуле (1.2). Тогда равенство (3.4), если β+1 ∈ 2Z,
справедливо при n = 1, r = 1 или r ≥ 2, а равенство (3.5), если
β ∈ 2Z, справедливо при n = 1, r = 2 или r ≥ 3.
3.3. Примеры операторов Gα,δ и Gα,δ,γ
Пример 3.1. Пусть h(t) = e−t. В этом случае m(h) = 1 (см. замеча-
ние 3.2). Второе условие в теоремах 3.1 и 3.2 очевидно выполнено для
любых α > 0 и δ > 0. Очевидно h ∈Mm при любом m ∈ N. Учитывая
замечание 3.1, получаем следующие результаты. Если α ∈ (0, 1], то
равенства (3.1) и (3.2) выполняются при любых n ∈ N, r ≥ α и δ > 0.
Если α > 1, то равенство (3.1) выполняется при n = 1 и любых
r ≥ α + 1 и δ > 0, а равенство (3.2) выполняется при n = 1 и лю-
бых r ≥ α+2 и δ > 0. Соответствующие операторы Gα,δ называются
обобщенными операторами Абеля–Пуассона. Для операторов Абеля-
Пуассона (α = 1) результат был известен только при n = 1, β = r ∈ N
(см. [13]) и при n = 1, β − 1 = r ∈ N (см. [14] при r = 1 и [15] при
r ≥ 2). Оба эти случая вытекают из теоремы 3.1.
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Второе условие в теореме 3.3 выполнено для любых α > 0, δ > 0
и γ ∈ R, а значения γm(ρ, h) найдены в работе автора [12] (см. за-
мечание 3.4). Поэтому теорема 3.3 справедлива, например, в сле-
дующих случаях: 1) ρ = 1, γ1(1, h) =
1
3 , γ2(1, h) =
1
4 . 2) ρ = 2,
γ1(2, h) = γ2(2, h) = 1.
Так как функция e−|t|
α
является положительно определенной на
R ⇐⇒ 0 < α ≤ 2, то операторы Gα,δ,γ при γ = 0 будут положи-
тельными при любых 0 < α ≤ 2 и δ > 0. И наоборот, если при не-
котором α > 0 операторы Gα,δ,0 будут положительными при любых
δ > 0, то 0 < α ≤ 2 (более подробно см., например, [16]). Нетрудно
показать, что функция (1+γ|x|)e−|x| является положительно опреде-
ленной на R ⇐⇒ γ ∈ [−1, 1] (преобразование Фурье этой функции
равно 2(1 + γ + (1− γ)t2)/(1 + t2)2). Поэтому операторы G1,δ,γ будут
положительными при любых δ > 0 ⇐⇒ γ ∈ [−1, 1]. В силу теоре-
мы 3.4 равенство (3.4) справедливо в следующих случаях: 1) n = 1,
r = 1 или r ≥ 2, γ = 0, 0 < α ≤ 2. 2) n = 1, r = 1 или r ≥ 2,
γ ∈ [−1, 1], α = 1. Отметим, что случай 1) при r = 1 хорошо известен
(см., например, [17–19]). Равенство (3.5) справедливо в следующих
случаях: 1) n = 1, r = 2 или r ≥ 3, γ = 0, 0 < α ≤ 2. 2) n = 1, r = 2
или r ≥ 3, γ ∈ [−1, 1], α = 1.
Для бигармонических операторов Пуассона ( α = 1, δ > 0 и γ =
(1− e−2δ)/(2δ) ∈ (0, 1)) результат был известен только при n = 1 и
r − 1 ∈ N (см. [20]), который вытекает из теоремы 3.3 и при n = r =
β = 1 (см. [21,22]), который вытекает из теоремы 3.4.
В случае операторов Абеля–Пуассона (α = 1) поиску полного
асимптотического представления рядов (3.1) и (3.2) при n = 1, β, r ∈
N были посвящены работы [15,18,23,24]. Полное решение этой задачи
было получено в работе автора [25]. В случае α = 2, n = 1, β = r = 1
отметим работу [18]. В общем случае асимптотические разложения
рядов (3.1), (3.2), (3.4) и (3.5) с явными коэффициентами легко выте-
кают из результатов работы автора [26]. Выпишем эти разложения
при γ = 0.
Пусть r > 0, α > 0. Тогда следующие асимптотические разложе-
ния справедливы соответственно в случаях, когда r/α 6∈ N и r/α =
p ∈ N:
∞∑
k=0
1− e−δ(2k+1)
α
(2k + 1)r+1
∼
δ→+0
−
Γ (−r/α)
α2r+1
(2αδ)
r
α
+ 2−r−1
∞∑
k=1
(−1)k+1
k!
ζ (−αk + r + 1, 1/2) (2αδ)k, (3.6)
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∞∑
k=0
1− e−δ(2k+1)
α
(2k + 1)r+1
∼
δ→+0
(−1)p+1(2αδ)p
2r+1Γ(p+ 1)
(
−
ln(2αδ)
α
+
Γ′(p+ 1)
αΓ(p+ 1)
−
Γ′ (1/2)
Γ (1/2)
)
+ 2−r−1
∞∑
k=1,k 6=p
(−1)k+1
k!
ζ (−αk + r + 1, 1/2) (2αδ)k. (3.7)
Если 0 < α < 1, то в (3.6) и (3.7) имеет место знак равенства при всех
δ > 0. Если α = 1, то в (3.6) и (3.7) имеет место знак равенства при
всех δ ∈ (0, pi). Здесь ζ(s, a) – функция Гурвица с параметром a > 0,
равная при Re s > 1 сумме
∑∞
k=0(k+a)
−s. Эта функция аналитически
продолжается в C \ {1}.
Пусть r + 1 > 0, α > 0. Тогда имеет место следующее асимптоти-
ческое разложение:
∞∑
k=0
1− e−δ(2k+1)
α
(2k + 1)r+1
(−1)k
∼
δ→+0
2−r−1
∞∑
k=1
(−1)k+1
k!
ζ˜ (−αk + r + 1, 1/2) (2αδ)k. (3.8)
Если 0 < α < 1, то в (3.8) имеет место знак равенства при всех
δ > 0. Если α = 1, то в (3.8) имеет место знак равенства при всех
δ ∈ (0, pi/2). Здесь ζ˜(s, a) — целая функция по s ∈ C, равная при
Re s > 0 сумме
∑∞
k=0(−1)
k(k + a)−s, a > 0.
Пример 3.2. Пусть h(t) = (t+ 1)−µ, µ > 0. В этом случае m(h) = 1
(см. замечание 3.2). Второе условие в теоремах 3.1 и 3.2 выполнено
для любых α > 0 и δ > 0. Это вытекает из того, что функция h(tαδ)
убывает к нулю и выпукла вниз на (tα,µ,δ,+∞) при некотором tα,µ,δ >
0. Очевидно h ∈ Mm при любом m ∈ N. Учитывая замечание 3.1,
получаем следующие результаты. Если α ∈ (0, 1], то равенства (3.1)
и (3.2) выполняются при любых n ∈ N, r ≥ α и δ > 0. Если α > 1, то
равенство (3.1) выполняется при n = 1 и любых r ≥ α + 1 и δ > 0, а
равенство (3.2) выполняется при n = 1 и любых r ≥ α+ 2 и δ > 0.
Второе условие в теореме 3.3 выполнено для любых µ > 1, α > 0,
δ > 0 и γ ∈ R. Это вытекает из того, что функция tαh(tαδ) убыва-
ет к нулю и выпукла вниз на (tα,µ,δ,+∞) при некотором tα,µ,δ > 0.
Значения γm(ρ, h) найдены в работе [12] (см. замечание 3.4). Поэтому
теорема 3.3 справедлива в следующих случаях: 1) ρ = 1, γ1(1, h) =
(µ+ 2)/3, γ2(1, h) = (µ+ 3)/4, µ > 1. 2) ρ = 2, γ1(2, h) = γ2(2, h) = µ,
µ > 1.
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Функция (|t|α + 1)−µ, α > 0, µ > 0, является положительно опре-
деленной на R ⇐⇒ 0 < α ≤ 2. Достаточность вытекает из того, что
функция (t + 1)−µ, µ > 0, является вполне монотонной на (0,+∞).
Необходимость вытекает из того, что среди положительно опреде-
ленных функций только постоянная функция имеет в нуле нулевую
производную второго порядка. Поэтому операторы Hα,µ,δ,γ = G при
γ = 0 будут положительными при любых 0 < α ≤ 2, µ > 0 и δ > 0. И
наоборот, если при некоторых α > 0, µ > 0 операторы Hα,µ,δ,0 будут
положительными при любых δ > 0, то 0 < α ≤ 2 (более подробно
см., например, [16]). В силу теоремы 3.4 равенство (3.4) справедливо
в следующем случае: n = 1, r = 1 или r ≥ 2, γ = 0, 0 < α ≤ 2, µ > 0.
Равенство (3.5) справедливо в следующем случае: n = 1, r = 2 или
r ≥ 3, γ = 0, 0 < α ≤ 2, µ > 0.
Асимптотические разложения рядов (3.1), (3.2), (3.4) и (3.5) с яв-
ными коэффициентами легко вытекают из результатов работы [26].
Выпишем эти разложения при γ = 0. Если r > 0, α > 0, µ > 0, то сле-
дующие асимптотические разложения справедливы соответственно в
случаях, когда r/α 6∈ N и r/α = p ∈ N:
∞∑
k=0
1− ((2k + 1)αδ + 1)−µ
(2k + 1)r+1
∼
δ→+0
−
Γ
(
− rα
)
Γ
(
µ+ rα
)
α 2r+1Γ(µ)
(2αδ)
r
α
+ 2−r−1
∞∑
k=1
(−1)k+1
k!
Γ(µ+ k)
Γ(µ)
ζ (−αk + r + 1, 1/2) (2αδ)k, (3.9)
∞∑
k=0
1− ((2k + 1)αδ + 1)−µ
(2k + 1)r+1
∼
δ→+0
Γ(µ+ p)(−1)p+1(2αδ)p
2r+1Γ(µ)Γ(p+ 1)
×
(
−
ln(2αδ)
α
+
Γ′(p+ 1)
αΓ(p+ 1)
−
Γ′(1/2)
Γ(1/2)
−
Γ′(µ+ p)
αΓ(µ+ p)
)
+ 2−r−1
∞∑
k=1,
k 6=p
(−1)k+1
k!
Γ(µ+ k)
Γ(µ)
ζ(−αk + r + 1, 1/2) (2αδ)k. (3.10)
Если r + 1 > 0, α > 0 и µ > 0, то
∞∑
k=0
1− ((2k + 1)αδ + 1)−µ
(2k + 1)r+1
(−1)k
∼
δ→+0
2−r−1
∞∑
k=1
(−1)k+1
k!
Γ(µ+ k)
Γ(µ)
ζ˜(−αk + r + 1, 1/2) (2αδ)k. (3.11)
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Пример 3.3. Пусть h(t) = (1 − t)µ+, µ > 0. Второе условие в теоре-
мах 3.1 и 3.2 очевидно выполнено для любых α > 0 и δ > 0. Если
µ ≥ 1, то m(h) = 1 (см. замечание 3.2). Очевидно h ∈ Mm, m ∈ N
⇐⇒ µ ≥ m. Учитывая замечание 3.1, получаем следующие резуль-
таты. Если α ∈ (0, 1] и µ ≥ 2, то равенство (3.1) выполняется при
любых n ∈ N, r ≥ α и δ > 0, а равенство (3.2) выполняется при n = 1
и любых r ≥ α + 1, δ > 0. Если α ∈ (0, 1] и µ ≥ 3, то равенство (3.2)
выполняется при любых n ∈ N, r ≥ α и δ > 0. Если α > 1 и µ ≥ 1,
то равенство (3.1) выполняется при n = 1 и любых r ≥ α+ 1 и δ > 0,
а равенство (3.2) выполняется при n = 1 и любых r ≥ α + 2 и δ > 0.
Соответствующие операторы Rα,µδ = G называются средними Рисса.
При α = µ = 1, 1/δ ∈ N получаются средние арифметические.
Второе условие в теореме 3.3 выполнено для любых α > 0, δ > 0 и
γ ∈ R, а значения γm(ρ, h) найдены в работе [12] (см. замечание 3.4).
Поэтому теорема 3.3 справедлива, например, в следующих случаях:
1) ρ = 1, γ1(1, h) = (µ− 2)/3 (если µ ≥ 2), γ2(1, h) = (µ− 3)/4 (если
µ ≥ 3). 2) ρ = 2, γ1(2, h) = µ (если µ ≥ 2), γ2(2, h) = µ (если µ ≥ 3).
Функция (1 − |t|α)µ+, α > 0, µ > 0, является положительно опре-
деленной на R ⇐⇒ 0 < α < 2 и µ ≥ λ(α), где λ(α) — функция
Кутнера, которая положительна, возрастает на (0, 2), λ(+0) > 0,
λ(1) = 1 и λ(2 − 0) = +∞ (более подробно см., например, [16]). По-
этому операторы Rα,µ,γδ = G при γ = 0 будут положительными при
любых 0 < α < 2, µ ≥ λ(α) и δ > 0. И наоборот, если при неко-
торых α > 0, µ > 0 операторы Rα,µ,0δ будут положительными при
любых δ > 0, то 0 < α < 2, µ ≥ λ(α). Известно также, что функция
(1 + γ|x|)(1− |x|)+ является положительно определенной на R ⇐⇒
γ ∈ [−3, 0] (см. [27, теорема 9]). Поэтому положительно определенной
на R будет и функция (1 + γ|x|)(1 − |x|)µ+1+ при любых γ ∈ [−3, 0] и
µ ≥ 1. В силу теоремы 3.4 равенство (3.4) справедливо в следующих
случаях: 1) n = 1, r = 1 или r ≥ 2, γ = 0, 0 < α < 2, µ ≥ λ(α).
2) n = 1, r = 1 или r ≥ 2, γ ∈ [−3, 0], α = 1, µ = 1 или µ ≥ 2.
Равенство (3.5) справедливо в следующих случаях: 1) n = 1, r = 2
или r ≥ 3, γ = 0, 0 < α < 2, µ ≥ λ(α). 2) n = 1, r = 2 или r ≥ 3,
γ ∈ [−3, 0], α = 1, µ = 1 или µ ≥ 2.
В случае средних арифметических (α = µ = 1, 1/δ ∈ N) для
классов W rp , r ∈ N, и W˜
r
p , r− 1 ∈ N, для которых параметр n = 1, ра-
венства (3.1) и (3.2) при p =∞ доказаны в работах Надя [28,29], а в
работе Теляковского [30] доказано совпадение величин приближения
указанных классов при p = 1 и p =∞. В этих же случаях асимптоти-
ческое разложение при δ → +0 соответствующих рядов (3.1) и (3.2)
найдено в работах Теляковского и Баскакова [31,32].
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3.4. Приближение средними Чезаро
Числа Чезаро Aαn, n ∈ Z+, порядка α ∈ R, определяются с помо-
щью следующей производящей функции:
1
(1− x)α+1
=
∞∑
n=0
Aαnx
n, |x| < 1. (3.12)
Очевидно Aα0 = 1, A
0
k = 1 при k ∈ Z+, и A
α
n = (α+ 1) · . . . · (α+ n)/n!
при n ∈ N. Естественно считать, что Aαn = 0 при −n ∈ N. Для любых
α, γ ∈ R и n ∈ Z+ справедливы равенства (см., например, [2, гл. III,
§ 1])
Aαn =
n∑
k=0
Aα−1k ; A
α
n =
n∑
k=0
Aα−γn−kA
γ−1
k . (3.13)
Для заданной последовательности sn, n ∈ Z+, чезаровские суммы
Sαn порядка α и чезаровские средние σ
α
n порядка α > −1 определяю-
тся по формулам
Sαn =
n∑
k=0
Aα−1n−k sk, σ
α
n =
Sαn
Aαn
, n ∈ Z+. (3.14)
Очевидно S0n = sn и S
1
n = s0+· · ·+sn, n ∈ Z+. Нетрудно показать, что
для любых α, γ ∈ R справедливы равенства (см., например, [2, гл. III,
§ 1])
Sαn =
n∑
k=0
Aα−γ−1n−k S
γ
k , n ∈ Z+. (3.15)
Если в качестве исходной последовательности взять sn = Dn(x) :=∑n
ν=−n e
iνx — ядра Дирихле, то чезаровские суммы Sαn (x), n ∈ Z+,
для этой последовательности будут равны
Sαn (x) =
n∑
k=0
Aα−1n−kDk(x) =
n∑
ν=−n
eiνx
n∑
k=|ν|
Aα−1n−k =
n∑
ν=−n
Aαn−|ν|e
iνx.
(3.16)
Формула (3.15) в этом случае будет иметь вид
Sαn (x) =
n∑
k=0
Aα−γ−1n−k S
γ
k (x), n ∈ Z+, α, γ, x ∈ R. (3.17)
Средние Чезаро порядка α > −1 функции f ∈ L1 определяются
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по формуле
σαn(f)(x) =
n∑
k=−n
Aαn−|k|
Aαn
f̂(k)eikx =
1
2pi
pi∫
−pi
f(t)Kαn (x− t) dt;
Kαn (x) =
1
Aαn
· Sαn (x), n ∈ Z+.
(3.18)
Теорема 3.5. Пусть β ∈ Z, p = 1 или p =∞, α ≥ 1 и m ∈ Z+. Тогда
равенство
E(Wr,βp,1 ;σ
α
m)p =
4
pi
∞∑
k=0
(−1)k(β+1)
(2k + 1)r+1
(
1−
Aαm−(2k+1)
Aαm
)
(3.19)
справедливо, по крайней мере, в следующих случаях: 1) β + 1 ∈ 2Z,
r = 1 или r ≥ 2; 2) β ∈ 2Z, r = 2 или r ≥ 3. Кроме того, в указанных
двух случаях для любых α, γ ≥ 1 и m ∈ Z+ справедливы равенства
E(Wr,βp,1 ;σ
α
m)p =
1
Aαm
m∑
k=0
Aα−γ−1m−k A
γ
k E(W
r,β
p,1 ;σ
γ
k )p. (3.20)
Доказательство. Так как
S1m(x) = D0(x) + · · ·+Dm(x) =
sin2 (m+1)x2
sin2 x2
≥ 0, m ∈ Z+, x ∈ R,
то из (3.17) при γ = 1 вытекает, что для любых α > 1, m ∈ Z+
и x ∈ R выполняется неравенство Sαm(x) > 0. Ряд Фурье для ядра
K ∈ L1 (см. (1.4)) в нашем случае имеет вид
K(t) ∼
∞∑
k=1
2(1−
Aα
m−k
Aαm
)
kr
cos
(
kt−
βpi
2
)
.
В случае β+1 ∈ 2Z надо применить пример 2.1 (iii), а в случае β ∈ 2Z
надо применить пример 2.2 (iv), в которых νk = A
α
m−k/A
α
m, k ∈ Z+ и
|c| = 2. При этом надо учесть, что ν0 = 1 и
ν0
2
+
∞∑
k=1
νk cos kt =
1
2Aαm
· Sαm(t) ≥ 0, m ∈ Z+, α ≥ 1, t ∈ R.
Равенство (3.19) в указанных двух случаях доказано. Докажем те-
перь, что в этих же случаях справедливы равенства (3.20).
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Для фиксированных параметров β ∈ Z и r > 0 зададим две по-
следовательности sm = sm(β, r) и E
α
m = E
α
m(β, r), m ∈ Z+, по следу-
ющему правилу:
s2k = 0, s2k+1 =
4
pi
·
(−1)k(β+1)
(2k + 1)r+1
, k ∈ Z+;
Eαm = SA
α
m − S
α+1
m , m ∈ Z+,
где Sαm — чезаровские суммы последовательности sm, m ∈ Z+, а S =∑∞
k=0 sk. Из (3.15) сразу получаются равенства
m∑
k=0
Aα−γ−1m−k E
γ
k = E
α
m, α, γ ∈ R, m ∈ Z+. (3.21)
Кроме того, из (3.14) вытекает, что при m ∈ Z+, α ∈ R справедливы
равенства
Eαm =
∞∑
k=0
sk(A
α
m −A
α
m−k) =
4
pi
∞∑
k=0
(−1)k(β+1)
(2k + 1)r+1
(Aαm −A
α
m−(2k+1)).
Если p = 1 или p =∞, а параметры β ∈ Z и r > 0 такие, для которых
выполняется одно из двух указанных в теореме условий, то по дока-
занному при любых α ≥ 1 и m ∈ Z+ справедливо равенство (3.19),
т.е. Eαm = A
α
mE(W
r,β
p,1 ;σ
α
m)p. В этих случаях равенство (3.20) вытекает
из равенства (3.21). Теорема 3.5 доказана.
Замечание 3.5. Для классов W rp , r ∈ N, и W˜
r
p , r − 1 ∈ N, равен-
ства (3.19) для α ∈ N при p = ∞ доказаны в работах Надя [28, 29], а
в работе Теляковского [30] доказано совпадение при p = 1 и p = ∞
величин приближения указанных классов средними Чезаро.
Замечание 3.6. Пусть Kr,β = 4pi
∑∞
k=0
(−1)k(β+1)
(2k+1)r . Если β ∈ Z, а p = 1
или p =∞, то для средних Фейера равенство
E(Wr,βp,1 ;σ
1
m)p =
Kr,β
m+ 1
+O
( 1
(m+ 1)r
)
(3.22)
справедливо, по крайней мере, в следующих случаях: 1) β + 1 ∈ 2Z,
r ≥ 2; 2) β ∈ 2Z, r = 2 или r ≥ 3. Для r − 1 ∈ N это доказано
Никольским [33, 34], а для остальных указанных r равенство (3.22)
получается из равенства (3.19) методом, изложенным в работе Те-
ляковского и Баскакова [32]. Из (3.22) и равенства (3.20) при γ = 1
вытекает, что при α > 1 и указанных выше значениях p, β, r справе-
дливо равенство E(Wr,βp,1 ;σ
α
m)p = K
r,βα/(α+m) + o(1/m). Последнее
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соотношение при p = ∞ и r − 1 ∈ N другим методом доказано Фа-
лалеевым [35]. В этой же работе [35] для α− 1 ∈ N приведены шесть
первых членов в асимптотике для величины E(W 1∞;σ
α
m)∞.
3.5. Приближение средними типа Рисса
и Чезаро целого порядка
Пусть Q(x) =
∑n
k=1 akx
µk , где n ∈ N и ak, µk > 0. Так как Q(0) = 0
и Q(x) > 0 при x > 0, то для любых α, u > 0 имеет смысл оператор
Gα,Qu (f)(x) :=
∑
k∈Z
Q ((u− |k|α)+)
Q(u)
f̂(k)eikx
=
1
2pi
pi∫
−pi
f(t)Kα,Qu (x− t) dt, f ∈ L1,
Kα,Qu (x) =
∑
k∈Z
Q ((u− |k|α)+)
Q(u)
eikx.
(3.23)
Если Q(x) = xµ, µ > 0, то получаем средние Рисса. Если Q(x) =∏µ
k=1(x+k−1), µ ∈ N, то при α = 1, m ∈ Z+, получаем G
1,Q
m+1 = σ
µ
m —
средние Чезаро (см. § 3.4).
Для той же функции Q и для любых α, δ > 0 определим следую-
щие операторы
G˜α,Qδ (f)(x) :=
∑
k∈Z
Q ((1− |k|αδ)+)
Q(1)
f̂(k)eikx
=
1
2pi
pi∫
−pi
f(t)K˜α,Qδ (x− t) dt, f ∈ L1,
K˜α,Qδ (x) =
∑
k∈Z
Q ((1− |k|αδ)+)
Q(1)
eikx.
(3.24)
Теорема 3.6. Пусть Q(x) =
∑n
k=1 akx
µk , где n ∈ N, ak > 0 и µk ≥ 1.
Пусть β ∈ Z, p = 1 или p =∞, 0 < α ≤ 1 и u, δ > 0. Тогда равенства
E(Wr,βp,1 ;G
α,Q
u )p =
4
pi
∞∑
k=0
(−1)k(β+1)
(2k + 1)r+1
(
1−
Q ((u− (2k + 1)α)+)
Q(u)
)
,
(3.25)
E(Wr,βp,1 ; G˜
α,Q
δ )p =
4
pi
∞∑
k=0
(−1)k(β+1)
(2k + 1)r+1
(
1−
Q ((1− (2k + 1)αδ)+)
Q(1)
)
(3.26)
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справедливы, по крайней мере, в следующих случаях: 1) β + 1 ∈ 2Z,
r = 1 или r ≥ 2; 2) β ∈ 2Z, r = 2 или r ≥ 3.
Доказательство. Рассмотрим случай операторов Gα,Qu . Если u > 0,
0 < α ≤ 1, µ ≥ 1, то функция g(t) = (u−|t|α)µ+ является положитель-
но определенной на R (более подробно см., например, [16]). Поэтому
при любых u > 0, 0 < α ≤ 1, положительно определенной на R бу-
дет и функция f(t) = Q((u − |t|α)+). По лемме 2.1 при всех t ∈ R
выполняется неравенство Kα,Qu (t) ≥ 0. Ряд Фурье для ядра K ∈ L1
(см. (1.4)) в нашем случае имеет вид
K(t) ∼
∞∑
k=1
2(1− Q((u−|k|
α)+)
Q(u) )
kr
cos
(
kt−
βpi
2
)
.
В случае β+1 ∈ 2Z надо применить пример 2.1 (iii), а в случае β ∈ 2Z
надо применить пример 2.2 (iv), в которых νk = Q ((u− k
α)+)/Q(u),
k ∈ Z+ и |c| = 2. При этом надо учесть, что ν0 = 1 и
ν0
2
+
∞∑
k=1
νk cos kt =
1
2
·Kα,Qu (t) ≥ 0, u > 0, 0 < α ≤ 1, t ∈ R.
Точно так же рассматривается и случай операторов G˜α,Qδ . Теорема 3.6
доказана.
4. Вспомогательные утверждения
4.1. Свойства выпуклых функций и величины m(h)
Отметим следующие два свойства выпуклых функций.
1. Если обе функции f и g неотрицательны, убывают и выпуклы
вниз на (0,+∞), то такой же функцией будет и произведение fg
(доказательство вытекает из определения выпуклой функции и
очевидного неравенства (f(x)− f(y))(g(x) − g(y)) ≥ 0 при всех
x, y > 0).
2. Если функция f неотрицательна, убывает и выпукла вниз на
(0,+∞), а функция g положительна, возрастает и выпукла
вверх на (0,+∞), то функция f(g(x)) неотрицательна, убывает
и выпукла вниз на (0,+∞) (доказательство легко получается
из определения выпуклой функции). В частности, при любом
ε ∈ (0, 1] функция f(xε) неотрицательна, убывает и выпукла
вниз на (0,+∞).
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Лемма 4.1. Пусть функция λ(x) выпукла вниз на (0,+∞) и λ(tk)→
0 для некоторой последовательности tk → +∞. Тогда при любых
ε ∈ (0, 1], γ ≥ 0 функция λ(xε)x−γ убывает к нулю и выпукла вниз
на (0,+∞). Если дополнительно λ(x) ∈ C1(0,+∞) и функция −λ′(x)
выпукла вниз на (0,+∞), то при любых ε ∈ (0, 1], γ ≥ 0 функция
−f ′(x) монотонно убывает к нулю и выпукла вниз на (0,+∞), где
f(x) = λ(xε)x−γ.
Доказательство. Пусть функция λ выпукла вниз на (0,+∞). Тогда
справедливо неравенство
λ(x2)− λ(x1)
x2 − x1
≤
λ(x3)− λ(x1)
x3 − x1
≤
λ(x3)− λ(x2)
x3 − x2
, 0 < x1 < x2 < x3.
(4.1)
Если в неравенстве (4.1) взять x3 = tk и перейти к пределу при
k →∞, то получим, что функция λ(x) убывает на (0,+∞) и, значит,
limx→+∞ λ(x) = limk→+∞ λ(tk) = 0. Поэтому при любых ε ∈ (0, 1],
γ ≥ 0 функция λ(xε)x−γ убывает к нулю и выпукла вниз на (0,+∞).
Пусть дополнительно λ(x) ∈ C1(0,+∞) и функция −λ′(x) выпу-
кла вниз на интервале (0,+∞). Из равенства λ(+∞) = 0 вытекает
сходимость интеграла
∫ +∞
1 λ
′(x) dx. Но функция λ′(x) монотонна на
интервале (x0,+∞) при некотором x0 ≥ 0. Поэтому λ
′(+∞) = 0 и,
значит, функция −λ′(x) убывает к нулю на (0,+∞). Тогда при любых
ε ∈ (0, 1], γ ≥ 0 функция −f ′(x) = ε(−λ′(xε))x−(γ+1−ε) + γλ(xε)x−γ−1
монотонно убывает к нулю и выпукла вниз на (0,+∞). Лемма 4.1
доказана.
В следующей лемме установлены свойства величины m(h) (см.
определение 3.2).
Лемма 4.2. Пусть h(x) ≤ 1 при x > 0. Тогда справедливы следую-
щие утверждения:
1. Если m(h) < +∞ и h(x0) = 1 при некотором x0 > 0, то h(x) =
1 при всех x ≥ x0.
2. m(h) = −∞ ⇐⇒ h(x) ≡ 1 на (0,+∞).
3. Если −∞ < m(h) < +∞, то функция (1 − h(xε))x−γ, ε > 0,
убывает по x ∈ (0,+∞) ⇐⇒ γ ≥ εm(h).
4. Если h(+0) = 1 и h(x) 6≡ 1 на (0,+∞), то m(h) > 0.
5. Если h(xk) → q < 1 для некоторой последовательности xk →
+∞, то m(h) ≥ 0. Если, дополнительно, h(x0) > q в некоторой
точке x0 > 0, то m(h) > 0.
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6. Если h′ непрерывна в точке 0 справа, h(0) = 1 и h′(0) 6= 0, то
m(h) ≥ 1.
7. Если функция h выпукла вниз на (0,+∞) и h(x) 6≡ const на
(0,+∞), то m(h) ∈ (0, 1].
8. Пусть x0 > 0 такая точка, что h(x) < 1 при 0 < x < x0 и
h(x) = 1 при x ≥ x0, а если h(x) < 1 при всех x > 0, то счита-
ем x0 := +∞. Если функция h дифференцируема на (0, x0), то
m(h) = sup{h′(x)x/(h(x)− 1) : 0 < x < x0}.
Доказательство. Если m(h) < +∞, то при некотором γ ∈ R фун-
кция f(x) = (1 − h(x))x−γ убывает и неотрицательна на (0,+∞).
Поэтому, если f(x0) = 0 при некотором x0 > 0, то f(x) = 0 при всех
x ≥ x0. Утверждение 1 доказано.
Докажем утверждение 2. Пустьm(h) = −∞. Тогда при всех γ ∈ R
функция f(x) = (1 − h(x))x−γ убывает на (0,+∞). Поэтому фун-
кция f , а, значит, и функция h дифференцируемы при почти всех
x ∈ (0,+∞). В тех точках x ∈ (0,+∞), где дифференцируема фун-
кция h, при всех γ ∈ R будет выполняться неравенство f ′(x) =
−x−γ−1 (xh′(x) + γ(1− h(x))) ≤ 0, которое эквивалентно условию
xh′(x) + γ(1− h(x)) ≥ 0. (4.2)
Обе части последнего неравенства делим на |γ| 6= 0 и переходим к
пределу при γ → −∞. Получаем, что h(x) ≥ 1, и, значит, h(x) = 1
во всех точках x ∈ (0,+∞), где дифференцируема функция h. Так
как множество таких точек всюду плотно на (0,+∞), то учитывая
утверждение 1, получаем, что h(x) ≡ 1 на (0,+∞). Необходимость в
утверждении 2 доказана. Достаточность очевидна.
Докажем утверждение 3. Если −∞ < m(h) < +∞, то очевидно
функция (1−h(xε))x−γ , ε > 0, убывает по x ∈ (0,+∞) ⇐⇒ функция
(1− h(x))x−γ/ε убывает по x ∈ (0,+∞) ⇐⇒ γ/ε ≥ m(h).
Докажем утверждение 4. Если m(h) ≤ 0, то функция 1 − h(x)
убывает на (0,+∞). Поэтому 0 ≤ 1 − h(x) ≤ 1 − h(+0) = 0 при всех
x > 0, что противоречит условию h(x) 6≡ 1 на (0,+∞).
Докажем утверждение 5. Если при некотором γ < 0 функция
λ(x) = (1 − h(x))x−γ убывает на (0,+∞), то существует конечный
предел λ(+∞), но λ(xk) → +∞. Поэтому m(h) ≥ 0. Если функция
1 − h(x) убывает на (0,+∞), то функция h(x) возрастает и, значит,
h(x) ≤ h(+∞) = q при x > 0. Поэтому, если дополнительно h(x0) > q
в некоторой точке x0 > 0, то m(h) > 0. Утверждение 5 доказано.
Докажем утверждение 6. Пусть при некотором γ ∈ R функция
f(x) = (1 − h(x))x−γ убывает на (0,+∞). Из условия вытекает, что
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при некотором x0 > 0 неравенство (4.2) выполняется при всех x ∈
(0, x0). Неравенство (4.2) делим на x > 0 и переходим к пределу при
x → +0. Получим неравенство h′(0)(1 − γ) ≥ 0. Так как h′(0) 6= 0,
то h′(0) < 0 (иначе h(x) > h(0) = 1 при малых x > 0, что противо-
речит условию). Поэтому γ ≥ 1 и, значит, m(h) ≥ 1. Утверждение 6
доказано.
Докажем утверждение 7. Пусть функция h выпукла вниз на ин-
тервале (0,+∞). Так как функция h ограничена сверху, то из не-
равенства h(x2)−h(x1)x2−x1 ≤
h(x3)−h(x1)
x3−x1
, 0 < x1 < x2 < x3, вытекает,
что функция h убывает на (0,+∞) и, значит, существует конечный
предел h(+0) ≤ 1. Если в этом неравенстве перейти к пределу при
x1 → +0, то получим, что функция (h(+0) − h(x))/x убывает на
(0,+∞). Следовательно убывает на (0,+∞) и функция (1− h(x))/x.
Поэтому m(h) ≤ 1. Если m(h) ≤ 0, то функция 1 − h(x) убывает на
(0,+∞), т.е. h(x) возрастает и, значит, h(x) ≡ const на (0,+∞), что
противоречит условию. Поэтому m(h) > 0. Утверждение 7 доказано.
Докажем утверждение 8. При любом γ ∈ R функция f(x) = (1−
h(x))x−γ неотрицательна на (0,+∞) и f(x) = 0 при x ≥ x0 (если x0 <
+∞). Поэтому функция f убывает на (0,+∞) ⇐⇒ f убывает на
(0, x0) ⇐⇒ при всех x ∈ (0, x0) выполняется неравенство (4.2) ⇐⇒
γ ≥ sup{h′(x)x/(h(x) − 1) : 0 < x < x0}. Утверждение 8 доказано.
Лемма 4.2 полностью доказана.
5. Доказательство теорем
5.1. Доказательство теоремы 3.1
Ряд Фурье для ядра K ∈ L1 (см. (1.4)) в нашем случае имеет вид
K(t) ∼
∞∑
k=1
2(1− h(kαδ))
kr
cos
(
kt−
βpi
2
)
. (5.1)
1) Если β = 2p+ 1, p ∈ Z, то
(−1)pK(t) ∼
∞∑
k=1
2(1− h(kαδ))
kr
sin kt =
∞∑
k=1
λk sin kt. (5.2)
К функции λ(x) применяем лемму 4.1 при tk = k
αδ (последователь-
ность h(|k|αδ), как коэффициенты Фурье интегрируемой функции
gα,δ, стремится к нулю). Так как α ∈ (0, 1], то при r ≥ α функция
f(x) = 2δλ(xαδ)xα−r убывает к нулю и выпукла вниз на (0,+∞). По-
этому последовательность λk = f(k), k ∈ N, монотонно убывает к
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нулю и выпукла вниз. В силу примера 2.1 (i) равенство (2.2) справе-
дливо при всех n ∈ N. Первое утверждение в теореме 3.1 доказано.
2) Если β = 2p, p ∈ Z, то
(−1)pK(t) ∼
∞∑
k=1
2(1− h(kαδ))
kr
cos kt =
∞∑
k=1
µk cos kt. (5.3)
Так как α ∈ (0, 1], то при r ≥ α+1 последовательность kµk = f(k), k ∈
N, где f(x) = 2δλ(xαδ)xα+1−r, монотонно убывает к нулю и выпукла
вниз. В силу примера 2.2 (iii) равенство (2.3) справедливо при n = 1.
Пусть дополнительно λ(x) ∈ C1(0,+∞) и функция −λ′(x) выпу-
кла вниз на интервале (0,+∞). Так как α ∈ (0, 1], то при r ≥ α после-
довательность µk = f(k), k ∈ N, убывает к нулю и выпукла вниз, где
f(x) = 2δλ(xαδ)xα−r и функция −f ′(x) выпукла вниз на (0,+∞) (см.
лемму 4.1). Поэтому ∆3µk =
∫ k+1
k (2f
′(x+1)−f ′(x)−f ′(x+2)) dx ≥ 0
для всех k ∈ N. В силу примера 2.2 (i) равенство (2.3) справедливо
при всех n ∈ N. Теорема 3.1 доказана.
5.2. Доказательство теоремы 3.2
Неравенства m(h) ≥ 0 и m(h) > 0, если h(x0) > 0 при некотором
x0 > 0, вытекают из утверждения 5 в лемме 4.2 при xk = k
αδ, k ∈
N, и q = 0 (последовательность h(|k|αδ), как коэффициенты Фурье
интегрируемой функции gα,δ, стремится к нулю).
1) Пусть β = 2p + 1, p ∈ Z и r ≥ αm(h) + 1. В этом случае для
ядра K ∈ L1 имеет место (5.2), где λk ≥ 0 и последовательность
kλk убывает (см. утверждение 3 в лемме 4.2). В силу примера 2.1 (ii)
равенство (2.2) справедливо при n = 1.
2) Пусть β = 2p, p ∈ Z и r ≥ αm(h) + 2. В этом случае для ядра
K ∈ L1 имеет место (5.3), где µk ≥ 0 и последовательность k
2µk
убывает (см. утверждение 3 в лемме 4.2). В силу примера 2.2 (ii)
равенство (2.3) справедливо при n = 1. Теорема 3.2 доказана.
5.3. Доказательство теоремы 3.3
Ряд Фурье для ядра K ∈ L1 (см. (1.4)) в нашем случае имеет вид
K(t) ∼
∞∑
k=1
2(1− (1 + kαδγ)h(kαδ))
kr
cos
(
kt−
βpi
2
)
. (5.4)
1) Если β = 2p+ 1, p ∈ Z, то
(−1)pK(t) ∼
∞∑
k=1
2(1− (1 + kαδγ)h(kαδ))
kr
sin kt =
∞∑
k=1
λk sin kt. (5.5)
В. П. Заставный 431
Здесь λk = f(k), k ∈ N, где f(x) = 2δ
ρλρ,γ(x
αδ)xαρ−r, x > 0, а фун-
кция λρ,γ(x) определена равенством (3.3). Если α ∈ (0, 1] и r ≥ αρ,
то функция f(x) убывает к нулю и выпукла вниз на (0,+∞). Поэто-
му последовательность λk = f(k), k ∈ N, монотонно убывает к нулю
и выпукла вниз. В силу примера 2.1 (i) равенство (2.2) справедливо
при всех n ∈ N. Если α > 1 и r ≥ αρ+ 1, то функция xf(x) убывает
к нулю на (0,+∞). Поэтому последовательность λk = kf(k), k ∈ N,
монотонно убывает к нулю. В силу примера 2.1 (ii) равенство (2.2)
справедливо при n = 1. Первое утверждение в теореме 3.3 доказано.
2) Если β = 2p, p ∈ Z, то
(−1)pK(t) ∼
∞∑
k=1
2(1− (1 + kαδγ)h(kαδ))
kr
cos kt =
∞∑
k=1
µk cos kt. (5.6)
Здесь µk = f(k), k ∈ N, где f(x) = 2δ
ρλρ,γ(x
αδ)xαρ−r, x > 0. Если
α ∈ (0, 1] и r ≥ αρ + 1, то функция xf(x), монотонно убывает к
нулю и выпукла вниз. Поэтому последовательность kµk, k ∈ N, мо-
нотонно убывает к нулю и выпукла вниз. В силу примера 2.2 (iii)
равенство (2.3) справедливо при n = 1. Если α > 1 и r ≥ αρ + 2,
то функция x2f(x), монотонно убывает к нулю. Поэтому последова-
тельность k2µk, k ∈ N, монотонно убывает и неотрицательна. В силу
примера 2.2 (ii) равенство (2.3) справедливо при n = 1.
Если α ∈ (0, 1] и r ≥ αρ, то функция f(x) = 2δρλρ,γ(x
αδ)xαρ−r
убывает к нулю и выпукла вниз на (0,+∞) (см. лемму 4.1). Поэтому
последовательность µk = f(k), k ∈ N, монотонно убывает к нулю и
выпукла вниз. Если дополнительно h ∈M3 и γ ≤ γ2(ρ, h), то функция
−λ′ρ,γ(x) выпукла вниз на (0,+∞) и, значит, функция −f
′(x) выпукла
вниз на (0,+∞) (см. лемму 4.1). Поэтому ∆3µk =
∫ k+1
k (2f
′(x + 1) −
f ′(x) − f ′(x + 2)) dx ≥ 0 для всех k ∈ N. В силу примера 2.2 (i)
равенство (2.3) справедливо при всех n ∈ N. Теорема 3.3 доказана.
5.4. Доказательство теоремы 3.4
Функция f(x) := (1+γ|t|αδ)h(|t|αδ) является положительно опре-
деленной и непрерывной на R. Мы рассматриваем случай (5.5), где
λk = 2(1 − νk)/k, k ∈ N, и νk = f(k), k ∈ Z+. В силу леммы 2.1 и
примера 2.1 (iii) равенство (2.2) справедливо при n = 1, r = 1 и r ≥ 2.
В случае (5.6), где µk = 2(1 − νk)/k, k ∈ N, и νk = f(k), k ∈ Z+
из примера 2.2 (iv) получаем, что равенство (2.3) справедливо при
n = 1, r = 2 и r ≥ 3. Теорема 3.4 доказана.
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