Microblogs are used by millions of users to express their emotions, such as joy, surprise and anger, on a plethora of different topics. For the same topic, different places may exhibit different emotions for identical topics. The goal of this work is to learn, model and predict emotions on various topics and in different cities. For this purpose, we propose a hybrid approach which combines spatial statistics (kriging) and recommendation system (matrix factorization-based). Our experimental evaluations, using millions of tweets across the United States, show that our hybrid approach outperforms individual approaches based on matrix factorization and Kriging alone. This case study shows the potential of combining spatial statistics methods such as Kriging with machine learning solutions to support knowledge discovery on spatial data.
INTRODUCTION
Emotions have the power to influence and determine the outcome of many major decisions our world makes today. From our personal life, to work, to even politics, emotions play a huge role in how we live our life. According to Nobel Laureate Herbert Simon, "In order to have anything like a complete theory of human rationality, we have to understand what role emotion plays in it. "
However, mapping and analyzing emotions is challenging due to sparsity of data. For some topic, a plethora of data may be available for one place, but little or no data may be available in other places. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. LocalRec'19, November 5, 2019, Chicago, IL, USA © 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-6963-3/19/11. . . $15.00 https://doi.org /10.1145/3356994.3365508 In this study, we utilize machine learning and geostatistics to interpolate the emotions of these undocumented cities. Our approach leverages Singular Value Decomposition (SVD) to fill data gaps and predict emotions for cities where only a limited amount of data is available. To improve these predictions, we further leverage Kriging to exploit spatial auto-correlation and interpolate emotions by using nearby data points.
Specifically, we address the problem of modeling and predicting emotions using large sets of geo-textual data and exemplify the approach using microblog data. In more detail, given a topic t (specified by a "hashtag" keyword or a latent topic), given a location l (specified by a place name), and given an emotion e (specified as one of eight emotions), the problem approached in this work is to predict the strength of emotion e for topic t in location l.
For this purpose, we study two orthogonal paradigms: First, we employ the concept of kriging, also known as Gaussian process regression, which is a spatial statistics approach to interpolate metric values (such as the strength of an emotion) on a map given locations of known value estimates. Intuitively, kriging estimates a degree of spatial autocorrelation, to estimate an unknown point given values in the spatial vicinity. The second concept we employ is matrix factorization using singular-value decomposition (SVD), a state-of-the-art approach in recommendation systems. Intuitively, SVD takes as input a matrix M of emotion values for (location, topic) pairs. It estimates an emotion e at location l for topic t by extracting latent features corresponding to the set of k largest eigenvalues of M. By combining both approaches, we can augment the latent features (of both topics and locations) learned by SVD, with spatial auto-correlation, thus allowing to predict that places close to each other are likely to have similar emotion towards the same topics.
We experimentally show that, by combining predictions made by kriging and SVD, and by utilizing the variance information of kriging, which indicates the level of confidence that kriging has for a specific spatial location, we are able to propose a hybrid approach which outperforms each individual approach.
RELATED WORK
There has been extensive research on integrating emotions into recommender systems for a wide range of applications [10, 23] but without explictly using spatial information. To include spatial information, a pioneering approach by Bohnert et al. [6] uses Kriging to predict which exhibits in a museum users would enjoy seeing next. While this study compared Kriging with classical recommendation systems based on collaborative filtering, this work does not combine the two approaches, raising the question if both approaches can be used to leverage each other.
Klettner et al. [14] propose a framework, the "EmoMap", for crowdsourcing emotion data from individuals. The main focus of this work is the crowd-sourced collection of emotion information such as comfort, safety, and attractiveness in different locations of an urban environment. Therefore, the focus on this work is not on the emotion of textual topics, but on the subjective feeling of different locations in a city. While kriging is used for visualization, there is no evaluation on whether the resulting predictions are accurate. More recent work has studied the problem of mapping emotions using geotagged microblog data [11] . Similar to ours, this work employs lexicon-based analysis and extraction of emotions. Yet, our goal is to predict the emotions in areas where no data is available, rather than mapping and qualitatively analyzing the emotions of existing data.
PRELIMINARIES
In this section, we describe our approach to preprocess and extract topics from geo-textual data, how to detect emotions within a text document, and how to predict empotions using kriging and truncated singular value decomposition.
Geo-Textual Topic Modeling
To extract topics from these documents, we used both explicit and latent topic model, as described in the follows. Explicit Topic Modeling: We manually specified 35 over-arching topics from common restaurant names from the Yelp data set (such as "Starbucks" and "Wholefoods") and trending hashtags or specific word combinations on twitter (such as #christmas and "governmentshutdown") which were manually selected based on current events at the time of collection. Latent Topic Modeling: We further applied latent topic modeling using Latent Dirichlet Allocation (LDA) [5] -a generative probabilistic model which assumes that each tweet is a mixture of underlying (latent) topics, and each topic has a (latent) distribution of more and less likely keywords. After running LDA, we used the topic distribution for each tweet to assign each tweet to the topic with the highest probability. Regardless of using the explicit or latent topic modeling approach, for each topic and location pair, we group our set of tweets both by location (using the 257 cities) and by topic. In the next section, the explain our approach to associate each of these microblogs with emotion information.
Emotion Detection
There are many methods to detect emotion including lexicons, wearable physiological sensors -a computing device integrated with various sensors [3] and the EQ-Radio -a device that can detect a person's emotions using wireless signals [9] .
For this study, we implemented the NRC Emotion Association Lexicon created by the experts of the National Research Council of Canada (NRC) which focuses on how emotions manifest in the written word [18] . The NRC Emotion Association Lexicon lists English words and their associations to eight basic emotions; anger, fear, anticipation, trust, surprise, sadness, joy, and disgust, based on Robert Plutchik's theory of eight basic emotions [20] . For comparison of the NRC lexicon to other lexicons refer to [22] .
The NRC lexicon was applied to all tokenized words in each document (tweets and Yelp reviews). This yields, for each document d a count EmoCount(d, e) of emotion words for any emotion e, thus allowing us to calculate the proportion of the emotions present in each document. For a place, topic, and emotion, we simply define the intensity of emotion as the average number of emotion-words at that place having that topic.
Kriging
The geostatistics technique kriging is used to interpolate values of non-sampled locations from a collection of sampled areas and estimates the uncertainty surrounding the predicted value [25] . This study incorporates Ordinary Kriging which assumes a constant stationary function and is calculated using Equation 1:
where x 0 is the point to be estimated, w i is a vector of weight factors for all observed points that will make a contribution to the unobserved point, and z(x i ) is the measured value at the i t h location [12] . To determine the weights w i , the concept of a semivariogram values is used to describe correlation as a function of distance. The empirical semivariogram values are calculated by substituting the distance between two observed points into the variogram model shown in Equation 2:
where d is the distance between observed point pairs i and j, var is the variance, and z(x i ) and z(x i ) are the observed values at point x i and x j [1] .
The error variance σ 2 of the predicted value, can be calculated as follows [8] :
where d 0,i is the distance between points x 0 and x i , and L is the Lagrange multiplier.
Truncated Singular Value Decomposition
Matrix factorization has become the state-of-the-art technique for recommendation systems as popularized by the Singular Value Decomposition (SVD) method used in the 2015 Netflix Challenge [15] . The idea behind such latent factor models is that a large portion of a n × m data matrix R may be highly correlated, and can be approximated by matrices of a lower rank. For example, a matrix that stores an emotion value for each of n topics, and each of m locations may have high redundancy: Some topics may be very similar to each other, while some locations may exhibit similar reactions to topics. Definition 3.1 (Singular Value Decomposition (SVD)). Let R be a m × n matrix. SVD factorizes R into three components:
where U is a m × m matrix, V is a n × n matrix, and Σ is a m × n diagonal matrix containing the singular values of R in descending magnitude. Intuitively, Σ can be seen as a scaling matrix, that scales dimensions according to their variance/information. U and V can be seen as rotation matrices, which rotate the data space in the directions of the highest variance components.
While SVD has proven its predictive power in many applications such as user-movie recommendation [4] and face recognition [24] , it does not explicitly allow to model spatial locations and spatial auto-correlation. This limitation motivates our approach to combine SVD with Kriging, as described in the following.
A HYBRID APPROACH TO COMBINE RECOMMENDER SYSTEMS AND SPATIAL STATISTICS
Given a geo-textual dataset, we first group all data by city and topic. For each group, we compute the average EmoCount(d, e) values for each emotion e over all documents d in this group (i.e., having the same city and topic). This results in a three mode (city × topic × emotion) tensor, that provides the average EmoCount(d, e) over all documents d in a specific city and for a specific topic, for a specific emotion e. Using approximated point locations for each city, we can now obtain kriging predictions (Equation 1) and the corresponding error variance (Equation 3 ). Next, we linearize the tensor into a matrix where each line corresponds to a (location, topic) pair to feed to SVD. This transformation is performed to directly apply SVD to the full tensor, rather than building a model separately for each emotion. This allows SVD to learn correlations between different emotions. Applying SVD to this matrix yields a SVD predictionr i j obtained from expanding the truncated components of Equation 4).
The following section proposes two hybrid models to combine these three predictors, σ 2 ,ẑ(x 0 ) andr i j .
Multilinear Regression. Our first approach simply combines the kriging-based emotion prediction at a location (including the predicted value and the error varriance) with the SVD-based prediction using a linear model which we have named Hybrid Linear Regression (HLR).
Definition 4.1 (Hybrid Linear Model).
Let t be a topic, let x 0 be a location and let e be an emotion. Further, letẑ(x 0 ) be the krigingbased emotion prediction and let σ 2 (x 0 ) be the kriging error variance. Also, letr i j be the SVD prediction obtained, where line i corresponds to the (location, topic)-pair (x 0 , l), and column j corresponds to emotion e. We predict the intensity of e for topic t at location x 0 using the following linear model:
An interesting part of this regression model is the interaction term β n ·ẑ(x 0 ) · σ 2 (x 0 ), which allows the model to learn to give less weight to the kriging estimatingẑ(x 0 ) if the kriging variance σ 2 (x 0 ) is high, i.e., if kriging is not confident about it's estimation.
Neural Network Model. We additionally used a machine learning model that we implemented in a two layer neural network, with 300 neurons in the first layer and 100 neurons in the second layer which we have named Hybrid Neural Network (HNN). Since neural networks can be considered a black box where hyperparameters are fine tuned through grid search or evaluating every combination, we tested various combinations of layers and neurons for our model ranging from one to three layers, and 50 to 500 neurons. After running different networks, we found that a two layer network with 300 neurons in the first layer and 100 neurons in the second layer performed the best.
The input layer of the neural network takes the variables, σ 2 (x 0 ), z(x 0 ), andr i j . The hidden layers will then calculate the weights of the variables and determine the value of the output variable. The neural network uses stochastic gradient descent using backpropagation to alter the weights between neurons to reduce the 
whereẑ is the output value for a specific layer, x is the input layer, w is the weight between the neurons, and b is the bias between the neurons.ẑ is fed into the Sigmoid activation function which performs a transformation on the input received in order to keep values within a manageable range [17] . Therefore h 1 1 = f (ẑ) and is fed into the next layer, using the following equation:
where n is the number of hidden layer inputs and the output of the first layer, h 1 i , is now the input layer. The final prediction value,ŷ, is calculated onceẑ is fed through another Sigmoid activation function whereŷ = f (z) [13] . More details on using neural networks for prediction can be found in [21] .
In the following section, we empirically evaluate which approach yields the most promising results for topic-based emotion prediction: kriging, SVD, or one of the hybrid approaches.
EXPERIMENTAL EVALUATION
To analyze the emotions on different topics in different places, our approach utilizes Twitter microblogs and Yelp user reviews. The tweets were collected through web scraping over a period of five months from September 8, 2018 to February 15, 2019. and the user reviews were derived from Yelp's Dataset Challenge [2] . For both data sets, we selected data in 257 cities in the United States. The resulting 2,814,840 documents were all tokenized by word as well as treated to remove punctuation, numbers, and stop-words.
For this study we tested the error of each algorithm: stand-alone SVD, standalone-kriging, the hybrid approach using linear regression (HLR), and the hybrid approach using a neural network (HNN). We tested the RMSE for each approach based on two data sets: the data collected from Twitter and Yelp using explicit topics, and the latent topic data set as described in Section 3.1. For the first data set, we used randomly sampled subsets of size 500,000 (Data Set A), 1.5 million (Data Set B), and the full 2.5 million (Data Set C) to evaluate efficiency. We also observed the RMSE for the latent feature data set (Data Set D), having 3.5 million documents, to verify that our approach was not over-fitting to the first data set. Figure 1 shows the RMSE results for document sizes 500,000, 1.5 million, 2.5 million, and 3.5 million labeled A, B, C, and D, respectively. First, we observe that all algorithms improve as the dataset size increases in Datasets A, B, and C. This is intuitive, as a larger data set to learn from allows all algorithms to exploit more information for more accuracte predictions. For Dataset D we see a huge spike in RMSE. This can be explained, as Dataset D is generated differently (using latent topics rather than explicit topics), and it appears that the supervising task of manually identifying topics does help the algorithm significantly. In contrast, Dataset D may have very noisy topics, which are difficult to be exploited for accurate emotion predictions.
More importantly, Figure 1 shows our main result: Standalone kriging yields the largest prediction error. Standalone SVD improves this result significantly, thus proving to be a better model for predicting emotions. But, surprisingly, combining kriging and SVD outperforms standalone-SVD, showing the potential of combining the two orthogonal concepts. While the difference in RMSE between SVD, HLR and HNN is difficult to see, we show the relative difference in RMSE between them in Figure 2 . Using SVD as a baseline, Figure 2 shows the relative improvement (in % of RMSE) of HLR and HNN compared to SVD for the four datasets.
To summarize these experiments, we see that SVD outperforms kriging, but our hybrid approaches significantly outperform SVD by up to nearly 10% of RMSE. This result is not insignificant, as an improvement of recommendation systems of 10% can be tremendous, shown by the example of the Netflix Challenge, where the $1M challenge was to decrease the RMSE by 10%. Further, we show that the neural network based HNN approach yields better results than the linear regression approach. Our result shows that the combination of recommender systems and spatial statistics is a powerful combination that is more potent than the sum of its parts.
CONCLUSIONS
In this work, we propose an approach to predict the emotion of an area for a given topic derived from microblogs to learn from. We approach this problem from two different angles. First, we tackle the problem from a geostatistical perspective, using kriging to learn the spatial autocorrelation of different emotions of nearby places to interpolate the emotion at an unknown location. Second, we tackle the problem for a machine learning perspective, using a matrix factorization approach to learn latent emotion-features of topics and locations that the human eye cannot detect. These two different angles give the prediction algorithm more context to work with, thus resulting in better accuracy.
The models, HLR and HNN, have taken the strong suites of Kriging and SVD and combined them to outperform each individual approach. For future work we will implement the algorithm in the real estate domain which has heavily relied on Kriging as a means to interpolate housing prices [7, 16, 19] . Extending the works that have already been done with Kriging, and integrating them with SVD, we will expand our research scope to apply HLR and HNN to strengthen the approach in interpolating housing prices.
