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EXTREMAL UNITAL COMPLETELY POSITIVE MAPS AND ITS
SYMMETRIES
ANILESH MOHARI
Abstract
We consider the convex set of ( unital ) positive ( completely ) maps from a C∗ algebra A to a
von-Neumann sub-algebra M of B(H), the algebra of bounded linear operators on a Hilbert space
H and study its extreme points via its canonical lifting to the convex set of ( unital ) positive (
complete ) normal maps from Aˆ to M, where Aˆ is the universal enveloping von-Neumann algebra
over A. If A = M and a ( complete ) positive operator τ is a unique sum of a normal and a
singular ( complete ) positive maps. Furthermore, a unital complete positive map is a unique
convex combination of unital normal and singular complete positive maps. We used a duality
argument to find a criteria for extremal elements in the convex set of unital completely positive
maps having a given faithful normal invariant state. In our investigation, gauge symmetry in
Stinespring representation and Kadison theorem on order isomorphism played an important role.
1. Introduction:
An irreversible quantum dynamics in discrete time is governed by a complete posi-
tive map [St] on a non commutative algebra of observables. A given physics problem
often fixes the algebra of observables made of elements from a suitable unital C∗-
algebra A over the field of complex numbers. Once a unital C∗-algebra A is fixed,
a mathematically challenging problem is to classify or parametrize all complete
positive maps by more elementary mathematical objects. E. Størmer [Stø] and W.
Arveson [Ar] gave mathematical foundation to this classification problem within the
frame of Krein-Milman-Choquet theory [Ph]. A simplified presentation of Størmer-
Arveson’s approach towards the same problem is also given by M. D. Choi [Ch] for
A =Md(C), the algebra of d-dimensional matrices over the field of complex number
C. In other similar context with possible extensions of these results, extreme points
are studied in details in many follow up works, here we cite some of them [Pas],
[HMP], [Ra], [Ts] for a historical account.
On the other hand, a state of a bipartite system, either in quantum information
theory [MW,Pa,PSa,Oh] or two sided infinite quantum spin chain models [Mo2,Mo3]
on a lattice, give rises unital completely positive map as follows: Let AL and AR
be two C∗-algebras of a unital C∗ algebra A such that A = AL ⊗ AR, where C
∗
norm of A is taken to be the maximal one. For two faithful states ωL and ωR on
AL and AR respectively, we consider the non empty convex set
CωL,ωR = {ω : A → C, a state with ω|AL = ωL, ω|AR = ωR}
Then each element ω ∈ CωL,ωR determines unique unital completely positive maps
τω : AR → piωL(AL)
′′
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τ˜ω : AL → piωR(AR)
′′
such that
ωLτω = ωR
and
ωRτ˜ω = ωL
Furthermore, the maps ω → τω, ω → τ˜ω are affine continuous maps in Bounded
weak topology [Ar,Pa]. The map τω → τ˜ω is an affine one to one map satisfying
the duality relation for all x ∈ AL and y ∈ AR
(1) ω(x⊗ y) =< JLτω(y)JLζωL , piωL(x)ζωL >=< JRpiωR(x)JRζωR , τ˜(y)ζωR >
where ωL and ωR are cyclic and separating vectors for piω(AL)
′′ and piωR(AR)
′′
in HωL and HωR respectively. Furthermore, JL and JR are conjugate operators
of Tomita [BR1] associated with ωL and ωR respectively. Thus the convex set
CP1(A,M) of unital completely positive maps from a C
∗ algebra A to a von-
Neumann algebraM plays an important role in quantum communication channels
[Par,PSa,MW,Oh]. Our main aim in this paper is to find finer structures of its
extreme points and investigate how two extreme points are related for a possible
classification of its extreme points upto cocycle conjugation.
In this paper, we start with a little different approach then [Stø,Ar] and generalize
classical work of J. Tomiyama [To1,To2,To3] on Lebesgue decomposition of a norm
one projection on a von-Neumann algebraM. We follow closely S. Sakai’s Lebesgue
decomposition [Ta] of a positive functional on a von Neumann algebra to prove: an
extremal unital completely positive map on a von Neumann factor M is either a
normal map or a singular map. Furthermore, any other unital completely positive
map τ on a von Neumann factorM is a unique convex combination of a normal τσ
and a singular τs unital completely positive map onM. In this analysis, Stinespring
representation played no role.
More generally, let CP1(A,M) be the convex set of unital completely positive
map from a C∗-algebra A to a von Neumann algebraM, which is acting on separa-
ble Hilbert space H over the field of complex numbers C and B(H) be the algebra
of bounded operators on H.
For a given unital completely positive map τ : A → M, we have unique upto
isomorphism minimal Stinespring representation (K, pi, V )
(2) τ(x) = V pi(x)V ∗
for all x ∈ A, where pi : A → B(K) is a unital ∗-homomorphism and K is the cyclic
Hilbert space generated by pi and H i.e. {pi(x)f : x ∈ A, f ∈ H} is total in K and
V ∗ : H → K is an isometry. Let pˆi : A∗∗ → A be the universal lifting map so that
p˜ii = pi on A, where A∗∗ is the universal von-Neumann algebra over A isomorphic
to the dual Banach space of the dual space A∗ of A. Let zpi be the element in
the centre of A∗∗, the support projection of the representation pi, then we define
elements τσ, τs ∈ CP (A,M) by
τσ(x) = V p˜i(i(x)zpi)V
∗
τs(x) = V p˜i(i(x)zpi)V
∗
for all x ∈ A. Furthermore, we prove that the collection
CP σ1 (A,M) = {τσ : τ ∈ CP1(A,M)}
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is also a sequentially closed convex set in Bounded Weak topology and any ele-
ment τ ∈ CP1(A,M) is a convex combination of elements from CP
σ
1 (A,M) and
CP s1 (A,M), where
CP s1 (S,M) = {τ ∈ CP1(A,M) : τσ = 0}
In particular, using duality relation (1) and symmetries in Stinespring represen-
tation (2), we prove τ is an extremal element in
CPφ = {τ ∈ CP1(A,M) : φτ = φ}
where M = piφ(A)
′′ for a faithful normal state of M if, and only if there exists no
non-trivial λ = (λkj ) with entries in M
′ satisfying the relation∑
α,β
vαλ
α
βv
∗
β = 0,
∑
α,β
v˜αλ˜
α
β v˜
∗
β = 0,
where λ→ λ˜ is an unital order-isomorphism map onMnτ (M
′)), (v∗α : 1 ≤ α ≤ nτ )
and (v˜∗α : 1 ≤ α ≤ nτ ) are Krause elements in minimal Stinespring representation
of τ and τ˜ respectively. Furthermore, if τ admits inner representation, then same
condition holds with entries tαβ in the centre of M and order isomorphism is given
by
t˜αβ = t
β
α
The proof relies on Størmer-Arveson version of Radon-Nikodym theorem for com-
pletely positive maps and Kadison theorem [Ka1] on unital order isomorphism on
C∗-algebras. In particular, this result generalize a well known criteria [LS] valid for
M =Mn(C) and φ = tr, the normalize trace.
In the last section, we deal with simplest situation Cφ = CωL,ωR where we have
taken AL =Mn(C) and AR =Mn(C) with ωL = ωR = φ, where φ is a faithful state
onMn(C). We prove that an element ψ ∈ Cφ is a factor state if τψ is an extremal
element in CPφ. Furthermore, ψ is a pure state in Cφ if, and only if τψ ∈ CPφ is an
automorphism on M. The last statement is a generalization of a theorem proved
in [Oh] with φ = tr.
2. A decomposition of completely positive maps:
Let A be a unital C∗-algebra. A linear map τ : A → A is called positive if τ(x) ≥ 0
for all x ≥ 0. Such a map is automatically bounded with norm ||τ || = ||τ(I)||. A
linear map τ : A → A is called n-positive [St] (CP ) if τ ⊗ In : A⊗Mn → A⊗Mn
is positive, where τ ⊗ In is defined by (x
i
j)→ (τ(x
i
j)) with elements (x
i
j) are in A.
If τ is n-positive for each n ≥ 1, τ is called completely positive.
For each unital representation pi : A → B(Hpi) of A, we denote byM(pi) the von-
Neumann algebra pi(A)′′ generated by pi(A) in B(Hpi). A representation (pi,Hpi) is
called universal if for any representation (ρ,Kρ) there exists a σ-weak continuous
∗-homomorphism ρˆ of M(pi) onto M(ρ) such that
ρ(x) = ρˆ(pi(x))
If (pi,Hpi) is a universal representation of A, M(pi) is called universal enveloping
von-Neumann algebra of A. The universal enveloping von-Neumann algebra is
uniquely determined upto isomorphism. We recall now two standard constructions
of universal enveloping von-Neumann algebras, each one has its own merit.
Let A∗ be the Banach space dual of A and A∗∗ be the double dual of A i.e.
dual Banach space of A∗. Let i : A → A∗∗ ≡ MAu be the inclusion map of A
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into A∗∗. For a representation pi : A → B(Hpi), we set von-Neumann algebra
Mpi = pi(A)
′′ and the Banach space adjoint linear map by pit :M∗pi → A
∗. We set
now linear map (pit)∗ : (Mpi)∗ → A
∗ by restricting pit to (Mpi)∗. Finally, we set
notation pˆi : A∗∗ → Mpi for the Banach space adjoint map of (pi
t)∗. Thus by our
construction pˆi is a normal map, being the dual of a bounded linear map on their
pre-dual Banach spaces.
The enveloping von-Neumann algebra A∗∗ of a C∗-algebra A is defined to be
the double dual A∗∗ of A. That A∗∗, being a dual of a Banach space, is a von-
Neumann algebra [Sa]. The following proposition says A∗∗ is indeed the universal
von-Neumann algebra of A.
Proposition 2.1. Let (pi,Hpi) be a representation of A. We have the following
properties:
(a) pˆi : A∗∗ → Mpi is a linear map which is continuous with respect to weak
∗
topologies on A∗∗ and Mpi. The map pˆi takes the norm closed unit ball of A
∗∗ onto
the norm closed unit ball of Mpi;
(b) pˆi ◦ i = pi on A;
(c) pˆi is a unital completely positive map from A∗∗ onto Mpi;
(d) For any central element z ∈ A∗∗, pˆi(z) is an element in the center of Mpi.
Proof. For statement (a) and (b), we refer to Lemma 2.2 in Chapter 3 of [Ta].
Statement (c) and (d) are as well known but could not find a suitable ready
reference. Here we indicate a proof. Since pi is a positive map and so is its transpose
pit. Thus the restriction (pit)∗ is also positive. That pˆi is positive follows as (pi
t)∗
is positive and onto. For n−positive property of pˆi, we note that the universal
enveloping algebra over Mn(A) is Mn(A
∗∗) and the canonical map i ⊗ In is the
inclusion map of Mn(A) into Mn(A
∗∗). Furthermore, for a representation pi : A →
B(Hpi), we also have pˆi ⊗ In ◦ i⊗ In = pi ⊗ In. This shows in particular that pˆi is a
completely positive map and its restriction on i(A) is a representation.
By Kadison-Schwarz inequality [Ka2] for unital completely positive map we have
pˆi(x∗y) = pˆi(x∗)pˆi(y) for x ∈ A∗∗ and y ∈ i(A) since pˆi(y∗y) = pˆi(y∗)pˆi(y) for
y ∈ i(A). Taking adjoint in the above relation we also get pˆi(y∗x) = pˆi(y∗)pˆi(x).
Operator algebras involved are being ∗-closed and also pˆi being onto, we get pˆi(x) ∈
Mpi
⋂
M′pi if x ∈ A
∗∗
⋂
A∗∗
′
.
Let S(A) be the convex set of states on A and (Hφ, piφ, ζφ) be the GNS repre-
sentation associated with a state φ on A. The universal von-Neumann algebra of
A is given by MAu = {piu(x) : x ∈ A}
′′, where piu(x) = ⊕φ∈S(A)piφ(x) is the direct
sum of representations on
Hu = ⊕φ∈S(A)Hφ
Since any representation (pi,Hpi) is a direct sum of cyclic representation,M
A
u is the
universal von-Neumann algebra of A.
We defined left and right action of a C∗-algebra A on its dual A∗ by
(3) < y, xω >=< yx, ω >, < y, ωx >=< xy, ω >
where < ., . > denotes evaluation of a functional on a given element in the Banach
space. The crucial property that A is an algebra is used here to define these actions
on A. A subspace of A∗ is called A invariant if the subspace is invariant by both
left and right action. Given a A-invariant subspace V of A∗
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A projection in the center of A∗∗ determines uniquely a representation of A upto
quasi-equivalence i.e. a representation pi is quasi-equivalent to the sub-representation
x→ piu(x)zpi for some central projection zpi in piu(A)
′′. The projection zpi is called
support of the representation in A∗∗, determined unique by the representation pi
upto isomorphism. Given a central projection zpi, there exists a uniquely deter-
mined A-invariant norm closed subspace V (pi) of A∗ given by pit(M∗(pi)) i.e. The
range of the map pit :M∗ → A∗ restricted toM∗. Conversely, given a norm closed
A-invariant subspace of A∗, there exists a central projection z in A∗∗ such that the
representation ρ : x → piu(x)z is non-degenerate and V (ρ) = V . For details, we
once more refer to section 2 of Chapter 3 in [Ta].
Let M be a von-Neumann algebra acting on a Hilbert space (H, < ., . >) over
the field of complex numbers, where the inner product is linear in second variable.
Let M∗ be the pre-dual Banach space of M. For a von-Neumann algebra M,
M∗ is a proper subset unless M is finite dimensional. However the unit ball
of M∗ is a dense subset in the unit ball of M
∗ in the weak∗ topology on M∗.
NeverthelessM∗ is sequentially closed [Ta] and given any bounded linear functional
ω on M there is a unique element ωσ ∈ M∗ so that ω = ωσ + ωs determined by
||ω − ωσ|| = minω′∈M∗ ||ω − ω
′||. The element ωs is called purely singular on M
unless it is the zero element. In the following we describe such a decomposition via
universal enveloping algebra of M.
Now we take A =M, a von-Neumann algebra in Proposition 2.1 and pi :M→
M⊆ B(H) be the identity representation. Let zpi be the support projection of the
representation pi :M→M in M∗∗. Thus pˆi(z) is an element in the center of M,
where pˆi is the lift of pi to the universal enveloping algebra defined in Proposition
2.1.
Proposition 2.2. LetM be a von-Neumann algebra with its pre-dual space M∗
and dual M∗. Then there exist a unique central projection z ∈M∗∗ so that
M∗ =M
∗z,
where M∗∗ acts natural on the Banach space M∗ given by
< y, xω >=< yx, ω >, < y, ωx >=< xy, ω >
for x, y ∈M∗∗ and ω ∈M∗.
Proof. The von-Neumann algebraM is dense in weak∗ topology ofM∗∗ ( since
unit ball ofM∗ is dense in the unit ball ofM
∗ ) andM∗ is aM
∗∗-invariant norm
closed subspace of M∗. Thus by Theorem 2.7 in Chapter -III [Ta], we conclude
that M∗ =M
∗z.
Proposition 2.3. An element ω ∈ M∗ determines uniquely an element ωσ ∈
M∗ defined by
ωσ(x) =< ω, zi(x) >
for all x ∈ M and the map ω → ωσ ∈ M
∗ is positive linear contractive map on
the Banach space M∗. The element ωs(x) =< ω, (1 − z)i(x) > in M
∗ is singular
provided z 6= 1. The decomposition ω = ωσ + ωs is also uniquely determined and
||ω|| = ||ωσ||+ ||ωs||.
Proof. We refer chapter 3 in [Ta,Chapter 3.2] for details.
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Let A be a C∗ algebra and M be a von-Neumann algebra acting on a Hilbert
space H. For a positive map τ : A →M ⊆ B(H), we set a positive map τˆ : A∗∗ →
M, the adjoint map of (τ t)∗ :M∗ → A
∗, where τ t :M∗ → A∗ is the adjoint map
of τ : A →M. Thus we have the lifting property
τˆ ◦ i = τ
where we recall i : A → A∗∗ is the canonical inclusion map.
A positive linear map τ : M→M is called normal if l.u.b.τ(xα) = τ(l.u.b.xα)
for any bounded increasing net xα inM where l.u.b. denotes least upper bound. We
will use notations P σ and CP σ(M) for the convex set of positive and completely
positive normal maps onM. When there is no room for confusion,, we will simply
denote them by P σ and CP σ respectively.
In contrast, a positive non-zero map τ :M→M is called singular if φτ is either
zero or a purely singular positive functional for any positive normal functional φ of
M. We will use notations P s(M) and CP s(M) for the convex set of positive and
completely positive singular maps on M respectively. When there is no room for
confusion, we will simply denote them by P s and CP s respectively.
The following proposition says along the same vein now for the class of positive
or completely positive maps on M. The result is well known for quite some time
[To2] for completely positive map.
Proposition 2.4. Given a positive map τ on M, there is a unique normal
positive map τσ on M and a singular positive map τs such that
τ = τσ + τs,
where τσ, τs are determined uniquely by the decomposition
ωτσ = (ωτ)σ , ωτs = (ωτ)s
of a normal state ω. Furthermore, the set of normal positive maps on M is se-
quentially closed in the set of positive maps on M. Furthermore, if τ is n-positive,
then τσ and τs are also n-positive.
Proof. Let M∗∗ be the universal von-Neumann algebra of M and i : M →
M∗∗ be the canonical inclusion map of M into M∗∗. We write for an element
ω ∈M∗
(ωτ)σ(x) =< ωτ, zi(x) >
where z is the central projection inM∗∗. The map ω → (ωτ)σ determines a normal
positive linear map τσ onM by ωτσ(x) =< ωτ, zi(x) > for all x ∈M and ω ∈ M∗.
It also shows clearly that τσ is n-positive as τσ ⊗ In = (τ ⊗ In)σ for n-positive map
τ . Similarly we also have ωτs(x) =< ωτ, (1− z)i(x) > for all x ∈M, ω ∈M∗ and
the induced map τs is also n-positive if τ is so.
Let τn be a sequence of such normal maps on M and its bounded weak limit
is τ i.e. ω(τn(x)) → ω(τ(x)) for all ω ∈ M∗ and x ∈ M. Let τs be the singular
part of τ . Then singular part of ωτn also converges to singular part of ωτ in weak
∗
topology. Since each τn is normal and so is ω, we get ωτ
n
s = 0. Since this holds for
all ω ∈M∗, we arrive at our desired claim that τs = 0.
A non-zero positive map is called purely singular in short singular if its normal
part of the unique decomposition contributes the zero map. The convex set of
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unital completely positive maps on M is compact in Bounded-Weak topology of
William Arveson [Ar, Pa]. One natural question that arises at this point: when a
unital completely positive map onM is a convex combination of unital normal and
singular completely positive maps?
Proposition 2.5. Let M be von-Neumann algebra and z be central projection
in the universal enveloping algebra M∗∗ such that M∗ = zM
∗. A positive map
τ : M → M is a convex combination of two unital positive maps τσ ∈ CPσ and
τs ∈ CPs with λ ∈ [0, 1] i.e.
(4) τ = λτσ + (1− λ)τs
if and only if τˆ (z) is a scaler where τˆ is the unique completely positive unital normal
map from M∗∗ to M such that following relation holds:
(5) < ωτ, x >=< ω, τˆ(x) >
for all x ∈ M∗∗ and ω ∈ M∗. Furthermore, the map τ → τˆ is affine and one to
one.
Proof. By Proposition 2.4, we have
(ωτ)σ(x) =< ωτ, zi(x) >=< ω, τˆ (zi(x)) >
for all x ∈ M and ω ∈ M∗. Uniqueness of the decomposition into normal and
singular completely positive maps ensures that
τσ(x) = τˆ(zi(x))
for x ∈ M. So we also have
τs(x) = τˆ ((I − z)i(x))
x ∈ M such that τ = τσ + τs.
If τˆ (z) ∈ M is a scaler say λ = τˆ (z) ∈ [0, 1], we can rewrite τ = τσ + τs as in
(4) by obvious modifications. On the converse, if τ is a convex combination of two
unital elements given as in (4), we conclude by uniqueness of the decomposition,
τˆ (z) = λ is a scaler.
A unital completely positive map τ : A → B(H) on a unital C∗ algebra A admits
a minimal Stinespring representation [St]
(6) τ(x) = V pi(x)V ∗,
where pi : A → B(Hτ ) is a ∗-representation of A into B(Hτ), which is the Hilbert
space completion of the kernel given on the set A⊗H by
k(x⊗ ζ, y ⊗ η) =< ζ, τ(x∗y)η >
and V ∗ : H → Hs is an isometry from H into Hs defined by
V ∗ : ζ → I ⊗ ζ
such that {pi(x)V ∗ζ : x ∈ A, ζ ∈ H} spans Hτ . Such a minimal Stinespring triplet
(Hτ , pi, V ∗) is uniquely determined modulo unitary equivalence i.e. if (H′, pi′, V ′∗)
be another triplet associated with τ with cyclic property, then we getW ∗ : pi(x)V ∗ζ →
pi′(x)V ′∗ζ, x ∈ A, ζ ∈ H is an unitary operator so that
(7) W ∗V ∗ = V ′∗ and W ∗pi(x)W = pi′(x), x ∈ A
An alternative constructions of τσ and τs for unital CP map τ : M → M are
given as follows.
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Let τ(x) = V pi(x)V ∗ be the Stinespring minimal representation of τ : M →
B(H) i.e. pi : M→ B(K) is the unique unital representation in a Hilbert space K
and V ∗ : K → H is the unique isometry ( modulo unitary equivalence ). Let zpi be
the support projection of the representation pi :M→ B(K) i.e. is quasi-equivalent
to pi′ :M→M∗∗ defined by
pi′(x) = piu(x)zpi
Note that support projection does not depend on the choice of the minimal Stine-
spring dilation pi we choose as zpi = zpi′ by Proposition 2.12 in Chapter 3 [Ta] for
any choice pi′.
Furthermore, by the duality relation (5), we verify the universal lifting property
of τ → τˆ as follows: for ω ∈ M∗ and x ∈ M
< ω, τˆ(i(x)) >
=< ωτ, i(x) >
=< ωτ, x >
i.e. τˆ ◦ i = τ
In particular, we have by Proposition 2.5,
pˆiσ(x) = pˆi(i(x)zpi)
pˆis(x) = pˆi(i(x)(I − zpi))
for all x ∈M and thus
τσ(x) = V pˆi(zpii(x))V
∗
and
τs(x) = V pˆi((I − zpi)i(x))V
∗
where zpi is the support of pi in M
∗∗ and pˆi :M∗∗ → B(K) is the lifting map of the
representation pi : M → B(K) defined as in Proposition 2.1. By Proposition 2.1
(d), projection pˆi(zpi) is an element in the center of Mpi = {pi(x) : x ∈ M}
′′. So
in particular, we have τˆ (zpi) = V pˆi(zpi)V
∗ ∈ M. We recall by Proposition 2.1 (d),
pˆi(zpi) is an element in the centre ofM. Thus τσ(I) is scaler for a factorM and we
arrive at our main result of this section.
Theorem 2.6. Let τ be an unital completely positive map on a von-Neumann
factor M. Then there exists a decomposition of τ given by
τ = λτσ + (1− λ)τs
for some λ ∈ [0, 1] and unital normal τσ and singular τs completely positive maps
respectively. Furthermore, if λ ∈ (0, 1) then such a decomposition is unique.
3. Radon-Nikodym theorem for completely positive unital maps:
In this section, we review a characterization of unital complete positive maps
τ : A → B(H) [Stø, Ar] to be extremal elements in CP1(A,M) with some finer
additional results for our main results.
Proposition 3.1. Let τ : A → B(H) be a completely positive map on a C∗
algebra A and η be another completely positive map on A so that for some positive
constant c, η(x) ≤ cτ(x) for all x ∈ A+. Then there exists a non-negative element
T ′ ∈ pi(A)′ such that
(8) η(x) = V pi(x)T ′V ∗,
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where (K, pi, V ∗) is the minimal Stinespring triplet associated with τ . Furthermore,
for each x ∈ M, pi(x) and T ′ commutes with the representation ρ : τ(A)′ → B(K)
defined by
(9) ρ(y) : x⊗ f = x⊗ yf
Proof. Without loss of generality we assume that A is a closed ∗-subalgebra
of B(H), where H is a Hilbert space. We recall Stinespring minimal representation
τ(x) = V pi(x)V ∗ where pi : A → B(K) is the representation induced by the map
y⊗ f → xy ⊗ f where H is von-Neumann’s completion of algebraic tensor product
A⊗H with the kernel
k(x⊗ f, y ⊗ g) =< f, τ(x∗y)g >
Now we set another sesqui-linear form on A⊗H defined by
s(x⊗ f, y ⊗ g) =< f, η(x∗y)g >
Being a kernel, we have Cauchy-Schwarz inequality to check the following steps:
|s(x⊗ f, y ⊗ g)|2 ≤ s(x⊗ f, x⊗ f)s(y ⊗ g, y ⊗ g) ≤ c2||x⊗ f ||||y ⊗ g||
So there exists a bounder operator T ′ on K such that s(x⊗f, y⊗g) =< x⊗f, T ′y⊗
g >. We claim that T ′ ∈ pi(A)′. Proof follows once we check the following steps:
< f, η(x∗zy)g >= s(x⊗ f, zy ⊗ g >=< x⊗ f, T ′pi(z)y ⊗ g >
and
< f, η(x∗zy)g >= s(z∗x⊗ f, y ⊗ g >=< pi(z∗)x⊗ f, T ′y ⊗ g >
This completes the proof.
We briefly recall Bounded-Weak (BW) topology [Chapter 7 in Pa] on the convex
set P1(A,M) ( CP1(A,M) ) of unital positive maps ( completely map ) from a C
∗-
algebra A to a von-Neumann algebraM⊆ B(H). A net of unital positive maps τα :
A →M ⊆ B(H) converges in BW topology if and only if τα(x) converges to τ(x) in
weak∗ topology of von-Neumann algebra M. Furthermore, these topology makes
the convex set P1(A,M) (CP1(A,M)) compact and furthermore, BW topology is
metrizable if A and as well as M∗ are separable as Banach spaces.
Given an element τ ∈ P (A,M), there exists a unique lifting τˆ ∈ P (A∗∗,M)
such that τˆ ◦ i = τ on A. By our construction τˆ is a normal map. Conversely, given
a normal positive map τˆ : A∗∗ → M, τˆ is the unique lift of τ : A → M given by
τ = τˆ ◦ i.
Let τ : A →M be a completely positive map and
τ(x) = V pi(x)V ∗
be its Stinespring representation with pi : A → B(K) be a ∗-representation and
V ∗ : H → K be a bounded operator. Let pˆi : A∗∗ → B(K) be the universal lifting
map in Proposition 2.1 and zpi be the the support projection of the representation
pi in A∗∗. We define two completely positive maps from A → B(K) by
piσ(x) = pˆi(i(x)zpi)
pis(x) = pˆi(i(x)(I − zpi))
for all x ∈ A. We set also completely positive maps from A to B(H) by
τσ(x) = V piσ(x)V
∗
τs(x) = V pis(x)V
∗
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for all x ∈ A. Thus by our construction we have
(10) τ = τσ + τs
We say τ is normal if τs = 0. Similarly, τ is called singular if τσ = 0. The
uniqueness part of the lifting theorem in Proposition 2.1 says that τ : A →M has
a unique decomposition
τ = τσ + τs
as in Proposition 2.4, where τσ and τs are normal and singular CP map from A
to B(H) defined above. Thus this notions indeed generalize the notion of normal
and singular complete positive map to C∗ algebras. We use notions CP σ(A,M)
and CP s(A,M) respectively for normal and singular CP maps. A routine now
also says that CP σ(A,M) is sequentially closed in CP (A,M). For a proof, we
take a sequence τn ∈ CP σ(A,M) and τ ∈ CP (A,M) such that φτn(x)→ φφτ(x)
for all normal state φ on M. Since each φτn is a normal state on M, we get
(φτ)s = φτs = 0. This holds for all normal states, we get τs = 0.
Proposition 3.2. CP σ1 (A,M) is a convex face of CP1(A,M).
Proof. Let τ0, τ1 ∈ CP
σ
1 (A,M) and τ = λτ1 + (1 − λ)τ0. We recall elements
pi : A → B(K) and V ∗ : H → K in Proposition 3.1 and find τ0(x) = V (T0pi(x))V
∗
and τ1(x) = V (T1pi(x))V
∗ for unique non-negative elements T0, T1 ∈ pi(A)
′ such
that λT1 + (1 − λ)T0 = I. Thus (τk)s(x) = V (Tkpˆi(i(x)zpi)V
∗ = 0 for k = 0, 1. By
adding them up, we get τs = 0. This shows CP
σ
1 (A,M) is a convex set.
By Proposition 3.1, if τ ∈ CP σ(A,M) and η ∈ CP (A,M) such that η ≤ τ
then η ∈ CP σ(A,M). Let τ ∈ CP σ1 (A,M) and τ0, τ1 ∈ CP1(A,M) so that
τ = λτ1 +(1−λ)τ0 for some λ ∈ (0, 1). Then we have τ1 ≤
1
λ
τ and also τ0 ≤
1
1−λτ
on non-negative elements A∗∗+ . Thus both τ1, τ1 ∈ CP
σ(A,M). This completes the
proof.
As an application of Theorem 2.6 and Choquet theorem [Ph], we have the fol-
lowing theorem.
Theorem 3.3. Let τ ∈ CP1(A,M) be a unital CP map from a unital C
∗ algebra
A to a von-Neumann algebra M acting on a Hilbert space H. Then the following
hold:
(a) If M is a factor, then we have
τ = λτσ + (1− λ)τs
for some unital normal τσ and singular τs CP maps from A into M. Furthermore,
if λ ∈ (0, 1), then τσ and τs are determined uniquely.
(b) If A and M∗ are separable as Banach space, then there exists a regular Borel
probability measure µ on the set of extreme points CP e1 (A,M) satisfying
τ =
∫
τe∈CP e1 (A,M)
τedµ(e)
Furthermore, if τ is normal (respectively singular), the support of the regular mea-
sure µ is also on the set of normal (respectively singular) extremal elements. In
particular, we also have the decomposition given in (a).
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Proof. (a) is simple application of Theorem 2.6, where we use the uniqueness
of the lifting τ → τˆ and affine property of the map. First part of (b) is a simple
application of Choquet theorem [Ph].
The set of unital normal completely positive maps CP σ1 (A,M) need not be a
closed subset in BW topology and thus need not be compact in general in BW
topology. However, for the last part, we only need to how that the set of normal
extremal elements is Borel measurable. In fact, it is enough if we show that the set
of unital normal maps are Borel measurable i.e. we need to show the set {φ(τ(x)) :
τ ∈ CP σ1 (A,M)} for each x ∈ A and normal state φ of M is a Borel measurable
set in C. Since the BW topology is now metrizable and the map τ → φ(τ(x)) being
sequentially continuous on CP σ1 (A,M), we get the map τ → φ(τ(x)) is in fact
continuous in BW topology and thus the set of unital normal CP maps is Borel
measurable.
The last part of the statement follows once we split the integral into sum of two
integrals of disjoint measurable sets consists of normal and singular extreme points
of CP1(A,M).
Proposition 3.4. Let A be a C∗-algebra and τ : A → B(H) be a unital com-
pletely positive map and τ(x) = V pi(x)V ∗ be the unique upto isomorphism minimal
Stinespring representation. Then following are equivalent
(a) τ is extremal in CP1;
(b) V ΛV ∗ = 0 for Λ ∈ pi(A)′ if and only if Λ = 0;
Proof. Let τ = λτ1 + (1 − λ)τ0 for some τ0, τ1 ∈ CP1 and λ ∈ (0, 1). By
Proposition 2.7 we have τ0(x) = V pi(x)T
′V ∗ for some non-negative T ′ ∈ pi(A)′. τ0
being unital we also have V T ′V ∗ = I i.e. V (I − T ′)V ∗ = 0. In case (b) is true
then T ′ = I and thus τ0 and so τ1 = τ0 = τ . This proves (b) implies (a). For
the converse Λ ∈ pi(A)′ such that V ΛV ∗ = 0. Same holds if we replace symmetric
or anti-symmetric part of Λ. Thus it enough if prove (b) for self-adjoint Λ. Since
it is a bounded operator, we assume without loss of generality that −I ≤ Λ ≤ I.
So both 0 ≤ I − Λ ≤ 2I and 0 ≤ I + Λ ≤ 2I are operators in pi(A)′. We write
I − Λ = W ∗W and I − Λ = W ′∗W ′ for some W,W ′ in pi(A)′ and check that
τ = 12 (τW + τW ′) where τW = VWpi(x)W
∗V ∗ and τW ′ = VW
′pi(x)W
′∗V ∗ Since τ
is extremal, we conclude that τW = τW ′ = τ . Thus (K, pi, V
∗) and (K, pi,W ∗V ∗) are
two Stinespring minimum triplet. Thus W ∗V ∗ = U∗V ∗ and Upi(x)U∗ = pi(x) for
all x ∈ A where U is an unitary operator on K. So we get (UW ∗− I)V ∗ = 0. Since
both U,W commutes with pi(A), we get (UW ∗ − I)pi(x)V ∗f = 0 for all f ∈ H
and x ∈ A. By cyclic property {pi(x)V ∗f : x ∈ A, f ∈ H} is total in K, thus
UW ∗ − I = 0 i.e. W is unitary. So Λ = I −W ∗W = 0.
4. Operator systems of unital normal complete positive maps:
Proposition 4.1. Let τ : M → B(H) be a unital normal completely positive
map on a von-Neumann algebra M acting on a Hilbert space H. Then there exists
a family of linearly independent operators {vα : α ∈ Iτ} over the coefficients inM
′,
commutant of M such that
∑
α∈Iτ
vαv
∗
α = I and τ(x) =
∑
α vαxv
∗
α for all x ∈ M.
If {v′β : β ∈ Jτ} is another such a family of operators representing τ then there
exists a family of elements {wαβ ∈ M
′ : α ∈ Iτ , β ∈ Jτ} such that v
′
β =
∑
α vαw
α
β
and (wαβ ) is a unitary operator on H⊗K0. Furthermore, τ is an extremal element
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in CPσ if and only if there exists no non-trivial solution with elements λ
α
β ∈ M
′
satisfying
∑
α,β∈Iτ
vαλ
α
βvβ = 0.
Furthermore, if τ : M → M and admits an inner representation i.e. with
vα ∈ M then τ is extremal in the set of completely positive unital map on M if
and only if there is no non-trivial solution (λαβ ) in the center of M.
Proof. τ being normal and unital, pi is a normal unital representation of M
into B(K) and thus we may write K ≡ H ⊗ K0 for some Hilbert space K0 and
pi(x) ≡ x⊗ IK0 . Thus we conclude the first part by fixing an orthonormal basis eα
for K0 and defining < f, v
∗
αg >=< f ⊗ eα, V
∗g >. To show linear independence of
{v∗α : α ∈ Iτ}, let
∑
α cαv
∗
α = 0 for some
∑
|cα|
2 <∞. Then we have
< f ⊗
∑
α
cαeα, (x ⊗ IK0)V
∗g >
=< x∗f ⊗
∑
α
cαeα, V
∗g >
=
∑
α
cα < x
∗f, v∗αg >
=< x∗f,
∑
α
cαv
∗
αg >
= 0
i.e. f ⊗
∑
α eα is orthogonal to the total set of vectors {(x⊗ IK0)V
∗g : g ∈ H, x ∈
M} in K and so f ⊗
∑
α cαeα = 0. Thus
∑
α cαeα = 0 and (eα) being linearly
independent we get cα = 0.
A little modification of the proof works to show for the minimal representation,
the family vα is linearly independent over coefficients in M
′ i.e.
∑
α cαv
∗
α = 0
with cα ∈ M
′ and
∑
α c
∗
αcα ∈ M
′ if and only if cα = 0. It is enough if we prove
for cα = 0 for all α ∈ Iτ except finitely many. To show linear independence of
{v∗α : α ∈ Iτ} over M
′, let
∑
α cαv
∗
α = 0 for some cα ∈ M
′ with finitely many non
zero elements. Then we have
<
∑
α
c∗αf ⊗ eα, (x ⊗ IK0)V
∗g >
=
∑
α
< x∗c∗αf ⊗ eα, V
∗g >
=
∑
α
< c∗αx
∗f, v∗αg >
=< x∗f,
∑
α
cαv
∗
αg >
= 0
i.e.
∑
c∗αf ⊗ eα is orthogonal to the total set of vectors {(x⊗ IK0)V
∗g : g ∈ H, x ∈
M} in K and so
∑
α c
∗
αf ⊗ eα = 0. Thus <
∑
α c
∗
αf ⊗ eα, g ⊗ fβ >= 0 for all
β ∈ Iτ and g ∈ H. The family (eα) being an orthonormal basis for K0, we get
< c∗αf, g >= 0 for all f, g ∈ H. Thus we get cα = 0.
Choosing another such a family of elements (v′β : β ∈ Jτ ) means that we are
choosing another orthonormal basis (e′β) for K0 and thus there exists an unitary
operator W on H ⊗K0 by (7) such that W
∗V ∗ = V ′∗. Since by our construction
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Wx ⊗ IK0W
∗ = x ⊗ IK0 for all x ∈ M, we conclude that W ∈ M
′ ⊗ B(H0). We
set matrix elements Wαβ ∈ M
′ defined by
< f,Wαβ g >=< f ⊗ eα,We
′
β ⊗ g >
for all f, g ∈ H.
We give now the proof of the last two statements. First statement is a simple
corollary of Theorem 2.8 and normality of τ . For the last statement, we compute
with any unitary element u ∈ M′ by uniqueness of the Radon-Nykodym repre-
sentation of η for which η ≤ cτ on M+ with a scaler c > 0, η(x) = uη(x)u
∗ =
u
∑
k vkxt
k
j v
∗
ju
∗ =
∑
k vkxut
k
ju
∗v∗j and thus by uniqueness of t = (t
k
j ) with entries
in M′, we get utkju
∗ = tkj and thus matrix entries in t = (t
k
j ) are elements in
M
⋂
M′. This completes the proof.
Given a unital C∗-algebra A, a subspace S of A is called operator system if
S is closed under involution ∗ and identity of A denoted by I ∈ S. Let S1,S2
be two operator systems in C∗-algebras A1 and A2 respectively. A linear one to
one and onto map I : S1 → S2 is called order isomorphism if I and I
−1 are
both non-negative i.e. taking non-negative elements to non-negative elements. It
is called a complete order isomorphism if I ⊗ In : Mn(S1) → Mn(S2) is also an
order-isomorphism for each n ≥ 1.
For a unital completely positive normal map τ : M → B(H) with minimal
representation τ(x) =
∑
k vkxv
∗
k for all x ∈ M, we set notations Mτ and Sτ for
the operator space and system
Mτ = {
∑
λiv∗i : λ
i ∈ M′}
Sτ = {
∑
viλ
i
jv
∗
j : λ
i
j ∈M
′}
The operator space Mτ over the algebra M
′ is independent of the choice that
we make for minimal representation of τ and thus the dimension dτ of Mτ is an
invariance for τ . This integer dτ is called now onwards Arveson index of τ . The
operator system Sτ is a two sided module of dimension d
2
τ over the algebra M
′,
where left and right natural actions of M′ on Sτ are given by
y ◦
∑
vixv
∗
j =
∑
viyxv
∗
j
∑
vixv
∗
j ◦ y =
∑
vixyv
∗
j
One simple question that arises here: does operator space Sτ depends on the choice
that we make for (vk) to represent τ? The following proposition says that Sτ is
independent of the representation we choose and a little more.
Proposition 4.2. Let τ : M → B(H) be a unital completely positive normal
map. Then Sτ is determined uniquely modulo an unitary operator u ∈ A
′ i.e. if
τ(x) =
∑
k vkxv
∗
k and τ(x) =
∑
k v
′
kx(v
′
k)
∗ be two minimal representations of τ
then there exists an unitary operator Λ = ((λij)) ∈Mn(M
′) so that Λ∗V ∗ = V ′∗
and operator system Sτ is uniquely determined by τ by its minimal representation
representation i.e. there exists an unitary matrix λ = (λij) with entries in M
′ of
order equal to numerical index so that
(11) v∗k =
∑
j
λkj (v
′
j)
∗
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In particular, group of unitary elements u ∈ M′ acts on (v∗i )
(12) u∗v∗ku =
∑
j
λkj (u)v
∗
j ,
where u→ Λ(u) = ((λjk(u))) ∈ Udτ (M
′) satisfies the following cocycle relation
(13) Λ(uv) = (v∗ ⊗ Idτ )Λ(u)(v ⊗ Idτ )Λ(v)
Conversely, let τ(x) =
∑
k vkxv
∗
k be a minimal representation of an extremal
element τ in CPσ and η =
∑
k wkxw
∗
k be another minimal representation of an
element η ∈ CPσ so that (w
∗
k) is in the linear span of (v
∗
k) over M
′ i.e. Mτ =Mη
then η = τ .
Proof. By the uniqueness part of Stinespring intertwining relation find an uni-
tary operator Λ on H ⊗ K0 so that relation we have Λ(x ⊗ I)Λ
∗ = x ⊗ I and
ΛV ′∗ = V ∗. Thus we get in the basis v∗k =
∑
j λ
k
j v
′∗
j where Λ = (λ
j
k) unitary
elements inMdτ (M
′) determined by < f ⊗ ei,Λg ⊗ ej >=< f, λ
i
jg > where dτ is
the cardinality of an orthonormal basis for K0. The relation (13) follows from (12)
and linear independence of the family (v∗k) over M
′.
Now we consider the relation ΛV ′∗V ′Λ∗ = V ∗V where Λ ∈ Udτ (M
′). Thus the
change of the basis for K will not change the operator systems Sτ and Sτ ′ .
For the last part we fix λij ∈ M
′ so that W ∗ = ΛV ∗ and claim that Λ is an
isometry if τ is an extremal element. To that end we check I =WW ∗ = V Λ∗ΛV ∗
i.e. V (I − Λ∗Λ)V ∗ = 0. τ being extremal we get Λ∗Λ − I = 0 by Corollary 2.9.
Since λij ∈ M
′, we get by a simple computation that for all x ∈ M,
η(x) =
∑
wkxw
∗
k =W (x⊗ I)W
∗
= V Λ(x⊗ I)Λ∗V ∗ = V (x⊗ I)V ∗ =
∑
k
vkxv
∗
k = τ(x)
i.e. η = τ .
Now we formulate a more deeper problem. Two unital UCP maps τ1 : M1 →
B(H1) and τ2 : M2 → B(H2) are called cocycle conjugate if there exist automor-
phisms α :M1 →M2 and β :M2 →M1 such that
(14) τ2 ◦ α = β ◦ τ1
on M1. Two cocycle conjugate elements are called conjugate if (14) is valid with
α = β−1. For two conjugate elements τ1 and τ2, the operator systems Sτ1 and Sτ2
are complete order isomorphic. For a proof we consider the lift of cocycle conjugate
relation (14) to universal enveloping von-Neumann algebra M∗∗1 = M
∗∗
2 as M1
andM2 are isomorphic. In other words, we can assume with out loss of generality
thatM1 =M2 =M andM is in its standard form acting on H and thus for some
unitary operators u, v on H, we have α(x) = uxu∗ and β(x) = vxv∗ for all x ∈M.
Thus operator spaces are cocycle conjugated by u, v i.e. uMτ1v
∗ = Mτ2 . Since
Sτ = {x
∗y : x, y ∈ Mτ}, the operator systems Sτ1 and Sτ2 are complete order
isomorphic via the map
∑
i,j viλ
i
jv
∗
j →
∑
i,j(uviv
∗)vλijv
∗(vv∗j u
∗), where τ1(x) =∑
j vjxv
∗
j .
However, the converse is false even in the simplest situation when M =M2(C)
and a detail results are given in a recent paper [Mo4]. However, one additional
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natural condition on involved operator system gives a positive result. This inverse
problem is further addressed in a forth coming paper [Mo5].
5. Tomita coupling and extremal marginal states:
We now aim to describe extremal marginal states in a more general mathematical
frame work then originally proposed in [Par] and subsequently followed in papers
[PSa,Ru,Oh]. Let φ be a faithful normal state on a von-Neumann algebraM acting
on a complex separable Hilbert space H with inner product < ., . > taken linear in
the second variable and without loss of generality we assumeM be in its standard
form (M,P ,J ,∆,Ω) [BR] associated with Ω where Ω is a cyclic and separating
vector for M and ∆,J are modular and conjugate operators of Tomita associated
with polar decomposition S = J∆
1
2 , which is the closer of of the densely defined
anti-linear closable operator S0xΩ → x
∗Ω and P = {xJ xJΩ : x ∈M} is the self-
dual pointed positive cone in H. Here we recall that analytic elements Ma of the
modular group σt(x) = ∆
itx∆−it on M is dense in weak∗ topology in M and we
have the following modular relation for any two x, y ∈ Ma given by
(15) φ(x∗y) = φ(σ i
2
(y)σ− i
2
(x∗))
We consider the algebraic tensor product M⊗M and complete it with C∗-cross
norm of the von-Neumann algebraM⊗M. The set of states ψ on C∗ tensor product
of von-Neumann algebrasM◦M acting onH⊗H such that its restrictions onM◦I
and I ◦M are equal to φ. In short, we will call such a element in words a coupling
state with marginal φ and denote the convex set by Cφ. Simplest example is the
product state and simplest non-product state is given by a Tomita state
ψ(x ◦ y) =< J xJΩ, yΩ >
by extending linearly and then to its norm closures M ◦M. Important differ-
ence that we note now that ψ may not have a normal extension to von-Neumann
completion of M ◦M i.e. to M ⊗M = (M ◦M)′′. As an example we take
M = L∞[0, 1] and check that indicator function of the diagonal set in [0, 1]× [0, 1]
can be expressed as limit of decreasing projections En ∈ M ◦M with ψ(En) = 1
and
⋂
n≥1En = {[x, x] : 0 ≤ x ≤ 1}. In spite of this odd feature, we have a simple
but beautiful observation.
Lemma 5.1. A state ψ ∈ Cφ if and only if there exists a unital normal map
τψ :M→M preserving φ so that
(16) ψ(x ◦ y) =< J xJΩ, τψ(y)Ω >
for all x, y ∈ M. Further the map ψ → τψ is an one to one and onto affine map
between two convex set Cφ and
CPφ = {τ :M→M, completely positive unital map and φ ◦ τ = φ}
Proof. We fix y ≥ 0 so that φ(y) = 1 and consider that state φy : x→ ψ(x⊗y)
and note that φy(x) ≤ ||y||φ(x) for x ≥ 0 as 0 ≤ y ≤ ||y||I. Since by our assumption
φ is normal, φy is also normal. Thus by Dixmier lemma we conclude that
φy(x) =< y
′∗Ω, xΩ >
for some non-negative element y′∗ ∈M′. Thus we get
ψ(x ◦ y) =< J xJΩ,J y′∗JΩ >
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We set τ(y) = J y′∗J ∈M to arrive at (16). Since τ(y) is determined uniquely by
the separating property of Ω forM, we may extend the map for an arbitrary element
y using linearity by writing it as a linear combination of four non negative elements
in M. That y → τ(y) is a normal map follows by invariance of the faithful normal
state φ for τ and positivity of the map as follows: for an increasing net yα with
least upper bound y, τ(yα) is also an increasing net with τ(y) as an upper bound
and thus has a least upper bound say z. Then φ(z− τ(y)) = l.u.b.αφ(τ(yα)− τ(y))
by normality of φ and thus by invariance equal to l.u.b.αφ(yα − y) which is 0 by
normality of the state. For complete positive property of the map τ , we first check
that
< Ω,
∑
i,j
(z′i)
∗τ(y∗j yi)z
′
jΩ >
=
∑
i,j
< Ω, (z′i)
∗z′jτ(yjy
∗
i )Ω >
=
∑
i,j
< (z′j)
∗z′iΩ, τ(yjy
∗
i )Ω >
=
∑
i,j
< J z∗j ziJΩ, τ(yjy
∗
i )Ω >
=
∑
i,j
ψ(z∗j zi ◦ yjy
∗
i )
= ψ(X∗X) ≥ 0
where X =
∑
i zi ◦y
∗
i for all 1 ≤ i ≤ n, yi ∈M, z
′
i ∈ M
′ and zi = J z
′
iJ . Since Ω is
cyclic for M′, we conclude that the operator ((τ(yjy
∗
i ))) is a non-negative element
inMn(M). Thus τ is n−positive for each n ≥ 1. Rest of the statements are now
obvious.
Theorem 5.2. The affine map ψ → τψ defined in Lemma 3.1 takes extremal
elements of the convex set Cφ to extremal elements of CPφ. Further
(a) Cφ is a closed convex subset in the weak topology of M◦M;
(b) CPφ is also compact once equipped with the point-wise topology inherited from
σ-weak operator topology of M (i.e. we say a net τα ∈ CP converges to τ ∈ CP
if the net τα(x) converges to τ(x) in σ−weak operator topology for each x ∈ M,
where CP denotes the set of unital completely positive maps on M ).
Proof. First part is obvious as the map is one to one and onto. Crucial obser-
vation that we make here for a net τα in CPφ such that τα(x) → τ(x) in σ−weak
operator topology for some τ ∈ CP . Then τ is also unital and φ preserving and τ
is normal as φ is faithful. Thus τ ∈ Cφ.
We consider a net of states ψα ∈ Cφ so that ψα → ψ in weak topology onM◦M
and since each ψα preserves marginals so is their limit. Thus ψ ∈ Cφ. Now we also
check that
(17) ψα(x ◦ y) = φ(J xJΩ, τα(y)Ω >→ ψ(x ◦ y)
for all x, y ∈ M, where the state ψ on M◦M defined by
ψ(x ◦ y) =< J xJΩ, τ(y)Ω >
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determines a unique element τ ∈ CPφ by Lemma 3.1. These shows that τα(x) →
τ(x) in weak operator topology. Since the family (τα) is uniformly bounded and Ω
is cyclic and separating for M, the limit (17) says that∑
k
< fk, τα(x)gk >→
∑
k
< fk, τ(x)gk >
as the net α → ∞ for
∑
k ||fk||
2 < ∞ and
∑
k ||gk||
2 < ∞ by dominated conver-
gence theorem. Thus τα(x)→ τ(x) in σ−weak operator topology. In other words,
convergence holds in Bounded Weak topology of Arveson.
Conversely for a given net τα in CPφ which converges to τ in point-wise σ−weak
operator topology, τ ∈ CPφ by our remark at the beginning of the proof. We check
that the associated elements ψα also converges to ψ in the weak topology ofM◦M
first on a norm dense subspace of algebraic tensor product of M⊗M and then for
any arbitrary elements by a standard argument as the net is uniformly bounded.
The convex set of states on M ◦M is compact in weak∗ topology and thus
Cφ being a closed subset of the compact set in the weak
∗ topology, Cφ is also
compact. That CPφ is compact also follows from compactness of Cφ via the above
correspondence which respect the topologies.
One can as well use BW (BoundedWeak) topology [Ar,Pa, Chapter 7] of Arveson
directly to give a direct proof that CPφ is a closed subset of the unit ball of bounded
linear maps on M. Any limit points of a convergent net of φ-invariant unital
completely positive normal maps τα will be also completely positive and φ-invariant.
φ being faithful and normal, any positive φ invariant map is also normal. However
such an argument will not be valid with BW topology for a more general situation,
where φ is just a normal σ−finite weight [BR,Ta]. It is not clear what would be a
possible truncation method along the classic work [Ke,Ko].
By our last theorem we conclude that extremal elements in CPφ exists and any
element in CPφ admits Krein-Milman property. In the following text we aim to find
a criteria for an extremal element τ ∈ CPφ. To that end, we recall KMS-adjoint
completely positive map [OP].
Proposition 5.3. Let φ be a faithful normal state on a von-Neumann algebra
M. Then τ is a positive normal map on M such that φτ ≤ φ if and only if exists
a unique normal positive map τ˜ on M satisfying the following duality relation
(18) φ(τ(x)σ− i
2
(y)) = φ(σ i
2
(x)τ˜ (y))
where x, y ∈ Ma, the ∗-algebra of analytic elements for modular group σ = (σt :
t ∈ R) associated with φ and τ˜ (I) ≤ I. Moreover, φτ˜ ≤ φ if and only if τ(I) ≤ I.
Furthermore, τ is completely positive if, and only if τ˜ is completely positive. In
such a case, the numerical indices of τ and τ˜ are equal.
Proof. For the first part of the statement we refer to chapter 8 of monograph
[OP]. For the second part we re-investigate the proof of Stinespring representation
with our special situation. With out loss of generality we assume that M is in
the standard form associated with φ. i.e. φ(x) = (Ω, xΩ), where Ω is a cyclic and
separating vector for M. We set a kernel on Ma ⊗Ma defined by
k(x⊗ z, y ⊗ w) =< Ω, x∗τ(z∗w)yΩ >
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That Hilbert space completion of the kernel is same as that of Stinespring follows
by cyclic property of Ω. Similarly we set kernel k˜ associated with τ˜ by
k˜(x⊗ z, y ⊗ w) =< Ω, z∗τ(x∗y)wΩ >
in reverse direction and check by KMS relation that
< Ω, x∗τ(z∗w)yΩ >=< Ω, w˜∗τ˜ (y˜∗x˜)z˜Ω >
where for any analytic element x ∈ M we write x˜ = σ− i
2
(x∗). Such a relation
is used already in [Mo1,Mo2,Mo3]. This clearly shows that Stinespring Hilbert
spaces K and K˜ associated with kernels k and k˜ respectively are conjugated by an
anti-unitary operator defined by U : x ⊗ y → y˜ ⊗ x˜. Since anti-unitary operator
U inter-twins the Stinespring representations (K, pi, V ) and (K˜, p˜i, V˜ ) it also inter-
twins K0 and K˜0 and thus we get dimension of K0 and K˜0 are same. Thus index
of τ and τ˜ are equal.
In the following, we give a criteria for an element τ in CPφ to be extremal. IfM
is a matrix algebra and φ is the normalize trace, the criteria coincides with Landau-
Streater criteria [LS] known in the literature for quite some time. Our proof follows
quite a different method inspired by Proposition 4.1.
Theorem 5.4. Let τ and τ˜ be the elements in CPφ of equal numerical index
admitting the following minimal representations
τ(x) =
∑
α
vαxv
∗
α
and
τ˜ (x) =
∑
α
v˜αxv˜
∗
α
for all x ∈ M, where τ and τ˜ are related by the duality relation (16) in Proposition
5.3.
Then τ is an extremal element in CPφ if and only if there exists no non-trivial
λ = (λkj ) with entries in M
′ satisfying the relation
(19)
∑
α,β
vαλ
α
βv
∗
β = 0,
∑
α,β
v˜αλ˜
α
β v˜
∗
β = 0,
where λ→ λ˜ is an unital order-isomorphism map onMnτ (M
′)).
Proof. Let η be an element in CP such that η ≤ kτ for some k ≥ 0. Then
η0 = kτ − η is also a positive map and η0 ≤ kτ . The duality being an affine map,
we get η˜ + η˜0 = kτ˜ , where η˜0 is a positive map by Proposition 5.3. Thus we also
have η˜ ≤ kτ˜ .
Then η is a normal map and there exists a unique non-negative element t = (tαβ)
with entries in M′ such that
(20) η(x) =
∑
α,β
vαxt
α
βv
∗
β
for all x ∈M. Conversely. a non-negative bounded operator T = (tαβ) with entries
in M determines a normal map η by (20) for some k ≥ 0. Thus there is a one
to one relation between completely positive map satisfying η ≤ kτ and bounded
non-negative elements T = (tαβ ) with entries in M
′ determined by (20).
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Similarly, for a give η ≤ kτ , there exists a unique T˜ = (t˜αβ ) with entries in M
′
such that
(21) η˜(x) =
∑
α,β
v˜αxt˜
α
βv
∗
β
for all x ∈M.
This shows that T → T˜ is a well defined affine map on the non negative elements
ofMdτ (M
′) determined by (20) and (21) for fixed minimal representations of τ and
τ˜ .
We extends the map T → T˜ to self-adjoint elements T = T 1+−T
2
+ with T
1
+, T
2
+ ≥ 0
to T˜ = T˜ 1+− T˜
2
+. To show that the map is well defined, let T = S
1
+−S
2
+ be another
expression with S1+, S
2
+ ≥ 0. Then T
1
+ + S
2
+ = S
1
+ + T
2
+. Since T → T˜ is an affine
map onMnτ (M
′)+, we get T˜ 1++S˜
2
+ = S˜
1
++T˜
2
+. Rearranging the terms, we conclude
the map T → T˜ is well defined on self-adjoint elements ofMnτ (M
′). That it is an
injective map, follows readily as T˜ = 0 implies T˜+ = T˜−. The map being injective
on non-negative elements, we have T+ = T−. Thus T+
2 = T 2− = T+T− = 0 i.e.
T = 0. The map is clearly onto on self adjoint elements. We extend now by linearity
to all element fromMnτ (M
′) to itself.
Since T˜ → T is also an injective map on non-negative matrices, there exists an
injective and onto extension of this map from self adjoint elements to self adjoint
elements. Thus we conclude that T → T˜ extends to an order isomorphic map
uniquely onMnτ (M
′).
Thus λαβ = t
α
β − δ
α
β I is a solution to (19) and it is non-trivial if and only if τ is
not an extremal element in CPφ. This completes the proof.
By a theorem of Kadison [Ka1], the map T → T˜ is a disjoint sum of a morphism
and anti-morphism determined by a projection e˜ in the centre ofM i.e. there exists
a projection e˜ in the centre of M such that
T → T˜ e˜ ⊗ Inτ
is a morphism and T → T˜ (I − e˜)⊗ Inτ is an anti-morphism. In caseM is a factor,
then T → T˜ is either an isomorphism or an anti-isomorphism.
If τ admits an inner minimal representation
(22) τ(x) =
∑
α∈C
vαxv
∗
α, x ∈ M
i.e. with elements vα ∈ M then τ˜ also admits an inner minimal representation
given by
(23) τ˜ (y) =
∑
α∈C
v˜αyv˜
∗
α, y ∈M
where v˜α ∈ M is defined as the bounded operator extending the densely defined
operator f → ∆
1
2 v∗α∆
− 1
2 f for all f ∈MΩ. For the last part, we refer section 7 and
appendix given in [BJKW].
In particular, if η ≤ kτ for some k ≥ 0 then the representations of η and η˜
given in (20) and (22) are inner with matrices (tαβ ) and (t˜
α
β ) are with entries in the
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centre of M. Thus the map T → T˜ is an order isomorphism onMdτ (Z), where
Z =M
⋂
M′.
A simple computation using modular relation (15) now also leads to the minimal
representation
η˜(x) =
∑
v˜αxt
α
β v˜
∗
β
since modular group acts trivially on the center Z of M. By the uniqueness part
of representation (21), we conclude that
t˜αβ = t
β
α
We sum up now our results in the following corollary.
Corollary 5.5. Let τ be an element in CPφ with inner representation given
by (22). Then its dual element τ˜ also admits a inner representation given by (23).
Furthermore, τ is an extremal element in CPφ if, and only if there exists no non-
trivial λ = (λkj ) with entries in the centre of M satisfying the relation
(24)
∑
α,β
vαλ
α
βv
∗
β = 0,
∑
α,β
v˜αλ
β
αv˜
∗
β = 0
Krein-Milman theorem says that τ =
∫
ηdµ(η) for some probability measure
µ on the closer of extreme points CP eφ of CPφ in BW topology [Pa, Chapter 7],
where µ may not be uniquely determined. A valid question that rises here when
can we guarantee µ to have support on CP eφ only? The topology on the states of
M◦M is not metrizable unlessM is separable as a C∗ algebra. Such a restriction
makes our choice for M rather limited since M is a von-Neumann algebra. When
M = l∞(N), some clever truncated methods are used [Ke, Ko] to show the support
of µ is confined to CP eφ0(l
∞(N)), where φ0 is the counting measure on N.
6. Pure marginal states:
In the following, we answer a question raised in recent papers [Par,PSa,Oh].
Theorem 6.1. Let M =Mn(C) and φ be a faithful normal state on M. An
extremal element ψ in Cφ is a pure state if and only if τψ is an automorphism on
M.
Proof. We may follow proof of Theorem 1.1 in [PSa] with obvious modification
to prove: ψ ∈ Cφ is a pure state of M⊗M if and only if there are orthonormal
bases (fi : 1 ≤ i ≤ n) and (gi : 1 ≤ i ≤ n) of C
n such that ψ(X) =< ζψ , Xζψ >
for all X ∈ M ⊗ M, where ζψ =
∑
i λ
1
2
i fi ⊗ gi, φ(x) = tr(ρx), x ∈ M and
ρ =
∑
1≤i≤n λi|fi >< fi| =
∑
1≤i≤n λi|gi >< gi|.
For two such pure states ψ and ψ′, we find unitary operators u, v on Cn which
takes bases (fi)→ (f
′
i) and (gi)→ (g
′
i) respectively. We claim that
τψ′(x) = uτψ(vxv
∗)u∗
For a proof we use (14) and u⊗ vζψ = ζψ′ to compute
< J xJΩ, τψ′(y)Ω >
= ψ′(x⊗ y)
= ψ(u ⊗ v(x⊗ y)u∗ ⊗ v∗)
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= ψ(uxu∗ ⊗ vyv∗)
=< J uxu∗JΩ, τψ(vyv
∗)Ω >
=< J xJ u∗Ω, u∗τψ(vyv
∗)Ω >
(since φ(uxu∗) = φ(x), x ∈ M, u commutes with Tomita’s modular operator and
conjugate operator and uΩ = Ω ).
=< J xJΩ, u∗τψ(vyv
∗)uΩ >
Thus we have τψ′(y) = u
∗τψ(vyv
∗)u for all y ∈ M. Since ψ(x⊗y) =< J xJΩ, yΩ >
is a pure state on M⊗M, we get the required result.
Theorem 6.2. Let φ be the normalized trace on M =Mn(C) and ψ be a state
on M⊗M with marginal states φ i.e. ψ ∈ Cφ. If ψ is an extremal element in Cφ
then ψ is a factor state of M⊗M.
Proof. A state ψ, ψ(X) = tr(Xhψ), X ∈ M ⊗M for some non-negative
density operator hψ ∈ M ⊗M, is an element in Cφ if and only if E1(hψ) =
1
d
Id
and E2(hψ) =
1
d
Id, where E1,E2 are conditional expectation with respect to the
normalized trace from M⊗M onto M⊗ In and In ⊗M respectively.
Let ψ be an extremal element in Cφ and (Hψ, piψ , ζψ) be its GNS representation.
We claim that ψ is a factor state i.e. the centre of piψ(M⊗M)
′′ is trivial. Suppose
it is not. Let E be a non trivial projection in the centre of piψ(M ⊗M)
′′ and
ψ = λφ1 + (1 − λ)φ0, where ψ1, ψ0 are states on M⊗M defined by
λψ1(X) = ψE(X) =< ζψ , XEζψ >= tr(hψXE)
and
(1− λ)ψ0(X) = ψI−E(X) =< ζψ, X(I − E)ζψ >= tr(hψX(I − E))
for λ = ψ(E) ∈ (0, 1) and h0, h1 ∈ M ⊗M since E is an element in M⊗M as
well. Thus we have
h = λh1 + (1− λ)h0,
where ψk(X) = tr(hkX) for k = 0, 1. So
1
d
Id = E1(hψ) = λE1(h1) + (1− λ)E1(h0),
where we have used h0, h1 ∈M⊗M. The operator
1
d
Id being an extremal element
in the set of non-negative definite matrices of trace 1, we get E1(h1) = E1(h0) =
1
n
Id. Similarly, we also have E2(h1) = E2(h0) =
1
d
Id. This shows in particular,
ψ0, ψ1 ∈ Cφ and ψ = λψ1+(1−λ)ψ0 for some λ ∈ (0, 1). This brings a contradiction
to extremal property of ψ in our hypothesis at the beginning.
The converse statement of Theorem 6.2 is obviously false. For a counter example,
we consider the product state ψ(x⊗y) = φ(x)φ(y) onM⊗M, where φ is a faithful
state on M. In such a case, τψ = φ and φ is a factor state but need not be an
extremal element unless M is itself C i.e. n = 1 in Theorem 6.2.
However, for a state ψ in Cφ and we may consider the extremal decomposition
of τψ in CPφ given by
τψ =
∫
CP e
φ
τedµτ (e)
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for some regular Borel probability measure µτ on the set of extremal elements. By
what we have proved above, each τe gives a unique factor state ψe of M⊗M and
so that
(25) ψ =
∫
CP e
φ
ψedµτ (e)
If ψ is a factor state but not an extremal element, then support of µτ is not atomic
and the decomposition (25) is not central i.e. associated GNS representations is
not a central decomposition [BRI].
Theorem 6.1 and Theorem 6.2 give raises the following interesting question.
Let ψ and ψ′ be two states of M⊗M in Cφ with density matrices hψ and hψ′
respectively. Then τψ and τψ′ are cocycle conjugate if, and only if hψ and hψ′
are unitary equivalent by an unitary matrix of the form u ⊗ v. So a classification
of extremal elements is equivalent to classify all density matrices h in M ⊗M
for which the state ψh(x) = tr(xh) is atleast a factor state and E1(h) =
1
d
Id and
E2(h) =
1
d
Id. One necessary condition is equality of ranks of hψ and hψ′ . Theorem
6.1 suggests rank of hψ is possibly a complete invariance for an extremal element
τψ in CPφ. We defer a possible answer of this finer question to [Mo5] which takes
some hint from recent results proved in [Mo4].
Any faithful state φ on M⊆ B(H) admits a representation
φ(x) =
∑
k
λk < fk, xfk >
for all x ∈M with some λk > 0 for all k ≥ 1, where H is assumed to be a separable
Hilbert space. If M = B(H), an obvious modification of the argument used in the
proof of Theorem 6.1, also proves that any extremal element ψ in Cφ is pure if,
and only if τψ is an automorphism on M. Same questions for an arbitrary von-
Neumann algebraM is rather delicate since a state ψ ∈ Cφ may not have a normal
extension to a state of M⊗M.
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