We address the inverse problem of source reconstruction from a Bayesian perspective. Bayesian probability theory provides a natural and logically consistent (principled) approach for source reconstruction. To facilitate Bayesian source reconstruction, we develop an automated computational inference engine for efficient sampling from the potentially complex source parameter (or hypothesis) space. The engine explores this hypothesis space by utilizing "guided" importance sampling from a sequence of intermediate distributions that smoothly connect (bridge) the prior and the posterior distributions, with the sampling from each of the bridging distributions conducted using a general multiple-try differential evolution adaptive Metropolis algorithm. Furthermore, we show how to incorporate rigorously the available sensor information about detections and non-detections into the likelihood function (one of the two key input quantities for the computational inference engine). The performance of the automated computational inference engine is illustrated with an application to (re-analysis of) a very small (challenging) activity concentration data set consisting of detections and non-detections made by two radionuclide observation stations in the International Monitoring System.
Introduction
We are in an unparalleled period for the design, development and deployment of emerging sensor technologies for the prompt detection and monitoring of chemical, biological, radiological or nuclear (CBRN) materials released (either accidentally or deliberately) into the atmosphere. This is particularly so with respect to the advancement and adoption of ever more sophisticated sensing architectures and numerical models for the detection, mapping and prediction of the dispersion of these materials in the atmosphere. Towards this objective, recent advances in the science and technology of netcentric CBRN sensor systems and of the modeling of the atmospheric processes responsible for natural mixing on a variety of scales, coupled with significant increases in computational power (driven by Moore's law), have led to the provision of ever more novel and effective solutions for the distributed detection, tracking, mapping and prediction of the dispersion of windborne CBRN materials released into the atmosphere. The need to develop and deploy these sensor systems reflects the evolving reality of asymmetric threats facing nations in the twenty-first century.
This perspective underpins the deployment of sparse arrays of biological agent sensors by the Department of Homeland Security in various cities across the United States in order to provide prompt detection, warning and reporting of a covert bio-terrorism event. From a homeland security concern, this biological sensor system is part of the BioWatch program [26] , which was implemented in response to the 2001 anthrax attacks that occurred in Washington, D.C., West Palm Beach, Florida, and New York City, New York over a period of several weeks starting from 18 September 2001. Similarly, from a global security concern, an extensive network of seismic, infrasound, hydroacoustic and particulate/gaseous radionuclide detectors that form the International Monitoring System (IMS) operating in 89 countries worldwide, has been deployed as part of the verification regime for the Comprehensive Nuclear-TestBan Treaty (CTBT) [5] . More specifically, the monitoring of xenon radionuclides (radioxenon) or other noble gases is an important component to ensure compliance with the CTBT, enabling potentially the prompt detection of a clandestine (underground, underwater, or atmospheric) nuclear test or of an undeclared reprocessing nuclear facility.
A crucial capability gap concerning the detection of the presence of CBRN materials on a sensor network is the problem of source term reconstruction involving, as such, the determination of the characteristics of the unknown putative source (e.g., location, emission rate, source on and off times) following the detection of the event on the network. Indeed, a detection on the sensor network may indicate that a putative release has occurred, but without a knowledge of the unknown source characteristics of the release required for at-tribution, the event detection itself provides very limited information. In other words, the detection itself does not provide the "smoking gun" or conclusive evidence of the properties of the putative source associated with the event. In view of this, the proper fusion of sensor data with information provided by an atmospheric transport model will lead undoubtedly to the enhanced situational awareness required for a more informative CBRN response. This, in turn, will engender confidence in the credibility and reliability of the CBRN surveillance, monitoring and verification system.
The most straightforward method for source term estimation involves simply proposing a source term and using a forward atmospheric transport model to provide predicted concentrations for this source, which can then be compared with the corresponding measured concentrations. A more systematic approach for source reconstruction involves the use of a backward (or adjoint) atmospheric transport model to determine the so-called source-receptor sensitivity (SRS) fields for each concentration measurement [32] . The SRS fields provide information on the sensitivity relationship between the emission rate at a given space-time point and the concentration measured at a receptor. These fields can be used to establish a field-of-regard (FOR). This is simply the geographical region covered by the SRS field for a particular concentration measurement over a fixed (prescribed) time interval preceding this measurement that is consistent with some prescribed problem constraints (e.g., exceedance of a minimum detectable source strength in the space-time window accordant with the detection limit associated with the measured concentration in question).
For multiple concentration measurements, individual SRS fields can be generated for each measurement and then combined to create a possible source region (PSR). Here, local linear regression is used to determine the source strength of a point source in each space-time cell that gives the best fit to the available measured concentrations. Then, the correlation coefficient R between the fitted and measured concentrations is determined as follows for each space-time cell [1, 32] :
where c corresponds to the concentration, with the subscripts "m" and "p" denoting the measured and predicted values for the concentration, respectively. The operator · D denotes arithmetical averaging over the concentration dataset D. Regions of space-time where R exceeds some pre-defined threshold R th (viz., R > R th ) are used define the PSR. The Provisional Technical Secretariat (PTS) of the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO) Preparatory Commission de-veloped a WEB connected GRAPHics Engine (WEB-GRAPE) [29] that can be used to post-process SRS fields to provide either a FOR or a PSR. This tool has been used to support the verification regime of the CTBT. WEB-GRAPE can be used to identify potential source locations corresponding to measured activity concentrations for various detected radionuclides and, moreover, to produce automatically detailed maps of a PSR for a particular measurement scenario. For example, Klingberg et al [17] applied WEB-GRAPE to construct a PSR for the localization of an unreported reprocessing nuclear facility from a simulated measurement scenario that used 85 Kr as the signature tracer. Furthermore, it was suggested here that the PSR values "can also be interpreted as the relative probability of a release having occurred at a given location and time" [17] .
The construction of the PSR involves the application of a trial-and-error local analysis method to "resolve" the linear system of equations that relate the source vector S to the measured concentration vector c m (viz., c m = M · S where M is the source-receptor sensitivity matrix constructed using the SRS fields). Alternatively, it is also possible to resolve this system of (possibly ill-conditioned) linear equations to determine S directly by minimizing a cost functional of the following form:
where the first term in Eq. (2) is the misfit between the measured concentration c m and the predicted concentration M · S, · 2 is the Euclidean or L2 norm, Λ(S) is the regularization functional (used to regularize the ill-conditioned system of linear equations that relate the source field S to the measured concentration c m ), and λ is a regularization parameter that determines the relative weighting between the misfit and the regularization functional. Examples of the application of the cost functional approach for source term estimation can be found in [10, 18, 25, 27, 30] . The methods for source reconstruction that provide a field-of-regard, a possible source region or a best estimate of the source distribution based on the minimization of a cost functional are deterministic in nature. The source term estimation using these methodologies do not provide information on the reliability (or, equivalently, uncertainty) of the solution. In contrast, this paper focuses on the formulation and implementation of a novel approach for source reconstruction which is based on a fully probabilistic approach. This approach uses a Bayesian inferential scheme that allows the uncertainty in the inference of the source characteristics to be rigorously quantified. More specifically, this proposed alternative to the existing approaches involves the characterization of an ensemble of source distributions using the Bayesian statistical paradigm (or, Bayesian reasoning). This paradigm provides a fully probabilistic solution to the problem, allowing all the sources of uncertainty in the source reconstruction to be rigorously assessed.
The Bayesian inferential methodology for source reconstruction provides the full probabilistic information on all the parameters required for the description of the unknown source distribution. This methodology for source term reconstruction has been applied in various and diverse contexts including: (1) application to a complex urban environment by Yee [38] , Keats et al [16] and Chow et al [2] ; (2) generalization to the case of non-conservative scalars by Keats et al [15] ; (3) optimal receptor placement using Bayesian experimental design in order to improve the accuracy and precision of estimates of the unknown source characteristics by Keats et al [14] ; (4) application to long-range (continental) dispersion by Yee et al [42] and, more specifically, to source term estimation in the context of the IMS as a verification regime for the CTBT by Yee et al [40, 41] and by Eslinger and Schrom [6] ; and, (5) reconstruction of multiple sources when the number of sources is unknown a priori was addressed by Yee [33, 34, 37] as a generalized parameter estimation problem and by Yee [35] as a model selection problem.
The objective of this paper is to develop statistical methods and concomitant computational techniques to address outstanding inferential problems associated with the interpretation of concentration data obtained from CBRN sensor networks. In particular, we describe how to apply the principles of Bayesian inference to address this problem with a specific focus on how to incorporate rigorously the information embodied in both detections and nondetections into the likelihood function. This is important as many applications concerning real-world source reconstruction involve necessarily difficult analytic problems of really small data that engender very subtle inference problems. The solution to these problems requires typically very sophisticated statistical tools, in direct contradistinction to the more popular, but generally simpler "big data analytics" that has become commonplace in the current aeon of big data. Furthermore, we describe the methodology for provision of an automated computational inference engine that can be used as a very general Bayesian analysis program for source reconstruction, enabling the efficient exploration of a complex source model parameter space for provision of the full joint and marginal posterior distributions that encapsulate rigorously the parameter and predictive uncertainties in the problem.
Application of Bayesian Reasoning to Source Reconstruction
In this section, we focus on the why and what of Bayesian source reconstruction.
In the next section, we describe the how of conducting complex Bayesian calculations for source reconstruction. More specifically, we focus on the develop-ment of the technology that is required to give an automated, general-purpose principled computational inference engine for Bayesian source reconstruction. In a landmark paper, Cox [4] demonstrated that Bayesian inference is the unique and consistent generalization of Aristotelian deductive logic (Boolean logic) to cases involving uncertainty. The rules for this calculus of plausible inference are based on three basic criteria (desirable goals) that impose "common sense" features that need to be verified by any reasonable theory of inference. These three criteria are: (1) degrees of plausibility can be represented by real numbers; (2) rules for plausible reasoning reduce properly to the rules for Boolean logic in cases where the propositions are known a priori to be certainly true or certainly false (qualitative consistency); and, (3) for any conclusion that can be obtained in more than one way, every possible way must give the same result (structural consistency). Using these criteria, Cox [4] demonstrated that Bayesian probability theory is the correct mathematical language for conducting inference (or, plausible reasoning). The centrality of Cox's theorem as the foundational authority for Bayesian inference is discussed in detail by Jaynes [13] .
Cox [4] showed that these three criteria (enumerated above) allow one to deduce the unique set of quantitative rules for plausible reasoning. These rules for the manipulation of the plausibility (probability) p of a proposition (hypothesis) are given by the sum rule
and the product rule
where H, D and I are arbitrary hypotheses (or propositions), p( · ) denotes the real number measure of the plausibility (or, probability) of a hypothesis, "|" represents "conditional upon" or "given", H represents "not H" and H, D represents "H and D". In our case, the hypothesis H refers to possible values of the source parameters denoted by θ that we need to assess with respect to the measured concentration data D ≡ d (obtained on a sensor network) and to any background information I available for the problem (e.g., sourcereceptor relationship embodied in an atmospheric transport model, background meteorology, sensor locations in the network). With these identifications, the product rule of Eq. (4) gives immediately Bayes' rule for source reconstruction expressed succinctly as
The two key input quantities for the Bayesian inference are on the righthand-side of Eq. (5). The first input quantity is the prior probability p(θ|I) ≡ π(θ) which encapsulates what we thought the probability of different values (hypotheses) of the source parameter θ was before the receipt of the concentration data. The second input quantity is the likelihood function p(d|θ, I) ≡ L(θ) which is equivalent to the direct probability for the concentration data d, given the source parameters θ. The likelihood function should be considered as a function of θ (with d fixed at the actual values of the concentration data measured by the sensor network). The principal role of L(θ) is to assimilate (fuse) the measured and predicted concentration data (obtained, respectively, from the sensor network and from the physics-based atmospheric transport model) into the inferential process.
The two key output quantities provided by the Bayesian inference are given on the left-hand-side of Eq. (5). The first output quantity is the posterior probability p(θ|d, I) for the hypothesis θ concerning the source, assessed relative to any additional information obtained from the newly acquired sensor concentration data d. The posterior probability encodes our inferences about θ. The second output quantity is the evidence p(d|I) ≡ Z which, in the case of sole source model inference, is simply a normalization constant for p(θ|d, I) required to ensure that the posterior distribution sums to unity, so
where Ω is the hypothesis (parameter) space. However, in a number of cases, the precise form of the source model is unknown a priori. For these cases, Z assumes a different value for each source model and can be used to determine the posterior odds between the different source models as part of a Bayesian model selection or model averaging process [35] . The posterior probability p(θ|d, I) encapsulates the update of our state of knowledge of θ contained in p(θ|I). This update involves the modulation of the prior probability by the likelihood function, which incorporates the new information obtained from the concentration data acquired on the sensor network. Moreover, the posterior probability defines a probability measure (additive set function) over the parameter (hypothesis) space Ω. The posterior probability p(θ|d, I) allows for the rigorous determination of the probability mass enclosed within any credible region R in Ω, for θ. This corresponds to a true probability measure in the source parameter space, in contradistinction to the conventional PSR which has been frequently interpreted (wrongly) as the relative probability of a source in a space-time cell. Indeed, the correlation coefficient R in Eq. (1), used for the construction of the PSR, is defined over the sample (data) space and cannot be (and is not) equivalent to a probability measure defined over the parameter space.
The information gain (relative entropy) in the source parameters θ obtained from the receipt of the concentration data d is given by
In simpler terms, S measures the extent to which the information provided by d is able to constrain the bulk of the posterior to a much smaller subvolume of the hypothesis space than that occupied by the prior. The amount of this "compression" of the posterior volume relative to the prior volume (representing what is learned about the source parameters θ from an analysis of the concentration data d) is measured by a compression ratio given as exp(S). The information gain S is also known as the Kullback-Leibler (KL) divergence [3] between the prior and the posterior, which we denote as D KL (p; π). In view of Bayes' rule in Eq. (5), the information gain S or KL divergence D KL (p; π) can be seen to be given by the difference between the expected value of the logarithm of the likelihood L(θ) with respect to the posterior distribution p(θ|d, I) and the logarithm of the evidence Z:
To proceed with the Bayesian inference, we need to specify precisely the two input quantities on the right-hand-side of Eq. (5): the prior probability p(θ|I) and the likelihood function p(d|θ, I). The assignment of appropriate functional forms for the two input quantities p(θ|I) and p(d|θ, I) will allow one to calculate the two output quantities on the left-hand-side of Eq. (5); namely, the posterior probability p(θ|d, I) and the evidence p(d|I) (or, Z).
Prior probability assignment
To assign a functional form for the prior probability p(θ|I), we need to define the parameter (hypothesis) space Ω. To that end, we need to consider a specific model for the unknown source distribution (e.g., point, line, area, or volume source with an arbitrary geometry). As an example, it is assumed here a priori that the (unknown) source distribution is a transient point source located in space at x s and that this source was turned on (activated) and turned off (deactivated) at times T . The source has a constant emission rate Q s between the source on and off times. In consequence, the source distribution can be represented using the following functional form:
where δ( · ) and H( · ) are the Dirac delta and unit step functions, respectively. Given this explicit source model, it is convenient to define a source parameter (hypothesis) vector θ, corresponding to the source distribution of Eq. (9), as
To assign a prior probability over the parameter space Ω, we assume the logical independence of the source parameters in θ, in which case p(θ|I) factorizes as follows:
Now we need to specify an appropriate prior for each parameter. The prior distribution for x s (location parameter in space) is chosen to be uniform over some large region X ⊂ R 3 , so
where I A (x) is the indicator function for set A (viz., I A (x) = 1 if x ∈ A, and I A (x) = 0 otherwise) and V(X ) is the volume of the region X . The prior distributions for T 
and
where T min and T max are lower and upper bounds, respectively, for the expected source activation and deactivation times. Different upper bounds can be chosen for T s b and T s e but, for simplicity (and without any loss in generality), we use a common upper bound for the activation and deactivation times. Obviously, the deactivation time must necessarily occur after the activation time of the source (causality). Note that causality has been explicitly encoded in the form of the prior distribution for T s e in Eq. (13) . Finally, the prior distribution for Q s (scale parameter) is assigned a modified Jeffreys prior with the form
where Q s,min and Q s,max are the lower and upper bounds, respectively, for the expected emission rate. This form of the prior distribution of Q s encodes the fact that the emission rate is necessarily non-negative. Furthermore, a Jeffreys prior corresponds to a uniform probability density in log(Q s ), assigning an equal probability mass over every decade in the range of the emission rate (scale invariance). This probability assignment is very useful if the prior range for the emission rate spans several decades in magnitude.
Structure of the likelihood function
To derive a functional form for the likelihood function, we need to relate the hypothesis of interest about the unknown source distribution (encoded in the parameter vector θ) to the available concentration data d measured by the sensor network. The vector d must include necessarily the concentration data corresponding to those sensor collection start/stop intervals where a nominally detected event from a putative source was declared (detections), as well as the data corresponding to those sensor collection start/stop intervals where no detected event was declared (non-detections). Let us denote the concentration data associated with the N detections as d j (j = 1, 2, . . . , N ) and data (information) associated with theN non-detections asd
. . ,N ) are logically independent, the likelihood function is simply the product of the individual likelihoods for each datum, so
Now, the problem reduces to the determination of appropriate functional forms for the individual likelihoods p(d j |θ, I) and p(d k |θ, I) in Eq. (15) associated, respectively, with the detections and non-detections. For the case of a detection, the observational model linking d j with the hypothesis of interest θ is as follows:
where c j (θ) is the modeled concentration at the location and time (or, for the collection start/stop interval) associated with the measured concentration datum d j . The noise component e j in Eq. (16) corresponds to the difference between the measured and modeled (or, predicted) concentration. Generally, the error e j can be split into four contributions as discussed in Rao [23] : namely, input error, model error, stochastic uncertainty, and measurement (observation) error which can include background contamination. It is assumed that the only information we have about the error (noise) component e j is that it has a known variance σ 2 j (combination of the variance of the different error components in quadrature). Given this limited information, application of the maximum entropy principle [13] suggests that the most conservative choice for the individual likelihood function of d j is a Gaussian form:
Given the complexity of the error (noise) e j , the standard deviation σ j (expected scale of variation in the noise) is never known exactly. Rather, let s j denote a crude (quoted) estimate for the standard deviation of e j which has a true (albeit usually unknown) standard deviation σ j . To account for the uncertainty in the quoted standard deviation s j as the estimate for σ j , we can assign a probability distribution for σ j . To this purpose, let us use the following inverse gamma distribution for σ j :
In Eq. (18), Γ( · ) is the gamma function. The two parameters specifying the inverse gamma distribution are:ᾱ is the scale parameter andβ is the shape parameter. To account for the fact that only an estimate s j for the noise is known, we can treat the unknown σ j in Eq. (17) as nuisance parameters and eliminate them through the process of marginalization with respect to these parameters. This results in an integrated likelihood for a detection as follows:
Marginalizing with respect to unknown noise standard deviation σ j effectively treats anything in the concentration data that cannot be explained by the atmospheric transport model and the known errors (measurement, background, etc.) as unexplained noise. This process leads to the most conservative estimates for the source parameters. The probability of detection p(d j |θ, I) in Eq. (19) should actually be expressed more precisely as p(d j |θ, s j ,ᾱ,β, I) in order to emphasize the fact that the noise estimate s j and the hyperparametersᾱ andβ are assumed to be known or specified a priori. To this purpose, we assignᾱ = π −1 andβ = 1 which ensures a very heavy-tailed distribution for ψ(σ j |s j ,ᾱ,β) with σ j = s j ( · denotes mathematical expectation).
Next, let us focus on the calculation of the probability of non-detection p(d k |θ, I) required for specification of the likelihood function of Eq. (15) . Here, a non-detection event associated with a particular sensor collection start/stop interval is taken to imply that the concentration measured in this interval did not exceed some threshold concentration that is imposed in order to account for sensor noise and/or background contamination. A non-detection event corresponds to two mutually exclusive and exhaustive hypotheses: (1) H 0 : the concentration measurement is due only to the instrument noise and/or background contamination; and, (2) H 1 : the concentration measurement includes a contribution from the putative source, as well as from the instrument noise and/or background contamination. In consequence, the sum and product rules of Eqs (3) and (4) can be used to express the non-detection probability as follows:
where p(H 0 |I) and p(H 1 |I) are the probabilities for hypotheses H 0 and H 1 , respectively, with p(
The probability of non-detection given H 0 , p(d k |H 0 , θ, I), can be computed explicitly by using the sum and product rules to recast this quantity as
where
) is the non-detection probability conditioned on H 0 and concentration c and p(c|H 0 , θ, I) is the probability of concentration c conditioned on H 0 . Firstly, we note that p(d k |c, H 0 , θ, I) is exactly unity if the concentration c does not exceed a pre-specified concentration threshold c− (viz., if c ≤ c−). This is simply the definition of a non-detection. The concentration threshold c− is used to decide whether a "signal" from a putative source has been detected and is typically set high enough to ensure a small false-alarm rate due to the instrument noise and/or background contamination. Alternatively, p(d k |c, H 0 , θ, I) must vanish identically for c > c−, for otherwised k would have been declared to be a detection. In summary,
The quantity p(c|H 0 , θ, I) is the probability density function for the concentration conditioned on H 0 . There are many forms that can be chosen for p(c|H 0 , θ, I) depending on the context and application. These include, but are not limited to a Poisson distribution if the concentration reported by a sensor consists of counts of the number of radioactive decays in a sampling interval δt and sampling volume δV (activity concentration) or a clipped-gamma distribution [36, 39] if the concentration is considered to be a continuous quantity. In this paper, we assume that p(c|H 0 , θ, I) is a lognormal distribution LN(µ H 0 , σ) with location parameter µ H 0 = log(c b ) − σ 2 /2 (c b is the mean background concentration level) and scale parameter σ.
1 If these assumptions are inserted into Eq. (21), the non-detection probability conditioned on H 0 can be shown to be given explicitly by
where erf( · ) denotes the error function. The probability of non-detection given
), can be computed in a similar manner. However, in this case, it is assumed that the concentration probability density function given
2 /2 and scale parameter σ. Although not necessary, the implicit assumption here is that the scale parameter σ for the lognormal distribution under H 1 is the same as that under H 0 . Here, c k (θ) is the predicted concentration associated with the sensor collection start/stop interval labeled byd k . With this assumption, the non-detection probability conditioned on H 1 can be shown to have the following explicit form:
The second term on the right-hand-side of Eq. (20) sensitizes the nondetection probability p(d k |θ, I) to the hypotheses concerning the unknown source distribution (encoded, as such, in θ) and, in so doing, imposes constraints on the source hypotheses. The greatest sensitivity (and constraint) occurs when one assigns p(H 1 |I) = 1. Note that normally c b c− in order to ensure a small false-alarm rate in the sensor. From Eq. (23), it is seen that if
there is no penalty imposed on the source hypothesis θ in this case (viz., a predicted concentration that is small with respect to the concentration threshold would have resulted in a non-detection as observed).
Alternatively, if c k (θ) c− and σ, then the argument of the error function in Eq. (23) is large in absolute magnitude. In other words, when the predicted concentration c k (θ) is significantly larger than the concentration threshold and the expected scale of fluctuations in the background contamination (encoded by σ), then the error function argument is large in absolute value. In this case,
Here, it is seen from Eq. (24) 
c− for the non-detection interval k incurs a significant penalty (owing to the fact that if the concentration c k (θ) is as large as hypothesized, it should have been detected).
As an example, Figure 1 shows the individual likelihood function ford k (or, non-detection probability) p(d k |θ, I) for p(H 1 |I) = 1 with c− = 0.0688 mBq m −3 (concentration threshold), c b = 0.0244 mBq m −3 (mean background concentration) and scale parameter σ = 0.85. Note that if the predicted con-
, then the non-detection probability is unity (viz., a predicted concentration corresponding to a particular source hypothesis θ that is small with respect to the concentration threshold would have resulted in a non-detection and should not be penalized by the likelihood function). Alternatively, if the predicted concentration c k (θ) is significantly larger than the concentration threshold and the expected scale of fluctuations in the background contamination (encoded by σ), then the nondetection probability is significantly less than unity (viz., the source hypothesis in this case should incur a significant penalty in the likelihood function owing to the fact that if the concentration were as large as predicted it should have been detected).
To summarize, the individual likelihood function for d j (detection probability) is given by Eq. (19) and the individual likelihood function ford k (non-detection probability) is given by Eqs (20) , (22) and (23) . The complete likelihood function based on the concentration data d, obtained from all available collection start/stop intervals, is calculated using Eq. (15) as the product of all the individual detection probabilities for d j (j = 1, 2, . . . , N ) and the individual non-detection probabilities ford k (k = 1, 2, . . . ,N ).
Summary statistics for inferred source parameters
Inferences for source parameters θ can be obtained from the posterior distribution p(θ|d, I). The posterior distribution can be summarized by various 
where E[ · ] denotes mathematical expectation. The posterior standard deviation σ(θ i ) can be used to characterize the uncertainty in the estimate for θ i :
On the other hand, a more robust characterization of the uncertainty in the estimate of θ i is given by a p% credible interval (viz., an interval that contains the unknown source parameter θ i with a p% probability). The key feature of Bayesian inference is the provision of a probability measure over the source parameter (hypothesis) space Ω that allows the rigorous assessment of hypotheses concerning the unknown source parameters directly by determination of probabilities quantifying the plausibility of those hypotheses. The fundamental philosophy of Bayesian probability theory (already implied in the axiomatic development of the theory enunciated by Cox [4] ) for source reconstruction is to find and explore all regions (or volumes) in the hypothesis space of the source parameters with reasonably large probability. This procedure allows a rigorous assessment of the uncertainty in our inferences of the source parameters.
Automated Computational Inference
With the specification of the two input quantities (prior and likelihood) on the right-hand-side of Eq. (5), the remaining problem is the computation of the two output quantities (posterior and evidence) on the left-hand-side of this relationship. The computational technology to achieve this goal requires that we address two principal issues: namely, (1) the Bayesian inference for source reconstruction requires a computationally efficient procedure for determination of the detections c j (θ) (j = 1, 2, . . . , N ) and the non-detections c k (θ) (k = 1, 2, . . . ,N ) when given the source hypothesis θ; and, (2) the development and implementation of a methodology for sampling from the posterior distribution p(θ|d, I) and for calculation of the evidence Z.
Efficient calculation of the source-receptor relationship
The determination of the likelihood function in Eq. (15) requires the computation of c i (θ), for every detection and non-detection collection start/stop interval (i ≡ j, k with j = 1, 2, . . . , N and k = 1, 2, . . . ,N ) comprising the data set d and for each source hypothesis θ sampled from the posterior distribution. The complete likelihood function given in Eqs (15), (19) , (20), (22) and (23) is not a closed-form expression and its evaluation is computationally expensive owing to the fact that c i (θ) needs to be determined for each source hypothesis θ. A simulation-based posterior inference typically requires that a large number of source hypotheses be considered in the statistical sampling. For the current application, the computational demands of utilizing a source-oriented atmospheric transport model for the determination of c i (θ) make it impractical as a direct tool for sampling from the posterior distribution because this involves necessarily exploring a large number of source parameter hypotheses. This is highly computer intensive, as the simulation-based Bayesian inference procedure requires a large number of forward calculations of c i (θ) to be performed. To overcome this hurdle, one strategy would be the development of an emulator for the source-oriented atmospheric transport model which could be used as a computationally inexpensive surrogate for the model itself [8] . However, we note that it is not necessary to apply this type of approximation for the forward model in our current application. Rather, Keats et al [16] and Yee et al [42] showed that a receptor-oriented atmospheric transport model for the prediction of the source-receptor relationship provides an exact and computationally efficient methodology that can be used directly in a Bayesian inference procedure for the rapid computation of c i (θ).
The fast computation of the source-receptor relationship needed to determine c i (θ) exploits the following dual (or adjoint) representation of this relationship:
where X ×(t 0 , T ) corresponds to the space-time volume that encloses the source and the receptors; h(x, t|δx i , δt i ) is the spatial-temporal filtering function (of x and t) for the sensor concentration measurement at location x i and time t i averaged over the sampling volume δV and sampling time δt [viz., (δx i , δt i ) ≡ the space-time volume δV δt centered at (x i , t i )]; S(x, t) is the source distribution; C(x, t) is the concentration at the space-time point (x, t) and C * (x , t |δx i , δt i ) is the adjoint concentration at the space-time point (x , t ) associated with the sensor concentration datum acquired in the space-time volume (δx i , δt i ). By virtue of Eq. (28), it is seen that the source-oriented representation of the source-receptor relationship (which depends on C) is mathematically equivalent to the receptor-oriented representation of this relationship (which depends on C * ), with C and C * intimately connected through the duality constraint C|h = C * |S . Substituting the source model given by Eq. (9) into Eq. (28), the predicted concentration "seen" by the sensor in the space-time volume (δx i , δt i ) for the source hypothesis θ is given by
Note that the computation of c i (θ) can be performed for any hypothesis concerning S (encoded by the parameter vector θ) without having to re-compute C * . Indeed, it needs to be stressed that because C * does not depend on S it can be pre-calculated using an adjoint atmospheric transport model for each available sensor space-time location (represented in the data vector d), and this pre-calculated C * can be used in Eq. (29) for a computationally efficient determination of c i (θ) required for the rapid evaluation of the complete likelihood function of Eq. (15) . Finally, it should be noted that C * is nothing more than the SRS fields that have been used previously [17, 29, 32] for the computation of the PSR. Indeed, pre-calculated SRS fields, associated with radionuclide samples obtained on the IMS, are now routinely archived at various data centers (e.g., International Data Center which is a division of the Provisional Technical Secretariat). These archived SRS fields can be used directly for the posterior sampling described in the next subsection.
General-purpose automated Bayesian computation
In this subsection, we focus on development of an automated and practical computational engine to allow the Bayesian inference paradigm to be applied routinely for source reconstruction. It is hoped that this engine will be able to cope in the future with ever more sophisticated source distribution models (involving potentially high dimensionality) and ever more challenging data complexity (e.g., heteroscedastic errors in measurements, significant background contamination, complex and irregular spatial structure, stochastic censoring). The proposed approach relies on a novel combination of importance sampling using a sequence of bridging densities with a general-purpose Markov chain Monte Carlo (MCMC) sampler that takes advantage of the strengths of its two components. The result of this non-standard combination is a very general-purpose automated ab initio computational inference engine for Bayesian source reconstruction.
The first component of the combination utilizes a form of thermodynamic integration via importance sampling proposed for free energy estimation by Jarzynski [11, 12] and for statistical applications by Neal [22] (where it is referred to as annealed importance sampling). The methodology originated in a statistical physics context for computation of the partition function Z (whose logarithm is proportional to the free energy of a thermodynamic system). It is noted that the partition function is conceptually and operationally identical to the evidence Z in Eqs (5) and (6) and, hence, the same symbol is used to denote both quantities.
The key idea for evaluation of the partition function is to use a form of simulated annealing. This involves defining a "coolness" (inverse temperature) parameter β, which allows one to move from a tractable distribution π(θ) (prior distribution) that we can easily draw samples from to the distribution of interest p(θ|d, I) (posterior distribution) that we want to draw samples from, through a sequence of bridging distributions. To that end, let us consider a sequence of bridging distributions with the following form: p β (θ|d, I) ∝ π(θ)L β (θ) where β ∈ [0, 1]. When β = 0, the likelihood function is turned off and the modified posterior p 0 (θ|d, I) is simply the prior distribution. On the other hand, when β = 1, the modified posterior p 1 (θ|d, I) is exactly the posterior distribution that we are trying to sample from. In between these two extremes, with β ∈ (0, 1), the effects of the concentration data d are assimilated gradually through the modified (or, "softened") likelihood function L β (θ). To carry the analogy with statistical physics further, the "coolness" parameter β can be interpreted as an inverse temperature parameter T (β ≡ 1/T ) with β ∈ [0, 1] implying that T ∈ [1, ∞]. The posterior distribution p 1 (θ|d, I) corresponds to the temperature T = 1, whereas the modified posterior distribution p β (θ|d, I) corresponds to "warming" the posterior distribution to a temperature T = β −1 > 1, resulting in the flattening of the distribution. For the purposes of simulated annealing, we can define a monotonically increasing annealing schedule β i (β i ∈ [0, 1] for i = 1, 2, . . . , r where β 1 ≡ 0 and β r ≡ 1). Now we can interpret the sequence of bridging distributions connecting the prior distribution (β 1 = 0) with the posterior distribution (β r = 1) as a sequence of importance sampling densities (viz., p β i−1 (θ|d, I) is the importance sampling density for p β i (θ|d, I) for i = 2, . . . , r).
From this perspective, we can now apply importance sampling to this sequence of bridging distributions between the prior and posterior distributions to draw samples θ (m) (m = 1, 2, . . . , N s ) from the posterior as follows: 
where p *
The samples θ (m) with weight w (m) can be employed as weighted samples drawn from the target (posterior) distribution p(θ|d, I). Normally, one would calculate the logarithm of the weights in order to avoid possible numerical overflow problems arising from potentially large positive ratios, so log w
In the annealed importance sampling procedure described above, it is assumed implicitly that we can draw independent samples directly from p 0 (θ|d, I) (prior distribution). Furthermore, as a byproduct of this sampling procedure, it can be shown [11, 12, 22] that the evidence Z (or, partition function in the context of statistical physics) can be estimated as the average of the importance weights w (m) , so
In this estimate, it is assumed implicitly that the prior distribution has been normalized (viz., p 0 (θ|d, I) dθ ≡ π(θ) dθ = 1). Finally, we note that the weights w (m) used as in Eq. (32) provide an unbiased estimate Z for the evidence Z.
The key part of the annealed importance sampling procedure described above involves the application of a MCMC sampler to draw a sample from the bridging distributions p β i (θ|d, I) (i = 2, 3, . . . , r −1). Unfortunately, a MCMC sampler requires the specification of an appropriate proposal distribution. The selection of the "correct" orientation and scale for this proposal distribution typically requires significant user intervention to tune the parameters defining the proposal distribution via a tedious trial-and-error process in order to ensure rapid convergence and good efficiency of the MCMC simulation.
To circumvent this difficulty and to provide a fully automated schema for posterior sampling, we propose using a generalized adaptive Metropolis sampling scheme as the MCMC sampler within the annealed importance sampler described above, in order to generate efficient mixing of the Markov chain transitions required for rapid sampling from the bridging distributions p β i (θ|d, I). Laloy and Vrugt [19] provide a detailed description of this sampler. For completeness, we will summarize briefly the key features of this sampler. This MCMC sampler, known as MT-DREAM (ZS) (or multiple-try DREAM (ZS) ), is an adaptive differential evolution algorithm whose principal components are as follows.
The differential evolution adaptive MCMC algorithm draws samples from an archive of past states Z and uses these samples to generate the candidate points (proposals) for each of the individual Markov chains that are used in exploring the target distribution. We initialize Z by drawing M 0 samples from p 0 (θ|d, I) (prior distribution). During the exploration process, the individual Markov chain states at various iterations are periodically stored in Z. This update of Z is achieved simply by applying a basic thinning rule: namely, the archive is augmented with the individual Markov chain states after every K ≥ 1 iterations.
As already alluded to above, the MT-DREAM (ZS) algorithm uses multiple Markov chains that are run in parallel simultaneously. Each of the chains in this ensemble generates a new candidate point (proposal) by applying an adaptive randomized subspace sampling of pairs of vectors from Z. In greater detail, if Markov chain l is in the current state θ l (t) ≡ θ l (where t labels the sequence of states of the Markov chain), we would like to compute the updated state θ l (t + 1). To this end, a proposed candidate state θ l is constructed as follows (centered at θ l ):
where l = 1, 2, . . . , N c . Here, N c denotes the number of Markov chains used during the exploration process; N p denotes the dimensionality of θ l (which is equal to the dimensionality of the hypothesis space Ω); Z ρ (ρ ∈ N) is the ρ-th state vector stored in Z; r 1 (η), r 2 (ξ) ∈ {1, 2, . . . , M } with r 1 (η) = r 2 (ξ) (M is the number of states currently in the archive Z and η, ξ = 1, 2, . . . , δ where δ is the dimensionality of the randomized subspace); 1 Np is a vector of ones with dimensionality N p ; e Np and Np are random vectors of dimensionality N p with components distributed as the uniform distribution U (−b, b) and as the Gaussian distribution N (0, b * ), respectively (with the constraint that b and b * are much less than the target distribution "width"); and, γ is the jump size of the update step which depends on both δ and N p (number of components of θ l that is updated using a binomial scheme as described briefly below). A recommended choice for the jump size γ is provided in [19] as
with γ set to unity after every fifth state update in order to expedite "jumps" between possibly distinct modes in the target distribution. Note that the proposed update of the current state θ l of Eq. (33) is generated in a random subspace formed by the linear span of a set of unique difference vectors formed from δ pairs of states Z r 1 and Z r 2 , obtained by sampling without replacement from the archive of past states. Owing to the fact that N c Markov chains are used in the MT-DREAM (ZS) algorithm, the use of this algorithm as the MCMC sampler gives simultaneously N c samples drawn from the posterior distribution at the end of each annealing run described above (viz., each run through the sequence of bridging distributions connecting the prior to the posterior yields a set of N c sample points drawn from p(θ|d, I) with the associated importance weights). In other words, N s annealing runs would yield N s N c importance weighted samples from the posterior distribution.
Each of the components of the candidate points in Eq. (33) can be accepted or rejected with a probability determined by a binomial scheme. This scheme is associated with a Bernoulli trial corresponding to a (user-specified) crossover probability of p c . If rejected in the Bernoulli trial, the corresponding component of θ l assumes the previous or old value. The number of components of θ l that are updated using the binomial scheme determine N p , whose value in turn is used to calculate the jump step size γ(δ, N p ) [see Eq. (34)]. In this manner, the MT-DREAM (ZS) algorithm can automatically determine an appropriate scale and orientation for the proposal distribution.
A multiple-try Metropolis (MTM) approach originally developed by Liu et al [20] is incorporated in MT-DREAM (ZS) in order to improve the sampling efficiency of the algorithm. The basic idea here is that a larger candidate move tends to be rarely accepted, but if multiple points are generated for these larger moves, then the acceptance probability can be improved (increased). The incorporation of the MTM approach in the MT-DREAM (ZS) algorithm involves drawing ι samples by applying the randomized subspace sampling procedure for each chain as encapsulated in Eq. (33) . Then, from these ι samples θ k l (k = 1, 2, . . . , ι) with weights (probability) given by the bridging distribution p β i (θ 
and accept the reference sample with probability α = min(a, 1). Finally, the Gelman and Rubin [7] convergence diagnosticR can be applied to each of the components of the multiple Markov chains utilized in MT-DREAM (ZS) in order to ascertain whether the algorithm has converged to the equilibrium distribution associated with the chains. The diagnosticR is computed using the last half of the samples generated for each of the Markov chains. The incorporation of this feature allows an automatic determination of the number of iterations to perform with the MCMC sampler in order to draw a sample from each of the bridging distributions p β i (θ|d, I) (i = 2, 3, . . . , r−1).
The incorporation of MT-DREAM (ZS) as the general MCMC sampler within the annealed importance sampling procedure gives essentially an automated computational inference engine for Bayesian source reconstruction. There are a number of advantages with using this algorithm for Bayesian source reconstruction. Firstly, the algorithm provides a set of independent samples representing the posterior distribution p(θ|d, I), so there is no need to diagnose convergence (viz., how much of the sequence of samples to discard as 'burn-in') or to estimate autocorrelation in the dependent sequence in order to assess the accuracy of the estimators of quantities constructed from the samples. Secondly, the algorithm provides an estimate for the evidence Z as a natural by-product of the algorithm (without any extra computational effort). In consequence, the two key output quantities (posterior and evidence) of Bayes' rule are obtained using this algorithm, given only the two principal input quantities (prior and likelihood). Thirdly, the algorithm is completely automated in the sense that there is no need for the user to fine tune parameters that control the proposal density for the MCMC sampler. Fourthly, the annealed importance sampler, as well as the MT-DREAM (ZS) sampler used to draw a sample from the bridging distributions, can both deal with the difficulties in the sampling arising from a complex topology in the hypothesis space: multi-modality and complex curving degeneracies (e.g., banana-shaped contours) in the posterior distribution. The more flexible MCMC sampler used here will result generally in a reduction in the variance of the importance weights w (m) . In addition to the two input quantities for Bayes' rule, the user must furnish one additional piece of information to the computational inference engine: namely, the annealing sequence
. The annealing schedule can be prespecified in a number of different ways (using standard rules of thumb). For the application in this paper, we used an annealing schedule that increases linearly for small values of β 
Example: Application of Methodology
The IMS is a comprehensive network of hydroacoustic, infrasound, seismic and radionuclide detectors that has been set up to provide the verification regime for the CTBT. Beginning 7 April 2013, three "anomalous" activity concentrations of the radioxenon isotopes 133 Xe (with a half life of 5.25 d) and 131m Xe (with a half life of 11.8 d) were detected at the radionuclide observation station (RN38) in Takasaki, Gumna, Japan. The geodetic coordinates for this station are 139.1
• E and 36.3
• N. The radionuclide station RN38 utilizes a Swedish Automatic Unit for Noble Gas Acquisition (SAUNA) beta-gamma coincidence system with a 12-h sample collection time. This station is part of the global network of radionuclide detectors belonging to the IMS.
The referenced radioxenon activity concentrations measured at RN38 in April 2013 were unusual (exceptional or unique) for the following reasons as discussed more fully in Ringbom et al [24] . Firstly, the three anomalous activity concentrations of 131m Xe detected at RN38 on 7-8 April 2013 were the tenth, second and third largest values ever sampled at this station. Secondly, the ratio of the 131m Xe/ 133 Xe activity for the three referenced anomalous events were unusually high, lying at over 6σ from the normal (usual) population of previously measured 131m Xe/ 133 Xe activity ratios for this station.
We applied the automated computational inference engine for Bayesian source reconstruction for this case, in an attempt to determine the characteristics of the putative source responsible for the anomalous observations of the radioxenon isotopes 133 Xe and 131m Xe made at RN38. To this purpose, we use as the concentration data set d the three anomalous radioxenon detections at RN38, as well as eight additional non-detections in the space-time vicinity of the reported three radioxenon detections. Three of these non-detections were obtained from RN38; namely, one non-detection corresponding to the 12-h sampling period just before the first detected event and two additional nondetections corresponding to the two consecutive 12-h sampling periods just after the third (last) detected event. The detection and non-detection events at RN38 used in d span the sampling period from 7 April 2013 07:00 Coordinated Universal Time (UTC) to 10 April 2013 07:00 UTC. Furthermore, the data set d was augmented with five additional non-detection events (each with a 12-h sampling interval) observed at a "neighboring" IMS radionuclide observation station at Ussuriysk, Russia (RN58) with geodetic coordinates of 132.0
• E and 44.2
• N. The additional five non-detection events included in d, obtained at RN58 using a Russian Analyzer of Xenon Radioisotopes (ARIX) system consisting of scintillator beta-gamma coincidence detectors, spanned the sampling period from 7 April 2013 12:00 UTC to 10 April 2013 00:00 UTC. Hence, the data vector d ∈ R N +N with N = 3 (detections) andN = 8 (non-detections).
For the purposes of source reconstruction, we used the information on the activity concentrations of 131m Xe measured at RN38 and RN58. The putative source was assumed a priori to be an instantaneous (prompt) release, so T s e → T s b in Eq. (9) . As a consequence, the relevant source parameters are as follows: θ = (x s , t s , Q s ) with T s b = T s e ≡ t s . Furthermore, it is assumed that the putative source is located at ground level, so the only unknown location parameters are x s (longitude) and y s (latitude) of the source. As a consequence, θ = (x s , y s , t s , Q s ) ∈ R 4 .
To calculate the C * (x, t|δx i , δt i ) fields (i ≡ j, k where j = 1, 2, . . . , N and k = 1, 2, . . . ,N ) associated with each detection and non-detection event [cf. Eq. (29)] in d, we downloaded meteorological re-analysis data from the Climate Forecast System Reanalysis (CFSR) data archive [21] for the time period from 1-30 April 2013. The re-analysis data from the CFSR data archive were produced by the National Centers for Environmental Prediction (NCEP) using a state-of-the-science meteorological forecast model (viz., a high-resolution, coupled atmospheric, oceanic and land surface model) to provide gridded data for various atmospheric and oceanic variables on a global basis at unprecedented geographic (0.5
• × 0.5 • ), vertical (37 pressure levels for the atmosphere and 40 levels for the ocean), and temporal (hourly) resolution.
The meteorological re-analysis data was reformatted for direct use with the suite of modeling tools known as Hazard Prediction and Assessment Capability (HPAC) [28] . The atmospheric dispersion model in HPAC is a second-order closure integrated puff (SCIPUFF) model which is used here to calculate the adjoint concentration fields C * (x, t|δx i , δt i ) required for the rapid computation of the predicted activity concentrations needed in the determination of the likelihood function. The terrain and land cover data for the region surrounding RN38 and RN58 were used in the dispersion modeling. The adjoint concentration fields were computed (output) with a spatial resolution of 0.1
• on a geodetic coordinate system and a temporal resolution of 15 min. Ringbom et al [24] showed that the probability density function for the background activity concentration of 131m Xe at both RN38 and RN58 is well modeled using a lognormal distribution. The parameters for the fitted lognormal distributions for the background activity concentrations at RN38 and RN58 were used in the computation of the non-detection probability p(d k |θ, I) (k = 1, 2, . . . ,N ) given by Eqs (20) , (22) and (23) . For the radionuclide station RN38, the parameters for the lognormal distribution of the background activity concentration (expressed in units of mBq m in Eq. (20) to the predicted concentration c k (θ), it is assumed implicitly that p(H 1 |I) = 1 (so, p(H 0 |I) = 0). Indeed, given the fact that the non-detections at RN38 and RN58 were in the space-time vicinity of the three "anomalous" radioxenon detections, one would naturally expect that these non-detections would have a contribution from the putative (unknown) source responsible for the anomalous detection events with high probability (so, one would expect that p(H 1 |I) ≈ 1).
3
The MT-DREAM (ZS) algorithm used to draw samples from the various bridging distributions that connect the prior to posterior ran two chains (N c = 2) simultaneously, with δ = 1, ι = 3 (for the multiple-try Metropolis), b = 0.05 and b * = 10 −6 [cf. Eq. (33)]. A total of N s = 1000 annealing runs was conducted to give N s N c = 2000 independent importance weighted samples of θ drawn from the posterior distribution. We drew 1000 unweighted samples from the 2000 available importance weighted samples. These 1000 unweighted samples from the posterior distribution were used subsequently for parameter estimation.
The samples of θ drawn from the posterior distribution p(θ|d, I) can be used to determine the characteristics (location, release time, source strength) of the unknown source. Towards this purpose, Figure 3 for the various reconstructed source parameters are summarized in Table 1 . Finally, the estimate for the evidence Z ≡ p(d|I) = (1.285 ± 0.22) × 10 −6 . Given the estimated value for the evidence Z, the information gain S computed using Eq. (8) was found to be 4.822 natural units (nits). 4 This implies that the information contained in the concentration data d used for the source reconstruction (very sparse data set) resulted in a "posterior volume" in the hypothesis space that was only a factor of exp(S) ≈ 125 times smaller than the "prior volume" in the hypothesis space where the posterior and prior volumes refer to volumes in the hypothesis space of reasonably large probability after and before the receipt of the concentration data d, respectively. Even so, given the sparse nature of the available data, the position of the putative source is rather well localized which may be due to the incorporation of the nondetections into the analysis. However, there is a rather large uncertainty in the determination of the release time, probably owing to the fact that the temporal resolution of the sampled activity concentration data was rather coarse (12 h).
To associate the putative source identified above with a possible actual source, Figure 5 shows the joint posterior distribution for the source location superimposed on the locations of various seismic events (top panel) and on the locations of various nuclear facilities (bottom panel) in the region of interest. The locations of the seismic events were obtained from the United States Geological Survey website [31] . The top panel of Figure 5 displays those seismic events (primarily earthquakes) with a magnitude greater than 2.5 (on the Richter scale) occurring in the time span between 12 February 2013 to 13 April 2013, inclusive. The seismic events have been stratified and encoded according to two separate metrics: the area of the disk encodes the magnitude of the seismic event and the color of the disk represents the depth of the event. The data for the location of the nuclear facilities shown on the bottom panel of Figure 5 were obtained from the Power Reactor Information System (PRIS) developed and maintained by the International Atomic Energy Agency [9] . The power generated by the nuclear facility is encoded by the area of the disks and the type of reactor is encoded in the color of the disk. Also included in the bottom panel of Figure 5 are three nuclear facilities that are not part of the PRIS database of commercially operational nuclear power plants: namely, the Kedo (128.34
• E, 40.096 Interestingly, a perusal of the top panel of Figure 5 shows that there is only one shallow seismic event enclosed within the "footprint" of the joint posterior distribution of the source location (defined here as the spatial region that contains 99% of the total probability mass of the source location posterior distribution). This seismic event corresponds to the underground nuclear explosion detected on 12 February 2013 at 02:57:51 UTC, having a magnitude of 5.1 and an epicenter located at 129.004
• E and 41.299
• N. This event is associated with the third announced nuclear test in the DPRK.
An examination of the bottom panel of Figure 5 suggests that the source of the release is consistent with only four different hypotheses: the release was from one of the nuclear facilities at Yongbyon, Taechon or Kedo or from the Pungye-ri nuclear test site. However, a perusal of the probability contours of the joint posterior distribution of the source location indicates that a release from either the Yongbyon or Taechon facility is much less probable than that from the Kedo nuclear facility. In turn, a release from these nuclear facilities is less probable than a release from the Pungye-ri nuclear test site. In particular, an examination of the probability density level (rather than the enclosed probability mass) of the joint posterior distribution of the source location shows that the probability for a release from either the Yongbyon or Taechon facilities is roughly 1000 times less probable and for a release from the Kedo nuclear facility is about five times less probable than that from the Pungye-ri nuclear test site. In consequence, the most probable source for the three anomalous radioxenon detections observed at RN38 appears to be the Pungye-ri nuclear test site. Indeed, it is noted that the best estimate for the source location (cf. Table 1) given by the posterior mean is consistent with the location of the Pungye-ri nuclear test site to well within the reported uncertainty (precision) of 1σ.
Conclusions
In the paper, we describe an automated methodology for principled computational inference for Bayesian source reconstruction that automatically achieves efficient sampling of the posterior distribution and provides as a byproduct an estimate of the evidence Z (allowing, as such, the two key output quantities of the Bayes' rule to be determined simultaneously). The computational inference engine utilizes importance sampling involving a sequence of bridging distributions that smoothly connect the prior density to the posterior density (annealed importance sampling) in combination with use of the general and adaptive MT-DREAM (ZS) algorithm for sampling from each of the bridging distributions. The latter algorithm incorporates evolutionary computing within a MCMC framework.
This approach, which incorporates and fuses the strengths of importance sampling, simulated annealing, differential evolution as genetic algorithm, multiple-try sampling, and sampling from an archive of past states, allows the efficient posterior exploration of complex highly multi-modal (and poten-tially high-dimensional) hypothesis spaces with possibly pronounced curving degeneracies. The key advantages of this hybrid approach are independent sampling from the posterior distribution and an automatic determination of an appropriate scale and orientation for the proposal distribution without tedious trial and error. Another important innovation of the current effort is the explicit consideration of the non-detection information provided by sampling periods during which no event was detected. It is shown how the relevant information about the non-detections can be incorporated rigorously into the likelihood function.
The automated computational inference engine was applied to the reanalysis of three anomalous activity concentrations of 133 Xe and 131m Xe (with an unusual 133 Xe/ 131m Xe activity ratio) detected at the IMS station (RN38) in Takasaki, Japan. Bayesian source reconstruction was applied to the detections and non-detections of 131m Xe at RN38 and RN58. The re-analysis of this activity data showed that the most probable source of the release was from the Pungye-ri nuclear test site (viz., the source of the radioxenon detected was probably generated in the third announced DPRK nuclear test and subsequently released into the atmosphere through some form of human intervention about six weeks after the initial nuclear test). Finally, it is suggested that the localization of the release time would have been improved if the temporal resolution of the activity concentration was higher (viz., if the sampling time was less than 12 h).
The computational inference engine utilizes pre-computed C * (or, SRS) fields associated with the detections and non-detections of a tracer measured on a sensor network for the rapid (efficient) calculation of the likelihood function (one of two key input quantities for the inference engine). Interestingly, these are the same inputs that are used by the post-processing software WEB-GRAPE for the calculation of a PSR for a user-specified measurement scenario. In view of this, it should be possible to incorporate the automatic computational inference engine developed herein into WEB-GRAPE to post-process SRS fields (specific to the N detection andN non-detection measurement samples considered in a specified scenario) in the context of a Bayesian source reconstruction to provide a more informative posterior distribution of the source parameters. This procedure automatically yields a rigorous determination of the uncertainty in the inference of these parameters, hence extending the potential of the theoretically justified (principled) methodology as a twenty-first century versatile tool for quantitative source reconstruction involving potentially very complex source distributions.
Finally, there are a number of possible future avenues for investigation that should be explored. In the work described herein, the effort has been focused on the development of an automated sampling algorithm for the computation of the two key output quantities of Bayes' rule (posterior and evidence) to give a general-purpose computational inference engine for Bayesian source reconstruction. Issues of computational speed were not investigated but, that said, it would be useful to implement a parallel version of the algorithm on multiple cores or on a graphics processing unit (GPU).
Although the focus here has on been using a single model for the predicted concentration for Bayesian source reconstruction, it is possible to generalize this situation to the case where one has available multiple models for the predicted concentration, each of which can be driven by one or more (different) re-analyzed or forecasted meteorological wind fields. The question that arises is how to combine the concentration predictions from the various models to improve the inference of the source parameters θ. It would be interesting to apply the formal Bayesian approach to develop a rigorous schema for utilizing multi-model ensembles from an ensemble dispersion modeling system for source reconstruction. In this regard, the evidence Z ≡ p(d|I) which has been computed, but otherwise mostly ignored in this paper, will play a central role. This key quantity can be used to produce a model-averaged posterior distribution (using the individual members of the multi-model ensemble, with the weights for each member determined by the evidence Z for this member). This model-averaged posterior encodes essentially the uncertainty in the correct model (where presumably the dominant source of error is the wind field uncertainty) by utilizing all the members in the multi-model ensemble for its determination. From this perspective, the automated computational inference engine for Bayesian source reconstruction developed herein can be generalized easily to assimilate the information provided by a multi-model ensemble system for dispersion modeling. This paper has focused on the use of a single modality for the source term estimation of θ; namely, activity concentration measurements. However, it is possible to incorporate simultaneously other modalities into the Bayesian source reconstruction (e.g., various radionuclide activity ratios, seismic information, infrasound information). The rigorous assimilation of different modalities into the Bayesian source reconstruction is straightforward. To be more specific, suppose we have data sets d n (n = 1, 2, . . . , L) representing L different modalities (such as activity concentration, different radionuclide activity ratios, seismic information, etc.), along with the physics-based models that link the data sets d n to the source parameter vector θ. The prior information is still encoded by p(θ|I), owing to the fact that the prior information concerning the source is the same for all the modalities. However, the various modalities along with their associated data sets d n determine the various individual likelihood functions, which we denote by p n (d n |θ, I) ≡ L n (θ) (n = 1, 2, . . . , L). The total likelihood function for the data assimilation of the different modalities is simply the product of the individual likelihood function for each modality (viz., L(θ) = n L n (θ)). This independent likelihood pooling will enable the different modalities to be fused into a single multi-technique source reconstruction that links together all the heterogeneous information sources, taking into account all interdependencies between the various modalities.
