Understanding the quantum many-body problem and its applications to correlated materials, cold atoms and nanoelectronic devices is a central problem of physics. Nonetheless, few numerical techniques can simulate strongly correlated systems in an accurate and controlled way, especially when far from equilibrium. Perturbation theory has seen an unexpected recent revival, based on Quantum Monte Carlo approaches that calculate all Feynman diagrams up to large orders. Here we show that integration based on low-discrepancy sequences can be adapted to this problem and greatly outperforms state-of-the-art diagrammatic Monte Carlo methods. In relevant practical applications, we show a speed-up of several orders of magnitude. We demonstrate convergence with scaling as fast as 1/N in the number of sample points N , parametrically faster than the 1/ √ N of Monte Carlo methods. Our approach enables a new scale of high-precision computation for strongly interacting quantum many-body systems. We illustrate it with a solution of the Kondo ridge in quantum dots.
Understanding the quantum many-body problem and its applications to correlated materials, cold atoms and nanoelectronic devices is a central problem of physics. Nonetheless, few numerical techniques can simulate strongly correlated systems in an accurate and controlled way, especially when far from equilibrium. Perturbation theory has seen an unexpected recent revival, based on Quantum Monte Carlo approaches that calculate all Feynman diagrams up to large orders. Here we show that integration based on low-discrepancy sequences can be adapted to this problem and greatly outperforms state-of-the-art diagrammatic Monte Carlo methods. In relevant practical applications, we show a speed-up of several orders of magnitude. We demonstrate convergence with scaling as fast as 1/N in the number of sample points N , parametrically faster than the 1/ √ N of Monte Carlo methods. Our approach enables a new scale of high-precision computation for strongly interacting quantum many-body systems. We illustrate it with a solution of the Kondo ridge in quantum dots.
The exponential complexity of quantum many-body systems is at the heart of many remarkable phenomena. Advances in correlated materials and recently developed synthetic quantum systems -e.g. atomic gases [1], trapped ions [2] , and nanoelectronic devices [3-6]have allowed many-body states to be characterized and controlled with unprecedented precision. The latest of these systems, quantum computing chips, are highly engineered out-of-equilibrium many-body systems, where the interacting dynamics performs computational tasks [7] . However, our understanding of these many-body systems is limited by their intrinsic complexity. While uncontrolled approximations can give insight into possible behaviors, there is a growing effort to develop controlled, high-precision methods [8] , especially ones that apply far from equilibrium [9] [10] [11] . These allow us to make quantitative predictions about the physics of many-body systems and to uncover qualitatively new effects at strong coupling.
Among theoretical approaches, perturbative expansions in the interaction strength have seen an unexpected recent revival, in particular using a family of "diagrammatic" Quantum Monte Carlo (DiagQMC) methods [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Using various techniques [11, 12, 18, 21] , it is now possible to sum perturbative series beyond their radius of convergence and thus access strongly correlated regimes. The effects of strong interactions have been studied in diverse systems, including unitary quantum gases [15] , polarons [12] , quantum dots [10, 11, 19] , and pseudo-gap metals [16] .
Quantum Monte Carlo is currently the preferred strategy for computing series coefficients at large perturbation * pdumitrescu@flatironinstitute.org † xavier.waintal@cea.fr order n, as this involves integrals of dimension proportional to n (practically around 5 − 30). High dimensional integration is notoriously difficult, and Monte Carlo provides a robust and flexible solution with errors that scale as 1/ √ N independently of the dimension; here N is the number of sample points.
Nonetheless, there has been tremendous progress in integration methods for problems that lie in-between traditional quadrature (very low dimensions) and Monte Carlo (high dimensions). In intermediate dimensions (typically , 'Quasi-Monte Carlo' methods have become well established. In favorable cases they can achieve error scalings of 1/N or even 1/N 2 , far outperforming traditional Monte Carlo [22] [23] [24] [25] .
In this paper we show how to apply these integration techniques to perturbative expansions for quantum many-body systems. Our "Quantum Quasi-Monte Carlo" (QQMC) approach is broadly applicable. It can be formulated for both equilibrium and non-equilibrium cases and extended to various lattices and dimensions. Here we demonstrate it on a quantum dot model and show computational accelerations of several orders of magnitude compared to state-of-the-art DiagQMC (Fig. 1) . A crucial ingredient of QQMC is the warping of the integral. This is a multi-dimensional change of variables constructed from a model function that approximates the integrand. We show that a simple model already yields remarkable results and propose directions for future optimizations. We demonstrate convergence as fast as 1/N in a high-precision benchmark against an exact Bethe Ansatz solution, to order n = 12. To illustrate the power of QQMC, we calculate the finite-bias current through a quantum dot in the Kondo regime, sweeping electrostatic gating and interaction strength as parameters. This experimentally relevant calculation was out of scope for previous techniques.
Formalism. In perturbative calculations, an observable F (U ) such as a current or susceptibility is expressed as a power series in the interaction U :
where the coefficients F n are n-dimensional integrals
The integrands f n (u) are time-ordered correlators expressed in terms of 2 n determinants (Wick's theorem), in both Schwinger-Keldysh [10] and Matsubara formalisms [17] . The exponential complexity of evaluating f n (u) leads us to seek fast integration methods. Here the u i specify the locations of interaction vertices in space and time. We present the formalism generally and will specialize to a concrete application later. We will perform the integral Eq. (2) by direct sampling using quasi-Monte Carlo. The crucial step is to warp the integral, i.e. to make a change of variables u(x) that maps the hypercube x ∈ [0, 1] n onto the u domain. The integral Eq. (2) becomes
where |∂u/∂x| is the associated Jacobian. The most important property of the warping is to make the functionf n (x) = f n [u(x)] |∂u/∂x| as smooth as possible in the new variables x. If f n were positive, the perfect change of variables would makef n constant and thus trivial to integrate with a single sample. That would be tantamount to ideal sampling from the distribution f n (u) and it is as challenging as the original integration. Instead, a judicious warping must provide sufficient smoothing while remaining efficiently computable.
Mathematically, convergence theorems can only be established forf n (x) that belong to specific smooth function spaces, or whose Fourier coefficients have rapid asymptotic decay properties [22, 24] . Although we cannot prove that our warped integrands satisfy assumptions of this kind, in practice we find that the change of variables are good enough to provide excellent error scaling.
To warp the integral, we consider a positive model function p n (u), which should be viewed as an approximation of |f n |. The inverse change of variables x(u) is then defined by (for 1 ≤ m ≤ n)
(4) Here we adopt a case where u i is defined on the interval [0, ∞). Since x m (u) only depends on u m , . . . , u n , the Jacobian is |∂u/∂x| = [ du p n (u)]/p n (u), as proven in Appendix A. In quasi-Monte Carlo, the integral Eq. (3) is approximated by a sum over the first N points of a lowdiscrepancy sequencex i . This is a deterministic sequence of points with specific properties that uniformly samples the hypercube [22, 24] . We have
where C = du p n (u) is a constant. Here we use the Sobol' sequence [26, 27] to obtainx i . The model function p n (u) should have two key properties. First, it should approximate |f n (u)| well. Second, its form should be simple enough for the partial integrals Eq. (4) to be evaluated exactly and quickly. This allows the reciprocal function u(x) to be computed by first inverting the one-dimensional function x n (u n ), then inverting x n−1 (u n , u n−1 ) for fixed u n , and so on (see Appendix A). Many classes of model functions are possible, as discussed later. This paper applies the method to impurity models, using a real-time Schwinger-Keldysh formalism, in which the u i are the times of the interaction vertices. We consider the simple form
with 0 < u n < u n−1 < . . . < u 1 < u 0 . Here u 0 = t is defined to be the measurement time and the h (i) are positive scalar functions. (They may depend on n, but we omit this index). As shown in Appendix A, the factored structure allows Eq. (4) to be inverted rapidly.
Anderson Impurity. We illustrate our method on the Anderson impurity model coupled to two leads. This is the canonical model for a quantum dot with Coulomb repulsion and the associated Kondo effect. It has been realized in many nanoelectronic experiments [3] [4] [5] [6] . Importantly, some quantities including the electron occupation on the dot Q can be computed analytically in the universal limit with the Bethe ansatz [28, 29] . This provides us with a high-precision benchmark for QQMC at any perturbation order n.
We consider an infinite one-dimensional chain with the impurity at site i = 0. The non-interacting Hamiltonian
where σ =↑, ↓ is the electronic spin and ε d represents a capacitive gate coupled to the dot. The local Coulomb repulsion is
The electron tunneling between the leads and dot is γ 0 = γ −1 = γ. All other γ i = D/2, corresponding to hopping within the leads; the lead halfbandwidth D is a constant. We perform the perturbative expansion in powers of U (see Appendix B for details).
Benchmark. To validate the QQMC method, we consider the special case solved by the Bethe Ansatz. For this, we set temperature T = 0, capacitive gate ε d = 0, and half-bandwidth D → +∞ such that Γ = 4γ 2 /D = 1 is the unit of energy. The measurement time t = 30/Γ is sufficiently long that the system reaches steady-state. We compute the expansion of the occupation number Q(U ) = c † 0↑ c 0↑ + c † 0↓ c 0↓ . The entire system is particlehole symmetric for ε d = −U/2 so the non-interacting case is Q 0 = 1. For higher-order Q n , particle-hole symmetry is broken, but the expansion stays in the symmetric regime (U + 2ε d ) √ U Γ [28] . Figure 2 shows the relative error between Q n (N ) using QQMC and the exact Bethe Ansatz result Q Bethe n (see Appendix C), as a function of the number of integrand evaluations N . Following an initial transient, we enter an asymptotic regime in which there is rapid convergence: for n = 4 this is consistent with pure 1/N while for n = 8, 12 it is 1/N δ with δ 0.9, 0.8. These calculations used the product model function Eq. (6) with a single exponential h (i) (v i ) = exp(−v i /τ ), where τ = 0.95 (see Appendix F). The same set-up was used in Fig. 1 . The level of precision that we obtained revealed limitations in the conventional evaluation of the non-interacting Green functions and integrand, which warranted special consideration (see Appendix B).
It is expected that the convergence rate gradually slows as n increases. First, the quality of the warping decreases as the disparity between the increasingly-severe requirements of convergence theory and the behavior of our integrands grows. This can be mitigated by constructing more expressive model functions, which we discuss below. Second, for larger n the integrands generally become more oscillatory. The model functions Eq. (4) were not designed to handle cases with massive cancellation, and this may become a limiting factor. We will see this effect below for calculations with ε d /U > 0.5, although in practice enough orders can be computed accurately to obtain the desired physical results (see Appendix E).
In Quasi-Monte Carlo methods, a standard technique to estimate errors is to perform computations using Eq. (5) with several 'randomized' low-discrepancy sequences [22] [23] [24] [25] . We demonstrate this procedure for the benchmark case in Appendix D and will use it below.
Having made these technical points, let us reiterate the lessons of Fig. 1 Coulomb Diamond. We now apply QQMC to solve a topical physics problem. We explore the current-voltage characteristic I(V ) for a finite-bias voltage across the quantum dot and for a range of U . Since quantum dots are considered promising platforms for building qubit systems, it is of primary importance to understand how many-body effects influence their properties, especially the phase coherence.
Such a quantum dot can be in three different regimes, all of which are experimentally accessible [30] [31] [32] [33] : Fabry-Pérot (small U ), Kondo (intermediate U ) and Coulomb blockade (large U ). The first and last of these can be understood using, respectively, non-interacting and semiclassical theory. The out-of-equilibrium Kondo regime is more challenging to describe. Two controlled approaches have recently appeared, but both are too slow for some applications: the Schwinger-Keldysh DiagQMC used in Figs. 1 and 4 [10, 11] and the real-time inchworm algorithm [9, 34, 35] . QQMC provides the speed and precision to allow computations with large parameter sweeps at much lower cost, which is mandatory to make good contact with experiments. Here, as an example, we explore the Kondo ridge in U, d space. In [11] , some of us Figure 3 . Current at finite-bias voltage through the Anderson impurity at T = 0, sweeping through several interaction regimes. Each point is a different QQMC calculation up to order n = 10, including series resummation [11] . The error bars are a combination of integration error and truncation error of the resummation; the latter dominates. By construction, the data is symmetric with respect to the particle-hole symmetric point studied the Kondo ridge close to ε d = −U/2. QQMC allows us to present full results scanning the entire phase diagram, including the regions of slow convergence with even numbers of electrons and at the degeneracy points. The inset of Fig. 3 shows a cartoon of the differential conductance in the (ε d , V ) plane as predicted by Coulomb blockade theory [36] and seen experimentally at large U [37] . At small bias, the Coulomb blockade forbids current flows except at two special points: ε d = 0 where the dot energies for Q = 0 and Q = 1 electrons are degenerate and at ε d = −U (likewise for Q = 1, 2). At intermediate U , the Kondo effect changes this picture drastically: the zero-bias Kondo resonance forms in the 'forbidden' region of odd Q and enables current flow. Figure 3 shows the current I versus gate voltage ε d for a small but finite bias V = U/7 and at zero temperature. Here we choose a finite half-bandwidth D = 2 (see Appendix B for technical details). Sweeping the interaction U/Γ shows several regimes. For U/Γ = 1.75, 3.5 a current plateau emerges in the local moment regime (Q = 1) due to Kondo resonance formation. The current develops new local maxima seen for U/Γ = 5.25, 6.00. These grow toward the Coulomb blockade limit at larger U (black lines). At the same time, current around ε d /U = 0.5 reaches a maximum and decreases. This is a competition between resonance formation and narrowing: the Kondo temperature T K decreases exponentially with U and eventually becomes smaller than the bias V . Throughout, as U increases, the already-small current in the side regions (Q = 0, 2) is increasingly suppressed. Model Function. Let us reexamine the importance of integral warping and model functions. Figure 4 shows the convergence of Q 8 (N ) using different integration methods. The parameters are the same as for Fig. 2 . When the integral is evaluated using Sobol' points without warping ('Sobol' only') the convergence is poor, showing that naively applying low-discrepancy sequences provides little benefit for these integrands. Next, contrast regular DiagQMC with the warped integrand using pseudorandom numbers. As expected for pure Monte Carlo approaches, both show 1/ √ N convergence. Nonetheless, sampling the warped integrand still converges faster than DiagQMC, despite the fact that the latter uses importance sampling via the Metropolis algorithm. As anticipated, QQMC using Sobol' points and the model function Eq. (6) based on exponential h (i) converges even more rapidly.
How can the model function Eq. (6) with simple h (i) functions provide such dramatic convergence improvements? Our integrands describe physical correlators that are highly structured and have decaying exponential or power-law tails [10, 19] . The tail contributions become ever more important as the dimension increases. The model function properly describes the long-time asymptotics (see Appendix F). We also emphasize the importance of a well-chosen coordinate system in the model function: the differences of closest times v i = u i−1 − u i used to parametrize the h (i) .
Optimization of the model function should allow further performance gains, particularly at higher orders n. A first possibility is to better adapt the functions h i to f n .
As an example, we apply a second warping constructed by projecting along the dimensions of v space. As shown in Fig. 4 , this optimization reduces the error by a factor of 2. More importantly, it automatically gives robust convergence without the need to manually optimize the τ parameter (see Appendix F).
Finally, other families of model functions exist beyond Eq. (6), that provide versatile and expressive approximations while still allowing for fast inversion of Eq. (4). One such family is Matrix Product States (MPS) or functional tensor-trains [38, 39] , of which Eq. (6) is just the simplest case:
where f
ab are matrices and repeated indices are summed. Another promising family is p n (u) = n−1 i=1h
Conclusion. In this paper we have shown how to use sampling techniques based on low-discrepancy sequences to compute high orders of many-body perturbation theory. Although we cannot show that the integrands obey the assumptions of formal Quasi-Monte Carlo convergence theory, practical scaling as fast as 1/N is still achievable. This success was possible due to the warping of the integral based on the notion of a model function. Using benchmarks on exactly solvable quantities in the Anderson impurity model, we unambiguously validated the convergence of this 'Quantum Quasi-Monte Carlo' (QQMC) method at high-precision. This calculation was about ∼ 10 4 faster than the DiagQMC equivalent.
With its orders-of-magnitude better performance, our approach opens up previously inaccessible avenues of research. We can directly apply the techniques established here to models with interesting strongly correlated physics, for both equilibrium and especially nonequilibrium situations. The dramatic speed advantage allows us to perform sweeps of parameter space at an unprecedented scale, allowing detailed experimental comparisons and precision fitting of unknown parameters. QQMC can also be applied to other diagrammatic expansions, e.g. in hybridization [9] . Constructing more expressive model functions should further increase speed and accuracy. This will be an ideal application for recent machine learning techniques in quantum systems and it promises to give further insights into the basic structure of strongly correlated systems.
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Appendix A: Model Function Properties
Here we expand on the properties of the change of variables x(u) arising from the model p n (u). These were defined in the main text as:
To understand the structure of Eq. (4 ) and how it can be useful when sampling from p n (u), let us consider the explicit transformation for small orders n.
For n = 1, Eq. (4 ) is simply the normalized cumulative function
.
(A1)
This means that uniformly sampling x 1 leads to the sampling of p(u 1 ). In practice, one need to invert the cumulative distribution x 1 (u 1 ) which can be done through interpolation techniques. Next, let us consider the procedure for n = 3 using a model function p 3 (u 1 , u 2 , u 3 ). The reverse coordinate transform x(u) is
The consecutive coordinate integration, gives the coordinate transformation a special structure: x 3 (u 3 ) does not depend on u 1 , u 2 and x 2 (u 3 , u 2 ) does not depend on u 1 . This means that the Jacobian matrix for the reverse coordinate transformation x(u) has an upper-triangular form
so that the Jacobian determinant is simply
Differentiating Eq. (A2), cancelling common factors and using |∂u/∂x| = 1/ |∂x/∂u| gives
The same procedure straightforwardly generalizes to arbitrary number of dimension n. This reproduces the result quoted in main text:
In practice, we uniformly sample the hypercube [0, 1] 3 using Sobol' sequence to obtain (x 1 , x 2 , x 3 ). From x 3 one obtains u 3 by inverting the one dimensional equation x 3 (u 3 ). With the obtained value of u 3 , the equation x 2 (u 2 , u 3 ) becomes a one dimensional function of u 2 which can be inverted. Last with the obtained (u 2 , u 3 ), one can invert x 1 (u 1 , u 2 , u 3 ) to obtain u 1 .
Product Model. While the coordinate transform described above is very general, it is only useful if the multiple integrals in Eq. (4 ) can be performed efficiently. Otherwise, it is as or more costly than the actual integral of the perturbation series coefficient we wish to compute.
The product model function
is particularly efficient. It is simpler to view this as a composition of two transforms. First, we change variables v i = u i−1 − u i , which has Jacobian |∂u/∂v| = 1. Second, in the v i variables, the coordinate transform Eq. (4 ) separates entirely, so that each x m only depends on a single variable v m :
These one-dimensional integrals can be integrated quickly and precisely using quadrature algorithms. We then invert x m (v m ) numerically to find the coordinate transform v m (x m ). In practice, it is possible to completely pre-compute these integrals on a fine mesh for fast evaluation during calculation. We note that the product form Eq. (6 ) is known for importance sampling in Monte Carlo applications, e.g. as part of the VEGAS algorithm [41, 42] . The choice of coordinate system v i as compared to u i affects the quality of model function and is an important physical consideration.
MPS Model. The model function Eq. (7) can also be efficiently computed using the above algorithm and standard MPS techniques [38] . Unlike the product model, the integrations for different v i have to be performed in sequence, with a matrix-vector multiplication at each step.
Appendix B: Explicit expressions of the integrands
In this appendix, we will describe the Anderson impurity model as well as the perturbation expansion formalism of our calculations in more detail.
Model
The Hamiltonian of the Anderson impurity model is H = H 0 + H int θ(t), with the non-interacting term:
The hopping parameters are all γ i = D/2, except at the impurity (i = 0) where γ 0 = γ −1 = γ. The interaction term is
where α is a quadratic shift to the perturbation. This shift means that the U expansion is performed about a different starting point, and is commonly used to improve perturbation series convergence [10, 16, 43] . Note that the energy of a single electron localized on the impurity is ε d = E d − αU . A symmetric voltage bias V is applied between the two leads. As is standard in the Keldysh formalism, H int is turned on at time t = 0 and observables are computed after a large time t when the stationary regime has been reached. By integrating out the leads, their effect on the dot is represented by a retarded hybridization function ∆(ω). The non-interacting dot retarded Green function is g R (ω) ≡ 1/(ω − E d − ∆(ω)). By symmetry, all Green functions are the same for spin up and down.
The density of states of the leads are semi-circular with half-bandwidth D. An important parameter of the noninteracting model is the tunneling rate from the impurity to the leads at the (equilibrium) Fermi level Γ = 4γ 2 /D. In terms of D and Γ, the hybridization function is
for ω > D (B3) The Bethe ansatz provides results only in the universal regime, where D → +∞ with Γ fixed. In this limit, the density of states becomes independent of energy (flat band). The hybridization function is simply ∆(ω) = −iΓ. When comparing results to the Bethe ansatz, we we will always work in this regime.
Expressions for the integrands of series expansions
To obtain the number of electrons Q or the current I, we compute a perturbation series in U for the equal-time lesser Green function G < 0i (t, t) = −i c † 0↑ (t)c i↑ (t) (creation and annihilation operators are in the Heisenberg picture). We take i = 0 (on-site) to obtain Q, and i = 1 (dot-lead) to obtain I [44] .
For α = 0, this series can be written compactly using the "Wick determinant" notation introduced in Ref. [19] as:
where a k ∈ {0, 1} are Keldysh indices, and U k = (0, u k , a k ) represents a point on the Keldysh contour composed of a site index (here 0 for the impurity), a time u k and a Keldysh index a k . The Wick determinant . . . is defined, for A 1 , . . . , A m and B 1 , . . . , B m any set of points on the Keldysh contour, in the case α = 0, by
is the non-interacting one-particle Keldysh Green function. Here g T , gT , g < and g > are respectively the time-ordered, anti-time-ordered, lesser and greater Green functions. In Eq. (B4), the determinant on the left is from spin up operators, while the one on the right is from spin down operators. Nevertheless, by spin symmetry their elements share the same Green functions g.
The case α = 0 is similar, but the diagonal terms of the Wick determinants in Eq. (B4) must be shifted by −iα, except the one connecting to the measurement point (involving Green's function at time t) [10] .
Provided that the non-interacting Green function g is known as a function of time, Eq. (B4) explicitly defines the integrand that we refer to in the main text of this article. We compute the time domain Green functions by Fourier transform of the Green functions g < (ω) and g > (ω). These can be derived in the Schwinger-Keldysh formalism [44] :
Here n F (ω) is the Fermi function. Note that the function g > 0i is not used in Eq. (B4).
Precision calculation of g < (t) and g > (t)
Care has to be taken when performing the Fourier transform to obtain g < and g > in the time domain. As integration methods get increasingly precise, the accuracy of the integrand becomes more important. In order to provide benchmarks with relative error of ∼ 10 −6 at order n ∼ 10, and to rule out any bias due to inexact integrands, we need to refine the calculation of g(t). In particular, using a Fast Fourier Transform (FFT) algorithm produces an error which decreases too slowly with the number of samples for functions with sharp features or power law tails, such as the ones we encounter here.
One approach to high precision is to compute the Fourier transform using adaptive quadrature methods. This is precise enough if a system has a finite bandwidth and the integrand is proportional to the density of states of the leads and therefore has bounded support. In general, however, the integrand decays slowly and oscillates at high frequencies, which renders direct integration methods inaccurate. Alternatively, when the tails are dominated by simple poles, it is possible to separate them out analytically and perform the finite remainder using a FFT. In our case, however, the tails are dominated by the Fermi functions, which have an essential singularities at |ω| = ∞, and we must resort to other methods.
To circumvent this problem, we deform the integration path in the ω complex plane to find a more favorable integrand, and apply an adaptive quadrature method. We show that a path can be found for a generic class of problems which improves the decay rate and eliminates oscillations near infinity. We consider the general case of finite temperature, and denote the inverse temperature by β. We will work out the case for g < , but g > can be treated equally by first applying a change of variable ω → −ω. Specifically, at time t, the Fourier Transforms we are interested in can always be decomposed in a sum of integrals of the form:
with ω = ω ±V /2. The function ζ depends on g R and ∆. Its exact form does not affect the choice of a new path, as long as it has no singularity at |ω | = ∞. We will further assume that one can bound the complex singularities of ζ and n F inside a vertical band ω − < Re[ω ] < ω + . For t = 0, we compute the integral Eq. (B10) along a new path parametrized by x and defined as:
(B11) The new path is made of three pieces, joined together at ω = ω ± . The central one is simply a segment of the real axis, left unchanged to avoid crossing singularities. The other two are straight lines at an angle with the real axis, which have been chosen so that the integrand becomes asymptotically proportional to a decaying, oscillationfree, exponential. The points ω ± can be moved away from one another, in particular to avoid the x < ω − piece being too close to singularities. For β = +∞, the integrand is zero on the half-plane Re[ω ] > 0, hence the x > ω + piece of the path can be ignored. In the case t = 0, the integrand is simply g < 0i (ω), which is free of oscillations, and deforming the integration path would make some appear. Hence the integration path is left untouched in this case.
This technique is easily generalized to more complex impurity systems. However, it relies on an analytical continuation and knowledge of singularities. This may not be easily accessible for numerically computed Green functions.
Appendix C: Bethe Ansatz Comparison
Here we briefly discuss the Bethe ansatz solution for the Anderson impurity model and how specifically we extract the coefficients Q Bethe n from the general solution (see [28, 29] and references therein). We are interested in the case were ε d = 0 and we then perform a perturbative expansion in U . This always corresponds to the so-called symmetric limit U/2 + ε d √ U Γ.
We use the results of [45] . In the symmetric limit, the occupation number Q on the quantum dot is given by a series
Here:
and Λ is the energy cutoff. All other quantities are the same as in Appendix B. The cutoff Λ is given implicitly by the series:
(−1) n G (+) [iπ(2n + 1)]e πΛ(2n+1) (2n + 1) 3/2 (C5)
We emphasize that Eq. (C5) differs from the expression in [45] by a factor of 1/2. The constraint on Λ arises from imposing number conservation on the distribution function, which we take to be of the form used by [29] .
We now set ε d = 0, so that our expansion parameter is U/Γ 1. To extract the coefficients Q n we follow the following procedure. First, write Eq. (C5) as a polynomial in x = e Λπ up to order N cutoff = 30. Second, perform polynomial inversion to find x as a function of U/Γ, repeatedly using the smallness of U/Γ. Third, evaluate the k integral in Eq. (C1) analytically in an asymptotic expansion in U/Γ up to order N cutoff , (see e.g. [46] ). Fourth, substitute the expansion of x, collecting terms of the same order in U/Γ. The final result is a power series expansion in U/Γ, with analytic coefficients. These are evaluated numerically with high precision arithmetic and shown in Table I . For orders n = 0 − 5, the analytic expressions match the results calculated explicitly in perturbation theory in [46] . Figure 5 . Absolute error of occupation number Q6(N ), with curves matching three cases of Fig. 4 . Here we perform calculations with K = 25 shifted sequences. The pale curves are the convergence of the average over these runs to the Bethe ansatz result. The solid curves is the error computed from the standard error of the mean over the shifted sequence values. We see that this procedure gives a good estimate of the error.
Appendix D: Error Calculation in Quasi-Monte Carlo
As stated in the main text, it is standard in Quasi-Monte Carlo to obtain errors by repeating calculations with several 'shifted' sequences [22] [23] [24] [25] . Using a number of sequences K, we obtain a distribution of values Q k , from which we extract an error; typically one chooses K ∼ 10 − 100:
whereQ k the average over sequences. We emphasize again that σ decreases with N . In practice, it is advantageous for fixed computational time, to use large N and moderate K. In Fig. 5 , we show this approach in practice for different methods of Fig. 4 .
Appendix E: Details on the current I calculation
This appendix gives details of the calculations made to obtain Fig. 3 .
In this application, the leads have centered, semicircular density of states with half-bandwidth D = 2. The coupling to the leads is chosen so that Γ = 0.1. A symmetric bias voltage V is applied between the two leads. For each parameter set (ε d , V, U ), E d and α are chosen so that the first order (Hartree term) of the perturbation series vanishes at U = 7Γ, to improve its convergence radius. The series, defined in Appendix B, is computed at a time t = 10/Γ after switching the interaction on. |I n / I n − 1| n = 2 n = 4 n = 7 n = 10 ∝ 1/N 0.9 ∝ 1/N 0.7 Figure 6 .
Convergence of the current In with number of samples N at different orders n. This data corresponds to a typical point of Fig. 3 , away from particle-hole symmetry (ε d /U ≈ −0.12, α ≈ 0.27, U = 6Γ). At low order (blue and orange lines) the relative error scales as 1/N 0.9 (black plain line). At larger orders (n = 7 and 10, green and red lines), the convergence slows down and scales only as 1/N 0.7 (dashed black line). Finally at order n = 10, the final scaling starts at a larger number of function evaluations N than for lower orders. For visibility, data has been smoothed as described in Appendix E (see main text).
Due to the finite bandwidth D, the integrand decays polynomially at large times, but exponentially at intermediate times. We used an exponential warping with τ = 1.5/Γ, which was enough to capture the general shape of the integrand up to the observation time t. Figure 6 shows the convergence of the calculation for a system away from particle-hole symmetry (E d ≈ 0.9Γ, α ≈ 0.27, which in Fig. 3 corresponds to the point ε d /U ≈ −0.12 and U = 6Γ). We observe a scaling slightly below 1/N , which deteriorates with increasing order. Also, at large orders, the final scaling regime is reached at a later N .
Note that the data of Figs. 2, 4 and 6 have been smoothed for visibility: for N > 100, we show the maximum of the error in a moving window around N of fixed size in log-space (5% of N ). This smoothing generates an upper bound of the error.
For each integration, digitally shifted generators are used to produce 10 different Sobol' sequences from which we take the average to obtain the final result I n . The error is estimated by taking the standard deviation of the 10 results and dividing by √ 10. An example of series computed with its estimated error is shown in Fig. 7 . The error (black dots) on the coefficients (colored dots) is low enough so that only the truncation of the series limits the resummation accuracy.
The series are then resummed, as their convergence radii are about 3-4 Γ. We use the conformal transform technique of Ref. [11] with the so-called parabola transform W = − tan 2 ( U/p). Here p is a real negative pa- rameter optimized for each series. Depending on their analytical structure, the series I(U ) or its inverse 1/I(U ) is resummed, whichever gives smaller error. The integration error is propagated through the resummation process and added to the truncation error, the latter being estimated from the convergence radius of the resummed series. Unlike in Ref. [11] , no Bayesian inference is used. At large ε d , the integrands become more difficult to integrate, but at the same time the summation of the series requires less orders for the same precision. When ε d /U > 0.5 (or ε d /U < −1.5 by symmetry) we only computed and summed the series up to order n = 5.
Appendix F: Construction of the 1D Model Function
In this appendix, we explain how the h (i) functions are constructed in the model function defined in the main text,
for 0 < u n < u n−1 < . . . < u 2 < u 1 and u 0 = t is defined to be the measurement time.
We are going to use successive changes of variable in this section:
First, we change to the v i variables defined as v i ≡ u i−1 − u i > 0 which are natural since the integrand only depends on time differences. The corresponding Jacobian is one.
Note that the integration on v is performed on [0, ∞) n . When going back to u space, this generates extra points that are not in the original u domain. The value of the integrand for these points is simply zero so that they induce no extra computational cost. (v, δ, δ, δ, δ) 
Exponential form for h (i)
Our second change of variable v → w will be based on a model function with a simple analytic form for h (i) , designed to correctly describe the asymptotics of the integrand. This asymptotic region becomes increasingly important at large order n, especially in the long time limit t → ∞. We choose a simple form, independent of i
This choice is motivated by a direct study of the integrand. In Fig. 8 , we plot the absolute value of the integrand |f 5 (v 1 , v 2 , v 3 , v 4 , v 5 )| of Q 5 with the parameters of our benchmark along various directions of the 5 dimensional v-space. The different colors correspond to different directions: red corresponds to (v, δ, δ, δ, δ) where δ is fixed to δ = 0.5 and v is varied. The 5 different curves correspond to different permutations of the v with respect to the δ. Green curves correspond to the 10 different permutations of (v, v, δ, δ, δ) and so on. The dashed line corresponds to Eq. (F2) with τ = 0.95. Remarkably, such a simple ansatz with a single parameter, already captures the integrand asymptotics well, in various directions in 5 dimensions.
For a fixed number of integrand evaluations N , the error made in the calculation of Q n is very sensitive to the choice of the parameter τ as shown in Fig. 9 . For N = 10 6 , Fig. 9 shows the relative error as a function of τ for various orders n = 5, 6, 7 and 10. The error possesses a sharp minimum around τ = 0.85 (note the log scale). If τ is too small, we under-sample the tails of the function leading to potentially incorrect results. If τ is too large, the calculation is correct, but less efficient since the sampling puts a lot of points in regions which contribute little to the result. We will now see how to make the computation more robust regarding the choice of τ .
Learning h (i) from the integrand
In this section, we make an additional change of variable w → x. To approximate the new integrandf n (w) in the w variable, we search for a new model functioñ p n (w), again having the form:
If we assume that the integrandf n (w) is well approximated by such a simple form, we estimate the functions h (i) by projecting in each dimensioñ h (i) proj (y) ≡ d n wf n (w)δ(w i − y).
In practice, we calculate M values of the integrand f (w α ), α ∈ 1...M generated by sampling the w space using the Sobol' sequence, and bin them in each dimension with N b bins. The function that we obtain is rather noisy due to the binning, so in a second step, we use a Gaussian kernel smoothing
The upper right plot of Fig. 10 shows an example of the smoothing procedure. The change of variable based onh (i) proj was used to compute the continuous line in Fig. 9 for order n = 7 (N b = 100, M = 10 5 , λ = 0.05). The error is improved at the optimum point τ = 0.95 only by approximately a factor 2. However, it remains largely independent of the value τ selected for the v → w change of variable, showing that the method has become much more robust. The projection automatically fits the exponential tails, without manual adjustment (as long as τ is not too small, to avoid under-sampling as explained above). Note that in Fig. 9 , only M = 10 5 values of the integrand were used for the learning step. This is 1% of the total number of function calls, hence negligible. If τ is increased, the sampling of the integrand decreases in quality, as the tails are over-sampled. Correcting this in the learning step becomes increasingly more demanding. Therefore the change of variable v → w with a good initial guess for τ is essential to the success of the projection.
Because we only used model functions of the form Eq. (6 ), according to Eq. (A7), x m only depends on w m , which itself only depends on v m . In this special situation, the change of variable v → x can be represented by a model function of the form Eq. (6 ), and compared to the simpler v → w. As a result, Fig. 10 shows h (i) proj (v i ) along with the initial exponential guess, for all i and n ≤ 5, and for two values of τ = 0.95 and τ = 1.5. h (i) proj computed from two different initial guess for τ are indistinguishable (plain lines, on top of each other), showing that the result is independent of the initial choice of τ . At small v, they are quite different from a pure exponential. Finally, we note that the projected model functions vary only slightly with n for most values of i. This could be turned into an advantage by reusing the h functions from a lower dimension to a higher one in future developments.
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