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It is still a challenge to experimentally realize shortcuts to adiabaticity (STA) for a non-Hermitian
quantum system since a non-Hermitian quantum system’s counterdiabatic driving Hamiltonian con-
tains some unrealizable auxiliary control fields. In this paper, we relax the strict condition in
constructing STA and propose a method to redesign a realizable supplementary Hamiltonian to
construct non-Hermitian STA. The redesigned supplementary Hamiltonian can be either symmet-
ric or asymmetric. For the sake of clearness, we apply this method to an Allen-Eberly model as
an example to verify the validity of the optimized non-Hermitian STA. The numerical simulation
demonstrates that a ultrafast population inversion could be realized in a two-level non-Hermitian
system.
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I. INTRODUCTION
Adiabatic methods to manipulate and prepare quantum states are ubiquitous in atomic and molecular physics,
nuclear magnetic resonance, optics, and other fields [1–3]. The two main advantages for adiabatic methods are: (i)
adiabatic passage is inherently robust against pulse area and timing errors; (ii) it is useful in situations where the
source and target only interact via a lossy “intermediate” system, as it allows one to use the mediated coupling
without being harmed by the noise. Despite the advantages, adiabatic methods are necessarily slow, and hence can
suffer from dissipation and noise in the target and/or source system [4–10]. Therefore, in order to drive a system
from a given initial state to a prescribed final state in a shorter time without losing the robustness property, many
researchers have set their sights on the field of “Shortcuts to adiabaticity” (STA) [11, 12]. In the effort to find STA,
several formal and strongly related solutions have been proposed, such as, transitionless driving algorithm [11–13],
invariant-based inverse engineering [14, 15], using dressed states [16], multiple Schro¨dinger pictures [17], and so on.
Based on these techniques, in a closed-system scenario, lots of robust protocols for fast quantum state engineering
have been provided in both theory and practice [11–38].
On the other hand, it is worth to note that an increasing interest has been devoted to study non-Hermitian
Hamiltonians in recent years because a non-Hermitian Hamiltonian, such as, a Hamiltonian obeying PT -symmetric
[40, 41], could produce a faster than Hermitian evolution while keeping the eigenenergy difference fixed [42–44]. Some
non-Hermitian extensions [45, 46] also have been done to the Landau-Zener (LZ) model, which is a standard tool for
the description of level-crossing systems. Recently, STA methods have been generalized to non-Hermitian systems
[47–49] and show us a possibility to speed up quantum population transfer without changing coherent control fields.
Unfortunately, the known non-Hermitian STA schemes [47–49] require a well-designed decay rate so that they only
remain valid in some particular cases. For example, in Ref. [47] proposed by Iba´n˜ez et al., a limiting condition γ ≪ Ω0
is required in order to ensure the supplementary Hamiltonian is realizable in practice, where γ is the decay rate from
the excited state and Ω0 is the amplitude of the Rabi frequency. That means this scheme [47] only remains valid
in the strong-driving regime and the natural lifetime should be large compared to the duration of the forced decay.
Another scheme for non-Hermitian STA was proposed by Torosov et al. [48] through adding a specific imaginary
term in the diagonal elements of the Hermitian original Hamiltonian. As the additional imaginary term is designed
to nullify the non-adiabatic couplings, the decay rate γ should satisfy a special time-dependent function. While in
general quantum system such as atomic system, it is hard or even impossible to design a special time-dependent γ as
expected. More recently, Chen et al. [49] showed that it was possible to construct STA by nullifying the transitions
from a chosen reference eigenstate to other eigenstaes while leaving other transitions alone. The idea is promising and
has been applied to a non-Hermitian system. However, there also exist limiting conditions for the structure and the
parameters of the supplementary Hamiltonian. Therefore, optimizing non-Hermitian STA seems to be imperative in
the current situation.
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2As we know, one of the most common methods in constructing STA in Hermitian systems is the transitionless driving
algorithm (also known as counterdiabatic driving) [9]. Transitionless driving algorithm shows that one can restrict
the system evolution along the instantaneous eigenstates of the original Hamiltonian by adding a supplementary
Hamiltonian which can eliminate the unwanted non-adiabatic transitions [49]. By that analogy, constructing non-
Hermitian STA also needs to nullify the non-adiabatic couplings by a supplementary Hamiltonian. Meanwhile, the
supplementary Hamiltonian should be easy to realize in practice. To find such a supplementary Hamiltonian, we use
the idea of asymmetry transition mentioned in Ref. [49] to relax the strict condition for the transitionless driving
algorithm. Here the asymmetry transition means the transitions between quantum states are asymmetric: a quantum
state |ψ〉 can be transferred to its orthogonal partner |ψ⊥〉 with a driving field Ω, while the transition |ψ⊥〉 → |ψ〉 can
not be realized with the driving field Ω∗. Specifically in this paper, we only prevent the transitions from the reference
instantaneous eigenstate |φ0(t)〉 to the others {|φn6=0(t)〉} while leave the other transitions alone. That is, only the
transition |φ0(t)〉 → |φn6=0(t)〉 is prevented. Since the population can not be transferred from |φ0(t)〉 to |φn6=0(t)〉, the
system will remain in |φ0(t)〉 all the time if it is initially in |φ0(t)〉. The original Hamiltonian discussed in the present
paper is non-Hermitian so that the supplementary Hamiltonian can be designed either symmetric or asymmetric. In
this way, the problem caused by the structure of the non-Hermitian part of the supplementary Hamiltonian could
be overcome. Moreover, by using such a redesigned supplementary Hamiltonian, the non-Hermitian STA can be
constructed even with a relatively large decay rate γ, which could be any kind of time-dependent functions. As study
case, we apply the present non-Hermitian STA to perform fast population inversion in two-level systems.
Noting that the definition of instantaneous eigenstate populations for a dynamical nonself-adjoint system, i.e., non-
Hermitian system, is not obvious. The naive direct extension of the definition used for the self-adjoint case may leads
to inconsistencies; the resulting artifacts can induce a false population inversion or a false adiabaticity [50–52]. So, in
order to deterministically realize fast population inversion in non-Hermitian systems, inspired by Refs. [50–52], the
definition of populations for the instantaneous eigenstates is modified with a function fn(t) which actually plays a
similar role with the geometric phases. In this case, the populations of instantaneous eigenstates are (approximatively)
bounded by one, and their sum is (approximatively) one, too.
The rest of this paper is arranged as follows. In Sec. II, we review the previous non-Hermitian STA based on
transitionless driving algorithm. Then in Sec. III, we show how to use the representation transformation to construct
non-Hermitian STA with a redesigned supplementary Hamiltonian. As an application example, in Sec. IV, we apply
this method to the popular Allen-Eberly model with a relatively large decay rate for the realization of fast population
inversion. Conclusion is given in Sec. V.
II. TRANSITIONLESS DRIVING ALGORITHM IN NON-HERMITIAN SYSTEMS
In Ref. [47], Iba´n˜ez et al. generalized the transitionless driving algorithm [9] for non-Hermitian Hamiltonians to
construct non-Hermitian STA. So, first of all, we would like to give a brief description about Ref. [47].
Non-Hermitian Hamiltonians typically describe subsystems of a larger system. The basic set of relations and
notations for a non-Hermitian time-dependent Hamiltonian H0(t) with N nondegenerate right eigenstates {|n(t)〉}
and their biorthogonal partners {|n˜(t)〉} (n = 1, 2, · · · , N), is given as
H0(t)|n(t)〉 = En(t)|n(t)〉,
H†0(t)|n˜(t)〉 = E
∗
n(t)|n˜(t)〉. (1)
{|n(t)〉} and {|n˜(t)〉} satisfy
〈n˜(t)|m(t)〉 = δnm,∑
n
|n˜(t)〉〈n(t)| =
∑
n
|n(t)〉〈n˜(t)| = 1, (2)
where {〈n˜(t)|} and {〈n(t)|} are the left eigenvectors of H0(t) and H
†
0(t), respectively. Thus, we can write the
Hamiltonian and its adjoint as
H0(t) =
∑
n=±
|n(t)〉En(t)〈n˜(t)|,
H†0(t) =
∑
n=±
|n˜(t)〉E∗n(t)〈n(t)|. (3)
3The time-dependent Schro¨dinger equations for a generic state |ψ(t)〉 and its biorthogonal partner |ψ˜(t)〉 satisfying
〈ψ˜(t)|ψ(t)〉 = 1 are
i~∂t|ψ(t)〉 = H0(t)|ψ(t)〉,
i~∂t|ψ˜(t)〉 = H
†
0(t)|ψ˜(t)〉. (4)
Then, according to transitionless driving algorithm, the HamiltonianH(t) that drives the system along the adiabatic
paths defined by H0(t) is given as
H(t) = H0(t) +H1(t), (5)
where H1(t) is the counterdiabatic driving Hamiltonian,
H1(t) = i~
∑
n
[|∂tn(t)〉〈n˜(t)| − 〈n˜(t)|∂tn(t)〉|n(t)〉〈n˜(t)|]
= i~
∑
n
[
∑
m
|m(t)〉〈m˜(t)|∂tn(t)〉〈n˜(t)| − 〈n˜(t)|∂tn(t)〉|n(t)〉〈n˜(t)|]
= i~
∑
n6=m
〈m˜(t)|∂tn(t)〉|m(t)〉〈n˜(t)|. (6)
Regarding {|n(t)〉} and {|n˜(t)〉} as the adiabatic basis, H1(t) could be understood as a matrix in which the mth line
and nth column is 〈m˜(t)|∂tn(t)〉. On the other hand, from Eq. (2), we deduce
〈n˜(t)|∂tm(t)〉 = −〈∂tn˜(t)|m(t)〉 = −[〈m˜(t)|∂tn(t)〉]
∗. (7)
Adding this relationship to Eq. (6), we find H1(t) = [H1(t)]
† holds only when 〈m˜(t)|∂tn(t)〉 is a real number.
While, in a non-Hermitian system, 〈m˜(t)|∂tn(t)〉 is usually a complex number. That means, off-diagonal terms in the
Hamiltonian in Eq. (6) are not the complex conjugate of each other and realizing such a Hamiltonian is usually a
challenge in practice.
III. SUBSTITUTES OF THE COUNTERDIABATIC DRIVING HAMILTONIANS
Known from Ref. [49], for a Hermitian original Hamiltonian H0(t), the rotation matrixes to transform the quantum
system between the interaction frame and the adiabatic frame are given as
R(t) =
∑
n
|n(t)〉〈µn| and R
†(t) =
∑
n
|µn〉〈n(t)|, (8)
where {|µn〉} are the bare states. In the adiabatic frame, the original Hamiltonian H0(t) is written as
He0 (t) = R
†H0R − i~R
†∂tR. (9)
When i~R†∂tR ≪ R
†H0R, the reference system behaves adiabatically, following the eigenstates of H0(t). Also, if
we add a supplementary Hamiltonian He1(t) = i~R
†∂tR into Eq. (9), the couplings between the adiabatic basis [the
off-diagonal elements in Eq. (9)] will be nullified and the dynamics will be ideally adiabatic. A general result given
in Ref. [49] shows that it is in fact not necessary to nullify all the couplings between the adiabatic basis. When the
transition |1(t)〉 → |k(t)〉 (k 6= 0) is prevented [the transition |k(t)〉 → |1(t)〉 is allowed], the system will remain in the
reference eigenstate |1(t)〉 all the time thus STA is constructed. Further study for Ref. [49] shows the idea fits the
requirement of a non-Hermitian system perfectly because in most of the cases, asymmetry transition only happens in
non-Hermitian systems.
In the non-Hermitian case, the rotation matrixes to transform the quantum system between the interaction frame
and the adiabatic frame with the relationships |ψe(t)〉 = R˜†|ψ(t)〉 and |ψ(t)〉 = R|ψe(t)〉 read
R(t) =
∑
n
|n(t)〉〈µn| and R˜
†(t) =
∑
n
|µn〉〈n˜(t)|, (10)
where R˜† and R satisfy R˜†R = 1. We can accordingly rewrite the original Hamiltonian H0(t) in the adiabatic frame
as
He0 (t) = R˜
†H0R − i~R˜
†∂tR, (11)
4or in the form of a matrix
He0(t) =


E1 − i~〈1˜(t)|∂t1(t)〉 −i~〈1˜(t)|∂t2(t)〉 −i~〈1˜(t)|∂t3(t)〉 · · ·
−i~〈2˜(t)|∂t1(t)〉 E2 − i~〈2˜(t)|∂t2(t)〉 −i~〈2˜(t)|∂t3(t)〉 · · ·
−i~〈3˜(t)|∂t1(t)〉 −i~〈3˜(t)|∂t2(t)〉 E3 − i~〈3˜(t)|∂t3(t)〉 · · ·
...
...
...
...


. (12)
Obviously, if we want to prevent the transition |1(t)〉 → |k(t)〉, the supplementary Hamiltonian in the adiabatic frame
should be chosen as
He1 (t) =


A11 i~〈1˜|∂t2〉 i~〈1˜|∂t3〉 · · ·
A21 A22 A23 · · ·
A31 A32 A33 · · ·
...
...
...
...

 , (13)
where {Anm} are arbitrary coefficients. The supplementary Hamiltonian in the interaction frame reads H1(t) =
RHe1R˜
†. Hence, one can choose suitable {Anm} to to ensure the Hamiltonian H1(t) is realizable in practice.
IV. APPLICATION EXAMPLE OF TWO-LEVEL SYSTEMS
For the sake of clearness, we take a two-level system as an example to verify the feasibility of the idea proposed above.
Applying the electric dipole approximation, a laser-adapted interaction frame, and the rotating wave approximation,
the Hamiltonian, disregarding atomic motion, is given as
H0(t) =
~
2
(
−∆(t) ΩR(t)
ΩR(t) ∆(t)− iγ(t)
)
, (14)
in the atomic basis |0〉 = [1, 0]t, |1〉 = [0, 1]t (the superscript t denotes the transpose). In Eq. (14), ΩR(t) is the Rabi
frequency, ∆(t) is the detuning, and γ(t) is the decay rate from the excited state. The eigenvalues for this Hamiltonian
are
E± =
~
4
[−iγ ±
√
−(γ + 2i∆)2 + 4Ω2R], (15)
and the eigenstates are
|+ (t)〉 = cos(
θ
2
)|0〉+ sin(
θ
2
)|1〉,
| − (t)〉 = sin(
θ
2
)|0〉 − cos(
θ
2
)|1〉, (16)
where the time-dependent mixing angle θ(t) is complex and defined by
tan[θ(t)] =
ΩR
∆− iγ/2
. (17)
The biorthogonal partner Hamiltonian for H0(t) in Eq. (14) reads
H†0(t) =
~
2
(
−∆(t) ΩR(t)
ΩR(t) ∆(t) + iγ(t)
)
, (18)
with eigenstates
|+˜(t)〉 = cos(
θ∗
2
)|0〉+ sin(
θ∗
2
)|1〉,
5|−˜(t)〉 = sin(
θ∗
2
)|0〉 − cos(
θ∗
2
)|1〉, (19)
and the corresponding eigenvalues
E∗±(t) =
~
4
[iγ ±
√
−(γ − 2i∆)2 + 4Ω2R]. (20)
With the eigenvectors {|n(t)〉} and Hamiltonian H0(t), we may expand the evolution state |ψ(t)〉 satisfying the
Schro¨dinger equation i~∂t|ψ(t)〉 = H0(t)|ψ(t)〉 as
|ψ(t)〉 =
∑
n=±
cn(t)|n(t)〉. (21)
It is not hard to find from Eq. (21) that cn(t) = 〈n˜(t)|ψ(t)〉, but |cn(t)|
2 is not bounded by one, and
∑
n |cn(t)|
2 6= 1.
Thus, it is inappropriate to use {cn(t)} to define the probability amplitudes of eigenstates {|n(t)〉} [50–52]. A relatively
suitable definition for non-Hermitian eigenstates according to Refs. [50–52] is given by using states
|φn(t)〉 = fn(t)|n(t)〉,
|φ˜n(t)〉 =
1
f∗n(t)
|n˜(t)〉, (22)
which can also constitute a complete, biorthogonal set of eigenstates ofH0(t), where fn(t) ∈ C is an arbitrary function.
Adding Eq. (22) into Eq. (21), we have
|ψ(t)〉 =
∑
n=±
gn(t)|φn(t)〉, (23)
where gn(t) =
cn(t)
fn(t)
= 〈φ˜n(t)|ψ(t)〉. Obviously, when we suitably choose fn(t), it is possible to make |gn(t)|
2 to satisfy
normalization
∑
n=± |gn(t)|
2 = 1. Then, according to Eq. (23), the population for eigenstate |φn(t)〉 can be defined
as Pφn = |gn(t)|
2, where {gn(t)} are regarded as the modified probability amplitudes of the adiabatic basis.
In the following, {|φn(t)〉} ({|φ˜n(t)〉}) will be used to replace {|n(t)〉} ({|n˜(t)〉}) as the adiabatic basis for further
study. To study the adiabaticity of this two-level non-Hermitian system, we introduce a vector |ψe(t)〉 = [g+(t), g−(t)]
t
to describe the evolution state in the adiabatic frame. |ψe(t)〉 and |ψ(t)〉 are connected via the rotation matrixes
R(t) =

 f+(t) cos θ2 f−(t) sin θ2
f+(t) sin
θ
2 −f−(t) cos
θ
2

 , and R˜(t) =


1
f∗
+
cos θ
∗
2
1
f∗
−
sin θ
∗
2
1
f∗
+
sin θ
∗
2 −
1
f∗
−
cos θ
∗
2

 , (24)
with relationships |ψ(t)〉 = R(t)|ψe(t)〉 and |ψe(t)〉 = R˜†(t)|ψ(t)〉. In this case, the Schro¨dinger equation in the
adiabatic frame reads
i~∂t|ψ
e(t)〉 = He0 (t)|ψ
e(t)〉, (25)
where
He0 (t) = R˜
†H0R− i~R˜
†∂tR
=
(
E+ 0
0 E−
)
− i~
(
∂tf+
f+
(∂tθ)f−
2f+
− (∂tθ)f+2f−
∂tf−
f−
)
. (26)
The off-diagonal terms in Eq. (26) are the non-adiabatic couplings. According to Eq. (26), when | (∂tθ)f−2f+ | ≪
|E+ − i~
∂tf+
f+
| and | (∂tθ)f+2f− | ≪ |E− − i~
∂tf−
f−
|, by solving the Schro¨dinger equation in Eq. (25), we obtain

 g+(t)
g−(t)

 ≃

 g+(t0) · exp[−i
∫ t
t0
E+(t
′)
~
− i∂tf+(t
′)
f+(t′)
dt′]
g−(t0) · exp[−i
∫ t
t0
E−(t
′)
~
− i∂tf−(t
′)
f−(t′)
dt′]

 . (27)
6Obviously, when
∫ t
t0
[En(t
′)
~
− i∂tfn(t
′)
fn(t′)
]dt′ is real, the result of Eq. (27) shows |gn(t)| ≃ |gn(0)| which means the
evolution is adiabatic. The condition for fn(t) is
∂tfn(t)
fn(t)
=
Im[En(t)]
~
+ ihn(t), (28)
where hn(t) is an arbitrary real function. A simple solution for fn(t) is
fn(t) = exp{
∫ t
t0
Im[En(t
′)]
~
+ ihn(t
′)dt′}. (29)
To construct shortcuts in the system mentioned above, we need to add supplementary terms He1(t) in the Hamil-
tonian described by Eq. (26) to nullify the non-adiabatic couplings. The simplest choice for He1(t) is
He1(t) = i
~
2

 ε+
(∂tθ)f−
f+
− (∂tθ)f+
f−
ε−

 , (30)
where ε± are undetermined coefficients. Transforming Eq. (30) back to the interaction frame with H1(t) = RH
e
1R˜
†,
we obtain
H1(t) = i
~
2

 ε+ cos2 θ2 + ε− sin2 θ2 sin θ2 (ε+ − ε−)− ∂tθ2
sin θ
2 (ε+ − ε−) +
∂tθ
2 ε+ sin
2 θ
2 + ε− cos
2 θ
2

 . (31)
As we can find, the practical realization of this Hamiltonian is not straightforward since the off-diagonal terms in Eq.
(31) are not the complex conjugate of each other. So in general, there is no simple laser interaction leading to Eq.
(31). That means constructing STA by nullifying all the non-adiabatic couplings seems to be impracticable. Finding
new supplementary Hamiltonian which is feasible in practice is imperative. Under the premise that the off-diagonal
terms in H1(t) are the complex conjugate of each other, we assume the supplementary Hamiltonian is in the form of
H1(t) =
~
2

 δ+(t) Ω(t)
Ω∗(t) δ−(t)

 , (32)
where δ± and Ω are also undetermined coefficients. Then, based on H
e
1(t) = R˜
†H1R, we obtain
He1 (t) =
~
2

 δ+ cos
2 θ
2 + δ− sin
2 θ
2 +Re[Ω]
sin θ
2
f−
f+
(δ+ − δ−)
sin θ
2 − i
f−
f+
Im[Ω]− f−
f+
Re[Ω] cos θ
f+
f−
(δ+ − δ−)
sin θ
2 + i
f+
f−
Im[Ω]− f+
f−
Re[Ω] cos θ δ+ sin
2 θ
2 + δ− cos
2 θ
2 − Re[Ω]
sin θ
2

 , (33)
where Re[∗] and Im[∗] mean the real part and the imaginary part of “∗”, respectively. Hence, under the condition
(δ+ − δ−)
sin θ
2
− iIm[Ω(t)]− Re[Ω(t)] cos θ = i∂tθ, (34)
the term in line 1 column 2 of He0 will be nullified. Then, as long as the system is initially in the adiabatic basis
|φ+(t)〉 corresponding to g+(t0) = 1 and g−(t0) = 0, it will remain in |φ+(t)〉 all the time. The general solution of Eq.
(34) is
Re[∂tθ] = Im[λ(t)] − Im[Ω(t)]− Im[ζ(t)],
Im[∂tθ] = −Re[λ(t)] + Re[ζ(t)], (35)
where λ(t) = 12 (δ+ − δ−) sin θ and ζ(t) = Re[Ω(t)] cos θ. Generally speaking, it does not matter whether the sup-
plementary Hamiltonian is Hermitian or not. If it is necessary to reduce the pulse intensity of the supplementary
Hamiltonian, according to Eq. (35), the simplest operation is increasing the imaginary part of λ(t). In this case,
(δ+− δ−) should be a complex function in order to make λ’s imaginary part to be controllable. In a limiting case that
Im[λ(t)] = Re[∂tθ] and Re[λ(t)] = −Im[∂tθ], Ω = 0, that is, we can speed up the adiabatic process without increasing
7FIG. 1: Branch cuts and representative trajectories in the complex Z(t) planes. For (a), γ < 2Ω0, parameters are {tf =
τ, Ω0 = 1/τ, ∆0 = 9/τ, γ = 0.3/τ}; For (b), γ > 2Ω0, parameters are {tf = τ, Ω0 = 1/τ, ∆0 = 9/τ, γ = 3/τ}. In (a) the
branch cut, just below the negative real axis, is chosen so that −pi ≤ η ≤ pi; in (b), just below the positive real axis, is chosen
so that 0 ≤ η ≤ 2pi.
FIG. 2: The complex angle θ versus time. For (a), γ < 2Ω0, parameters are {tf = τ, Ω0 = 1/τ, ∆0 = 9/τ, γ = 0.3/τ}; For
(b), γ > 2Ω0, parameters are {tf = τ, Ω0 = 1/τ, ∆0 = 9/τ, γ = 3/τ}.
the coupling intensity. However, such case requires a very precise task on the imaginary part of δ± (the imaginary
part of δ± could be regarded as a supplementary decay rate or a dephasing rate), which increases the experimental
complexity.
Without loss of generality, we would like to take a Hermitian supplementary Hamiltonian (the easiest one to be
realized in practice) as an example in the following discussion. In this case, δ± are real and the general solution of
Eq. (34) is (we assume Re[Ω(t)] = 0 for simplicity)
Ωa = −Re[∂tθ] + (δ+ − δ−)
Im[sin θ]
2
, δ+ − δ− = −
2Im[∂tθ]
Re[sin θ]
, (36)
where Ωa = Im[Ω(t)]. Then, with g+(t0) = 1 and g−(t0) = 0, the solution of the Schro¨dinger equation i~∂t|ψ
e(t)〉 =
He(t)|ψe(t)〉, where He(t) = He0(t) +H
e
1 (t), is
 g+(t)
g−(t)

 =

 exp[−i
∫ t
t0
E+(t
′)
~
− i∂tf+(t
′)
f+(t′)
+ δ+2 cos
2 θ(t
′)
2 +
δ−
2 sin
2 θ(t
′)
2 dt
′]
0

 . (37)
For simplicity, we can set δ+ = −δ− = δ, and Eq. (37) could be simplified as
 g+(t)
g−(t)

 =

 exp[−i
∫ t
t0
E+(t
′)
~
− i∂tf+(t
′)
f+(t′)
+ δ cos θ2 dt
′]
0

 . (38)
Obviously, the condition for |g+(t)| = 1 is
Im[
E+(t
′)
~
−
i∂tf+(t
′)
f+(t′)
+
δ cos θ
2
] = 0, (39)
leading to
f+(t) = exp{
∫ t
t0
Im[
E+(t
′)
~
−
Im[∂tθ(t
′)] · cos θ(t′)
2Re[sin θ(t′)]
]dt′}. (40)
8FIG. 3: (a) |c+(t)|
2 versus time; (b) |g+(t)|
2 versus time. In an Allen-Eberly process with different decay rates γ when
{tf = τ, Ω0 = 1/τ, ∆0 = 9/τ} .
FIG. 4: Time-dependent populations for bare states |0〉 and |1〉 defined by Pm = |〈m|ψ(t)〉|
2. Parameters are {tf = τ, Ω0 =
1/τ, ∆0 = 9/τ, γ = 1/τ}.
Returning Eq. (38) to the interaction frame with relationship |ψ(t)〉 = R(t)|ψe(t)〉, the evolution state is
|ψ(t)〉 =

 f+(t) cos θ2 f−(t) sin θ2
f+(t) sin
θ
2 −f−(t) cos
θ
2

 ·

 g+(t)
g−(t)


= f+(t)g+(t)

 cos θ2
sin θ2

 . (41)
We study now the laser-driven coherent decay from the excited state of a two-level system with slow spontaneous
decay. This type of decay process is of interest as it occurs coherently, unlike the incoherent spontaneous emission.
We will apply the present method to the famous Allen-Eberly model to verify the validity of the optimized method.
For an Allen-Eberly model, the Rabi frequency ΩR(t) and detuning ∆(t) are given as
ΩR(t) = Ω0sech(t/τ), ∆(t) = ∆0tanh(t/τ), (42)
where Ω0 is the pulse amplitude, ∆0 corresponds to the chirp rate, and τ is the characteristic duration of the
interaction. Once ΩR(t) and ∆(t) are specified, we should firstly analyze the behavior of the radicand in Eq. (15),
Z(t) = −[γ + 2i∆(t)]2 + 4Ω2R(t), (43)
where Z(t) is in polar form Z = λeiη, with modulus λ = |
√
Re[Z(t)]2 + Im[Z(t)]2| and argument η. According to Eq.
(17), two regimes can be distinguished for this protocol depending on γ > 2Ω0 and γ < 2Ω0 (a degeneracy exists at
t = 0 if γ = 2Ω0). (1) When γ < 2Ω0, then Re[Z(t)] > 0. A representative trajectory of Z(t) in the complex Z(t)
plane is shown in Fig. 1 (a) with parameters {tf = τ, Ω0 = 1/τ, ∆0 = 9/τ, γ = 0.3/τ}. The branch cut of the
square root just below the negative real axis is chosen so that −pi < η < pi. We depict the trajectory of the complex
angle θ(t) in Fig. 2 (a), which shows θ(t0) ≈ 0 and θ(tf ) ≈ pi. In this case, the eigenvector | + (t)〉 will evolve from
| + (t0)〉 = |0〉 to | + (tf )〉 = |1〉. (2) When γ > 2Ω0, Z(t) crosses the negative real axis as shown in Fig. 1 (b). We
also depict the form of the θ trajectory in Fig. 2 (b). As we can find from the figure, θ changes very slightly during
9the whole process, while such a change in θ is not enough to realize a desired population transfer. Parameters are
chosen as {tf = τ, Ω0 = 1/τ, ∆0 = 9/τ, γ = 3/τ} in plotting Figs. 1 (b) and (d).
In the following, we will discuss the validity of the present non-Hermitian STA by examples of fast population
inversion. |c±(t)|
2 and |g±(t)|
2 which can be regarded as the traditional population and modified population for the
eigenvectors | ± (t)〉, respectively, are displayed in Fig. 3 with different decay rates (γ < 2Ω0). Figure 3 (a) shows
that |c+(t)|
2 decays strongly, especially, when γ is relatively large. As a contrast, |g+(t)|
2 is approximate to 1 all the
time, and it changes slightly along with the increasing of γ. Meanwhile, |c−(t)|
2 (or |g−(t)|
2) remains zero all the
time which demonstrates the eigenvector | − (t)〉 is unpopulated. Nevertheless, it is still a little different from our
expectation that |g+(t)|
2 does not ideally equal to 1 when γ is relatively large. The difference is due to the fact that
the system is not exactly in |+(t)〉 at initial time with a relatively large γ. Then, we plot time-dependent populations
[Fig. 4] for bare states |0〉 and |1〉, with γ = 1/τ (other parameters are the same as that in plotting Fig. 1). As shown
in the figure, the fast population inversion for a non-Hermitian system is realized (for t → tf , we have P0 = 0 and
P1 6= 0).
V. CONCLUSION
Non-Hermitian system has its natural advantages than Hermitian system in speeding up a slow adiabatic passage
[53, 54]. The defects of the previous non-Hermitian STAs, however, restrict the applications of speed-up schemes in
non-Hermitian systems to a certain extent. Therefore, in light of Refs. [47] and [48], we have proposed an effective
method to improve non-Hermitian STA for a better application in quantum information processing. This method
is performed by introducing a series of redesigned supplementary Hamiltonians to nullify the specified non-adiabatic
couplings so that the evolution of the system would be confined in the reference instantaneous eigenstate. In this
way, the present method allows one to speed up a non-Hermitian adiabatic process with arbitrary decay rate by
using a Hermitian supplementary Hamiltonian. Hence, realizing non-Hermitian STA could be much easier in practice.
Moreover, we have applied this method to the Allen-Eberly model and shown with numerical simulation that the
ultrafast population inversion could be determinately achieved in a two-level non-Hermitian system.
Assessing the cost of implementing STA arises as a natural question with both fundamental and practical impli-
cations in nonequilibrium statistical mechanics. For unitary systems, thermodynamic cost by using STA has been
discussed in Refs. [55–58], while for non-unitary systems, the time-energy cost and quantum speed-limit are still
worth to be studied. Therefore, exploring the time-energy cost and quantum speed-limit for the non-Hermitian STA
is an interesting subject in the future work.
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