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Abstract 
The amount of social information published in the Web has dramatically increased in the past years.  FOAF, Dublin Core, and 
vCard are examples of popular vocabularies that are used to present computer understandable profiles of persons in social media.
These profiles describe facts about a person such as his or her interests, and thereby we can easily find persons having the same 
interests. However, in reality we are rather interested in about the closeness of persons’ interests than whether they have precisely 
the same interests. Such aspects are easily understandable for humans but they are not machine understandable without additional
semantics. Therefore we have extended the vocabularies of social media by domain specific taxonomies. In addition, to increase 
the expression power of persons’ profiles we have also attached weights to persons’ interests. We have also consider a variety of
ways for expressing and computing the closeness of weighted profiles. 
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1. Introduction 
A social network is a collection of individuals linked together by a set of relations1. A semantic social network is 
the result of the application of Semantic Web technologies to social networks2. For example, several vocabularies 
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such as FOAF (friend of a friend)3, Dublin Core 4, and vCard5, are used in social networks. These vocabularies can 
be used in describing facts about a person such as his or her work place, job title and interests. 
FOAF is a machine-readable vocabulary describing persons, their activities and their relations to other people and 
objects. Anybody can use it to describe him- or herself. It is expressed using the Resource Description Framework 
(RDF)6 and the Web Ontology Language (OWL) 7. Computers may use these FOAF profiles to find, for example, 
all people interested in tennis, or to find out all people both you and a friend of yours know. 
Technically, FOAF vocabulary (ontology)8 is comprised of things and links. Links are called properties and the 
types of things are called classes.  Hence, FOAF vocabulary is comprised of terms, each of which is either a class or 
a property.  
Class foaf:Person is one of the most used class of the FOAF vocabulary. A set of properties, such as gender, 
birthday, interest and topic_interest, can be attached to the instances of this class. Hence, we might claim that a 
person, say John, has an interest in RDF by saying that “John stand in an interest relationship to RDF”. Likewise we 
might claim that another person, say Mary, is interested in Semantic Web.  
John might be interested in whether he and other persons, such as Mary, do have interests in common?  
Individuals familiarized on these topics, such as John and Mary, understand that they do have some interests in 
common as John is interested in RDF and Mary is interested in Semantic Web. However, computer cannot make 
such a conclusion without machine interpretable knowledge about the dependency of the terms RDF and Semantic 
Web.  Hence, machine understandable data is of prime importance as the amount of data in social media is 
increasing all the time.  
Using the FOAF property topic_interest John might also state that he has an interest in classic blues and punk. 
However, he cannot state that he is extremely interested in classic blues and has minor interest in punk, as such 
expressions would require some kind of weighting of interests. Yet, ignoring weighting considerably restricts the 
expression power of persons’ profiles.  
In this paper, we will restrict ourselves on the above mentioned inconveniences:   
• First, we deal with taxonomy-based semantic similarity, i.e., how the semantics of taxonomies can be 
exploited in computing the closeness of persons’ interests. In particular, we adapt the methods of genealogy for 
computing the closeness of persons’ profiles.    
• Second, we consider how weighting can be used in making profiles more specific, and how the closeness of 
such profiles can be computed. First we extend the taxonomy-based semantic similarity by weighting, meaning that 
a person may attach weights low, medium or high to his or her interests. Then, we consider the usability of the 
Vector Model9 for computing the closeness of persons’ interests. The key idea behind this model is that persons’ 
interests as well as queries can be presented as vectors. Hence, we can process a query by computing the distance of 
the query vector and the profile vectors. 
The rest of the paper is organized as follows. In Section 2, we first consider the structure and semantics of 
taxonomies, and then we present how taxonomies can be used in extending the expression power of the FOAF 
vocabulary. In Section 3, we give an example of a FOAF file, and illustrate how FOAF files are queried by 
SPARQL10. Taxonomy-based semantic similarity is the topic of Section 4. Then, in Section 5, we deal with profile 
weighting in the context of taxonomy-based similarity, and in the context of the Vector Model. We also shortly 
consider the matching algorithms that are suitable for the Vector Model. Finally, Section 6 concludes the paper by 
discussing our future research.  
2. Taxonomies 
2.1. The structure and semantics of taxonomies 
One of the main challenges faced by information retrieval systems is to efficiently manage the large number of 
documents they hold. Such systems make it easier to give users access to relevant resources that satisfy their 
information needs. Information retrieval systems are based on an information retrieval model. They determine the 
ways the data of the resources are presented, and the way the information needs (queries) are presented.  
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such as FOAF (friend of a friend)3, Dublin Core 4, and vCard5, are used in social networks. These vocabularies can 
be used in describing facts about a person such as his or her work place, job title and interests. 
FOAF is a machine-readable vocabulary describing persons, their activities and their relations to other people and 
objects. Anybody can use it to describe him- or herself. It is expressed using the Resource Description Framework 
(RDF)6 and the Web Ontology Language (OWL) 7. Computers may use these FOAF profiles to find, for example, 
all people interested in tennis, or to find out all people both you and a friend of yours know. 
Technically, FOAF vocabulary (ontology)8 is comprised of things and links. Links are called properties and the 
types of things are called classes.  Hence, FOAF vocabulary is comprised of terms, each of which is either a class or 
a property.  
Class foaf:Person is one of the most used class of the FOAF vocabulary. A set of properties, such as gender, 
birthday, interest and topic_interest, can be attached to the instances of this class. Hence, we might claim that a 
person, say John, has an interest in RDF by saying that “John stand in an interest relationship to RDF”. Likewise we 
might claim that another person, say Mary, is interested in Semantic Web.  
John might be interested in whether he and other persons, such as Mary, do have interests in common?  
Individuals familiarized on these topics, such as John and Mary, understand that they do have some interests in 
common as John is interested in RDF and Mary is interested in Semantic Web. However, computer cannot make 
such a conclusion without machine interpretable knowledge about the dependency of the terms RDF and Semantic 
Web.  Hence, machine understandable data is of prime importance as the amount of data in social media is 
increasing all the time.  
Using the FOAF property topic_interest John might also state that he has an interest in classic blues and punk. 
However, he cannot state that he is extremely interested in classic blues and has minor interest in punk, as such 
expressions would require some kind of weighting of interests. Yet, ignoring weighting considerably restricts the 
expression power of persons’ profiles.  
In this paper, we will restrict ourselves on the above mentioned inconveniences:   
• First, we deal with taxonomy-based semantic similarity, i.e., how the semantics of taxonomies can be 
exploited in computing the closeness of persons’ interests. In particular, we adapt the methods of genealogy for 
computing the closeness of persons’ profiles.    
• Second, we consider how weighting can be used in making profiles more specific, and how the closeness of 
such profiles can be computed. First we extend the taxonomy-based semantic similarity by weighting, meaning that 
a person may attach weights low, medium or high to his or her interests. Then, we consider the usability of the 
Vector Model9 for computing the closeness of persons’ interests. The key idea behind this model is that persons’ 
interests as well as queries can be presented as vectors. Hence, we can process a query by computing the distance of 
the query vector and the profile vectors. 
The rest of the paper is organized as follows. In Section 2, we first consider the structure and semantics of 
taxonomies, and then we present how taxonomies can be used in extending the expression power of the FOAF 
vocabulary. In Section 3, we give an example of a FOAF file, and illustrate how FOAF files are queried by 
SPARQL10. Taxonomy-based semantic similarity is the topic of Section 4. Then, in Section 5, we deal with profile 
weighting in the context of taxonomy-based similarity, and in the context of the Vector Model. We also shortly 
consider the matching algorithms that are suitable for the Vector Model. Finally, Section 6 concludes the paper by 
discussing our future research.  
2. Taxonomies 
2.1. The structure and semantics of taxonomies 
One of the main challenges faced by information retrieval systems is to efficiently manage the large number of 
documents they hold. Such systems make it easier to give users access to relevant resources that satisfy their 
information needs. Information retrieval systems are based on an information retrieval model. They determine the 
ways the data of the resources are presented, and the way the information needs (queries) are presented.  
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FOAF deals with the representation of FOAF files, which are collections of facts about a person such as where 
they work, where they went to school, and their friends are. Each fact represents a property and its value attached to 
a thing such as to a person.  
Each fact is presented by an RDF-statement, i.e., by subject–predicate–object expressions8. These expressions are 
known as triples in RDF terminology. The subject denotes the resource, and the predicate denotes an aspect of the 
resource and expresses a relationship between the subject and the object. Such triples are also often understood as 
the thing being described, its property name, and property’s value11.
For example, the notion "John has interested in tennis" can be presented by a triple where the subject is "John", 
the predicate is "has interest", and the object is "tennis". That is, the predicate represents the property attached to a 
thing.  
In order to standardize the values of properties (predicates), specific ontologies are introduced in many 
disciplines. An ontology provides a general vocabulary of a certain domain, and it can be defined as “an explicit 
specification of a conceptualization”12. In essence, an ontology gives the semantics to the metadata13. Typically such 
ontologies are hierarchical taxonomies of terms describing certain topics14.  For example, the topics of the 
taxonomies in Fig. 1 are ICT, Healthcare, and Music. 
Fig. 1. Examples of taxonomies.  
The logic behind taxonomy is that when we go up the taxonomy toward the root, the items become more general, 
and respectively when we go down towards the leaves the items become more specialized.  We can also state this in 
a more formal way: depending on the direction of the link each link between a parent and a child node represents a 
subclassification relation or superclassification relation13. For example, in the ICT-taxonomy Semantic Web is a 
subclassification of Web, and Web is a superclassification of Semantic Web.  
2.2. Extending FOAF by taxonomies 
The description of the terms in the FOAF 'dictionary' often makes reference to classes and properties elsewhere 8.
For example, in the context of FOAF we might say in OWL that a FOAF property has a domain or range of an 
externally defined class. These kind of claims help fix the intended meanings of FOAF terms in relationship to other 
vocabularies, e.g., to taxonomy.  
To illustrate this, an ontology, called Taxonomy ontology, is presented in Fig. 2.   
 Juha Puustjärvi et al. / Procedia Computer Science 111 (2017) 8–16 11
 Juha Puustjärvi et al. / Procedia Computer Science 00 (2015) 000–000  
FOAF deals with the representation of FOAF files, which are collections of facts about a person such as where 
they work, where they went to school, and their friends are. Each fact represents a property and its value attached to 
a thing such as to a person.  
Each fact is presented by an RDF-statement, i.e., by subject–predicate–object expressions8. These expressions are 
known as triples in RDF terminology. The subject denotes the resource, and the predicate denotes an aspect of the 
resource and expresses a relationship between the subject and the object. Such triples are also often understood as 
the thing being described, its property name, and property’s value11.
For example, the notion "John has interested in tennis" can be presented by a triple where the subject is "John", 
the predicate is "has interest", and the object is "tennis". That is, the predicate represents the property attached to a 
thing.  
In order to standardize the values of properties (predicates), specific ontologies are introduced in many 
disciplines. An ontology provides a general vocabulary of a certain domain, and it can be defined as “an explicit 
specification of a conceptualization”12. In essence, an ontology gives the semantics to the metadata13. Typically such 
ontologies are hierarchical taxonomies of terms describing certain topics14.  For example, the topics of the 
taxonomies in Fig. 1 are ICT, Healthcare, and Music. 
Fig. 1. Examples of taxonomies.  
The logic behind taxonomy is that when we go up the taxonomy toward the root, the items become more general, 
and respectively when we go down towards the leaves the items become more specialized.  We can also state this in 
a more formal way: depending on the direction of the link each link between a parent and a child node represents a 
subclassification relation or superclassification relation13. For example, in the ICT-taxonomy Semantic Web is a 
subclassification of Web, and Web is a superclassification of Semantic Web.  
2.2. Extending FOAF by taxonomies 
The description of the terms in the FOAF 'dictionary' often makes reference to classes and properties elsewhere 8.
For example, in the context of FOAF we might say in OWL that a FOAF property has a domain or range of an 
externally defined class. These kind of claims help fix the intended meanings of FOAF terms in relationship to other 
vocabularies, e.g., to taxonomy.  
To illustrate this, an ontology, called Taxonomy ontology, is presented in Fig. 2.   
 Juha Puustjärvi et al. / Procedia Computer Science 00 (2015) 000–000
Fig. 2. Taxonomy ontology standardizes the values of the foaf:topic_interest property. 
In this figure ellipses represent classes and rectangles represent data type and object properties. Classes, data 
properties and object properties are modeling primitives in OWL. Object properties relate objects to other objects 
while datatype properties relate objects to datatype values. This graphical OWL ontology states that the values of the 
property foaf:topic_interest are the items (nodes) of one or more taxonomies. Hence, we might specify that the 
allowable values of the foaf:topic_interest are the nodes of the ICT-taxonomy.   
For example, the following file states, in Turtle format 15, that Web and Web 2.0 are items of the ICT-taxonomy 
and the former is the superclassification of the latter.  
Fig. 3. Inserting two nodes into ICT-taxonomy. 
3. FOAF Files 
3.1. Representing interests in FOAF files 
Anyone can use FOAF to describe his or her profile by a FOAF file16. To illustrate this, let us consider the 
following FOAF file (written in Turtle format). It states that John Taylor is the name of the person described here. 
His e-mail address, homepage and depiction are web resources, meaning that each can be described using RDF as 
well. He has Wikipedia as an interest, where Wikipedia is identified by its homepage. He has also three topics of 
which he has interest in. The predicate of these RDF-statements is foaf:topic_interest, and  the values of these 
predicates are “Java”, “RDF” and “Personal health records”. 
Fig. 4. John Taylor’s FOAF profile in Turtle format.   
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In this FOAF profile the properties foaf:interest and foaf:topic:interest is used for stating Joh’s interests. These 
properties are similar in the sense that (according to FOAF vocabulary) their Domains are Agent. The Agent class is 
the class of agents; things that do stuff. Its commonly used sub-class is Person, representing people. Other kinds of 
agents include Organization and Group.
The properties foaf:interest and foaf:topic:interest differ in that the Range of the former is Document, whereas 
the Range of the latter is Thing. The Document class represents those things which are broadly conceived as 
documents (e.g., the document at http://www.wikipedia.org> of John’s FOAF profile in Fig. 4).  
OWL has introduced the class 'Thing' as a name for the universal class of all things. This is useful as we want to 
express universality of property use, e.g., that anything can be the value of foaf:topic_interest. In our case its values 
are the items of taxonomies, e.g. the items of ICT-taxonomy, Healthcare taxonomy or Music taxonomy.  
In our used terminology, by a foaf:topic_interest profile of a person we refer to its values. So, for example, 
John’s foaf:topic_interest profile is the set comprising of Java, RDF, and Personal health records. 
3.2.  Querying FOAF Files by SPARQL  
One can query FOAF files by SPARQL. The name SPARQL is a recursive acronym for SPARQL Protocol and 
RDF Query Language16. A typical SPARQL query specifies the pieces of information that meets the given 
conditions. The conditions are described with triple patterns, which are similar to RDF triples but may include 
variables to add flexibility in how they match against the data. There is also a variety of SPARQL processors, which 
are also called SPARQL engines, available for running queries against data both locally and remotely. 
For example, assume that John is willing to know persons having similar profiles. John is interested in Java, RDF 
and Personal health records. He can then query profiles that have all these interests or some of these interests. The 
latter query is presented in SPARQL in Fig. 5.  
Fig. 5. Querying persons having interests in Java, RDF, or Personal health records.  
In order to illustrate the result of this query assume that Mary has a FOAF file, and her foaf:topic_interest profile 
includes taxonomy items “OWL” and “Personal health care”. As John’s and Mary’s profiles do not include any 
common taxonomy items, Mary’s profile will not be included in the result of John’s query presented in Fig. 5. This 
is regrettable as they still have common interests:  
• John is interested in RDF and Mary is interested in OWL, and in the ICT-taxonomy (Fig. 1) they both 
are subclassifications of the taxonomy item “Semantic web”. 
• John is interested in “Personal health records” while Mary s interested in Personal health, which is the 
superclassification of “Personal health records” in the Healthcare taxonomy presented Fig. 1.  
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4. Taxonomy-Based Semantic Similarity 
In genealogy, also called as family history, the closeness between two persons is comparable with the proximity 
of two family members in family tree: the more two members of the family have ancestors in common, the closer 
they are17. The distance of a family member starting from a common ancestor determines his or her distance 
compared to the other family members. The closeness of two persons is thus a question of relationship between the 
numbers of the common ancestors of these persons18.   
We have adopted this similarity measure for computing the closeness of persons’ interests. For example, let us 
consider the concepts C++ and Java in ICT-taxonomy (Fig. 1). The number of their common ancestors is 3. 
Correspondingly concepts C++ and SQL have 2 common ancestors.   
We denote the number of common ancestors of two concepts (taxonomy items), say Ci and Cj by the notation 
CommonAncestors(Ci, Cj). So, for example, CommonAncestors(C++, SQL) = 2.  
We determine the similarity measure of the concepts Ci and Cj as follows: 
If Ci = Cj, then Similarity (Ci, Cj) = 1; otherwise 
            ����������(��� ��) = ���������������(�����)���	�������������(��)� �����������(��)���	
where RootDistance(C)  denotes the distance (in the number of links) between the concept C and the root in the 
taxonomy. The function of the denominator is to normalize the value of Similarity(Ci, Cj) to be less or equal to one. 
Hence, for example, with respect to the ICT-taxonomy we get: 
 
Similarity (C++, Java) = 3/4 
Similarity (C++, SQL) = 2/4 = 1/2 
Similarity (Web, Semantic Web) = 1/2 
Note that Similarity (Ci,Cj)=0, if Ci and Cj are not included in the same taxonomy. In such a case Ci and Cj do 
not have common ancestors, i.e., CommonAncestors(Ci,Cj)=0.   
From technology point of view, the similarities of the concepts of each taxonomy can be easily precomputed and 
stored in matrixes. The size of each matrix is n x n, where n is the number of the nodes (concepts) in the taxonomy.  
Based on human knowledge the precomputed values of the matrixes can be manually changed if a need arises.  
For now, we have only analyzed the similarities between two concepts. However, our ultimate goal is to compute 
the similarities of profiles such as the closeness of John’s and Mary’s FOAF profiles.  
By closeness of two persons, say John and Mary, we denote by Closeness(John, Mary), and its value  is the sum 
of the similarities of their foaf:topic_interests. That is:
          ���������	(���������) = 	∑ ����������	(��� ��)��������� ,
where A is the set of John’s foaf:topic_interest profile and B is the set of Mary’s foaf:topic_interest profile.
Note that Closeness(John, Mary)=0, if John and Mary do not have any common ancestors in their interests.  
Closeness(John, Mary) has its maximal value when John’s foaf:topic_interest profile is included in Mary’s 
foaf:topic_interest profile. In such a case ���������	(���������) equals with the number of the items in John’s 
foaf:topic_interest profile.
5. Weighted Profiles 
5.1. Extending taxonomy-based semantic similarity by weights 
So far we have assumed that a person is equally interested in all the topics he or she is interested in. However, in 
reality, the intensiveness of persons’ interests varies: for example, an interest may be high, average or minor. Hence, 
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From technology point of view, the similarities of the concepts of each taxonomy can be easily precomputed and 
stored in matrixes. The size of each matrix is n x n, where n is the number of the nodes (concepts) in the taxonomy.  
Based on human knowledge the precomputed values of the matrixes can be manually changed if a need arises.  
For now, we have only analyzed the similarities between two concepts. However, our ultimate goal is to compute 
the similarities of profiles such as the closeness of John’s and Mary’s FOAF profiles.  
By closeness of two persons, say John and Mary, we denote by Closeness(John, Mary), and its value  is the sum 
of the similarities of their foaf:topic_interests. That is:
          ���������	(���������) = 	∑ ����������	(��� ��)��������� ,
where A is the set of John’s foaf:topic_interest profile and B is the set of Mary’s foaf:topic_interest profile.
Note that Closeness(John, Mary)=0, if John and Mary do not have any common ancestors in their interests.  
Closeness(John, Mary) has its maximal value when John’s foaf:topic_interest profile is included in Mary’s 
foaf:topic_interest profile. In such a case ���������	(���������) equals with the number of the items in John’s 
foaf:topic_interest profile.
5. Weighted Profiles 
5.1. Extending taxonomy-based semantic similarity by weights 
So far we have assumed that a person is equally interested in all the topics he or she is interested in. However, in 
reality, the intensiveness of persons’ interests varies: for example, an interest may be high, average or minor. Hence, 
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by including such features in users’ profiles we could increase the expression power of person’ profiles as well as 
queries on profiles. 
We now extend our information retrieval model by weights. However, weighting of interests is beyond the 
expression power of foaf:topic_interest property. Therefore we have extended the expression power of the 
Taxonomy Ontology presented in Fig. 2. The Weighted Taxonomy ontology (Fig. 6.) allows attaching weights for 
interests: each instance of the class weighted_interest connects a weight to a person and a taxonomy item.  
Fig. 6. Graphical presentation of the Weighted Taxonomy Ontology. 
In specifying a weighted profile a person marks those nodes that match to his topics of interests and gives 
weights to those nodes. In order to simplify weighting, we have introduced three textual weights, namely high,
medium and low. Their computational numerical values are 1.0, 0.50 and 0.25, respectively. For example, John 
might set weight low to node ‘Java’, weight medium to node ‘RDF’, and weight high to node ‘Personal health 
record’. 
In computing weighted similarity of the two distinct concepts Ci and Cj, we multiply Similarity (Ci, Cj) by the 
weights of these concepts. That is:  
WeightedSimilarity (Wi(Ci), Wj(Cj)) = Wi � Wj � Similarity(Ci, Cj), 
where Wi is the weight of concept Ci and Wj is the weight of concept Cj.
Furthermore, we define the weighted closeness of two persons, say John and Mary, as follows:  
                          �����������������	(���������) =
																													∑ ������������������	(��(��)���(��))��������� ,
where A is the set of John’s foaf:topic_interests in his profile, and B is the set of Mary’s foaf:topic_interests in her 
profile.
5.2. Relevancy ranking of persons’ profiles  
The Vector Model is an algebraic model for representing text documents as vectors of identifiers, such as, for 
example, taxonomy items19. The Vector Model is used in information filtering, information retrieval, indexing and 
relevancy rankings20. In this model, documents and queries are represented as vectors. Each dimension corresponds 
to a separate identifier or taxonomy item. So we can more accurately specify the queries and the contents of the 
documents, such as persons’ profiles. Further, we can process the query by computing the distance of the query 
vector and the profile vectors. 
This kind of computing requires that the sum of the weights of each vector equals to a predefined constant. For 
convenience, the used constant is usually one. Further, computing the distance requires that the vectors be specified 
in an orthogonal vector space21. This means that the leave nodes of the taxonomy should be independent. Therefore 
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we cannot use both parent and a child node as dimensions because they represent a subclassification relation, i.e., 
they are not independent. Instead leave nodes are usually independent  
 In the result of the query, the profiles are sorted in the order determined by the relevancy (similarity), i.e. the 
profile having the best match with the query is presented first. The number of the documents in the result can be 
restricted by requiring a certain degree of similarity. 
In computing the closeness of John’s and Mary’s profile, we have to specify their profiles as a vector in a vector 
space determined by a taxonomy or taxonomies, which leaves are independent among themselves. For example we 
might use the three taxonomies of Fig. 1. In such a case the leaves nodes of the three taxonomies comprise the 
dimensions of the used vector space. Hence, we can query profiles that have as similar profile as possible with Joh’s 
profile as follows:  
< 0.25 × Java, 0.5 × RDF, 0.25 × Personal health record, 0 × Punk, ….  > 
Each dimension is weighted in a way that the sum of the weights equals to one. In this case, the weights of the 
three first vectors have values, which are unequal to zero while all the other weights equal to zero. 
5.3. Matching Algorithms 
We have also investigated relevancy rankings by analyzing the different matching algorithms14 (i.e., algorithms 
computing the distances between vectors). Initially we tested these algorithms in the context news items22 and 
learning objects23, where we compute the distance of user profiles and news items or learning objects. 
We next give a short description of our tested algorithms. The Cosine matching algorithm9 calculates the cosine 
measure between the query vector and the profiles. As a matter of fact the algorithm does not compute distance 
measures but rather approximates distance measures by computing the angles of the query vector and the vectors 
representing profiles. The Euclidean matching algorithm20 calculates the Euclidean distance from the query vector to 
all profiles. The Manhattan distance algorithm21calculates so called “city block-distance”. This measure indicates 
how many blocks in a city one would have to walk between two points.  
The computing time for matching of each algorithm was performed for a file of 10 000 profiles. The differences 
of Euclidean, Cosine and Manhattan algorithms were rather small (less than 10 per cent), meaning that all these 
algorithms are suitable for computing the closeness of profiles.  
6. Conclusions 
The social network models and the Semantic Web support each other: social net-work provides a new paradigm 
for knowledge management in which users outsource knowledge via social network while Semantic Web enables 
the presentation of social information in a machine understandable form. FOAF, Dublin Core, and vCard are 
examples of popular vocabularies that provide vocabularies for knowledge representation. These vocabularies have 
proven to be useful and workable innovation. However, there are still many challenging issues concerning 
knowledge representation and knowledge management in social networks.   
In this paper, we have increased the semantics of semantic social networks in two ways: by exploiting the 
semantics of taxonomies in measuring the similarity of user profiles, and by attaching weights into individuals’ 
interests. The critical issue here, as well as in any approach in capturing additional semantics, is that they complicate 
the processing and management of social information. 
Another problem is that some ontologies are dynamic: as the domain of the ontology evolves also the ontology 
must be updated accordingly, i.e., ones new concepts emerge they must be included into the appropriate ontologies. 
Thus, a feature of some ontologies is that they are incremental by their nature. This in turn brings a new problem to 
information retrieval: how can we match users- queries against documents, if they are not based on the same 
ontology. In our future research, we will restrict ourselves on this problem.   
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Taxonomy Ontology presented in Fig. 2. The Weighted Taxonomy ontology (Fig. 6.) allows attaching weights for 
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In specifying a weighted profile a person marks those nodes that match to his topics of interests and gives 
weights to those nodes. In order to simplify weighting, we have introduced three textual weights, namely high,
medium and low. Their computational numerical values are 1.0, 0.50 and 0.25, respectively. For example, John 
might set weight low to node ‘Java’, weight medium to node ‘RDF’, and weight high to node ‘Personal health 
record’. 
In computing weighted similarity of the two distinct concepts Ci and Cj, we multiply Similarity (Ci, Cj) by the 
weights of these concepts. That is:  
WeightedSimilarity (Wi(Ci), Wj(Cj)) = Wi � Wj � Similarity(Ci, Cj), 
where Wi is the weight of concept Ci and Wj is the weight of concept Cj.
Furthermore, we define the weighted closeness of two persons, say John and Mary, as follows:  
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where A is the set of John’s foaf:topic_interests in his profile, and B is the set of Mary’s foaf:topic_interests in her 
profile.
5.2. Relevancy ranking of persons’ profiles  
The Vector Model is an algebraic model for representing text documents as vectors of identifiers, such as, for 
example, taxonomy items19. The Vector Model is used in information filtering, information retrieval, indexing and 
relevancy rankings20. In this model, documents and queries are represented as vectors. Each dimension corresponds 
to a separate identifier or taxonomy item. So we can more accurately specify the queries and the contents of the 
documents, such as persons’ profiles. Further, we can process the query by computing the distance of the query 
vector and the profile vectors. 
This kind of computing requires that the sum of the weights of each vector equals to a predefined constant. For 
convenience, the used constant is usually one. Further, computing the distance requires that the vectors be specified 
in an orthogonal vector space21. This means that the leave nodes of the taxonomy should be independent. Therefore 
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we cannot use both parent and a child node as dimensions because they represent a subclassification relation, i.e., 
they are not independent. Instead leave nodes are usually independent  
 In the result of the query, the profiles are sorted in the order determined by the relevancy (similarity), i.e. the 
profile having the best match with the query is presented first. The number of the documents in the result can be 
restricted by requiring a certain degree of similarity. 
In computing the closeness of John’s and Mary’s profile, we have to specify their profiles as a vector in a vector 
space determined by a taxonomy or taxonomies, which leaves are independent among themselves. For example we 
might use the three taxonomies of Fig. 1. In such a case the leaves nodes of the three taxonomies comprise the 
dimensions of the used vector space. Hence, we can query profiles that have as similar profile as possible with Joh’s 
profile as follows:  
< 0.25 × Java, 0.5 × RDF, 0.25 × Personal health record, 0 × Punk, ….  > 
Each dimension is weighted in a way that the sum of the weights equals to one. In this case, the weights of the 
three first vectors have values, which are unequal to zero while all the other weights equal to zero. 
5.3. Matching Algorithms 
We have also investigated relevancy rankings by analyzing the different matching algorithms14 (i.e., algorithms 
computing the distances between vectors). Initially we tested these algorithms in the context news items22 and 
learning objects23, where we compute the distance of user profiles and news items or learning objects. 
We next give a short description of our tested algorithms. The Cosine matching algorithm9 calculates the cosine 
measure between the query vector and the profiles. As a matter of fact the algorithm does not compute distance 
measures but rather approximates distance measures by computing the angles of the query vector and the vectors 
representing profiles. The Euclidean matching algorithm20 calculates the Euclidean distance from the query vector to 
all profiles. The Manhattan distance algorithm21calculates so called “city block-distance”. This measure indicates 
how many blocks in a city one would have to walk between two points.  
The computing time for matching of each algorithm was performed for a file of 10 000 profiles. The differences 
of Euclidean, Cosine and Manhattan algorithms were rather small (less than 10 per cent), meaning that all these 
algorithms are suitable for computing the closeness of profiles.  
6. Conclusions 
The social network models and the Semantic Web support each other: social net-work provides a new paradigm 
for knowledge management in which users outsource knowledge via social network while Semantic Web enables 
the presentation of social information in a machine understandable form. FOAF, Dublin Core, and vCard are 
examples of popular vocabularies that provide vocabularies for knowledge representation. These vocabularies have 
proven to be useful and workable innovation. However, there are still many challenging issues concerning 
knowledge representation and knowledge management in social networks.   
In this paper, we have increased the semantics of semantic social networks in two ways: by exploiting the 
semantics of taxonomies in measuring the similarity of user profiles, and by attaching weights into individuals’ 
interests. The critical issue here, as well as in any approach in capturing additional semantics, is that they complicate 
the processing and management of social information. 
Another problem is that some ontologies are dynamic: as the domain of the ontology evolves also the ontology 
must be updated accordingly, i.e., ones new concepts emerge they must be included into the appropriate ontologies. 
Thus, a feature of some ontologies is that they are incremental by their nature. This in turn brings a new problem to 
information retrieval: how can we match users- queries against documents, if they are not based on the same 
ontology. In our future research, we will restrict ourselves on this problem.   
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