Abstract-For locating a set of stationary devices, algorithms such as MDS-MAP have been favoured by the sensor network community. This is generally because of their low computational complexity. Whilst comparisons for complexity and performance have been done for other algorithms, non-linear regression (NLR) has been neglected. The authors find that it is not much more expensive than MDS-MAP, yet can yield significantly better accuracy for sensor network localisation.
I. INTRODUCTION
Within the wireless sensor network (WSN) localisation community a key goal has been the search for an algorithm that is error tolerant, has a low-complexity, and is accurate. Many algorithms exist which attempt to satisfy these criteria. MDS-MAP and its variants [1] , [2] have come into the fore as a solution that has a relatively low computation complexity. However, as with most simple algorithms, its assumptions can heavily affect its accuracy and scalability. The changes applied to MDS-MAP(P) [2] that addressed these issues have actually introduced a different method of localisation, hidden within the new algorithm. As discussed in detail below, MDS-MAP(P) makes use of non-linear regression within its two refinement stages. Non-linear regression (NLR) has been used by itself as a tool to achieve localisation. This paper addresses and compares the accuracy and complexity of MDS-MAP and non-linear regression.
MDS-MAP is limited in regards to the information it can process about a network, as it can only support one measurement between each node. This measurement has to be linear, and so the only type of data it can support is range measurements. NLR on the other hand can support multiple measures per node pair, whether linear or non-linear. NLR does however require modelling equations which express the relationship between the types of measurements and the location results.
The goal of this paper is to give an in-depth comparison of multidimensional scaling and non-linear regression. The measures used are: single-hop performance, multi-hop performance, error tolerance and computational complexity. This should allow researchers to make informed decisions about the correct algorithm to use in given situations.
II. BACKGROUND
Localization can be achieved using a diverse number of algorithms and using many different measurement types [3] . This section will highlight the two main algorithms we shall be using, their relative costs, and the assumptions they make. Other algorithms have been compared elsewhere [4] , [5] .
The two algorithms which will be highlighted are optimisation algorithms. Optimisation algorithms take a chunk of observed data, a function to minimise (or maximise), and output a fitted solution and the associated error residuals. In the context of localisation, these algorithms take a block of measurements between a node and all of its neighbours. The algorithms then create a graph solution in which the difference between the edge lengths and the measured distances are minimised.
For any algorithm working within a sensor network, there will be a communication overhead. It may take a centralised approach, where a node messages a central server; or a distributed approach, where a node synchronises its results with others in the network. We take this communication overhead as a given cost of any localisation algorithm, and the algorithms we are comparing will be using the exact same input. However it is worth noting that some applications can piggyback their localisation data upon communication traffic, increasing the overall communication efficiency.
Optimisation algorithms do not keep state, and so it is difficult for them to directly model system properties like speed and acceleration. Predicting where nodes may be on the next update is aided by the prior position, but this prior cannot be fed back into the algorithms. Realtime tracking of mobile nodes is not considered, as state optimisation algorithms such as Kalman Filters [6] are normally used for that problem.
A. Multidimensional Scaling
Multidimensional Scaling (MDS) [7] - [9] has its origins within psychometrics and is a mathematical tool for rendering n-dimensional data into a space which has fewer than n dimensions. This has lead to such localization algorithms as MDS-MAP [1] . MDS-MAP uses the distance measurements between every node to estimate the relative node locations. The coordinate space of the result will have an arbitrary rotation and translation compared to any externally defined global coordinate space. Using 978-1-4244-5864-6/10$26.00 c IEEE anchor nodes (3+), which already know their position, this could then be brought into the absolute coordinate system [10] .
The MDS-MAP algorithm requires a matrix containing the dissimilarities (distances) between every node. As MDS-MAP is based upon a linear regression, the dissimilarities must also be linear, and so distance measurements from one node to every other node are used to fill a dissimilarity matrix. As a consequence of this, the size of a fully connected dissimilarity matrix scales with 1 2 pnpn ¡ 1qq for one-way link measurements. However, it becomes impossible for a large deployment to fill a dissimilarity matrix due to measurement range. To solve this problem, the central processing device takes a sparsely populated dissimilarity matrix and applies a classical all-pairs shortest-path algorithm, such as Dijkstra's or Floyd-Warshall's.
MDS creates a solution which minimises the following function:
Where x, y are the coordinates produced by MDS, and D and W are the dissimilarity and weight matrices respectively.
The MDS-MAP [1, p. 203 ] algorithm performs the following steps to localise a network of nodes:
1) Perform an all-pairs shortest-path algorithm upon the dissimilarity matrix. 2) Weight any dissimilarities generated in step one to be one quarter the weight of actual measurements. 3) Perform classical metric multidimensional scaling upon the now filled dissimilarity matrix. 4) If applicable, transform the coordinate system to a global one using anchor nodes. The above is a centralised approach, and as one can see from Equation 1, the algorithm is not very tolerant of erroneous measurements as the solution maintains the error characteristics of the raw measurements. In fact, if the network is fairly sparse, the majority of the dissimilarities used will be shortest-path distances. The consequence of this is the observations contain a lot of overestimations. This leads to graph edges which are longer than they should be. Even with the estimated measurements being weighted much lower than direct measurements within the fitting function, they still affect the solution, and the coordinates are warped accordingly. MDS-MAP must use all of the distances it is given; it cannot discount major overestimations, or under estimations, and this can lead to a solution being made less accurate by a relatively small number of erroneous ranges.
To address the scalability issues of MDS-MAP, Shang and Ruml developed MDS-MAP(P) [2] ; a distributed version of the algorithm. This new algorithm runs upon each node in the network which create local maps of their n-hop neighbours (set to 2 hops in the original paper). Every node populates a local dissimilarity matrix, and any empty spaces within the matrix are weighted to zero. The node then performs multidimensional scaling to get a solution (a "patch"), which is then stitched together with other nodes using a coordinate space alignment. An individual transformation (rotation, translation) is then applied to each node's local map to bring it into context of the global system.
For a very small network (1-2 hops), MDS-MAP(P) behaves exactly like MDS-MAP except that it is run upon every node. However, for very large networks, the computation cost of calculating local maps stays proportional to local neighbourhood density, and the cost of computing the global map scales linearly with the number of nodes in the network, rather than cubically as with MDS-MAP.
Shang and Ruml [2, p. 2642] define the steps of MDS-MAP(P) as such:
1) Populate a local dissimilarity matrix based upon n-hop neighbours, 2) For each node: a) Perform an all-pairs shortest-path algorithm upon the dissimilarity matrix, b) Weight any generated dissimilarities to be one quarter of actual measurements, c) Perform classical metric multidimensional scaling upon the now filled dissimilarity matrix, d) Refine the local map using least squares nonlinear regression (LSQNONLIN in MATLAB). 3) Merge local maps and distribute individual coordinate transformations, 4) Optionally refine the global map, 5) If applicable, transform the coordinate system to absolute system using anchor nodes. The key addition to the algorithm, other than the distributed functionality, is the non-linear least squares minimisation which is applied to the local map, and optionally the global map. Least squares minimisation would bring the solution closer to the ideal, as it uses more advanced methods than the isotonic regression within multidimensional scaling. However this step can give a solution by itself and seems a very expensive function to use if only to reduce the error of much cheaper, if less accurate, algorithm.
It is surprising that refining the global map is optional, as the graph merging algorithm will average conflicting coordinates [2] and therefore propagate error in larger networks, as observed by Whitehouse and Culler [5] . Also as shown in studies by Chen et al [11] MDS-MAP does not perform well in non-uniform networks, which will only exacerbate the compound errors from the patching algorithm.
MDS-MAP and MDS-MAP(P) both neglect to keep state. They are run at predefined intervals determined by the application designer of the wireless sensor network.
It is worth noting that neither of these algorithms can support any data except for range-based measurements (this includes "range-free" measurements which are based on the expected radio range). This means that any algorithm based upon MDS cannot support angleof-arrival (AOA) measures. AOA measures have a nonlinear relationship (arctangent) to the node coordinates, and so the isotonic regression within multidimensional scaling will be unable to solve.
B. Non-linear Regression
Non-linear regression (NLR) is a more general form of optimisation than multidimensional scaling. Unfortunately, one of the assumptions of MDS-MAP is that measured data is accurate, and so generally inherits error characteristics similar to the raw measurements.
Non-linear regression is an umbrella term for nonlinear least squares regression methods, and the most common NLR implementation found in the literature is the Levenberg-Marquardt (LM) algorithm [12] , [13] . LM is an adaptive algorithm which when the proposed solution is far from ideal it performs like a steepest descent method, whilst tending to a Gauss-Newton method once the solution becomes closer. These methods require modelling equations which relate measurements to a solution. As such, they are not bound to the assumptions of MDS-MAP, can receive more than one measurement per link per node, and can use measurements such as angle of arrival.
Measurement data is passed to NLR algorithms in blocks, can contain multiple readings, and multiple metrics if required. Orientation measurements are being capitalised using this method as AOA sensors are becoming cheaper and more readily available [14] . AOA measurements give NLR a distinct advantage with non-uniform network layouts. As found by Efrat et al [15] , AOA measurements significantly improve an algorithm's ability to create a solution which does not just minimise the graph stress, but also maintains a layout structure.
Using the measured data, the algorithm approaches a solution which minimises the following properties:
Where x, y, θ are a node's proposed coordinates and orientation, D and Φ are the measured distances and AOAs respectively. In the case of our NLR implementation, the initial solution is set using a graph traverse algorithm, which performs calculations using simple trigonometry to set some initial positions of the sensor nodes.
Once a solution has been reached, Studentized residual analysis is then performed. This divides an observations residual by its standard deviation, which is independent from other observations and the observation error. The observation with the highest studentized residual is then removed and the regression solves again without this observation. This is repeated until all the studentized residuals are less than 1.96 standard deviations from the mean.
Duff and Muller have used NLR in their auto calibration algorithm [16] which allowed sensors in the infrastructure to work out their position without manual entry. Fontana, Richley and Barney use a form of NLR within their ultra-wide band (UWB) asset tracking system [17] . Scott and Dragovic use NLR in their audio sensing system for tracking persons and interactions for a building wide interaction experiment [18] .
III. MOTIVATION
This paper aims to compare MDS-MAP against non linear regression, rather than MDS-MAP(P). The regression which MDS-MAP(P) uses is the main reason for not using it within the comparison, as we would simply end up comparing the same algorithm (LevenburgMarquardt regression) fed with different initialisation of node locations.
To give a fair comparison between MDS-MAP and non-linear regression, the following algorithms are compared:
1) MDS-MAP, 2) MDS-MAP with no inferred shortest-path measurements (only measurements taken directly by sensors) in the dissimilarity matrix, denoted "MDS-MAP no SPM", 3) Non-linear regression with angle data, denoted "NLR With angles", 4) Non-linear regression without angle data, denoted "NLR", 5) Non-linear regression without angle data and without studentized residual analysis, denoted "NLR No elimination".
IV. EXPERIMENTAL SETUP
The experiments carried out in this study were either single-hop or multi-hop. For the single-hop networks data gained from real experiments were used. Due to the small area of our experimental arena, multi-hop experiments were simulated. However, to avoid using error distributions such as the noisy disk, observed to be uncharacteristic of sensor networks [5] , distributions were taken straight from the above experiments. Each node-to-node measurement's error distribution was sampled from a random node-to-node measurement distribution from the real datasets. This gives us a realistic error model which captures the systematic error and measurement failure rates of the node.
The sensor nodes used in the real deployments use similar ultrasound technology to the USB dongles described elsewhere in [19] but are standalone devices with four transducers each. In the 2.75m¢2.00m arena, we ran two types of experiment: one with fifteen static nodes, and the other with five static nodes. Ground truth measurements were carried out by equipping each node with visual markers which were detected by two cameras suspended above the arena and then fed to the ReacTIVision software developed by Bencina and Kaltenbrunner [20] . Each experiment was run 5 times for 5 different node layouts, with approximately 5 minutes of data for each run (about 17000 measurements for the 15 node networks, 9000 for the 5 node networks). The total number of measurements used in this comparison was roughly 650000.
For the multi hop experiments, a simulated arena of 10.00m¢10.00m was used, with 15 static nodes simulated and positioned randomly in the arena. Each node could receive messages from 5m away, which gave a coverage of 78.5m
2 . In practice the average number of neighbours was 6.9 nodes.
To get the block of observations that each algorithm required and to get the maximum usage from the data, a "sliding window" technique was used. A window size of npn ¡ 1q measurements was defined, which at best case will contain a measurement from every node to every other, and this was slid across the dataset from each experiment. The data window was moved incrementally and each algorithm used the resulting data block as it's observations. So if m is the number of measurements in an experiment, then m ¡ npn ¡ 1q localisations were performed by each algorithm.
V. RESULTS
The three experiments were performed and their accuracy results shall be discussed in this section and are summarised in Table I. The first collection of comparisons was run upon the single hop dataset. The experimental setup is described in the section above, and the aggregated cumulative distribution of the error is shown in Figure 1 .
The non-linear regression produces much more accurate solutions than MDS-MAP. NLR, NLR with angles, and NLR no elimination have 90th percentile errors of 4.1cm, 3.6cm and 9.2cm respectively. MDS-MAP and MDS-MAP No SPM produce 90th percentile errors of 51.6cm and 44.9cm.
Clearly NLR is much more accurate in single hop situations with NLR's 90th percentile error being smaller than even MDS-MAP's median error.
Interestingly MDS-MAP No SPM gives a more accurate solution than MDS-MAP within a single hop network. This is an indication of how filling the dissimilarity matrix with inferred shortest path distances becomes a disadvantage on smaller networks as a relatively accurate, but sparse, matrix can be overwhelmed with over-ranged measures created from the shortest path algorithm. It is less accurate even though the shortest path distances are not weighted as heavily by the MDS-MAP algorithm as they create sufficient noise to distort the solution. lack of shortest-path measurements has produced a very sparse dissimilarity matrix with not enough constraints to produce an accurate overall map of the network, and solutions fall quickly into local minima. This is where the studentized residual analysis has an advantage as once a single regression has been run, NLR can just remove the measure with the largest studentized residual from the measurement set. NLR no elimination and both the MDS-MAP variants have no such capability, so their respective solutions suffer. This experiment is a good indication of what would happen to the accuracy of a solution if, for example, a reflective surface in the environment caused over-ranged readings. Non-linear regression using Levenburg-Marquardt can be implemented efficiently using well-known algorithms, such as those outlined in Numerical Recipes in C [12, section 15.5]. Using code analysis, the operational complexity was found to be 276k
This operational complexity is only applicable for NLR and NLR No elimination, as AOA measures were not taken into account within the analysis. The complexity of NLR scales by the number of studentized residuals which are removed. In the above experiments the average number of eliminations was found to be 7.
Algorithmic complexities are summarised in Table II and are plotted in Figure 4 . In the table we use i to reflect the number of times Studentized residual analysis removes an observation, where the total number of observations eliminated is pi ¡ 1q.
From the above comparison it is easy to see that NLR is almost eight times more expensive than MDS-MAP in terms of the total number of operations required. However, they are both of the same order Opk 3 q, so in terms of scalability they are both equivalent.
Considering efficiency, MDS-MAP is the algorithm to choose for when k is large. When k is large it implies a very dense network, which will give MDS-MAP a reasonably filled dissimilarity matrix. However, as shown by Chen et al [11] MDS-MAP does not give accurate solutions in non uniform network distributions.
VII. CONCLUSIONS
This paper has shown in a number of scenarios that NLR produces more accurate solutions than MDS-MAP, at the cost of computational complexity. This of course may be a crucial factor when deciding upon a localisation algorithm to be used in a sensor network, and an accuracy/power usage analysis would have to be performed for a particular deployment's node capabilities and respective neighbourhood sizes. However, sensor hardware is becoming cheaper, and WSN platforms are becoming more powerful and are supporting more measurement types such as AOA. The non-linear regression used within MDS-MAP(P), which was intended to simply refine a given solution, has been shown to be incredibly accurate as a localisation algorithm itself. In fact, as the coordinate space alignment is a separate operation all together, NLR can be used rather than MDS-MAP to create a NLR(P) algorithm. This would give the accuracy and flexibility of NLR, with the linear global scalability similar to MDS-MAP(P). However, the algorithm will still scale at Opk 3 q as node density rises.
To conclude, NLR can be many times more accurate than MDS-MAP, and for moderate numbers of neighbours (k 10) it is not significantly more expensive.
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