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Abstract
In this paper we study controllability of a d-level atom interacting with the electromag-
netic field in a cavity. The system is modelled by an ordered graph Γ. The vertices of Γ
describe the energy levels and the edges allowed transitions. To each edge of Γ we associate
a harmonic oscillator representing one mode of the electromagnetic field. The dynamics of
the system (drift) is given by a natural generalization of the Jaynes-Cummings Hamilto-
nian. If we add in addition sufficient control over the atom, the overall system (atom and
em-field) becomes strongly controllable, i.e. each unitary on the system Hilbert space can
be approximated with arbitrary precision in the strong topology by control unitaries. A key
role in the proof is played by a topological *-algebra A0(Γ) which is (roughly speaking) a
representation of the path algebra of Γ. It contains crucial structural information about the
control problem, and is therefore an important tool for the implementation of control tasks
like preparing a particular state from the ground state. This is demonstrated by a detailed
discussion of different versions of three-level systems.
Keywords: Quantum control theory, quantum dynamics, d-level atom, Jaynes-Cummings-
Model, strong controllability, graph theory, path algebra
MSC: 81Q93, 81Q10, 46N50, 05C25
1 Introduction
The goal of quantum control is the systematic manipulation of the dynamical behavior of mi-
crosystems like single atoms or molecules in terms of externally accessible parameters like laser
pulses or magnetic fields. It has a wide field of applications, ranging from atomic and molec-
ular physics, via material science and chemistry, to biophysics and medicine; an overview over
recent developments can be found in [1]. On the mathematical side lots of knowledge is gathered
about models which are based on finite dimensional Hilbert spaces like finite spin or Fermionic
systems. In particular questions of controllability and simulability are well understood, and can
be efficiently solved in terms of Lie-theoretic methods; cf. [2, 3, 4, 5, 6, 7, 8] and the references
therein.
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The situation becomes much more difficult if the system Hilbert space becomes infinite di-
mensional, since we have to deal with the challenges of unbounded operators. There are sev-
eral approaches to handle the problems, at least for large classes of Hamiltonians with pure
point spectrum. The following is a (most likely incomplete) list with corresponding references
[9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]
In this paper we want to concentrate on simple models for the interaction of light with atoms.
The most prominent example is the Jaynes-Cummings-Model [28], which describes a two-level
atom, interacting with one mode of the electromagnetic field in a cavity. It is a very important
tool in theory as well as in experiments since it can be used to model many experimental setups.
A single ion in a trap which is placed into an optical cavity and controlled by external lasers,
is a typical example. Mathematically it is interesting since it provides a simple (and tractable)
example for quantum control in infinite dimensions. This was explored in a number of works
[9, 10, 12, 14, 19].
Our new contribution to this circle of question is the generalization to an arbitrary finite
number of levels. As shown in Fig. 1 we describe the system in terms of an ordered graph Γ
with vertices representing energy levels and edges marking allowed transitions. To each edge we
associate a different mode of the electromagnetic field. This opens the possibility to work with
photons of different frequencies, and since the system is (as we will see) fully controllable, we can
manipulate them arbitrarily. Typical examples are swapping two modes, “joining” two photons
into one with higher frequency, or generating entanglement between many different modes.
Figure 1: A graph Γ describing a d-level atom
interacting with a finite number of modes of the
electromagnetic field.
We treat the problem by generalizing the
method from [19], where we have used sym-
metry arguments to cut the infinite dynamical
setting down into an increasing sequence of fi-
nite dimensional subsystems, which are then
discussed with standard methods. In this pa-
per we replace the symmetries by a represen-
tation of a *-algebra associated to the graph
Γ. Since it is generated (roughly speaking) by
the path of Γ it is called “path algebra” in the
following. This concept was taken from quiver
theory, where path algebras are an important
tool [30, 31]. In our case their relevance does
not only arise in the proof of controllability,
but also in the structural analysis of the cor-
responding control problem. This can can be
of great importance for the implementation of
explicit control task, like preparing a particu-
lar state from the ground state, or the devel-
opment of efficient algorithms for optimal con-
trol. We will demonstrate this by the discus-
sion of different versions of three level systems.
From a purely mathematical point of view the
path algebra is interesting as well, since its
structure is closely related to the structure of
the graph Γ. We claim that the path algebras
associated to two different ordered graphs Γ and Γ′ are equivalent, iff Γ and Γ′ are equivalent.
Note in this context that our setting is slightly different from the one known in quiver theory.
Our path algebra is in particular always infinite dimensional – even in the most simple case of
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the connected graph with two vertices and one edge (cf. the discussion on Sect. 7).
The organization of the paper is as follows: In Section 2 we state the main controllability
theorem, together with technical result which are necessary to formulate the statement in the
first place (selfadjointness and recurrence properties of certain operators). This is followed in Sect.
3 by the definition and detailed discussion of the path algebra. Section 4 contains some spectral
analysis, providing proofs for some of statements from Section 2. Technical statements about
dynamical groups are contained in Section 5 and applied in Section 6 to prove controllability.
Using the newly introduced language, the work on two-level systems from [19] is reviewed in
Section 7, while a detailed discussion of the three-level case is given in Sections 8 and 9. The
paper closes with an outlook in Section 10.
2 Description of the problem
We will describe the atom in terms of a graph such that the vertices become energy levels and
the edges allowed transitions; cf. Fig. 1. Therefore, let us introduce some terminology from graph
theory first (cf. [29] for detailed discussion). A graph Γ consists of the sets V (Γ) of vertices, E(Γ)
of edges and the maps
I : E → V × V, e 7→ I(e) = (i(e), t(e)), (1)
: E → E, e 7→ e, (2)
such that for all e ∈ E the following three conditions hold:
e 6= e, e = e i(e) = t(e), (3)
and the relation t(e) = i(e) which can be derived from the other three. Hence edges have a
direction and always come in pairs: e points from i(e) to t(e) and e the other way round. The
pair g = {e, e} is called a geometric edge and only contains information about the link between
two vertices not about the direction. If we distinguish exactly one edge in each geometric edge
we get a directed graph. More precisely a directed graph is a graph together with a set E+ ⊂ E
such that e ∈ E+ ⇔ e ∈ E− = E \ E+. We will call edges in E+ positive and edges in E−
negative.
The graph Now consider an oriented graph Γ with finite sets of vertices and edges. We asso-
ciated a vertex v ∈ V (Γ) to each energy level of our atom and an edge e ∈ E+ ⊂ E(Γ) for each
allowed transition. The orientation of the latter is chosen such that e ∈ E+ always points from
higher to lower energies. From this picture we deduce the following assumption on Γ which will
hold throughout the paper:
• No loops: No vertex is connected to itself, i.e. there is no edge e with i(e) = t(e).
• No double edges: If i(e1) = i(e2) and t(e1) = t(e2) hold for two edges e1, e2 we have e1 = e2.
• Connectedness: The graph is connected: Each pair of vertices v1, v2 can be connected by
a path γ, i.e. a sequence γ = (e1, . . . , eN ) ∈ E(Γ)N , with i(ej+1) = t(ej) for all j =
1, . . . , N − 1, and i(e1) = v1 and t(eN ) = v2.
• No ordered cycles: A cycle is a non-empty path γ = (e1, . . . , eN ) with and t(eN ) = i(e1)
(i.e. a closed path which connects a vertex with itself). We assume that there are no cycles
with ej ∈ E+ for all j = 1, . . . , N or ej ∈ E− for all j = 1, . . . , N .
3
All four assumption are natural for the physical situation we want to describe, and at the same
time they are crucial for the proofs we are going to present. They allow us in particular to
define a partial ordering ≤ on V by: v1 ≥ v2 :⇔ there is a path γ = (e1, . . . , eN ) with ej ∈ E+
∀j = 1, . . . , N (i.e. an ordered path) from v1 to v2 (i.e. i(e1) = v1 and t(eN ) = v2). Note that
we allow explicitly an empty path1 γ = () as the only connection from a vertex v to itself - this
makes the relation reflexive. Please check yourself that all other conditions for a partial ordering
(transitivity, antisymmetry) are satisfied as well.
Configurations An important concept in this paper are configurations. A configurations is a
pair b = (b0, b) consisting of a vertex b0 ∈ V (Γ) – called the current level, and a map b from E+(Γ)
into the integers Z, which we will call the number map. Hence the set C(Γ) of all configurations
is given by
C(Γ) = {b = (b0, b) | b0 ∈ V (Γ), b : E+ → Z}. (4)
The basic idea behind this definition is that a configuration describes a state of the system, where
the current level represents the state of the atom and the number map describes the number of
photons in each mode (cf. next paragraph). The latter requires that b(e) ≥ 0 holds for all e ∈ E+.
Each configuration satisfying this requirement is called regular. The set of regular configurations
is
C+(Γ) = {b ∈ C(Γ) | b(e) ≥ 0 ∀e ∈ E+}. (5)
Figure 2: Graphical representation of the con-
figuration b of a graph Γ with four vertices and
edges E+(Γ) = {e1, e2, e3, e4}.
Configurations have a nice graphical represen-
tation as shown in Fig. 2. Occasionally this
will turn out handy, to represent the actions of
certain operators in a graphical way, cf. Sect.
3. Finally we introduce the extended configu-
ration set by
Cˆ(Γ) = C(Γ) ∪ {Nil}. (6)
The extra nil-configuration we are adding here
is needed later (cf. in particular Sect. 3) to
serve as the output of some operation which
are otherwise undefined.
The Hilbert space The atom is described
by the Hilbert space HA = Cd, where d =
|V (Γ)| ∈ N denotes the cardinality of V (Γ)
and hence the number of energy levels we want
to consider. Each allowed transition e ∈ E+ is
connected to a different mode of the light field
described by a Hilbert space HCe = L2(R). Hence the overall Hilbert space describing the atom
and the photons interacting with it is
H = HA ⊗HC , HC =
⊗
e∈E+
HCe . (7)
Frequently we will call HA and HC the atom and cavity Hilbert space respectively. To get a
distinguished basis we choose the canonical basis |v〉 ∈ HV = Cd, v ∈ V (Γ) and for each e ∈ E+
1Please note that we are considering only one empty path for the whole graph, and not one for each vertex as
in quiver theory.
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the number basis |n; e〉 ∈ He = L2(R). Together we have for b = (b0, b) ∈ C+(Γ)
|b〉 = |b0; b〉 = |b0〉 ⊗
⊗
e∈E+
|b(e), e〉. (8)
Hence the states described by the basis vectors |b〉 perfectly fit the intuitive interpretation of
regular configurations given above. To keep the notations consistent we define |b〉 = 0 for all
non-regular configurations, i.e.
|b〉 = 0 ∀b ∈ Cˆ(Γ) \ C+(Γ), in particular |Nil〉 = 0. (9)
The space of finite linear combinations of basis vectors |b〉 gives rise to a dense subspace
DΓ = span{|b〉 | b ∈ C+(Γ)} ⊂ H (10)
which will serve as the domain of several unbounded operators.
The operators Our next step is to associate certain operators to the vertices and edges of Γ.
To this end let us define for each e ∈ E+ the subspace HAe ⊂ HA generated by |i(e)〉, |t(e)〉. We
will identify it with C2 by the map ϕe : C2 → HAe with ϕ(|0〉) = |t(e)〉 and ϕ(|1〉) = |i(e)〉 (i.e. ϕ
respects the “ordering” 0 < 1 and t(e) < i(e)). With this map we can define
B(C2) 3 X 7→ X(e) ∈ B(HA), with X(e)v =
{
0 for v ∈ (HAe )⊥
ϕeXϕ
−1
e v for v ∈ HAe ,
(11)
i.e. X(e) acts as X on HAe and as 0 otherwise. Of particular importance for the following are the
Pauli operators σ
(e)
α , α = 1, . . . , 3,±.
If Y is a (possibly unbounded) operator on L2(R) we define Ye as the operator on HC which
acts as Y on HCe and as the identity on all other tensor factors, i.e.
Ye = Y ⊗
⊗
f∈E+
f 6=e
1If (12)
where 1If denotes the unit operator on HCf . Of particular importance for us are ae, a∗e where a, a∗
are the usual annihilation and creation operators.
Now note that the operators of the form X(e)⊗af or X(e)⊗a∗f with an arbitrary X ∈ B(HA)
map the domain DΓ ⊂ H into itself, such that DΓ becomes an invariant, dense domain for these
operators. Hence we can define for all ψ ∈ DΓ:
HXψ = X ⊗ 1ICψ +
∑
e∈E+
[
ωC,e1I
A ⊗ a∗eaeψ + ωI,e
(
σ
(e)
+ ⊗ ae + σ(e)− ⊗ a∗e
)]
(13)
where X ∈ B(HA) is an arbitrary, selfadjoint operator, the ωC,e, ωI,e are arbitrary real constants,
and 1IA, 1IC are unit operators on the atom and cavity Hilbert spaces, respectively. Operators of
this form are the Hamiltonians we are going to study. Here X⊗1IC and ∑ωA,e1IA⊗a∗eae describe
the free evolution of the atom and cavity respectively, while
∑
ωI,e
(
σ
(e)
+ ⊗ ae + σ(e)− ⊗ a∗e
)
is the
interaction term. In other words we have (roughly speaking) for each edge e ∈ E+ a Jaynes-
Cummings type “sub-Hamiltonian”. Our first main result is the following:
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Theorem 2.1 For each X ∈ B(HA) and for all real constants ωC,e, ωI,e, e ∈ E+, the operator
HX defined in Eq. (13) has the following properties:
1. Self-adjointness: HX is essentially selfadjoint on the domain DΓ and in abuse of notation
we will denote its self-adjoint extension by the same symbol.
2. Recurrence: For all t− ∈ R, t− ≤ 0 and all strong neighborhoods V of exp(it−HX) there is
a time t ∈ R, t+ > 0 with exp(it+HX) ∈ V .
Self-adjointness guarantees the existence of time-evolution operators exp(itHX) for all t ∈ R,
while recurrence tells us that it is sufficient to look at positive times, since we can find time-
evolutions into the past in the strong closure of time-evolutions into the future.
Control We introduce the drift Hamiltonian HD as a variant of HX with X diagonal in the
basis |v〉, v ∈ V :
HDψ =
∑
e∈E+
[
ωA,eσ
(e)
3 ⊗ 1IC + ωC,e1IA ⊗ a∗eaeψ + ωI,e
(
σ
(e)
+ ⊗ ae + σ(e)− ⊗ a∗e
)]
(14)
with another family ωA,e of (positive) real constants. As control Hamiltonians we consider all
possible σ
(e)
3 and σ
(e)
1 rotations on the atom
X(e) = σ
(e)
1 ⊗ 1IC , Y (e) = σ(e)3 ⊗ 1IC e ∈ E+ (15)
It is easy to see (since Γ is connected) that the atom alone has to be fully controllable; cf. Lemma
6.2. We do not assume, however, any direct control over the field or the interaction. The control
functions are chosen to be piecewise constant. Hence we introduce the space P of maps (RE+
denotes the set of all functions E+ → R)
u : R→ RE+ , t 7→ u(t) = (ue(t))e∈E+ with ue : R→ R (16)
such that there are 0 < t1 < · · · < tN = T and u(j) ∈ RE+ , j = 1, . . . , N with
u(t) = 0 ∀t 6∈ (0, T ] and u(t) = u(j) ∀t ∈ (tj−1, tj ] ∀j = 1, . . . , N. (17)
Note that the control time T is determined by u via T = sup{t ∈ R |ut 6= 0}. Each pair (u, v) ∈ P
leads to the time-dependent Hamiltonian t 7→ Hu(t),v(t), t ∈ R with
Hx,y = HD +
∑
e∈E+
(
xeX
(e) + yeY
(e)
)
(x, y) ∈ RE+ × RE+ (18)
and therefore to the control problem
i
d
dt
Uu,v(0, t)ψ = Hu(t),v(t)Uu,v(0, t)ψ. (19)
Since Hu(t),v(t) is piecewise constant, the unitary time-evolution operator is given as a product of
exponentials exp
(
i∆tjHu(tj),v(tj)
)
; e.g. for t = T and ∆tj = tj − tj−1 with j = 1, . . . , N , t0 = 0
we get:
Uu,v(0, T ) = exp
(
i∆tNHu(tN ),v(tN )
)
. . . exp
(
i∆t1Hu(t1),v(t1)(t1)
)
. (20)
Our main result shows that the control problem in (19) is strongly controllable [19], i.e. that all
unitaries U on H can be realized (up to a phase factor) as the limit of a strongly convergent
sequence (or net) of operators Uu,v(T ). In other words:
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Theorem 2.2 The control problem from (19) is strongly controllable, i.e. for any unitary U on
H there is a constant phase factor eiα ∈ C such that the strong closure of the set
M = {Uu,v(0, T ) | (u, v) ∈ P2, T = Tmax(u, v)}, Tmax(u, v) = sup{t ∈ R |u(t) 6= 0, v(t) 6= 0}
(21)
contains eiαU .
Note that this means we only need (complete) control over the atom to gain complete control
over the photonic modes in the cavity.
3 The path algebra
In this section we will study an algebraic representation of the graph which is very important
for the analysis of the control problem just introduced. Note that that some ideas used here
are taken from quiver theory [31, 30], however, our setup is slightly different, and in particular
more special, since we have to serve the needs of our control problem. To start we introduce the
operation
E(Γ)× Cˆ(Γ) 3 (e, b) 7→ e · b ∈ Cˆ(Γ) (22)
which is defined as follows:
1. If e starts at b0 the current level is moved to the end t(e) of e and the number n(e) is
incremented (if e ∈ E+) or decremented (if e ∈ E−). In other words if b0 = i(e) we have
e · b = b′, with b′0 = t(e), b′(e′) = b(e′) + sign(e)δee′ , (23)
where δee = 1 and δee′ = 0 for e 6= e′. The signum sign(e) of e ∈ E(Γ) is +1 for positive edges
(e ∈ E+) and −1 otherwise (e ∈ E−). The whole operation is best described graphically as
shown in figure 3.
2. If the edge e does not start at the current level of b the latter is mapped to Nil; i.e. i(e) 6= b0
⇒ e · b = Nil. In particular we have e ·Nil = Nil for all edges e ∈ E(Γ).
Note that e · b is basically only a partially defined operation. For notational purposes we have,
however, introduced the nil-configuration to turn this into a proper operation on the set Cˆ(Γ).
Using the standard basis |b〉, b ∈ C(Γ) of H, each edge defines a bounded operator by |b〉 7→
|e · b〉. Note here that all cases where e · b is not regular leads to |e · b〉 = 0. We have in particular
|Nil〉 = 0. Another important case where the operator just defined gives 0 arise for e ∈ E− with
b0 = i(e), if b(e) = 0, since decrementing b(e) leads to a non-regular configuration e · b. Now we
define in addition
α(b, e) =

√
b(e) + 1 if e ∈ E+, b ∈ C+(Γ)√
b(e) if e ∈ E−, b ∈ C+(Γ)
0 if b is not regular
(24)
and the operators
Ae : DΓ → DΓ ⊂ H, Ae|b〉 = α(b, e)|e · b〉, (25)
which can alternatively be written as:
Ae =
{
σ
(e)
− ⊗ ae for e ∈ E+
σ
(e)
+ ⊗ a∗e for e ∈ E−.
(26)
The Ae leave the domain DΓ invariant. Therefore arbitrary products and linear combinations of
them are well defined. This leads to
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Definition 3.1 The associative, complex algebra A0(Γ) generated by the family of operators Ae,
e ∈ E(Γ) is called path algebra. If we add all operators which are diagonal in the basis |b〉,
b ∈ C+(Γ) as generators, we get the extended path algebra A(Γ).
The name of A0(Γ) arises from the fact that a monomial AeN . . . Ae1 of A-operators is nonzero
iff t(ej) = i(ej+1) holds for all k = 1, . . . , N − 1. In other words the collection γ = (e1, . . . , eN )
has to be a path in Γ and elements of A0(Γ) represent in a certain way “superpositions” of paths.
For a path γ = (e1, . . . , eN ) we will write
γ · b = eN · . . . e1 · b and Aγ = AeN . . . Ae1 = α(b, γ)|γ · b〉 (27)
with
α(b, γ) = α(eN−1 · · · · · e1 · b, eN ) . . . α(e1 · b, e2)α(b, e1). (28)
In addition we can define the subpath γk of γ = (e1, . . . , eN ) by
γk = (e1, . . . , ek), if k = 1, . . . , N ; γ0 = (), (29)
where () denotes the empty path. Using this notation the quantity α(b, γ) gets an alternative,
recursive definition:
α(b, γ0) = 1, α(b, γk) = α(γk−1, ·b, ek)α(b, γk−1). (30)
Again, there is a nice graphical representation of the action b 7→ γ · b which is shown in Fig.
4. By evaluating them on the basis |b〉, b ∈ C+(Γ), it easily seen that the Aγ form a linearly
independent family, which therefore becomes a basis of A0(Γ).
Figure 3: Graphical representation of the map b 7→ e · b on configurations; cf. also Fig. 2. In the
first line the configuration b is mapped along the negative edge e2. Hence the photon number
b(e2) is decremented. In the second line c is mapped along the positive edge e2 and therefore
c(e2) is incremented. In both cases the current level is shifted from the beginning to the end of
the current edge – against the arrow for e2 and in the direction of the arrow for e2.
8
Figure 4: Graphical representation of the map b 7→ γ · b with γ = (e2, e4, e3, e1); i.e. one cycle
around the graph Γ; cf. also Figure 3.
Path algebras are a well known and important concept in the theory of quivers [30, 31]. In that
context they are defined in a more abstract way as the associative algebra over a field F which
has (as a vector space) the paths of Γ as a basis and with multiplication given by concatenation
of paths (if a path γ1 does not end at the vertex where a second path γ2 starts the product γ2γ1
is zero). The discussion of the previous paragraph clearly shows that A0(Γ) and this abstractly
defined path algebra are closely related. We might even think that A0(Γ) is a representation of
the latter (in the case F = C). However, this is not the case since our setup and quiver theory
work with different definitions of paths. In our case a path can consist of positive and negative
edges (i.e. we are allowed to move back and forth), while in quiver theory only positive edges are
allowed. As a result the abstract path algebra for oriented graphs Γ satsifying the condition from
Sect. 2 is always finite dimensional [30], while A0(Γ) is always infinite dimensional. A second
more subtle difference arises from the treatment of the empty path. We are using one empty
path which can be concatenated with any other path. In quiver theory there is a different empty
path for each vertex v (which can only be concatenated with path starting or ending at v).
The importance of the path algebra for our purposes arise from the fact that all operators
HX from Eq. (13) with diagonal X are elements of A(Γ). Furthermore we have the following
theorem:
Theorem 3.2 The Hilbert space H decomposes into a direct sum H = ⊕n∈NH(n) of finite
dimensional subspaces H(n) ⊂ DΓ ⊂ H with corresponding projections P (n) : H → H(n) such
that
1. ψ ∈ DΓ iff P (n)ψ = 0 for all but a finite number of n ∈ N.
2. A(Γ)H(n) ⊂ H(n); i.e. the H(n) are invariant subspaces for the extended path algebra A(Γ).
Proof. Consider b ∈ C+(Γ) and a path γ = (e1, . . . , eN ). Then Aγ |b〉 is according to Eq. (27)
either a scalar multiple of another basis element (i.e. |γ · b〉) or zero. Hence
H(b) = span{|γ · b〉 | γ path in Γ } ⊂ DΓ (31)
is an invariant subspace of A0(Γ), and since A0(Γ) and A(Γ) differ only by elements which are
diagonal in the basis |b〉 it is an invariant subspace of A(Γ) as well. Also note that |γ · b〉 6= 0
holds iff
b0 = i(γ) = i(e1) and γk · b is regular ∀k = 0, . . . , N, (32)
because, |γk · b〉 = 0 if γk · b becomes non-regular (i.e. one of the numbers γ · b(e) becomes
negative). This observation motivates the following lemma:
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Lemma 3.3 For b, c ∈ C+(Γ) define b ∼ c :⇔ ∃ path γ with c = γ ·b, and the regularity condition
(32) holds. b ∼ c is an equivalence relation.
Proof. The relation is reflexive since () · b = b holds with the empty path (). It is transitive since
b ∼ c and c ∼ d implies c = γ · b and d = ξ · c with two path γ = (e1, . . . , eN ), ξ = (eN+1, . . . , eM )
both satisfying (32). Hence d = (ξγ) · b with the concatenated path ξγ = (e1, . . . , eM ), which
obviously satisfies (32) since γ and ξ do. The relation is symmetric since c = γ · b implies b = γ · c
with the reversed path γ = (eN , . . . , e1). It is again easy to see that (32) holds with γ and c iff
it holds with γ and b. This concludes the proof of the lemma. 2
By construction b ∼ c is equivalent to |c〉 ∈ H(b) with |c〉 6= 0. Hence H(b) is the linear hull
of all basis vectors |c〉 belonging to configurations in the equivalence class [b] of b ∈ C+(Γ). This
shows that for b, c ∈ C+(Γ) the Hilbert spaces H(b), H(c) are either identical or orthogonal (since
|b〉, b ∈ C+(Γ) is a complete orthonormal system).
The next step is to show that the equivalence classes [b] are finite sets and the Hilbert spaces
H(b) therefore finite dimensional. To this end recall from Sect. 2 that there is a partial ordering
≤ on V (Γ) which is uniquely determined by the condition: t(e) < i(e) ∀e ∈ E+. Since V (Γ) is a
finite set it contains elements which are minimal with respect to ≤, i.e. vertices v ∈ V (Γ) such
that w ≤ v implies w = v. We use this fact to decompose V (Γ) into a disjoint union of subsets
Vk(Γ). The latter are recursively defined as follows:
1. V−1(Γ) = ∅.
2. If k ≥ 0 the set Vk(Γ) consists of the minimal elements in V (Γ) \
⋃k−1
j=−1 Vj(Γ).
3. The process terminates at k = M , with an M ∈ N, when all of V (Γ) is covered, i.e.
V (Γ) =
⋃M
k=0 Vk(Γ) and all the Vk(Γ) with k ≥ 0 are non-empty.
The whole procedure is demonstrated in Figure 5. The sets Vk(Γ), k = 1, . . . ,M are obviously
disjoint and cover V (Γ). Hence we can define functions hV : V (Γ)→ N and hE : E(Γ)→ Z by
hV (v) = k ⇔ v ∈ Vk(Γ), hE(e) = hV (i(e))− hV (t(e)). (33)
Both functions together leads to
h : C(Γ)→ Z, b 7→ hV (b0) +
∑
e∈E+
b(e)hE(e) (34)
Lemma 3.4 The function h : C(Γ)→ Z just defined has the following properties
1. If b ∈ C(Γ) and e ∈ E(Γ) are chosen such that e · b 6= Nil we have h(e · b) = h(b); i.e. h is
invariant under the (partial) action of E(Γ) on C(Γ).
2. For each n ∈ N the level sets {b ∈ C+(Γ) |h(b) = n} are finite.
Proof. Let e · b 6= Nil and assume without loss of generality that e ∈ E+ (the other case can be
handled similarly with a sign flip, and by using hE(e) = −hE(e)). By definition we have
h(e · b) = hV
(
(e · b)0) +
∑
f∈E+
(e · b)(f)hE(f) (35)
= hV (t(e)) +
∑
f∈E+
b(f)hE(f) + hE(e) (36)
= hV (t(e)) +
∑
f∈E+
b(f)hE(f) + hV (i(e))− hV (t(e)) = h(b) (37)
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Figure 5: Definition of the pseudo-energy h : C(Γ) → Z and its invariance under the partial
action b 7→ γ · b.
This proves the first statement. To show the second let us introduce the auxiliary function
h˜ : C+(Γ)→ N0, b 7→
∑
e∈E+
b(e). (38)
Obviously we have 0 ≤ h˜(b) ≤ h(b) for all b ∈ C+(Γ), and therefore
{b ∈ C+(Γ) |h(b) = n} ⊂ {b ∈ C+(Γ) | h˜(b) ≤ n}. (39)
It is easy to see (e.g. by induction) that the set on the right hand side is finite (only non-negative
b(e) allowed), which concludes the proof. 2
Now consider b, c ∈ C+(Γ) with b ∼ c. Hence there is a path γ satisfying c = γ · b and
the condition in (32). Hence we can apply item 1 of the last lemma recursively to show that
h(c) = h(γ · b) = h(b). In other words, the function h is constant on equivalence classes [b].
Finiteness of [b] follows from item 2 of Lemma 3.4, and this shows that the H(b) are finite
dimensional.
Therefore we have constructed a countable family of pairwise orthogonal, finite dimensional
Hilbert spaces H(n) ⊂ DΓ ⊂ H, n ∈ N (where we have applied an arbitrary relabelling of
the H(b) in terms of positive integers – this is obviously possible for any countable family). By
construction each basis element |c〉 is contained in exactly one H(n). Hence H = ⊕∞n=1H(n)
as stated. Since the H(n) are by construction invariant subspaces for the path algebra A0(Γ),
the second statement of the theorem is proved. The first folloiws immediately from the previous
construction and the definition of DΓ. 2
11
4 Spectral analysis
From Eq. (26) it is easy to see that for any A ∈ A(Γ) the adjoint A∗ admits DΓ as an invariant
domain as well, and its restriction A+ to DΓ is again an element of A(Γ). Hence we have defined
a *-operation A(Γ) 3 A 7→ A+ ∈ A(Γ) which turns A into a *-algebra. To distinguish selfadjoint
operators on H from selfadjoint elements in A(Γ) we call the latter formally selfadjoint (i.e.
A = A+ holds). The difference between the two notions is, however, not too big, since any
formally selfadjoint operator A ∈ A(Γ) is – as an operator A on H with domain DΓ – essentially
selfadjoint, as the following proposition shows.
Proposition 4.1 A formally selfadjoint element A of A(Γ) is (as an operator on H) essentially
selfadjoint on the domain DΓ. The selfadjoint extension A of A has a pure point spectrum
Proof. We use the subspaces H(n) from Thm. 3.2 and define for all N ∈ N: KN =
⋃N
k=1Hk. The
corresponding projections H → KN are denoted by QN . The KN are finite dimensional, invariant
subspaces of A(Γ) and DΓ =
⋃
N∈NKN = DΓ. Hence, with AN = QNAQN we can find for each
ψ ∈ DΓ an N ∈ N with Aψ = ANψ. Since the AN are finite rank (and therefore bounded) this
implies
∞∑
k=0
‖Akψ‖
k!
=
∞∑
k=0
‖AkNψ‖
k!
<∞. (40)
In other words all elements of DΓ are analytic vectors for A and therefore A is essentially
selfadjoint on DΓ by Nelson’s analytic vector theorem.
To show the second statement note that each AN is selfadjoint on the finite dimensional
Hilbert space KN . It therefore admits an orthonormal basis of eigenvectors φk, k = 1, . . . ,dimHN
satisfying ANφk = λkφk with eigenvalues λk ∈ R. For M > N we have AMφ = ANφ ∀φ ∈ KN . In
other words the φk are eigenvectors of AM , too (with the same eigenvalues), and we can extend
the basis φk, k = 1, . . . ,dimKN to an eigenbasis φk, k = 1, . . . ,dimKM of AM . Obviously the
eigenvectors φk of an AN are eigenvectors of A (note that ψk ∈ DΓ since KN ⊂ DΓ). Hence,
by increasing N arbitrarily large we can construct a complete, orthonormal set of eigenvectors,
which proves that A has pure point spectrum. 2
Now recall the operators HX from Eq. (13). If X is selfadjoint on HA and diagonal in the
canonical basis |v〉 ∈ HA, v ∈ V (Γ), we get HX ∈ A(Γ). Therefore HX is essentially selfadjoint
on DΓ, by Prop. 4.1. If X is selfadjoint but not diagonal, we can still apply Prop. 4.1, since X is
bounded and therefore relatively bounded (with an arbitrary relative bound 0 < a < 1) by any
HY with diagonal Y . Essential selfadjointness of HX on DΓ then follows from the Kato-Rellich
Theorem [32, Thm. X.12]. However, the methods used in Prop. 4.1 and Thm. 3.2 does not tell
us anything about the eigenvalues. We do not even know (by Prop. 4.1) whether HX (with non-
diagonal X) has any discrete spectrum. To fill this gap we will prove that all HX have compact
resolvent (this is not true for all formally selfadjoint elements of A(Γ)). To this end we introduce
on the domain DΓ the operators
H0 =
∑
e∈E+
ωC,e1I⊗ aea∗e, HI =
∑
e∈E+
ωI,e
(
σ
(e)
+ ⊗ ae + σ(e)− ⊗ a∗e
)
(41)
Both are elements of A(Γ) and therefore essentially selfadjoint on DΓ. At least for H0 this is well
known since this is (up to an additive constant) the Hamiltonian of an |E+|-dimensional harmonic
oscillator. We will write H0 for its (unique) selfadjoint extension and D0 for the domain of the
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latter. For later use let us recall from Eq. (26) that the Ae can be rewritten as Ae = σ
(e)
+ ⊗ ae
for e ∈ E+ and Ae = σ(e)− ⊗ a∗e for e ∈ E−. Therefore HI just becomes the sum over all Ae
HI = ωI,e
∑
e∈E(Γ)
Ae, (42)
with ωI,e = ωI,e for e ∈ E−(Γ). We will use this in the next lemma to prove a relative bound on
HI in terms of H0.
Lemma 4.2 There are constants a, η > 0, a < 1 such that
‖HIψ‖ ≤ a‖H0ψ‖+ η‖ψ‖ ∀ψ ∈ DΓ (43)
Proof. From Eq. (42) and the definition of the Ae in Eq. (25) we get
HI |b〉 =
∑
e∈N (b0)
ωI,eα(b, e)|e · b〉, (44)
where
N (v) = {e ∈ E(Γ) | i(e) = v} (45)
is the set of all edges starting at the vertex v ∈ V (Γ). With ψ ∈ DΓ:
ψ =
∑
b∈C+(Γ)
ψb|b〉 with ψb = 0 ∀b 6∈ ∆ and ∆ ⊂ C+(Γ) finite (46)
we get
HIψ =
∑
b∈∆
∑
e∈N (b0)
ψb ωI,e α(b, e)|e · b〉. (47)
With
∆˜ = {e · b | b ∈ ∆, e ∈ N (b0)} (48)
and for c ∈ ∆˜
Σc = {(e, b) | b ∈ ∆, e ∈ N (b0) with e · b = c} (49)
we can rewrite HIψ further as
HIψ =
∑
c∈∆˜
 ∑
(e,b)∈Σc
ψb ωI,e α(b, e)
 |c〉. (50)
Hence
‖HIψ‖2 ≤ λ2
∑
c∈∆˜
∣∣∣∣∣∣
∑
(e,b)∈Σc
ψb α(b, e)
∣∣∣∣∣∣
2
(51)
with λ = maxe∈E+ |ωI,e|. The cardinality |N (b0)| of N (b0) is bounded from above by |E(Γ)|
hence with N = |∆| we get |Σc| ≤ N |E(Γ)|, and therefore∣∣∣∣∣∣
∑
(e,b)∈Σc
ψb α(b, e)
∣∣∣∣∣∣
2
≤ N |E(Γ)|
∑
(e,b)∈Σc
|ψb|2α(b, e)2. (52)
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Hence, with Eqs. (24) and (51) this leads to
‖HIψ‖2 ≤ λ2N |E(Γ)|
∑
b∈∆
∑
e∈N (b0)
|ψb|2
(
b(e) + 1
) ≤ λ2N |E(Γ)|∑
b∈∆
∑
e∈E+
|ψb|2
(
b(e) + 1
)
, (53)
where we have used the fact that only positive terms are added on the right hand side of the
second inequality. We compare this to ‖H0ψ‖:
‖H0ψ‖2 =
∑
b∈∆
∑
e∈E+
ω2C,e|ψb|2b(e)2 (54)
≥ µ2
∑
b∈∆
∑
e∈E+
|ψb|2b(e)2 (55)
with µ = mine∈E+ ωC,e, which is strictly positive, since we have assumed ωC,e > 0 for all e ∈ E+.
The next step is to find constants a ∈ (0, 1), β ≥ 0 such that λ2N |E(Γ)|(n+1) ≤ µ2(an+β)2
holds for all n ∈ N0. To this end we choose a ∈ (0, 1) arbitrarily and introduce the polynomial
f(x) = −a2x2 + (d− 2aβ)x+ d− β2, x ∈ R, (56)
with the abbreviation d = λ2µ−2N |E(Γ)|. It has a global maximum at xˆ = (d− 2aβ)/(2a2) and
an easy calculation shows that f(xˆ) = 0 holds if we choose β = (d+ 4a2)/(4a). Hence with this
β we have f(x) ≤ 0 for all x ∈ R and in particular f(b(e)) ≤ 0 for all e ∈ E+ and b ∈ C+(Γ).
This shows that
λ2|E(Γ)|(b(e) + 1) ≤ (aµb(e) + µβ)2 ∀b ∈ C+(Γ) ∀e ∈ E+ (57)
holds with the chosen a, β and therefore with η = µβ
‖HIψ‖2 ≤ λ2|E(Γ)|
∑
b∈∆
∑
e∈E+
|ψb|2
(
b(e) + 1
) ≤∑
b∈∆
∑
e∈E+
|ψb|2(aµb(e) + η)2
≤ ‖aH0ψ + ηψ‖2. (58)
Taking square roots at both sides and applying the triangle inequality to the right hand side
leads to ‖HIψ‖ ≤ a‖H0ψ‖+ η‖ψ‖ for all ψ ∈ DΓ as stated. 2
Now consider X ∈ B(HA) and KX = X⊗1IC+λHI with λ ∈ R. The latter is well defined and
symmetric on DΓ, hence it is closable with closure KX and domain Dom(KX). We can use Lemma
4.2 and the Kato-Rellich Theorem [33] to proof selfadjointness of the operators HX = H0 +KX
introduced in Eq. (13).
Lemma 4.3 The operator KX is relatively H0 bounded with relative bound a < 1, i.e. D0 ⊂
Dom(KX) and
‖KXψ‖ ≤ a‖H0ψ‖+ (η + ‖X‖)‖ψ‖ ∀ψ ∈ D0 (59)
holds with a constant η > 0.
Proof. Consider ψ ∈ D0. Since the graph Gr(H0) of H0 satisfies Gr(H0) = Gr(H0), we can find
a sequence ψn ∈ DΓ, n ∈ N converging to ψ such that limn→∞H0ψn = H0ψ. Hence H0ψn, and
ψn, n ∈ N are Cauchy sequences and due to Lemma 4.2 KXψn is a Cauchy sequence, too. Hence
it converges to a φ ∈ H, and due to Gr(KX) = Gr(KX) we can conclude that ψ ∈ Dom(KX)
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with KXψ = φ. Therefore we have D0 ⊂ Dom(KX) as stated. Using again Lemma 4.2 and
monotonicity of limits we see that in addition
‖KXψ‖ ≤ a‖H0ψ‖+ (η + ‖X‖)ψ ∀ψ ∈ D0 (60)
holds for a, η > 0 and a < 1, which concludes the proof. 2
From now on we drop the bar over operators which are essentially selfadjoint on the domain
DΓ, i.e. whenever necessary the corresponding selfadjoint extension is automatically understood.
Proposition 4.4 The operator HX = H0 + X ⊗ 1IC + HI introduced in Eq. (13) is selfadjoint
on the domain D0 and bounded from below. DΓ is a core of HX .
Proof. This follows from Lemma 4.3 and the Kato-Rellich Theorem [33]. 2
We have recovered the selfadjointness already proven in Prop. 4.1, and in addition we have
got a statement about the domain of selfadjointness. This proves the first statement of Theorem
2.1. The main tool towards the second is the following proposition which states that HX has
compact resolvent. In this context note that H0 has (obviously) a pure point spectrum with |b〉
as a complete basis of eigenvectors, i.e.
H0|b〉 = λb|b〉 =
∑
e∈E+
ωC,e b(e)
 |b〉. (61)
By induction we can easily construct an enumeration of C+(Γ), i.e. a bijective map N0 3 n 7→
bn ∈ C+(Γ) such that the eigenvalues λn = λbn satisfy λn ≤ λn+1. Since limn→∞ λn =∞ Thm.
XIII.64 of [34] shows that H0 has compact resolvent. In the following we will use Lemma 4.3 and
the min-max principle to show that HX shares this property. This leads to
Proposition 4.5 The operator HX = H0 +X ⊗ 1IC +HI has compact resolvent.
Proof. This is a slightly modified version of the proof of Theorem XIII.68 from [34]. We define
for n ∈ N:
µn(HX) = sup
ψ1,...,ψn−1
inf{〈φ,HXφ〉 |φ ∈ Dom(HX), ‖φ‖ = 1, φ⊥ψj ∀j = 1, . . . , n− 1}. (62)
By the min max principle, µn(HX) is either the n
th eigenvalue (counting multiplicities) or the
infimum of the essential spectrum. In the latter case we have µn(HX) = µk(HX) ∀k ≥ n.
Lemma 4.3 shows together with Thm X.18 of [32] that there are positive constants a < 1, η
such that
|〈ψ,KXψ〉| ≤ a〈ψ,H0ψ〉+ η〈ψ,ψ〉 (63)
holds for all ψ ∈ D0 = Dom(H0). Hence we get
〈ψ,HXψ〉 = 〈ψ,H0ψ〉+ 〈ψ,KXψ〉 ≥ (1− a)〈ψ,H0ψ〉 − η〈ψ,ψ〉. (64)
This shows that µn(HX) ≥ αµn(H0) − η with α = 1 − a > 0. Since due to Eq. (61) we have
µn(H0) = λn → ∞ for n → ∞. We get limn→∞ µn(HX) = ∞. This excludes the possibility of
a non-empty essential spectrum and therefore the µn(HX) are the eigenvalues of HX and they
converge to ∞. Hence the statement follows from Thm. XIII.64 of [34]. 2
Finally, we are ready to proof the recurrence statement of Thm. 2.1.
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Proposition 4.6 For all t− ∈ R, t− ≤ 0 and all strong neighborhoods V of exp(it−HX) in the
unitary group U(H) of H, there is a time t+ ∈ R, t+ > 0 with exp(it+HX) ∈ V .
Proof. We can assume without loss of generality that V is of the form
V = {U ∈ U(H) | ‖(U − exp(it−HX))ψ1‖ < , . . . , ‖(U − exp(it−HX))ψm‖ ≤ }, (65)
(with  > 0 and normalized vectors ψ1, . . . , ψm ∈ H), since neighborhoods of this type form a
strong neighborhood base of exp(it−HX). Now let us consider a complete basis φn, n ∈ N of
eigenvectors of HX with eigenvalues λn = 〈φn, HXφn〉. Furthermore N ∈ N is chosen such that
‖(1I − PN )ψj‖ ≤ /3 holds for the projection PN onto the span of φ1, . . . , φN . Since PNH is
invariant under HX , the latter defines a one-parameter group of unitaries U˜t = exp(itHX)|PNH
on PNH. On a finite dimensional Hilbert space (like PNH) recurrence in the required sense is
always satisfied (since a finite number of eigenvalues can be approximated with arbitrary precision
by rational numbers with common denominator). In other words, there is a t+ ∈ R such that
‖U˜t+ − U˜t−‖ < /3 in the operator norm. Now the statement follows from
‖ exp(it+HX)ψj − exp(it−HX)ψj‖ (66)
≤ ‖(U˜t+ − U˜t−)PNψj‖+ ‖(exp(it+HX)− exp(it−HX))(1I− PN )ψj‖ (67)
≤ 1
3
+ ‖ exp(it+HX)‖‖(1I− PN )ψj‖+ ‖ exp(it−HX)‖‖(1I− PN )ψj‖ ≤ . (68)
2
5 The dynamical group
An important technical tool for the analysis of controllability in infinite dynamical systems is
the dynamical group, which is defined as follows:
Definition 5.1 Consider a Hilbert space K and the selfadjoint (unbounded) operators H1, . . . ,
HN . The smallest strongly closed (as a subset of U(K) equipped with the strong topology) subgroup
of U(K) containing the unitaries exp(itHj), j = 1, ..., N for all t ∈ R is called the dynamical
group generated by H1, . . . ,HN and denoted by G(H1, . . . ,HN ).
Using Eq. (20) we see that the strong closure of the set M in Thm. 2.2 coincides with
the dynamical group G (Hx,y; (x, y) ∈ R2|E+|), where Hx,y, x, y ∈ R|E+| denotes the family of
Hamiltonians from Eq. (18). Note in this context that – although only positive times are allowed
in the definition of M – the strong closure of M contains, due to the recurrence property from
Thm. 2.1, the unitaries exp(itHx,y) for negative t, as well. Hence the control system (19) is
strongly controllable iff
G (1I, Hx,y; (x, y) ∈ RE+ × RE+) = U(H) (69)
holds. Note that we have added the unit operator 1I as a control Hamiltonian, to handle the fact
that the strong closure ofM has to contain a unitary U on H only up to a constant phase factor
eiα.
The main task of this section are several lemmata which simplify calculations with dynamical
groups significantly. The first is a simple application of Trotter’s product formula.
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Lemma 5.2 Consider a separable Hilbert space K and two selfadjoint operators H1, H2 with
domains dom(H1),dom(H2) ⊂ K. If H1 + H2 is essentially selfadjoint on dom(H1) ∩ dom(H2)
we have exp
(
itH1 +H2
) ∈ G(H1, H2).
Proof. By the Trotter product formula we have
s− lim
n→∞ exp(itH1/n) exp(itH2/n) = exp
(
itH1 +H2
)
=: U ∀t ∈ R (70)
Hence for each strong neighbourhood N of U there is a n ∈ N such that the product U1,nU2,n
of U1,n = exp(itH1/n) and U2,n = exp(itH2/n) is in N . However, the operator U1,nU2,n is an
element of G(H1, H2). Since the latter is strongly closed by assumption the statement follows. 2
We need a similar result concerning commutators of anti-selfadjoint operators iX, iY . This
is, however, more difficult to achieve in general. For our purposes, however it is sufficient to
consider the case where X,Y are formally selfadjoint elements of the extended path algebra. By
Prop. 4.1 such operators are essentially selfadjoint on DΓ and therefore admit unique selfadjoint
extensions X,Y . Moreover, by Thm. 3.2 the Hilbert space can be decomposed into a direct sum
H = ⊕∞k=1Hk of finite dimensional A(Γ)-invariant subspaces. This implies that X,Y are block
diagonal of the form
Xψ =
∞∑
k=0
Xkψ, Y ψ =
∞∑
k=1
Ykψ ∀ψ ∈ DΓ (71)
with sequences Xk, Yk, k ∈ N of selfadjoint (and bounded) operators on the finite dimensional
spaces Hk. This case was studied in detail in [19] such that we can directly apply Thm. 2.1 of
this previous work to get:
Lemma 5.3 Consider two formally selfadjoint elements X,Y ∈ A(Γ) with selfadjoint extensions
X, Y . The commutator i[X,Y ] is in A(Γ) again, and essentially selfadjoint on DΓ. The unitaries
exp(t[X,Y ]) are elements of G(X,Y )
Proof. Follows from [19, Thm. 2.1] 2
The reduction to an increasing sequence of finite dimensional problems (as in the last lemma)
is often useful. The next result provides a general recipe for this type of approximations.
Lemma 5.4 Consider a separable Hilbert space H and an increasing sequence (Kn)n∈N of finite
dimensional subspaces such that
⋃
nKn is dense in K. For each n ∈ N define
Un = {U ∈ U(K) |Uψ = ψ ∀ψ ∈ K⊥n }, (72)
where K⊥n denotes the orthocomplement of Kn in K (i.e. Un consists of all unitaries which act
trivially on K⊥n ). The strong closure of
⋃
n Un coincides with U(K).
Proof. This follows immediately from Lemma 5.4 of [19]. 2
In the next lemma we will use this result to prove a statement about dynamical groups on
overlapping tensor products; cf. also [35]
Lemma 5.5 Consider three Hilbert spaces Kj, j = 1, . . . , 3 with dimKj ≥ 2 (can be infinite)
and self adjoint operators H1, . . . ,HN on K1 ⊗ K2 and K1, . . . ,KM on K2 ⊗ K3. Assume that
G(1I, H1, . . . ,HN ) = U(K1 ⊗K2) and G(1I,K1, . . . ,KM ) = U(K2 ⊗K3) holds. Then we have
G(1I, H1 ⊗ 1I, . . . ,HN ⊗ 1I, 1I⊗K1, . . . , 1I⊗KM ) = U(K1 ⊗K2 ⊗K3) (73)
17
Proof. By assumption we have
G(1I, H1⊗1I, . . . ,HN⊗1I) = U(K1⊗K2)⊗1I, G(1I, 1I⊗K1, . . . , 1I⊗KM ) = 1I⊗U(K2⊗K3) . (74)
Hence it is sufficient to show that the smallest, strongly closed subgroup of U(K1 ⊗ K2 ⊗ K3)
containing U(K1 ⊗K2)⊗ 1I and 1I⊗U(K2 ⊗K3) is U(K1 ⊗K2 ⊗K3) itself. If the Hilbert spaces
are finite dimensional we can check equivalently, whether the real Liealgebras u(K1 ⊗ K2) ⊗ 1I
and 1I ⊗ u(K2 ⊗ K3) together generate u(K1 ⊗ K2 ⊗ K3), where u( · ) denote the real Liealgebra
of anti-selfadjoint operators on the given Hilbert space. For calculations of commutators it is
easier to look at the complexification of u( · ), i.e. the complex Liealgebra gl( · ) of all operators,
and therefore we have to check that the smallest Liesubalgebra of gl(K1 ⊗ K2 ⊗ K3) containing
gl(K1 ⊗ K2) ⊗ 1I and 1I ⊗ gl(K2 ⊗ K3) is gl(K1 ⊗ K2 ⊗ K3) itself. This is easily done by looking
at commutators of the form[
|e(1)j1 ⊗ e
(2)
j2
〉〈e(1)k1 ⊗ e
(2)
k2
| ⊗ 1I, 1I⊗ |e(2)l2 ⊗ e
(3)
l3
〉〈e(2)m2 ⊗ e(3)m3 |
]
=
δk2l2 |ej1 ⊗ ej2 ⊗ el3〉〈ek1 ⊗ em2 ⊗ em3 | − δm2j2 |ej1 ⊗ el2 ⊗ el3〉〈ek1 ⊗ ek2 ⊗ em3 | (75)
where e
(j)
k , j = 1, . . . , 3, k = 1, . . . ,dim(Kj) denote orthonormal bases of the Hilbert spaces Kj . It
is easy to see that we can generate all operators |e(1)k1 ⊗e
(2)
k2
⊗(3)k3 〉〈e
(1)
m1⊗e(2)m2⊗e(3)m3 | with commutators
from (75) and with linear combinations of them we can get any operator on K1⊗K2⊗K3. Hence,
by applying the reasoning from above the statement follows.
Now assume all the Hilbert spaces are infinite dimensional (but separable). For each j = 1, 2, 3
we choose a strictly increasing sequence P
(j)
n of finite dimensional, orthonormal projections on
Kj , converging strongly to 1I and define for n1, n2, n3 ∈ N
Un1n2n3 = {U ∈ U(K1 ⊗K2 ⊗K3) |Uψ = ψ ∀ψ with Pn1 ⊗ Pn2 ⊗ Pn3ψ = 0}. (76)
In other words, Un1n2n3 consists of all unitaries on K1 ⊗ K2 ⊗ K3 acting trivially on the ortho-
complement of
⊗3
j=1[PnjKj ]. Similarly we define Un1n2 ⊂ U(K1⊗K2) and Un2n3 ⊂ U(K2⊗K3).
All these groups are finite dimensional Lie groups (since the projections Pj are finite dimen-
sional) and therefore we can apply the result from the last paragraph to conclude that Un1n2n3 is
the smallest Liegroup (and therefore the smallest (strongly) closed group as well) which contains
Un1n2⊗1I and 1I⊗Un2n3 . Since the subspaces
⊗3
j=1[PnjKj ] exhaust in the limit the whole Hilbert
space we can apply Lemma 5.4 and the statement follows. If only one or two of the Hilbert spaces
are infinite dimensional, we can proceed in the same way by exhausting only one (or two) Hilbert
spaces with finite dimensional subspaces. This concludes the proof. 2
6 Full controllability
We are now prepared to provide the full proof of Thm. 2.2. To this end we will use Eq. (69) and
the discussion in Sect. 5. In the first step we will simplify the set of generators of the dynamical
group on the left hand side of Eq. (69).
Lemma 6.1 The control problem (19) is strongly controllable (in the sense of Theorem 2.2) iff
G(1I, HD, X(e), Y (e); e ∈ E+) = U(H) holds.
Proof. By Thm. 2.1 all the operators Hx,y are essentially selfadjoint on the domain DΓ. The
same is true for HD, X
(e) and Y (e) (the latter two are even bounded). Since all the Hx,y are
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linear combinations of HD, X
(e), Y (e) and vice versa the statement follows from Lemma 5.2 and
Eq. (69). 2
The next step concentrates on the group generated by the bounded operators X(e), Y (e).
Here we can easily use Lie-algebraic methods.
Lemma 6.2 G(X(e), Y (e); e ∈ E+) = SU(HA)⊗ 1I ⊂ U(H).
Proof. The operators X(e), Y (e) are of the form X(e) = σ
(e)
1 ⊗ 1IC , Y (e) = σ(e)3 ⊗ 1IC , with σ(e)1,3
acting as σ1/3 on HAe = span{i(e), t(e)} ∼= C2. Hence it is sufficient to show that
G(σ(e)1 , σ(e)3 ; e ∈ E+) = SU(HA) (77)
holds. However, the Hilbert space HA ∼= C|V (Γ)| is finite dimensional, such that G(σ(e)1 , σ(e)3 ; e ∈
E+) just becomes the smallest Lie subgroup of SU(HA) containing all the operators exp(itσ(e)1,3)
for some t ∈ R. To show that (77) holds it is therefore sufficient to prove that the complex
Liealgebra 〈σ(e)1,3; e ∈ E+〉Lie,C coincides with sl(HA), i.e. the trace-free matrices on HA. To this
end we will proceed as follows:
Firstly we can assume that Γ is a tree graph, since we can replace a general Γ with a spanning
tree Σ which satisfies
〈σ(e)1,3; e ∈ E+(Σ)〉Lie,C ⊂ 〈σ(e)1,3; e ∈ E+(Γ)〉Lie,C. (78)
Secondly, the statement is obviously true for the fully connected graph with two vertices, since
the corresponding Hilbert space is two-dimensional and the complex Lie-algebra generated by
σ1, σ3 coincides with sl(2,C).
Finally, the general case follows by induction. Hence, assume that we have proven the result for
a tree graph Γ. In addition consider another tree Σ with exactly one vertex v0 (and one geometric
edge) more than Γ, i.e. V (Σ) = V (Γ) ∪ {v0}. The one edge e0 ∈ E+(Σ) we have to add is of the
form i(e0) = v1, t(e0) = v0 with v1 ∈ V (Γ). The operators σ(e0)1,3 generate all linear combination of
the operators |v0〉〈v1|, |v1〉〈v0| and |v0〉〈v0|−|v1〉〈v1|. The space 〈σ(e)1,3; e ∈ E+〉Lie,C = sl(|V (Γ)|,C)
is on the other hand generated (as a vector space) by operators |v〉〈w|, |w〉〈v|, |v〉〈v| − |w〉〈w|,
v, w ∈ V (Γ). Using commutators like [|v〉〈v1|, |v1〉〈v0|] we can produce all operators |x〉〈y|, |x〉〈y|,
|x〉〈x| − |y〉〈y|, x, y ∈ V (Σ). But this set spans (as a vector space) the Lie-algebra sl(|V (Σ)|,C),
which concludes the proof. 2
To get a simpler set of generators we split the “interaction Hamiltonian” HI up into its
summands
HI =
∑
e∈E+
ωI,eZ
(e), Z(e) = σ
(e)
+ ⊗ ae + σ(e)− ⊗ a∗e = A(e) +A(e) (79)
and use Lemma 5.3 to reexpress the Z(e) in terms of double commutators.
Lemma 6.3 Γ(X(e), Y (e), Z(e); e ∈ E+) ⊂ G(HD, X(e), Y (e); e ∈ E+)
Proof. According to Lemma 6.2 we have
G(HD, X(e), Y (e); e ∈ E+) = G(HD,K ⊗ 1IC ;K ∈ su(HA)). (80)
Furthermore, the tensor product K ⊗ 1IC is an element of the extended path-algebra A(Γ),
provided iK ∈ su(HA) is diagonal in the canonical basis |v〉, v ∈ V (Γ). Since HD ∈ A(Γ) holds as
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well, the one-parameter subgroups exp(tQ) generated by real linear combinations Q of (repeated)
commutators of iHD and diagonal iK ⊗ 1IC are subgroups of G(HD,K ⊗ 1IC ;K ∈ su(HA)) and
therefore also of G(HD, X(e), Y (e); e ∈ E+).
Now consider Kv = |v〉〈v|− |V (Γ)|−11IA. Obviously Kv is trace-free, selfadjoint and diagonal.
Hence it satisfies the requirements of the last paragraph. Commutators with iKv ⊗ 1IC equals
commutators with i|v〉〈v| ⊗ 1IC . Therefore we get for the operators A(e) from Eq. (25) with
e ∈ E+ and ψ ∈ DΓ
[Kv ⊗ 1IC , A(e)]ψ = [|v〉〈v| ⊗ 1IC , |t(e)〉〈i(e)| ⊗ ae]ψ = δv,t(e)Aeψ − δv,i(e)Aeψ, (81)
where δv,w = 1 for v, w ∈ V (Γ) iff v = w holds. For e ∈ E− we get similarly:
[Kv ⊗ 1IC , A(e)]ψ = [|v〉〈v| ⊗ 1IC , |t(e)〉〈i(e)| ⊗ a∗e]ψ = δv,t(e)Aeψ − δv,i(e)Aeψ. (82)
Now recall from Eq. (42) that we can write HI as a sum of all Ae. In other words we get for HD
HD =
∑
f∈E+
[
ωA,fσ
(f)
3 ⊗ 1IC + ωC,f1IA ⊗ a∗a
]
+
∑
f∈E(Γ)
ωI,fAf (83)
and therefore with ψ ∈ DΓ
[Kv ⊗ 1IC , HD]ψ = [Kv ⊗ 1IC , HI ]ψ = ωI,f
∑
t(f)=v
Afψ − ωI,f
∑
i(f)=v
Afψ (84)
=
∑
t(f)=v
ωI,f (Af −Af )ψ. (85)
Now consider e ∈ E+ with i(e) = v and t(e) = w. Another commutator leads to
[Kw ⊗ 1IC , [Kv ⊗ 1IC , HD]]ψ (86)
=
∑
t(f)=v
ωI,f
(
[KW , Af ]ψ − [KW , Af ]ψ
)
(87)
=
∑
t(f)=v
ωI,f
(
δw,t(f)Afψ − δw,i(f)Afψ
)− ∑
t(f)=v
ωI,f
(
δw,t(f)Afψ − δw,i(f)Afψ
)
(88)
= −ωI,e(Ae +Ae) = −ωI,eZ(e). (89)
With the reasoning from the last paragraph, the statement follows. 2
The last result shows that it is sufficient to show that Γ(1I, X(e), Y (e), Z(e); e ∈ E+) = U(H)
holds. We will do this by induction on the set of edges. The first step is to look at the dynamical
group which is generated by the operators X(e), Y (e), Z(e) for one given edge e. To formulate the
result we need some additional notation. This includes in particular the Hilbert spaces He and
Hˆe given by
He = HA ⊗HCe , Hˆe =
⊗
f 6=e
HCf , H ∼= He ⊗ Hˆe. (90)
The Hilbert space He contains the subspace
Ke = HAe ⊗HCe ⊂ He, HAe = span{|i(e)〉, |t(e)〉} ⊂ HA. (91)
A unitary U on Ke can be extended to He by
U˜ψ = Uψ if ψ ∈ Ke U˜ψ = ψ if ψ ∈ K⊥e , (92)
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where K⊥e denotes the orthocomplement of Ke in He. In a second step we can extend U˜ to H by
adjoining a unit operator on Hˆe:
Λe(U) = U˜ ⊗ 1I = U˜ ⊗
⊗
f 6=e
1If (93)
with the unit operators 1Ie on HCe . Using this notations we can reformulate Thm. 3.2. from [19]
as follows:
Lemma 6.4 For a fixed edge e ∈ E+ we have
G(1I, X(e), Y (e), Z(e)) = {Λe(U) |U ∈ U(Ke)}. (94)
Proof. This follows immediately from Thm. 3.2. of [19]. 2
Now we can combine this result with Lemma 6.2 to include more generators
Lemma 6.5 For a fixed edge e ∈ E+ we have
G(1I, Z(e), X(f), Y (f); f ∈ E+) = {U ⊗ 1I |U ∈ U(He)} (95)
where 1I denotes the unit operator on Hˆe; cf. Eq. (93).
Proof. According to Lemmata 6.2 and 6.4 we have to show that the smallest, strongly closed
subgroup of U(He)⊗ 1I containing U(HA)⊗ 1I and U = {Λe(U) |U ∈ U(Ke)} is U(He)⊗ 1I itself.
We will do this with the same strategy as in the proof of Lemma 5.5: We break the task up into
a series of finite dimensional problems and then we apply Lemma 5.4.
Hence consider for each N ∈ N the projections PN =
∑N
n=0 |n; e〉〈n; e| from HCe = L2(R) onto
PNHCe = span{|n; e〉 |n < N}. Here |n, e〉 denotes the number basis (i.e. Hermite functions); cf.
the notations introduced in Sect. 2. Similarly we define
QN =
∑
v=i(e),t(e)
N∑
n=0
|v〉〈v| ⊗ |n; e〉〈n; e| (96)
which is the projection onto HAe ⊗ PNHCe ⊂ Ke. Now we can define
UN = {Λe(U) |U ∈ U(Ke) with: QNψ = 0⇒ Uψ = ψ ∀ψ ∈ Ke}. (97)
The UN are (as well as U(HA)) finite dimensional, hence we can look at the complex Liealgebras
gl(HA)⊗ 1I ⊂ gl(HA ⊗ PNHCe ) and gl(QNKe) ⊂ gl(HA ⊗ PNHCe ) (98)
and show that both together generate gl(HA ⊗ PNHCe ); cf. the proof of Lemma 5.5. With the
bases |v〉 ∈ HA, v ∈ V (Γ) and |n; e〉 ∈ PNHCe , n = 0, . . . , N we have to look at commutators[|v〉〈w| ⊗ 1I, |x〉〈y| ⊗ |n; e〉〈m; e|] = δwx|v〉〈y| ⊗ |n; e〉〈m; e|+ δvy|x〉〈w| ⊗ |n; e〉〈m; e|, (99)
where x, y ∈ {i(e), t(e)}. It is easy to see that we can express all operators |v〉〈w|⊗ |n; e〉〈m; e| in
terms of such commutators and all elements in gl(HA ⊗ PNHCe ) in terms of linear combinations
of them. Hence, with the reasoning from Lemma 5.5 we see that U(HA) ⊗ 1I and UN generate
U(HA ⊗ PNHe). Since the PN form a strictly increasing sequence of orthonormal projections
converging strongly to 1I, the statement follows from Lemma 5.4. 2
This lemma finally allows us to analyze the structure of the dynamical group
Γ(X(e), Y (e), Z(e); e ∈ E+):
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Proposition 6.6 Γ(X(e), Y (e), Z(e); e ∈ E+) = U(H)
Proof. Consider a nonempty set ∆ ⊂ E+ and define
H∆ = HA ⊗
⊗
e∈∆
HCe , Hˆ∆ =
⊗
e 6∈∆
HCe . (100)
If ∆ = E+ we have H∆ = H and for notational consistency we define in addition HˆE+ = C.
Note that this is a natural extension of the notation from Eq. (90) since we have He = H{e}.
Now assume that ∆ satisfies
G(1I, X(e), Y (e), Z(e); e ∈ ∆) = U(H∆)⊗ 1I. (101)
If this holds for ∆ = E+ the proposition is proved. Hence assume ∆ 6= E+ with f 6∈ ∆.
According to Lemma 6.5 we have G(1I, X(f), Y (f), Z(f)) = U(H{f})⊗ 1I. Hence by Eq. (101) the
groups G(1I, X(e), Y (e), Z(e); e ∈ ∆) and G(1I, X(f), Y (f), Z(f)) satisfy the assumptions of Lemma
5.5, i.e. they “overlap” on the tensor factor HA. Applying Lemma 5.5 we therefore find that Eq.
(101) holds with ∆ replaced by ∆∪{f}. Now we use Lemma 6.5 again to see that ∆ = {e} with
a fixed but arbitrary e ∈ E+ satisfies Eq. (101), and apply the previous induction argument until
∆ = E+ is reached. This concludes the proof. 2
With this proposition at hand Theorem 2.2 follows from Lemma 6.1 and Lemma 6.3.
7 Example 1: Two levels
Let us consider now the fully connected graph Γ = K2 with two vertices (and one edge) repre-
senting a two-level atom interacting with one mode. The Hilbert space of the systems becomes
H = C2 ⊗ L(R) and the operators X(e), Y (e), Z(e) are (dropping the now redundant superscript
e):
X = σ1 ⊗ 1I, Y = σ3 ⊗ 1I, Z = σ+ ⊗ a+ σ− ⊗ a∗, (102)
which leads to the drift Hamiltonian
HD = ωAσ3 ⊗ 1I + ωC1I⊗ a∗a+ ωI (σ+ ⊗ a+ σ− ⊗ a∗) , (103)
i.e. drift is described by the Jaynes-Cummings Hamiltonian. Theorem 2.2 now tells us that the
control problem
i
d
dt
Uu,v(0, t)ψ = HDUu,v(0, t)ψ + u(t)XUu,v(0, t)ψ + v(t)Y Uu,v(0, t)ψ (104)
with piecewise constant control functions is strongly controllable. This is closely related to a
result from [19] where control without drift is considered. In other words
i
d
dt
Uu,v,w(0, t)ψ = u(t)XUu,v,w(0, t)ψ + v(t)Y Uu,v,w(0, t) + w(t)ZUu,v,w(0, t)ψ (105)
is strongly controllable, too (again with piecewise constant u, v, w. This is equivalent to the
statement G(1I, X, Y, Z) = U(H) which we have already used within the proof of Theorem 2.2
(cf. Lemma 6.4). Both systems are closely related, since we can generate the generator Z by
linear combinations and repeated commutators of Y and HD; cf. Lemma 6.3. Therefore we will
concentrate for the rest of this section on (105).
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To get more insight into the way how a concrete control task has to be done, we will look at
the problem of transforming an arbitrary pure state |ψi〉〈ψi| into an arbitrary final state |ψf 〉〈ψf |,
by appropriately choosing the control functions u, v, w. Here we have chosen ψi, ψf ∈ H with
‖ψi‖ = ‖ψf‖ = 1. Note that this is obviously possible since we can approximate (strongly) an
arbitrary unitary; i.e. our system is not only strongly controllable but also (approximately) pure
state controllable (cf. [19]). Up to a large degree we only have to review the work done in [19].
Therefore another task of this section is to show how this previous work fits into our current
analysis.
As a first step let us have a look at the canonical basis |b〉, b ∈ C+(Γ). For Γ = K2 it takes
the simple form |ν〉⊗ |n〉 ∈ H with |ν〉 ∈ C2, ν = 0, 1 the canonical basis and |n〉 ∈ L2(R), n ∈ N
the Hermite functions. We relabel the basis vectors according to
|µ; ν〉 = |ν〉 ⊗ |µ− ν〉, µ ∈ N, ν = 0, 1; |0, 0〉 = |0〉 ⊗ |0〉. (106)
This relabelling is particular useful if we look at the action of the operators Ae, A
+
e , e ∈ E+(K2)
from Eq. (26). By dropping again the redundant label e, we get
A|µ; 0〉 = √µ|µ; 1〉 A|µ; 1〉 = 0 (107)
A+|µ; 0〉 = 0 A+|µ; 1〉 = √µ|µ; 0〉. (108)
Since A(K2) is generated by A,A+ and all operators diagonal in the basis |µ; ν〉 we immediately
see that the subspaces H(µ) ⊂ H given by
H(µ) = span{|µ; 0〉, |µ; 1〉} if µ > 0 and H(0) = C|0; 0〉, (109)
are invariant for A(K2). Obviously the infinite direct sum of the H(µ) exhaust the whole Hilbert
space H, i.e.
H =
∞⊕
µ=0
H(µ), (110)
with convergence in norm. Hence, we have recovered the direct sum decomposition from Thm.
3.2.
Now the natural question is, whether A(K2) contains all operators which are block diagonal
in the decomposition (109). To answer this question let us first define “block diagonal” in a
rigorous way.
Definition 7.1 Consider a separable Hilbert space K, a finite or countably infinite index set I, a
sequence (E(µ))µ∈I of orthonormal projections on K satisfying
∑
µE
(µ) = 1I (converging strongly
if I is infinite) and the dense domain
D = {ψ ∈ K | ∃K ∈ N ∀µ > K : E(µ)ψ = 0}. (111)
A (not necessarily bounded) operator A : D → D is called block diagonal (with respect to the
sequence E(µ)), if2
Aψ =
∑
µ∈I
A(µ)ψ, ∀ψ ∈ D with A(µ) = E(µ)AE(µ) (112)
holds with bounded operators A(µ) on K(µ) = E(µ)K.
2Note that the sum in Eq. (112) is finite due to the definition of D.
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We apply this definition to K = H and the projections E(µ) onto the subspaces H(µ). Obvi-
ously the domain D becomes DK2 and we can define
A(K2) = {A : DK2 → DK2 |A is linear and block diagonal} (113)
Now we can restate our question from above as: Does A(K2) = A(K2) hold? The answer is: no
but almost. To make this clearer note first that A(K2) is an associative, complex algebra under
operator products and even a *-algebra with A(K2) 3 A 7→ A+ ∈ A(K2) given by
A+ψ =
∑
µ∈N0
(A(µ))∗ψ ∀ψ ∈ DK2 . (114)
Furthermore we can equip A(K2) with a family of seminorms
A(K2) 3 A 7→ ‖A‖(µ) = ‖A(µ)‖ ∈ R µ ∈ N0. (115)
It is easy to see (please check) that A(K2) becomes with this family a Frechet space. In this
topology A(K2) is a dense subspace of A(K2).
In order to prove the last statement we will use a stronger result, already shown in [19]. It
requires some additional notations
U(K2) = {U ∈ A(K2) |U+U = UU+ = 1I} (116)
SU(K2) = {U ∈ U(K2) | detU (µ) = 1 ∀µ ∈ N0} (117)
u(K2) = {A ∈ A(K2) |A+ = −A} (118)
su(K2) = {A ∈ u(K2) | trA(µ) = 0 ∀µ ∈ N0} (119)
sl(K2) = {A ∈ A(K2) | trA(µ) = 0 ∀µ ∈ N0} (120)
Note here that the subspaces H(µ) are finite dimensional. Hence no problems with the definitions
of tr and det arises. Furthermore, by restricting it to DK2 , we have considered the unit operator
1I as an element of A(K2).
As an associative algebraA(K2) becomes a complex Liealgebra if we equip it with the operator
commutator as the Liebracket. The subspaces u(K2) and su(K2) are real Lie-subalgebras of
A(K2) and sl(K2) is the complexification of su(K2). Furthermore by applying Prop. 4.1 (or more
precisely a slight generalization of it) we see that all formally selfadjoint elements A of A(K2)
are essentially selfadjoint on DK2 . Hence, by using their closures A, we get an exponential map
u(K2) 3 A 7→ exp(A) ∈ U(K2). (121)
In this way u(K2) becomes the Lie algebra of the Frechet-Lie group U(K2). Similarly, su(K2) is
the Lie algebra of SU(K2). Also note that U(K2) and SU(K2) are strongly and weakly closed
subgroups of the unitary group U(H) of H.
Now, let us return to the operators Y, Z. Obviously, they are block diagonal and the blocks are
trace free. Hence iY, iZ ∈ su(K2) and we can ask for the Lie subalgebra 〈iY, iZ〉R,Lie ⊂ su(K2)
generated by them. According to [19] it has the following structure:
Lemma 7.2 For all K ∈ N and all tuples (A˜(µ))µ<K with A˜(µ) ∈ B(H(µ)) selfadjoint, there is a
A ∈ 〈iY, iZ〉R,Lie ⊂ su(K2) such that A(µ) = iA˜(µ) holds for all µ < K.
Given the definition of the topology of A in Eq. (115) we can immediately rephrase the result
as: The complex Lie algebra 〈iY, iZ〉C,Lie is dense in su(K2), and since 〈iY, iZ〉C,Lie is a subspace
of A(K2) we get:
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Proposition 7.3 The extended path algebra A(K2) is a dense subspace of A.
This clarifies the role of A and shows in addition that the subspaces K(µ) are the minimal
invariant subspaces of A(K2). Hence the decomposition of H from (110) is uniquely determined
by A(K2) only, and since A(K2) is determined by the graph K2 all spaces just introduced (i.e.
A(K2), U(K2), etc.) only depend on the graph K2 and not on an arbitrarily chosen sequence of
projections. This justifies in retrospect the notations already used.
The group U(K2) can be introduced alternatively as the set of all unitaries commuting with
the operator Q ∈ A(K2) given by Q|µ, ν〉 = µ|µ, ν〉 (or more precisely with the selfadjoint
extension of Q). Hence U(K2) is identical with U(Q) from
3 [19]. Similarly SU(K2), u(K2) and
su(K2) are identical with SU(Q), u(Q) and su(Q). This connects the old symmetry based setting
with the path algebra approach introduced in this paper. Along these lines we can reuse a result
from [19] which clarifies the structure of control problem (105):
Proposition 7.4 G(Y,Z) = SU(K2)
Proof. This follows from Lemma 7.2 and properties of the exponential map from (121); cf. [19]
for details. 2
In other words, all unitaries in the path algebra (with blocks of determinant 1) can be imple-
mented (approximately) by only using the Hamiltonians Y and Z. To calculate the corresponding
control functions we can cut off the direct sum (110) at any index µ (depending on the accuracy
we require) and end up with a finite dimensional problem. Since the truncated operators Y,Z can
be represented by sparse matrices the corresponding optimization can be done efficiently even
for high dimensions. The only remaining problem is, how to implement an arbitrary unitary,
or a little bit easier, how to prepare an arbitrary state from the ground state |0; 0〉. Obviously
the “symmetry breaking” operator X has to be involved here (“symmetry breaking” now should
read: not in the path algebra). For the state preparation problem a general algorithm was used
in [19] (which was in fact used already in a number of older papers e.g. [9, 10, 12, 14]).
Figure 6: The decomposition of H into in-
variant subspaces. The boxes with two (or
one) dots represent the subspaces H(µ),
while the dots itself depict the basic vec-
tors. The red arrows indicate the action of
exp(ipiX).
We consider a vector ψ ∈ DK2 . Each such ψ ad-
mits a constant K ∈ N such that E(µ)ψ = 0 holds
for all µ > K and E(K)ψ 6= 0; cf. the projections
E(µ) introduced in Definition 7.1. Our goal is to
transform ψ into eiα|0; 0〉 α ∈ R arbitrary, by us-
ing only unitaries of the form exp(itxX), exp(ityY )
and exp(itZZ) with appropriate tx, ty, tz ∈ R+. Us-
ing Proposition 7.4 and arguments from the last
paragraph we assume further that there is a fast
algorithm to express (at least approximately and
with arbitrary good accuracy) any U ∈ SU(K2) as
a product of exp(ityY ) and exp(itZZ). We do not
care how this is done explicitly, such that we are
looking at a sequence U1, . . . , UN of unitaries con-
sisting of elements from U(K2) and exp(itxX). For
the latter we only look at tx = pi which produces a
flip of |µ, 0〉 and |µ + 1, 1〉. This is indicated by the red arrows in Fig. 6. Note that we have to
flip all pairs of vectors simultaneously, while the elements of U(K2) can manipulate each H(µ)
(i.e. the boxes in Fig. 6) individually. With this prerequisites we can proceed as follows:
3In [19] the operator Q was called X which is, however, already used otherwise in this paper.
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1. Apply a unitary U1 ∈ SU(K2) to ψ such that 〈µ; 0|U1ψ〉 = 0 holds for all µ > 0. In other
words we rotate the vectors E(µ)ψ ∈ H(µ) ∼= C2 with 0 < µ ≤ K towards |µ, 1〉 until the
|µ; 0〉 components become zero. This is always possible, due to the block diagonal structure
of U(K2).
2. Apply U2 = exp(ipiX) to ψ1 = U1ψ. This flips |K − 1; 0〉 and |K, 1〉. Hence, since the
overlap of ψ1 with |K − 1; 0〉 is zero by step 1 the resulting vector ψ2 = U2ψ1 satisfies the
initial assumptions with K decremented by 1.
3. We continue this procedure K− 2 times to get a vector ψ2K which overlaps only with H(0)
and H(1).
4. We apply U2K+1 ∈ SU(K2) to ψ2K such that E(1)ψ2K is rotated towards |1, 1〉. Hence, the
only non-zero components of ψ2K+1 = U2K+1ψ2K are 〈0; 0|ψ2K+1〉 and 〈1; 1|ψ2K+1〉. Or in
other words ψ2K+1 = ψ˜2K+1 ⊗ |0〉 ∈ C2 ⊗ L2(R) = H.
5. X and Y operate on H as σ1 ⊗ 1I and σ3 ⊗ 1I. Hence there is a combination U2K+2 of X
and X rotation which transforms ψ2K+1 = ψ˜2K+1 ⊗ |0〉 into eiα|0; 0〉 as required.
If ψ is an arbitrary vector in H we can find for all  > 0 a K ∈ N such that ‖ψ[K] − ψ‖ < 
holds with ψ[K] =
∑
µ<K E
(µ)ψ. Hence, by applying the algorithm just described to ψ[K] we get a
family of unitaries U1, . . . , U2K+2 which transforms ψ into a final vector ψf = U2K+2 . . . U1ψ with
‖ψf−eiα|0; 0〉‖ < . In other words we can transform any pure state |ψ〉〈ψ|, ψ ∈ H approximately,
but with arbitrary precision into |0; 0〉〈0; 0|. By unitarity we can reverse the procedure to reach
any state |ψ〉〈ψ| up to a an arbitrary small error from the ground state |0; 0〉〈0; 0|. Finally if we
want to relate two pure states |ψ〉〈ψ| and |φ〉〈φ| we can stack two sequences of unitaries together:
We start by transforming |ψ〉〈ψ| (approximately) into |0; 0〉〈0; 0| and then we transform |0; 0〉〈0; 0|
into |φ〉〈φ| – again with an arbitrary error  > 0. The given procedure is in general very far from
being optimal, but it explains how a state preparation can be done (at least in principle) within
the given setup.
This completes the discussion of two levels. We have connected the previous work from [19]
to our current setup and seen that the path algebra basically replaces the symmetry arguments
from [19]. We will use this idea as a guide to study 3-level systems and to rediscuss the state
preparation problem.
8 Example 2: Three level atoms
Our next goal is to translate our discussion from the last section to 3-level atoms. Note that
parts of the material from this and the next section can also be found in [36]. In contrast to
two levels, the structure is already rich enough to indicate what we can expect from the general
case. A short inspection shows that only the four different graphs shown in Figure 7 satisfy the
conditions from Section 2. The cases ΓC (“Cascade”), ΓV (“V-shaped”) and ΓΛ (“Λ-shaped”)
are tree graphs and treated in this section. The “∆-configuration” Γ∆ contains a cycle which
makes its discussion more difficult. It is postponed therefore to the next section.
As graphs without orientation ΓC ,ΓV and ΓΛ are identical. In all three cases we can write
V (Γ#) = {1, 2, 3} and E(Γ#) = {(1, 2), (2, 1), (2, 3), (3, 2)} where # = C, V,Λ, (122)
and inversion of edges e 7→ e is given by the map E(Γ#) 3 (a, b) 7→ (a, b) = (b, a) ∈ E(Γ#). The
distinction between the Γ# arises from different choices for E+(Γ#): We have
E+(ΓC) = {(2, 1), (3, 2)}, E+(ΓV ) = {(1, 2), (3, 2)}, E+(ΓΛ) = {(2, 1), (2, 3)}. (123)
26
1 2 3 1
2
3
1
2
3
1
2
3
Figure 7: All ordered 3-graphs satisfying the condition from Sect. 2.
Apparently there is a fourth possibility E+(ΓC˜) = {(1, 2), (2, 3)}, but this is just the cascade
reversed. In other words it arises from ΓC by exchanging the vertices 1 and 3. Therefore it does
not lead to a new system and it is omitted.
The control problem Due to these similarities the control problems associated to these four
graphs are closely related. The Hilbert space is the same for all cases: H = C3⊗L2(R)2, and the
canonical basis |b〉, b ∈ C+(Γ#) becomes
|j〉 ⊗ |n1〉 ⊗ |n2〉 = |j;n1, n2〉 ∈ C3 ⊗ L2(R)2, j ∈ {1, 2, 3}, n1, n2 ∈ N0, (124)
where |j〉 ∈ C3 denotes the canonical basis and |n1〉, |n2〉 ∈ L2(R) is the number basis.
Now we define for α, β ∈ V (Γ#) the operators
X(α,β) =
(|α〉〈β| − |β〉〈α|)⊗ 1I⊗2, Y (α,β) = (|α〉〈α| − |β〉〈β|)⊗ 1I⊗2 (125)
and
Z(1,2) = |1〉〈2| ⊗ a⊗ 1I + |2〉〈1| ⊗ a∗ ⊗ 1I, Z(2,1) = |2〉〈1| ⊗ a⊗ 1I + |1〉〈2| ⊗ a∗ ⊗ 1I (126)
Z(2,3) = |2〉〈3| ⊗ 1I⊗ a+ |3〉〈2| ⊗ 1I⊗ a∗, Z(3,2) = |3〉〈2| ⊗ 1I⊗ a+ |2〉〈3| ⊗ 1I⊗ a∗. (127)
This definition allows us to associate to the graph Γ# the control Hamiltonians
X(α,β), Y (α,β), Z(α,β), (α, β) ∈ E+(Γ#) (128)
and the drift Hamiltonian
HD = ωC,11I⊗ a∗a⊗ 1I + ωC,21I⊗ 1I⊗ a∗a+
∑
(α,β)∈E+(Γ#)
(
ωA,α,βY
(α,β) + ωI,α,βZ
(α,β)
)
(129)
As before the operators Z(α,β) and HD are unbounded and essentially selfadjoint on the default
domain DΓ which does not depend on the choice Γ = Γ#. The control problems connected to
the three graphs can therefore be written in a unified way as
i
d
dt
U(0, t)ψ = HDU(0, t)ψ +
∑
(α,β)∈E+(Γ#)
(
uα,β(t)X
(α,β)U(0, t)ψ + vα,β(t)Y
(α,β)U(0, t)ψ
)
(130)
and
i
d
dt
U(0, t)ψ =∑
(α,β)∈E+(Γ#)
(
uα,β(t)X
(α,β)U(0, t)ψ + vα,β(t)Y
(α,β)U(0, t) + w(α,β)(t)Z
(α,β)U(0, t)ψ
)
, (131)
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with piecewise constant control functions uα,β , vα,β and wα,β . According to Theorem 2.2 and
Proposition 6.6 both problems are strongly controllable. Note that strong controllability means
in case of (131) that G(X(α,β), Y (α,β), Z(α,β ; (α, β) ∈ E+(Γ#)) = U(H) holds; cf. Section 7 and
[19].
If we look at the dependency of X,Y, Z on the graph Γ# we see that the X does not depend
at all, while the Y only differ by signs. Hence different structure can only arise from the Z and
therefore from the structure of the (extended) path algebra A(Γ), which we will analyze below.
Note that parts of the following discussion can be applied to general graphs or at least to general
tree graphs.
Invariant subspaces and the photon game Our first step is to construct the minimal
invariant subspaces; cf. Theorem 3.2. A general strategy is to reuse the method from the proof
of Theorem 3.2: Start with a configuration b ∈ C+(Γ) and generate all vectors of the form |γ · b〉
to get the minimal invariant subspace containing |b〉:
H(b) = span{|γ · b〉 | γ path in Γ}; (132)
cf. Eqs (27) and (31). According to Lemma 3.3 this is equivalent to H(b) = span{|c〉 ‖ c ∈
C+(Γ), c ∼ b} with c ∼ b defined by: c ∼ b :⇔ ∃ path γ with c = γ · b and
b0 = i(γ) and γk · b is regular ∀k = 0, . . . , N, (133)
holds, where the γk denote the subpath of γ; cf. Eq. (32). Hence to collect all c ∈ C+(Γ) with
|c〉 ∈ H(b) and |c〉 6= 0 we can play the following combinatorial game (in the following called the
photon game; cf also Figure 8):
1. Choose a path γ = (e1, . . . , eN ) of Γ which starts at b0 ∈ V (Γ) and ends at c0 ∈ V (Γ).
Attach to each positive edge e ∈ E+(Γ) an integer ne which is initialized to ne = b(e).
2. Walk along γ from b0 to its end at c0. In the j
th step we pass edge ej . If ej ∈ E+(Γ)
increment nej . Otherwise (i.e. if ej ∈ E−(Γ)) decrement nej .
3. If ej ∈ E−(Γ) and after the jth step the number nej is negative the process failed and we
have to choose the next path at item 1.
4. If none of the ne becomes negative during the whole process we reach a regular configuration
c = γ · b with c ∼ b and therefore |c〉 ∈ H(b). Note that it is not sufficient that the ne are
non-negative at the end, they have to be non-negative at each step. This is exactly the
contents of Eq. (133). Also note that at the end of the path the numbers ne become c(e).
5. Restart the process at item 1 until a basis of H(b) is reached.
The biggest problem is the lack of an easy condition to check whether the process is finished
in item 5. This problem can be solved by restricting the set of paths from which we have to
choose γ in item 1 to a finite set. For tree graphs this can be done by looking at straight paths.
A path is called straight if it does not go back and forth along the same edge, or more precisely
if ej+1 6= ej holds for all j = 1, . . . . , N − 1. To each path γ we can associate a unique straight
path γˆ by subsequently removing all pairs of edges ej , ej+1 with ej+1 = ej . It is easy to see that
|γ · b〉 6= 0 ⇒ |γˆ · b〉 6= 0 holds. Therefore we get
Lemma 8.1 For each b ∈ C+(Γ) we have (cf. Eq. (132)):
H(b) = span{|γ · b〉 | γ straight path in Γ}. (134)
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In a tree graph (i.e. a graph without cycles) there is a unique straight path between any
pair of vertices v 6= w. (Please check!) Hence with the observation from Lemma 8.1 we can
supplement the procedure from above as follows: In item 1 only choose straight paths, and in
item 5 terminate the procedure if the set of straight paths is exhausted. This will finish the game
(for a fixed starting configuration b) after finitely many repetitions.
The last problem to be solved is the labeling of the invariant subspaces. To use configurations
as we have done until now is ambiguous since in general there are c ∈ C+(Γ) with |c〉 ∈ H(b)
and c 6= b. For tree graphs we can solve this problem in terms of a map which we will define in
the following. Firstly we need an enumeration of E+(Γ), i.e. a bijective map {1, . . . , d} 3 j 7→
ej ∈ E+(Γ), with d = |E+(Γ)|. This allows us to rewrite configurations b ∈ C+(Γ) as d+ 1-tuples
b = (b0, b1, . . . , bd) with bj = b(ej). Secondly we have to choose an arbitrary but fixed vertex v0.
For each b ∈ C+(Γ) there is a unique straight path γ starting at v0 and ending at b0, where we
include the empty path to allow v0 to be the start and the end at the same time. Now we define
C+(Γ) 3 b 7→ ν(b) = (c1, . . . , cd) ∈ Zd, with b = γ · c, c = (v0, c1, . . . , cd). (135)
Hence, for a given b ∈ C+(Γ) we look for the unique (and in general non-regular) configuration c
such that b = γ · c and c0 = v0 hold. The photon numbers (c1, . . . , cd) of the configuration c are
then the result of the map, which has the following properties:
Figure 8: Playing the photon game on the graph shown in the upper left of the figure. Along the
path γ = (e1, e2) it is successfully, along the path γ2 = (e1, e3, e4, e6, e7, e5, e3, e2) it is not. In
the second case the photon number associated to edge e3 becomes negative in between. Hence
the configuration c1 is equivalent to b but c2 is not.
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Proposition 8.2 For a tree graph Γ the map ν just defined has the following properties:
1. ν(b) = ν(b˜) ⇔ Hb = Hb˜.
2. The range ∆ of ν satisfies Nd0 ⊂ ∆ ⊂ [−1,∞)d, where the intervals refer to subsets of Z,
rather than R.
3. If v0 < w holds for all w ∈ V (Γ) we have ∆ = Nd0.
Proof. Large parts of the proof relies on the following lemma which simplifies the definition of
the equivalence relation ∼ for tree graphs.
Lemma 8.3 For a tree graph Γ and two regular configurations b, c we have: b ∼ c ⇔ c = γ · b
with a straight path γ.
Proof. Lets assume first that c = γ · b with a straight path γ and write γ = (e1, . . . , eN ).
Since Γ is a tree and γ straight each geometric edge appears in γ at most once, i.e. ej = ek or
ej = ek implies j = k. If one edge could appear twice the path γ would contain either a cycle
(which is impossible since Γ is a tree) or γ would move back and force (which is not allowed
since γ is straight). Hence if we propagate b ∈ C+(Γ) along γ (i.e. calculating γk · b for all
subpath γk, k = 1, . . . , N) by playing the photon game, the numbers ne ∈ Z can change in three
different ways: ne is incremented exactly once if c(e) = b(e) + 1, it is decremented exactly once
if c(e) = b(e) − 1, and if c(e) = b(e) it remains unchanged during the whole process. Since b, c
are both regular the ne can never become negative, or in other words all γk · b are regular. Hence
b ∼ c. If on the other hand b ∼ c holds the existence of a straight γ follows directly from Lemma
8.1 and the definition of the relation ∼. 2
Let us consider statement 1 from the proposition. If ν(b) = ν(b˜) there are straight paths
γ, γ˜ and a configuration c ∈ C+(Γ) with c0 = v0 such that b = γ · c and b˜ = γ˜ · c. Hence by
concatenating the paths γ and γ˜−1 we get a new path γ1 with b˜ = γ1 · b. In general γ1 is not
straight, but if we remove subsequently all pairs ej = e, ej+1 = e as described above we get
another path γ2 which is straight and satisfies again b˜ = γ2 · b. Since b and b˜ are regular Lemma
8.3 implies that b ∼ b˜ holds which is equivalent to Hb = Hb˜.
Now assume Hb = Hb˜. There is unique straight path γ1 from b0 to v0. Propagating b along
γ1 leads to a configuration c = γ1 · b (which is in general not regular). Using the inverse path
γ = γ−11 we get b = γ · c. Since Hb = Hb˜ we have b ∼ b˜ and therefore there is a path γ2 with
b˜ = γ2 · b. Concatenating γ and γ2 leads to a path γ˜ with b˜ = γ˜ · c. Since we can subsequently
remove pairs of edges e, e we can assume without loss of generality that γ˜ is straight. Hence
ν(b) = ν(b˜).
Statement 2. For each (n1, . . . , nd) ∈ Nd0 there is a unique regular configuration b with b0 = v0
and b(ej) = nj . If γ = () is the empty path we have γ · b = b. Hence (n1, . . . , nd) ∈ ∆. If on the
other hand c = γ ·b with b ∈ C+(Γ) and a straight path γ, we have cj ≥ bj−1 for all j = 1, . . . , d,
since each bj can be decremented at most once. Since b is regular bj ≥ 0. Hence cj ≥ −1, as
stated.
Statement 3. Consider b ∈ C+(Γ). Since v0 < b0 the unique path from b0 to v0 consists
only of positive edges. Hence, while playing the photon game along γ the numbers nj are never
incremented such that c = γ · b satisfies cj ≥ 0. The statement follows with item 2. 2
The map ν provides a labelling of the invariant subspaces in terms of elements of the set ∆.
We define
H(n1,...,nd) = Hb with (n1, . . . , nd) = ν(b). (136)
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According to Proposition 8.2(1) we can replace Hb on the right hand side of this equation by any
Hilbert space Hb˜ with Hb = Hb˜ without changing (n1, . . . , nd). Hence H(n1,...,nd) is well defined.
It is also clear that all Hb are covered by this relabelling such that the system Hilbert space
decomposes as
H =
∑
(n1,...,nd)∈∆
H(n1,...,nd). (137)
As a byproduct we can also introduce another relabelling – this time of the basis vectors |b〉.
For a graph Γ the Hilbert space H(n1,....,nd) contains for each vertex v ∈ V (Γ) at most one basis
vector |c〉 ∈ H with c0 = v. We write
|n1, . . . , nd; v〉 = |c〉 ⇐⇒ c0 = v and |c〉 ∈ H(n1,...,nd), (138)
and get a basis which is adapted to the decomposition (137).
Let us come back now to the special case of a 3-graph, i.e. Γ = ΓC , ΓV , or ΓΛ. In all three
cases we can apply the procedure just introduced. For ΓC and ΓV statement 3 of Proposition
8.2 applies, since in these cases the set of vertices has a unique minimal element v0 with v0 < w
for all other vertices w. Hence the index set ∆ coincides with N20. For ΓΛ this is not the case
and therefore the n1, n2 can become negative. If we choose 1 ∈ V (ΓΛ) as the “reference vertex”
v0 the index set ∆ is ∆ = N20 ∪ {−1} × N. The results for the construction in all three cases
are summarized in tables 1 to 3, while table 4 describes the relation of the vectors |n1, n2; v〉 to
the basis |v〉 ⊗ |n1〉 ⊗ |n2〉 from Equation (124). For the cascade (ΓC) the whole procedure is
demonstrated graphically in Figure 9.
n1, n2 basis of H(n1,n2) dim(H(n1,n2))
n1 > 0, n2 > 0 |n1, n2; 1〉, |n1, n2; 2〉, |n1, n2; 3〉 3
n1 > 0, n2 = 0 |n1, n2; 1〉, |n1, n2; 2〉 2
n1 = 0, n2 ≥ 0 |n1, n2; 1〉 1
Table 1: Invariant subspaces of the extended path algebra A(ΓC) for the cascade.
Figure 9: To generate the invariant subspaces H(n1,n2) we play the photon game on the graph
ΓC (ΓV and ΓΛ work similarly). If n1 = 0 or n2 = 0 the game fails at the second or third step.
Hence the corresponding subspaces are only one- or two-dimensional. Only for n1 > 0, n2 > 2
the game is successful until the end such we get in these cases the (generic) three dimensional
spaces.
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n1, n2 basis of H(n1,n2) dim(H(n1,n2))
n1 > 0, n2 > 0 |n1, n2; 1〉, |n1, n2; 2〉, |n1, n2; 3〉 3
n1 > 0, n2 = 0 |n1, n2; 1〉, |n1, n2; 2〉 2
n1 = 0, n2 > 0 |n1, n2; 2〉, |n1, n2; 3〉 2
n1 = 0, n2 = 0 |n1, n2; 2〉 1
Table 2: Invariant subspaces of the extended path algebra A(ΓV ) for the V -shaped configuration.
n1, n2 basis of H(n1,n2) dim(H(n1,n2))
n1 > 0, n2 ≥ 0 |n1, n2; 1〉, |n1, n2; 2〉, |n1, n2; 3〉 3
n1 = 0, n2 ≥ 0 |n1, n2; 1〉 1
n1 > 0, n2 = −1 |n1, n2; 3〉 1
Table 3: Invariant subspaces of the extended path algebra A(ΓΛ) for the Λ-shaped configuration.
ΓC ΓV ΓΛ
|n1, n2; 1〉 |1〉 ⊗ |n1〉 ⊗ |n2〉 |1〉 ⊗ |n1 − 1〉 ⊗ |n2〉 |1〉 ⊗ |n1〉 ⊗ |n2〉
|n1, n2; 2〉 |2〉 ⊗ |n1 − 1〉 ⊗ |n2〉 |2〉 ⊗ |n1〉 ⊗ |n2〉 |2〉 ⊗ |n1 − 1〉 ⊗ |n2〉
|n1, n2; 3〉 |3〉 ⊗ |n1 − 1〉 ⊗ |n2 − 1〉 |3〉 ⊗ |n1〉 ⊗ |n2 − 1〉 |3〉 ⊗ |n1 − 1〉 ⊗ |n2 + 1〉
Table 4: Definition of the basis |n1, n2; v〉 for the different graphs. Note that the vectors in the
table are zero if n1, n2 or n1 − 1, n2 − 1 are negative.
The path algebra Let us come back to the decomposition in Equation (137). It gives rise to
a double sequence of projections
E(n1,n2) : H → H(n1,n2),
(
E(n1,n2)
)∗
= E(n1,n2),
(
E(n1,n2)
)2
= E(n1,n2) (139)
Applying Definition 7.1 to this family we can introduce block-diagonal operators and in analogy
to Eq. (113) the set (recall from above that DΓ does not depend on the choice Γ = Γ#):
A(Γ#) = {A : DΓ# → DΓ# |A is linear and block diagonal}. (140)
By definition all elements of A(Γ#) are of the form Aψ =
∑
(n1,n2)∈∆A
(n1,n2)ψ for ψ ∈ DΓ.
Therefore we can introduce as in Section 7 the seminorms
‖A‖(n1,n2) =
∥∥∥A(n1,n2)∥∥∥ , (n1, n2) ∈ ∆, (141)
where
∥∥A(n1,n2)∥∥ denotes the operator norm of the (bounded!) operator A(n1,n2) ∈ B(H(n1,n2)).
Again it is easy to see that A together with the ‖ · ‖(n1,n2) is a Frechet space and a topological
*-algebra. It contains subgroups U(Γ#), SU(Γ#) and Lie-subalgebras u(Γ#), su(Γ#) and sl(Γ#)
which are defined as in Eqs. (116) to (120). The relation between A(Γ#) and A(Γ#) is now given
by the following Proposition (cf. Lemma 7.2):
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Proposition 8.4 The smallest complex Lie-subalgebra g of A(Γ#) which contains all Y (e), Z(e),
e ∈ E+(Γ#) and is closed in A(Γ#) is sl(Γ#).
Proof. The structure of this proof is very similar to calculations we have already done in Sections
5 and 6. Therefore we will only give a sketch and leave the details as an exercise for the reader
(cf. also [36]).
For the rest of the proof let us write E+(Γ#) = {e1, e2} with e1 = (1, 2) or (2, 1) and
e2 = (2, 3) or (3, 2). Each such ej defines a subgraph K2,j isomorphic to K2. Hence there is a
corresponding embedding Tj of A(K2) into A(Γ#). For operators A = |α〉〈β| ⊗ |n〉〈m| ∈ A(K2)
with α, β = 1, 2 and n,m ∈ N0 the map T1 is given by (the strongly converging series)
T1(A) = A⊗ 1I =
∞∑
k=0
|α〉〈β| ⊗ |n〉〈m| ⊗ |k〉〈k| ∈ B (C3 ⊗ L2(R)⊗ L2(R)) . (142)
Likewise we get
T2(B) =
∞∑
l=0
|γ〉〈δ| ⊗ |l〉〈l| ⊗ |p〉〈q| ∈ B (C3 ⊗ L2(R)⊗ L2(R)) . (143)
for B = |γ〉〈δ| ⊗ |p〉〈q| ∈ A(K2). Hence the Hamiltonians Y (ej), Z(ej) can be derived from
Y,Z ∈ A(K2) by Tj(Y ) = Y (ej), Tj(Z) = Z(ej). Together with Lemma 7.2 this shows that
the closed, complex Liealgebra generated by Y (ej), Z(ej) is isomorphic to sl(K2) and therefore
contains operators Tj(A), Tj(B) with A,B from above and in sl(K2). Calculating commutators
of the form
[T1(A), T2(B)] =
(
δβγ |α〉〈δ| − δαδ|γ〉〈β|
)⊗ |n〉〈m| ⊗ |p〉〈q| (144)
leads to the result. 2
Since Y (e), Z(e) ∈ A(Γ#) for all e ∈ E+(Γ#) and due to the properties of the exponential
map on the (formally) selfadjoint elements (cf. Proposition 4.1) of A(Γ#) we immediately get
the following two corollaries.
Corollary 8.5 The extended path algebra A(Γ#) is dense in A(Γ#).
Corollary 8.6 The dynamical group G(Y (e), Z(e); e ∈ E+(Γ#)) coincides with SU(Γ#).
These results represent the same level of structure as Propositions 7.3 and 7.4 do for two-level
systems. Another similarity is that we can reinterpret the results by introducing operators Qj ,
j = 1, 2 with the H(n1,n2) as eigenspaces and nj , j = 1, 2 as the corresponding eigenvalues. These
operators define a joint symmetry of the Hamiltonians Y (e), Z(e), and therefore we can introduce
U(Γ#) alternatively as the group of all unitaries commuting with Q1, Q2. In analogy to [19] we
could write therefore U(Q1, Q2) rather than U(Γ#). The problem with this point of view is that
the enumeration we have used for the Hilbert spaces H(n1,n2) and the Q1, Q2 is up to a certain
degree arbitrary. E.g. by using an enumeration of ∆ in terms of positive integers we could replace
Q1, Q2 by just one operator Q˜. Hence the description of the model in terms constants of motion
like Q1, Q2 (as introduced in [19]) should be regarded as a description in terms of coordinates
while the path algebra delivers the invariant picture.
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State preparation The last topic we want to treat in this section is the transformation of an
arbitrary pure state ψ ∈ H into the ground state by a sequence of unitaries Uj which are either
from SU(Γ#) or of the form Uj = exp(itX
(e)). Our first step is to introduce some notation. We
write:
ψ(n1,n2) = E(n1,n2)ψ hence ψ =
∑
(n1,n2)∈∆
ψ(n1,n2). (145)
The vectors ψ(n1,n2) ∈ H(n2,n2) can be expanded into the basis |n1, n2; v〉, which leads to
ψ(n1,n2) =
3∑
v=1
ψ(n1,n2)v |n1, n2; v〉 hence ψ =
∑
(n1,n2)∈∆
3∑
v=1
ψ(n1,n2)v |n1, n2; v〉. (146)
Note again that some of the vectors |n1, n2; v〉 can be zero if the corresponding Hilbert space
H(n1,n2) is not 3-dimensional. This convention saves us from some otherwise cumbersome case
distinctions. As another notational convention the state of the system after each discrete timestep
j will be denoted by ψ and not by ψj . This is another choice we have made to keep the notation
simple and not too confusing.
Now let us choose an arbitrary  > 0 and N,M ∈ N such that∥∥∥ψ[N,M ] − ψ∥∥∥ <  with ψ[N,M ] = ∑
n≤N,m≤M
ψ(n,m). (147)
If we want to transform ψ into any state |n,m; v〉 with n ≤ N , m ≤M and if we are happy with
an error smaller than , we only have to take the components ψ(n1,n2) with n1 ≤ N , n2 ≤ M
into account. Without loss of generality we will therefore assume that ψ = ψ[N,M ] holds.
With this prerequisites we will show for the cascade (i.e. Γ = ΓC) how ψ can be transformed
into |0, 0; 1〉 ∈ H(0,0), by using unitaries U ∈ SU(ΓC) and
V1 = exp
(pi
2
X(1,2)
)
= iX(1,2) V2 = exp
(pi
2
X(2,3)
)
= iX(2,3). (148)
Please check yourself that the last equation holds with X(α,β) from Eq. (125). The changes which
are necessary to cover the cases ΓV and ΓΛ are sketched below. To understand the following
procedure it is useful to have a look on Fig. 10 and to keep the contents of tables 1 and 4 in
mind.
1. The first step is to map the components ψ(0,n2) in the one-dimensional subspaces to zero.
This is done by applying a unitary U ∈ SU(ΓC) which rotates all components ψ(1,n2)
with n2 > 0 towards |1, n2; 3〉 such that after the operation ψ(1,n2)1 and ψ(1,n2)2 are zero.
Note that this is possible since SU(ΓC) contains all block-diagonal unitaries with blocks of
determinant one. Then we apply V1 which exchanges (up to a factor i) the vectors |0, n2; 1〉
with |1, n2; 2〉. Hence for all n2 > 0 the components ψ(0,n2) become zero, as stated.
2. For each n1 > 0 we can decrement the biggest index n2 = M with ψ
(n1,n2) 6= 0 by one.
Again, we use a two-step procedure. We apply a U ∈ SU(ΓC) such that all ψ(n1,M) are
rotated towards |n1,M ; 3〉 and all ψ(n1,M−1) towards |n1,M−1; 1〉. Applying V2 exchanges
(again up to a factor i) the vectors |n1,M ; 3〉 with |n1,M − 1; 2〉
3. We repeat this procedure until the only nonzero ψ(n1,n2) are those with n2 = 0.
4. According to table 1 the subspaces H(n1,0) with n1 > 0 are two-dimensional, while H(0,0)
is one-dimensional. This is exactly the scenario studied in the previous section. Hence we
can apply the procedure already used in the two level case with X(1,2) as the “symmetry
breaking” Hamiltonian; cf. Section 7. This maps the vector ψ eventually to |0, 0, 1〉.
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Figure 10: Action of control unitaries. As in Fig. 6, the boxes with one two or three dots stand for
the subspaces H(n1,n2), while the dots represent the basis vectors. The unitaries V1, V2 exchange
pairs of vectors as indicated by the red and blue arrows. In both cases all pairs have to be
exchanged simultaneously. The unitaries from SU(ΓC) on the other hand can act on each box
individually (but they can not leave the boxes).
We see that the “exceptional” subspaces, i.e. those with dimension one or two, need a spe-
cial treatment. Therefore the procedure is easily adapted to ΓV and ΓΛ by changing only the
treatment of these exceptions. For Γ = ΓV the exceptions arise for n1 = 0 and n2 = 0. The
difference to ΓC is that they both lead to two-dimensional subspaces (cf. table 2). Hence we can
skip step 1 and start immediately with step 2. As a result we map ψ to |0, 0; 2〉. Note that for
ΓV the vertex v0 = 2 is – as the global minimum – the reference vertex (and not v0 = 1 as for
the cascade). For Γ = ΓΛ we choose again v0 = 1 as the reference vertex and map ψ to |0, 0; 1〉.
The exceptional subspaces are now both one-dimensional; cf. table 3. Hence the case n1 > 0,
n2 = −1 needs a special treatment as well as n1 = 0, n2 ≥ 0. This is done as in step 1 above:
We use a combination of U ∈ SU(ΓΛ) and V2 to map the components ψ(n1,−1) to zero. In Step
3 we continue until only the components ψ(n1,0) are non-zero and in step 4 we take care that
ψ
(n1,0)
1 = 0 holds all the time. This restricts the procedure to the two-dimensional subspaces
spanned by |n1, 0; 2〉 and |n1; 0; 3〉. They can be treated again in the same way as a two-level
system.
9 Example 3: The ∆ configuration
1
2
3
Figure 11: The graph Γ∆.
Finally, let us have a look at the 3-graph we have excluded in
the last section: The ∆-configuration Γ∆ shown in Fig. 11. The
set of vertices is (as before) V (Γ∆) = {1, 2, 3} and the edges are
given by E+(Γ∆) = {(2, 1), (3, 2), (3, 1)} and E(Γ∆) containing in
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addition the negative edges (b, a) for (a, b) ∈ E+(Γ∆). For later
reference let us also introduce the enumeration
e1 = (2, 1), e2 = (3, 2), e3 = (3, 1). (149)
In contrast to ΓC ,ΓV and ΓΛ the graph Γ∆ is not a tree but con-
tains a cycle. This renders some of the results from the previous
section invalid.
At a first glance the differences between Γ∆ and the tree
graphs are not that visible, since the basic setups look quite sim-
ilar. For Γ∆ the system Hilbert space is H = C3 ⊗ L2(R)⊗3 rather than C3 ⊗ L2(R)⊗2. This
change in the number of tensor factors affects the definition of control Hamiltonians a bit. We
have for (α, β) ∈ E+(Γ∆)
X(α,β) =
(|α〉〈β| − |β〉〈α|)⊗ 1I⊗3, Y (α,β) = (|α〉〈α| − |β〉〈β|)⊗ 1I⊗3 (150)
and
Z(2,1) = |2〉〈1| ⊗ a∗ ⊗ 1I⊗ 1I + |1〉〈2| ⊗ a⊗ 1I⊗ 1I (151)
Z(3,2) = |3〉〈2| ⊗ 1I⊗ a∗ ⊗ 1I + |2〉〈3| ⊗ 1I⊗ a⊗ 1I (152)
Z(3,1) = |3〉〈1| ⊗ 1I⊗ 1I⊗ a∗ + |2〉〈3| ⊗ 1I⊗ 1I⊗ a (153)
With these definition the expressions for the drift Hamiltonian (129), and the control problems
with (130) and without drift (131) can be carried over from the last section without any changes.
Substantial differences arise in the structure of the path algebra A0(Γ∆). As before the task
is to determine the minimal invariant subspaces Hβ ⊂ H, and to label them in an unambiguous
way. To do this, we will use again the photon game, introduced in the previous section. The first
step is to identify the straight paths in the graph Γ∆. Hence, assume we are sitting in the vertex
1 ∈ V (Γ∆). To walk along a straight path on the graph Γ we have to decide whether we want to
move clockwise or counter-clockwise. If we choose the latter we reach vertex 2 ∈ V (Γ∆). Unless
we want to stay here, there is no choice left where to go: Since the path should be straight we
can not go back. The only option is to proceed in counter-clockwise direction to reach vertex
3. In this way we have to proceed until we reach the end of our walk. Similar reasoning applies
if our first step goes into clockwise direction; cf. Figure 12. The example shows that the set of
straight path is parametrized by three quantities: the start vertex, the direction (clockwise or
counter clockwise) and the length of the path.
Let us apply this to the photon game. We start with regular configuration b ∈ C+(Γ∆) and
rewrite it as a 4-tuple b = (b0, n1, n2, n3) with nj = b(ej); cf. Eq. (149). For simplicity also
assume that b0 = 1. The other cases are easily adapted. If n1 > 0 and n2 > 0, we can move
counter-clockwise and decrement the numbers n1, n2 while we pass the edges e1, e2. The last
number n3 is incremented since our move along e3 respect the edge’s orientation. In this way we
can perform N = minn1, n2 full cycles. After that either n1 or n2 become zero. If n1 = 0 our
walk ends at vertex 1. If n1 > 0 and n2 = 0 we end at vertex 2. If initially n3 > 0 holds we can
move in clockwise direction, too. Since e3 is passed against it orientation we have to decrement
e3 (and increment n1, n2). After n3 full cycles we end at vertex 1 with n3 = 0; cf. Fig. 12. This
simple reasoning shows that following statement holds:
Proposition 9.1 Consider a regular configuration b ∈ C+(Γ∆) and the corresponding minimal,
invariant subspace Hb of A0(Γ∆). There is exactly one c ∈ C+(Γ∆) with c0 = 1 and c(e3) = 0.
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1000 1 1
1112 0 0 0
1122 1 0 0
2
clockwise counter-clockwise
Figure 12: Playing the photon game on the graph Γ∆.
Hence, a complete, unambiguous labelling of invariant subspaces of A0(Γ∆) is given by the
rule
H(n1,n2) = Hc with c = (1, n1, n2, 0) (n1, n2) ∈ N20. (154)
The structure of the H(n1,n2) can also be deduced easily from the discussion of straight paths
given above. We just have to start with the configuration (1, n1, n2, 0) and move counter-clockwise
around the graph until n1 or n2 reach zero. This shows that the dimension of H(n1,n2) is given
by
dim
(
H(n1,n2)
)
=
{
3L+ 1 if n1 ≤ n2
3L+ 2 if n1 > n2
with L = min(n1, n2). (155)
We can also find a relabelling of the canonical basis, which is adapted to the decomposition of H
into a direct sum of the H(n1,n2). In the following we write |b0, n1, n2, n2〉 for |b〉, if b ∈ C+(Γ∆)
satisfies b(ej) = nj for j = 1, 2, 3.
|n1, n2;m, ν〉 =

|1, n1 −m,n2 −m,m〉 if ν = 1
|2, n1 −m− 1, n2 −m〉 if ν = 2
|3, n1 −m− 1, n2 −m− 1〉 if ν = 3.
(156)
To simplify notations we define |n1, n2,m, ν〉 = 0 whenever one of the quantities n1−m, n2−m,
n1−m− 1 or n2−m− 1 becomes negative. This saves us from giving precise (and cumbersome)
index ranges whenever we expand a vector in this basis.
This analysis already reveals the basic difference between Γ∆ and the tree-graphs from the
previous section: In the latter case the dimension of the Hilbert spaces H(n1,n2) is bounded by
3, while for Γ∆ it can be arbitrarily large. Note, however, that in both cases the chosen labelling
of the invariant subspaces only involves a pair (n1, n2) ∈ N20.
From here on we can proceed as in the last two sections. The Hilbert space decomposes as
H =
⊕
(n1,n2)∈N20
H(n1,n2) with projections E(n1,n2) : H → H(n1,n2) (157)
and we can define the corresponding algebra of block-diagonal operators,
A(Γ∆) = {A : DΓ∆ → DΓ∆ |A is linear and block diagonal}, (158)
where DΓ∆ is the domain we have defined in Eq. (10). A(Γ∆) becomes a Frechet space if we
equip it with the seminorms
‖A‖(n1,n2) =
∥∥∥A(n1,n2)∥∥∥ , (n1, n2) ∈ N20. (159)
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As in Eq. (116) to (120) we can define the subgroups and Lie-subalgebras U(Γ∆), SU(Γ∆), u(Γ∆),
su(Γ∆) and sl(Γ∆). With all this notations Prop. 8.4 from Section 8 carries over without any
change:
Proposition 9.2 The smallest complex Lie-subalgebra g of A(Γ∆) which contains all Y (e), Z(e),
e ∈ E+(Γ∆) and is closed in A(Γ∆) is sl(Γ∆).
The proof is done in the same way as in Prop. 8.4: We embed three copies of A(K2) into
A(Γ∆) and calculate commutators of overlapping operators. The details can be found in [36].
From Prop. 9.2 we immediately get the following corollary:
Corollary 9.3 A0(Γ∆) is dense in A(Γ∆).
The only thing left is the state preparation. At a first glance we expect big differences to the
tree graphs in the last section. A little bit surprisingly, however, we can proceed almost without
any change. Compared to the treatment of the cascade ΓC only one extra step is needed. Let us
first adopt the notations from Sect. 8. As in Eq. (145) we decompose ψ ∈ H as
ψ =
∑
(n1,n2)∈N20
ψ(n1,n2) with ψ(n1,n2) = E(n1,n2)ψ (160)
The vectors ψ(n1,n2) can decomposed into the basis |n1, n2;m, ν〉 as
ψ(n1,n2) =
L∑
m=0
3∑
ν=1
ψn1,n2m,ν |n1, n2;m, ν〉, with L = min(n1, n2). (161)
The only difference to Sect. 8 is the additional parameter m. Also recall the remark about index
ranges from above: the |n1, n2;L, ν〉 are zero, whenever they can not be mapped to a regular
configuration via Eq. (156). Now we choose N,M ∈ N, define the cut-off vector ψ[N,M ] as in Eq.
(147) and assume ψ = ψ[N,M ].
Now, the task is to map ψ to the ground state |0, 0; 0, 0〉 by applying untiaries from SU(Γ∆)
and
V1 = exp
(pi
2
X(1,2)
)
= iX(1,2) V2 = exp
(pi
2
X(2,3)
)
= iX(2,3); (162)
cf. Eq. (148). To do this note first that dim(H(0,n1)) = 1 and dim(H(n1,0)) = 2 as for the
cascade ΓC . The only difference is that the generic Hilbert spaces H(n1,n2) are all exactly three-
dimensional for ΓC , while they are at least four-dimensional (and becoming arbitrarily large) for
Γ∆. Hence if we choose in the first step a unitary U ∈ SU(Γ∆) with
E(n1,n2)Uψ ∈ span{|n1, n2; 0, j〉 | j = 1, 2, 3} for n1 > 0, n2 > 0 (163)
we are exactly in the same situation we have discussed in Sect. 8. Therefore we can proceed with
the procedure presented for ΓC .
To summarize our discussion, we can conclude that main difference between Γ∆ and the tree
graphs ΓC , ΓV and ΓΛ arise in the treatment of the invariant subspaces Hb, b ∈ C+(Γ#). The
most obvious distinction is the behavior of the dimensions of the Hb. For the tree graphs they are
bounded from above by three, while in the case of Γ∆ they grow indefinitely. A more subtle point
is the method we have used to find a labelling for the Hb. The discussion from the last section is
applicable to arbitrary tree graphs. The scheme developed in this section, however, does not allow
an obvious generalization to graphs with more than one cycle. If such a generalization would be
available, the reasoning from the last two sections would be available for arbitrary graphs. In
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particular a general formula for the dimension could answer the question whether there are two
inequivalent graphs with equivalent path algebras. Our conjecture is that this is not the case.
From a more practical point of view the model based on the delta configuration has an
advantage in efficiency. We can treat three modes (rather than two) with the same number of
levels (three), and we have full controllability over Hilbert spaces of arbitrary high dimension
(the H(n2,n2)) by only manipulating relative phases of the atom and using the natural drift of
the system.
10 Outlook
We have studied a d-level atom interacting with the light field in a cavity via Hamiltonian (14),
and shown that the overall system consisting of atom and field is strongly controllable, if the
internal degrees of freedom of the atom can be adequately manipulated. The latter means (as a
minimal setup) that we can switch the controls X(e), Y (e) for all edges e in a spanning tree of
Γ individually on and off; cf. Lemma 6.2. This is already a very useful result since it opens lots
of new possibilities to manipulate electromagnetic radiation in experiments with light or micro
waves. We have, however, gained lots of additional insights into the structure of the control
problem at hand.
The most important object in this context is the extended path algebra A(Γ) introduced
in Section 3. It is an important part of the controllability proof which allows us to use Lie-
algebraic methods at least for a subfamily of control Hamiltonian. As such it takes the role of
the symmetry arguments used in [19] to solve the two-level case. The latter is also true, if we
look at the state preparation tasks for three level systems in Sections 8 and 9. With a clever
combination of symmetry breaking and respecting unitaries we can (approximately) prepare any
state of the overall system. The procedure can be generalized easily to any tree graph, while
graphs containing cycles are more tricky any require a more detailed study.
The developed scheme can be useful in the framework of optimal control. A common strategy
to handle infinite dimensional control problems like the one we are discussing, is to cut the
Hilbert space off at, e.g., finite photon numbers. In our case, however, this still would imply
that the dimension of the Hilbert space under consideration grows exponentially with the cut-off
parameter. To prepare an arbitrary state of the overall system (approximately) from the ground
state, we can, however, use the method from Sections 8 and 9 (and generalizations thereof) and
then we only have to find the control functions for unitaries in the path algebra (the “symmetry
breaking” unitaries are just given by applying particularly chosen control Hamiltonians for a
certain amount of time). Cutting of A(Γ) at an invariant subspace H(n1,...,nd) (cf. Eq. (136))
only leads to a polynomial growth of dimension as a function of (n1, . . . , nd).
Another interesting aspect of A(Γ) concerns its relation to the structure of the graph Γ. It
is clear that A(Γ) contains information about Γ, but how much? For graphs with two or three
vertices our analysis has shown that the algebras are isomorphic iff the graphs are equivalent. It
is an interesting question whether this observation stays true for arbitrary graphs.
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