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Brains are spatially embedded networks whose architecture has been shaped by physical and
biochemical constraints throughout evolution. While these networks provide global connectivity
and sustain the broad spectrum of the functions of the brain, the underlying routing strategies
for communication between the different areas and their control remain to be elucidated. Here,
we investigate the flow of information in connectomes of several species using greedy routing as
a distributed navigation protocol. In Euclidean space, in which brains have evolved, our results
unveil that the navigability of brains vary highly across species. On the one hand, this result
may suggest that the more evolved an organism is, the more the structure of the connectome is
encoded in the spatial organization of the brain. On the other hand, conclusions obtained using
coarse-grained connectomes, where nodes correspond to areas instead of individual neurones, may
not apply to connectomes obtained at the microscopic, neuronal level. Moreover, we prove that
the effective geometry of the brain is better described as hyperbolic rather than Euclidean. This
indicates that other factors besides degrees and Euclidean distance play a significant role in the
existence of connections. On a more practical perspective, hyperbolic embeddings offer a universal
and meaningful representations to compare brain networks across species on an equal footing.
INTRODUCTION
The human brain is arguably one of the most com-
plex system known to humankind and understanding its
inner workings is one of the great scientific challenges
of the 21st century [1]. Since the seminal contribution
of Santiago Ramo´n y Cajal in the late 19th century re-
vealing that brains are at their core networks of discrete
individual cells [2], many efforts have been devoted to
uncover the role of the structure and the dynamics of
these neural networks in the emergence of cognitive func-
tions [3–6]. While a substantial body of work has been
produced over the past century [7–9], the full concep-
tual grasp of the brain’s networked architecture has only
become within reach since the development of Network
Science, leading to the creation of the so-called Connec-
tomics sub-discipline [10, 11].
Current neuroimaging technologies combined with new
analysis techniques now allow for the systematic extrac-
tion of high-resolution neuronal connectivity data in a
realistic time [12, 13]. This implies that an increasing
number of structural brain networks, or connectomes,
are available to the scientific community. It has been
observed that connectomes share universal topological
properties with other networked complex systems. For
instance, brains are small-world [14] and modular [15],
their distribution of connections is heavy-tailed [16], and
their most connected nodes form a rich-club [17]. In-
terestingly, some available connectivity data also pro-
vide spatial information about the location of the somas
and/or of the synapses. This opens the possibility to
investigate the tripartite relationship between the topol-
ogy of the brain, its dynamics (i.e., cognition) and the
physical space in which it is embedded. While it has
been shown that Euclidean distances have a role in the
organization of connectomes [18, 19], a central aspect of
this relationship, the routing strategies associated with
the control of paths of information, has yet to be eluci-
dated [20–22].
In this paper, we study the extent to which the topol-
ogy of connectomes is congruent with the spatial posi-
tions of the nodes in an embedding space. To do so,
we consider connectomes from various species and quan-
tify the aforementioned congruency using the efficiency
of greedy routing (GR) as a distributed navigation pro-
tocol [23, 24]. Despite the small number of species for
which datasets with spatial information are available, our
results unveil a high variability between the connectomes
in Euclidean space. We also explore the idea of effective
distance, which assumes that factors other than physi-
cal distance influence the existence of connections. On
the one hand, we show that topologically-corrected Eu-
clidean distances proposed for human functional brain
networks do not apply to structural brain networks. On
the other hand, we show that the navigability of connec-
tomes is drastically increased when using maps in hyper-
bolic space [24], where distances encode unknown factors
affecting the likelihood of connections by capturing their
effect in the network topology. Our results therefore sup-
port the proposition that hyperbolic embeddings offer a
natural and meaningful representation to visualize and
compare connectomes within and across species on an
equal foot.
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2FIG. 1. Illustration of a successful greedy path on a network
embedded in the 2D-plane. The corresponding topological
and geometrical stretches are respectively 4/3 and approxi-
matively 0.91, thus illustrating how geometrical stretch can
be lower than 1. Notice that the shortest and the greedy paths
would coincide if the role of the source and of the target were
exchanged.
RESULTS
Greedy routing is a conceptually simple navigation
protocol in which a source node of a network in an em-
bedding space passes a message along to its neighbor that
is the closest in terms of geometric distance to a target
node [23]. The neighbor holding the packet repeats the
process until the message either reaches the target (suc-
cess) or gets stuck in a loop (failure). Most importantly,
GR is more likely to succeed if the shortest path between
two nodes is congruent with the path of minimal geo-
metric distance in the underlying space (i.e. the geodesic
path, which generalizes the notion of “straight line” to
curved space), thus motivating the use of the success rate
to quantify the congruency between a network topology
and its embedding space [25]. Note that greedy paths
do not necessarily follow the shortest path between two
nodes.
The success rate of GR is computed as the fraction of
successful greedy paths when considering every ordered
source/target pair of nodes belonging to the connected
components of a network. Additionally, greedy paths
can be further characterized by their stretch, defined as
the length of the greedy path divided by the length of
the corresponding shortest path. The length of a path
can be measured in terms of the number of links, or hops
(i.e., topological distance), or in terms of the sum of the
geodesic distance between consecutive nodes on the path
(i.e., geometrical distance). Note that, contrary to its
topological counterpart, the geometrical stretch can take
values lower than 1. Figure 1 illustrates the various con-
cepts related to GR used in this paper.
Navigation in Euclidean space
We quantified the efficiency of greedy routing in Eu-
clidean space (GRE) for 9 real structural connectomes
for which the physical positions of the nodes were avail-
able. The datasets cover several species and corre-
spond to structural connectomes at the microscopic or
synaptic level (C. Elegans [26, 27], Drosophila [28],
Zebra Finch [13] and Mouse [29]), and at the meso-
/macroscopic level (Mouse [30], Macaque [31] and Hu-
man [32, 33]). See Table I and Methods for details about
the datasets. Figure 2(a) displays a visualization of one
of the connectomes. As expected, see Figs. 2(b) and 2(c),
Euclidean distance is one of the determinants of link for-
mation in all of them. Figures 2(d) and 2(e) show the
success and stretch of GRE. The networks have been or-
dered according to the volume occupied by the connec-
tome (some datasets, like ZebraFinch1, only correspond
to a part of the whole brain). Besides the absolute value
of the success rate, Fig. 2(d) also shows the value of the
“excess” success rate which discards the probability to
succeed by sheer luck (see caption for details). Although
the number of available connectomes is small, an interest-
ing trend is observed: the larger the connectome (or the
more “evolved”[34]), the more congruent it is with its Eu-
clidean embedding space, and therefore the more efficient
is the information flow. The only outlier is Macaque1
but it is a rather atypical connectome: its high density
of links and small number of nodes artificially boost the
likelihood for greedy routing to succeed by chance (see
Table I). A higher resolution dataset would arguably con-
firm this hypothesis. Notice that in all cases the stretch
remains very low, see Fig. 2(e).
The variability of the success rate shown on Fig. 2(d)
also suggests that data resolution may have a role in the
navigability properties of connectomes. As summarized
in Table I, the first four datasets on the left on Fig. 2(d)
as well as Mouse2 are connectomes in which nodes cor-
respond to neurones whereas nodes in the other ones
correspond to mesoscopic coarse-grained areas including
up to several millions individual neurones. Our results
therefore may imply that while coarse-grained positions
may reflect the large scale topological organization of the
brain, maps at the level of neurones can encode topolog-
ical information at multiple scales (the high success rate
of Mouse2 could be boosted by its unusual large average
degree).
Navigation in topologically-corrected Euclidean
space
It is expected that other factors beyond the Euclidean
distance will affect the outcome of greedy routing in
brains. In fact, it has been shown that many fundamental
topological features of human functional brain networks
can be reproduced by setting the probability of connec-
tion proportional to
(kikj)
1.81
d5.37ij
or
k3.17ij
d2.63ij
where dij denotes the Euclidean distance between nodes
i and j, kikj is the product of their respective degree,
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FIG. 2. (a) Spatial distribution of the nodes in the Human1 connectome in its natural Euclidean embedding. Nodes and
links belonging to the two different hemispheres are shown in blue and red; links connecting nodes in different hemispheres are
shown in gray. (b)–(c) Fraction of node pairs that are connected as a function of the distance between them. (d) Success rate
of the greedy routing protocol obtained for connectomes for which the spatial positions of nodes are available (blue squares).
The ordering of the connectomes from left to right roughly follows the increasing physical volume they occupy. Also shown is
the “excess” success rate (red circles) defined as the difference between the success rate obtained with the original connectome
and its random counterpart for which the node positions were randomly interchanged (green triangles). 100 randomly shuffled
samples were used for each connectome. (e) Average stretch of the greedy paths in each connectome with the error bars showing
the 10% and 90% percentiles.
and kij corresponds to their number of common neigh-
bors [19]. In both cases, the topological quantities act
as characteristic lengths distorting the Euclidean space
such that some pairs of nodes can be effectively closer
than they are in Euclidean space. In the first case, high
degree nodes tend to be closer and thus more likely to be
connected whereas, in the second, nodes with many com-
mon neighbors are considered closer. Note that a high
number of common neighbors is generally seen as a signa-
ture of closeness in hidden metric space frameworks [35].
Assuming that the probabilities of connection pro-
posed by Ref. [19] are monotonic decreasing functions
of the effective distance in these topologically-corrected
Euclidean spaces, they can be used to estimate how close
nodes are and, more importantly for GR, which neighbor
is the closest to a given target. Figure 3 shows the results
obtained with these topologically corrected distances for
the 9 connectome used in Fig. 2. The fact that the suc-
cess rate when positions of nodes are shuffled is almost
identical to (and sometime greater than) the one using
the original positions suggests that the topological term
dominates the calibration of the effective distances such
that the modulation due to the physical Euclidean dis-
tance becomes marginal. In fact, in the case of Fig. 3(b),
the real Euclidean distances become totally superfluous.
The only exceptions are the connectomes Human1 and
Human2 on Fig. 3(a), which does not come at a surprise
given that these topological corrections have been de-
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FIG. 3. Success rate of greedy routing on the same connectomes as on Fig. 2(d) but where the effective distances are taken
to be inversely proportional to the probability of connection proposed in Ref. [19]. (a) Denoting dij , ki, and kj the Euclidean
distance between nodes i and j as well as their respective degree, the effective distance is proportional to d5.37ij (kikj)
−1.81.
(b) Now denoting the number of common neighbors shared by nodes i and j by kij , the effective distance is proportional to
d2.63ij k
−3.17
ij . The same calculations obtained using the average distances between each pair of nodes when the positions are
shuffled, as described in the caption of Fig. 2, are also shown (green circles). The success rates shown on Fig. 2(d) obtained
using Euclidean distances have been reproduced for comparison.
signed using human functional brain networks. That be-
ing said, even if their use marginally increase the success
rate obtained on Fig. 2(d) using the Euclidean distances
only, the topological corrections proposed in Ref. [19] do
not appear sufficient to obtain a geometrical representa-
tion of brains across species in which the structure of the
connectomes is fully encoded in the distances between
the nodes.
Navigation in hyperbolic maps
We further explore the idea of effective distance in con-
nectomes using the framework of networks embedded in
hyperbolic space [36, 37]. In this approach, real complex
networks are embedded in a hyperbolic space, in which
the distance between nodes—an abstract measure bal-
ancing their similarity and popularity—determine their
likelihood of being connected. Besides offering a geo-
metric interpretation of the complex features observed in
real networks [37–41], geometric maps provide the recipe
for sustainable routing protocols for the Internet [24],
shed light on the hierarchical organization of biochemi-
cal pathways in cells [42] and in protein interactions [43],
and allow a rich characterization of the evolution of in-
ternational trade over fourteen decades [44].
We embedded a large number of connectomes in hy-
perbolic space, covering many more species than in the
previous sections, using the procedure briefly described
in Methods. Basically, our embedding technique finds
the coordinates (r, θ) in the hyperbolic plane that max-
imize the likelihood that the model generates a given
network structure. Doing so, we obtained a geometri-
cal representation of each of these connectomes without
a prior knowledge of the physical positions of the nodes
in Euclidean space. Figure 4(a) shows the hyperbolic
map obtained for the connectome shown at Fig. 2(a).
Notice how the embedding captures the global organi-
zation of the original connectome: nodes in each hemi-
sphere tend to stay together. Most importantly, notice
that the two hemispheres on Fig. 2(a) are not discon-
nected (about 11% of links connect nodes in different
hemispheres) which is reflected on Fig. 4(a) by the over-
lap of some regions of the two hemispheres.
Figure 4(c) shows that the success rate of greedy rout-
ing in the hyperbolic plane (GRH) becomes very close
to 100% for every considered connectome. Moreover,
Fig. 4(d) shows that the greedy paths are very close
to their respective shortest paths with average stretches
that never exceed 1.2, and less dispersion than in Eu-
clidean space. These striking results imply that the in-
ferred coordinates encode significant information on the
structure of the connectomes.
The almost perfect success rates shown on Fig. 4(c)
for GRH therefore suggest a deep, nontrivial relation be-
tween the connection probability given by Eq. (1) and
the structure of the connectomes. Although the Eu-
clidean distances do encode structural information (see
Figs. 2(c)–(d) and Ref. [18, 19]), Fig. 2(d) shows that this
information is not complete and varies from one species
to another. Additionally, while the degrees of nodes play
an important role in Eq. (1) via the masses of nodes
(or equivalently their radial position), Fig. 3 shows that
such information is not sufficient to obtain a geometri-
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FIG. 4. (a) The connectome Human1 embedded in the hyperbolic disk with the same coloring scheme as on Fig. 2(a). See
Methods for details on this representation. (b) Distances between nodes in Euclidean space compared to the distance between
the same nodes in the hyperbolic embedding. Distances have been rescaled to facilitate their presentation. (c) Success rate
of the greedy routing protocol for the hyperbolic embeddings of several connectomes. The success rates shown on Fig. 2(d)
obtained using Euclidean distances have been reproduced for comparison. (d) Average stretch of the greedy paths in each
connectome with the error bars showing the 10% and 90% percentiles.
cal representation where the structure is fully reflected
in the coordinates of nodes for all species. Interestingly,
Fig. 4(c) indicates that the remaining quantity—the an-
gular separation ∆θ in Eq. (1) coined as a measure of
similarity of nodes [41]—is able to fill the gap and com-
pensate for missing information. Altogether these results
suggest 1) that other factors are at play in the existence
of connections and should not be ignored, and 2) that the
hyperbolic distance as obtained via our embedding pro-
cedure offers a meaningful effective distance taking into
account these unknown factors. Indeed, Fig. 4(b) shows
that Euclidean and hyperbolic distances tend to be cor-
related, but the striking difference between the success
rates of GRE and GRH implies that distances in hyper-
bolic space are not a mere translation of the distances
in Euclidean space. As a corollary, the geometrical rep-
resentation in hyperbolic space as in Fig. 4(a) offers a
meaningful way to visualize and compare connectomes.
DISCUSSION
Many real complex networks are naturally embedded
in a physical space that shapes their structure and orga-
nization. Recent developments in neuroimaging technol-
ogy have led to many connectivity datasets of brains—or
connectomes—to now be available to scientific commu-
nity. Using the success rate of GR as a proxy, we inves-
tigated how much does knowing where nodes are inform
us on how they are connected to one another and, con-
sequently, to what extent does the positions of the nodes
encode the topology of the connectomes.
We showed that the natural Euclidean space in which
brains are embedded encodes limited information with
respect to the topology of connectomes. We showed that
the success of GRE varies from one species to another,
but the stretch remains always low, meaning that the in-
creased efficiency of the routing in more “evolved” brains
is not due to shortened greedy paths but to GR being able
to find more of them. Consequently, the more “evolved”
an organism is, the more congruent are the connections
with the Euclidean space in which the connectome is em-
6bedded and the more distance matters in establishing
connections. On the other hand, the fact that the vari-
ability of the success rate may be correlated with the res-
olution of the connectomes themselves hints that while
coarse-grained positions may reflect the global topologi-
cal organization of the brain, maps at the level of neu-
rones could encode topological information at multiple
scales. These hypotheses, however, are formulated based
on a limited number of connectomes for which spatial
positions are available, and their validation will require
larger and more standardized connectomes. Also, given
that the spatial positions are known at the first stages of
the data extraction process (i.e., the images usually con-
tain spatial information), we therefore advocate for them
to be made available alongside the connectivity data. Do-
ing so would encourage the scientific community to fur-
ther investigate the interplay between connectomes and
their spatial embedding.
We also explored the idea of effective distance which
combines Euclidean distances with local tolopological
properties of the nodes. Although some of the defini-
tions proposed in the literature in the context of human
functional brain networks [19] do perform better than the
Euclidean distance alone, neither of them succeed in pro-
viding distances that encode sufficiently the topology of
the human and non-human structural connectomes con-
sidered in this study.
In contrast, we showed that hyperbolic embeddings, in
which the hyperbolic distance between brain regions is
determined by a specific combination of degrees and sim-
ilarity distance, offer a complementary and meaningful
geometrical representation of connectomes for which the
physical positions of nodes need not be known. Just as it
had been shown in the context of international trade [44],
distances in the hyperbolic embedding of connectomes
encode much more information than the ones in the “nat-
ural” Euclidean embedding, and our results suggest that
this representation could be leveraged to better under-
stand the organizing principles of the brain.
This study puts forward an interesting new path to fur-
ther explore the synergy between Neuroscience and Net-
work Science to better understand the inner workings of
the brain. Given the small number of available connec-
tomes that could be used and their non-uniformity (dif-
ferent experimental extraction techniques, different defi-
nitions of what constitutes a node), we advocate for the
development of more systematic procedures to extract
connectomes and, critically, for the publication of spatial
coordinates alongside connectivity data. Future datasets
will allow to refine the scope of our conclusions and, ul-
timately, lead to our understanding of the interplay be-
tween the organization of the brain and its embedding
space.
Finally, convergent evidence indicates that non-human
animals have the neuroanatomical, neurochemical, and
neurophysiological substrates of conscious states along
with the capacity to exhibit intentional behaviors [45].
Studying human and non-human connectomes on an
equal footing as done in the present study could there-
fore allow to identify the unifying principles behind the
emergence of cognition, while potentially unveiling at the
same time the differences that make, or not, human cog-
nition unique.
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MATERIALS AND METHODS
Description of connectome datasets
Table I summarizes and details the various connectome
datasets used in this paper. Most of them are datasets
publicly available from websites like icon.colorado.edu
or openconnecto.me, while others were generously
shared with us by the authors of the original papers. Note
that we considered the undirected and unweighted ver-
sion of each connectome as a common ground for compar-
ison (some connectomes were originally directed and/or
weighted). Our conclusions are nevertheless qualitatively
robust to ignoring the direction of the links. We dis-
carded taking weights into account because their defini-
tion, when weights were available, varied too much from
one dataset to another to allow insightful and comparable
results.
Hyperbolic embeddings
To understand the basics of this framework, let us con-
sider first the S1 model [36], in which N nodes are placed
in a simple metric space consisting in a circle of radius
N/2pi (density equals 1). Each of the N nodes gets first
assigned a uniform random angular position, θ, and a
mass, κ, proportional to its expected degree. Every pair
of nodes i and j is then connected with probability
pij =
1
1 +
(
N∆θij
2piµκiκj
)β , (1)
where ∆θij is the minimal angular separation between
the two nodes, and where µ and β are free parameters
fixing the expected average degree and clustering coef-
ficient, respectively. From Eq. (1), we see that nodes
7TABLE I. Overview of the different datasets. For each connectome, the definition of nodes, the zone of the brain covered as
well as whether geometrical information (i.e., positions) is available is indicated. The number of nodes (N), the number of links
(L), the density of links (ρ = 2L/N(N −1)), its average degree (〈k〉 = 2L/N), the assortativity coefficient (r), the average local
clustering coefficient (c¯) and the modularity as obtained from Infomap (Q1) [46] and from multi-level modularity optimization
(Q2) [47] are also given.
Name Node Zone Pos. N L ρ 〈k〉 r c¯ Q1 Q2 Ref.
C. Elegans cell nervous system yes 279 2287 0.060 16.4 -0.09 0.34 0.38 0.40 [26, 27]
Cat1 area cortex no 65 730 0.351 22.5 -0.03 0.66 0.00 0.27 [48, 49]
Cat2 area cortex and thalamus no 95 1170 0.262 24.6 -0.09 0.62 0.00 0.30 [50]
Cat3 area cortex no 52 515 0.388 19.8 -0.04 0.66 0.00 0.26 [50]
Drosophila1 cell optic medulla yes 350 2887 0.047 16.5 -0.02 0.24 0.13 0.33 [28]
Drosophila2 cell optic medulla yes 1781 8911 0.006 10.0 -0.09 0.26 0.36 0.41 [28]
Macaque1 area cortex yes 94 1515 0.347 32.2 -0.15 0.77 0.35 0.36 [31]
Macaque2 area cortex no 71 438 0.176 12.3 0.09 0.50 0.39 0.39 [51]
Macaque3 area cortex no 242 3054 0.105 25.2 -0.05 0.45 0.35 0.37 [52]
Mouse1 area whole brain yes 213 2969 0.132 27.9 -0.05 0.45 0.37 0.39 [30]
Mouse2 cell retina yes 916 77585 0.185 169.4 -0.18 0.60 0.00 0.23 [29]
Mouse3 cell retina no 1076 90811 0.157 168.8 -0.20 0.59 0.00 0.24 [29]
Human1 area cortex (2 hemishperes) yes 989 17865 0.037 36.1 0.29 0.47 0.59 0.58 [32, 33]
Human2 area cortex (1 hemisphere) yes 501 6038 0.048 24.1 0.15 0.54 0.61 0.62 [32, 33]
Human4 area whole brain no 110 966 0.161 17.6 0.20 0.61 0.37 0.39 [12]
Human3 area whole brain no 116 1165 0.175 20.1 0.27 0.63 0.38 0.41 [12]
Rat1 area nervous system no 503 23030 0.182 91.6 -0.73 0.89 0.00 0.10 [53]
Rat2 area nervous system no 502 24647 0.196 98.2 -0.74 0.89 0.00 0.09 [53]
Rat2 area nervous system no 493 25979 0.214 105.4 -0.70 0.88 0.00 0.12 [53]
ZebraFinch1 cell basal-ganglia (Area X) yes 582 2210 0.013 7.6 -0.16 0.04 0.25 0.31 [13]
ZebraFinch2 cell basal-ganglia (Area X) no 610 15342 0.083 50.3 -0.26 0.11 0.00 0.15 [13]
in this model are more likely to be connected if they are
close—except for high-degree nodes which are likely to be
connected regardless of their angular separation—which
implies a non-vanishing clustering coefficient in the limit
N → ∞. This is due to the triangle inequality of the
embedding metric space stating that if nodes A and B
are both close to node C, then A and B must be close
as well. Note that other functions could be considered
instead of Eq. (1) as long as they are a function of the
ratio
∆θij
κiκj
to ensure that the expected degree of nodes in
the network ensemble is proportional to their mass.
This model has a purely geometrical formulation in the
hyperbolic disk, theH2 model, in which the probability of
connection only depends on the distance between nodes.
In this isomorphic representation, nodes keep the same
angular position, θ, but are now assigned a radial position
that is a function of their mass
r = R− 2 ln
(
κ
κmin
)
, (2)
where
R = 2 ln
(
N
piµκ2min
)
(3)
is the radius of the hyperbolic disk, and κmin is the value
of the smallest mass. Under this transformation, nodes
with large expected degrees are located close to the cen-
ter while low-degree ones are near the periphery of the
hyperbolic disk. The probability of connection, Eq. (1),
then becomes
pij =
1
1 + e
β
2 (xij−R)
, (4)
which now only depends on xij = ri + rj + 2 ln (∆θij/2),
a very good approximation of the length of geodesics in
the hyperbolic disk (the exact value is obtained via the
hyperbolic law of cosines).
The parameters µ and β alongside the sequence of
masses {κi} (or equivalently the sequence of radii {ri})
define a ensemble of random networks with a given ex-
pected degree sequence and average coefficient of cluster-
ing, of which individual instances can be easily generated.
But it can also be used the other way around. Indeed,
it is possible to infer the position (ri, θi) of each node
i of a given network structure in the hyperbolic plane
[or equivalently the pair (κi, θi) on the circle] such that
the model generates surrogates of that network structure
with high probability. More precisely, in its most basic
formulation, the procedure roughly consists in finding the
8positions maximizing [24]
L =
∏
i<j
[pij ]
aij [1− pij ]1−aij , (5)
where {aij} are the entries of the adjacency matrix of
the original network (aij = aji = 1 if nodes i and j
are connected, aij = aji = 0 otherwise), using a stan-
dard Metropolis-Hastings algorithm. The details of the
actual procedure used to obtain the embeddings for this
paper will be the subject of an upcoming publication;
meanwhile the interested reader is referred to Ref. [24]
for further details.
[1] A. P. Alivisatos, M. Chun, G. M. Church, R. J.
Greenspan, M. L. Roukes, and R. Yuste, “The Brain
Activity Map Project and the Challenge of Functional
Connectomics,” Neuron 74, 970–974 (2012).
[2] Textura del Sistema Nervioso del Hombre y los Vertebra-
dos (1899-1904), was made available to the international
scientific community in its French translation, Histolo-
gie du Syste`me Nerveux de l’Homme et des Verte´bre´s,
(translated by L. Azoulay, published in 1909-1911 by A.
Maloine, Paris; the English translation of the French ver-
sion, by N. and L.W. Swanson, was published in 1995 by
Oxford University Press.
[3] S. L. Bressler and V. Menon, “Large-scale brain networks
in cognition: Emerging methods and principles,” Trends
Cogn. Sci. 14, 277–290 (2010).
[4] G. Deco and M. L. Kringelbach, “Great Expectations:
Using Whole-Brain Computational Connectomics for
Understanding Neuropsychiatric Disorders,” Neuron 84,
892–905 (2014).
[5] C. J. Honey, R. Ko¨tter, M. Breakspear, and O. Sporns,
“Network structure of cerebral cortex shapes functional
connectivity on multiple time scales.” Proc. Natl. Acad.
Sci. USA 104, 10240–10245 (2007).
[6] A. R. Mcintosh, “Mapping Cognition to the Brain
Through Neural Interactions,” Memory 7, 523–548
(1999).
[7] M. F. Bear, B. W. Conners, and M. A. Paradiso, Neu-
roscience: Exploring the Brain, 4th ed. (Wolters Kluwer,
2015) p. 1008.
[8] M. Gazzaniga, R. B. Ivry, and G. R. Mangun, Cognitive
Neuroscience: The Biology of the Mind, 4th ed. (W. W.
Norton & Company, 2013) p. 752.
[9] E. R. Kandel, J. H. Schwartz, T. M. Jessel, S. A. Siegel-
baum, and A. J. Hudspeth, Principles of Neural Science,
5th ed. (McGraw-Hill, 2012) p. 1760.
[10] P. Hagmann, From Diffusion MRI to Brain Connec-
tomics, Ph.D. thesis, Ecole Polytechnique de Lausanne
(2005).
[11] O. Sporns, G. Tononi, and R. Ko¨tter, “The Human Con-
nectome: A Structural Description of the Human Brain,”
PLoS Comput. Biol. 1, e42 (2005).
[12] W. R. Gray Roncal, Z. H. Koterba, D. Mhembere, D. M.
Kleissas, J. T. Vogelstein, R. Burns, A. R. Bowles, D. K.
Donavos, S. Ryman, R. E. Jung, L. Wu, V. Calhoun, and
R. J. Vogelstein, “MIGRAINE: MRI Graph Reliability
Analysis and Inference for Connectomics,” in 2013 IEEE
Glob. Conf. Signal Inf. Process. (IEEE, 2013) pp. 313–
316.
[13] S. N. Dorkenwald, P. J. Schubert, M. F. Killinger, G. Ur-
ban, S. Mikula, F. Svara, and J. Kornfeld, “Automated
synaptic connectivity inference for volume electron mi-
croscopy,” Nat. Methods 14, 435–442 (2017).
[14] D. J. Watts and S. H. Strogatz, “Collective dynamics of
’small-world’ networks,” Nature 393, 440–442 (1998).
[15] D. Meunier, R. Lambiotte, and E. T. Bullmore, “Mod-
ular and Hierarchically Modular Organization of Brain
Networks,” Front. Neurosci. 4, 200 (2010).
[16] S. Achard, R. Salvador, B. Whitcher, J. Suckling, and
E. T. Bullmore, “A Resilient, Low-Frequency, Small-
World Human Brain Functional Network with Highly
Connected Association Cortical Hubs,” J. Neurosci. 26,
63–72 (2006).
[17] M. P. van den Heuvel and O. Sporns, “Rich-club or-
ganization of the human connectome.” J. Neurosci. 31,
15775–15786 (2011).
[18] M. Kaiser and C. C. Hilgetag, “Modelling the develop-
ment of cortical systems networks,” Neurocomputing 58-
60, 297–302 (2004).
[19] P. E. Vertes, A. F. Alexander-Bloch, N. Gogtay, J. N.
Giedd, J. L. Rapoport, and E. T. Bullmore, “Simple
models of human brain functional networks,” Proc. Natl.
Acad. Sci. USA 109, 5868–5873 (2012).
[20] D. J. Graham, “Routing in the brain,” Front. Comput.
Neurosci. 8, 44 (2014).
[21] B. Miˇsic´, O. Sporns, and A. R. McIntosh, “Commu-
nication Efficiency and Congestion of Signal Traffic in
Large-Scale Brain Networks,” PLoS Comput. Biol. 10,
e1003427 (2014).
[22] A. Avena-Koenigsberger, B. Misic, and O. Sporns,
“Communication dynamics in complex brain networks,”
Nat. Rev. Neurosci. 19, 17–33 (2017).
[23] J. M. Kleinberg, “Complex networks and decentralized
search algorithms,” in Proc. Int. Congr. Math., Vol. 3
(2006) pp. 1019–1044.
[24] M. Bogun˜a´, F. Papadopoulos, and D. Krioukov, “Sus-
taining the Internet with hyperbolic mapping.” Nat.
Commun. 1, 62 (2010).
[25] M. Bogun˜a´, D. Krioukov, and K. C. Claffy, “Navigability
of complex networks,” Nature Phys. 5, 74–80 (2009).
[26] Y.-Y. Ahn, H. Jeong, and B. J. Kim, “Wiring cost in the
organization of a biological neuronal network,” Physica
A 367, 531–537 (2006).
[27] L. R. Varshney, B. L. Chen, E. Paniagua, D. H. Hall,
and D. B. Chklovskii, “Structural Properties of the
Caenorhabditis elegans Neuronal Network,” PLoS Com-
put. Biol. 7, e1001066 (2011).
[28] S.-Y. Takemura, A. Bharioke, Z. Lu, A. Nern, S. Vita-
ladevuni, P. K. Rivlin, W. T. Katz, D. J. Olbris, S. M.
Plaza, P. Winston, T. Zhao, J. A. Horne, R. D. Fet-
ter, S. Takemura, K. Blazek, L.-A. Chang, O. Ogundeyi,
M. A. Saunders, V. Shapiro, C. Sigmund, G. M. Ru-
bin, L. K. Scheffer, I. A. Meinertzhagen, and D. B.
Chklovskii, “A visual motion detection circuit sug-
gested by Drosophila connectomics,” Nature 500, 175–
9181 (2013).
[29] M. Helmstaedter, Kevin L. Briggman, Srinivas C.
Turaga, V. Jain, H. S. Seung, and Winfried Denk, “Con-
nectomic reconstruction of the inner plexiform layer in
the mouse retina,” Nature 500, 168–174 (2013).
[30] S. W. Oh, J. A. Harris, L. Ng, B. Winslow, N. Cain,
S. Mihalas, Q. Wang, C. Lau, L. Kuan, A.M. Henry,
M. T. Mortrud, B. Ouellette, T. N. Nguyen, S. A.
Sorensen, C. R. Slaughterbeck, W. Wakeman, Y. Li,
D. Feng, A. Ho, E. Nicholas, K. E. Hirokawa, P. Bohn,
K. M. Joines, H. Peng, M. J. Hawrylycz, J. W. Phillips,
J. G. Hohmann, P. Wohnoutka, C. R. Gerfen, C. Koch,
A. Bernard, C. Dang, A. R. Jones, and H. Zeng, “A
mesoscale connectome of the mouse brain,” Nature 508,
207–214 (2014).
[31] M. Kaiser and C. C. Hilgetag, “Nonoptimal Component
Placement, but Short Processing Paths, due to Long-
Distance Projections in Neural Systems,” PLoS Comput.
Biol. 2, e95 (2006).
[32] A. Avena-Koenigsberger, J. Goni, R. F. Betzel, M. P.
van den Heuvel, A. Griffa, P. Hagmann, J.-P. Thiran,
and O. Sporns, “Using Pareto optimality to explore the
topology and dynamics of the human connectome,” Phi-
los. Trans. R. Soc. B Biol. Sci. 369, 20130530 (2014).
[33] P. Hagmann, L. Cammoun, X. Gigandet, R. Meuli, C. J.
Honey, V. J. Wedeen, and O. Sporns, “Mapping the
Structural Core of Human Cerebral Cortex,” PLoS Biol.
6, e159 (2008).
[34] We assume here that a subset of a brain like the optic
medulla of Drosophila (Drosophila1 and Drosophila2) is
“less evolved” since it can only perform a subset of all
the full brain’s cognitive tasks.
[35] F. Papadopoulos, R. Aldecoa, and D. Krioukov, “Net-
work geometry inference using common neighbors,”
Phys. Rev. E 92, 022807 (2015).
[36] M. A´. Serrano, D. Krioukov, and M. Bogun˜a´, “Self-
Similarity of Complex Networks and Hidden Metric
Spaces,” Phys. Rev. Lett. 100, 078701 (2008).
[37] D. Krioukov, F. Papadopoulos, M. Kitsak, A. Vahdat,
and M. Bogun˜a´, “Hyperbolic geometry of complex net-
works,” Phys. Rev. E 82, 036106 (2010).
[38] T. Aste, T. Di Matteo, and S. T. Hyde, “Complex net-
works on hyperbolic surfaces,” Physica A 346, 20–26
(2005).
[39] E. Candellero and N. Fountoulakis, “Clustering and the
Hyperbolic Geometry of Complex Networks,” in Algo-
rithms Model. Web Graph, Lecture Notes in Computer
Science, Vol. 8882, edited by A. Bonato, F. C. Graham,
and P. Pra lat (Springer International Publishing, 2014)
pp. 1–12.
[40] A. Allard, M. A´. Serrano, G. Garc´ıa-Pe´rez, and
M. Bogun˜a´, “The geometric nature of weights in real
complex networks,” Nat. Commun. 8, 14103 (2017).
[41] F. Papadopoulos, M. Kitsak, M. A´. Serrano, M. Bogun˜a´,
and D. Krioukov, “Popularity versus similarity in grow-
ing networks,” Nature 489, 537–540 (2012).
[42] M. A´. Serrano, M. Bogun˜a´, and F. Sague´s, “Uncovering
the hidden geometry behind metabolic networks,” Mol.
Biosyst. 8, 843–850 (2012).
[43] G. Alanis-Lobato, P. Mier, and M. A. Andrade-Navarro,
“The latent geometry of the human protein interaction
network,” bioRxiv (2017), 10.1101/213165.
[44] G. Garc´ıa-Pe´rez, M. Bogun˜a´, A. Allard, and M. A´. Ser-
rano, “The hidden hyperbolic geometry of international
trade: World Trade Atlas 1870-2013,” Sci. Rep. 6, 33441
(2016).
[45] “The Cambridge Declaration on Concious-
ness,” http://fcmconference.org/img/
CambridgeDeclarationOnConsciousness.pdf (7 July
2012), online; accessed 1 September 2017.
[46] M. Rosvall and C. T. Bergstrom, “Maps of random walks
on complex networks reveal community structure,” Proc.
Natl. Acad. Sci. U. S. A. 105, 1118–1123 (2008).
[47] V. D. Blondel, J.-L. Guillaume, R. Lambiotte, and
E. Lefebvre, “Fast unfolding of communities in large net-
works,” J. Stat. Mech. , P10008 (2008).
[48] J. W. Scannell, C. Blakemore, and M. P. Young, “Analy-
sis of connectivity in the cat cerebral cortex,” J. Neurosci.
15, 1463–83 (1995).
[49] M. A. de Reus and M. P. van den Heuvel, “Rich Club Or-
ganization and Intermodule Communication in the Cat
Connectome,” J. Neurosci. 33, 12929–12939 (2013).
[50] J. W. Scannell, “The Connectional Organization of the
Cortico-thalamic System of the Cat,” Cereb. Cortex 9,
277–299 (1999).
[51] M. P. Young, “The Organization of Neural Systems in the
Primate Cerebral Cortex,” Proc. R. Soc. B 252, 13–18
(1993).
[52] L. Harriger, M. P. van den Heuvel, and O. Sporns, “Rich
Club Organization of Macaque Cerebral Cortex and Its
Role in Network Communication,” PLoS One 7, e46497
(2012).
[53] M. Bota and L. W. Swanson, “Online workbenches for
neural network connections,” J. Comp. Neurol. 500, 807–
814 (2007).
