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はじめに
本論文では, 行列のMajorizationとノルム不等式についてまとめた. 以下, 概要を述べる. 第
1章では, 以後用いる基本的な定義, 行列に関するいくつかの基本事項について述べる. また, 1.2
節では, 作用素単調関数, 作用素凸関数に関する基本事項を示す. 第 2章では, Majorizationの定
義と, 関連するいくつかの定理を示す. Majorizationの議論はノルム不等式の議論と密接に関係し
ている. Ky Fanの最大原理など, 後述の議論で頻繁に登場する重要な定理も, この章で示す. 2.2
節では, 行列の固有値と特異値に関する性質を述べる. 第 3章では, ユニタリ不変ノルムと, それ
に関連する様々な不等式を紹介する. まず前半で, 対称ゲージ関数の定義, ユニタリ不変ノルムと対
称ゲージ関数の関係性について述べた後, ユニタリ不変ノルムに関する基本的な定理を述べる. 特
に Ky Fanの優越原理は, Ky Fan k-ノルムについて大小関係が言えれば, 全てのユニタリ不変ノ
ルムについて大小関係が言えるという非常に強力かつ重要な定理である. 次に, 行列における算
術幾何平均, シュワルツの不等式について述べる. この章の最後では, 作用素単調関数とユニタリ
不変ノルムに関係した不等式を述べる. f を f(0) = 0となる [0,∞)上の作用素単調関数とした場
合, 全ての正値作用素A,Bと全てのユニタリ不変ノルムに対して,
∥||f(A) − f(B)||| ≤ |||f(|A − B|)|||
が成り立つことが, 1988年の安藤の論文 [5]で示されたが, この不等式が和の場合でも成立する
か？という問題があった. これを解決したのが 1999年の安藤-Zhanの論文 [6]である. さらに, 2007
年, Bourin-内山の論文 [8]によって, 条件を弱くした場合でもこの不等式が成立することが示され
た. 3.2節では, 主にこれらの重要な結果についてまとめる.
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ここではまず, 今後使用するいくつかの基本事項と, 行列に関する基本的な定義, 定理を述べる.
定義 1.1.1 (正値行列) Aをエルミート行列とする. 全てのベクトル xに対し, ⟨x,Ax⟩ ≥ 0のと
き, Aは正であるといいA ≥ 0と表す. x ̸= 0に対し ⟨x,Ax⟩ > 0のとき, Aは狭義に正であるとい
いA > 0と表す.
定義 1.1.2 (pinching) P1, · · · , Prを,
∑






をAの pinchingという. これはすなわち, 基底を適当に選ぶならば,
A =

A11 A12 · · · A1r
· · · · · · · · · · · ·
· · · · · · · · · · · ·
Ar1 Ar2 · · · Arr








定義 1.1.3 (特異値) 任意の n × n行列 Aに対し, Aの絶対値を |A| = (A∗A)
1
2 で定義する. |A|





















































よって, λ↓(Ã+) = λ↓(Ã−).さらに,
λ↓(Ã) = (λ↓1(Ã+), · · · , λ
↓
n(Ã+),−λn(Ã−), · · · ,−λ
↓
1(Ã−))
s(Ã) = (s1(A), s1(A), s2(A), s2(A), · · · , sn(A), sn(A)).
s(A)は λ↓(Ã+)と λ↓(Ã−)を合わせたものだから, 結論が言える. ¤
定義 1.1.5 (ジョルダン分解) Tをエルミート行列とし,その固有値をλ1 ≥ λ2 ≥ · · · ≥ λp > λp+1 ≥
· · · ≥ λnとし, λp ≥ 0 > λp+1であるとする. ここでDをD = diag(λ1, · · · , λn)であるような対角
行列とし, T = UDU∗をみたすようなユニタリ行列U をとる. D+ = (λ1, · · · , λp, 0, · · · , 0), D− =
(0, · · · , 0,−λp+1, · · · ,−λn)とし, T+ = UD+U∗, T− = UD−U∗とする. このとき, T+, T−はとも
に正値行列となり,
T = T+ − T−
となる. これを T のジョルダン分解という.
定義 1.1.6 (縮小行列) 行列Aが ∥A∥ ≤ 1をみたすとき,縮小行列という.
命題 1.1.7 正値行列Aが縮小となるための必要十分条件は, A ≤ I となることである.
証明 はじめに Aを縮小と仮定する. ∥A∥ ≤ 1より, s1(A) = λ↓1(A) ≤ 1. よって, A ≤ I. 次に
A ≤ I と仮定する. I − A ≥ 0より, λ↓1(A) ≤ 1. よって, ∥A∥ ≤ 1. ¤





















が正値作用素.また, ∥A∥ = ∥S∥. これより, A = Sとして





























 (j = 1, 2, · · · , n) も正値作用素とな
る. これより, ∥sj∥ ≤ 1. よって, ∥A∥ ≤ 1. ¤




−1  AB 0
B 0












 の固有値は一致. これより, ABとBAの固有値は一致する. ¤
定義 1.1.10 (歪対称テンソル積) H上のベクトル x1, · · · , xkの歪対称テンソル積を,





εσxσ(1) ⊗ · · · ⊗ xσ(k)
で定義する. ここで σは {1, · · · , k}の全ての置換を動き, εσ は σが偶置換ならば+1, 奇置換なら
ば −1の値をとる. 各自然数 kに対して, このようなベクトル全体で張られる ⊗kHの部分空間を
∧kHで表す.
定義 1.1.11 (k次歪対称冪テンソル) 作用素⊗kAを, 空間∧kHに制限したものを∧kAと表し, A
の k次歪対称冪テンソルという. k次歪対称冪テンソルは以下の性質を持つ.
1. (∧kA)(∧kB) = ∧k(AB).
2. (∧kA)∗ = ∧kA∗.




5. α1, · · · , αk を Aの固有値とし, 対応する固有ベクトルを u1, · · · , uk とする. u1, · · · , uk が線
型独立ならば, ∧kAの固有値は α1 · · ·αkとなり, 固有ベクトル u1 ∧ · · · ∧kが対応する.
6. s1, · · · , snをAの特異値とする. このとき, ∧kAの特異値は si1 · · · sik となる. ここで, 添え字
ij は, 1, · · · , nから k個の添え字を 1 ≤ i1 < i2 < · · · < ik ≤ nとなるように選んだもの全体
とする.
1.2 作用素単調関数と作用素凸関数
ここでは, 作用素単調関数と作用素凸関数について, その定義と, 関連する基本的な事実を示す.
定義 1.2.1 (作用素単調関数) 区間 I 上で定義されている関数 f : I → Rに対して, 固有値がすべ
て I に含まれる全てのエルミート行列A, Bについて,
A ≤ B =⇒ f(A) ≤ f(B)
が成立するとき, f は作用素単調関数であるという.
定義 1.2.2 (作用素凸関数) 関数 f : I → Rが, 固有値が Iに含まれる全てのエルミート行列A, B
と, 0 < λ < 1を満たす全ての実数について,
f((1 − λ)A + λB) ≤ (1 − λ)f(A) + λf(B)
を満たすとき, 作用素凸関数であるという.
補題 1.2.3 B ≥ Aとする. このとき, 全ての作用素X に対してX∗BX ≥ X∗AX が成り立つ.
証明 全てのベクトル uに対して,
⟨u,X∗BXu⟩ = ⟨Xu,BXu⟩ ≤ ⟨Xu,AXu⟩ = ⟨u,X∗AXu⟩.
よって, X∗BX ≥ X∗AX. ¤




2 ∥ ≤ 1が成り立つ.
















2 ∥ ≤ 1. ¤
命題 1.2.5 関数 f(t) = t
1
2 は, 区間 [0,∞)上の作用素単調関数となる.
6































またBが可逆ではない場合, B + εI を考え, ε → 0とすればよい. ¤
定理 1.2.6 関数 f(t) = tr (0 ≤ r ≤ 1)は, 区間 [0,∞)上の作用素単調関数となる.
証明 r = m2n とする. ここで nを正の整数, 0 ≤ m ≤ 2
n. nに関する帰納法で証明する. n = 1の
とき, 命題 1.2.5より明らか. 1 ≤ j ≤ n− 1をみたす全ての m
2j
について, 定理の主張が成立してい










2n . 次に, m > 2n−1と仮定する. B ≥ A > 0なら

























































2n が成り立つ. 一般のB ≥ A ≥ 0の場合, B + εI ≥ A + εIを考え, ε → +0とす
ればよい. r = m2n は区間 [0, 1]で密であるので, 連続性より, f(t) = t
r (0 ≤ r ≤ 1)は区間 [0,∞)
上で作用素単調関数となる. ¤
定理 1.2.7 I を 0を含む区間とし, f を I 上の実数値関数とする. このとき, 次は同値.
(1) f は I 上の作用素凸関数であり, かつ f(0) ≤ 0.




2 ≤ Iを満たす全ての行列K1,K2と,全てのエルミート行列A,Bに対して, f(K∗1AK1+
K∗2BK2) ≤ K∗1f(A)K1 + K∗2f(B)K2.
(4) 全ての射影行列P と,固有値が区間 Iに含まれる全てのエルミート行列Aに対し, f(PAP ) ≤
Pf(A)P.
証明 (1) ⇒ (2): T =
 A 0
0 0


















 = U∗TU+V ∗TV2 より,
 f(K∗AK) 0
0 f(LAL)






























(2) ⇒ (3): T =
 A 0
0 B
 , K =
 K1 0
K2 0
とすると, K は縮小行列. ここで,
K∗TK =
 K∗1AK1 + K∗2BK 0
0 0
 .
これより,  f(K∗1AK1) 0
0 f(0)





(3) ⇒ (4): 明らか.
(4) ⇒ (1): A,B を, 固有値が区間 I に属するようなエルミート行列とする. 0 ≤ λ ≤ 1, T = A 0
0 B











列となる. ここで, PW ∗TWP =
 λA + (1 − λ)B 0
0 0
より,
 f(λA + (1 − λ)B) 0
0 f(0)
 = f(PW ∗TWP )
≤ Pf(W ∗TW )P = PW ∗f(T )WP
=
 λf(A) + (1 − λ)f(B) 0
0 0
 .









 A + εI 0
0 λI

となるような λ > 0が存在する.
証明 命題 1.1.8より, εI −C∗
−C λI − B
 ≤ 0 ⇔ ∥ε− 12 (λI − B)− 12 C∥ ≤ 1
⇔ ε−1(λI − B)−
1
2 CC∗(λI − B)−
1
2 ≤ I
⇔ ε−1CC∗ ≤ λI − B
⇔ λI ≥ B + ε−1CC∗
⇔ λ ≥ ∥B + ε−1CC∗∥.
よって, λ ≥ ∥B + ε−1CC∗∥ととればよい. ¤
定理 1.2.9 (連続)関数 f : [0,∞) → [0,∞)が作用素単調関数であるための必要十分条件は, f が
作用素凹関数であることである.
証明 (⇒): T =
 A 0
0 B
 , U =
 K L
M −K∗
とする. ここで K は縮小行列, L = (I −
KK∗), M = (I −K∗K). U∗TU =
 K∗AK K∗AL
LAK LAL
 . ここで命題 1.2.8より, 任意の ε > 0に
対して, U∗TU ≤
 K∗AK + ε 0
0 λI
となるような λ > 0が存在する. T を f(T )に置き換える
と, f の作用素単調性より, K∗f(A)K K∗f(A)L
Lf(A)K Lf(A)L
 = U∗f(T )U = f(U∗TU)
≤
 f(K∗AK + ε) 0
0 f(λ)I
 .
よって,任意の ε > 0に対してK∗f(A)K ≤ f(K∗AK+ε)が成り立つので, K∗f(A)K ≤ f(K∗AK).
(⇐):仮定より, f は作用素凸関数. 0 ≤ A ≤ Bとすると, 任意の 0 < λ < 1に対して,












が成り立つ. また, 全ての正値作用素Xに対し, f(X)は正であることから, f(λB) ≥ λf(A). ここ
で λ → 1とすると, f(B) ≥ f(A). よって, f は作用素単調関数. ¤
命題 1.2.10 Iを 0を含む区間とする. f を I上の実数値関数で f(0) ≤ 0をみたすものとする. 固
有値が区間 I に含まれる全てのエルミート作用素Aと, 全ての射影作用素 P に対して,









よって, f(PAP ) =
 f(A1) 0
0 f(0)I




て, f(0) ≤ 0より, f(PAP ) ≤ Pf(PAP ) = Pf(PAP )P. ¤
















j (αは任意の実数 )とすると, f(XX∗)X = Xf(X∗X)が成立. ワイエルシュト







が成り立つ. X = A
1
2 P とすればよい. ¤
定理 1.2.12 f が [0, α)上の実数値 (連続)関数であるとき, 次は同値.
(1) f は作用素凹関数かつ f(0) ≤ 0.
(2) g(t) = f(t)t は, 区間 (0, α)上の作用素単調関数.
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これよりA−1f(A) ≤ B−1f(B)となり, g(t) = f(t)t は作用素単調関数.
(2) ⇒ (1): f(t)t が開区間 (0, α)上の作用素単調関数ならば, f(0) ≤ 0. P を任意の置換行列, Aを全
ての固有値が開区間 (0, α)に属する任意の正値作用素とすると, (1+ε)Aの全ての固有値が,開区間












2 (P + εI)A
1
2 ) ≤ (I + ε)−1A−1f((1 + ε)A).























2 P ≤ Pf(A)P.
命題 1.2.11より, Pf(PAP ) ≤ Pf(A)P, 命題 1.2.10より, f(PAP ) ≤ Pf(A)P. よって定理 1.2.7
より， f は作用素凹関数. ¤
特に作用素単調関数に関する以下の定理は重要である. 証明は [3](�.53)にある.
定理 1.2.13 f を [0,∞)上の作用素単調関数とすると,






を満たすような, [0,∞)上の正値測度 µが存在する. ここで αは実数, β ≥ 0である.
補題 1.2.14 f(λ)を [0,∞)上の零でない非負な作用素単調関数とする. このとき, λf(λ)の逆関
数は作用素単調関数となる.
証明 g(λ)を λ · f(λ)の逆関数とする. 仮定より, f(λ)は作用素単調関数であるので, α, β ≥ 0と
して






と表示できる. まずはじめに, 測度 µ(·)がコンパクトな台を持つと仮定する. 全ての λ ≥ 0に対し
て
∫ ∞




λ+t tdµ(t) < ∞であることに注意し,
γ = α +
∫ ∞
0







と定める. このとき, γ ≥ 0, h(λ)は作用素単調関数となり,
λ · f(λ) = γλ + βλ2 − h(λ)
と書き表せる. これより, 逆関数 g(λ)は次のように決まる.
γg(λ) + βg(λ)2 = h(g(λ)) + λ. (1.2.1)
ここで, γと βは同時に 0になることはないことに注意する. 今, g0(λ) = 0として, 関数列 {g(λ)}
を
γgn+1(λ) + βgn+1(λ)2 = h(gn(λ)) + λ (1.2.2)







2β (β > 0),
h(gn(λ))+λ
γ (β = 0).
(1.2.3)
となる. h(gn(λ))と平方根をとる関数が, ともに作用素単調関数であることから, gn+1(λ)も作用
素単調関数となる. 次に gn(λ) ≤ g(λ)と仮定すると, h(gn(λ)) ≤ h(g(λ))となり, (1.2.1)と (1.2.2)
より, gn+1(λ) ≤ g(λ)となる. 同様に gn−1(λ) ≤ gn(λ)と仮定すると, (1.2.2)より gn(λ) ≤ gn+1(λ)
が成り立つ. (1.2.1), (1.2.2)より, gn(λ)は n → ∞としたとき g(λ)に収束する. よって, g(λ)は作
用素単調関数となる.
次に, 一般の場合を示す.






(n = 1, 2, · · · )
とすると, fn(λ)は作用素単調関数.また, n → ∞とすると, fn(λ)は f(λ)へ収束する.これより,十
分大きい nに対して fn(λ) ̸= 0である. fn(λ)に対する表現測度はコンパクトな台を持つので, 前半
の結果から, λ · fn(λ)の逆関数を dn(λ)とすると, これは作用素単調関数となる. ここで n → ∞と






定義 2.1.1 (Majorization) x = (x1, · · · , xn)を Rnの元とする. x↓を xの座標を降順に並び替
えたもの, x↑を xの座標を昇順に並び替えたものとする. すなわち, もし x↓ =
(





ば x↓1 ≥ · · · ≥ x
↓
nであり, 同様に x↑ =
(




ならば x↑1 ≤ · · · ≤ x
↑














を満たすとき, xは yにmajorizeされるといい, x ≺ y と表す. また, 条件 (2.1.1)のみを満たすと
き, xは yに (weakly) submajorizeされるといい, x ≺w yと表す.
定義 2.1.2 (二重確率行列) n × n行列 A = (aij)が以下の条件を満たすとき, 二重確率行列とい
う.
aij ≥ 0 (i, j = 1, · · · , n), (2.1.3)
n∑
i=1
aij = 1 (j = 1, · · · , n), (2.1.4)
n∑
j=1
aij = 1 (i = 1 · · · , n). (2.1.5)
定義 2.1.3 (部分二重確率行列) n×n行列B = (bij)が以下の条件を満たすとき, 部分二重確率行
列という.
bij ≥ 0 (i, j = 1, · · · , n), (2.1.6)
n∑
i=1
bij ≤ 1 (j = 1, · · · , n). (2.1.7)
n∑
j=1
bij ≤ 1 (i = 1, · · · , n). (2.1.8)
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定理 2.1.4 行列 Aが二重確率行列である必要十分条件は, 全てのベクトル xに対し, Ax ≺ xと
なることである.
証明 はじめに Ax ≺ xと仮定し, x = e = (1, 1, · · · , 1), ei = (0, 0, · · · , 1, · · · , 0)とする. ここで























i=1 aij = 1. (2.1.9)より, (Ae)
↓





j=1 aij = 1. (2.1.10)より, 0 ≤ (Aej)
↑
1. これより aij ≥ 0. よってAは二重確率行列.







j=1 aijxj と書ける. ここで tj =∑k
i=1 aij (0 ≤ tj ≤ 1,
∑n



































よって, y ≺ x. ¤
定義 2.1.5 (T-変換) y ∈ Rnに対して 0 ≤ t ≤ 1と添え字 j, kが存在して,
Ty = (y1, · · · , yj−1, tyj + (1 − t)yk, yj+1, · · · , (1 − t)yj + tyk, yk+1, · · · , yn)
となるような Rn上の写像 T を T-変換という.
定理 2.1.6 x, y ∈ Rnに対して, 次は同値.
(1) x ≺ y.
(2) xは yから有限個の T-変換によって得られる.
(3) xは yの座標を置換して得られる全てのベクトルの閉凸包に含まれる.
(4) ある二重確率行列Aに対して, x = Ay.
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証明 (1) ⇒ (2) : 帰納法で示す. n = 2のとき明らか. 次に n − 1次元まで成立していると仮定
し, x, y ∈ Rn, x1 ≥ x2 ≥ · · ·xn, y1 ≥ y2 ≥ · · · ≥ ynと仮定する.このとき, x ≺ y ⇒ yn ≤ x1 ≤ y1.
yk ≤ x1 ≤ yk−1となる kをとると, 0 ≤ t ≤ 1が存在して x1 = ty1 + (1 − t)yk. 任意の z ∈ Rnに
対し,




= (x2, · · · , xn).
y
′
= (y2, · · · , yk−1, (1 − t)y1 + tyk, · · · , yn).
とし x




































j yj − x1 =
∑m
j=1 xj − x1より, x




(Tr · · ·T1)y = (Tr · · ·T2)(x1, y
′
) = (x1, x
′
) = x.
(2) ⇒ (3) : T-変換は単位行列と置換行列の凸結合であるから, 有限個の T-変換の積は置換行列
全体の凸結合で表される.
(3) ⇒ (4) : 明らか.
(4) ⇒ (1) : 定理 2.1.4より明らか. ¤
命題 2.1.7 U = [uij ]をユニタリ行列とする. このとき, 行列 [|uij |2]は二重確率行列である.




ij = 1となる. 同様に, U
∗U の (j, j)成
分は
∑n
i=1 uijuij = 1. これより [|uij |2]について,
∑n
i=1 |uij |2 = 1,
∑n
j=1 |uij |2 = 1, |uij |2 ≥ 0と
なり, [|uij |2]は二重確率行列. ¤
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命題 2.1.8 全ての成分が非負である行列Bが部分二重確率行列となる必要十分条件は, bij ≤ aij
となるような二重確率行列A = [aij ]が存在することである.
証明 (⇐) 明らか.
(⇒) S := {A = [aij ] : 部分二重確率行列, bij ≤ aij (i, j = 1, · · · , n)]} とおく. S はコンパクト
集合だから,
∑n
i,j=1 aij が最大となる Ã = [ãij ] ∈ S が存在する.
∑n








そこで, 十分小さい ε > 0をとって  ai0j0 := ãi0j0 + εaij := ãij (2.1.11)




ij=1 ãij .これは Ãの取り方に反する.よって
∑n
i,j=1 aij =
n. これは Ãが二重確率行列であることを意味する. ¤
定理 2.1.9
(1) x, y ∈ Rnをそれぞれ, 成分が非負であるようなベクトルとする. このとき x ≺w yとなる必
要十分条件は, ある部分二重確率行列Bに対し, x = Byとなることである.
(2) x, y ∈ Rnとする. x ≺w yとなる必要十分条件は, x ≤ uかつ u ≺ yとなるような, ベクトル
u ∈ Rnが存在することである.
証明 (2)(⇐) x ≤ uより x ≺w u. u ≺ yより, x ≺w u ≺ y. よって, x ≺w y.
(1)(⇐) ある部分二重確率行列に対し, x = By とすると, 命題 2.1.8より, bij ≤ aij となる
ような二重確率行列 Aが存在する. このとき, x = By ≤ Ay. 定理 2.1.4より, Ay ≺ y. よっ
て, x = By ≤ Ay ≺ yより, x ≺w y.
(1)(⇒) x ≺w yとする. x = 0ならば, B = 0とすればよい. x ≺ yならば, 定理 2.1.6より, 二重
確率行列となる. 次に, このどちらでもない場合を示す. rを xの正の値の座標のうち, 最小のもの




j=1 xj とする. 仮定より, s > 0. r ≥
s
m を満たすような







= (x1, · · · , xn,
s
m





= (y1, · · · , yn, 0, · · · , 0).
すると, x






とすると, Bは部分二重確率行列であり, x = Byとなる.
(2)(⇒) x ≺w yとする. x+te, y+teが非負となる正の数 tをとる.ここで, e = (1, 1, · · · , 1)となる
n次元ベクトルとする.このとき,依然としてx+te ≺w y+teが成り立つ. (1)より, x+te = B(y+te)
となるような部分二重確率行列Bが存在する. ここで命題 2.1.8より, bij ≤ aij をみたすような二
重確率行列Aが存在して, x + te ≤ A(y + te) = Ay + te. u = Ayと置けば, x ≤ u, u ≺ yが成り
立つ. ¤
定理 2.1.10 (Schurの定理) Aをエルミート行列とする. また, diag(A)を座標がAの対角成分で












命題 2.1.7より, 行列 [|uij |2]は二重確率行列. 定理 2.1.6(4)より, diag(A) ≺ λ(A). ¤

















j=1⟨uj , Auj⟩. x1, · · · , xn















また,ここで xj を uj にとると, 等号が成立. よって,
k∑
j=1





注意 2.1.12 (Matching問題) B = {b1, · · · , bn}, G = {g1, · · · , gn}とし, RをB ×Gの部分集合
とする. Bを男性の集合, Gを女性の集合, (bi, gj) ∈ Rとしたとき, 男性 biは gj を知っているとい
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う状態を表すものとする. ここで, 『全ての男性は, 自分が知っている女性と (重婚せずに)結婚で
きるか？』という問題を, 完全matdhing問題という.
全ての iに対して, Gi = {gj : (bi, gj) ∈ R}とする. これは男性 biが知っている女性の集合とす
る. 1 ≤ i1 < · · · < ik ≤ nに対して, Gi1···ik =
∪k
r=1 Grとする. これは, 男性 bi1 , · · · , bik のうち, 少
なくとも 1人に知られている女性の集合を表す. 完全matchingに関して, 以下の定理が成り立つ.
定理 2.1.13 (Hallの定理) BとGの間の完全matchingが成り立つ必要十分条件は, 全ての 1 ≤
i1 < · · · < ik ≤ n (k = 1, 2, · · · , n)に対して,
|Gi1···ik | ≤ k
が成り立つことである.
証明は [3], Theorem�.2.1にある.
定義 2.1.14 A = (aij)を n × n行列とする. ここで σは置換を表すとする. このとき, 集合
{aaσ(1), a2σ(2), · · · , anσ(n)}
をAの diagonalという.
定理 2.1.15 (Konig-Frobeniusの定理) n × n行列 Aが 0成分を含まない diagnalを持つため
の必要十分条件は, Aの全ての k × l部分 0行列が k + l ≤ nをみたすことである.
証明 行列 Aについて, matching問題を考える. Aの行には男が, Aの列には女がそれぞれ対応
するものとする. 男 iと女 jが互いに愛し合う⇔ Aij ̸= 0とすると, 完全matchingが成立⇔ Aij
が 0でない diagnalを持つ. Hallの定理から, これは k人の男のグループが少なくとも k人の女を
愛しているときに成立. これにより, 全ての k × lの部分 0行列に対して k ≤ n − lが成り立つ. ¤
定理 2.1.16 (Birkhoffの定理) n × n二重確率行列の集合は, 端点が置換行列であるような凸集
合である.
証明 まずはじめに,全ての置換行列は二重確率行列であり,また,全ての二重確率行列の凸集合の
端点となることを示す. 置換行列→二重確率行列であることは明らか. P = (pij)を置換行列とす
ると, pij = 1または 0. 二重確率行列A = [aij , B = [bij ]と 0 < λ < 1に対し, P = (1− λ)A + λB
とする. (1 − λ)aij + λbij = 1ならば, 0 ≤ aij , bij ≤ 1より aij = bij = 1. (1 − λ)aij + λbij =
0ならば, 0 ≤ aij , bij ≤ 1より aij = bij = 0. よってA = B = P. これより, P = (pij)は端点.
次に,全ての端点が置換行列であることを,行列の正の成分の数の帰納法によって示す.ここで, A
が二重確率行列ならば, n個以上の正の成分を持つ. 正の成分の数がちょうど n個の場合, Aは置
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換行列となることに注意する. はじめに, Aが二重確率行列ならば, Aは成分に 0が含まれない





となるような置換行列 P1, P2をとることができる. ここで, Oは k × lの 0行列. P1AP2は二重確
率行列なので, Bの行と C の列は, それぞれ足し合わせると 1になる. これより, k + l ≤ n. ここ
でKonig-Frobeniusの定理より, Aの diagonalのうち, 少なくとも 1つは全ての成分が正となる.
次に, このようにして存在が確認されたAの任意の正の diagonalを選び, aをその diagonalの中





と定めると, Bは二重確率行列となり, Aが持つ 0成分よりも, 少なくとも 1つ以上多い 0成分を
持つ. 帰納法の仮定より, Bは置換行列の凸結合となる. よって, A = (1 − a)B + aP より, Aも置
換行列の凸結合として表される. ¤
注意 2.1.17 f : R → Rを任意の関数とする. このとき, f から導かれた Rn上の関数もまた f で
表す. すなわち, x = (x1, · · · , xn) ∈ Rnに対して, f(x) = (f(x1), · · · , f(xn)).
定義 2.1.18 (Schur-凸) x, y ∈ Rnとする. Rn上の実数値関数 φが,
x ≺ y ⇒ φ(x) ≤ φ(y)
をみたすとき, φはSchur-凸であるという. −φがSchur-凸であるとき, φをSchur-凹であるという.
定義 2.1.19 写像 Φ : Rn → Rmを考える. このとき,
1. x ≤ y ⇒ Φ(x) ≤ Φ(y)ならば, Φは単調増加であるという.
2. −Φが単調増加ならば, Φは単調減少であるという.
3. Φ(tx + (1 − t)y) ≤ tΦ(x) + (1 − t)Φ(y) (0 ≤ t ≤ 1)ならば, Φは凸であるという.
4. −Φが凸ならば, Φは凹であるという.
5. x ≺ y ⇒ Φ(x) ≺w Φ(y)ならば, Φは isotoneであるという.
6. x ≺w y ⇒ Φ(x) ≺w Φ(y)ならば, Φは強 isotoneであるという.
7. x ≺ y ⇒ Φ(x) ≺ Φ(y)ならば, Φは狭義 isotoneであるという.
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定理 2.1.20 Φ : Rn → Rnを凸関数とする. 任意の x ∈ Rnと任意の n × n置換行列 P に対し,
Φ(Px) = P ′(Φ(x)) (2.1.12)
となるようなm × m置換行列 P ′が存在するとする. このとき, Φは isotoneとなる. さらに, Φが
単調増加ならば, 強 isotoneとなる.
証明 x, y ∈ Rn, x ≺ yとする. 定理 2.1.6より, n × n置換行列 P1, · · · , PN と
∑N
j=1 tj = 1, x =∑N
























jΦ(y) ≺ Φ(y). よって, Φ(x) ≺w Φ(y)
となり, Φは isotone.
さらに, Φが単調増加とする. x ≺w yとすると, 定理 2.1.9より, x ≤ u ≺ yとなるような uが存
在する. 前半の結果より, Φ(x) ≤ Φ(u)かつ Φ(u) ≺w Φ(y). よって, Φ(x) ≺w Φ(y)となり, Φは
強 isotone. ¤
系 2.1.21 φ : R → Rを凸関数とする.このとき, φ : Rn → Rnは isotoneとなる.さらにφ : R → R
が凸関数でかつ単調ならば, φは強 isotoneとなる.
証明 任意の n × n置換行列 P に対し, φ(Px) = P ,φ(x)となるような n × n置換行列 P ,が存在
する. 定理 2.1.20より, φ : Rn → Rn は isotone. φ : R → Rが凸かつ単調のとき, 定理 2.1.20よ
り, φ : Rn → Rnは強 isotone. ¤







f(yj) (x, y ∈ Rn+)
と定義すると, これは Schur-凹となる.





が存在する. よって, 定理 2.1.20より, −Φは isotone. よって, Φは Schur-凹と
なる. ¤


























2 + · · ·+log x
↓





· · · + log y↓k. ここで f(x) = e













定理 2.2.1 (WeylのMajorant定理) Aを任意のn×n行列とし, Aの特異値を s1 ≥ · · · ≥ sn,固
有値を λ1, · · · , λnとする. ただしここで固有値は, |λ1| ≥ · · · ≥ |λn|を満たすように番号が付けら
れているとする. このとき, φ(et)が凸かつ増加関数である任意の関数 φ : R+ → R+に対して,
(φ(|λ1|), · · · , φ(|λn|)) ≺w (φ(s1), · · · , φ(sn))
が成り立つ. 特に全ての p > 0に対して,




証明 spr(A) ≤ ∥A∥ (spr(A)はAのスペクトル半径)より,
















命題 2.2.2 A, Bをエルミート行列とすると, 全ての k = 1, 2, · · · , nに対して,
k∑
j=1








証明 Ky Fanの最大原理より明らか. ¤
命題 2.2.3 A, Bを n × n行列とする. 全ての k = 1, 2, · · · , nに対して,
k∑
j=1









証明 命題 1.1.4, 命題 2.2.2より明らか. ¤
命題 2.2.4 A, Bを n × n行列とする. λ(A)と s(A)を, それぞれ Aの固有値と特異値を並べた




















と書き表せる. 命題 2.2.3より, このような C̃ に対し,
s(C̃(A)) ≺w s(A)
が成り立つ. また, Aがエルミート行列ならば, 命題 3.1.2より,
λ(C̃(A)) ≺ λ(A)
が成り立つ. 定義 1.1.2で表されるような全ての pinchingは, このような 2× 2型の pinching C̃の






定理 2.2.5 (ポアンカレの不等式) Aをヒルベルト空間H 上のエルミート作用素とし, M をH の





証明 N を, Aの固有値 λ↓k(A), · · · , λ
↓
n(A)に対応する固有ベクトル uk, · · · , unによって張られる
部分空間とする. すると,
dimM + dimN = n + 1
が成り立ち, これらの部分空間の自明ではない共通部分が存在する. この共通部分M ∩N から, 単








|ξj |2λ↓j (A) ≤
n∑
j=k
|ξj |2λ↓k(A) = λ
↓
k(A).
同様に, Aの代わりに−Aと置き, k次元部分空間M と, u1, · · · , un−k+1で張られる n − k + 1次
元部分空間を考えれば, ⟨y,Ay⟩ ≥ λ↑k(A)が得られる. ¤















証明 Aの固有値 λ↓1(A), · · · , λ
↓
k(A)に対応する固有ベクトルを u1, · · · , ukとする. ポアンカレの
不等式より, M がH の k次元部分空間ならば, min
x
⟨x, Ax⟩ ≤ λ↓k(A). ここで xは, M に属する単







同様に, Aを−Aで置き換えれば, 2番目の等式も成立する. ¤
定理 2.2.7 A,Bを n × nのエルミート行列とする. このとき
λ↓j (A + B) ≤ λ
↓
i (A) + λ
↓
j−i+1 (B) (i ≤ j)
λ↓j (A + B) ≥ λ
↓
i (A) + λ
↓
j−i+n (B) (i ≥ j)
が成り立つ.
証明 uj , vj , wj をそれぞれA,B,A + Bの固有値を降順に並べたものに対応する固有ベクトルと
する.
はじめに i ≤ jとする. それぞれ, uj , · · · , un, vj−i+1, · · · , vn, w1, · · · , wjによって張られる部分空
間を考える. それぞれの部分空間の次元は, n− i + 1, n− j + i, jとなる. 3つの次元の和が 2n + 1
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以上だから, これらは自明ではない共通部分を持つ. この共通部分に属する単位ベクトル xを 1つ
とると,
λ↓j (A + B) ≤ ⟨x, (A + B)x⟩ = ⟨x,Ax⟩ + ⟨x,Bx⟩
≤ λ↓j (A) + λ
↓
j−i+1(B).





さらに n− j + 1を j, n− i + 1を iと置きなおせば, λ↓j (A + B) ≥ λ
↓
i (A) + λ
↓
j−i+n(B) (i ≥ j). ¤
系 2.2.8 j = 1, 2, · · · , nに対して, λ↓j (A)+λ
↓





証明 定理 2.2.7で, i = jと置けばよい. ¤




証明 系 2.2.8より, λ↓j (A + H) ≥ λ
↓




n(H) ≥ 0だから, λ↓j (A + H) ≥ λ
↓
j (A). ¤









証明 まずはじめに, λ↓k(B) = 0と仮定する. Bのジョルダン分解 B = B+ − B−を考える. 正規










min{0, − λ↓j (B)}xjx
∗
j







[λij (A + B) − λij (A)] ≤ Tr(B+)
を示せばよい. Weylの単調性定理と, A + B ≤ A + B+より, λij (A + B) ≤ λij (A + B+). よって,
k∑
j=1
[λij (A + B) − λij (A)] ≤
k∑
j=1
[λij (A + B+) − λij (A)].
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[λij (A + B+) − λij (A)] ≤
n∑
j=1
[λj(A + B+) − λj(A)]
= Tr(A + B+) − Tr(A)
= Tr(B+).
一般の場合は, B − λk(B)を考えればよい. ¤
定理 2.2.11 (Ky Fan-Hoffman) 全ての行列Aに対し,
λ↓j (ReA) ≤ sj(A) (j = 1, · · · , n)
が成り立つ.
証明 xj , yjをそれぞれReA, |A|の固有値を降順に並べたものに対応する固有ベクトルとする. x1, · · · , xj
と yj , · · · , ynによって張られる部分空間を考えと, これらは零ではない共通部分を持つ. xをこの
共通部分に属する単位ベクトルとすると,
λ↓j (ReA) ≤ ⟨x, (ReA)x⟩ = Re⟨x, Ax⟩






Reλ(A) ≺ λ(Re A)
が成り立つ.
証明 Aの固有値 λj(A)を,
Reλ1(A) ≥ Reλ2(A) ≥ · · · ≥ Reλn(A)
のように並べ替える. x1, · · · , xnを, Aを上三角化するような正規直交基底で λj(A) = ⟨xj , Axj⟩を














よって, Reλ(A) ≺ λ(Re A). ¤
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命題 2.2.13
(1) X,Y をエルミート行列とする. λj(X) ≤ λj(Y ) (j = 1, · · · , n)とすると, X ≤ U∗Y U を満
たすようなユニタリー行列 U が存在する.
(2) 全ての行列Aに対し, ReA ≤ U∗|A|U を満たすようなユニタリー行列 U が存在する.
証明 (1) T,Dをそれぞれ, λ1(X), · · · , λn(X), λ1(Y ), · · · , λn(Y )をを対角成分に並べた対角行列
とする. X,Y はエルミート行列なので, V TV ∗,WDW ∗となるようなユニタリ行列 V,W がそれぞ
れ存在する. ここで, λj(X) ≤ λj(Y )より, 任意のベクトル xに対し, ⟨x, (W ∗Y W −V ∗XV )x⟩ ≥ 0
が成り立つ. よって, X ≤ V W ∗Y WV ∗.これより V W ∗を U と置き, X ≤ UY U∗.
(2) 定理 2.2.1より, λ↓j (A) ≤ sj(A) = λ
↓
j (|A|).ここで (1)の結果より, ReA ≤ U∗|A|U. ¤
定理 2.2.14 (R.C. Thompson) A,Bを任意の行列とする.このとき, |A+B| ≤ U |A|U∗+V |B|V ∗
を満たすようなユニタリー行列 U, V が存在する.
証明 極分解定理より, ユニタリ行列W が存在してA+B = W |A+B|. ここで命題 2.2.13より,
|A + B| = W ∗(A + B) = ReW ∗A + ReW ∗B
≤ U∗|W ∗A|U + V ∗|W ∗B|V
= U∗|A|U + V ∗|B|V
を満たすようなユニタリ行列 U, V が存在する. ¤








2 = ∥A∥ |B|. 系 2.2.6より, sj(AB) = λj(|AB|) ≤





この節では, ユニタリ不変ノルムに関する基本的な性質を述べ, その後, ユニタリ不変ノルムに
関する様々な不等式を示す.
定義 3.1.1 (対称ゲージ関数) 関数Φ : Rn → [0,∞]が次の (1)から (4)を満たすとき,対称ゲージ
関数という.
(1) Φは実ベクトル空間 Rn上のノルムである.
(2) 全ての x ∈ Rnと置換行列 P に対して, Φ (Px) = Φ (x) .
(3) εj = ±1のとき Φ (ε1x1, · · · , εnxn) = Φ (x1, · · · , xn) .
(4) Φ (1, 0, · · · , 0) = 1.










証明 Φは対称ゲージ関数であることから, isotoneである. これより任意の iに対して,
|xj | = Φ(xj , 0, · · · , 0) ≤ Φ(x1, · · · , xn).
また,












(6) x, y ∈ Rn+とする. x ≺w yとなるための必要十分条件は, 全ての対称ゲージ関数Φに対して
Φ(x) ≤ Φ(y)が成り立つことである.
証明 (5) 全ての対称ゲージ関数が単調であることは, 全ての 0 ≤ pj ≤ 1に対して
Φ(p1u1, · · · , pnun) ≤ Φ(u1, · · · , un). (3.1.1)
が成り立つことと同値. よって, これを示す. 定義 3.1.1(3)より, uj ≥ 0としてよい. ここである 1
つの 0 ≤ p < 1について
Φ(u1, · · · , uj−1, puj , uj+1, · · · , un) ≤ Φ(u1, · · · , uj−1, uj , uj+1, · · · , un)
が成り立てば, これを繰り返すことによって (3.1.1)が成立する. 定義 3.1.1(1)より,


























u1, · · · ,
1 + p
2






u1, · · · ,
1 − p
2









u1, · · · ,
1 + p
2






u1, · · · ,
1 − p
2





= Φ(u1, · · · , uj , · · · , un).
これより Φは単調関数.
(6) はじめに, Rnで x ≺w yと仮定する. 命題 3.1.3(5)と定理 2.1.20より, Φ(x) ≤ Φ(y).
次に, 全ての対称ゲージ関数 Φに対して Φ(x) ≤ Φ(y)と仮定する. ここで,
Φ(x) = |x1|↓ + · · · + |xk|↓
と定義すると, これは対称ゲージ関数. よって, x ≺w y. ¤







命題 3.1.5 k = 1, 2, · · · , nに対して,
Φ(k)(x) = min{Φ(n)(u) + kΦ(1)(v) : x = u + v}
が成り立つ.
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証明 対称ゲージ関数の定義より, x ∈ Rn+ としても一般性を失わない. x = u + v とする
と, Φ(k)(x) ≤ Φ(k)(u) + Φ(k)(v) ≤ Φ(n)(u) + kΦ(1)(v)が成り立つ. ここで,










k, 0, · · · , 0)








u + v = x↓,







Φ(k)(x) = min{Φ(n)(u) + kΦ(1)(v) : x = u + v}.
¤
注意 3.1.6 f を区間 I 上の凸関数とする. ai (i = 1, 2, · · · , n)が
∑n
i=1 ai = 1を満たす非負の実



















ajtj , tj ≥ 0, aj ≥ 0,
n∑
j=1
aj = 1 (3.1.2)
が得られる. これは (重み付き)算術幾何平均不等式と呼ばれる.
定理 3.1.7 p, q ∈ R, p > 1, 1p +
1
q = 1とする. x, y ∈ R
nとすると,
















xを txに, yを t−1yと置き換え,



























定義 3.1.8 (ユニタリ不変ノルム) n × n行列の空間上のノルム ||| · |||が, 全ての行列Aとユニタ






と定義すると, これはM(n)上のユニタリ不変ノルムとなる. ここで s(A)はAの特異値であ
るとする.
(2) ||| · |||をM(n)上のユニタリ不変ノルムとする.
Φ|||·|||(x) = |||diag(x)|||
と定義すると,これはRn上の対称ゲージ関数となる.ここで diag(x)は,対角成分がx1, · · · , xn
であるような対角行列であるとする.
証明 (1) 全てのユニタリ行列U, V に対して, s(UAV ) = s(A)であることから, ||| · |||Φはユニタ
リ不変である. 2.2.3より,
s(A + B) ≺w s(A) + s(B).
命題 3.1.3, 定理 2.1.20より, Φは強 isotone. これより,
Φ(s(A + B)) ≤ Φ(s(A) + s(B)) ≤ Φ(s(A)) + Φ(s(B)).
よって,
|||A + B|||Φ ≤ |||A|||Φ + |||B|||Φ.
また, その他のノルムの性質は, 対称ゲージ関数の定義より明らか.
(2) Φ|||·|||(x)は, 明らかにRn上のノルム. diag(ε1, · · · , εn) (εj = ±1), 置換行列はともにユニタ
リ行列であることから, 対称ゲージ関数のその他の性質も明らかに成立する. ¤
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sj(A) (1 ≤ k ≤ n)
をKy Fan k-ノルムという.
∥A∥(1)は作用素ノルム, ∥A∥(n)はとレースノルムである.








を Frobenius ノルムという. これはまた, ∥A∥F とも表わす.
次の定理はユニタリ不変ノルムに関する非常に重要な定理であり, 今後の議論でも頻繁に使用
する.





証明 Ky Fan k-ノルムの定義と, 命題 3.1.3(6)より明らか. ¤
この定理により, Ky Fan k-ノルムについて不等式を示せば, 全てのユニタリ不変ノルムについ
てその不等式を示したことになる.
命題 3.1.13 k = 1, 2, · · · , nに対して,
∥A∥(k) = min{∥B∥(n) + k∥C∥ : A = B + C}
が成り立つ.
証明 A = B + Cならば, ∥A∥(k) ≤ ∥B∥(k) + ∥C∥(k) ≤ ∥B∥(n) + k∥C∥. 今, s(A) = (s1, · · · , sn)
とし,
A = U [diag(s1, · · · , sn)]V
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となるように, ユニタリ行列 U, V をとる. ここで,
B = U [diag(s1 − sk, s2 − sk, · · · , sk − sk, 0, · · · , 0)]V
C = U [diag(sk, sk, · · · , sk, sk+1, · · · , sn)]V
のように選べば,




sj − ksk = ∥A∥(k) − ksk,
∥C∥ = sk
となり,
∥A∥(k) = ∥B∥(n) + k∥C∥.
よって,
∥A∥(k) = min{∥B∥(n) + k∥C∥ : A = B + C}.
¤
定義 3.1.14 (対称ノルム) A,B,C を n × n行列とする. M(n)上のノルム νが
ν(BAC) ≤ ∥B∥ν(A)∥C∥
を満たすとき, νは対称であるという.
注意 3.1.15 命題 3.1.2より, 全ての n × n行列Aと, 全てのユニタリ不変ノルムに対して,
∥A∥ ≤ |||A||| ≤ ∥A∥(n)
が成り立つ.
命題 3.1.16 M(n)上のノルム νが対称であるための必要十分条件は, νがユニタリ不変ノルムで
あることである.
証明 はじめに, νが対称ノルムであると仮定する.仮定より,ユニタリ行列U, V に対して, ν(UAV ) ≤
ν(A). また, ν(A) = ν(U−1UAV V −1) ≤ ν(UAV ).よってνはユニタリ不変ノルム.次に, νがユニタ
リ不変ノルムと仮定する. 2.2.15より,全ての j = 1, 2, · · · , nに対し, sj(BAC) ≤ ∥B∥∥C∥sj(A). Φ




|||AB||| ≤ |||A||| |||B|||
が成り立つ.
証明 命題 3.1.16と ∥A∥ ≤ |||A|||より明らか. ¤
定理 3.1.18 A, Bを n × n行列とする. このとき全ての r > 0に対して,
sr(AB) ≺w sr(A)sr(B)
が成り立つ.
証明 ∥ ∧k A∥ = s1(∧kA) =
∏k
j=1 sj(A) (1 ≤ k ≤ n)より,
k∏
j=1







よって, 命題 2.1.23より, sr(AB) ≺w sr(A)sr(B). ¤
系 3.1.19 (ユニタリ不変ノルムに対するHölderの不等式) 全ての n× n行列A, Bと, 1p +
1
q = 1
を満たす全ての p > 1に対し,






証明 定理 3.1.18において, r = 1とすると,
s(AB) ≺w s(A)s(B).
命題 3.1.3より, 任意の対称ゲージ関数 Φに対し,
Φ(s(AB)) ≤ Φ(s(A)s(B)).
定理 3.1.7より,
















r を満たす正の実数とする. このとき, 全てのユニタリ不変ノル
ムに対して,





が成り立つ. 特に p = q = 1とすれば,
||| |AB|
1








であることに注意すると, 定理 3.1.18より r > 0に対して,
sr(|AB|) ≺w sr(|A|)sr(|B|).
命題 3.1.3より, 任意の対称ゲージ関数 Φに対し,
Φ(sr(|AB|)) ≤ Φ(sr(|A|)sr(|B|)).
定理 3.1.7より,















系 3.1.21 A,B を任意の行列とし, rを任意の正の数とすると, 全てのユニタリ不変ノルムに対
して,
||| |A∗B|r|||2 ≤ |||(AA∗)r||| |||(BB∗)r||| (3.1.3)
が成り立つ. また, 任意の行列A,Bと, 全てのユニタリ不変ノルムに対し,
||| |A∗B|
1
2 |||2 ≤ |||A||| |||B||| (3.1.4)
|||A∗B|||2 ≤ |||AA∗||| |||BB∗||| (3.1.5)
が成り立つ.
証明 定理 3.1.20において, p = q = 2rとおき, AをA∗に置き換えればよい. 後半 2つの不等式
は,それぞれ r = 12 , r = 1と置くことによって得られる. ¤
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 A + B 0











































 A + B 0












が容易にわかる. 次に右側の不等式を示す. ここで, |A| + |B| 0
0 0
 =
 |A| 12 + |B| 12 |B| 12
0 0





である.また,任意のn×n行列Tについて, TT ∗とT ∗Tがユニタリ同値であることより,
 |A| + |B| 0
0 0





 |A| 12 |B| 12
0 0
 =
















































と定義すると, F (A)は劣加法性を満たす. すなわち,




s(|A| + |B|) ≺ s(|A|) + s(|B|).
定理 3.1.22より,
(s(A), s(B)) ≺ (s(A) + s(B), 0).
よって命題 2.1.22より, F (A)は劣加法性を満たす. ¤




証明 ABが正規行列であることより, sj(AB) = |λj(AB)|. ここで λj(AB)は, |λ1(AB)| ≥ · · · ≥
|λn(AB)|を満たしているとする. |λ(AB)| = |λ(BA)|より, 定理 2.2.1を用いると, |λ(BA)| ≺w
s(BA). これより, s(AB) ≺w s(BA). よって定理 3.1.12より, |||AB||| ≤ |||BA|||. ¤




証明 ABと BAの固有値は等しく, 全て実数の値をとる. 定理 2.2.12より, λ(BA) ≺ λ(ReBA)
を得る. 系 2.1.21より, |λ(BA)| ≺w |λ(ReBA)|. よって, |λ(AB)| = |λ(BA)|より, |||AB||| ≤
|||ReBA|||. ¤
定理 3.1.26 A,Bが正値行列ならば,
∥AsBs∥ ≤ ∥AB∥s (0 ≤ s ≤ 1)
が成り立つ.
証明 D = {s : 0 ≤ s ≤ 1, ∥AsBs∥ ≤ ∥AB∥s}とすると, Dは閉区間 [0, 1]上の閉集合であり, 点














= spr(BsAs+tBt) ≤ ∥BsAs+tBt∥












∥AB∥t ≤ ∥AtBt∥ (t ≥ 1)
が成り立つ.
証明 定理 3.1.26より明らか. ¤
定理 3.1.28 A,B を, λ1(AB) ≤ 1 を満たす正値行列とする. このとき 0 ≤ s ≤ 1 に対し
て, λ1(AsBs) ≤ 1が成り立つ.
証明 A > 0と仮定すると, 補題 1.2.3, 1.2.6より,


















2 ) ≤ 1 ⇒ λ1(AsBs) ≤ 1.
A ≥ 0の場合, 任意の ε > 0に対してA + εI > 0を考え, ε → 0とすればよい. ¤
定理 3.1.29 A,Bが正値行列ならば, 0 ≤ s ≤ 1に対して,
λ1(AsBs) ≤ λs1(AB)
が成り立つ.
証明 任意の α > λ1(AB)に対して, λ1((α−1A)B) < 1. 定理 3.1.28より λ1(AsBs) < αs. よっ
て λ1(AsBs) ≤ λs1(AB). ¤
系 3.1.30 A,Bが正値行列ならば, t ≥ 1に対して,
λt1(AB) ≤ λ1(AtBt)
が成り立つ.









えると, λt1(AB) ≤ λ1(AtBt)が得られる. ¤





t )]tは, 区間 (0,∞)上の tの単調減少関数である.
(2) [λ1(AtBt)]
1
t は, 区間 (0,∞)上の tの単調増加関数である.
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t . よって, [λ1(AtBt)]
1
t は単調増加関数. ¤
定理 3.1.32 A,Bを正値行列とする. このとき 0 < t ≤ u < ∞に対して,
λ
1


























定理 3.1.33 A,Bを正値作用素とする. このとき全てのユニタリ不変ノルムに対して,
|||BtAtBt||| ≤ |||(BAB)t||| (0 ≤ t ≤ 1), (3.1.6)
|||(BAB)t||| ≤ |||BtAtBt||| (t ≥ 1) (3.1.7)
が成り立つ.





2 Bt)∥ = ∥A
t




∥BtAtBt∥ ≤ ∥BAB∥t (0 ≤ t ≤ 1).
これは
s1(BtAtBt) ≤ st1(BAB)










|||BtAtBt||| ≤ |||(BAB)t||| (0 ≤ t ≤ 1).
(3.1.7)は, 定理 3.1.27を用いて (3.1.6)と同様にすればよい. ¤
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= exp(A + B)
が成り立つ.
証明 任意の行列X,Y とm = 1, 2, · · · に対して,
Xm − Y m =
m−1∑
j=0
Xm−1−j(X − Y )Y j
が成り立つ. これより, M = max{∥X∥, ∥Y ∥}として,
∥Xm − Y m∥ ≤ mMm−1∥X − Y ∥




m , (m = 1, 2, · · · , ) とすると, exp
A+B
m =





2 + · · ·+ 1n!(
A+B
m )
































































= exp(A + B).
¤
定理 3.1.35 Aを任意の行列とする. このとき全てのユニタリ不変ノルムに対して,
|||eA||| ≤ |||eReA|||
が成り立つ.
証明 全ての正の整数mに対し, ∥Am∥ ≤ ∥A∥mが成り立つ. これは s1(A∗mAm) ≤ sm1 (A∗A)と


















































定義 3.1.36 行列の空間上の連続な複素数値関数 f が, 条件
(1) 全ての行列X,Y に対して, f(XY ) = f(Y X).
(2) 全ての行列X とm = 1, 2, · · · , nに対して, |f(X2m)| ≤ f(|XX∗|).
を満たすとき, class T に属するという.
命題 3.1.37 λj(X)を, X の固有値を |λ1(X)| ≥ · · · ≥ |λj(X)|をみたすように順序付けたものと
する. 1 ≤ k ≤ nに対して, 関数 gk(X) =
∑k
j=1 |λj(X)|は class T に属する.
証明 λj(XY ) = λj(Y X)より, gk(XY ) = gk(Y X). また,定理2.2.1より, (|λ1|2m, · · · , |λn|2m) ≺w


















は class T に属する. ¤
命題 3.1.38
(1) f を行列の空間上の, 任意の複素数値関数とし, 定義 3.1.36(2)の条件をみたしているとす
る. このとき, A ≥ 0ならば f(A) ≥ 0. 特に全てのエルミート行列に対して, f(eA) ≥ 0.
(2) f が定義 3.1.36の (1), (2)の両方の条件をみたすならば, A,B がともに正値行列であると
き, f(AB) ≥ 0が成り立つ. 特に, A,Bがともにエルミートならば, f(eAeB) ≥ 0が成り立つ.
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証明 (1) 仮定より, 任意の X に対して, |f(X2)| ≤ f(XX∗). A
1



















2 )∗) = f(AB)
よって, f(AB) ≥ 0. 特にA,Bがエルミートならば, f(eAeB) ≥ 0. ¤
定理 3.1.39 f ∈ class T とする. 全ての行列A,Bに対して,
|f(eA+B)| ≤ f(eReAeReB)
が成り立つ.
証明 全ての正の整数mと全ての行列X,Y に対して, 定義 3.1.36より,
|f(|XY |2m)| ≤ f([(XY )(XY )∗]2m−1)
= f([XY Y ∗X∗]2
m−1
)




|f(|XY |2m)| ≤ f([(X∗X)2(Y Y ∗)2]2m−2)
≤ f([X∗X]2m−1 [Y Y ∗]2m−1).
ここでA,Bを任意の行列とし, X = e
A



























2 ) = f(eReAeReB).
¤
系 3.1.40 f ∈ class T のとき,
(1) 全ての行列Aに対して, |f(eA)| ≤ f(eReA)が成り立つ.
(2) エルミート行列A,Bに対して, 0 ≤ f(eA+B) ≤ f(eAeB)が成り立つ.
証明 (1) 定理 3.1.39より明らか.
(2) 定義 3.1.36 より, |f(eA+B)| ≤ f(eA+B). よって, f(eA+B) ≥ 0. 定理 3.1.39 より, 0 ≤
f(eA+B) ≤ f(eAeB). ¤
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系 3.1.41 (Golden-Thompsonの不等式) A,Bをエルミート行列とすると,
Tr(eA+B) ≤ Tr(eAeB)
が成り立つ.
証明 系 3.1.40で, f(X) = TrX にとればよい. ¤
定理 3.1.42 A,Bを任意のエルミート行列とする. このとき全てのユニタリ不変ノルムに対して,
|||eA+B||| ≤ |||eAeB|||
が成り立つ.
証明 命題 3.1.37, 系 3.1.40(2)より,
λ(eA+B) ≺w λ(eAeB).





補題 3.1.43 Y1, Y2を任意の正値行列とし, Y = Y1 − Y2とする. Y = Y + − Y −をエルミート行
列 Y のジョルダン分解とする. このとき j = 1, 2, · · · , nに対して,
λj(Y +) ≤ λj(Y1), λj(Y −) ≤ λj(Y2)
が成り立つ.
証明 λj(Y )は j = 1, · · · , pで非負の値をとり, j = p + 1, · · · , nで負の値をとるものとする. j =
1, · · · , pのとき, λj(Y +) = λj(Y )であり, j = p + 1, · · · , nのとき, λj(Y +) = 0である. Y1 =
Y + Y2 ≥ Y なので, 定理 2.2.9より, 全ての j に対して λj(Y1) ≥ λj(Y ). ゆえに全ての j に対し
て, λj(Y1) ≥ λj(Y +).
Y2 = Y1 − Y ≥ −Y なので, 定理 2.2.9より, 全ての jに対して λj(Y2) ≥ λj(−Y ). ここで, j =
1, · · · , n − p似たいし, λj(−Y ) = λj(Y −)かつ, j > n − pに対して λj(−Y ) = 0より, 全ての jに













 AA∗ + BB∗ 0
0 0






















が成り立つ. X∗X とXX∗ は同じ固有値を持つので, λj(Y +), λj(Y −) (j = 1, · · · , n)はともに
1
2λj(AA












証明 定理 3.1.44より明らか. ¤





証明 はじめに, A, B,Xがエルミート行列であり, A = Bである場合を考える. 命題 3.1.25より,
|||AXA||| ≤ |||Re(XA2)||| = 1
2
|||A2X + XA2|||










|||TY T ||| ≤ 1
2





 , T 2Y + Y T 2 =
 0 A2X + XB2






最後に, A,B,Xが任意の行列である場合を考える. A = A1U,B = B1V をA,Bの極分解とする.こ
のとき,










定理 3.1.47 A,Bを正値行列とし, X を任意の行列とする. このとき全てのユニタリ不変ノルム
に対して,
f(t) = |||A1+tXB1−t + A1−tXB1+t|||
は区間 [−1, 1]上の凸関数となり, t = 0で最小値をとる.
証明 はじめに A >,B > 0と仮定する. f が連続かつ f(t) = f(−t)を満たすことから, t ± s ∈





(AtY B−t + A−tY Bt)
と定めると, 定理 3.1.46より,
|||Y ||| = |||At(A−tY B−t)Bt||| ≤ 1
2
|||AtY B−t + A−tY Bt|||




(AsY B−s + A−sY Bs)













が得られる. |||Mt(AXB)||| = 12f(t)より,
f(t) ≤ 1
2
[f(t + s) + f(t − s)].
よって, f(t) = |||A1+tXB1−t + A1−tXB1+t|||は, 区間 [−1, 1]上の凸関数となり, t = 0で最小値
をとる. ¤
系 3.1.48 A,Bを正値行列とし, X を任意の行列とする. このとき全てのユニタリ不変ノルムに
対して,
g(ν) = |||AνXB1−ν + A1−νXBν |||
は区間 [0, 1]上の凸関数となる.




2 で置き換え, ν = 1+t2 と置けばよい. ¤
系 3.1.49 A,Bを正値行列とし, Xを任意の行列とする. このとき 0 ≤ ν ≤ 1と, 全てのユニタリ
不変ノルムに対して,
|||AνXB1−ν + A1−νXBν ||| ≤ |||AX + XB|||
が成り立つ.
証明 g(ν) = |||AνXB1−ν + A1−νXBν |||を考えると, 系 3.1.48より, これは [0, 1]上の凸関数で
あり, g(0) = g(1) = |||AX + XB|||. これより, |||AνXB1−ν + A1−νXBν ||| ≤ |||AX + XB|||. ¤
定理 3.1.50 A,B,X を任意の行列とする. 全てのユニタリ不変ノルムに対して,
|||A∗XB|||2 ≤ |||AA∗X||| |||XBB∗|||
が成り立つ.




















|||A∗XB|||2 ≤ |||AA∗X||| |||XBB∗|||.
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次に, X が任意の行列の場合を考える. X = UP をX の極分解とする. このとき,
|||A∗XB||| = |||A∗UPB||| = |||U∗A∗UPB|||
|||AA∗X||| = |||AA∗UP ||| = |||U∗AA∗UP |||
|||XBB∗||| = |||UPBB∗||| = |||PBB∗|||
がそれぞれ成り立つ. P が正値行列であることから, 前半の結果でA = U∗AU,X = P と置き換え
れば, 任意の行列A, B,X に対して,
|||A∗XB|||2 ≤ |||AA∗X||| |||XBB∗|||
が成り立つ. ¤
定理 3.1.51 A,B,X を任意の行列とする. このとき, 全ての実数 rと, 全てのユニタリ不変ノル
ムに対して,
||| |A∗XB|r|||2 ≤ ||| |AA∗X|r||| ||| |XBB∗|r|||
が成り立つ.
証明 X = UP をX の極分解とする. このとき, A∗XB = A∗UPB. (3.1.3)より,






































2 ) = λr(PBB∗) ≺w λ
r
2 (P 2[BB∗]2)






2 )r||| ≤ ||| |XBB∗|r|||.
以上の結果を組み合わせて,
||| |A∗XB|r|||2 ≤ ||| |AA∗X|r||| ||| |XBB∗|r|||.
¤
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系 3.1.52 A,Bを正値行列, X を任意の行列とする. このとき, 0 ≤ ν ≤ 1と全てのユニタリ不変
ノルムに対して,
|||AνXB1−ν ||| ≤ |||AX|||ν |||XB|||1−ν (3.1.8)
が成り立つ.
証明 全ての添え字, ν = k2n , k = 0, 1, · · · , 2
n に対する帰納法でこれを示す. ν = 0, 1のときは
明らかに成立. また, ν = 12 のとき, 定理 3.1.51より成立. ν =
2k+1
2n とする. µ =
k
2n−1 , ρ =
1
2n
とすると, ν = µ + ρ と表わせる. ここで分母が 2n−1 のときまで (3.1.8) が成立しているとし
て, λ = µ + 2ρ = ν + ρとする. 定理 3.1.51と帰納法の仮定より,


























= |||AX|||ν |||AXB|||1−ν .
これより, 全ての ν = k2n , k = 0, 1, · · · , 2
nに対して, (3.1.8)が成立. よって, 連続性により全ての
0 ≤ ν ≤ 1に対して |||AνXB1−ν ||| ≤ |||AX|||ν |||XB|||1−ν が成立. ¤
系 3.1.53 A,Bを正値行列, X を任意の行列とする. このとき, 0 ≤ ν ≤ 1と全てのユニタリ不変
ノルムに対して,
|||AνXBν ||| ≤ |||X|||1−ν |||AXB|||ν
が成り立つ.
証明 A > 0, つまり, Aは可逆と仮定する. 系 3.1.52より,
|||AνXBν ||| = |||(A−1)1−νAXB1−(1−ν)|||
≤ |||A−1AX|||1−ν |||AXB|||ν
= |||X|||1−ν |||AXB|||ν .
A ≥ 0の場合は, 任意の ε > 0に対してA + εI > 0を考え, ε → 0とすればよい. ¤
3.2 作用素単調関数とノルム不等式
この節では, 主に安藤 [5]の結果から始まる一連の流れに基づき, 作用素単調関数に関するノル
ム不等式をいくつか紹介する.
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f を f(0) = 0となる [0,∞)上の作用素単調関数とした場合, 全ての正値作用素A,Bと全てのユ
ニタリ不変ノルムに対して,
|||f(A) − f(B)||| ≤ |||f(|A − B|)|||
が成り立つことが, 1988年に安藤 [5]で示された. しかし, この不等式の和の場合として, A, Bを正
値作用素, f : [0,∞) → [0,∞)を作用素凹関数としたとき,全てのユニタリ同値ノルムに対して
|||f(A + B)||| ≤ |||f(A) + f(B)|||
が成立するかについてはこの時点ではまだ示されておらず, Batia-Kittaneh[4]などによってこれ
の特殊な場合がいくつか示されている状態であった. しかし, これは 1999年に安藤-Zhan[6]で解
決された. そしてこれはさらに 2007年, Bourin-内山 [8]によって, 条件を弱くし, 一般の非負凹関
数とした場合でもこの不等式が成立することが示された.
補題 3.2.1 X,Y を有界な線形作用素であり, エルミートとする. X = X+ − X−, Y = Y+ − Y−
をジョルダン分解とすると, 次が成り立つ.
(1) X ≤ Y ならば, 全ての jに対して µj(X+) ≤ µj(Y+).
(2) µ(X+) ≺w µ(Y+)かつ µ(X−) ≺w µ(X−)のとき, µ(X) ≺w µ(Y ).
証明 (1) X+ = QXQとすると, X+ = QXQ ≤ QY Q ≤ QY+Q. よって, Weylの単調定理よ
り, µj(X+) ≤ µj(QY+Q) ≤ λj(Y+).















j=1 µj(Y ). ¤
定理 3.2.2 f を f(0) = 0となる [0,∞)上の作用素単調関数とする. このとき, 全ての正値作用素
A,Bに対して ∥f(A) − f(B)∥ ≤ f(∥A − B∥)が成り立つ.
証明 定理 1.2.9より, f は凹関数. f(0) = 0より, 全ての非負な a, bに対して
f(a + b) ≤ f(a) + f(b). (3.2.1)
ここでα = ∥A−B∥とするとA−B ≤ αI. よってA ≤ B +αIかつ f(A) ≤ f(B +αI). (3.2.1)よ
り, f(A) ≤ f(B)+f(α)I. よって, f(A)−f(B) ≤ f(α)I. さらに同様にして, f(B)−f(A) ≤ f(α)I.
よって, |f(A) − f(B)| ≤ f(α)I. これより, ∥f(A) − f(B)∥ ≤ f(α) = f(∥A − B∥). ¤
補題 3.2.3 X,Y を正値作用素とすると, 全てのユニタリ不変ノルムに対して |||(X + I)−1 − (X +
Y + I)−1||| ≤ |||I − (Y + I)−1|||が成り立つ.
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証明 定理 3.1.12より, Ky Fan k-ノルムについて示せば十分である. (X + I)−1 ≤ I である. 補
題 1.2.3より, Y
1
2 (X + I)−1Y
1
2 ≤ Y. よって,
I − [Y
1
2 (X + I)−1Y
1
2 + I]−1 ≤ I − (Y + I)−1.
系 2.2.9より,
λ↓j (I − [Y
1
2 (X + I)−1Y
1




2 (X + I)−1Y
1
2 ) = λ↓j ((X + I)
− 1
2 Y (X + I)−
1
2 )より,
λ↓j (I − [(X + I)
− 1
2 Y (X + I)−
1
2 + I]−1) ≤ λ↓j (I − (Y + I)
−1).









また, ∥(X + I)−
1
2 ∥ ≤ I より,
λ↓j ((X + I)
−1 − (X + Y + I)−1) ≤ λ↓j (I − [(X + I)
− 1
2 Y (X + I)−
1
2 + I]−1).
これより λ↓j ((X + I)
−1 − (X + Y + I)−1) ≤ λ↓j (I − (Y + I)−1). よって,
s↓j ((X + I)
−1 − (X + Y + I)−1) ≤ s↓j (I − (Y + I)
−1).
これはKy Fan k-ノルムの不等式より強い. よって,
|||((X + I)−1 − (X + Y + I)−1)||| ≤ |||(I − (Y + I)−1)|||.
¤
定理 3.2.4 (安藤) f を f(0) = 0となる [0,∞)上の作用素単調関数とする. このとき, 全ての正値
作用素A,Bと全てのユニタリ不変ノルムに対して |||f(A)− f(B)||| ≤ |||f(|A−B|)|||が成り立つ.
証明 はじめに, A − B ≥ 0の場合を示す. C = A − Bとする. 定理 3.1.12より,
∥f(A) − f(B)∥(k) = ∥f(B + C) − f(B)∥(k) ≤ ∥f(C)∥(k) (3.2.2)







































∥f(B + C) − f(B)∥(k) ≤ β∥C∥(k) +
∫ ∞
0
λ∥(B + C)(λI + B + C)−1 − B(λI + B)−1∥(k)dω(λ).
以上より, (3.2.2)を示すためには,
∥(B + C)(B + C + λI)−1 − B(B + λI)−1∥(k) ≤ ∥C(C + λI)−1∥(k)
を示せばよい. X(X + λI)−1 = I − (Xλ + I)
−1であることと, 補題 3.2.3より,























= ∥λ(B + λI)−1 − λ(B + C + λI)−1∥(k)
= ∥(B + C)(B + C + λI)−1 − B(B + λI)−1∥(k).
次に一般の場合を示す. A,B を任意の正値作用素とする. A − B のジョルダン分解を考える
と, A−B ≤ (A−B)+であり, これよりA ≤ B + (A−B)+. f は作用素単調関数なので, f(A) ≤
f(B + (A − B)+). これより,
f(A) − f(B) ≤ f(B + (A − B)+) − f(B).
補題 3.2.1より,
∥[f(A) − f(B)]+∥(k) ≤ ∥f(B + (A − B)+) − f(B)∥(k).
前半の結果より,
∥[f(A) − f(B)]+∥(k) ≤ ∥f([A − B]+)∥(k).
またAとBを入れ替えることにより,
∥[f(A) − f(B)]−∥(k) ≤ ∥f([A − B]−)∥(k).
ここで補題 3.2.1より,
∥f(A) − f(B)∥(k) ≤ ∥f(|A − B|)∥(k).
¤
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定理 3.2.5 (安藤) g : [0,∞) → [0,∞)を g(0) = 0, g(∞) = ∞をみたす連続な狭義増加関数と
し, その逆関数 g−1が作用素単調関数となるものとする. このとき, 全ての正値作用素A, Bと全て
のユニタリ不変ノルムに対して |||g(A) − g(B)||| ≥ |||g(|A − B|)|||が成り立つ.
証明 f = g−1とする. 定理 1.2.9より, f は凹関数. これより, gは凸関数. 定理 3.2.4より,
|||A − B||| ≤ |||f(|g(A) − g(B)|)|||.
これは
{sj(A − B)} ≺w {sj(f(|g(A) − g(B)|))}
と同値. ここで f が作用素単調であることより,
sj(f(|g(A) − g(B)|)) = f(sj(g(A) − g(B))).
これより,
{sj(A − B)} ≺w {f(sj(g(A) − g(B)))}.
gが凸かつ単調であることより, 系 2.1.21より,
{g(sj(A − B))} ≺w {sj(g(A) − g(B))}.
gは単調なので,
{sj(g|A − B|)} ≺w {sj(g(A) − g(B))}.
¤
定理 3.2.6 (Bhatia-Kittaneh) A,Bを正値作用素とし, zを任意の複素数とする. このとき, 全
てのユニタリ不変ノルムに対して |||A − |z|B||| ≤ |||A + zB||| ≤ |||A + |z|B|||が成り立つ.
証明 はじめに, 右半分の不等式を示す. 定理 2.1.11 より, 2 つの正規直交系 {e1, · · · , ek} と
{f1, · · · , fk}が存在して,
k∑
j=1
sj(A + zB) =
k∑
j=1
|⟨ej , (A + zB)fj⟩| ≤
k∑
j=1
{|⟨ej , Afj⟩| + |z||⟨ej , Bfj⟩|}
コーシー・シュワルツの不等式より,
|⟨ej , Afj⟩| = ⟨A
1





≤ {⟨ej , Aej⟩⟨fj , Afj⟩}
1
2






sj(A + zB) ≤
k∑
j=1
{[⟨ej , Aej⟩⟨fj , Afj⟩]
1






























j=1 sj(A + zB) ≤
∑k
j=1 sj(A + |z|B).
次に, 左半分の不等式を示す. A − |z|Bがエルミートより,
k∑
j=1
sj(A − |z|B) =
k∑
j=1










j=1 sj(A − |z|B) ≤
∑k
j=1 sj(A + zB). ¤
命題 3.2.7 X を任意の作用素とし, Y を正値作用素とする. このとき |||X||| ≤ |||Y |||ならば, 全
ての正の整数mと全てのユニタリ不変ノルムに対し, |||Xm||| ≤ |||Y m|||が成り立つ.
証明 |||X||| ≤ |||Y ||| ⇔ s(X) ≺w s(Y ). が成り立つ. f(t) = tm (m ≥ 1)とすると, f(t)は [0,∞)
上凸で単調増加な関数. ここで系 2.1.21より, sm(X) ≺w sm(Y ). また, Y が正値作用素であるこ
とから, smj (Y ) = sj(Y
m)が成り立つ. 今, s(Xm) ≺ sm(X)を示す.














以上より, s(Xm) ≺ s(Y m). ¤
補題 3.2.8 Cを正値作用素とする. λ1 ≥ · · · ≥ λnをCの固有値とする. これらの固有値には, そ
れぞれ固有ベクトル v1, · · · , vnが対応するものとする. ここで,
U1 = (vn, vn−1, · · · , vn−k+1)
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D1 = diag(λn, λn−1, · · · , λn−k+1),
D2 = diag(λn−k, λn−k+1, · · · , λ1)

































≤ λ2n−k+1(U∗2 HU1)(U∗2 HU1)∗.
それゆえ,
∥U∗1 HU1D1∥2F + ∥U∗2 HU1D1∥2F ≤ ∥U∗1 HU1D1∥2F + λ2n−k+1∥U∗2 HU1∥2F .
また,
∥CHU1∥2F = ∥(CHU1)∗W∥2F = ∥U∗1 HC(U1, U2)∥2F
= ∥(U∗1 HU1D1, U∗1 HU2D2)∥2F
= ∥U∗1 HU1D1∥2F + ∥D2U∗2 HU1∥2F
≥ ∥U∗1 HU1D1∥2F + λ2n−k∥U∗2 HU1∥2F
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よって,
∥HCU1∥2F ≤ ∥U∗1 HU1D1∥2F + λ2n−k+1∥U∗2 HU1∥2F
≤ ∥U∗1 HU1D1∥2F + λ2n−k∥U∗2 HU1∥2F
≤ ∥CHU1∥2F .
同様にして, ∥CHU2∥F ≤ ∥HCU2∥F . ¤




⟨{A(A + I)−1 + B(B + I)−1}uj , uj⟩ ≥
k∑
j=1
⟨(A + B)(A + B + I)−1uj , uj⟩ (3.2.3)
が成り立つ.
証明 C = (A + B + I)−
1
2 と定義し, その固有値を λ1 ≥ · · · ≥ λnと表す. ここで,




⟨{A(A + I)−1}uj , uj⟩ ≥
k∑
j=1
⟨CACuj , uj⟩, (3.2.4)
k∑
j=1
⟨{B(B + I)−1}uj , uj⟩ ≥
k∑
j=1
⟨CBCuj , uj⟩ (3.2.5)
を示す. Cの固有ベクトルをv1, · · · , v2とすると, uj = vn−j+1とできる.ここでU1 = (vn, vn−1, · · · , vn−k+1) =
(u1, u2, · · · , uk) と定義する. (3.2.4)は,
Tr[U∗1 A(A + I)
−1U1] ≥ Tr(U∗1 CACU1)
と同値. 補題 3.2.8においてH を A
1
2 と置き, C2 = (A + B + I)−1 ≤ (A + I)−1であることを用
いて,












2 (A + I)−1A
1
2 U1) = Tr(U∗1 A(A + I)
−1U1).
これより, (3.2.4) が成り立つ. (3.2.4) において, A を B で置き換えることにより, (3.2.5) が成
立. (3.2.4), (3.2.5)により, (3.2.3)が成り立つ. ¤
次の定理は [6]の主要な結果である.
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定理 3.2.10 (安藤-Zhan) 全ての正値作用素 A,B と全てのユニタリ不変ノルムに対し、次が成
り立つ.
(1) 全ての [0,∞)上非負な作用素単調関数 f(t)に対して, |||f(A) + f(B)||| ≥ |||f(A + B)|||が
成り立つ.
(2) g(0) = 0, g(∞) = ∞を満たし,かつ,その逆関数が作用素単調関数となるような全ての [0,∞)
上非負な狭義増加関数 g(t)に対して, |||g(A) + g(B)||| ≤ |||g(A + B)|||が成り立つ.
証明 (1) : 補題 3.2.9より, 全ての s > 0に対して,
k∑
j=1
⟨{sA(A + sI)−1 + sB(B + sI)−1}uj , uj⟩ ≥
k∑
j=1
⟨s(A + B)(A + B + sI)−1uj , uj⟩.
よって,
⟨(f(A)uj , uj⟩ = α⟨uj , uj⟩ + β⟨Auj , uj⟩ +
∫ ∞
0
s⟨A(A + sI)−1uj , uj⟩dµ(s)
より,
⟨(f(A + B)uj , uj⟩ = α⟨uj , uj⟩ + β⟨(A + B)uj , uj⟩ +
∫ ∞
0
s⟨(A + B)(A + B + sI)−1uj , uj⟩dµ(s).
また,




s⟨{A(A + sI)−1 + B(B + sI)−1}uj , uj⟩dµ(s).
これより, ⟨(f(A) + f(B)uj , uj⟩ ≥ ⟨f(A + B)uj , uj⟩. よって,
k∑
j=1
⟨{f(A) + f(B)}uj , uj⟩ ≥
k∑
j=1
⟨f(A + B)uj , uj⟩.
uj の取り方より,
∑k
j=1⟨f(A + B)uj , uj⟩ = ∥f(A + B)∥(k). Ky Fanの最大原理より, ∥f(A) +
f(B)∥(k) ≥
∑k
j=1⟨{f(A) + f(B)}uj , uj⟩. よって
∥f(A) + f(B)∥(k) ≥ ∥f(A) + f(B)∥(k).
(2) : f(t)を gの逆関数とする. f は作用素単調. g(A), g(B) ≥ 0より, (1)の結果を用いて,
∥A + B∥(k) = ∥f [g(A)] + f [g(B)]∥(k) ≥ ∥f [g(A) + g(B)]∥(k).
つまり gは凸かつ単調関数なので, 系 2.1.21より, {sj(f [g(A) + g(B)])} ≺w {sj(A + B)}.
{sj(g(A) + g(B))} ≺w {sj(g(A + B))}.
よって,
∥g(A) + g(B)∥(k) ≤ ∥g(A + B)∥(k)
が得られる. ¤
55
系 3.2.11 全ての正値作用素A, Bと, 全てのユニタリ不変ノルムに対して, 次が成り立つ.
(1) |||Ap + Bp||| ≥ |||(A + B)p||| (0 < p ≤ 1),
(2) |||Ap + Bp||| ≤ |||(A + B)p||| (1 ≤ p < ∞).
証明 (1) :定理 1.2.6より, f(t) = tp (0 ≤ p ≤ 1)は [0,∞)上の作用素単調関数.よって定理 3.2.10
より, |||Ap + Bp||| ≥ |||(A + B)p||| (0 < p ≤ 1).
(2) : g(t) = tp (1 < p < ∞)は, [0,∞)上の非負な増加関数で, かつ g(0) = 0, g(∞) = 0. さら
に, 逆関数 t
1
p は作用素単調関数である. このとき定理 3.2.10より, |||Ap + Bp||| ≤ |||(A + B)p|||.¤
系 3.2.12 全ての正値作用素A, Bと, 全てのユニタリ不変ノルムに対して, 次が成り立つ.
(1) ||| log(A + I) + log(B + I)||| ≥ ||| log(A + B + I)|||,
(2) |||eA + eB||| ≤ |||eA+B + I|||.
証明 (1) : log(t + 1)は [0,∞)上の非負な作用素単調関数.
(2) : g(t) = et − 1は, [0,∞)上の非負な増加関数で, g(0) = 0, g(∞) = 0を満たし, 逆関数は
log(t + 1). 定理 3.2.10より,
||(eA − I) + (eB − I)||(k) ≤ ||(eA+B − I)||(k).
∥eA + eB − 2I∥(k) = ∥eA + eB∥(k) − 2kと ||eA+B − I||(k) = ||eA+B + I||(k) − 2kに注意すると,
||eA + eB||(k) ≤ ||eA+B + I||(k).
¤
系 3.2.13 g(t)を, g(0) = 0を満たす [0,∞)上非負な関数とする. g(t)が作用素凸ならば, 全ての
正値作用素 A,Bと全てのユニタリ不変ノルムに対して, |||g(A) + g(B)||| ≤ |||g(A + B)|||が成り
立つ.
証明 定理 1.2.12より, g(t)が [0,∞)上の作用素凸関数で, g(0) = 0を満たすならば, g(t)t = f(t)
は作用素単調となる. ここで, g(0) ̸= 0として, 補題 1.2.14より, tf(t)の逆関数は作用素単調であ
る. 定理 3.2.10より, |||g(A) + g(B))||| ≤ |||g(A + B)|||. ¤
以下では, 定理 (3.2.10)の (1), (2)が [0,∞)上の一般の非負凹関数, 非負凸関数に対してそれぞ
れ成立することを示す.
補題 3.2.14 A,Bを正値作用素とし, QをQB = BQを満たす直交射影とする. inf{∥Bx∥ : Qx =
x, ∥x∥ = 1} ≥ sup{∥Bx∥ : (I − Q)x = x, ∥x∥ = 1}が成り立つならば,
TrQBA2BQ ≥ TrQAB2AQ, (3.2.6)
Tr(I − Q)BA2B(I − Q) ≤ Tr(I − Q)AB2A(I − Q) (3.2.7)
56
が成り立つ.



















∥Bx∥2 = m1 ≥ sup
∥x∥=1, (I−Q)x=x
∥B(I − Q)x∥2 = m2
となるようなm1,m2をとると,







≥ TrA∗12m2A12 ≥ TrA∗12B22A12.
よって, Tr(B1A211B1 + B1A12A
∗
12B1) ≥ Tr(A11B21A11 + A12B22A∗12)が得られ, これより,
TrQBA2BQ ≥ TrQAB2AQ.
また同様に,
(I − Q)BA2B(I − Q) =
 0 0



















≤ TrA∗12m1A12 ≤ TrA∗12B21A12.
よって, Tr(B2A∗11A12B2 + B2A
2
22B2) ≤ Tr(A∗12B21A12 + A22B22A22)が得られ, これより,
Tr(I − Q)BA2B(I − Q) ≤ Tr(I − Q)AB2A(I − Q).
¤
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系 3.2.15 A,Bを正値作用素とし, Qを, QB = BQを満たす直交射影とする. inf{∥Bx∥ : Qx =
x, ∥x∥ = 1} > sup{∥Bx∥ : (I − Q)x = x, ∥x∥ = 1}が成り立つとする. このとき, TrQBA2BQ =
TrQAB2AQが成り立つための必要十分条件は, AQ = QAとなることである.
証明 (⇒) 仮定より, TrQBA2BQ = TrQAB2AQ. このとき, 系 3.2.14の証明の (3.2.8), (3.2.9)










≥ TrA∗12m2A12 ≥ TrA∗12B22A12
とm1 > m2より, TrA12A∗12 = 0. となり, これよりA12 = 0. よって, AQ = QA.
(⇐) QA = AQならば, A12 = A21 = 0. ¤
命題 3.2.16 f(t)を a ≤ t ≤ b (a ≥ 0)上で連続な関数とし, f(t)が減少関数かつ tf(t)が増加関
数, または f(t)が増加関数かつ tf(t)が減少関数とする. A,Bを a ≤ A + B ≤ bを満たすような正






















2 f(A + B)B
1
2 ||| ≥ |||(A + B)f(A + B)|||. (3.2.13)
証明 はじめに, f(t)は減少関数, tf(t)は増加関数とする.すると, f(t) ≥ 0. また, A+Bの固有値
を昇順に並べ, λ↑1(A+B) ≤ λ
↑
2(A+B) ≤ · · · ≤ λ
↑
n(A+B)とし,それぞれの固有値に対する固有ベク















λ↓j ((A + B)f(A + B)) =
n∑
j=n−k+1
λ↑j (A + B)f(λ
↑
j (A + B))









2 f(A + B)B
1
2 ej , ej⟩ ≥
n∑
j=n−k+1
λ↑j (A + B)f(λ
↑
j (A + B))
を示せば十分. しかしこれは, P を en−k+1, · · · , enにより張られる部分空間への射影として,
Tr{PA
1
2 f(A + B)A
1
2 P + PB
1
2 f(A + B)B
1
2 P} ≥ TrP (A + B)f(A + B)P






2 f(A + B)A
1
2 P ≥ TrPf(A + B)
1






2 f(A + B)B
1
2 P ≥ TrPf(A + B)
1






2 f(A + B)A
1
2 P + PB
1
2 f(A + B)B
1
2 P} ≥ TrP (A + B)f(A + B)P.
次に, f(t)は増加関数, tf(t)は減少関数の場合を示す. この場合, f(t) ≤ 0. (3.2.12)は, 全ての


















λ↑j ((A + B)f(A + B)) =
n∑
j=n−k+1
λ↑j (A + B)f(λ
↑










2 f(A + B)B
1
2 ej , ej⟩ ≤
n∑
j=n−k+1
λ↑j (A + B)f(λ
↑
j (A + B))
を示せば十分. しかしこれは, P を前述の射影とすると,
Tr{PA
1
2 f(A + B)A
1
2 P + PB
1
2 f(A + B)B
1
2 P} ≤ TrP (A + B)f(A + B)P






2 f(A + B)A
1
2 P ≤ TrPf(A + B)
1





2 f(A + B)B
1
2 P ≤ TrPf(A + B)
1






2 f(A + B)A
1
2 P + PB
1
2 f(A + B)B
1
2 P} ≤ TrP (A + B)f(A + B)P.
(3.2.13)は明らか. ¤
系 3.2.17 A,BをA + Bが可逆となるような正値作用素とする. このとき, 次は同値.
(1) H = A
1




2 (A + B)−1B
1
2 ≤ I
(2) H = I
(3) AB = BA
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j (I) = k. よってH = I.
(2) ⇒ (3) λn(A + B) ≥ · · · ≥ λn−k+1(A + B) > λn−k(A + B)と仮定する. λj(A + B)に対する
固有ベクトル ej からなる正規直交基底 e1, · · · , ek をとる. Qを en, · · · , en−k+1で張られる部分空
間への射影とすると, 補題 3.2.14より,
k = TrQHQ = TrQA
1
2 (A + B)−1A
1
2 Q + TrQB
1
2 (A + B)−1B
1
2 Q
≥ TrQ(A + B)−
1
2 A(A + B)−
1
2 Q + TrQ(A + B)−
1
2 B(A + B)−
1
2 Q
= TrQ(A + B)−
1
2 (A + B)(A + B)−
1









2 Q.系 3.2.15より, AQ = QA.よっ
て, AがA + Bの全てのスペクトル射影と可換となることより, AB = BA.




2 は (A + B)−1と可換であるから,
A
1




2 (A + B)−1B
1
2 = (A + B)−1(A + B) = I.
¤
命題 3.2.18 ψ(t)を [0,∞)上, 定数ではない作用素凸な増加関数とする. このとき, ψ(t)は狭義増
加関数かつ, ψ−1(t)は [ψ−1(0),∞)上の作用素凹関数となる.
証明 はじめに, ψ(0) = 0と仮定する. すると, 定理 1.2.12より, ψ(t)t は (0,∞)上の作用素単調関
数. ここで limt→+0
ψ(t)
t は存在して, 非負であることから, t = 0で limt→+0
ψ(t)
t とする自然な拡張
が得られる. これを再び ψ(t)t と置くことにする.
ψ(t)
t が増加関数なので, ψ(t)は狭義増加関数とな
る. 補題 1.2.14より, ψ(t) = tψ(t)t は作用素単調関数. よって定理 1.2.9より, ψ(t)は凹関数.
次に ψ(0) ̸= 0の場合を示す. φ(t) = ψ(t)−ψ(0)とすると, φ(0) = 0. よって φ−1(t)は作用素凹
関数. ψの逆関数は ψ−1(t) = φ−1(t − ψ(0))より, ψ−1(t)は作用素凹関数. ¤









j (ψ(A + B)).
証明 ψ(t)は [0,∞)上の定数ではない作用素凸な増加関数であることから,命題3.2.18より, ψ(t)は
狭義増加関数かつ, ψ−1(t)は [0,∞)上の作用素凹関数となる.これより, ψ−1(t)は作用素単調関数.よ








j (ψ(A + B)). ¤
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命題 3.2.20 f(t)を区間 I 上の凹関数とし, A,Bを固有値が全て I に含まれるようなエルミート








∗f(A)X + Y ∗f(B)Y ). (3.2.14)
さらに, f(t)が単調とすると,
λ↑k(f(X
∗AX + Y ∗BY )) ≥ λ↑k(X
∗f(A)X + Y ∗f(B)Y ). (3.2.15)
証明 まずはじめに, (3.2.14)を示す. {λi}ni=1を f(λ1) ≤ · · · ≤ f(λn)を満たすようなX∗AX +
Y ∗BY の固有値とする. さらに, 固有値 λiに対応する固有ベクトルを eiとする. (3.2.14)の左辺は
f(λ1) + · · · + f(λn)と書き表せる. ここで f の凹性より,
k∑
j=1









































よって, Ky Fanの最大原理より, (3.2.14)が成立.
次に (3.2.15)を示す.まず, f(t)が単調増加関数と仮定する.このとき, {λj}nj=1に対し, λi ≤ λi+1
かつ f(λi) ≤ f(λi+1)が成り立つ. e1, · · · , ek の線形結合で表される全ての単位ベクトル xに対
して,
⟨(X∗f(A)X + Y ∗f(B)Y )x, x⟩ ≤ f(⟨(X∗AX + Y ∗BY )x, x⟩)
≤ f(λk).
ここでミニマックスの定理を用いれば, λk(X∗f(A)X + Y ∗f(B)Y ) ≤ f(λk). f が単調減少の場合
も同様. ¤








系 3.2.22 g(t)を I 上で凸な関数とし, A,Bを固有値が全て I に含まれるようなエルミート作用








∗g(A)X + Y ∗g(B)Y ).
さらに, g(t)が単調ならば,
λ↓k(g(X
∗AX + Y ∗BY )) ≤ λ↓k(X
∗g(A)X + Y ∗g(B)Y ).
証明 λ↓k(A) = −λ
↑
k(−A)に注意して, f = −gとすると, f は凹関数となることから, 命題 3.2.20
を用いればよい. ¤
定理 3.2.23 (内山) f(t)を, [0,∞)上で非負連続な凹関数とする. このとき全てのA,Bに対して,
k∑
j=1












値をとるとは限らない. ここで f(t)の代わりに, 任意の ε > 0に対して f(t + ε) − f(ε)を考え, こ
れを再び f(t)と置くと, これは右側微分可能であり, かつ f(0) = 0となる. よって, f(t)t を [0,∞)
に拡張可能. これを再び f(t)t と置く. f(t)は非負な凹関数なので,
f(t)
t は [0,∞)上減少関数となる.







































次に, A, Bが一般の場合を考える. 定理 2.2.14より,
k∑
j=1























系 3.2.24 定理 3.2.23 の条件の下で, 全てのユニタリ不変ノルムに対して |||f(|A + B|)||| ≤
|||f(|A|)||| + |||f(|B|)|||.
証明 定理 3.2.23より明らか. ¤
次の 2つの定理により, 定理 3.2.10が, 一般の非負凸関数, 非負凹関数である場合も成り立つこ
とが言える.
定理 3.2.25 (Bourin-内山) A,Bを正値作用素とし, g : [0,∞) → [0,∞)を g(0) = 0となるよう
な凸関数とする. このとき, 全てのユニタリ不変ノルムに対して |||g(A) + g(B)||| ≤ |||g(A + B)|||
が成り立つ.
証明 f, gをそれぞれ,この定理の主張を満たす関数とする.このとき, f, gは非減少関数となる.仮
定より,
∥(f + g)(A) + (f + g)(B)∥(k) ≤ ∥f(A) + f(B)∥(k) + ∥g(A) + g(B)∥(k)
≤ ∥f(A + B)∥(k) + ∥g(A + B)∥(k)
= ∥(f + g)(A + B)∥(k)





{|t − a| + t − a} (a ≥ 0)
とすると, 点 0において 0の値をとる正の凸関数は, γ(t)の正の結合によって近づけることが可
















a2 + r − a
+
√
a2 + r + a
2
となり, これは [0,∞)上の作用素凹関数となり, したがって作用素単調関数である. ここで定理
3.2.10と, hr(t) → γ(t) (r → 0)であることより,
|||γ(A) + γ(B)||| ≤ |||γ(A + B)|||.
よってこれより,
|||g(A) + g(B)||| ≤ |||g(A + B|||.
¤
定理 3.2.26 (Bourin-内山) A,Bを正値作用素とし, f : [0,∞) → [0,∞)を凹関数とする. このと
き, 全てのユニタリ不変ノルムに対して |||f(A + B)||| ≤ |||f(A) + f(B)|||が成り立つ.
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j (A+B)Pjを考え, E = P1+· · ·+Pk
とする. ただし P1, · · · , Pnは互いに直交する 1次元射影. このとき,
∥f(A + B)∥(k) =
k∑
j=1
λ↓j (f(A + B)) = TrEf(A + B)E.
これより,
TrEf(A + B)E ≤ TrE(f(A) + f(B))E
を示せばよい. しかしこれは, [0,∞)上の非正かつ g(0) = 0をみたす全ての凸関数 gに対して,
TrE(g(A) + g(B))E ≤ TrEg(A + B)E (3.2.16)
が成り立つことと同値.よって, (3.2.16)を示せばよい.さらにここで, [0,∞)上の非正かつ g(0) = 0
をみたす凸関数 gは,
g(t) = λt + h(t)
で表される関数の結合によって近づけることが可能である. ここで λ < 0, hは h(0) = 0をみたす
非負な凸関数とする. よって, このような h(t)に対して (3.2.16)が成り立つことを示せばよい. 定
理 3.2.25より,
TrE(h(A) + h(B))E =
k∑
j=1












= TrEh(A + B)E.
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