Let (M, g) be a smooth compact n-dimensional Riemannian manifold (n ≥ ) with smooth (n − )dimensional boundary ∂M. We prove that the stable critical points of the mean curvature of the boundary generates H (M) solutions for the following singularly perturbed elliptic problem with Neumann boundary conditions:
and μ g denotes the volume form on M associated to g. More precisely, we want to show that, for ε sufficiently small, we can construct a solution which has a peak near a stable critical point of the scalar curvature of the boundary, as stated in the following. Definition 1.1. Let f ∈ C (N, ℝ), where (N, g) is a Riemannian manifold. We say that K ⊂ N is a C -stable critical set of f if K ⊂ {x ∈ N : ∇f(x) = } and for any μ > there exists δ > such that if h ∈ C (N, ℝ) with max d g (x,K)≤μ |f(x) − h(x)| + |∇f(x) − ∇h(x)| ≤ δ, then h has a critical point x with d g (x , K) ≤ μ. Here d g denotes the geodesic distance associated to the Riemannian metric g. Now we can state the main theorem. Theorem 1.2. Assume K ⊂ ∂M is a C -stable critical set of the mean curvature of the boundary. Then, there exists ε > such that for any ε ∈ ( , ε ), problem (1.1) has a solution u ε ∈ H (M) which concentrates at a point ξ ∈ K as ε goes to zero.
Problem (1.1) in a flat domain has a long history. Starting from a problem of pattern formation in biology, Lin, Ni and Takagi [14, 18] showed the existence of a mountain pass solution for problem (1.1) and proved that this solution has exactly one maximum point which lies on the boundary of the domain. Moreover, in [19] Ni and Takagi proved that the maximum point of the solution approaches the maximum point of the mean curvature of the boundary when the perturbation parameter ε goes to zero.
Thenceforth, many papers were devoted to the study of problem (1.1) on flat domains. In particular, in [3, 20] it was proved that any stable critical point of the mean curvature of the boundary generated a single peaked solution whose peak approaches the critical point as ε vanishes. Moreover, in [10, 12, 13, 22] the existence of multipeak solutions whose peaks lies on the boundary was studied. We also mention the series of works [8, 9, 11, 21] , in which the existence of solutions which have internal peaks was proved.
For the case of a manifold M, problem (1.1) was first studied in [2] , where Byeon and Park proved the existence of a mountain pass solution when the manifold M is closed and when the manifold M has a boundary. They showed that for ε small, such a solution has a spike which approaches -as ε goes to zero -a maximum point of the scalar curvature when M is closed, and a maximum point of the mean curvature of the boundary when M has a boundary.
For the case of a closed manifold M, Benci, Bonanno and Micheletti [1] showed that problem (1.1) has at least cat M + nontrivial positive solutions when ε goes to zero. Here cat M denotes the Lusternik-Schnirelmann category of M. Moreover, in [15] the effect of the geometry of the manifold (M, g) was examined. In fact, it was shown that positive solution of the problem are generated by stable critical points of the scalar curvature of M.
More recently, for the case of a manifold M with boundary ∂M, we proved in [6] that problem (1.1) has at least cat ∂M non trivial positive solutions when ε goes to zero. We can compare the result of [6] with Theorem 1.2. In fact, in [7] the authors proved that, generically with respect to the metric g, the mean curvature of the boundary has nondegenerate critical points. More precisely, the set of metrics for which the mean curvature has only nondegenerate critical points is an open dense set among all the C k metrics on M, k ≥ . Thus, generically with respect to the metric, the mean curvature has P (∂M) nondegenerate (hence stable) critical points, where P (∂M) is the Poincaré polynomial of ∂M, namely P t (∂M) evaluated in t = . So, generically with respect to the metric, problem (1.1) has P (∂M) solution, and we have P (∂M) ≥ cat ∂M, where for many cases the strict inequality holds.
The paper is organized as follows. In Section 2 some preliminary notions are introduced, which are necessary for the comprehension of the paper. In Section 3 we study the variational structure of the problem, and we perform the finite dimensional reduction. In Section 4 the proof of Theorem 1.2 is sketched, while the expansion of the reduced functional is carried out in Section 5. Finally, the Appendix collects some technical lemmas.
Preliminary Results
In this section we give some general facts preliminary to our work. These results are widely present in the literature. We refer mainly to [2, 4, 5, 15] and the reference therein.
First of all we need to define a suitable coordinate chart on the boundary. We know that on the tangent bundle of any compact Riemannian manifold M it is defined the exponential map exp : TM → M which is of class C ∞ . Moreover, there exist a constant R M > , called radius of injectivity, and a finite number of
is a diffeormophism for all i. By choosing an orthogonal coordinate system (y , . . . , y n ) of ℝ n and by identifying T x M with ℝ n for x ∈ M, we can define using the exponential map the so-called normal coordinates. For x ∈ M, g x denotes the metric read through the normal coordinates. In particular, we have g x ( ) = Id. We set |g x (y)| = det(g x (y)) ij and g ij x (y) = ((g x (y)) ij ) − . Definition 2.1. Assume that q belongs to the boundary ∂M, and letȳ = (y , . . . , y n− ) be the Riemannian normal coordinates on the (n − )-manifold ∂M at the point q. For a point ξ ∈ M close to q, there exists a uniquē ξ ∈ ∂M such that d g (ξ, ∂M) = d g (ξ,ξ ). We setȳ (ξ ) ∈ ℝ n− the normal coordinates forξ and y n (ξ ) = d g (ξ, ∂M). Then, we define a chart ψ ∂ q : ℝ n + → M such that (ȳ (ξ ), y n (ξ )) = (ψ ∂ q ) − (ξ ). These coordinates are called the Fermi coordinates at q ∈ ∂M. The Riemannian metric g q (ȳ , y n ) read through the Fermi coordinates satisfies g q ( ) = Id.
We denote by d ∂ g and exp ∂ , respectively, the geodesic distance and the exponential map on by ∂M. By the compactness of ∂M, there exist R ∂ and a finite number of points q i ∈ ∂M, i = , . . . , k, such that
and on every I q i the Fermi coordinates are well defined. In the following, we choose R = min{R ∂ , R M } in order to have the finite covering
where k, l ∈ ℕ, q i ∈ M \ ∂M and ξ i ∈ ∂M.
For p ∈ ∂M, consider the projection π p : T p M → T p ∂M on the tangent space T p ∂M. For a pair of tangent vectors X, Y ∈ T p ∂M, we define the second fundamental form II p (X, Y) := ∇ X Y − π p (∇ X Y). The mean curvature at the boundary H p , where p ∈ ∂M, is the trace of the second fundamental form.
If we consider the Fermi coordinates in a neighborhood of p, and denote by (h ij ) i,j= ,...,n− the matrix of the second fundamental form, then we have the well-known formulas
where (y , . . . , y n ) are the Fermi coordinates and, by definition of h ij ,
It is well known that in ℝ n there exists a unique positive radially symmetric function
Moreover, the function V as well as its derivative decay exponentially at infinity, that is,
for some c > . On the half space ℝ n + = {(y , . . . , y n ) ∈ ℝ n : y n ≥ }, we can define the function
The function U satisfies in ℝ n + the following Neumann problem:
We set U ε (y) = U( y ε ).
Lemma 2.2. The space solution of the linearized problem
is generated by a linear combination of
Proof. It is trivial that every linear combination of φ i is a solution of (2.8). We notice that ∂U ∂y n is not a solution of (2.8) because the derivative on {y n = } is not zero.
For the converse, suppose thatφ(y) is a solution of (2.8). Then, by even reflection around y n , we can construct a solutionφ of
with ∂φ ∂y n = on y n = . But all solution of (2.9) with zero derivative on y n = are linear combinations of ∂V ∂y j with j = , . . . , n − .
We endow H (M) with the scalar product ⟨u, v⟩ ε := ε n M ε g(∇u, ∇v) + uv dμ g and the norm ‖u‖ ε = ⟨u, u⟩ / ε . We call H ε the space H equipped with the norm ‖ ⋅ ‖ ε . We also define L p ε as the space L p (M) endowed with the norm |u| ε,p = ( ε n ∫ M u p dμ g ) /p . For any p ∈ [ , * ) if n ≥ or for all p ≥ if n = , the embedding i ε : H ε → L ε,p is a compact, continuous map, and |u| ε,p ≤ c‖u‖ ε holds for some constant c not depending on ε. We define the adjoint operator
so we can rewrite problem (1.1) in an equivalent formulation
From now on we set, for the sake of simplicity,
We want to split the space H ε into a finite dimensional space generated by the solution of (2.8) and its orthogonal complement. For ξ ∈ ∂M and R > fixed, we consider on the manifold the functions
In the following, for the sake of simplicity, we denote
We solve problem (1.1) by a Lyapunov-Schmidt reduction, defined by
elsewhere.
We look for a function of the form
where Π ε,ξ : H ε → K ε,ξ and Π ⊥ ε,ξ : H ε → K ⊥ ε,ξ are, respectively, the projection on K ε,ξ and K ⊥ ε,ξ . We see that W ε,ξ + ϕ is a solution of (1.1) if and only if W ε,ξ + ϕ solves (2.12) and (2.13).
Hereafter, we collect a series of results which will be useful in the paper.
Definition 2.4. Given ξ ∈ ∂M, using the normal coordinates on the sub manifold ∂M, we define
Using the Fermi coordinates around ξ , in a similar way, we define
In order to prove Lemma 2.5, we need some preliminaries.
Lemma 2.6. We have that Proof. We recall thatẼ (y,η ) = (exp ∂ ξ(y) ) − (exp ∂ ξ η ), so the first claim is obvious. For y,η ∈ B( , R) ⊂ ℝ n− , let us introduce F(y,η ) ). We notice that Γ − (y, β), = (y,Ẽ (y, β)). We can easily compute the derivative of Γ. Givenŷ ,η ∈ ℝ n− , we have
and thus
Here y, β ∈ ℝ n− . Now by direct computation we have that 
∂H n ∂y j (y,η, η n ) = for j = , . . . , n − , y,η ∈ ℝ n− , η n ∈ ℝ + , ∂H k ∂η n (y,η, η n ) = for j, k = , . . . , n − ,η ∈ ℝ n− , η n ∈ ℝ + , ∂ H k ∂η n ∂y j (y,η, η n ) = for j, k = , . . . , n − ,η ∈ ℝ n− , η n ∈ ℝ + .
Proof. The first three claims follow immediately by Definition 2.4 and Lemma 2.6. For the last two claims, observe thatH k (y,η, η n ) =Ẽ k (y,η ), which does not depends on η n nor its derivatives.
We now prove the claimed result.
Proof of Lemma 2.5. By Definition 2.4, let x = ψ ∂ ξ (η) = ψ ∂ ξ (η, η n ) with η = (η, η n ) ∈ ℝ n , and ξ(y) = exp ∂ ξ (y) with y ∈ ℝ n− . Then, we have that (H(y, η) ).
For fixed j, by Lemma 2.7, we have
BecauseH k (y,η, η n ) = E k (y,η ) for k = , . . . , n − , using the change of variables η = εz = (εz , εz n ), we get the claim.
Reduction to Finite Dimensional Space
In this section we find a solution for equation (2.12) . In particular, we prove that for all ε > and for all ξ ∈ ∂M there exists ϕ ε,ξ ∈ K ⊥ ε,ξ solving (2.12). Here and hereafter, all the proofs are similar to [15] . So, for the sake of simplicity, we will underline the parts where differences appear, and sketch the rest of the proofs (we will provide precise references for each proof).
We introduce the linear operator L ε,ξ :
Thus, we can rewrite equation (2.12) as follows:
is the nonlinear term and
is the remainder term. The first step is to prove that the linear term is invertible.
Lemma 3.1.
There exist ε and c > such that for any ξ ∈ ∂M and ε ∈ ( , ε ), we have that
The proof of this lemma is given in the Appendix. We estimate now the remainder term R ε,ξ .
Lemma 3.2.
There exists ε > and c > such that for any ξ ∈ ∂M and for all ε ∈ ( , ε ),
Proof. We proceed as in [15, Lemma 3.3] . We define on M the function V ε,ξ such that W ε,ξ = i * ε (V ε,ξ ), and thus −ε ∆ g W ε,ξ + W ε,ξ = V ε,ξ .
It is well known (see [16, p. 134] ), by the definition of the Laplace-Beltrami operator, that in a local chart, we have that
where ∆ is the Euclidean Laplace operator. Thus, if we definẽ 
Finally, by the definition of W ε,ξ and by (3.1), we get
By the definition of χ r and the exponential decay, using (2.1) and (2.2), we have
The other terms can be estimated in a similar way.
Using the fixed point theorem and the implicit function theorem, we can solve equation (2.12).
Proposition 3.3.
There exist ε > and c > such that for any ξ ∈ ∂M and for all ε ∈ ( , ε ), there exists a unique ϕ ε,ξ = ϕ(ε, ξ ) ∈ K ⊥ ε,ξ which solves (2.12) . Moreover,
Finally, ξ → ϕ ε,ξ is a C map.
Proof. The proof is similar to that of [15, Proposition 3.5] , which we refer to for all details. We want to solve (2.12) by a fixed point argument. We define the operator
By Lemma 3.1, T ε,ξ is well defined and we have
for some suitable constant c > . By the mean value theorem (and the properties of i * ), we get
By [15, Remark 3.4] , we have that
This, combined with Lemma 3.2, gives
So, there exists c > such that T ε,ξ maps a ball of center and radius cε +n/p ὔ in K ⊥ ε,ξ into itself and it is a contraction. So there exists a fixed point ϕ ε,ξ with norm ‖ϕ ε,ξ ‖ ε ≤ ε +n/p ὔ .
The regularity of ϕ ε,ξ with respect to ξ is proved via the implicit function theorem. Let us define the functional
We have that G(ξ, ϕ ε,ξ ) = , and that the operator ∂ ∂u G(ξ, ϕ ε,ξ ) : H ε → H ε is invertible. This concludes the proof.
Sketch of the Proof of Theorem 1.2
In Proposition 3.3 we found a function ϕ ε,ξ solving (2.12). In order to solve (2.13), we define the functional
In what follows, we will often use the notation F(u) = p (u + ) p . By J ε , we define the reduced functionalJ ε on ∂M as
where ϕ ε,ξ is uniquely determined by Proposition 3.3.
Remark 4.1.
Our goal is to find the critical points forJ ε , since any critical point ξ forJ ε corresponds to a function ϕ ε,ξ + W ε,ξ which solves equation (2.13) .
At this point we give the expansion for the functionalJ ε with respect to ε. By Lemma 5.1 and Lemma 5.2,
1)
C uniformly with respect to ξ ∈ ∂M as ε goes to zero. Here H(ξ ) is the mean curvature of the boundary ∂M at ξ . If ξ is a C -stable critical point for H, then in light of (4.1) and by the definition of C -stability, we have that for ε small enough, there exists a critical point ξ ε forJ ε close to ξ , and we can prove Theorem 1.2.
Asymptotic Expansion of the Reduced Functional
In this section we study the asymptotic expansion ofJ ε (ξ ) with respect to ε.
Lemma 5.1. We have thatJ
uniformly with respect to ξ ∈ ∂M as ε goes to zero. Moreover, by setting ξ(y) = exp ∂ ξ (y), y ∈ B n− ( , r), we have
Proof. We split the proof into several steps.
Step 1: We prove (5.1). Using (2.12), we get
By the mean value theorem, we obtain that
for some t , t ∈ ( , ). Now, by the properties of f ὔ , we can conclude that
and in light of Proposition 3.3, we obtain (5.1).
Step 2: In order to prove (5.2), consider that
Step 3: We estimate L . By (2.12), we have that Also, since ϕ ε,ξ(y) ∈ K ⊥ ε,ξ(y) , we have 
Besides, by the mean value theorem, for some t ∈ ( , ),
Hence, J ὔ ε (W ε,ξ(y) + ϕ ε,ξ(y) )[Z s ε,ξ(y) ] = Oε) and, comparing with (5.4), we get (5.3) . At this point, by (A.5), (5.3) and Proposition (3.3), we have that
Step 4: We estimate L . We have
For the first term, by (A.7), we have
For the second term, in light of Proposition 3.3 and equation (A.4), we have
In order to estimate the last term, we have to consider separately the cases where ≤ p < and p ≥ . We recall from [15, Remark 3.4] that
For p ≥ , by the growth properties of f and using (A.5), we get
which concludes the proof. 
Moreover, by symmetry, the only nonzero contribution comes from the term containing z n , so by (2.5),
Since h ij is symmetric, we have By (2.2), we have that γ nj t = γ in t = for all i, j, t = , . . . , n. In addition, by symmetry, only the term which contains z r z n gives a nonzero contribution. Thus, by (2.1) 
