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ABSTRACT
We use a set of adaptive mesh refinement hydrodynamic simulations post-processed
with the radiative-transfer code RADAMESH to study how inhomogeneous He ii reion-
ization affects the intergalactic medium (IGM). We propagate radiation from active
galactic nuclei (AGNs) characterized by a finite lifetime and located within massive
dark matter haloes. We consider two scenarios for the time evolution of the ionizing
sources. In all cases, we find that He ii reionization takes place in a very inhomoge-
neous fashion, through the production of well-separated bubbles of the ionized phase
that subsequently percolate. Overall, the reionization process is extended in time and
lasts for a redshift interval ∆z & 1. At fixed gas density, the temperature distribution
is bimodal during the early phases of He ii reionization and cannot be described by
a simple effective equation of state. When He ii reionization is complete, the IGM is
characterized by a polytropic equation of state with index γ ≃ 1.20. This relation is
appreciably flatter than at the onset of the reionization process (γ = 1.56) and also
presents a much wider dispersion around the mean. We extract H i and He ii Lyα
absorption spectra from the simulations and fit Voigt profiles to them. Our results
are fully consistent with the observed evolution in the mean transmission and the flux
power spectrum. We find that the regions where helium is doubly ionized are charac-
terized by different probability density functions of the curvature and of the Doppler
b parameters of the H i Lyα forest as a consequence of the bimodal temperature dis-
tribution during the early phases of He ii reionization. The column-density ratio in
He ii and H i shows a strong spatial variability. Its probability density function rapidly
evolves with time reflecting the increasing volume fraction in which ionizing radiation
is harder due to the AGN contribution. Finally, we show that the number density of
the flux-transmission windows per unit redshift and the mean size of the dark gaps
in the He ii spectra have the potential to distinguish between different reionization
scenarios.
Key words: radiative transfer – intergalactic medium – quasars: absorption lines –
cosmology: theory – large-scale structure of the Universe.
1 INTRODUCTION
Observations of the rest-frame ultraviolet (UV) spectra of
quasars at redshift z > 2 show that hydrogen and helium
atoms in the intergalactic medium (IGM) have been nearly
fully ionized within the first few Gyr of cosmic history (see
Fan et al. 2006a; Meiksin 2009, for a detailed review). The
⋆ E-mail:
mcompos@astro.uni-bonn.de (MC);
cantal@ucolick.org (SC);
porciani@astro.uni-bonn.de (CP).
epoch witnessing the transition from a primarily neutral to
an ionized IGM is generally called cosmic reionization. Pho-
toionization due to sources of hard electromagnetic radiation
is believed to be the physical process responsible for it. This
is the most dramatic manifestation of the feedback occurring
between luminous sources and the IGM.
Given the increasing ionization potential of H i, He i and
He ii, the reionization of these species may have occurred at
different epochs, depending on the density, luminosity and
spectral hardness of the photon sources. Uncovering when
and how these processes took place can therefore provide
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key information for both the study of the high-redshift IGM
and the luminous component of the Universe, e.g. galaxies
and active galactic nuclei (AGNs).
The reionization of H i was likely completed within the
redshift interval 6 < z < 12, as evidenced by the trans-
mission of Lyα photons in the spectra of z ∼ 6 quasars
(e.g. Fan et al. 2006b) and by the polarization of the cos-
mic microwave background on large angular scales (e.g.
Komatsu et al. 2011). During this epoch, H i and He i ion-
izing photons were likely provided by the abundant Pop-
ulation II stars associated with the early stages of galaxy
formation (e.g. Sokasian et al. 2003). These sources, how-
ever, are much less efficient to doubly ionize helium, given
the substantial lack of photons at energies above 4 ryd in
their spectra. It is thus believed that He ii reionization is
delayed to later epochs, when sources with harder spectra,
like quasars and other AGNs, become more readily available
(see e.g. Haardt & Madau 2012).
Several lines of evidence based on astronomical obser-
vations support this picture. The Gunn–Peterson test ap-
plied to the quasar Lyα forest – the most direct way to
probe the final stages of both H i and He ii reionization
– shows a larger opacity in He ii than in H i at z ∼ 3
(e.g. Syphers et al. 2009a; Shull et al. 2010; Worseck et al.
2011). Unfortunately, this comparison is difficult because
of the challenges to directly observe the He ii Lyα forest
of high-z quasars. In fact, He ii studies are restricted to
space-based observations (given the He ii Lyα rest-frame
wavelength of 304 A˚) and also by the paucity of bright
quasars for which the far-UV is not extinguished by inter-
vening H i absorption (the so called ‘He ii quasars’). Cross-
matching quasar catalogues with space-based UV imaging
has recently increased by a large factor the number of He ii
quasars (e.g. Syphers et al. 2009b; Worseck & Prochaska
2011; Worseck et al. 2011; Syphers et al. 2012). However,
the number of He ii quasars bright enough for high signal-
to-noise ratio studies remains very limited, consisting of a
handful of sources to date (see e.g. Jakobsen et al. 1994;
Davidsen et al. 1996; Hogan et al. 1997; Reimers et al. 1997;
Zheng et al. 2004; Reimers et al. 2005; Fechner et al. 2006).
Observations of these quasars suggest a patchy reioniza-
tion history with high He ii optical depths, on average, at
z > 3 and a slow recovery of transmitted flux at z < 2.7
(e.g. Shull et al. 2010; Worseck et al. 2011). A large scat-
ter between sightlines and the presence of several flux-
transmission windows together with long absorption troughs
at 2.7 < z < 3.0 have been interpreted as evidence for an
extended reionization process.
Indirect information on the redshift and duration of
He ii reionization may be also obtained from the ther-
mal state of the IGM (e.g. Miralda-Escude´ & Rees 1994;
Hui & Gnedin 1997; Ricotti et al. 2000; Schaye et al. 2000;
McDonald et al. 2001; Theuns et al. 2002; Lidz et al. 2010;
Becker et al. 2011). In fact, the photoionization of He ii may
contribute substantially to the heating of the IGM, espe-
cially at low densities, thus resulting in an overall increase
of the IGM temperature. When reionization is completed,
the thermal evolution will asymptotically reach a state in
which the adiabatic cooling of the IGM is nearly balanced
by photoheating (e.g. Hui & Gnedin 1997). Early estimates
of the IGM temperature evolution from the width of the H i
Lyα forest absorption lines in quasar spectra suggested a
rapid change at z ∼ 3 (e.g. Schaye et al. 2000). The analy-
sis by Theuns et al. (2002) of the average H i optical depth
along the lines of sight of about a thousand quasars evi-
denced the presence of a narrow dip at z ∼ 3.2 in the evo-
lution of the H i optical depth. This feature was interpreted
as an effect of the increased IGM temperature due to He ii
reionization. However, several subsequent studies did not
confirm this result (e.g. McDonald et al. 2005; Kim et al.
2007; Dall’Aglio et al. 2009). Also, later theoretical analy-
ses argued that such a transition in the H i optical depth
would have been too rapid to be due to IGM photoheat-
ing and adiabatic cooling alone (e.g. Bolton et al. 2009b;
McQuinn et al. 2009). Recently, Becker et al. (2012) have
presented a measurement of the mean IGM temperature evo-
lution using a new statistics based on the curvature of the
H i Lyα forest spectra and calibrated against numerical sim-
ulations of spatially homogeneous He ii reionization. When
applied to 61 high-resolution quasar spectra, this new statis-
tics suggests a much more extended and gradual increase in
the mean IGM temperature between 3 < z < 4. This result
is consistent with an extended He ii reionization process as
inferred from the analysis of the He ii optical depth.
Although these methods provide a consistent picture
of the onset and global duration of He ii reionization, very
little is known about the detailed geometry, topology and
patchiness of this process. Indeed, past investigations based
on the measurement of the IGM temperature have focused
mostly on the detection of a global signal, while studies of
the He ii optical depth still suffer from small-sample statis-
tics. How inhomogeneous was He ii reionization? What are
the relevant physical scales associated with this process? Is
the topology of He ii reionization consistent with the current
understanding of the AGN population? In this paper, we use
hydrodynamical simulations post-processed with radiative-
transfer calculations in order to address these key questions
and study the impact of He ii reionization on to both the
H i and the He ii Lyα forests. This is a demanding task due
to the multiscale nature of the reionization process. AGNs
have typical comoving separations of tens of Mpc and each
of them can produce an ionized region with a similar char-
acteristic size. On the other hand, single absorption features
of the H i Lyα forest are produced on much smaller scales,
∼ 100 kpc. Resolving these structures while accounting for
the statistics of the quasar population therefore requires
simulations with a large dynamic range, i.e. encompassing
a sizable volume which is partitioned into small computa-
tional elements. Given the limitations of current computa-
tional facilities and algorithms, previous work on the sub-
ject has mostly focused either on small (e.g. Bolton et al.
2009b; Meiksin & Tittley 2012) or on large (Sokasian et al.
2002; Paschos et al. 2007; McQuinn et al. 2009) scales using
various numerical schemes to follow (or mimic) the gas dy-
namics and the propagation of the ionization fronts. While
high-resolution simulations within volumes with a linear size
of ∼ 30Mpc (e.g. Meiksin & Tittley 2012) have the advan-
tage of resolving the physical scales associated with the H i
Lyα forest, they are not able to fully capture the patchiness
of the He ii reionization process and to study the effects of
the inhomogeneous radiation field on the He ii Lyα forest.
On the other hand, larger computational boxes that extend
for several hundreds of Mpc (e.g. McQuinn et al. 2009) pro-
vide realistic He ii Lyα forest spectra but necessarily lack
c© 2013 RAS, MNRAS 000, 1–24
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the spatial resolution for a detailed study of the IGM heat-
ing on the H i Lyα forest, even more so if the distribution
of the baryons is ‘painted’ a posteriori on to the dark mat-
ter one. We take the unprecedented step of using adaptive
mesh refinement (AMR) techniques for both the hydrody-
namic and radiative-transfer calculations, which allow us to
delve into the multiscale nature of He ii reionization. Specifi-
cally, to overcome the above-mentioned limitations, we com-
bine AMR simulations with different characteristics: large,
statistically representative volumes are analysed together
with smaller, high-resolution regions which have been ex-
tracted from larger boxes with the ‘zoom-in’ technique. In all
cases, the hydrodynamic output is post-processed with the
radiative-transfer code RADAMESH (Cantalupo & Porciani
2011) which has been specifically developed to be computa-
tionally efficient on AMR structures. This approach gives us
the necessary dynamic range to study the imprint of He ii
reionization on both the He ii and H i Lyα forest and to ex-
plore different statistical tools based on the joint analysis of
these two observables.
The paper is organized as follows. We describe our simu-
lations in Section 2 and present some basic results in Section
3 where we focus on the He ii reionization history and the
temperature–density relation. Simulated absorption spectra
are also presented there. A clear prediction of our model is
the presence of an evident bimodality in the IGM temper-
ature at fixed density during the early phases of inhomoge-
neous He ii reionization. In Section 4, we discuss the global
He ii reionization signal in terms of the H i and He ii optical
depths together with the statistics of dark gaps and flux-
transmission windows in the He ii Lyα forest. On the other
hand, in Section 5, we focus on smaller scales and explore
the patchiness of He ii reionization. In particular, we dis-
cuss proxies for the IGM temperature and present different
statistical methods to distinguish ‘cold’ (He ii) from ‘hot’
(He iii) regions in the H i Lyα forest during He ii reioniza-
tion. This study suggests that it should be possible to detect
the predicted temperature bimodality with high-resolution
quasar spectra. We summarize our results and conclude in
Section 6.
2 NUMERICAL METHODS
2.1 Hydrodynamical simulations
We perform three hydrodynamical simulations using an up-
graded version of the publicly available AMR code RAM-
SES (Teyssier 2002). In all cases, we consider a flat Λ
cold dark matter cosmology in accordance with the Wilkin-
son Microwave Anisotropy Probe results by Jarosik et al.
(2011). Specifically, we adopt a matter density parameter
Ωm = 0.2726, a baryon density parameter Ωb = 0.0456
and a present-day value of the Hubble constant H0 =
100 h kms−1Mpc−1 with h = 0.704. Primordial density
perturbations form a Gaussian random field with a scale
invariant spectrum characterized by the spectral index n =
0.963 and a linear rms value within 8h−1Mpc spheres of
σ8 = 0.809. We assume that the gas has an ideal equa-
tion of state with adiabatic index γ = 5/3 and a chemical
composition produced by big bang nucleosynthesis with a
helium mass fraction of 0.24. We model the ionizing radia-
tion emitted by stars in galaxies in terms of a time-varying
Species Bins Energy (ryd)
H i 10 1 − 1.81
He i 10 1.81 − 4
He ii 30 4 − 40
Table 1. Number of spectral bins and corresponding energy
ranges used to sample the spectra of AGNs.
Authors Redshift AGN lifetime
Haiman & Hui (2001) 2 . z . 4 1− 100 Myr
Martini & Weinberg (2001) z ≃ 2 10− 100 Myr
Jakobsen et al. (2003) z ≃ 3 > 10 Myr
Porciani et al. (2004) z ≃ 2 ∼ 100 Myr
Cantalupo et al. (2007) z ≃ 3 & 60 Myr
Shen et al. (2007) 2.9 6 z 6 3.5 4− 50 Myr
Bolton et al. (2012) z ≃ 6 > 3 Myr
Table 2. Observational estimates of quasar lifetime.
but spatially uniform background for which we adopt the
recent results by Haardt & Madau (2012). No contribution
from AGNs is considered until redshift zAGN. We generally
adopt zAGN = 4 but we also explore an early He reionization
scenario in which zAGN = 5. In this work, the latter model
will be only used to perform simple tests on the reliability of
our main simulations. Its detailed results will be presented
in a separate paper.
We evolve the initial conditions generated with the
GRAFIC package (Bertschinger 2001) from redshift 120 to
redshift 4 accounting for photoheating and radiative cool-
ing. We neglect small-scale phenomena like star formation,
supernova feedback and metal enrichment, which have lit-
tle impact on the H i and He ii Lyα absorption lines due to
intergalactic gas.
To account for a large statistically representative vol-
ume, we consider a periodic cubic box of 100 h−1Mpc (here-
after dubbed the ‘L’ box) originally discretized into a regu-
lar Cartesian mesh with 2563 elements (corresponding to a
dark matter particle mass of mDM ≃ 3.76×10
9 h−1M⊙). We
adopt a quasi-Lagrangian AMR strategy based on local den-
sity: cells are tagged for refinement whenever they contain
more than 8 dark matter particles or their baryonic mass
exceeds a pre-fixed value. As a result, 6 further levels of re-
finement on top of the base grid are added at z = 4 reaching
an effective resolution of 16 3843 in the densest regions (cor-
responding to a cell size of 6h−1kpc). In what follows, we
will use this box to produce mock absorption-line spectra,
which are considerably extended in wavelength but have a
relatively poor spectral resolution.
In order to better resolve the low-density regions that
generate the Lyα forest, we also perform two independent
simulations with a box size of 56 h−1Mpc adopting a zoom-
in technique (dubbed the S1 and S2 boxes). We consider
three nested levels in the initial conditions with increasing
spatial resolution. The outer region has an effective resolu-
tion of 1283 cells (within the entire box) while the inner-
most 14 h−1Mpc reach 5123 (corresponding to a dark mat-
ter particle mass of mDM ≃ 1.29 × 10
6 h−1M⊙). The AMR
c© 2013 RAS, MNRAS 000, 1–24
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Simulation Lbox ∆Lmin
a ∆Lmax b AGN model zAGN Comments
(h−1Mpc) (h−1kpc) (h−1kpc)
L1 100 390 6 PLE 4 Reference simulation
L1b 100 390 6 PLE 4 Same as L1 but with a different reionization history
L1E 100 390 6 PLE 5 Early ionization scenario
L2 100 390 6 PDE 4 Different AGN model
S1H 14 c 109 7 PLE 4 High-resolution region of a 56h−1Mpc box (S1)
S2H 14 c 109 7 PLE 4 High-resolution region of a second 56 h−1Mpc box (S2)
S2Hb 14 c 109 7 PLE 4 Same as S2H but with a different reionization history
LHO 100 390 6 Hom 4 Homogeneous UV background
Notes:
aSize of a resolution element associated with the base grid.
bSize of a resolution element associated with the highest level of refinement.
cNote that we neglect 1h−1Mpc from each side of these volumes, so that the effective length is 12h−1Mpc.
Table 3. Summary of the simulations used in this work.
technique adds four additional levels in the high-resolution
region where the mesh size ranges between 109 h−1kpc at
low densities and 7h−1kpc at the densest spots. The outer
layers of the high-resolution region are contaminated with
dark matter particles coming from the mid-resolution buffer
zone. For this reason, we exclude 1h−1Mpc from each edge
of the high-resolution mesh, thus reducing its effective size
to (12 h−1Mpc)3 (hereafter we will refer to these regions as
the S1H and S2H boxes). Note that both these volumes are
slightly underdense as expected for most randomly selected
volumes of relatively small size. At z = 4, their mean den-
sity matches 82.6 and 84.2 per cent of the cosmic value,
respectively.
In all cases, we resolve the Jeans length of the gas with
several computational mesh points.
2.2 Numerical radiative transfer
We model the soft UV radiation emitted by hot stars
in terms of a uniform background computed as in
Haardt & Madau (2012). At redshifts z < zAGN, harder ra-
diation from AGNs is also considered. For the latter, we first
distribute a set of point sources throughout the entire simu-
lation domains (see §2.3 for a detailed description) and then
propagate the photons they emit by solving the radiative-
transfer equation until He reionization is completed. As cur-
rent computing facilities cannot handle the complexity of
radiation transport fully coupled to gas hydrodynamics in
cosmological volumes, photons from the discrete sources are
propagated in post-processing throughout a pre-computed
snapshot of the hydro simulations (taken at z = 4). In Ap-
pendix A, we show that the systematic effects due to neglect-
ing the hydrodynamical response of the gas to photoioniza-
tion heating are generally small. This justifies our approach.
We follow the propagation of ionizing radiation using
the three-dimensional radiative-transfer code RADAMESH,
specifically developed to be computationally efficient with
AMR simulations and presented in Cantalupo & Porciani
(2011). The code is based on a photon-conserving ray-
tracing scheme which is adaptive in space and time and lim-
its the propagation of the ionization fronts to the speed of
light. The number density of six species (H i, H ii, He i, He ii,
He iii and e−) and the gas temperature are computed with
a time-dependent, non-equilibrium chemistry solver.
We sample the spectra of discrete radiation sources us-
ing 50 logarithmically spaced frequency bins in the energy
interval 1− 40 ryd, distributed as in Table 1 [see Appendix
B and Cantalupo & Porciani (2011) for convergence tests].
Following McQuinn et al. (2009), we do not consider sec-
ondary ionizations due to X-ray photons as nearly all the
excess energy of the ionizing photons goes into heating the
gas (Shull & van Steenberg 1985).
In order to account for the large mean free path of ion-
izing photons, we propagate radiation using periodic bound-
ary conditions. When a photon exits the computational box
for the second time, it is excluded from subsequent calcula-
tions and added to a homogeneous background.
The accuracy of the radiative-transfer scheme, the im-
plicit chemistry solver, and the calculation of the gas tem-
perature in RADAMESH depend on the time step size. Short
time steps are required to resolve the ionization history in
those cells that lie in the vicinity of AGNs, where the flux
of ionizing radiation is extremely high. This could result in
prohibitive execution times. We find that the optimal trade-
off between computational speed and accuracy is achieved
by using time steps ranging between 1 and 5Myr. The exact
value is chosen according to the fastest evolving cell in the
simulation.
The radiative transfer is performed in the L box and in
the entire (56h−1Mpc)3 volume of the S boxes so that we
can account for the influence of distant sources on to the
high-resolution region. A statistically representative sample
of low-resolution mock absorption spectra is extracted from
the L box. On the other hand, we use the S boxes to achieve
a spectral resolution (corresponding to ∼ 12 kms−1 at z =
3.5) which is sufficient to identify typical lines of the H i Lyα
forest (e.g. Becker et al. 2011).
2.3 Sources of hard UV radiation
We use the HOP halo finder (Eisenstein & Hut 1998) with
standard parameters to identify dark matter haloes within
c© 2013 RAS, MNRAS 000, 1–24
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our simulation domains at z = 4. We then assume that each
halo can potentially host an AGN at its centre (the maxi-
mum halo mass in the L volume is 1.06 × 1013 h−1M⊙ and
AGNs are rare, so it is unlikely that multiple occupancy
is relevant for our work). AGNs are randomly switched-on
with a probability that is independent of the properties of
the host haloes and is related only to the mean fraction of
ionizing sources and to their lifetime. The latter is assumed
to be equal to 45 Myr, consistent with the recent obser-
vational estimates summarized in Table 2. This procedure
allows us to fill our computational volumes with a popula-
tion of AGNs that realistically trace the large-scale structure
formed by gravitational instability.
We also make sure that our mock AGN population at
z = 4 reproduces the quasar luminosity function measured
by Glikman et al. (2011). Following Silk & Rees (1998) and
Wyithe & Loeb (2002), we assume that the mean AB mag-
nitude of an AGN in the 1450 A˚ band depends on the mass
of its host halo (as more massive haloes will harbour more
massive black holes on average):
〈M1450|Mhalo〉 = ǫ− 2.5
4
3
log
Mhalo
h−1M⊙
, (1)
where ǫ is a constant. We also assume that M1450 follows a
Gaussian distribution with rms value σM . The parameters
ǫ and σM are determined by imposing that the halo mass
function in the simulations is mapped on to the quasar lumi-
nosity function by Glikman et al. (2011). The preferred val-
ues lie along a one-dimensional sequence: changing ǫ and σM
along the sequence slightly modifies the range of luminosities
associated with our haloes. We adopt ǫ = 18.5 and σM = 1.2.
This implies that AGNs with magnitude M1450 < −25 are
located in haloes with average mass of 4.37 × 1012 h−1M⊙,
in accordance with recent results from clustering measure-
ments (e.g. Porciani et al. 2004) and semi-analytic models
of galaxy formation (e.g. Fanidakis et al. 2013).
Because of the finite mass resolution in the simulations,
the halo mass function is underestimated at the low-mass
end. Comparing with previous studies (e.g. Jenkins et al.
2001), we find that the minimum halo mass at which the
mass function in the L box is robustly determined equals
2.5 × 1011 h−1M⊙. This conservative limit approximately
corresponds to 66 dark matter particles. We therefore de-
cide to consider only AGNs with M1450 6 −19.5 obtaining
80 sources in the L box at z = 4 (out of 1805 dark matter
haloes that could potentially host AGNs fulfilling the mag-
nitude threshold) and 10 in the S simulations. Assuming
that the best-fitting model to the luminosity function given
in Glikman et al. (2011) holds also for (unobserved) faint
AGNs, our sample would then account for 83 per cent of the
total emissivity of AGNs at z = 4. Note, however, that it
includes all the observed sources (see top panel of Fig. 1).
We approximate the spectral energy distribution of the
AGNs with a broken power law
Lν ∝
{
να1 λ > 1300 A˚
να2 λ < 1300 A˚,
(2)
where the spectral indices α1 and α2 are randomly drawn
from two independent Gaussian distributions with mean and
rms value of −0.44 ± 0.35 (Vanden Berk et al. 2001) and
−1.57 ± 0.50 (Telfer et al. 2002), respectively (see bottom
panel of Fig. 1).
Figure 1. Top: AGN luminosity function in the L box at z = 4
(blue) compared with data points (purple) from Glikman et al.
(2011). The shaded region shows the statistical uncertainty in the
number counts for our choice of the ǫ and σM parameters. The
double power-law best-fitting model of Glikman et al. (2011) is
also reported for comparison (green dashed line). Bottom: dis-
tribution of the spectral indices α1 (blue) and α2 (red) for the
sources in the L box. The dashed lines represent Gaussian dis-
tributions with mean −0.44 and rms value of 0.35 (blue) and
with mean −1.57 and rms value of 0.50 (red). The average of the
distributions is indicated with a vertical dotted line.
To account for the redshift evolution of the sources, we
compute the relative change of the AGN monochromatic
emissivity, I(z) (number of photons with an energy of 13.6
eV released per unit time per unit comoving volume), with
respect to redshift 4 using equation 37 in Haardt & Madau
(2012): R(z) = I(z)/I(z = 4) (see Fig. C1). This only de-
termines a global property of the AGN population while we
need information for each single source to perform the radia-
tive transfer. A further complication is that our halo popu-
lation is identified in the snapshot at z = 4, where we also
assign AGN magnitudes to the haloes. For these reasons, we
consider two approximated schemes. In the first one, that we
dub Pure Luminosity Evolution or PLE, we simply modify
the luminosity of each newly active source that turns on at
redshift z by a factor R(z) (with respect to what would be
assigned to the same halo at z = 4) without altering the
mean number of AGNs present in the simulated volume at a
given time. As an alternative, we modify the average num-
ber of active sources in the box by a factor R(z) keeping
the potential luminosity of each halo fixed as determined at
z = 4. We call this scheme Pure Density Evolution or PDE.
Finally, we also perform a simulation of homogeneous
reionization in the L box using the photoionization and pho-
toheating rates reported in Haardt & Madau (2012).
The main characteristics of our simulations are summa-
rized in Table 3.
c© 2013 RAS, MNRAS 000, 1–24
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Figure 2.Overdensity (left) and temperature (right) distribution
in a slice of the L1 simulation at z = 4.
3 RESULTS
3.1 Initial conditions at z = 4
Before presenting our main results on helium reionization,
we briefly introduce the output of the hydro simulations at
z = 4 that form the starting point of our radiative-transfer
calculations. Due to the presence of the galactic component
of the UV background, hydrogen is nearly completely ion-
ized with an H i filling factor (the volume-weighted average
of the local H i fraction) of ∼ 2×10−5 while helium is mostly
in the form of He ii. Less than 0.1 per cent of helium atoms
are ionized twice due to collisions while the fraction of neu-
tral atoms is smaller than ∼ 4 × 10−5. In Fig. 2, we show
the density distribution of the baryonic material (plotted
in terms of the overdensity ∆b(x) = ρb(x)/〈ρb〉) and the
temperature in a slice of the L1 simulation.
At low densities, the IGM shows a tight temperature–
density relation (see Fig. 3) determined primarily by the
balance between photoheating, adiabatic cooling/heating
and Compton cooling (e.g. Miralda-Escude´ & Rees 1994;
Hui & Gnedin 1997). As a result of these effects, we can
write an ‘effective equation of state’ of the form
T = T0∆
γ−1
b , (3)
where the gas temperature at mean density, T0 ≃ 6300K,
and the polytropic index, γ ≃ 1.56, are determined by the
cosmological model and the ionization history of the gas.
The scatter around this relation is very small, i.e. the rms
temperature variation at ∆b = 1 is σ0 ≃ 140K.
3.2 Reionization history
A cartoon sketching the propagation of ionizing radiation
from AGNs through the L1 simulation is shown in Fig. 4.
This refers to the same slice presented in Fig. 2. Each row
corresponds to a given epoch (z = 3.88, 3.55, 3.33 and 2.72
from top to bottom) and is characterized by a specific value
of the total He iii filling factor (0.10, 0.51, 0.80 and 0.99,
respectively). On the other hand, each column refers to a
different property of the IGM (from left to right: the He ii
fraction, the He iii fraction, the H i fraction and the gas tem-
perature).
Figure 3. Temperature–density relation for low-density IGM in
the L1 simulation at z = 4 when the volume filling factor of He iii
is less than 0.1 per cent. The colour scale indicates the gas mass
per pixel (in arbitrary units normalized to 1000 at maximum).
Overplotted contours correspond to 10, 30, 50, 70 and 90 per
cent of the maximum value. Note that the different levels are
hardly distinguishable as most of the gas follows a very tight
temperature–density relation.
When an AGN turns on in a medium devoid of He iii,
it carves during its lifetime an He iii region in the IGM with
a characteristic size of several h−1Mpc (depending on the
luminosity of the ionizing source) before switching off. The
ionized bubbles have irregular shapes mainly determined by
the underlying distribution of matter. Ionization fronts prop-
agate faster at low densities, where the time-scale for recom-
bination is larger, and thus rapidly sweep the volume-filling
underdense regions. At first, He iii bubbles are well sepa-
rated by extended He ii regions. When their central source
switches off, the internal He iii fraction decreases due to re-
combinations until a new AGN becomes active in the sur-
roundings. After different generations of AGNs have shined,
bubbles overlap and the He iii phase percolates. At this
point, the topology of the different ionized states of helium
has reversed: small pockets of He ii – which are shielded from
ionizing radiation by high-density clumps – emerge from an
‘ocean’ of He iii.
The passage of an ionization front is also associated with
an increase in the temperature of the medium due to the
thermalization of the photoelectrons. As an example, in Fig.
5 we show the evolution of the He ii fraction and of the gas
temperature in two different cells at mean density in the L1
simulation. The top panel shows that helium is singly ionized
at a temperature of T ∼ 6400K when a front reaches the
cell. The He ii fraction rapidly decreases and the transition
to a completely ionized state requires ∼ 250Myr. Since this
time exceeds the lifetime of a single AGN, the ionization
process takes place because of the contribution of multiple
sources that switch on at different times. A consequence of
this phenomenon is evident in the figure: at the simulation
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Figure 4. Slices through the L1 simulation. Each column refers to a different physical quantity: the fraction of singly ionized helium
(fHe ii, left), the fraction of He iii (fHe iii, centre left), the fraction of neutral hydrogen (fH i, centre right) and the IGM temperature (right).
Each row, instead, corresponds to a different stage of He ii reionization at redshift 3.88 (top), 3.55 (top-centre), 3.33 (bottom-centre) and
2.72 (bottom) corresponding to an He iii filling factor, fHe iii, of 0.10, 0.51, 0.80 and 0.99, respectively.
time of ∼ 100 Myr, a nearby source switches off. Both the
temperature and the He ii fraction thus reach a plateau that
lasts for a few Myr, i.e. until the ionizing photons from other
sources reach the cell 1. Later on, ionization equilibrium is
1 A similar behaviour is seen for many gas elements, especially
around mean density. Substantially underdense cells are simulta-
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fHe iii 6 0.1 fHe iii > 0.9
z γ log(T0/K) Vol γ log(T0/K) Vol
3.77 1.4412± 0.0001 3.8506 ± 0.0002 0.65 1.2625 ± 0.0001 4.1723 ± 0.0007 0.08
3.59 1.3568± 0.0001 3.9006 ± 0.0002 0.28 1.2408 ± 0.0001 4.1847 ± 0.0004 0.19
3.48 1.3148± 0.0001 3.9372 ± 0.0004 0.06 1.2104 ± 0.0001 4.2058 ± 0.0003 0.36
3.33 1.2834± 0.0003 3.9808 ± 0.0013 2 · 10−3 1.1977 ± 0.0001 4.2145 ± 0.0003 0.61
3.15 1.42± 0.10 3.93± 0.21 5 · 10−5 1.1958 ± 0.0001 4.2014 ± 0.0003 0.78
2.94 − − 0 1.2048 ± 0.0001 4.1906 ± 0.0003 0.98
Table 4. To emphasize and quantify the bimodal distribution of the gas temperature that forms during He ii reionization in the L1
simulation, we fit the temperature–density relation of highly ionized gas (fHe iii > 0.9) and lowly ionized gas (fHe iii 6 0.1) in the density
range −1.5 6 log(∆b) 6 0.5 with two separate power laws of the form given in Equation (3). The volume fraction in the two ionization
states is also given.
Figure 5. Temperature evolution (red curve, left-hand axis) and
evolution of the fraction of He ii (blue curve, right-hand axis)
in terms of the simulation time for two different cells (top and
bottom panels) at mean density in the L1 simulation.
established and the temperature reaches a maximum value
of T ∼ 17 000K. After the front has swept the cell, the
temperature decreases monotonically according to Hubble
cooling with a time-scale of ∼ 1 Gyr. The bottom panel of
Fig. 5 depicts a similar scenario where the contribution from
multiple sources is necessary to completely ionize the cell.
In Fig. 6, we show the time evolution of the He iii filling
factor in the simulations. In the L series, the filling factor
approaches unity between 2.9 . z . 3.1, in good agreement
with high-quality Cosmic Origin Spectrograph observations
(e.g. Shull et al. 2010; Worseck et al. 2011). Even in the L1b
box, where He reionization proceeds at a faster pace due to
neously exposed to several sources and are quickly ionized. On the
other hand, overdense cells tend to be closer to ionizing sources
and present a variety of ionization time-scales depending on the
local AGN density.
Figure 6. Redshift evolution of the He iii filling factor in our
simulations. Top: L1 (green), L1b (black), L1E (cyan) and L2
(purple) simulations. Bottom: high-resolution regions probed by
the S1H (red), S2H (blue) and S2Hb (green) volumes.
the presence of very luminous sources, the fraction of He ii
drops below 1 per cent only at z ≃ 3.0, analogously to what
happens in the L1 and L2 simulations. Overall, He ii ioniza-
tion and the corresponding heating of the IGM are extended
processes that take place within a redshift interval ∆z & 1
in line with the observational evidence based on the cur-
vature of quasar absorption lines presented in Becker et al.
(2011). This result is even more evident in the L1E simula-
tion where the He iii filling factor at z = 4 is equal to 0.425
but the reionization is completed only at z < 3.4.
Additional insight on how He ii reionization takes place
at a local level is provided by the S simulations. In fact,
the S1H, S2H and S2Hb boxes provide us with a few re-
alizations of a small portion of the Universe, characterized
by different reionization histories. The detailed evolution of
the He iii filling factor depends on the actual distribution of
AGNs around and within the boxes. For instance, at z ∼ 3.8
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Figure 7. Comparison between the source models adopted in the L1 and L2 simulations at different redshifts (as indicated in the labels).
Top: distribution of the He ii fraction in a slice from the L2 simulation. Centre: distribution of the He ii fraction in a slice of the L1
simulation as also shown in Fig. 4. Bottom: difference between the He ii fractions in the L1 and L2 simulations, ∆fHe ii = f
(L1)
He ii − f
(L2)
He ii .
Note that, to ease comparison, both simulations start with the same distribution of sources at z = 4.
roughly 20 per cent of He in the S1H volume is already fully
ionized while in the S2Hb box fHe iii < 0.05.
Contrary to the global ionization history, the detailed
geometry of the reionization process (e.g. the size of the
ionized bubbles and their spatial distribution) depends on
the model which is adopted for the evolution of the ionizing
sources. This is emphasized in Fig. 7, where we compare
the He ii distribution in the same slice of the L1 and L2
simulations as a function of redshift.
The PLE model, which contains fewer but more lumi-
nous sources at z < 4, at early times presents on average
more extended ionization fronts than the PDE model, which
is characterized by smaller and more numerous ionization
bubbles. During the initial stages of the reionization process
the discrepancies are due to the properties and the location
of the active sources at that particular time step. At later
times, when the bubbles start percolating, the differences
between the two models are less evident, as shown in the
third column of Fig. 7. Both scenarios end up producing
nearly complete He ii ionization at z ∼ 2.9.
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Figure 8. Evolution of the temperature–density relation during He ii reionization in the L1 simulation. The style of the plot is as in
Fig. 3.
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Figure 9. Typical H i and He ii Lyα absorption spectra along a line of sight extracted from our L1 simulation for three different redshifts:
z = 3.55 (red), 3.33 (blue) and 2.72 (black). From top to bottom, we show, respectively: the H i and He ii transmitted flux (both convolved
with a Gaussian profile with a FWHM of 88 km s−1), the gas overdensity, the gas temperature and the fraction of singly ionized helium,
fHe ii. The wavelength along the x-axis has been rescaled to the H i Lyα transition in the rest frame of the gas appearing at the extreme
right of the plot.
Figure 10. Sample H i and He ii Lyα absorption spectra along
a line of sight extracted from the S1H (left) and the S2H (right)
simulations at different redshifts: z = 3.5 (red), 3.2 (blue) and
2.9 (black). The synthetic spectra have been convolved with a
Gaussian profile with a FWHM of 12 kms−1.
3.3 Temperature–density relation
Line-fitting studies of absorption features in quasar spec-
tra indicate that the temperature–density relation of the
IGM is characterized by a ‘normal’ equation of state
with γ > 1 (Bryan & Machacek 2000; Ricotti et al. 2000;
Schaye et al. 2000; McDonald et al. 2001; Zaldarriaga et al.
2001; Rudie et al. 2012). On the contrary, using the prob-
ability density function (PDF) of the transmitted flux,
wavelet analysis, or a combination of both, other authors
find evidence for an ‘inverted’ equation of state with γ <
1 (Bolton et al. 2008; Viel et al. 2009; Calura et al. 2012;
Garzilli et al. 2012).
In Fig. 8, we show how the temperature–density rela-
tion of the IGM is altered as He ii reionization progresses
in the L1 box. As discussed above, gas elements are rapidly
heated when they are invested by a photoionization front.
Therefore, while He ii reionization is ongoing, an ever in-
creasing fraction of gas leaves the original temperature–
density relation and form a new, hotter and less tight se-
quence (σ0 ≃ 3300K at z = 3.5). As reionization proceeds,
two well-defined and unequally populated T–∆b relations
are present. We fit two different polytropic relations in the
density interval −1.5 6 log(∆b) 6 0.5 by separately con-
sidering gas elements with a low (fHe iii 6 0.1) and a high
(fHe iii > 0.9) level of ionization. The best-fitting values for γ
and T0 are reported in Table 4 together with the volume frac-
tion of the gas in the two ionization states for all the redshifts
c© 2013 RAS, MNRAS 000, 1–24
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Figure 11. As in Fig. 9 but along a particular line of sight which has impact parameters ≃ 4.7 and ≃ 7.2h−1Mpc with respect to a
pair of closely spaced (∼ 4.2h−1Mpc) sources active between z = 3.6 and 3.52 with magnitude M1450 ≃ −22.4 and −22.9, respectively.
An intense transmission peak in the He ii spectrum is evident around λ ≃ 121.4 nm both at redshift z = 3.55 and 2.72 while it is not
present at intermediate redshifts.
appearing in Fig. 8. Eventually, when reionization is com-
plete at z ≃ 2.9, a new T–∆b relation emerges with a value
of γ ≃ 1.20 which is smaller than the initial one. At this time
the gas temperature at mean density is T0 ∼ 15 600K and
the rms temperature variation decreases to σ0 ≃ 2800K.
At low densities, we find no evidence for an inverted equa-
tion of state of the IGM (e.g. γ < 1) while we detect it for
early times and ∆b > 10 as expected from arguments of
thermal balance (e.g. Meiksin 1994; Miralda-Escude´ & Rees
1994; Tittley & Meiksin 2007; Meiksin & Tittley 2012).
3.4 Simulated spectra
We produce mock Lyα absorption spectra based on the dis-
tribution and velocity of H i and He ii along different lines
of sight in our computational volumes. We use resolution
elements of 1 kms−1 and select lines of sight which are par-
allel to one of the main axes of the computational box. In
order to mimic the instrumental response of a real spectro-
graph, we convolve each spectrum with a Gaussian profile.
For the S1H, S2H and S2Hb boxes, we use a kernel with a
full width at half-maximum (FWHM) of 12 km s−1. On the
other hand, we adopt 88 kms−1 for the L1, L1b, L1E, L2 and
LHO simulations which have lower spatial resolution. In the
latter case, our synthetic spectra are not able to resolve sin-
gle H i lines of the Lyα forest but still give information on
the coarse-grained properties of the medium.
Sample spectra corresponding to the same line of sight
in the L1 simulation at different redshifts are shown in Fig.
9. To ease the comparison, wavelengths are given for the
H i Lyα transition in the rest frame of the gas that appears
at the extreme right of the plot. Together with the H i and
the He ii absorption spectra, the density, temperature and
He ii ionization fraction of the gas are also displayed. Since
we perform the radiative transfer in post-processing on a
single snapshot of the AMR simulations, the density field
evolves simply as (1 + z)3 and overdensities do not change.
On the other hand, temperatures vary with time showing
the expected behaviour: the passage of an He ii ionization
front rapidly heats up the medium that then smoothly cools
down. Overall, helium second ionization makes the IGM less
opaque to both H i and He ii Lyα photons. As expected, the
spectra of the two elements present some qualitative dif-
ferences. In the redshift range, 3.55 < z < 2.72, H i spectra
show a constant increase in the transmitted flux but preserve
the same pattern of absorption features. On the contrary,
He ii spectra show a much more dramatic change transiting
from complete absorption (at z = 3.55) to the appearance
of small regions of transmitted flux (at z = 3.33) that subse-
quently increase in size and number as He ii reionization pro-
ceeds. Spectra obtained in the S1H and S2H volumes present
similar features but resolve single H i absorption lines, as
shown in Fig. 10.
In Fig. 11, we focus on a particular line of sight in
the L1 simulation which has been selected because of its
vicinity to a pair of closely spaced (∼ 4.2 h−1Mpc) lumi-
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Figure 12. Line-of-sight power spectrum of the H i transmit-
ted flux at different redshifts. Points with 1σ error bars have
been extracted from our simulations and different colours re-
fer to the various computational boxes: L1 (green), L2 (purple,
hardly visible because almost perfectly overlapping with the green
points), S1H (red) and S2H (blue). The shaded regions mark the
observational constraints by McDonald et al. (2006, black) and
Croft et al. (2002, grey).
nous sources. It has an impact parameter of ≃ 4.7 h−1Mpc
with respect to a source with magnitude M1450 ≃ −22.4
and ≃ 7.2 h−1Mpc with respect to a second AGN with mag-
nitude M1450 ≃ −22.9 that are active between z = 3.60
and 3.52. For this reason, at redshift z = 3.55 (red line), a
transmission peak in the He ii spectrum is present around
λ ≃ 121.4 nm. After the sources switch off, He iii starts re-
combining, thus reducing the transmissivity in the spectrum.
In the absence of additional sources of ionizing radiation in
the surroundings, the medium recombines enough to pro-
duce an almost complete absorption. This effect occurs at
z = 3.33 (blue line) when the transmission peak is extremely
weak. Only at z = 2.72, when reionization is completed, the
fraction of He ii is again small enough to allow some flux to
be transmitted. We will discuss extensively the implications
of this kind of features in Section 4.3.
3.4.1 Flux power spectrum
Line-of-sight power spectra of the H i transmitted flux ex-
tracted from our simulations are shown in Fig. 12 together
with the observational data by McDonald et al. (2006) and
Croft et al. (2002). Our results are in qualitative agreement
with observations and reproduce the expected shape of the
power spectrum at all redshifts. The overall amplitude of the
simulated spectra slightly underestimates the observational
results. This might be a consequence of the fact that our S
boxes are mildly underdense while hydrogen in the L boxes
tends to be slightly more ionized than expected (see Section
4.1). Note that the L1 and L2 boxes produce nearly identical
power spectra as the differences in their AGN models do not
affect the largest scales.
4 GLOBAL REIONIZATION SIGNAL
4.1 Effective optical depth
In order to quantify the evolution in the transmissivity of
the IGM and compare our simulations against observations,
we compute the effective optical depth τ eff = − ln〈F (z)〉los,
where F is the transmitted flux (0 6 F 6 1) and the
symbols 〈·〉los denote the average over many lines of sight.
In Figs 13 and 14, we show the mean He ii effective opti-
cal depth, τ effHe ii, evaluated from 100 random spectra in the
L1, L1b and L2 simulations using spectral bins with a size
of ∆z = 0.04 as in Worseck et al. (2011). Data obtained
from observations of high-redshift quasars (Shull et al. 2010;
Worseck et al. 2011) and simulations (McQuinn et al. 2009,
as computed in Worseck et al. 2011 with bins ∆z = 0.04)
are also displayed for comparison. For z < 3.2, our results
lie in the same ballpark as the experimental data. At higher
redshifts, not yet probed by observations, the effective opti-
cal depth in the L1, L1b and L2 simulations presents strong
oscillations connected to the fluctuating number of ionizing
photons in the volumes. Note that the skewness of the dis-
tribution of τ effHe ii implies that the evaluation of the mean
optical depth is mostly influenced by those regions of He ii
spectra with lower opacity therefore the mean is substan-
tially different from the median. Our results for τ effHe ii are
in good agreement with those presented by McQuinn et al.
(2009) at low redshifts (z < 3) especially once the uncertain-
ties of the models are taken into account, but in our simula-
tions τ effHe ii increases more gradually at higher redshifts. We
do not show analogous results from the S boxes because of
the limited wavelength range covered by these simulations
which corresponds to ∆z ≃ 0.02.
In Fig. 15, the H i effective optical depth, τ effH i , evaluated
from our L volumes is compared with the most recent mea-
surements of the mean transmitted flux in the Lyα forest by
Becker et al. (2012):
τ effH i(z) = τ0
(
1 + z
1 + z0
)β
+ C, (4)
with z0 = 3.5, τ0 = 0.751, β = 2.90 and C = −0.132. At
z > 3.7, the effective optical depth in the L1, L1b and L2
simulations is higher than observed and shows a steep evo-
lution. This is not surprising since we start our radiative-
transfer calculations in these volumes at zAGN = 4 and no
AGN contribution to the UV background has been consid-
ered before. In fact, measurements of the effective optical
depth in the L1E simulation show a better agreement with
the observed τ effH i already at z ≃ 3.9. For 2.5 < z < 3.7,
the effective optical depth for all simulated volumes departs
by less than 10 per cent from the observational results even
though it tends to be systematically lower. This is remark-
able as we do not need to artificially rescale the H i optical
depth of our spectra to match observations as often done in
the literature.
c© 2013 RAS, MNRAS 000, 1–24
14 M. Compostella, S. Cantalupo & C. Porciani
Figure 13. Redshift evolution of the mean He ii effective optical depth (red line) evaluated in identical bins of ∆z = 0.04 in the L1 (left)
and L1b (right) simulations. Shaded areas denote the regions of the τeffHe ii distribution enclosed between the 16th and 84th percentile
(dark grey) and between the 2nd and 98th percentile (light grey). Observational data by Shull et al. (2010) (green points, ∆z = 0.1) and
Worseck et al. (2011) (blue points, ∆z = 0.04) are overplotted for comparison. The dashed lines indicate the mean τeffHe ii extracted from
the radiative-transfer simulations by McQuinn et al. (2009) (their L3 simulation is drawn in black and their D1 simulation in purple)
as computed in Worseck et al. (2011) with ∆z = 0.04. The dip at z ∼ 3.4 in the L1 volume is generated by a positive fluctuation in
the total number of ionizing photons. Similarly, the L1b simulation presents a deficit of ionizing photons at z ∼ 3.1 that momentarily
increases the effective optical depth in the volume (see Appendix C for details).
Figure 14. As in Fig. 13 but for the L2 simulation.
4.2 The He ii/H i column-density ratio
Absorption features in H i and He ii spectra trace the same
underlying density field. Therefore, the ratio of the column
densities η = NHe ii/NH i tracks the ratio of ionizing fluxes
at 1 and 4 ryd and can be considered a measurement of the
hardness of the UV background. Fig. 16 presents the PDF
of η along 100 lines of sight at different redshifts in our L1
simulation. Instead of fitting Voigt profiles to the mock spec-
tra, the value of η is obtained directly from the ratio of the
number densities in each cell of the simulation. This way we
can also probe optically thick regions. At high redshift, the
distribution is dominated by a single peak at η ≃ 104, corre-
sponding to spectra where the He ii flux is highly absorbed
while the H i spectra show some transmission. As He ii reion-
ization progresses, a second peak between η ≃ 102 and 103
forms due to the increasing AGN contribution to the UV
background. When the reionization is close to completion
(z ≃ 2.9), only the broad peak centred at η ≃ 100 is present:
by this time, the UV background is completely dominated
by the AGN contribution. Finally, at z < 2.7 (not shown in
the figure) η shows a small scatter around a central value of
∼ 50 and is never larger than a few hundred. Current ob-
servations are likely able to identify only the peak at low η.
In fact, complete absorption in He ii (within the noise level)
precludes precise measurements of very large values of η.
Only lower limits can be given in this situation. Note that
at high redshift, some cells in our simulations are character-
ized by a value of η smaller than unity.
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Figure 15. Redshift evolution of the H i effective optical depth
in the L1 (green), L1b (black), L2 (purple) and L1E (cyan) sim-
ulations evaluated using bins of ∆z = 0.1 (as indicated by the
horizontal error bar in the top-left corner of the plot). The ana-
lytic fit to observational data (red dashed line) by Becker et al.
(2012) together with their 1σ uncertainty (shaded region) are also
reported for comparison. Data from the L1b and L2 simulations
have been slightly shifted in redshift (−0.02 and +0.02, respec-
tively) to ease readability. Error bars indicate the standard error
of the mean.
Figure 16. PDF of the column-density ratio η = NHe ii
NH i
at differ-
ent redshifts from 100 lines of sight in the L1 simulation.
4.3 Flux-transmission windows and dark gaps
At high redshift, the regions of transmitted flux in He ii
spectra are relatively narrow in wavelength and are clearly
bounded by complete absorption. In the following, we will
refer to each of these regions as a ‘Flux-Transmission Win-
dow’ (FTW). We operatively define an FTW as a region in
the He ii spectrum where the flux is above 0.2 times the con-
tinuum level. Within the local Gunn–Peterson approxima-
tion, a 1 per cent fraction of singly ionized helium is enough
to completely saturate, with τ ≫ 10, the Lyα absorption,
even in the underdense regions where ∆b ≃ 0.1. Therefore,
we expect to detect FTWs only if the medium is very highly
ionized and the recombination time is sufficiently long. Our
simulations reveal that, depending on redshift and the extent
of the ionization fronts, FTWs can occupy mildly overdense
regions surrounding AGNs or can be found in low-density
environments, even at large distances from any source of
ionizing photons.
In Figs 17 and 18, we present the cumulative joint distri-
bution of the FTW size (in kms−1) and of the distance from
the nearest active source (in h−1Mpc) in the L1 and L2 sim-
ulations. The colour of the pixel located at coordinates (x, y)
describes the probability that an FTW has size greater than
x and distance y or higher from an active source. The PDE
and PLE models produce very similar results at all redshifts.
At the onset of He ii reionization, spectra from the L1 and L2
simulations are characterized by extended (∼ 300 km s−1)
FTWs at moderate distance from the ionizing sources. How-
ever, no FTWs appear at distances > 10h−1Mpc from any
AGN. As reionization proceeds, the size of the transmis-
sion windows evolves only marginally, while more and more
FTWs can be found at large distances from the nearest ac-
tive source. When He ii reionization is completed, FTWs
typically extend for ∼ 250 km s−1, with a characteristic dis-
tance from the nearest active source of ≃ 15 h−1Mpc for the
L1 simulation and ≃ 12h−1Mpc for the L2 volume. A tran-
sient feature is seen in the L1 box around z = 3.1 and is
related to a negative fluctuation in the number of ionizing
photons in the simulation (see Appendix C). The properties
of the FTWs strictly correlate with the spectral character-
istics of the active sources and do not depend on the past
ionization history of the medium. Only sources undergoing
an active phase leave a detectable imprint on the IGM, even
during the last stages of the reionization, when the medium
is expected to be less influenced by the adopted AGN model.
At redshift z & 3.5, regions with a low optical depth in
the Lyα forest are very rare. An alternative method to anal-
yse the statistical properties of He ii spectra is the distribu-
tion of dark gaps in the transmitted flux. We operationally
define a dark gap as a region in the He ii spectrum where the
flux is below 20 per cent of the continuum level. Figs 19 and
20 show the evolution with redshift of FTWs and dark gaps
in the L1 and L2 simulations, compared with the homoge-
neous reionization scenario provided by the LHO simulation.
Data are extracted from 2500 spectra taken along random
lines of sight. The characteristic size of the FTWs presents a
similar evolution with redshift in the L1 and L2 simulations.
Minor differences can be related to fluctuations in the num-
ber of ionizing photons in the two volumes. At z > 2.8, the
number density of FTWs per unit redshift comes out to be a
promising statistic to investigate the degree of patchiness of
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Figure 17. Bivariate cumulative distribution function for the FTW size (in km s−1) and the distance (in h−1Mpc) from the nearest
source computed using 2500 spectra extracted from the L1 simulation (PLE model). Contour levels enclose 5, 10, 15, 30, 50 and 90 per
cent of the total number of points.
Figure 18. As in Fig. 17 but for the L2 simulation (PDE model).
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Figure 19. Comparison between the FTWs in 2500 He ii spectra
generated by different reionization scenarios. Top: characteristic
size of the FTWs in the L1 (red), L2 (blue) and LHO (grey) sim-
ulations. The shaded area marks the region enclosed between the
first and the third quartile. Bottom: number density of FTWs per
unit redshift (error bars show the standard error of the mean).
We neglect FTWs with size smaller than 88 km s−1, correspond-
ing to the nominal resolution of our simulations. No FTWs are
detected for z > 3.1 in the LHO box.
He ii reionization: in the PLE and PDE models, this quan-
tity is more than one order of magnitude larger than what is
expected for a reionization scenario with homogeneous UV
background. Note that for z > 3.1 no FTWs are detected
in the homogeneous-reionization run where the He ii effec-
tive optical depth is slightly higher than what is found with
observations.
At later times, when He ii ionization is nearly complete,
both inhomogeneous models and the homogeneous reioniza-
tion produce a comparable number of FTWs. On the other
hand, the number density of dark gaps (Fig. 20) presents
only small deviations between the different reionization sce-
narios at high redshifts. However, as it might be expected,
the median length of the dark gaps in the PLE and PDE
scenarios drops to ∼ 1000 km s−1 much earlier than in the
homogeneous case. Note that the properties and the distri-
bution in size of FTWs and dark gaps are only marginally
influenced by the adopted inhomogeneous model: evolving
with redshift the luminosity or the number density of the
sources of ionizing radiation does not produce significant dif-
ferences in the FTWs and dark gaps statistics, once random
fluctuations in the number of ionizing photons are taken into
account.
Figure 20. As in Fig. 19 but for the dark gaps. Note that the
top panel shows the range between the median and the 10th per-
centile. The dashed line represents the minimum number of dark
gaps that can be detected in our volume (one per line of sight).
5 PROBING THE LOCAL IONIZATION
HISTORY
5.1 Temperature bimodality
During the initial stages of He ii ionization, the IGM can be
envisaged as being composed of two phases (see Fig. 8): at
fixed density, hot, already ionized patches can be identified
around the locations where AGNs have been shining while
regions that have never been crossed by ionization fronts
tend to be colder. This temperature bimodality at fixed
density leaves an imprint in quasar spectra. In Fig. 21, we
present the joint probability distribution of the temperature
and the H i transmitted flux (the matching is made at fixed
wavelength in the spectra as in Fig. 9) obtained considering
100 random sightlines in the L1 simulation. At the onset
of helium reionization (z ≃ 4), characteristic temperatures
scatter around T ≃ 6× 103K and the flux transmissivity is
limited to less than a few tens of per cent. However, when
the He iii filling factor reaches 40 per cent or so, a strong bi-
modal behaviour is established: high transmissivity tends to
be associated with high-temperature elements, while higher
opacity corresponds to lower temperatures. At later times,
when fHe iii > 0.6, the distribution becomes again unimodal
and is characterized by hot gas and relatively large trans-
missivity. When the reionization is complete, the gas pro-
gressively cools down to lower temperatures.
It is not trivial to make a connection between Figs 8
and 21. One needs to relate the gas density to the transmit-
ted flux. In Fig. 22, we show how the joint probability den-
sity of these quantities evolves during He ii reionization. The
peak of the distribution progressively shifts towards lower
overdensities and higher transmissivities with time. In other
words, gas elements at fixed overdensity are associated with
c© 2013 RAS, MNRAS 000, 1–24
18 M. Compostella, S. Cantalupo & C. Porciani
Figure 21. Bivariate joint-probability density (in K−1) of the temperature and the corresponding H i transmitted flux measured from
100 simulated spectra in the L1 simulation. Contour levels enclose from 10 to 90 per cent probability in steps of 10 per cent.
Figure 22. Bivariate joint-probability density of the baryonic
overdensity and the H i transmitted flux. Contour levels enclose
50, 60, 70, 80 and 90 per cent probability.
higher fluxes as reionization proceeds. At fixed transmitted
flux, He ii reionization shifts the characteristic overdensity
sampled by spectra towards higher ∆b and T .
5.2 Observational probes of patchy reionization
As a consequence of the patchiness of He ii reionization,
widely separated volume elements get ionized at slightly
different times and this produces the above mentioned tem-
perature bimodality of the IGM. Can high-resolution quasar
spectra distinguish between He iii regions and volumes that
have yet to be ionized? As an example, let us consider the
two high-resolution simulations that differ most in the ion-
ization history: in the S1H box, the volume filling factor
of He iii reaches 20 per cent nearly 185Myr earlier than in
the S2Hb volume (corresponding to ∆z ∼ 0.35, see Fig.
6). In Fig. 23, we compare the evolution of τ effH i in the high-
resolution boxes. The effective optical depth in the S1H sim-
ulation drops very rapidly when the volume is reached by
ionization fronts and shows a milder evolution at later times.
When this box is already substantially ionized at z ≃ 3.9,
ionization fronts have yet to reach the S2Hb volume while
the S2H simulation has an intermediate ionization state. At
this point, the scatter in τ effH i reaches a maximum. As reion-
ization proceeds in all simulations, the evolution of the ef-
fective optical depth in the three volumes is very similar
(z 6 3.7), with small fluctuations related to the different
properties of the ionizing sources in the boxes. All this sug-
gests that an increased scatter in transmissivity between dif-
ferent lines of sight can be used as an indicator of the onset
of He ii reionization.
In the remainder of this section, we investigate how a
patchy reionization process and the temperature bimodal-
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Figure 23. Top: H i effective optical depth in the S1H (red),
S2H (blue) and S2Hb (green) volumes. Data have been obtained
from 150 spectra using bins of ∆z = 0.02. Error bars reflect the
standard error of the mean flux. Bottom: difference between the
effective optical depth evaluated in the S1H, S2H and S2Hb sim-
ulations and the mean of the three, ∆τeffH i = τ
Si
H i − 〈τ
eff
H i〉.
ity of the IGM make an impact on to different statistical
probes that are commonly used to analyse the H i Lyα for-
est in quasar spectra. In order to resolve the scales associ-
ated with these absorption features we mainly focus on the
high-resolution simulations S1H and S2Hb.
5.2.1 Distribution of the Doppler b parameters
Using the VPFIT2 package, we fit multiple Voigt profiles to
the mock H i absorption-line spectra extracted from the S1H
and S2Hb simulations. In Fig. 24, we compare the cumu-
lative distributions of the Doppler b parameters measured
in the two simulations. Only absorption lines with low col-
umn density, logNH i < 14.0 cm
−2, and a small error on
the b parameter, ∆b < 10 km s−1, are considered. We re-
port in the figure also the probability that the two samples
are extracted from the same parent distribution according to
the Kolmogorov–Smirnov statistics (Pks). The difference be-
tween the distributions becomes statistically significant (at
the 95 per cent confidence level) at z = 3.9 and increases
even further at z = 3.8, when the gas in the S1H box is being
heated by the ionization fronts while the He iii filling factor
in the S2Hb volume is still smaller than a few per cent. The
maximum discrepancy between the cumulative distributions
is recorded for b ≃ 56 kms−1. Later on, as He ii reionization
proceeds also in the S2Hb volume, the distributions become
more and more similar. This analysis shows that the Doppler
parameter of lines with low column density is very sensitive
2 http://www.ast.cam.ac.uk/∼rfc/vpfit.html
to the temperature increase associated with the initial stages
of the reionization process. During the initial phases of He ii
reionization the mean and the standard deviation of the b
parameter distribution move from 50.5 ± 29.2 km s−1 (with
a median of ≃ 43.2 km s−1) to 55.8 ± 37.7 kms−1 (with a
median of ≃ 45.1 kms−1) as seen in observations for higher
column densities (Rauch 1998).
5.2.2 The curvature statistic
An alternative method that has been proposed to measure
the imprint of He ii ionization on the IGM is the curvature
statistic. This is defined in terms of the transmitted H i flux,
FH i, as (Becker et al. 2011)
κ ≡
F ′′H i
[1 + (F ′H i)
2]3/2
, (5)
where the prime denotes differentiation with respect to the
velocity separation in the spectrum. The curvature essen-
tially coincides with F ′′H i as the denominator in Equation (5)
is always very close to unity. This statistic does not require
the decomposition of the Lyα forest into single absorption
features and is thus suitable also when the absorption lines
are strongly blended. We consider 450 mock absorption spec-
tra extracted from the S1H and S2Hb simulations. In order
to measure the curvature, we first fit each spectrum with a
cubic spline and normalize the flux to the maximum value
of the fit. The evolution with redshift of the mean absolute
curvature, 〈|κ|〉, reproduces the trend seen in observational
data (Becker et al. 2011) for z < 3.5, as shown in Fig. 25
for the S1H volume. In Fig. 26, we compare the evolution
with redshift of the mean absolute curvature evaluated in
the S1H and in the S2Hb simulations. As soon as the He ii
ionization fronts have swept a small fraction of the volume,
the mean absolute curvature in the S1H box departs from
the results in the S2Hb simulation, when considering bins
of high transmissivity. Later on, when the local He iii filling
factor in the S2Hb box increases (z 6 3.7), the two distri-
butions are again very similar. Although it is a small effect,
the redshift evolution of 〈|κ|〉 might be able to identify the
onset of He ii reionization. Probing different lines of sight,
one should be able to distinguish regions with different ion-
ization histories by measuring the mean absolute curvature
in narrow redshift bins of high transmissivity. For instance,
we expect that the temperature bimodality which arises in
our models at 3.6 < z < 4.0 should be reflected in a broad
and possibly bimodal distribution of the mean absolute cur-
vature in real data.
6 CONCLUSIONS
We have investigated the epoch of He ii reionization using
a suite of AMR hydrodynamic simulations with different
box sizes. AGNs with a lifetime of 45Myr have been associ-
ated with dark matter haloes using a Monte Carlo method
designed to reproduce the observed luminosity function at
redshift z = 4. For simplicity, the change in the AGN emis-
sivity with time has been modelled assuming either pure
density or pure luminosity evolution of the sources. Numer-
ical radiative transfer of the ionizing radiation emitted by
AGNs has been carried out in post-processing through a
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Figure 24. Cumulative distributions of the Doppler b parameters for Lyα lines with H i column density log(NH i) < 14.0 cm
−2 and
statistical error ∆b < 10 km s−1. Data extracted from 150 spectra in the S1H and S2Hb volumes are plotted in red and blue, respectively.
The probability that the two samples are extracted from the same parent distribution according to the Kolmogorov–Smirnov test is given
in each panel together with the corresponding redshift.
Figure 25. Distribution of the mean absolute curvature as a
function of the normalized flux near the end of He ii reionization
in the S1H simulation. The solid lines and the shaded regions
show the values extracted from 450 spectra and 2σ error bars,
respectively. Points with error bars (2σ) are observational data
from Becker et al. (2011).
snapshot of the simulations. The UV emission by galaxies
has been represented with a time-evolving but spatially uni-
form background.
We have studied how He ii reionization alters the ther-
mal state of the IGM as well as its impact on the H i and He ii
Lyα forest. Several statistics have been employed to probe
into the topology of the reionization process in the redshift
Figure 26. Evolution with redshift of the mean absolute curva-
ture as a function of the normalized flux. The curvature is eval-
uated using 450 spectra extracted from the S1H (red) and the
S2Hb (blue) simulations. Error bars show the standard error of
the mean.
range 2.5 < z < 4. Our main results can be summarized as
follows.
(i) In agreement with observations (Shull et al. 2010;
Worseck et al. 2011), we find that He ii reionization is a
process extended in redshift (∆z & 1) characterized by a
large sightline-to-sightline variance in He ii absorption. Well-
separated ionized bubbles inflate around the location of the
hard UV sources and start recombining when AGN activity
terminates. Over time, bubbles percolate and the complete
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ionization of the IGM takes place. The He iii fraction and the
temperature of the ionized IGM strongly correlate with the
properties (luminosity and hardness) of the nearest AGNs,
quickly losing memory of the previous ionization history of
the gas. Within a single bubble, the gas properties are het-
erogeneous and depend on the underlying density distribu-
tion with a tight temperature–density relation. Small neu-
tral islands form due to self-shielding of high-density regions
which ionize last and reach the highest temperatures. The
degree of patchiness in the He iii distribution is affected by
the lifetime of the sources and the properties (number den-
sity and luminosity distribution) of the AGN population.
On the other hand, the overall duration of the reionization
epoch is rather model independent and only depends on the
total emissivity of the UV sources.
(ii) The evolution of the H i and He ii effective optical
depths in our simulations match data from high-resolution
observations (e.g. Shull et al. 2010; Worseck et al. 2011;
Becker et al. 2012). The He ii to H i column-density ratio,
η, shows a strong spatial variability during He ii reioniza-
tion and assumes values ranging between 0.5 and 5 × 104.
Its PDF evolves with redshift reflecting the increasing vol-
ume fraction in which the UV radiation field is harder due
to the AGN emission. The contribution of the ionized re-
gions creates a peak at η ≃ 50 − 100 which becomes more
and more prominent between 2.5 < z < 4. This peak should
be detectable from real data once a significant number of
He ii quasars is available for spectral studies. In our sim-
ulations, the H i effective optical depth evolves smoothly
during He ii reionization. In agreement with previous work
(Bolton et al. 2009a,b; McQuinn et al. 2009), we do not rec-
ognize any sharp feature reminding of the narrow dip ob-
served at z ≃ 3.2 (Theuns et al. 2002; Bernardi et al. 2003;
Dall’Aglio et al. 2008; Faucher-Gigue`re et al. 2008). This is
likely a consequence of the long duration of the reionization
process.
(iii) The number density of the flux-transmission windows
and the mean size of the dark gaps in the He ii spectra pro-
vide a powerful diagnostic tool to distinguish between differ-
ent reionization scenarios (e.g. homogeneous versus inhomo-
geneous). Albeit these statistics encode information about
the luminosity, number density and clustering properties of
the sources responsible for reionization, they cannot discrim-
inate between our PDE and PLE models. Fluctuations in the
transmitted flux correlate with the local intensity of ioniz-
ing radiation. Very extended regions of transmitted flux are
generally located next to bright AGNs even though there are
rarer cases where flux-transmission windows with moderate
size (100 kms−1) can lie up to 22 h−1Mpc away from the
nearest AGN.
(iv) The IGM is heated during He ii reionization: gas at
mean density experiences a temperature jump of ∼ 12 000K
and cools afterwards. We find that the typical temperature
increment from z = 4 to 3 (at mean density) ranges between
9000 and 10 000K. This value is in good agreement with re-
sults based on the curvature of H i Lyα spectra (Becker et al.
2011).
(v) The patchiness of the He ii reionization process
gives rise to a bimodal distribution of the IGM tempera-
ture. Gas elements populate two distinct sequences in the
temperature–density plane depending on their He iii frac-
tion. At fixed density, ionized gas is hotter. The scatter
around these effective equations of state is much smaller
than the separation between the sequences. This is a tran-
sient feature which is particularly evident when fHe iii ∼
0.4. As reionization proceeds, more and more gas moves
from the cold to the hot sequence. When He ii reionization
is completed, only a single and well-defined temperature–
density relation is present. At z ≃ 2.9, this is character-
ized by a polytropic index γ ≃ 1.20 which is lower than
the corresponding value at the onset of reionization (γ ≃
1.56). The average temperature at mean density is T0 ≃
1.56× 104 K, in agreement with observations (Becker et al.
2011) but slightly lower than in previous theoretical work
(McQuinn et al. 2009; Meiksin & Tittley 2012). We find no
evidence for an inverted equation of state of the IGM at low
densities ∆b < 5.
(vi) As a consequence of the bimodality in the tempera-
ture, neutral and ionized patches of the IGM are character-
ized by different probability distributions of the Doppler b
parameters and of the curvature of H i spectra. Therefore,
we predict that He iii regions should generate H i spectra
with higher b parameters and a reduced mean absolute cur-
vature in bins characterized by high transmissivity. These
statistics are particularly sensitive during the initial stages
of the reionization process, when the He iii volume filling
factor is not too large.
This work presents a detailed theoretical study of the
epoch of He ii reionization. Our analysis is based on the cur-
rent understanding of the subject and uses the most ad-
vanced numerical tools. Many details of the model, how-
ever, are still prone to improvement. The properties of the
sources of radiation and their time evolution, for instance,
are still described with a toy model. Radiation transport
is decoupled from hydrodynamic processes. In spite of this,
our simulations provide a realistic description of the history
of reionization which is compatible with all observational
data. Our results, albeit more qualitative than quantitative,
provide a starting point for novel investigations of the IGM.
For instance, it would be interesting to analyse existing data
on the H i forest at 3 < z < 4 in light of the temperature
bimodality seen in our simulations. Times are mature for
investing in this challenge. In the next few years, studies of
new sightlines towards He ii quasars will provide tighter con-
straints on many observables. At the same time, hydrody-
namical simulations of cosmological volumes with increasing
spatial resolution and more sophisticated radiative trans-
fer (hopefully fully coupled to hydrodynamics) will become
available. The reciprocal feedback between theory and ob-
servations will be key to shed new light on the physics of
He ii reionization.
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APPENDIX A: HYDRODYNAMIC RESPONSE
Our study is based on numerical simulations post-processed
with a radiative-transfer code and thus neglects the hydro-
dynamical response of the gas to the heating due to He ii
reionization. In order to estimate the accuracy of our ap-
proximations, we compare the output of two periodic AMR
simulations with identical initial conditions. The first box
(T1) is illuminated with the UV background radiation com-
puted as in Haardt & Madau (2012) considering only the
galaxy contribution. In the second one (T2), instead, an
extra contribution from AGNs is turned on for z < 4. In
both cases, the computational volume has a linear size of
25 h−1Mpc and the mesh structure matches the spatial res-
olution of our L simulations.
The distribution of the relative difference between the
densities at the same spatial location in the two simulations,
ξ(x, z) =
∆T2b (x, z)−∆
T1
b (x, z)
∆T2b (x, z)
, (A1)
is shown in Fig. A1 for two different redshifts. Overdense
regions with ∆b ∼ 10 get less dense during He ii reion-
ization while underdense regions with ∆b ∼ 0.1 are basi-
cally unaffected by it. The regions around mean density are
the most altered by He ii reionization: they get denser and
denser with time. A detailed inspection of the velocity and
density changes (see Fig. A2) reveals that during He ii reion-
ization dense filaments are heated and expand thus making
their central regions thinner and their outer layer denser.
Volume-filling voids experience minor changes. For the vast
majority of the gas, neglecting the hydrodynamical response
produces an error in the density which is smaller than 8 per
cent by z = 2.4. Our results are in line with the parallel
analysis by Meiksin & Tittley (2012).
APPENDIX B: NUMBER OF SPECTRAL BINS
RADAMESH samples the UV spectrum of the ionizing sources
with a finite number of frequency bins which are logarith-
mically spaced. In order to optimize this choice, we perform
a convergence study by considering a simulation box with
a linear size of 25 h−1Mpc. We start with a base grid of
643 elements and add four levels of refinement during the
evolution. The box is uniformly illuminated with a soft UV
background generated by galaxies. At z = 3, a single AGN
(with a steady magnitude of M1450 = −20.3 and located
at the centre of a massive dark matter halo) is turned on.
Figure A1. Hydrodynamical response of the gas to He ii reion-
ization. Joint distribution of the gas overdensity (∆b) and the
relative change of the local gas density between the T2 and T1
simulations (ξ). The color scale indicates the gas mass in each
pixel (normalized to unity at maximum). Contour levels corre-
spond to 0.1, 1, 5, 10, 15, 30, 50 and 90 per cent of the maximum
value.
Figure A2. Left: density distribution in a slice of the T2 simu-
lation. The transverse size is of 25h−1Mpc and the yellow arrows
indicate the velocity difference between cells in the T2 and in the
T1 simulations. Right: spatial distribution of the variable ξ in the
same slice.
H i He i He ii
Minimum energy (ryd) 1 1.8088 4
Maximum energy (ryd) 1.8088 4 40
No. of spectral bins:
Run 1 5 5 10
Run 2 7 7 22
Run 3 10 10 30
Run 4 15 15 45
Run 5 20 20 60
Table B1. Number of spectral bins used to test the convergence
of the radiative-transfer scheme.
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Figure B1. Influence of the frequency binning in the radiative-
transfer scheme on to the temperature of a cell at mean density
(see the main text for details). The variable ∆T indicates the dif-
ference between the actual temperature in a simulation and what
is measured in the reference case, Run 5. Each curve corresponds
to one of the simulations in Table B1 as indicated by the label.
We run a series of simulations by varying the binning strat-
egy as detailed in Table B1. For each simulation, we follow
the propagation of radiation for 50Myr. To illustrate our
results, we focus on a cell at mean density which is located
≃ 1.1 h−1Mpc away from the active AGN.
In Fig. B1, we show the evolution of the temperature
difference between each run and Run 5 which uses the largest
number of spectral bins. Using too few bins overestimates
the temperature of the gas, especially during the passage of
the ionization front. For the number of spectral bins adopted
in this work, the temperature increment with respect to the
reference case is negligible.
Finally, it is interesting to quantify the impact of soft X-
rays with energies above 40 ryd that have been neglected in
our study. For this reason, we run an additional simulation
in which we extend the maximum photon energy to 80 ryd
and partition the He ii ionizing photons into 60 spectral bins.
The extra heating caused by the energetic photons produces
an early temperature increment of≈ 150K (due to their long
mean free path) which reduces to less than 50K a few Myr
after the passage of the ionization front. We conclude that
considering only photons with energies below 40 ryd does
not affect our results.
APPENDIX C: COMPARISON BETWEEN PLE
AND PDE SOURCE MODELS
As discussed in Section 2.3, we model the redshift evolution
of the AGN emissivity either by modifying the number den-
sity of the sources (PDE model) or by altering their luminos-
Figure C1. Comparison between different AGN models used in
the L1 (green), L1b (black) and L2 (purple) simulations. Top:
number of active sources. Centre: mean number of H i ioniz-
ing photons emitted by a single source per unit time. Bottom:
total number of ionizing photons emitted per unit time and
volume. The red dashed line shows the model predictions by
Haardt & Madau (2012) that we use to calibrate the time evo-
lution of the AGN emissivity.
ity (PLE model). For illustrative purposes and to facilitate
understanding, we show in Fig. C1 how the number of active
sources (top panel), the mean number of ionizing photons
(with energy above 1 ryd) emitted by a single source per
unit time (middle panel) and the total emissivity of ionizing
photons per unit time and volume (bottom panel) evolve in
the L1, L1b and L2 simulations.
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