Abstract-We consider the problem of representing a finiteenergy signal with a finite number of samples. When the signal is interpolated via sinc function from the samples, there will be a certain reconstruction error since only a finite number of samples are used. Without making any additional assumptions, we derive a lower bound for this error. This error bound depends on the number of samples but nothing else, and is thus represented as a universal curve of error versus number of samples. Furthermore, the existence of a function that achieves the bound shows that this is the tightest such bound possible.
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I. INTRODUCTION
W HEN we represent a signal with a finite number of samples, as is always the case in practice, there will be an inevitable reconstruction error when we attempt to recover the original signal by interpolating the samples. In this letter, we derive the minimum possible value for this error as a function of the number of samples. The error does not depend on any other problem parameters. The only assumption made is that the original signal has finite energy, which is always true for real physical signals. We do not assume the signal to have finite extent or to be bandlimited. Thus, we present a very simple, mostly analytical solution to a very basic problem. A small sample of works that deals with sampling of nonbandlimited signals, and containing further references, includes [1] - [12] . A related concept is the number of degrees of freedom (DOF), which is most frequently employed in conjunction with wave propagation in optics, wireless, etc. [13] - [18] . The DOF is sometimes, but not always, the same as the space-bandwidth (or time-bandwidth) product [19] , [20] . In Section II, we formulate the problem. After this, we review prolate spheroidal functions in Section III, which are then employed to prove the main result in Section IV.
II. PROBLEM FORMULATION
In this section, we will see that the error when we reconstruct a signal from a finite number of samples is approximately equal to the energy of the signal in the neglected tails of the function, and therefore that a bound on the energy in the tails gives us a bound on the reconstruction error.
Let f : R → C be a finite-energy field having continuous realizations. We also assume that the Fourier transform
−j 2π μu du exists for almost all realizations of f (u). We refer to u as the space domain, but it could also be referred to as the time domain. Now, say we have one realization of f (u). We wish to represent it by a finite number of samples such that if it is then interpolated from these samples, the mean-square error between f (u) and its reconstructed version will be as small as possible. f (u) is not necessarily bandlimited, but to apply the sampling theorem we will confine it to some frequency interval [−Δμ/2, Δμ/2], which amounts to neglecting the frequency content outside this interval and implies a sampling interval of 1/Δμ. Likewise, in the space domain, since we want a finite representation, we will restrict our attention to samples of f (u) that fall within the interval [−Δu/2, Δu/2], which implies a total number of Δu/(1/Δμ) = ΔuΔμ distinct sample values, a quantity known as the space-bandwidth product. Assuming Δu and Δμ are sufficiently large and applying standard sinc interpolation to these samples, we obtain the reconstructed signal f Δ μ e ,Δ u as [12] 
where
where the approximation sign has the meaning that the ratio of left-and right-hand sides approaches to 1 as Δμ → ∞ [12] . The notation of ∼ under Δμ indicates confinement to that extent is in the opposite domain to which the signal is currently being represented in and is maintained for consistency with [12] . A dual result is also possible by first confining f (u) to [−Δu/2, Δu/2] in space and then sampling the Fourier transform of the resultant space-limited signal in the frequency interval [−Δμ/2, Δμ/2]. In this case, we similarly obtain [12] 
So, regardless of whether we sample the signal in the space or frequency domain, in both cases the reconstruction error is approximately equal to the truncation error (the sum of the energies "left out" in the tails of the signal in the space and frequency domains), a result which also has numerical support [21] , [22] . What we choose to neglect in the tails as a result of our choice of Δu and Δμ returns to us as a reconstruction error. The purpose of this letter is to investigate how small it is possible to make the common right-hand sides (RHS) of (2) and (3) . Note that a converse problem is considered in [1, Th. 2], which provides a lower bound of ΔuΔμ for a given
we will prove that there is a value κ(ΔuΔμ), depending only on the product ΔuΔμ such that
with equality for a single function f (u). We observe that the lower bound on the normalized reconstruction error depends only on the space-bandwidth product ΔuΔμ and obtain an expression for the function κ(ΔuΔμ). It remains to prove (4). But first we review prolate spheroidal functions [23] - [30] .
III. PROLATE SPHEROIDAL FUNCTIONS
We first define the projection operators [26] needed to describe prolate spheroidal functions.
Definition 1: The projection operator A confines the signal f to the interval [−Δu/2, Δu/2]:
Definition 2:
The projection operator B confines the Fourier transform F of the signal f to the interval [−Δμ/2, Δμ/2]: From Definitions 1 and 2, we infer that the operator BA is
The eigenfunctions of operator BA are called prolate spheroidal functions. The following theorem [23] , [26] states some properties of these functions and their eigenvalues.
Theorem 1:
The operator BA has countably many eigenvalues γ n , n ∈ N such that
The largest eigenvalue γ 1) is a concave and increasing function of the product ΔuΔμ; 2) satisfies γ Δ u Δ μ=0 = 0 and lim Δ u Δ μ→∞ γ = 1. Fig. 1 . Note that γ approaches unity as the ΔuΔμ product increases beyond a certain value. Dual results for the operator AB can also be stated but would not add anything for the purpose of this letter.
Having reviewed prolate spheroidal functions and the largest eigenvalue γ of BA, we state the following key theorem from [24] :
Theorem 2: Let α ∈ [0, 1] and β ∈ [0, 1] be defined by the equations
The set of pairs (α, β) achievable for some function f satisfying ∞ −∞ |f (u)| 2 du < ∞ is the region defined by the inequality
together with 0 ≤ α, β ≤ 1 but excluding the points (0, 1) and (1, 0). For α ≤ √ γ, the function achieving the boundary of this region is bandlimited to [−Δμ/2, Δμ/2] and is equal to a linear combination of the family {e n |n ≥ 1}. For α ≥ √ γ, the function achieving (5) with equality is given by the formula
where e 1 is the prolate spheroidal function having the largest eigenvalue γ. Note that α 2 and β 2 are the normalized energies contained in the intervals [−Δu/2, Δu/2] and [Δμ/2, Δμ/2], respectively. Therefore, 1 − α 2 and 1 − β 2 are the normalized energies contained in the tails. Thus, the constraint (5) on how large α and β can simultaneously be is also a constraint on how small the normalized energies contained in the tails in the two domains can simultaneously be.
In the following section, we use Theorem 2 to prove (4) and show that κ = 1 − √ γ, therefore achieving our aim.
IV. PROOF OF (4)
We start with the observation that the left-hand side of (4) can be rewritten as
thanks to Parseval's theorem. Assuming the energy of the signal ∞ −∞ |f (u)| 2 du is given, this implies we need to minimize 2 − α 2 − β 2 over the achievable region of (α, β) pairs described in Theorem 2, in order to minimize the energy "left out" in the tails of the functions and the reconstruction error. More precisely, the problem we are trying to solve here can be formulated as
It is interesting that although the work of Landau, Pollak, and Slepian elegantly characterizes the tradeoff between α and β, they have no reason to, and therefore do not look at how large α 2 + β 2 can be under this constraint. Since we now see that the normalized reconstruction error is equal to 2 − (α 2 + β 2 ), we become interested in how large α 2 + β 2 can be in order to obtain a lower bound for the error.
Let the result of minimization of 2 − (α 2 + β 2 ) be denoted as e min . We see from (5) that any β between 0 and 1 is achievable if α ≤ √ γ. (This is because the function cos −1 is decreasing and nonnegative.) For this part of the region of achievable pairs, we have
where the inequalities are achieved with equality for the pair (α, β) = ( √ γ, 1). To handle the case α > √ γ, we write
which can be expressed as
since the cosine function is decreasing on the interval [0, π/2]. Taking the square of both sides in (9), we obtain
Combining (8) with (10), we get e min = min min
where the last equation follows from
, the RHS of (10) is decreasing in the same interval. To observe how the RHS of (10) behaves when α ≥ 1/ √ 2, we compute the derivative
which is negative when
Note that (13) is fully equivalent to (12) for α ≥ 1/ √ 2. Arranging the terms, (13) simplifies to
We conclude from (14) that the RHS of (10) is decreasing when 1/2 ≤ α 2 ≤ (1 + √ γ)/2 as well as the case when α 2 ≤ 1/2. We also see from (14) that the RHS of (10) is no longer a decreasing function of α after α 2 exceeds the threshold
Noting that
we compute e min as
which is achieved only when α
Moreover, we see from Theorem 2 that e min = 1 − √ γ is achieved by the function
This completes the proof of (4) with κ = 1 − √ γ. This is a remarkably simple result showing how κ approaches zero as γ approaches unity.
Remark IV.1: A similar result obtained without using the setup of [24] appears in [1, eq. (3.4) ]. In terms of our notation, that equation can be written as
But, the minimum value that the quantity
(The minimizers are the corner points (α, β) = ( √ γ, 1) and (1, √ γ).) Hence, the bound (19) is not a tight one.
V. DISCUSSION AND CONCLUSION
Since we have a function that achieves the lower bound, this also means that the bound we have found is the tightest such bound possible. This was achieved by optimizing over the possible (α, β) pairs allowed by Theorem 2.
The dependence of γ on the product ΔuΔμ was already given in Fig. 1 . Therefore, the function κ(ΔuΔμ) can be readily obtained and is plotted as the "theoretical limit" in Fig. 2 . Note that this is a universal curve and does not depend on anything. It tells us that if we use a certain finite number of samples for representing a function, the normalized reconstruction error cannot be below the value κ(ΔuΔμ) given by this curve.
Referring to Fig. 1 , observe that we can roughly approximate γ ≈ min(ΔuΔμ, 1), leading to κ = 1 − min(ΔuΔμ, 1) ≈ [24] , [26] , [31] , [32] , ψ 0 (u) is the function that is most simultaneously concentrated in both the space and frequency domains. It satisfies the Uncertainty Principle inequality with equality, meaning that the product of the standard deviations of the signal in the two domains is the smallest possible over all functions. In contrast, in this letter, the measure of being most simultaneously concentrated in both domains is how small the sum of the spatial and frequency truncation errors are [RHS of (2) ]. We showed that the most concentrated function according to this measure is given by (18) . Despite the different approaches, Fig. 2 shows that the difference between the theoretical limit achieved by (18) and the curve corresponding to ψ 0 (u) are not very different, and the difference becomes smaller as ΔuΔμ > 1 increases.
It is worth contrasting the result of this letter with that of [12] , where we also considered sampling of finite-energy signals with a finite number of samples. However, there we assumed that statistical knowledge of the ensemble of possible signals in the form of covariance functions was available. We showed that the expected value of the reconstruction error was approximately equal to the expected value of the energies left out (neglected) in the tails in the space and frequency domains. We further showed how to minimize this error by optimally choosing the space and frequency extents for a specified number of samples. All the results depend on the specified covariance functions. In this letter, no assumptions, statistical or otherwise, are made regarding the signals, other than that they have finite energy. We derive a universal curve, valid for all finite-energy functions, that provides a tight lower bound for the reconstruction error as a function of the number of samples used. In [12] , the final curves are optimized over the space and frequency extents Δu and Δμ. Here, the final universal curve is optimized over α and β.
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