Abstract. We give results on the probability of absorption at zero of the diffusion process with non-Lipschitz diffusion coefficient dX t = µX t dt + σX γ t dB t , with X 0 = K, and 1/2 ≤ γ < 1. In finance this is known as the Constant Elasticity of Variance Model and our results give information on the time to ruin τ 0 = inf{t : X t = 0}. We show that P (τ 0 ≤ T ) > 0 for all T , give the probability of ultimate ruin, and establish asymptotics
1. Introduction 1.1. We consider the value process X t described by the Constant Elasticity of Variance Model (CEV), introduced by Cox 1996 [3] , and used in Option Pricing Models (see, e.g., Delbaen and Shirakawa [4] , Lu and Hsu [15] , etc).
Recall that the CEV is defined by the Itô equation with respect to Brownian motion B t and a positive initial condition K > 0,
where µ, σ = 0 are arbitrary constants while γ ∈ [ 1 2 order to preserve the uniqueness of solution in (1.1). In spite of the fact that the diffusion coefficient σx γ is not Lipschitz, and is only Hölder continuous (for x > y ≥ 0:
| ≤ |x − y|), (1.1) possesses a unique strong nonnegative solution. The existence of strong solution (adapted to Brownian motion) is mentioned in Delbaen and Shirakawa, [4] . The uniqueness follows from YamadaWatanabe's theorem (see, e.g. Rogers and Williams, p. 265 [16] , see also [8] p.17 and Theorem 13.1).
1.2. In contrast to the Black-Scholes model (γ = 1), when X t is always positive, CEV process admits ruin. Denote by 1 τ 0 = inf{t : X t = 0}.
For CEV process P (τ 0 < ∞) > 0. In particular, it is shown in Proposition 2.2 that P(τ 0 < ∞) = 1, ∀ µ ≤ 0.
In Section 2 we give general results for time to ruin in the CEV process and clarify the role of the condition γ < 1 for the ruin to occur. We give the expression for P (τ 0 < ∞) and show that P (τ 0 ≤ T ) > 0 for any T > 0, Theorem 2.1.
1.3. In Section 3 we give the asymptotic behaviour of P(τ 0 ≤ T ) as K → ∞ for any T > 0 and µ ∈ R. The novelty of our analysis is in that together with the above-mentioned asymptotics we also find an approximation to the most likely path to ruin, that is, we find a smooth curve ending at zero, which the process is most likely to follow. The case γ =
with a small diffusion parameter σ K (1−γ) , i.e., the family {(x K t ) t≤T } K→∞ is in a framework of Freidlin-Wentzell's LDP, [7] . We expect the Freidlin-Wentzell type rate function J(u), that is for a test function u = (u t ) t≥0 with u 0 = 1, du t ≪ dt, and Θ(u) = inf{t : u t = 0},
with the convention 0/0=0 at the point "u t = 0, u t = 0" (see, e.g. Puhalskii, [12] ). Related topics can be found in Donati-Martin et al., 1 henceforth, inf{∅} = ∞ [5] ). The function u * t that minimizes the cost functional
is found by solving a deterministic control problem. It gives an approximation to the most likely path to ruin.
The process x K t has paths in the space C abs [0,∞) (R + ), the subspace of C [0,∞) (R + ) of nonnegative continuous functions with the property that if a function attains the value zero, then it is absorbed at zero, i.e., staying in zero forever after. Of course, strictly positive functions are also in this space. We introduce the metric space (C abs [0,∞) (R + ), ̺) supplied with the local uniform metric
which is Polish space (Lemma 5.1) and prove the LDP in this metric space in Section 5. Due to absorption at zero and the diffusion coefficient is only Hölder continuous and singular, particular care is needed to prove the LDP.
Time to ruin
In this Section, we give general results for the time to ruin of the CEV process and clarify the role of the condition γ < 1 for the ruin to occur. We give results for any positive initial condition X 0 = x > 0, and drop it from the index of stopping times.
The stopping time of hitting a point b is denoted by
In what follows Φ(y) denotes the distribution function of Gaussian random variable with the expectation 0 and the variance 1. We mention that the state zero is absorbing, i.e. X t = 0 for all t > τ 0 on the set {τ 0 < ∞}, . The latter holds since, as mentioned in the Introduction, the stochastic differential equation (1.1) has a unique solution, i.e., X t ≡ 0 for t > τ 0 determine the solution on R + . For b > 0, denote
So, the proof is reduced to evaluating of P x (τ b 0 > n). We begin with the proof that sup
We estimate from above inf t≤1 X 1−γ t on the set {τ
Moreover, due to
Hence,
Consequently,
Thus (2.1) holds true. Denote
In the next step of the proof, we derive a recursive inequality:
By using the Markov property of time-homogeneous process X t , write
Hence, (2.4) follows from (2.2) and (2.3). Finally, θ < 1 implies
Proof. Direct. 
Proposition 2.2. For 0 ≤ x ≤ b, the probability of hitting 0 before b is given by
Proof. It is obtained by stopping a bounded martingale S(
Theorem 2.1.
, for µ > 0.
Proof. Since {τ 0 < ∞} = {X τ 0 = 0}, we have
and the result follows from Proposition 2.2 and (2.5).
Theorem 2.2. For any T > 0 and any x ≥ 0,
Proof. Let µ = 0 and τ ε = inf{t : X t ≤ ε}. By Itô's formula
On the set {τ ε > T } one gets
The desired result holds since
Gaussian random variable with variance
and, as previously, we obtain P x τ 0 ≤ T ≥ P x − x 1−γ ≥ σ(1 − γ)B T and the result follows.
Analysis of ruin for large initial funds
In this section, we replace x as the notation of X 0 by K and assume that K is a large parameter. The main result is the following Theorem.
, for µ = 0
Remark here that the above statement is a Large Deviations result, however a direct application of the LDP does not seem to be possible due to the fact that the set {τ 0 ≤ T } does not contain an open set. Luckily the desired lower bound can be obtained from the bound in Theorem 2.2, and the upper bound, obtained by Large Deviations, is the same. These bounds are proved in the following two propositions.
Proof. Follows from the lower bound (2.6). Consider first µ = 0, then
where ξ is mean 0 variance 1 normal random variable and
Use now the inequality for the normal tail (see Feller [6] p. 175)
Dividing through by K 2(1−γ) and taking limits, we obtain the lower bound −p 2 /2, as claimed. For the case µ = 0 the proof is similar.
Proposition 3.2 (Upper Bound). For any
Proof. The proof is done by using Large Deviations for the family of processes
. Clearly, the time to ruin τ 0 is the time to ruin for x 
where Θ(u) = inf{t : u t = 0}.
The set
where D is a set of nonnegative continuous functions u t on [0, T ] with u 0 = 1 and absorbed at 0 at the time Θ(u) ≤ T : u t > 0 for t < Θ(u), u t = 0 for Θ(u) ≤ t ≤ T . The set D is closed in the uniform metric. By applying the LDP to this set we have
The proof is finished by computing inf u∈D J T (u). It turns out that the infimum is achieved at u * ∈ D a continuously differentiable function with Θ(u * ) = T , and is given by
Only functions on which J T (u) < ∞ has to be considered. Consequently, we have to minimize in u ∈ D the functional
We approach the minimization as a control problem with a control action (w, r) s≤r≤T , where w s =u )ds. An admissible control action (w, r) has to guarantee firstly, I r (w) < ∞, ∀ r ≤ T ; and secondly, u t > 0 for t < r and u r = 0. The admissible control (w * , r * ) is optimal if
for any other admissible control (w, r).
To find the optimal control (w * , r * ) change variables to
Solving (3.1) we find that
If w s is admissible, then, the corresponding u r = 0, so that, v r = 0 also. Equating v r to zero above, we obtain −
−µ(1−γ)s w s ds. By applying the Cauchy-Schwarz's inequality, we find
.
Since r ≤ T we have the lower bound for the cost functional
But it is easily checked that this bound is attained by taking r * = T and
for µ = 0. The case µ = 0 is recovered by using lim µ→0
Most likely path to ruin
The function u * on [0, T ] corresponding to the optimal control w * found above is explicitly given by
It belongs to the set D defined in the previous section with u * T = 0. By the local LDP, and the inequality J T (u * ) ≤ J T (u), we have for any
Thus the probability that the process becomes absorbed on a path near u * is exponentially larger than that in the vicinity of any other u in the absorbtion set D. For this reason we nominate the function u * the approximate (on the LDP scale) most likely path to ruin.
LDP for CEV model
We begin this section with the following lemma.
Proof. Only completeness of (C abs [0,∞) (R + ), ̺) has to be verified. Let
We show that x ∈ C abs [0,∞) (R + ), that is, either x is absorbed at zero at some finite time or it is always positive.
Denote T n = inf{t : x n t = 0} with T n = ∞ if x n t > 0 for all t. In the case lim n→∞ T n = T ′ < ∞ for any ε > 0 there are only finitely many T n 's greater than T ′ + ε. Therefore for t ≥ T ′ + ε all functions x n t = 0 for n large enough. Recall that the convergence in metric ̺ is equivalent to the uniform convergence on compacts, namely for any
Taking ε → 0 and using continuity of x, we obtain x t = 0 for all t ≥ T ′ . Hence x is absorbed at zero at time T ′ . In the case lim n→∞ T n = ∞, for any T > 0 and sufficiently large n, T n > T and inf t≤T x t > 0, so that x is strictly positive and never attains value zero.
The LDP for diffusions with a singular and only Hölder continuous diffusion coefficient requires additional efforts especially due to the absorbtion at zero of the underlying processes. Below we give a direct and as much as possible self-contained proof of LDP with many details of independent interest. 
A martingale inequality.
The following martingale inequality is especially suited for large deviation analysis.
Proposition 5.1. Let M t be a continuous local martingale, M 0 = 0, with predictable variation process M t . Then for any η > 0 and any measurable set A P sup
This inequality is contained in Lemma 1 in Liptser and Spokoiny [14] , but since the proof is short and is based on ideas repeated in the sequel we give it here.
Proof. It is well known that for any λ ∈ R the positive random process
is a local martingale and supermartingale too (e.g. [8] , Th 7.23 p. 197). For a stopping time τ , z τ is well defined with z ∞ = lim t→∞ z t on the set {τ = ∞} and, by optional stopping theorem Ez τ ≤ 1.
Take λ = η L and τ = inf{t : M t ≥ η}. Then
Applying this to the local martingale −M t , and combining the two inequalities establishes the result.
The method of proving LDP.
Here we follow Theorems 1.3 and 3.1 from Liptser and Puhalskii [10] , which state that exponential tightness 2 and the local LDP imply LDP. Recall the definitions. (i) Exponential tightness: for any T > 0, η > 0,
1) lim
where ϑ is stopping time relative to the filtration (F B t ) t≥0 with general conditions generated by the Brownian motion (B t ) t≥0 .
(ii) Local LDP: for any T > 0 and u ∈ C
Exponential tightness. Proof of 1). With
In order to prove (5.3), set τ C = inf{t : |M t | ≥ C} and notice that
The random process M t is a continuous local martingale relative to (F B t ) t≥0 with the variation process
bounded from above on the set {τ C ≤ T } by
Now, by applying Proposition 5.1, we find that
2T σ 2 and (5.3) follows.
Exponential tightness. Proof of 2). Denote
Taking into account (5.1), the proof of (5.2) can be reduced to: for any η > 0 and C > 0, γ dB s a martingale relative to (F B ϑ+t ) t≥0 (see Ch. 4, §7 in [13] ) with the quadratic variation process
Now, it is left to notice that the above estimate implies
−∞.
5.5.
Local LDP upper bound. We omit the standard proof for u 0 = 1 or du t ≪ dt and recall only that these cases upper bound is equal −∞. We consider the case when u 0 = 1 and du t ≪ dt and show that
where (5.7) includes ∞ = ∞. Taking a continuously differentiable function λ(t), let us consider a martingale
2γ ds, and its martingale exponential
To prove (5.7) we bound z T from below on the set A = {sup t≤T |x
We notice that
and bound J 2 from below and J 3 , J 4 from above as they come with negative sign. Write
|λ(s)|ds (on the set A);
Since u s ≥ 0 and 2γ ≥ 1, the function
Putting these bounds together we find that
By the supermartingale property Ez T ≤ 1, and so 1 ≥ EI {A} z T which implies
With ϑ(t) = λ(t)/K 2(1−γ) , the above inequality provides
Taking limit as δ → 0 we obtain the following upper bound
Now consider two cases
(ϑ * (s)) 2 ds < ∞, the function ϑ * (s) can be approximated by continuously differentiable functions ϑ n (s)'s, in a sense that
(ϑ * (s)) 2 ds = ∞, the above calculations have to be slightly corrected. We replace (5.8) with
for some β > 0. Now, the above maximizing procedure is applicable which gives
Passing to the limit as β → 0 (5.7) is obtained.
Case 2.
T 0u 2 s ds = ∞. We show that
Let u · be fixed and denote L = sup s≤T u s . The upper bound (5.8) implies
Since ϑ n (s) = With chosen ϑ n,m (s), we have
5.6. Local LDP lower bound. For u 0 = 1 or du t ≪ dt, there is nothing to prove as well as for
We notice that 3) implies 4)
Thus, assuming 1) -3), we shall prove
The lower bound is obtained, as usual, by a change of measure. However, before we do that we must overcome some difficulties with likelihood used in that change of measure. To do so we begin with two auxiliary results. The first one allows to reduce the class of functions u to those bounded away from zero, and the second states that it is enough to consider trajectories in the bounded interval [C −1 , C]. After that the proof follows by the change of measure that changes the drift of x K t into u. Lemma 5.2. Assume Θ(u) < ∞ and for any T < Θ(u) (5.9) holds.
Then, (5.9) is valid for T = Θ(u). Now, the desired result holds due to
by passing to the limit, as n → ∞, the right hand side of the above inequality.
By Lemma 5.2, in the proof of (5.9) we may restrict ourselves to T < Θ(u), that is, to test functions with u * = inf t≤T u t > 0. Henceforth only such test functions are considered.
Set
Proof. Denote
Since A ⊆ A C ∪ B ∩ {τ C ≤ T } , it suffices to show that for sufficiently small δ,
or, which is equivalent to (5.1), and
The latter holds for δ < u * since inf t≤T x
5.6.1. Proof of (5.11). For T < Θ(u), take a continuous martingale
σ(x K s ) γ dB s with the predictable variation process
and its martingale exponential
, the process (z t , F B t , P) t≤T is a uniformly integrable martingale, Ez T = 1. Define a new probability measureP on (Ω, F B T ) by letting dP = z T dP. Since z T > 0, P-a.s. the measuresP and P are equivalent, so that, The second part in (5.14) holds by the Cauchy-Schwarz and Doob inequalities and T 0u 2 s ds < ∞:
The first part in (5.14) is verified similarly, Since η is arbitrary (5.11) is proved.
