Universidade Federal do Espírito Santo, by Adriana Da Costa Barbosa et al.
EVALUATION OF PARALLEL SIMULATIONS ON MULTI-CORE CLUSTERS OF
MISCIBLE DISPLACEMENT APPLICATIONS
Adriana da Costa Barbosa
Lucia Catabriga
Andr´ ea Maria Pedrosa Valli
Alberto Ferreira De Souza
adriana,luciac,avalli,alberto@lcad.inf.ufes.br
Universidade Federal do Esp´ ırito Santo,
Av. Fernando Ferrari, 514, 29.075-910, Vit´ oria, ES, Brasil
Abstract.
In this work, we analyze a parallel ﬁnite element implementation for multi-core clusters
of incompressible miscible displacements in porous media. For that, we compare two alter-
natives of MPI jobs scheduling on the clusters’ cores. One of them, named ﬁll-up, schedules
jobs to all cores of a Central Processing Unit (CPU) of a cluster before considering the next
CPU, and the other, named single-core, schedules only a single job for each CPU. The speedup
and CPU time are calculated and compared for two multi-core clusters of the Laborat´ orio de
Computacac ¸˜ ao de Alto Desempenho (LCAD) at the Universidade Federal do Esp´ ırito Santo
and a multi-core cluster of the N´ ucleo de Computac ¸˜ ao o de Alto Desempenho (NACAD) at the
Universidade Federal do Rio de Janeiro. The parallelization of the ﬁnite element method uses a
domain decomposition strategy with block-arrowhead structure of the resulting matrix, special
sparse matrix storage formats and the Message Passing Interface (MPI) to exchange informa-
tion across the sub-domains. Our results showed that, although modern machines have a large
number of cores and are faster than previous ones, the competition of these cores for the CPU
memory hierarchy resources has a strong impact on the performance of parallel applications.
Keywords: Multi-core clusters, Miscible displacement applications, Finite element, Special
sparse matrix storage formats1. INTRODUCTION
Reservoir simulation has been studied extensively for a number of authors in the last three
decades. Miscible displacements which model enhanced oil recovery and tracer injection pro-
cesses have been used for formulation, development and numerical testing since the early be-
ginning of reservoir engineering. Different numerical methods were employed in miscible dis-
placement simulations. Finite differences and control volume methods are the most used in
commercial reservoir simulations, despite of their difﬁculties to solve complex geometries or
the high costs to handle unstructured grids. Early ﬁnite element solutions for this problem are
studied using different formulations. The concentration of the injected ﬂuid in the mixture is
the main variable. However, the calculation of Darcy’s velocity, responsible for the transport,
deserves special attention, since it has a strong inﬂuence on the stability and accuracy of the
concentration approximation.
It has been proved through numerical analysis and computational simulations that the post-
processing technique, proposed in Loula et al. (1999); Malta and Loula (1998); Malta et al.
(1995), computes accurate velocity ﬁelds when compared to those obtained by the usual meth-
ods found in the literature. Post-processing consists basically in solving the elliptic problem for
pressure and then computing velocity considering residual forms of Darcy’s law with the known
pressure, the mass balance and irrotationality condition. Many works revisited numerical meth-
ods for Darcy’s ﬂow. In particular, stabilized mixed ﬁnite element formulations appear in many
references, as in Brezzi et al. (2005); Masud and Hughes (2002). However, differently from the
mixed methods, which have a high computational cost due to the simultaneous solution of pres-
sure and velocity, post-processing techniques are naturally segregated Malta and Loula (1998).
In this work we use the Galerkin method to approximate the pressure, a post-processing tech-
nique to calculate accurate velocities and a stabilized ﬁnite element (SUPG) method to solve the
convection-diffusion concentration equation. The resulting nonlinear system of ordinary differ-
ential equations are discretized using an implicit predictor/multicorretor scheme described in
Hughes and Tezduyar (1984).
Finite element formulations proposed for complex porous media application can require
solution of linear systems of equations involving millions of unknowns. These systems are usu-
ally solved by Krylov space iterative update techniques (Saad, 1996), and the success of this
solution strategy requires an efﬁcient implementation of matrix-vector products and the choice
of a suitable preconditioner. In the ﬁnite element method the implementation of global matrix-
vector products are easily parallelized in different computer architectures, performing element
level products followed by global assembly. This type of implementation is often referred to
element- by-element (EBE) schemes. Matrix-vector products computed by EBE schemes are
memory intensive, needing more operations than the product with the assembled matrix, be-
cause element matrices have many overlapping non-zero entries. However, particularly for
large-scale nonlinear problems, EBE schemes have been very successful because they handle
large sparse matrices in a simple and straightforward manner. Furthermore, matrix-vector prod-
ucts can be optimized using edge-based (EDS) data structures (Coutinho et al., 2001; Catabriga
and Coutinho, 2002; Elias et al., 2005). The authors have found that edge-based data structures
can reduce solution time by a factor of 2 compared with EBE strategies. The edge-based data
structure may be also viewed as a representation of the nodal graph of a grid composed by
triangles and tetrahedra. Thus, the edge representation is a good alternative data structure for
computing the global matrix-vector products needed in Krylov space iterative techniques.
In this work, the parallel ﬁnite element formulation consider a domain decomposition strat-
egy with block-arrowhead structure of the resulting matrix, as suggested in Jimack and Touheed
(2000); Saad (1996), and both EBE and EDS storage formats. The program is designed for par-allel computing platforms with distributed-memory, particularly for clusters of workstations,
and the exchange of information across the sub-domains is achieved using the Message Pass-
ing Interface, MPI. We compare two job scheduling alternatives supported by the Sun Grid
Engine (SGE) distributed resource management software (Sun, 2002): ﬁll-up and single core.
The parallel jobs are scheduled to run in two Clusters of multi-core computers of the Labo-
rat´ orio de Computacac ¸˜ ao de Alto Desempenho (LCAD) at the Universidade Federal do Esp´ ırito
Santo, and in one cluster SGI Altix 450 of the N´ ucleo de Computac ¸˜ ao o de Alto Desempenho
(NACAD) at the Universidade Federal do Rio de Janeiro. Our results show that, even though
newer machines have a larger number of faster cores, the competition of these cores for the
memory hierarchy of their Central Processing Unit (CPU) might reduce the beneﬁts of having
too many of them per CPU.
The rest of the work is organized in the following way. First, we present the ﬁnite element
approximations and the solution algorithm. Then, we describe brieﬂy the storage schemes
and the parallel implementation. Next, numerical simulations of tracer injection processes and
miscible displacements with high adverse mobility ratios in two dimensions are reported and
some conclusions are presented.
2. FINITE ELEMENT APPROXIMATIONS AND SOLUTION ALGORITHM
The mathematical model consists of an elliptic system coming from the conservation of
mass, the Darcy’s law and the conservation of the injected ﬂuid. The governing equations for
the miscible displacement of one incompressible ﬂuid by another, Peaceman (1986), in a porous
medium Ω ∈ R
2 at an instant t ∈ [0,T] can be described by
∇.v = q in Ω × [0,T] (1)
v = −A(c)∇p = −
K
µ(c)
∇p in Ω × [0,T] (2)
φ
∂c
∂t
+ ∇.(cv − D(v)∇c) = ˆ cq in Ω × [0,T] (3)
with boundary and initial conditions
v.n = 0 on ∂Ω × [0,T] (4)
D∇c.n = 0 on ∂Ω × [0,T] (5)
c(x,0) = c0(x) in Ω (6)
where v = (v1,v2)T is the total Darcy velocity of the ﬂuid mixture, p is the ﬂuid pressure,
c is the concentration of the ﬂuid mixture, φ and K are, respectively, the porosity and the
permeability tensor of the porous medium, n denotes the outward unit normal to ∂Ω, q is the
source and sink terms and ˆ c is the injected concentration at injection wells and the resident
concentration at production wells. The pressure equation is deﬁned considering Eq. (2) into
Eq. (1)
−∇.(A(c)∇p) = q in Ω × [0,T] (7)
Using the Leibniz rule, we can write ∇(cv) = v.∇c+c∇.v = v.∇c+qc. The non-divergence
form of the concentration equation (3) considering the Leibniz rule can be rewritten as
φ
∂c
∂t
+ v.∇c − ∇.(D(v)∇c) + ˆ qc = ˆ cˆ q in Ω × [0,T] (8)where ˆ q = max(q,0) is nonzero only at the injections wells. The diffusion-dispersion tensor D
is considered as in Peaceman (1986) for the 5-spot experiments
D = φ
 
αmI + |v|
 
αlE(v) + αtE
I(v)
  
, E(v) =
1
|v|2vv
T, E
I(v) = I−E(v) (9)
where αm, αl, and αt are, respectively, molecular diffusion, longitudinal, and transverse disper-
sion coefﬁcients. Normally dispersion is physically more important than the molecular diffu-
sion; also, αl is usually considerably larger than αt. In Eq. (2) µ = µ(c) is the local viscosity
of the mixture which depends on the concentration c of the injected ﬂuid. In the reservoir
simulation the empirical relation is usually adopted
µ(c) = µ(0)
 
1 − c + M
1/4c
 −4
, c ∈ [0,1] (10)
where M = µ(0)/µ(1) is the mobility ratio. It is important to note that when M > 1 nonlinear
effects associated to the coupling of equations and the convective term strongly inﬂuence sta-
bility and accuracy of numerical approximations. Since p(x,t) is determined up to an arbitrary
additive constant, we normalize it by imposing the condition
 
Ω p(x,t)dx = 0, t ∈ [0,T].
Introducing a standard ﬁnite element discretization for the domain Ω into subdomains Ωe
and a set of piecewise trial and weighting ﬁnite element spaces, the Galerkin formulation for
the pressure equation (7) is
 
Ω
∇w
h
p .A(c
h)∇p
hdΩ =
 
Ω
w
h
p q dΩ (11)
where wh
p is the discrete weighting function for pressure, and ch and ph are discrete counterparts
of c and p. It is well known that computing the velocities directly from Darcy’s law yields a low
accuracy ﬁeld, satisfying only weakly the no-ﬂow boundary condition (see Eq. (4)). To improve
the quality of the velocity approximation and still using standard Lagrangian bases we use here
the global post-processing technique from Malta et al. (1995), which can be summarized as
follows. Given the Galerkin solution of the pressure ph, the post-processed velocities vh are
obtained from the variational statement as write in Coutinho and Alves (1999)
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h)dΩ = 0 (12)
where wh
v is the weighting function for post-processed velocities, νe a mesh dependent pa-
rameter of the magnitude O(h) and nel is the number of elements in the mesh. The global
post-processing technique numerical analysis presented by Malta et al. (1995), indicates a gain
of O(h0.5) in the rates of convergence for velocity over mixed methods of Raviart-Thomas type.
The concentration equation (8) is predominantly advective and may exhibit sharp concen-
tration fronts. Thus, we adopt the well known Streamline Upwind Petrov-Galerkin (SUPG)
formulation enriched with the discontinuity operator CAU, that is given by
B(w
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where wh
c is the weighting function for concentration and δ is the CAU discontinuity-capturing
operator deﬁned as in Galeao and Carmo (1988).
The spatial discretization of the pressure equation (11), the post-processing technique for
velocities (12) and the concentration equation (13) lead to a set of coupled non-linear ordinary
differential equation, as written in Coutinho and Alves (1999):
Kp = Q, ¯ Mv = FG + Fq, ˜ M˙ c + ˜ Cc = ˜ F (15)
where p, v, c and ˙ c are the vector of unknown for the nodal values of the pressure, velocities,
concentrationandtimederivativeoftheconcentration, respectively. ThematrixKissymmetric,
positive deﬁnite and depends on the concentration (K = K(c)). The right hand side vector Q
contains the ﬂows rates and boundary conditions for the pressure equation. The post-processing
matrix ¯ M can be split in two matrices, ¯ M = Mw+Mdiv, where Mw represents the contribution
of the ﬁrst integral of Eq. (12) and Mdiv represents the part corresponding to the divergence
weighting of the second integral of Eq. (12). The right hand side vectors FG and Fq are
respectively the weighting of the pressure gradients and the divergence weighting of the ﬂow
rates. The matrices ˜ M and ˜ C represent, respectively, time-dependent, convective and diffusive
terms of the concentration equation. The matrix ˜ C depends on the velocity ﬁeld (˜ C = ˜ C(v)).
The right hand side vector ˜ F is due to the boundary conditions. To solve the non-linear systems
of ordinary differential equations (15) we employ a predictor-multicorrector ﬁnite difference
discretization in time. For brevity, we present here only the block-iterative algorithm for the
predictor-multicorrector method. To move from step n to n+1, we need to solve the following
steps:
Block 1: Solve the pressure equation
K(c
i
n+1)p
i+1
n+1 = Qn+1 (16)
Block 2: Compute the velocity ﬁeld
¯ M(c
i
n+1)v
i+1
n+1 = FG(p
i+1
n+1) + Fq (17)
Block 3: Solve the concentration equation
M
∗
n+1 ∆˙ c
i+1
n+1 = ˜ Fn+1 − ˜ M(˙ c
i
n+1) ˙ c
i
n+1 − ˜ C(v
i+1
n+1,p
i+1
n+1,c
i
n+1)c
i
n+1 (18)
where M∗
n+1 = ˜ M + α∆t ˜ C is the non-symmetric effective matrix.
Update:
c
i+1
n+1 = c
i
n+1 + α∆t∆˙ c
i+1
n+1 and ˙ c
i+1
n+1 = ˙ c
i
n+1 + ∆˙ c
i+1
n+1. (19)
In the expressions (16)-(19), i is the non-linear iteration count, ∆t is the time step and
α is a parameter that controls stability and accuracy of the time integration. We adopt here
α = 0.5, which is second-order accurate in time. The iterative process continues up to the i-th
iteration where some convergence criteria are satisﬁed. The major computational tasks of the
block-iterative algorithm are generation of the coefﬁcient matrices and right hand side vectors.
All matrices involved are built from element contributions. We consider linear triangles and
one-point quadrature for integration. The element matrices computation can be carried out in
closed form and all element matrices can be evaluated in a single loop.3. ELEMENT- AND EDGE-BASED STORAGE SCHEMES
We perform an implementation of the ﬁnite element formulation present in the previous
section using the element-based and edge-based implementations. The matrix coefﬁcients de-
ﬁned from (15) can be storaged by element as,
K =
nel
A
e=1K
e ¯ M =
nel
A
e=1
¯ M
e ˜ M =
nel
A
e=1
˜ M
e ˜ C =
nel
A
e=1
˜ C
e (20)
where nel is the total number of elements. Using the rank deﬁciency the global matrices are
storagedincompactformsofsize: nel×3forK, nel×15for ¯ M, nel×1for ˜ Mandnel×6for ˜ C.
The conventional ﬁnite element data structure associated with each triangle e is its connectivity
(i.e, the mesh nodes I, J and K). In the edge-based data structure each edge s is associated
with the adjacent elements e and f, thus with the nodes I, J, K and L, as shown in Figure 1.
Each element matrix can be disassembled into its contributions, three edges, s, s + 1 and s + 2
s
I
J
K
L
f
e
Figure 1: Elements adjacent to edge s, formed by nodes I e J.
with connectivities IJ, JK and KI, that is,
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where • and × are matrix coefﬁcients deﬁned from (15). Thus, all the contributions belonging
to edge s will be present in the adjacent elements e and f. The resulting edge matrix is the sum
of the corresponding sub-element matrices containing all the contributions of nodes I and J,
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edge s
=
 
× ×
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× ×
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. (22)
Considering a conventional elementwise description of a given ﬁnite element mesh, the topo-
logical information is manipulated to generate a new edge-based mesh description. Thus, the
assembled global matrices given in equation (20) may be written now as,
K =
nedges
A
s=1 K
s ¯ M =
nedges
A
s=1
¯ M
s ˜ M =
nedges
A
s=1
˜ M
s ˜ C =
nedges
A
s=1
˜ C
s (23)where nedges is the total number of edges. In the edge-based (EDS) implementation strategy,
the coefﬁcients of the global matrices are stored in each edge matrix as deﬁned in (23). Using
the rank deﬁciency, the global matrices are stored in compact forms of size: nedges × 1 for K,
nedges × 6 for ¯ M, nedges × 1 for ˜ M and nedges × 2 for ˜ C.
4. PARALLEL IMPLEMENTATION
Parallelism in distributed-memory systems is mainly directed to divide the data structures
into sub-domains and to assign each sub-domain to one CPU core. To solve our problem in
parallel it is necessary to code the systems of equations (16), (17) and (18) in parallel, and then
to solve those systems also in parallel. In order to achieved this, we create a partition of the
non-overlapping set of elements Ωe. Suppose the domain is discretized into a set of triangles
⊤ = Ωe, where {⊤1,⊤2,    ,⊤p} represents a partition of the triangulation and
p  
i=1
⊤i = ⊤ and ⊤i ∩ ⊤j = ∅ when i  = j. (24)
By dividing the computation domain into p sub-domains, it is possible to spread the workload
between p different cores. Thus, we can assemble the contributions of the matrices, K, ¯ M
and M∗ and the corresponding right-hand-side vectors, (16), (17) and (18) independently on p
cores, with core i working only on sub-domain ⊤i. Here, we have parallel implementations of
the conjugate gradient algorithm for system (16) and GMRES algorithm for systems (17) and
(18).
The mesh nodes can be classiﬁed into interior nodes (IntNodes), interface nodes (IBNodes)
and boundary nodes. Figure 2 shows a mesh with 50 nodes and 74 elements where the domain
was partitioned in 4 subdomains. The nodes I and J, for example, are IntNodes for the cores 3
and 4, respectively, while node K is an IBNodes for cores 1, 3 and 4.
Figure 2: Example of the partitioned mesh with 4 subdomain.
In this work, we rewrite those linear systems in a block matrix form as suggested by Jimack
and Touheed (2000), and solve the resulting systems by a non-stationary iterative method. In
all cases we have to solve a system of linear equations of the form:
Au = b (25)where the matrix A represents the matrices K, ¯ M and M∗ and the vector b is the corresponding
right-hand-side vectors on equations (16), (17) and (18). The unknown vector u includes p
(nodal pressure), v (nodal velocity) and ∆˙ c (the correction in the nodal values of concentration
from an iteration to the next). The unknowns u is ordered in the following manner,
u = (u1,u2,    ,unp,us)
T (26)
where ui is deﬁned by the interior vertexes in ⊤i, i = 1,2,    ,p, and us is composed by the
vertexes lying on the partition boundary. Note that, the component us of the vector u may also
be split into the vertexes lying on each sub-mesh ⊤i, {us1,    ,usp} say, for i = 1,2,    ,p.
Using the new ordering for the unknowns (26), the system (25) may be written in block matrix
form

    

A1 B1
A2 B2
... . . .
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C1 C2     Cp As

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
=
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
b1
b2
   
bp
bs

   

(27)
where the block-arrowhead structure of the new matrix comes from the local support of the
ﬁnite element basis functions. The submatrices Ai, Bi, Ci and As store the elements or edges
contributions. The submatrix Ai stores the contribution of the IntNodes on the IntNodes for core
i. The matrix Bi stores the contribution of the IntNodes on the IBNodes for core i. Similarly, the
submatrix Ci stores the contribution of the IBNodes on the IntNodes for core i. The submatrix
As represents the assembly of a set of blocks over the np cores, given by As =
 p
i=1 As(i),
where the submatrix As(i) stores the contribution of the IBNodes on the IBNodes for core i.
With this approach, each of the blocks Ai, Bi, Ci, Asi, bi and bsi may be computed entirely
by core i, for i = 1,2,    ,p. We can also observe that core i will work only with the elements
(or edges) on its own sub-mesh ⊤i. Assuming that the partition ⊤ is built in such way that
each core deals with approximately the same number of elements (or edges) and the number
of vertexes lying on the partition boundary is as small as possible, the amount of calculations
performed in each core i will be balanced.
The main operations of the conjugate gradient and GMRES algorithms are the parallel
matrix-vector multiplication and parallel inner product. Using the parallel scheme showed
above, we can represent the matrix-vector product v = Au as
vi = Aiui + Bius (28)
vs(i) = Ciui + As(i)us(i)
for i = 1,2,    ,p. The communications are performed during the vs =
 p
i=1 vs(i) computation.
The parallel inner product of two distributed vectors u.v can be represent as
u.v =
p  
i=1
(ui.vi + us(i).vs(i) (29)
It is important to note that this operation requires a single global communication. This com-
munication is a global reduction, which determines the sum of the contributions to the inner
product from each core and then provides each core with a copy of this sum. Notice that, for
each vertex on the partition boundary, the calculation of its contribution to the inner product is
computed on each node which contains this vertex as a boundary node. Hence, these contribu-
tions are all scaled by the reciprocal of the number of cores that compute the given calculation
so as to ensure the correctness of the ﬁnal result (Jimack and Touheed, 2000). The partitioning
of the work in the processors is made made using METIS (Karypis and Kumar, 1995).5. NUMERICAL EXPERIMENTS
To evaluate the efﬁciency of our numerical methodology, we solved a ﬁve-spot problem
with two different mobility ratios: M = 1 and M = 20. The numerical experiments were per-
formed in a quarter of a repeated ﬁve-spot pattern consisting of a square domain (unit thickness)
with side L = 1000.0 ft. The injection well is located at the lower-left corner (x = y = 0) and
the producer well at the upper-right corner (x = y = L). A homogeneous porous medium with
permeability k = 100 mD, porosity φ = 0.1 and molecular diffusion αm = 0.0 is considered.
The viscosity of the resident ﬂuid is µ(1) = 1.0 cP. The parallel numerical tests were carried
out on three Clusters, Enterprise 2, Enterprise 3 and Altix; the Enterprises were designed and
built by researches, students, former students and technicians of LCAD, while the Altix cluster
is produced and sold by SGI. Enterprise 2 has 31 CPUs dual-core Intel Core 2 4300 (62 cores)
with (1.8GHz / 2MB L2) and 2GB of memory, and Enterprise 3 has 29 CPUs quad-core Intel 2
Q6600 (116 cores) with (2.4 GHz / 4MB L2) and 4GB of memory. On both clusters the CPUs
are connected by a 48-Port 4200G 3COM Gigabit Ethernet switch. The MPI over Ethernet is
LAM/MPI version 7.1.3. The SGI Altix 450 has 36 CPUs Dual Core Intel Itanium Series 9000
(72 cores) with (1.5GHz / 12MB L3) and 4GB of memory. The cores are connected by an
InﬁniBand network. The MPI over InﬁniBand is OpenMPI version 1.2.8.
5.1 Tracer injection simulation
In this problem, it is injected 0.25% of the reservoir pore volume in ﬁve days (250ft3/day
during 5 days). The injected and resident ﬂuids have the same properties, i.e. mobility ratio
M = 1, the longitudinal dispersion αl = 1.0 ft and the transverse dispersion αt = 0.0 ft
(Peaceman, 1986).
(a) Iso-concentration curves for 1200 days
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Figure 3: Solution of the tracer injection problem (M = 1).
To show the accuracy of our ﬁnite element formulation, a serial experiment with a regular
mesh with 80 × 80 cells, where each cell divided into two linear triangles and time steps ∆t =
1.0, is considered. Figure 3(a) shows the tracer conﬁguration at t = 1200 day, where we can see
a sharp concentration front. The prescribed boundary condition for the velocity ﬁeld (see Eq.
(4)) on the post-processing velocity block part (17) is crucial to determine an acceptable right
solution without spurious oscillations (Malta and Loula, 1998). The time history of the tracer
concentration at the production well is comparable with a semi-analytical solution presented byAbbaszadeh-Dehghani and Brigham (1982), as we can see on Fig. 3(b).
(a) CPU time for 2, 4, 8, 16 and 29 cores
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Figure 4: CPU time and speedup considering ﬁll-up and single-core schedules on Enterprise 3 - Tracer
injection problem.
For the tracer injection parallel experiments we consider a regular mesh with 2048 × 2048
cells, totalizing 4,198,401 elements and 8,388,608 nodes. Figure 4 shows the CPU time and
speedup on Enterprise 3 considering the ﬁll-up and single-core scheduling algorithms provided
by SGE (Sun, 2002). In the ﬁll-up, jobs are scheduled to all cores in a CPU before going
to the next one, while in the single-core, a single job is scheduled per CPU (only one core
is occupied per CPU). In the graph of Fig. 4(a), the x-axis represents the number of cores,
while the y-axis represents the CPU time in seconds. The ﬁrst two bars (from left to right)
indicates the time taken to run the simulation in two cores, where the darker bar represents the
amount of time taken for two cores in the same CPU (ﬁll-up – communication via memory),
and the lighter bar the time taken for 2 cores in different CPUs (single-core – communication
via network). The second pair of bars shows the time taken to run in 4 cores, all of them
in the same CPU (darker bar), or in separated CPUs (lighter bar), and so on. As Fig. 4(a)
shows, the ﬁll-up scheduling provides worse (higher) or about the same CPU time than single-
core for 2, 4 and 8 cores. That happen because, with large subdomains (i.e., small number
of cores), the beneﬁts provided by communication via memory, as opposed to via network, aresurpassed by the cost of the competition of the cores for the memory hierarchy resources in their
CPUs. However, as the the number of cores increases, the size of the subdomains decreases,
the communication/computation ratio increases, and the cost of the competition for memory
hierarchy decreases (due to memory caching); all of that beneﬁts the ﬁll-up scheduling, which
provides better performance (lower CPU time) for 16 and 29 cores. As Fig. 4(b) shows, up to
29 cores, our parallel code scales reasonably well in Enterprise 3 for both types of scheduling,
although it scales better with the ﬁll-up scheduling. This is to be expected, since the impact of
communication is smaller with this type of scheduling. So, from now on, we will only show
our results with the ﬁll-up scheduling.
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Figure 5: CPU time and speedup on Enterprise 2, Enterprise 3 and Altix for 2, 4, 8, 16, 32 and 62 cores
considering ﬁll-up - Tracer injection problem.
Figure5showsthesimulation’sCPUtimeandspeedupfor2, 4, 8, 16, 32and62coresinthe
Enterprise 2, Enterprise 3 and Altix clusters. As Fig. 5(a) shows, the CPU times in the Altix are
smaller than the CPU times in both Enterprises for all numbers of cores. This is to be expected,
since the Altix has a better hardware conﬁguration (better CPUs and better network). With 4
cores, Enterprise 2 outperforms (lower CPU time) Enterprise 3 due to competition for memory
hierarchy in Enterprise 3. With 8 or more cores, the better CPUs of Enterprise 3 allows better
performance than Enterprise 2. Figure 5(b) shows the speedups of the Enterprise 2, Enterprise3 and Altix clusters in the same conditions of Fig. 5(a). As Fig. 5(b) shows, for large number
of cores the beneﬁts of a better hardware for inter-core communication allows the Altix a better
performance scaling than the Enterprises.
6. Continuous injection problem
In our second experiment, we consider an adverse mobility problem with a continuous
injection of the solvent at a ﬂow rate of 200 ft3/day. The same domain and properties of the
previous example are used, but the longitudinal and transverse dispersions are, respectively,
αl = 10.0 ft and αt = 1.0 ft, and the mobility ratio is M = 20 (the viscosity of the injected
ﬂuid is 20 times smaller than the viscosity of the resident one). Therefore, the situation now
is signiﬁcantly different from the ﬁrst case (M = 1) – the problem is strongly non-linear and
needs a larger CPU time. The accuracy of our ﬁnite element formulation can be observed in
Fig. 6. In this ﬁgure, we show the iso-concentration curves at 500 and 1000 days, computed
within a regular mesh of 80 × 80 cells, where each cell is divided into two linear triangles and
the time step is ∆t = 1.0. We note that the solutions show good agreement with the benchmark
solution of Malta and Loula (1998).
(a) 500 days (b) 1000 days
Figure 6: Iso-concentration curves at t = 500 days and t = 1000 days - Continuous injection problem.
We use the continuous injection problem with M = 20 to compare the scalability of the
element and edge storage schemes (the results are similar with the trace injection problem).
Figure 7 presents the CPU times for 4, 8, 16, 32 and 62 cores considering the ﬁll-up scheduling
on Enterprise 3 and Altix. As the ﬁgure shows, the edge storage scheme allows faster execution
time than the element storage scheme –at about a same rate – for all numbers of cores employed.
TheaverageforallnumberofcoresoftheratioedgeCPUtime/elementCPUtimeonEnterprise
3 is 0.645, i.e., the edge scheme takes only 64.5% of the element scheme CPU time in this
cluster, while, in the Altix, the edge scheme takes 67.7% of the element scheme CPU time.
The speedup for both storage schemes can be observed on Fig. 8. As this ﬁgure shows, the
edge storage scheme is slightly more scalable than the element storage scheme for both clusters
(Enterprise 3 and Altix) in the range of number of cores examined.(a) Enterprise 3
(b) Altix
Figure 7: CPU time on Enterprise 3 and Altix for 4, 8, 16, 32 and 62 cores considering ﬁll-up – Contin-
uous injection problem.
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Figure 8: Speedup on Enterprise 3 and Altix for 4, 8, 16, 32 and 62 cores considering ﬁll-up – Continu-
ous injection problem.7. CONCLUSIONS
We performed numerical parallel experiments for tracer injection (M = 1) and continuous
injection with adverse mobility (M > 1) using a ﬁnite element implementation of incompress-
ible miscible displacements in porous media. For that, we employed a second-order, accurate
in time, predictor-multicorrector ﬁnite difference discretization to uncouple the resulting non-
linear ﬁnite element systems of ordinary differential equations. The Galerkin method was em-
ployed to approximate the pressure, accurate velocity approximations were calculated using a
post-processing technique, and the stabilized ﬁnite element method SUPG was applied to the
convection-diffusion concentration equation. The accuracy of the numerical implementation
was conﬁrmed by comparison with reference works in the literature.
In the tracer injection problem, we compared two alternatives of scheduling MPI jobs on
clusters of multi-core CPUs: ﬁll-up, which schedules jobs to all cores of a cluster’s CPU before
considering the next one; and single-core, which schedules a single job per CPU. Our results
showed that, although modern machines have a large number of cores and are faster than previ-
ous ones, the competition of these cores for the CPU memory hierarchy resources has a strong
impact on the performance of parallel applications. In the continuous injection problem, we
compared two storage schemes: element-by-element and edge based. Our results showed that
the edge scheme outperforms the element scheme for all numbers of cores employed (from 4
to 62)—the edge scheme takes only about 65% of the element scheme CPU time across many
sizes (number of cores employed) of two very different clusters.
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