Abstract: In the construction of polar code, the selection of frozen bits affects the error-correcting performance significantly. Several calculationbased algorithms have been proposed for general binary-input discrete memoryless channels (B-DMCs) like the additive white Gaussian noise (AWGN) channel. In this paper, a method for frozen bits selection based on Monte Carlo simulation and belief propagation (BP) decoding is proposed. The information bits are selected out one by one incrementally. The numerical results show that the proposed algorithm can effectively improve the bit error rate (BER) and frame error rate (FER) performance compared with the conventional selection method, especially in high signal noise ratio (SNR) region. Moreover, the algorithm can be used to construct polar codes with any rate through a complete iteration.
Introduction
Polar codes have attracted lots of research interest in the field of channel coding, since it is the first capacity achieving coding scheme for B-DMCs with low complexity [1] . A major challenge in the construction of polar codes is how to choose the positions of information and frozen bits. Except for the binary erasure channel (BEC) under successive cancellation (SC) decoding, there is no optimal frozen bits selection method for B-DMCs like the AWGN channel so far. Therefore, it is valuable that some calculation-based selection algorithms were proposed, such as the density evolution (DE) and Gaussian approximation (GA) algorithms [2, 3, 4, 5] . These algorithms achieved similar performance compared with the heuristic manner Arikan introduced in [6] . However, these presented algorithms are all dedicated for SC decoding. As for BP decoding, there is no dedicated optimization algorithm for the frozen bits selection. To further improve the error correction capability of polar code under BP decoding, some alternative selection methods like simulation-based frozen bits selection can be investigated. In this paper, we focus on the frozen bits selection of polar codes under BP decoding. An incremental information bits selection method based on Monte Carlo simulation is proposed. The proposed selection method is performed under an AWGN channel model and it can be applied to other channel models as well. We demonstrate the construction for two polar codes with code length of 128 and 256. The simulation results show that the proposed algorithm can effectively improve the BER and FER performance compared with the conventional method, especially in high SNR region. 
where G N is the generator matrix of order N, B N is a bit reversal permutation matrix, and F N N is the n-th Kronecker product of kernel matrix F:
Fig . 1 shows the factor graph of a polar code with N ¼ 8 and R ¼ 1=2. In this example, u 1 , u 2 , u 3 and u 5 are frozen bits and set to zero. Besides, each circle in the graph represents a node that stores and passes the belief message.
BP decoding algorithm
The received codeword is denoted as y N 1 ¼ fy 1 ; y 2 ; . . . ; y NÀ1 ; y N g, which contains some noise signal. BP decoding is performed based on the factor graph in Fig. 1 . The message crosses node ði; jÞ from right to left (left to right) is denoted as L i;j (R i;j ). Firstly, the left-most source vector nodes are initialized according to the information set A:
and the right-most codeword nodes are initiated with the channel output log likelihood ratios (LLRs):
The rest nodes are initiated as zero LLR. Then, the node-LLRs will update from left to right and return back through the factor graph as one time iteration. Following the direction of belief calculation on general factor graphs [7, 8, 9] , the whole iterative BP decoding expressions can be expressed as:
where gðx; yÞ ¼ lnðcoshððx þ yÞ=2ÞÞ À lnðcoshððx À yÞ=2ÞÞ. Eventually, after reaching the specified number of iterations, the hard decision can be made for each information bit according to Eq. (6) andû 
Information bits selection algorithm
In this section, we propose a simulation-based method to select the information bits under BP decoding. The polar code is constructed based on the fact of channel polarization, which indicates that some sub-channels tend to be more robust and others to be weaker. To select the information/frozen bits is actually to select the robust sub-channels. In the corresponding SC decoding algorithm [1] , each information bit is decoded based on the assumption that all the previous bits are decoded correctly. Thus for the frozen bits selection algorithm, we can also make the proposition that every choice is optimal. Similarly, the choice is how to choose one bit among the N codeword bits as an information bit when all the other bits are known or remain frozen. Extensive simulation can be applied to find out which one is the best choice. Based on the above observation, the information bits shall be sequentially selected, and each selection step is based on the results of previous selections. The whole selection algorithm is summarised as follows:
Step 1: Initialization. For a given polar code with length N, set the number of information bits K ¼ 0, the information set A ¼ fg and the number of elements in set A C is N.
Step 2: Code Generation. Set K ¼ K þ 1. Choose one bit from set A C as an information bit and generate a ðN; K; AÞ polar code. There will be jA C j possible codes in total.
Step 3: Simulation. Run Monte Carlo simulations for all possible jA C j codes and select the one with best performance. It is a N À K exhaustive searching and for each code 100 error frames are collected at a specified SNR to get the statistical estimation. Update set A and A C according to this best code.
Run
Step 2 and Step 3 iteratively until the desired codes rate has been reached. The proposed algorithm selects the information bits in an incremental manner. It guarantees the optimal selection of information bit for K ¼ 1. For other code rates, the algorithm only promises a local optimal choice instead of global optimal choice. To speed up the selection process, multiple bits can be selected instead of one bit each time. This will reduce the iteration time but may cause some performance loss. In addition, hardware emulation with field-programmable gate array (FPGA) can be applied to further speed up the selection process.
With the proposed algorithm, polar codes of N ¼ 128 and N ¼ 256 are constructed. In the construction, the AWGN channel model and binary phase shift keying (BPSK) modulation are assumed and the maximum iteration number is set to 50. Besides, the signal to noise ratio Eb/N0 is set to 4.0 dB. For the code with N ¼ 128, one information bit is selected in each iteration, while four bits are picked out for N ¼ 256 code. For comparison, the same rate polar codes constructed with Arikan's heuristic manner [1, 6] are also constructed and simulated. Fig. 2 shows the performance comparison of the different polar codes with code rate 1/2. Correspondingly, the performance of heuristic manner under SC decoding is also listed as a reference [2, 10] . Compared with the conventional code, the code constructed with the proposed algorithm achieves an improvement of more than 0.3 dB in high SNR region, which is more comparable to the performance of original SC decoding. Fig. 3 shows the performance comparison of ð128; KÞ polar codes with different code rates. It can be clearly seen that the proposed code outperforms the conventional code when the code rate is higher than 0.35 (K > 45). 
Conclusion
In this letter, a frozen bits selection algorithm for polar codes based on Monte Carlo simulation and BP decoding is proposed. With the proposed algorithm, polar codes of N ¼ 128 and N ¼ 256 are constructed. Simulation results have shown that the codes constructed with the proposed algorithm exhibit significantly better performance than the conventional codes at low BER range. It is worthy to mention that the proposed algorithm can be applied to construction of some longer and practical polar codes as well.
