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Abstrakt 
Bakalářská práce se zabývá moţnostmi vyuţití umělých neuronových sítí v oblasti 
segmentace barevného obrazu. Popisuje umělé neuronové sítě obecně od základních 
pojmů. Nejprve se věnuje rozboru základních modelů vyuţívaných pro segmentaci 
barevného obrazu a jejich porovnání. Z těchto sítí je vybrán nejvhodnější kandidát pro 
řešení zadaného problému (segmentace obrazu s vyčleněným objektem zájmu). Dále se 
věnuje popsání některých barevných modelů vyuţívaných pro reprezentaci barev. 
Modely jsou porovnány a na základě jejich vlastností je vybrán nejvhodnější.              
Na základě předchozích výběrů, neuronové sítě a barevných prostorů, je vytvořena 
aplikace pro segmentaci vstupního obrazu. S její pomocí se otestují vybrané barevné 












The bachelor’s thesis deals with possibilities of using artificial neural networks in        
the color image segmentation. It describes artificial neural networks generally from     
the basics. First, the analysis focuses on basic models used for segmentation of color 
images and compares them. From these networks the most suitable candidate is selected 
for a solution of the problem (image segmentation with a dedicated object of interest). It 
also deals with a description of some color models used to represent colors. These 
models are compared and on the basis of their properties is selected the most 
appropriate model. Based on previous selections, neural networks and color space       
an application for the segmentation of the input image is created. With its help            
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V technických oborech začíná být stále důleţitějším a klíčovým prvkem práce 
s obrazem. Jelikoţ je pro většinu lidí zraková informace tím nejdůleţitějším, máme 
snahu s ní pracovat i v technické praxi, kde se snaţíme z obrazu získat pokud moţno, co 
nejvíce důleţitých informací. 
V počítačovém vidění je důleţitou částí správná segmentace obrazu. Zde se můţeme 
setkat se segmentací obrazu ve stupních šedi nebo segmentací barevného obrazu. 
Segmentace barevného obrazu má velmi významnou výhodu v zachycených 
vlastnostech a informacích, a tudíţ je pro praktické vyuţití zajímavější. 
Se zajímavými výsledky segmentace se můţeme setkat zejména na poli lékařství, 
kde je například třeba udělat segmentaci důleţitého vzorku a pozadí. Dále se začalo 
počítačové vidění uplatňovat v běţné elektronice k ovládání počítačů a herních zařízení 
nebo rozpoznávání značek v automobilovém průmyslu. Z tohoto lze usoudit, ţe 
počítačové vidění v poslední době zaţívá velký vzestup. 
V oblasti počítačového vidění nachází často uplatnění umělá neuronová síť. Vzniklo 
mnoho modelů, které jsou vhodné pro různé části zpracování obrazu. Jedním 
z nejzajímavějších uplatnění neuronové sítě je právě segmentace. Neuronová síť je 
schopná se naučit rozpoznávat v obrazu určité vlastnosti nebo barvy a na jejich základě 
rozdělit obraz do skupin. 
Důleţitým prvkem počítačového vidění je reprezentace barev v obraze. Reprezentací 
existuje celá řada a kaţdá se hodí na něco jiného. Neexistuje ţádná univerzální 
reprezentace vhodná pro všechno. Jednotlivé modely dosahují v segmentaci odlišných 
výsledků a pro dosaţení co nejlepší segmentace je vhodná volba reprezentace barev 
klíčová. 
Bakalářská práce se zabývá moţnostmi vyuţití neuronové sítě v oblasti segmentace 
barevného obrazu. První část je věnována neuronovým sítím obecně a zavádí důleţité 
pojmy z této oblasti. Následuje rozdělení segmentačních metod do skupin. Také se zde 
věnuje konkrétním modelům neuronových sítí vyuţívaných pro segmentaci barevného 
obrazu a výběrem vhodného modelu pro praktickou část. Dále je rozebrána 
problematika reprezentace barev a výběr nejvhodnějšího barevného modelu. Po těchto 
částech se práce zaobírá vytvořením programu pro testování segmentačních moţností 
vybrané neuronové sítě a barevných modelů. V poslední kapitole jsou provedeny 
jednotlivé testy na barevných obrazech a jejich zhodnocení.  
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2 NEURONOVÉ SÍTĚ 
Kapitola se věnuje popisu neuronových sítí a vysvětlení základních pojmů. Nejprve je 
popsán matematický model neuronu a poté jednotlivé vlastnosti neuronových sítí. 
2.1 Matematický model neuronu 
Základem celé umělé (matematické) neuronové sítě jsou neurony. Tento neuron (viz 
Obrázek 2.1) je vymyšlený tak, aby se podobal svému biologickému protějšku, ze 
kterého vychází. Obecně můţe mít n vstupů (v biologii nazývaných dendrity). Kaţdý 
vstup má pro neuron určitou důleţitost, která se vyjadřuje pomocí váhy spojení 
(synapse). Spojení můţe mít také tlumící (inhibiční) vlastnosti, které jsou zde vyjádřeny 
pomocí záporné váhy. Pokud sečteme váţené hodnoty všech vstupů, získáme vnitřní 
potenciál neuronu   [6][7]: 
                                                                  (2.1)
 
   
 
 
Kde má neuron n vstupů, xi je i-tý vstup a ωi je váha tohoto spojení. 
Výstup neuronu (axon) se získá za pomoci přenosové funkce     , která můţe být 
vyjádřena například ostrou nelinearitou (step function) [6][7]: 
 
        
         
         




Obrázek 2.1: Matematický model neuronu [6] 
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Neuron má dále tzv. prahovou hodnotu standardně označovanou písmenem h. Poté 
není přepínací rozhraní přenosové funkce v 0, ale v hodnotě h. Abychom měli přepínací 
rozhraní stále v 0, můţeme do neuronu přidat další vstup x0 s váhou ω0=-h (bias). Tento 
vstup má neustále hodnotu x0=1.  Potenciál neuronu tedy následně vypočteme jako 
[6][7]: 
                                                                  (2.3)
 
   
 
 
2.2 Vlastnosti neuronové sítě 
Neurony můţeme pospojovat takovým způsobem, kdy výstup jednoho neuronu je 
zároveň vstupem dalších neuronů, a tímto nám vznikne neuronová síť. Neurony pak 
můţeme rozdělit podle jejich funkce do skupin: vstupní neurony – fungují jako vstup do 
celé sítě, pracovní neurony – jsou uvnitř sítě, zajišťují přenos a přepočet informace a 
výstupní neurony – jsou výstupem z neuronové sítě a poskytují „výsledek“. Počet a 
propojení všech neuronů v síti určuje topologii neuronové sítě. Výstupní hodnoty všech 
neuronů neboli jejich stav určuje stav celé neuronové sítě a váhy jednotlivých spojení 
mezi neurony nám udávají konfiguraci neuronové sítě.[6][7] 
Neuronová síť můţe v čase své vlastnosti měnit, má svou dynamiku. Podle toho 
jakou ze svých vlastností mění, rozlišujeme tři dynamiky. Kdyţ se mění spojení a počty 
neuronů (mění se topologie), jedná se o organizační dynamiku. Změnu stavu neuronové 
sítě popisuje aktivní dynamika. A adaptivní dynamika určuje změnu konfigurace sítě. 
Popsáním organizační, aktivní a adaptivní dynamiky získáme popis sítě a můţeme díky 
tomu rozlišit různé modely neuronových sítí.[6][7] 
2.2.1 Organizační dynamika 
Většina sítí má pevně danou topologii, která se jiţ v průběhu nemění. Existují však i sítě 
s adaptivní topologií, kde můţe být síť doplněna o nové neurony a spojení, nebo naopak 
můţou neurony a spojení zanikat. U neuronových sítí se můţeme setkat se dvěma 
základními typy topologie: cyklická a acyklická. V případě, ţe máme cyklickou 
neuronovou síť, musí v ní existovat jeden nebo více neuronů zapojených v kruhu. 
V případě jednoho neuronu je jeden jeho vstup napojen na jeho výstup (zpětná vazba). 
[6][7] 
V acyklické (neexistuje ţádný cyklus) síti můţeme vţdy neurony uspořádat do 
jednotlivých vrstev. U vícevrstvých topologií rozlišujeme, podobně jako u neuronů, 
jednotlivé vrstvy podle jejich funkce. Kdyţ se mluví o vícevrstvé neuronové síti, myslí 
se tím speciální typ sítě, kdy jsou jednotlivá spojení právě mezi dvěma vrstvami. 
V nejniţší nulté vrstvě máme vstupní neurony a celá vrstva se nazývá vstupní vrstva. 
Následují vrstvy s pracovními neurony, které se označují jako skryté vrstvy. Výstup z 
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celé sítě zprostředkovává výstupní vrstva. Vstupní vrstva se do počtu vrstev nezahrnuje, 
proto kdyţ máme dvouvrstvou síť, tak máme právě jednu vrstvu od kaţdého druhu 
(vstupní, skrytá a výstupní). Jelikoţ chybějící spojení lze zapsat pomocí nulové váhy 
spoje, můţeme topologii vícevrstvé sítě zapsat číselně, kdy čísla označují počty neuronů 
v jednotlivých vrstvách a jsou seřazeny od vstupní po výstupní vrstvu a odděleny 
pomlčkou (např. dvouvrstvá síť 2-3-2 viz Obrázek 2.2). [6][7] 
 
Obrázek 2.2: Dvouvrstvá síť 2-3-2 
2.2.2 Aktivní dynamika 
Na počátku jsou všechny neurony sítě uvedeny do počátečního stavu. Poté se stav 
vstupních neuronů nastaví na hodnotu vstupů. Mnoţinu všech moţných vstupů definuje 
vstupní prostor neboli stavový prostor. Následuje jiţ vlastní výpočet, který můţeme 
rozlišit na sekvenční (výpočet probíhá na jednom neuronu) nebo paralelní (výpočet 
probíhá na více neuronech současně). Kdyţ je výpočet stavů neuronů na sobě nezávislý, 
jedná se o asynchronní neuronové sítě a pokud je třeba centrální řízení výpočtů, 
mluvíme o synchronních neuronových sítích. Stav výstupních neuronů je výstupem celé 
neuronové sítě. Stav jednotlivých neuronů je závislý kromě vstupů také na tvaru 
přenosové funkce a potenciálu neuronů, které mohou mít pro různé modely různý tvar. 
Nejčastější přenosové funkce jsou [6][7]: 
 
ostrá nelinearita:          
         
         
                                           (2.4)   
 
saturace:          
         
            
         
                                (2.5)   
 
standardní sigmoida:       
 
     
                                                    (2.6) 
 
hyperbolický tangens:       
     
     
                                                    (2.7) 
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Podle přenosové funkce můţeme rozlišovat modely na diskrétní a analogové 
(diskrétní a spojitá přenosová funkce).[6][7] 
2.2.3 Adaptivní dynamika 
Nejprve se váhy všech spojení mezi neurony v síti musí uvést do počáteční konfigurace, 
zpravidla je tato konfigurace náhodná. Podobně jako u aktivní dynamiky i zde, pokud 
jsou uvaţovány všechny moţné váhy, je získán váhový prostor neuronové sítě. 
Následně můţe začít v síti adaptace (rekonfigurace) vah. Adaptace je vykonána pomocí 
učícího algoritmu. Většina učících algoritmů je výpočetně a časově náročná, někdy 
můţe trvat i několik hodin.[6][7] 
Pro učící algoritmus je obvykle nutné vytvořit tréninkovou množinu. Nejčastějším 
případem tréninkové mnoţiny je mnoţina dvojic: vstup – ţádaný výstup. Tomuto druhu 
adaptace se říká učení s učitelem. V případě, kdy nám stačí tréninková mnoţina pouze 
ze vstupů, nazývá se adaptace učení bez učitele nebo také samoorganizace. Učení 
probíhá způsobem, ţe neuronová síť shlukuje (organizuje) vzory podle vlastností, které 




3 SEGMENTACE OBRAZU POMOCÍ 
UMĚLÝCH NEURONOVÝCH SÍTÍ 
Segmentace barevného obrazu je rozdělení tohoto obrazu do více částí, přičemţ mají 
jednotlivé části splňovat určité kritérium a logicky tedy vystupují jako jeden celek. Tato 
kapitola je věnována segmentaci barevného obrazu za pomoci neuronové sítě. Existuje 
několik kritérií, podle kterých děliče mohou segmentační metody dělit. Například podle 
podoby výstupu ze segmentace (kompletní nebo částečná), podle úrovně abstrakce 
vlastností, které pouţívají (globální, vycházející z hran, zaloţené na oblastech a 
hybridní metody) a další. Segmentace pomocí neuronových sítí můţeme z hlediska 
úrovně abstrakce vlastností zařadit do hybridních metod. Segmentaci neuronovými 
sítěmi můţeme rozdělit na dva základní typy podle vstupních dat. Prvním typem je 
segmentace na pixelové úrovni (based on pixel data). Druhým typem je segmentace 
založena na lokálních vlastnostech obrazu (based on features).[4] 
3.1 Segmentace na pixelové úrovni 
Tyto metody získávají segmentovaný výsledek přímo z obrazu, který jim byl předloţen 
v pixelové formě. Pro tento druh segmentace můţe být vytvořeno několik typů umělých 
neuronových sítí, například: acyklické neuronové sítě, samoorganizační mapy (učení 
bez učitele), celulární sítě, Hopfieldovy sítě a další. Tyto sítě mohou mít hierarchické 
uspořádání, kdy níţe umístěné sítě jsou velmi specializované na hledání určitých 
vlastností v datech a na výstupu poskytují pouze částečně segmentovaný obraz. Nad 
nimi se nachází další segmentační prostředek (například další neuronová síť), který 
výsledky sjednotí a provede finální segmentaci ve výsledný, jiţ plně nasegmentovaný, 
obraz. Nejběţněji jsou tyto sítě trénované na segmentaci zaloţenou na rozdílnosti 
v textuře nebo v textuře a tvaru[4]. 
3.2 Segmentace pomocí lokálních vlastností obrazu 
Tento druh segmentace se na rozdíl od předchozí skupiny nezaměřuje pouze na 
vlastnosti jednoho pixelu, ale i na jeho okolí. Zde máme také mnoţství umělých 
neuronových sítí, například klasické acyklické a cyklické sítě, samoorganizační mapy, 
Hopfieldovy sítě, celulární sítě a jiné. Také v této skupině se lze setkat s hierarchickými 
sítěmi, které se zde specializují pro rozeznávání optického charakteru a na odhad 
vzdálenosti v obrazu. Kromě segmentace podle rozdílu v textuře a tvarech mohou tyto 
sítě segmentovat pomocí: prahování a mapování histogramu, narůstání oblastí, 
spojování hran, odhadu vzdálenosti a odhadu optického toku. Tato skupina má oproti 
předcházející skupině výhodu, ţe je nezávislá na otočení a měřítku.[4] 
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3.3 Sítě vhodné pro segmentaci 
V následující kapitole jsou uvedeny některé umělé neuronové sítě pouţívané pro 
segmentaci barevného obrazu. Cílem této části je popsat jak tyto sítě fungují. 
3.3.1 Backpropagation 
Jedná se o nejrozšířenější a asi nejznámější druh neuronové sítě. Je to zástupce skupiny 
učení s učitelem a typická dopředná acyklická síť. 
Topologie má minimálně tři vrstvy (dvouvrstvá síť), kde najdeme vţdy jednu 
vstupní a jednu výstupní vrstvu. Skrytých vrstev můţe být obecně více. Propojení mezi 
sousedními vrstvami je vţdy úplné. Kaţdé spojení je ohodnoceno váhovým 
koeficientem. Vnitřní a výstupní neurony obsahují navíc prahovou hodnotu (viz 
Obrázek 3.1). [6] 
  
 
Obrázek 3.1: Backpropagation[4] 
Adaptivní dynamiku můţeme rozdělit na tři části: dopředné šíření hodnot 
tréninkového vzoru, zpětné šíření chyby a adaptace váhových koeficientů. Na počátku 
učení se váhové koeficienty nastaví náhodně. Síti se předloţí postupně tréninkové 
vzory. Po průchodu vstupního signálu na konec neuronové sítě a porovnání 
s poţadovaným výstupem se určí celková chyba sítě. Tato chyba se díky metodě 
zpětného šíření propočítává zpátky na jednotlivé neurony a váhy jejích spojení se 
adaptují takovým způsobem, aby se výsledná chyba u tohoto vzoru sníţila. Je zde velká 
závislost na volbě a mnoţství tréninkových vzorů. [6] 
V aktivní dynamice síť na vstup odpoví nejpravděpodobnějším výstupem nebo 
kombinací výstupů.  
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3.3.2 Kohonenova samoorganizační mapa 
Tato síť, jak uţ z názvu vyplývá, spadá do skupiny sítí s učením bez učitele. Základní 
myšlenka této sítě je, ţe výstupní neuron (nebo skupina okolo tohoto neuronu), který má 
k tréninkovému vzoru nejblíţe, adaptuje svůj váhový vektor tak, aby se k němu dostal 
ještě blíţ. Tudíţ pokud jsou si dva vzory velmi blízké na vstupním prostoru, budou si 
blízké i jejich výstupní neurony na výstupním prostoru.[6] 
Co se týká organizační dynamiky, má tato síť dvě vrstvy, jednu vstupní a druhou 
výstupní. Mezi těmito vrstvami je úplné propojení neuronů. Tyto vrstvy jsou 
uspořádány do topologické struktury, která určuje sousední neurony. Můţe mít 
například tvar dvojrozměrné mříţky (viz Obrázek 3.2).[6] 
 
 
Obrázek 3.2: Kohenenova mapa 
 
Adaptivní dynamika sítě je charakteristická soutěží mezi neurony. Při procházení 
tréninkovou mnoţinou se předkládají jednotlivé vzory, o které mezi sebou neurony 
soutěţí. Vítězný neuron a jeho okolí změní své váhové vektory. Velikost tohoto okolí se 
v průběhu adaptace zmenšuje. [6] 
V aktivní dynamice uţ se projevuje pouze jeden výstupní vektor, který vyhrál 
v soutěţi mezi ostatními. Tento neuron má pak hodnotu jedna a ostatní neurony mají 
hodnotu nulovou. Z toho vyplývá, ţe kaţdý výstupní neuron reprezentuje nějakou třídu 
vstupního prostoru. [6] 
3.3.3 Diskrétní Hopfieldova síť 
Tato síť pracuje jako iterační autoasociativní paměť, v organizační dynamice se 
Hopfieldova síť vyznačuje cyklickou topologií, kde je kaţdý neuron spojen se všemi 
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ostatními neurony (viz Obrázek 3.3). V základním modelu není ţádný neuron spojen 
přímo sám se sebou a váhová matice je symetrická (wij = wji). [6] 
 
 
Obrázek 3.3: Hopfieldova síť 
V adaptační dynamice se na začátku inicializují všechny váhy na binární hodnoty 
{0,1} nebo na bipolární hodnoty {-1,1} podle vzoru. Protoţe jsou neurony navzájem 
propojeny, nastane cyklus, ve kterém jeden druhého ovlivňují. Tento cyklus se opakuje 
tak dlouho, dokud není nalezen kompromis a síť se nedostala do stabilního stavu. [6] 
Aktivní reţim u této sítě je iterativní proces s nejistou konvergencí. Vybavování 
v síti tím pádem probíhá delší dobu. [6] 
3.3.4 RCE síť 
Hlavním účelem této sítě je klasifikování vstupů do skupin. Její princip je v rozdělení 
vstupního n-rozměrného prostoru na n-rozměrné koule. Poloměr a střed těchto koulí je 
pak určen v průběhu učícího algoritmu. 
Tato síť je z kategorie acyklických dopředných sítí. Topologie má tři vrstvy 
s úplným spojením mezi vstupní a skrytou vrstvou a částečným spojením mezi skrytou a 
výstupní vrstvou (viz Obrázek 3.4). Vstupní vrstvu tvoří neurony, které se starají o 
distribuci vstupní informace do skryté vrstvy. Skrytá neboli prototypová vrstva obsahuje 
informace o všech naučených vzorech. Ve výstupní vrstvě reprezentují jednotlivé 
neurony příslušné klasifikační třídy. Neurony v skryté vrstvě mohou mít funkci pro 
výpočet vnitřního potenciálu, například následující[1][3]: 
            
 
   
                                         ( . ) 
Rozměr vstupního prostoru je n, wi je naučený střed n-rozměrné koule a xi vyjadřuje 
hodnoty vstupů. 
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Jako přechodovou funkci mají neurony klasickou ostrou nelinearitu s prahem[1][3]: 
 
   
         
         
                                            ( . )   
 
 
Obrázek 3.4: RCE síť 
 
V adaptační dynamice se předkládají síti příslušné barvy určené k naučení. Tato 
barva můţe aktivovat jiţ existující neuron v prototypové vrstvě. Pokud jiţ zde existuje 
vhodný prototypový neuron, upraví se jeho vnitřní hodnota. V případě, ţe ţádný vhodný 
neexistuje, vytvoří se nový se středem v příslušné barvě. Následně se tento neuron 
přiřadí k výstupnímu. Poloměr neuronu se můţe upravovat v závislosti na jeho vnitřní 
hodnotě. [1][3] 
V aktivační dynamice příslušná barva na vstupních neuronech je dále 
redistribuována na celou prototypovou vrstvu. Prototypové neurony mají výstup jedna 
v případě, ţe vstupní vzorek spadá do koule ve vstupním prostoru dané středem a 
poloměrem neuronu. Ve výstupní vrstvě je aktivní jeden neuron pro příslušnou kategorii 
segmentace. [1][3] 
3.3.5 RBF síť 
Tato síť vzniká z myšlenky radiálních bazických funkcí pro aproximaci dat. Odtud také 
nese označení jako RBF síť. [7] 
V základním modelu má tato síť tři vrstvy. Vstupní vrstvu, která pouze přenáší 
vstupní hodnoty dál. Skrytou vrstvu, kde jednotlivé neurony představují jednotlivé 
(bazické) radiální funkce. A výstupní vrstvu, která má lineární charakter. [7] 
V RBF jednotkách mají jednotlivé vstupní spoje přiřazený parametr (ci). Jednotky se 
od jiných neuronů liší zejména ve výpočtu vnitřního potenciálu, který můţe mít tvar: 
  
     
 
                                                 ( . ) 
Kde       vyjadřuje vzdálenost vektoru vstupů x od středu c a b je tzv. šířka. 
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Aktivačních funkci je moţno více druhů, nejjednodušším příkladem je lineární 
funkce [7][1]: 
                                                           ( . ) 
Adaptační dynamika RBF sítí se skládá ze tří částí. V první části se určují středy c, 
které váhově označují vstupy do RBF neuronů ze vstupní vrstvy. Druhá část adaptuje 
šířku b v RBF neuronech. Třetí část přizpůsobuje váhové hodnoty spojení mezi skrytou 
a výstupní vrstvou [7]. 
 
3.4 Výběr vhodné sítě pro barevnou segmentaci 
Jako nejméně vhodný typ neuronové sítě pro barevnou segmentaci vychází Hopfieldova 
síť. Sice se dokáţe rychle naučit (stačí jeden průchod tréninkovou mnoţinou), ale při 
vybavování je časová náročnost vyšší neţ u ostatních. Je nutné, aby síť dospěla do 
stabilního stavu, počet iterací a jistota jejich konvergence není dopředu známa. Tedy 
kdyby se dále segmentace pouţívala například pro real-time aplikace, mohl by nastat 
problém s pomalou odezvou. 
Dále pro řešení segmentace určitého objektu vůči pozadí je méně vhodná 
Kohonenova samoorganizační mapa. Tato síť má tendenci roztřídit všechny vstupní 
data do nejpravděpodobnějších skupin. Díky tomu nám nasegmentuje celý prostor, 
přičemţ při řešení bakalářské práce je potřeba získat pouze segment objektu zájmu, 
který je předem znám (například ruky, obličeje apod.). 
Sítě typu backpropagation mají velkou závislost na počtu a kvalitě tréninkových 
vzorů. Aby byla segmentace kvalitní a neuronová síť se správně naučila, tak musí 
tréninková mnoţina obsahovat mnoţství vzorů popisujících objekt zájmu i zbylý 
vstupní prostor. Tato vlastnost zvyšuje velmi nároky na přípravu tréninkové mnoţiny 
před segmentací, a proto je méně vhodná neţ jiné modely.  
Kvůli výše uvedeným důvodům vyplývá jako nejlepší volba jedna z posledních 
dvou uvaţovaných sítí. Tedy RBF a RCE sítě. Z těchto dvou bych volil RCE síť a to 
z důvodu, ţe se v odborné literatuře můţeme setkat s poměrně dobrými výsledky a 
vysokou rychlostí (např. v [3]). Dále lze vidět, ţe počet neuronů ve skryté vrstvě můţe 
být omezen pouze na minimální počet, kde kaţdý neuron představuje co moţná největší 
sféru ve vstupním prostoru daném parametry barevné reprezentace, která zabírá část 
poţadovaných barevných odstínů pro segmentaci. V jedné z modifikací této sítě 
(viz.[1]), se můţeme setkat s případem, ţe vnitřní poloměr neuronů je závislý na počtu 
tréninkových vzorů, které reprezentuje. Pokud se podaří zvolit vhodnou reprezentaci 
barev, můţe být tento počet neuronů ještě sníţen (viz článek [3]). 
3.5 Vybraná RCE síť 
Konkrétní vybraná RCE síť vychází z článku [1]. Její topologie je klasická, můţeme zde 
tedy najít tří vrstvy: vstupní, prototypovou a výstupní. Funkce vrstev jsou také obvyklé: 
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vstupní vrstva distribuuje sloţky barvy v barevné reprezentaci do prototypové vrstvy, 
v prototypové vrstvě reagují jednotlivé neurony na příslušné barvy a signál posílají dále 
na výstupní vrstvu, kde kaţdý neuron reprezentuje nějakou segmentační kategorii. 
Protoţe se provádí segmentace pouze mezi kategoriemi objekt zájmu a okolí, zjednoduší 
se výstupní vrstva na jeden neuron. Tento neuron je aktivní v případě aktivního 
libovolného prototypového neuronu a vyjadřuje příslušnost barvy k objektu zájmu. 
V případě neaktivity se jedná o barvu okolí. 
Adaptivní dynamika je závislá na větším mnoţství nastavitelných parametrů, čímţ 
se zvyšuje závislost na jejich vhodném nastavení před samotným procesem učení. Tyto 
parametry jsou: 
maximální poloměr neuronu – omezuje největší moţný poloměr koule, v prostoru 
barevné reprezentace, definovanou neuronem 
minimální poloměr neuronu – omezuje nejmenší moţný poloměr koule, v prostoru 
barevné reprezentace, definovanou neuronem 
prahovou hustotu – minimální mnoţství vzorků barev závislé na poloměru 
učící koeficient α – koeficient určující jak rychle se bude měnit poloměr neuronu 
v průběhu učení 
Pro vytvoření tréninkové mnoţiny ovšem stačí pouze vzorky z objektu zájmu, a díky 
tomu je její tvorba snadná a rychlá. 
Průběh učení: 
1) Začíná se na maximálním poloměru neuronu. 
2) Projdou se všechny vzorky tréninkové mnoţiny. 
 Zjistí se, jestli vzorek aktivuje nějaký existující neuron. 
a) Pokud aktuální vzorek aktivuje jiţ existující neuron, tento neuron 
zvýší svoji vnitřní hodnotu. 
b) Pokud vzorek nespadá do ţádného jiţ existujícího prototypového 
neuronu, vytvoří se nový s aktuálním poloměrem a se středem 
v hodnotě vzorku. 
3) Projdou se všechny neurony. 
 Z vnitřní hodnoty a poloměru se vypočítá hustota neuronu a ta se 
porovná s prahovou hustotou. 
a) Pokud je hustota neuronu niţší neţ prahová hustota, neuron se 
odstraní. 
b) Pokud je vyšší, nic se neděje. 
4) Pomocí učícího koeficientu se sníţí poloměr a opakuje se postup z kroku 2) 
dokud není dosaţeno minimálního poloměru. 
Vývojový diagram učícího algoritmu viz Obrázek 3.5.  
 21 
 
Obrázek 3.5: Vývojový diagram učícího algoritmu 
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K zjištění aktivity je ještě potřeba znát výpočet vzdálenosti aktuální barvy od středu 
neuronu [1]: 
 
                 
 
 
   
                                          (3.5) 
Hodnoty c vyjadřují středové souřadnice a x souřadnice vstupní barvy. Pokud je 
vypočtená vzdálenost menší neţ poloměr neuronu, je neuron aktivní.  
Dalším nezbytným prvkem je výpočet hustoty [1]: 
 
   
  
    
                                                ( . ) 
 
N je vnitřní hodnota neuronu a r je poloměr neuronu. 
V aktivní dynamice se v případě předloţení barvy objektu zájmu aktivuje výstup, 
v jiném případě zůstává neaktivní. Díky optimalizaci pomoci různých poloměrů 
neuronů je celý výpočet aktivity velmi rychlý, protoţe celkový počet neuronů se 
výrazně sníţí při zachování srovnatelné kvality segmentace. Lze ho ještě urychlit tím, 
ţe v případě nalezení aktivního jednoho prototypového neuronu ukončíme výpočet pro 
ostatní neurony, které jiţ na výsledek nemají význam. Konstrukce učícího algoritmu 
řadí neurony od největšího k nejmenšímu, takţe je vyšší šance nalézt aktivní neuron na 
začátku neţ na konci. Vývojový diagram viz Obrázek 3.6. [1] 
 
Obrázek 3.6: Vývojový diagram aktivní dynamiky  
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4 REPREZENTACE BAREV 
Cílem této kapitoly je rozebrat druhy reprezentace barevného prostoru a vybrat 
nejvhodnější k následné segmentaci. Moţností reprezentací barev je v dnešní době 
celkem mnoho, a proto se tato část věnuje především těm pouţívanějším. 
4.1 RGB barevný prostor 
Barevný prostor, jehoţ pojmenování vychází z anglických slov R-Red (červená), G-
Green (zelená) a B-Blue (modrá). Je to nejznámější a nejvíce vyuţívaný barevný model 
v současné době, zejména v zobrazovací technice (obrazovky, projektory…). Jedná se o 
aditivní barevný model[5]. [5] 
Jeho princip vychází z míchání jednotlivých barevných sloţek (například za pomoci 
barevných filtrů). Jednotlivé barvy jsou vyjádřeny jejich mohutností. Mohutnost můţe 
být uvedena v procentuální hodnotě nebo číselnou hodnotou jednoho „bytu“, ve kterém 
je sloţka uloţena (0-255). Znázornění modelu ve formě kostky můţeme vidět na 
obrázku (viz Obrázek 4.1). [5] 
 
 
Obrázek 4.1: Model RGB [8] 
 
Dále se také můţeme setkat s modelem označovaným jako RGBA. Jedná se o 
standardní RGB model, který má navíc alfa-kanál vyjadřující průhlednost pozadí. 
Dokonalé krytí vyjadřuje alfa=1 a dokonalou průhlednost alfa=0. [5] 
Dalším příbuzným modelem je sRGB. Tento model vznikl díky moţnostem nových 
technologií obrazovek a fotoaparátů. Má o něco větší gamut (vymezení v barevném 
prostoru) a má díky tomu věrohodnější barvy neţ klasický RGB. [16] 
U modelu adobeRGB je ještě větší gamut neţ u sRGB, hlavně v oblasti zelené. 
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4.2 CMY barevný prostor 
Pojmenování barevného prostoru CMY (Obrázek 4.2) vychází podobně jako RGB 
model z anglických slov C-Cyan (azurová), M-Magenta (purpurová) a Y-Yellow 
(ţlutá). Jedná se o subtraktivní míchání barev- tzn. barvy odčítáme a omezujeme tím 
barevné spektrum. Tento model se vyuţívá především u tiskáren. [5] 
Taktéţ jako u modelu RGB jsou jednotlivé sloţky CMY vyjádřeny jejich 
mohutností, která můţe být v procentech nebo v hodnotě jednoho bytu (0-255). 
 
 
Obrázek 4.2: Model CMY [8] 
 
Barevný prostor označovaný jako CMYK vznikl v důsledku praktické nedokonalosti 
modelu CMY, kde je ještě navíc přidána barva černá, označovaná jako K-Key. 
V ideální situaci by černá barva měla vzniknout namícháním všech tří sloţek na 
maximum, v praxi (u tiskáren apod.), ale vzniká barva tmavě hnědo-červená a 
nedosahuje tak kvalit čistě černé barvy. Navíc je samostatná černá u tisku i výrazně 
ekonomičtější. [5] 
 
Převod do CMY z RGB: 
 
Převod mezi oběma barevnými prostory je díky jejich velké podobnosti snadný:  
             
             
             
                                            (4.1) 
Jenţe jejich gamuty nejsou stejné, a tudíţ nelze některých barev v jednom prostoru 




Obrázek 4.3: Porovnání RGB a CMYK [17] 
4.3 HSV a HLS 
Barevný model HSV (viz Obrázek 4.4) má nejblíţe k vnímání barev lidským okem. 
Obsahuje tři parametry, ze kterých získal název. Jedná se o H-Hue (barevný tón), S-
Saturation (sytost) a V-Value (jas). [5] 
Hue (barevný tón): Základní barva. Vyjadřuje se jako úhel podstavy barevného 
kuţelu (nebo také barevného kotouče). 
Saturation (sytost): Příměs jiné barvy nebo také stupeň šedi. Vyjádření je 
v procentech, kdy 0% připadá šedé a 100% syté barvě. 
Value (jas): Mnoţství bíle barvy. Také se vyjadřuje v procentech. Nejsvětlejší barva 




Obrázek 4.4: Model HSV [9] 
 
Model HLS je velmi podobný předchozímu modelu HSV. Znázorňuje se jako koule 
nebo dvojitý kuţel. Jas ve směru k bíle barvě také sniţuje sytost barvy a tím pádem více 
odpovídá skutečnosti (viz Obrázek 4.5). [5] 
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Obrázek 4.5: Model HLS [10] 
 
Převody do HSV, HLS z RGB: 
 
Pro všechny vzorce platí, ţe M = max(R,G,B) a m = min(R,G,B).  Sloţka H je shodná 
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Jedná se o zkratku Mezinárodní organizace pro osvětlení (v originále: „Commission 
Internationale de l'Eclairage“), která přišla s barevnými modely vycházejícími 
z chromatických diagramů, které se pouţívají jako referenční, protoţe nevycházejí 
ze ţádné technologie a zabírají největší gamut. [5] 
Prvním modelem je CIE xyY. Jedná se o chromatický diagram popsaný třemi 
parametry. Hodnota „Y“ vyjadřuje jas a zbylé dva parametry „x“ a „y“ vyjadřují vlastní 
barvu. 
Druhý model CIE L*a*b* můţeme vidět na obrázku (viz Obrázek 4.6). Pro popis barvy 
vyuţívá třech sloţek: 
L-Ligtness (světlost): Uvádí se v procentech => 0% černá, 100% - bílá 
Barevná osa „a“: nabývá hodnot od -128 do 127, kdy přechází od zeleno-modré po 
červeno-purpurovou. 
Barevná osa „b“: je také v intervalu -128 aţ 127 a barva u nulové hodnoty na ose 
„a“ se mění od modro-purpurové do zeleno-ţluto-červené. 
 
 
Obrázek 4.6: Model CIE L*a*b* [8] 
 
Můţeme se ještě setkat s modelem CIE L*u*v* (viz Obrázek 4.7). Tento model je 
velmi podobný L*a*b* modelu, jehoţ sloţky jsou obdobné. L sloţka vyjadřuje světlost 
a zbylé dvě barvu. 
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Obrázek 4.7: Model CIE L*u*v* [12] 
4.5 Výběr vhodné reprezentace barev 
Jelikoţ se lze při získávání barevného obrazu setkat s různými osvětlovacími 
podmínkami, připadá mi nevhodné vybírat barevný prostor RGB nebo CMY, protoţe u 
těchto prostorů se světlost projeví ve všech třech barevných sloţkách, a proto má barva 
v prostoru vymezeném těmito reprezentacemi velký rozptyl (můţeme vidět v [3]). 
Ostatní barevné prostory (L*a*b*,HLS a HSV) mají jasovou sloţku oddělenou od 
barevných a můţeme tedy sníţit její vliv, či ji neuvaţovat. Díky tomu by se s nimi mělo 
dosahovat lepších výsledků při segmentaci. Jako nejlepší a nejvhodnější barevné 
prostory bych určil HSV a HLS. Oba prostory jsou si velmi podobné a z uvedených 
reprezentací mají nejblíţe k vnímání barev lidským okem. 
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5 NÁVRH SEGMENTAČNÍHO SYSTÉMU 
Kapitola se zabývá návrhem segmentačního systému z hlediska volby prostředků pro 
vytvoření programu, popisu uţivatelského rozhraní vytvořené aplikace a vysvětlením 
vnitřního řešení některých problému RCE sítě. 
Na začátku návrhu by se měl sestavit segmentační řetězec pro řešení zadaného 
problému (viz. Obrázek 5.1). Je nutné si rozmyslet, jaké prvky pouţijeme 
v jednotlivých článcích řetězce. 
 
 
Obrázek 5.1: Proces segmentace obrazu 
 
Barevné reprezentace jsou popisovány v kapitole (4). Jako nejvhodnější 
reprezentace byly zvoleny modely HSV a HLS. U výběru reprezentace bude moţné 
nastavit závislost segmentace na jejich jasové sloţce.  
Segmentace obrazu se bude řešit pomocí neuronové sítě. Popis moţných sítí je 
v kapitole (3), kde byla vybrána RCE síť. Tato síť je vhodná pro segmentaci známého 
objektu zájmu ve scéně na základě barev. 
5.1 Volba prostředků 
Dalším krokem je vybrání vhodných a dostupných prostředků pro samotnou tvorbu. Ke 
stvoření aplikace byly pouţity následující. 
Pro aplikaci bylo nejprve potřeba zvolit programovací jazyk. U tohoto výběru je uţ 
také nutno přihlíţet i na vzájemnou kompatibilitu s ostatními prvky, jako jsou například 
knihovny. Jako nejvhodnější jazyk byl vybrán C++. Jedná se o rozšířený objektově 
orientovaný jazyk a má tedy výhodu moţnosti objektového návrhu. Velmi významnou 
výhodou je podpora knihoven OpenCV a Qt, které jsou popsané níţe. 
První pouţitou knihovnou je OpenCV. Jedná se o open source knihovnu zabývající 
se počítačovým viděním a strojovým učením. Výhodou pro návrh aplikace je 
reprezentace obrázků ve formě matice se snadným přístupem k datům a jiţ 
naimplementované funkce na převod mezi barevnými reprezentacemi. Obsahuje také 
mnoţství dalších pokročilých funkcí, které ale nejsou pro navrhovanou aplikaci 
podstatné. [15] 
Qt je multiplatformní knihovna pro tvorbu programů s grafickým uţivatelským 
rozhraním. Kromě grafické knihovny je moţné stáhnout také program Qt creator, 
přehledný vývojový editor pro programování v jazycích C, C++ a javascript. [13] 
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5.2 Popis uživatelského rozhraní aplikace RCE 
Segmentation 
Uţivatelské rozhraní bylo vytvořeno za pomoci Qt knihovny a Qt Creatoru. Pro 
pohodlnější práci a detailnější náhled obrázků je hlavní okno rozděleno do tří 
samostatných záloţek: Training set (trénovací mnoţina), Pattern Image (vzorový 
obrázek) a Result image (výsledný obrázek). 
 
 
Obrázek 5.2: Ukázka aplikace 
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Po zapnutí aplikace je tréninková mnoţina prázdná, coţ nám aplikace oznamuje 
v levé dolní části okna. Zde je také uţivatel upozorňován na neuloţené změny 
v tréninkovém setu. Přes nabídku File v horní části okna lze zaloţit nový prázdný 
tréninkový soubor (New training file), otevřít jiţ existující (Open training file), uloţit 
soubor (Save file) nebo uloţit soubor pod novým názvem (Save file as). Uloţení je 
prováděno do formátu png z důvodu bezztrátové komprese. Pod horní nabídkou je 
vypána cesta k aktuálnímu tréninkovému setu (v případě nového setu je zde pouze 
vypsáno new training set). 
První záloţka je věnovaná tvorbě tréninkové mnoţiny a má název Training set. 
Aktuální počet pixelů v tréninkové mnoţině je vypisován v poli Number of pixels in the 
training set.  Uţivatel zde můţe přidávat barevné vzorky do mnoţiny dvěma způsoby. 
Prvním způsobem je načtení všech barev ze souboru (formát souboru musí být png, 
bmp nebo jpg) a slouţí k němu tlačítko Add samples to training set from image. Druhou 
moţností je výběr pouze části obrázku. Pro druhou variantu je nejprve nutné otevřít 
obrázek do náhledu pomocí tlačítka Open image for sampling. Pro aktivaci moţnosti 
výběru se stiskne tlačítko Take sample from image (zůstane zamáčknuté) a provede se 
výběr části obrázku stisknutím levého tlačítka myši a jejím taţením. Počet vybraných 
pixelů je moţné sledovat v poloţce Number of pixels in the chosen area. Po puštění 
tlačítka myši se vyvolá dialogové okno, které se dotazuje na činnost s provedeným 
výběrem. Jsou zde moţnosti na přidání k současné tréninkové mnoţině Add, přidání a 
současně uloţení jako souboru Add and save, pouze uloţení Save a zrušení výběru 
Cancel. Obě moţnosti přidání je moţné pouţívat se zaškrtnutou moţností Add only 
unique colours, při které se do trénovací mnoţiny přidají pouze nové barvy a pouze 
jednou. 
Druhá záloţka je pro náhled vzorového obrázku a je nazvaná Pattern image. 
Obsahuje jediné tlačítko pro otevření vzorového obrázku ze souboru Open pattern 
image. 
Třetí záloţka, nazvaná Result image, zobrazuje náhled výsledného obrázku. 
Výsledek lze uloţit buď samostatně stisknutím tlačítka Save reset, nebo se vzorovým 
obrázkem do jednoho souboru pomocí stisknutí Save result with pattern. 
Postranní panel napravo slouţí k nastavování parametrů učení RCE sítě, jako jsou: 
maximální a minimální poloměr neuronu, koeficient učení alfa, prahová hustota vzorků 
v neuronu, závislost na světelné sloţce (u reprezentací HSV a HLS) a výběr 
reprezentace. Také jsou zde umístěna tlačítka k naučení neuronové sítě a spuštění 
segmentace (Learn a Start segmentation). Po úspěšném naučení sítě se aktualizuje 
poloţka s počtem prototypových neuronů (Number of neurons). 
Ukázka vzhledu aplikace s otevřenou první záloţkou viz  Obrázek 5.2. Na obrázku 
si lze také povšimnout právě probíhajícího výběru části pokoţky čela a vlasů do 




Obrázek 5.3: Typické použití aplikace 
5.3 Vnitřní popis aplikace RCE Segmentation 
Převody do jednotlivých barevných prostorů (RGB, HSV nebo HLS) jsou řešeny 
pomocí knihovních funkcí OpenCV. Knihovna OpenCv také pracuje se vstupními 
snímky ve formě trojrozměrné matice, coţ je výhodné pro další práci. Po konverzi 
nastává normalizace všech tří parametrů na rozsah 0-1, díky kterému se vstupní prostor 
sítě stává jednotkovou krychlí.  
U reprezentací HSV a HLS je řešena moţnost omezení závislosti světelné sloţky. 
Toho je dosaţeno pomocí zmenšení rozsahu příslušné strany krychle jak při učení, tak i 
při aktivaci sítě (například 50% závislost je rozsah 0-0,5). 
RCE síť, implementovaná do aplikace je popsána v kapitole Vybraná RCE síť (3.5). 
Pro algoritmus je nejdůleţitější prototypová vrstva a zbylé dvě vrstvy (vstupní a 
výstupní) jsou pokaţdé stejné a mohou být tedy snadno implementovány. 
Prototypovou vrstvu uvnitř programu reprezentuje dynamická fronta, jejímiţ prvky 
jsou jednotlivé neurony. Prototypový neuron obsahuje tří-sloţková data vyjadřující 
střed koule v barevné reprezentaci, dále její poloměr a vnitřní hodnotu neuronu 
vyjadřující počet tréninkových vzorků klasifikovaných neuronem. Vrstva (fronta) i 
neuron (prvek) jsou reprezentovány samostatnými třídami s metodami (viz Tabulka 5-1 
a Tabulka 5-2) a vyuţívají výhody objektového návrhu. 
Vstupní vrstva je pouze distribuce barevných sloţek na neurony skryté vrstvy. 
V programu je nahrazena předáváním parametrů v rámci jednotlivých metod (při učení 
a vybavování). 
Výstupní vrstva by v tomto případě obsahovala pouze jeden neuron, který by byl 
aktivní s alespoň jedním aktivním neuronem skryté vrstvy. Díky tomuto zjednodušení 
nemusí být jako vrstva samostatně implementována a její funkce je ukryta v metodě na 
dotaz aktivity ve skryté neuronové vrstvě. 
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Tabulka 5-1: Metody neuronu (třída rceNeuron) 
Název Činnost 
void incrementValue(); navýší vnitřní hodnotu neuronu 
o jedničku 
bool isActiveNeuron(float R, float G, float B); vrátí true pokud neuron na barvu 
reaguje 
double getDensity(); vrátí hodnotu vnitřní hustoty neuronu 
 
Tabulka 5-2: Metody vrstvy (třída dynstruct) 
Název Činnost 
void learn(Mat matrix, double r_max, double 
r_min, double alfa, int threshold); 
naučí neuronovou síť na hodnoty 
obsaţené v matici Matrix 
bool isActiveNN(float R, float G, float B); vrátí true pokud síť reaguje na 
zvolenou barvu   
  
K naučení sítě slouţí metoda learn a aktivní dynamiku zajišťuje metoda isActiveNN 
(viz Tabulka 5-1). Tyto metody jsou naprogramované podle adaptivní a aktivní 
dynamiky sítě, které byly popsány v kapitole 3.5. Jejich stavba odpovídá vývojovým 
diagramům ze stejné kapitoly (viz Obrázek 3.5 a Obrázek 3.6).  
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6 VÝSLEDKY SEGMENTACE 
Následující kapitola se věnuje porovnání výsledků jednotlivých segmentací v závislosti 
na jednotlivých barevných reprezentacích a vlivem světelné sloţky z reprezentací HSV 
a HLS. Objekty zájmu pro porovnání budou obličeje z obrazových databází [2][11] a 
listy z [11]. 
Pro všechny následující porovnání byl nastaven maximální poloměr neuronu = 1, 
minimální poloměr = 0,01 a alfa = 0,99. Toto nastavení bylo zvoleno z důvodu, aby se 
v neuronové síti měly moţnost vyskytnout neurony s téměř libovolným poloměrem. 
Vysoká alfa zajistí malý krok sniţování poloměru v učícím algoritmu, takţe se neurony 
budou vyskytovat v co moţná největší závislosti na nastaveném prahu hustoty.  
 
6.1 Testování s obličeji 
Tato část testů se zabývá segmentací tváře ve scéně. Pro vytvoření tréninkové mnoţiny 
byl vybrán obličej, který nebyl pro následující testy pouţit, a tréninková mnoţina 
obsahovala 117 pixelů z oblasti čela. 
První porovnání je provedeno na vzoru s nízkou sloţitostí scény. Scénu  tvoří zelené 
pozadí a hledaný obličej. Díky těmto podmínkám mohl být práh hustoty nastaven nízko 
a u všech reprezentací stejně. Na výsledcích testu (viz Obrázek 6.1) lze vidět nevýhodu 
RGB reprezentace pro tento druh segmentace. Segmentace se stává velmi závislou na 
světelných podmínkách a stinná místa špatně klasifikuje. Do výběru s obličejem se také 
přidala část světlého oblečení. 
 
 
Obrázek 6.1: Test snímku s obličejem a nízkou složitostí scény: 1) originální obrázek, 2) RGB, práh: 2000, 3) 
HSV, práh: 2000, závislost na osvětlení 100%, 4) HLS, práh: 2000, závislost na osvětlení 100%, 5) HSV, práh: 
2000, závislost na osvětlení 42%, 6) HLS, práh: 2000, závislost na osvětlení 50% 
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U reprezentace HSV bez úpravy závislosti na světelné sloţce se jiţ oblečení 
neklasifikovalo společně s obličejem a počet správně označených pixelů mírně vzrostl. 
HLS reprezentace je na tom velmi podobně, ale v obličejové části vznikají zřetelná 
černá místa. 
Pří sníţení závislosti na světelné sloţce lze zřetelně vidět rozdíl u klasifikace 
zastíněných míst, která uţ jsou součástí výběru. Navíc jsou také ve větší míře přidány 
vlasy a vousy. Černá místa u HLS jsou na obličeji stále. 
Následující porovnání jsou provedena na scénách s vyšší sloţitostí, kde se jiţ 
v pozadí obličeje vyskytuje reálné prostředí. Práh u jednotlivých reprezentací se volil 
individuálně, v závislosti na dosaţení co nejlepších výsledků segmentace. 
Druhá scéna má obvyklou sloţitost a je zajímavá výrazným stínem na pozadí (viz 
Obrázek 6.2). U RGB musí být nastaven práh hustoty výrazně výše neţ u ostatních 
reprezentací kvůli omezení špatně určených části na minimum a výsledná klasifikace 
díky tomu není na dobré úrovni. 
HSV a HLS reprezentace mají výsledky mnohem lepší. Do vybrané části se ale 
začíná dostávat stín z pozadí a dveře napravo. Při sníţení světelné sloţky se HSV 
reprezentace projeví jako výrazně lepší, vybrán byl téměř celý obličej. Problém nastal u 
stínu v pozadí, který byl k výsledku přidán. U HLS se v obličeji nacházejí výrazné černé 
skvrny a práh musel být nastaven velmi vysoko z důvodu zahrnování světlých částí 
z pozadí do výsledku. I přes toto nastavení zůstala ve výběru velká část dveří, 
nejvýraznější ze všech předchozích segmentací. Výsledné zlepšení při sníţení závislosti 
není téměř znát. 
  
 
Obrázek 6.2: Test snímku s obličejem a obvyklou složitostí scény: 1) originální obrázek, 2) HSV, práh: 3100, 
závislost na osvětlení 100%, 3) HLS, práh: 2350, závislost na osvětlení 100%, 4) RGB, práh: 7900, 5) HSV, 
práh: 4500, závislost na osvětlení 30%, 6) HLS, práh: 7550, závislost na osvětlení 30% 
Ve scéně s barevným kancelářským vybavením, která má vysokou sloţitost (viz 
Obrázek 6.3), musel být u RGB reprezentace nastaven také výrazně vyšší práh hustoty 
kvůli omezení špatně určených částí na minimum. Scéna je dobře nasvětlená, takţe 
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nevznikají problémy se stinnými místy. Ovšem místo nich je zde opačný problém, 
přesvětlená místa obličeje, která jsou špatně vyloučena. 
U HSV reprezentace je zobrazena mnohem větší část obličeje. V pozadí se začaly 
výrazněji objevovat prvky přibliţně tělové barvy. HLS reprezentace má výrazný 
problém se správnou klasifikací přesvětlených míst obličeje. Omezení světelné sloţky 
mělo za následek zlepšení identifikace obličeje, přidalo ale také prvek tělové barvy 
z pozadí. Výsledek HSV je výrazně lepší neţ u HLS. 
 
 
Obrázek 6.3: Test snímku s obličejem a vysokou složitostí scény: 1) originální obrázek, 2) HSV, práh: 3900, 
závislost na osvětlení 100%, 3) HLS, práh: 4850, závislost na osvětlení 100%, 4) RGB, práh: 9200, 5) HSV, 
práh: 4500, závislost na osvětlení 38%, 6) HLS, práh: 4800, závislost na osvětlení 32% 
 
6.2 Testování s listy 
Druhá část testů je provedena na obrázcích listů. Tréninková mnoţina obsahovala 96 
pixelů získaných z jiného druhu listu, neţ na kterém byly prováděny následující testy. 
Stejně jako u předchozí skupiny, bylo první porovnání provedeno na obrázku 
s nejniţší sloţitostí scény, v tomto případě listu na téměř bílém pozadí (viz Obrázek 6.4). 
I tady mohl být díky dobrým podmínkám nastaven práh poměrně nízko a pro všechna 
nastavení reprezentací stejně. U nastavené RGB reprezentace je špatně klasifikován 
pruh v pozadí a částečně kousek světle hnědého objektu v levé horní části snímku. 
Samotný list je určen velmi dobře aţ na vrchní cíp, kde je trošku tmavší. 
U zbylých dvou reprezentací je objekt v levé horní části vybrán úplně, zato zmizel 
pruh ve scéně. List je v obou případech určen velice srovnatelně a oproti předchozí 
reprezentaci se lépe určil i vrchní cíp listu. U sniţování závislosti na světle je moţné jít 
u reprezentace HSV podstatně níţe (v tomto případě na 30%) neţ u HLS (60%). Je to 
zapříčiněno tím, ţe HLS u nízké závislosti špatně klasifikuje bílou a tudíţ se 
v segmentaci snímku s převáţně bílou barvou pozadí zvýší výrazně počet nesprávně 
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Obrázek 6.4: Test snímku s listem a nízkou složitostí scény: 1) originální obrázek, 2) HSV, práh: 1100, 
závislost na osvětlení 100%, 3) HLS, práh: 1100, závislost na osvětlení 100%, 4) RGB, práh: 1100, 5) HSV, 
práh: 1100, závislost na osvětlení 30%, 6) HLS, práh: 1100, závislost na osvětlení 60% 
 
Ve scéně s obvyklou sloţitostí se kromě listů také nacházejí jiné předměty a stín (viz 
Obrázek 6.5). Práh pro všechny reprezentace musel být zvýšen, aby se omezilo chybné 
zahrnutí objektů z pozadí do výsledné segmentace. V RGB prostoru je rozpoznána 




Obrázek 6.5: Test snímku s listem a obvyklou složitostí scény: 1) originální obrázek, 2) HSV, práh: 1700, 
závislost na osvětlení 100%, 3) HLS, práh: 2000, závislost na osvětlení 100%, 4) RGB, práh: 1700, 5) HSV, 
práh: 2000, závislost na osvětlení 38%, 6) HLS, práh: 2000, závislost na osvětlení 42% 
U reprezentací HSV a HLS je vybrána větší část listu, ale také větší část objektu pod 
listem. Pro HLS musel být zvýšen práh, protoţe se jiţ začal zvyšovat počet špatně 
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vybraných části scény. Po této úpravě prahu jsou výsledky HLS a HSV v podstatě 
totoţné. Při sníţení světelné závislosti se musel zvýšit práh i HSV reprezentace, ale 
výsledek se příliš nezlepšil. List je doplněn o řapík a objekt pod listem se zvýraznil. U 
HLS reprezentace se naproti tomu výsledek výrazně zlepšil, list je vybrán téměř celý.    
Poslední test proběhl na scéně s vysokou sloţitostí, jedna část pozadí se nachází 
v přítmí a druhou tvoří dobře nasvětlená bílá plocha (viz Obrázek 6.6). Prahová hustota 
musela být nastavena velmi vysoko pro všechny reprezentace. RGB prostor má 
vybranou o trochu menší plochu listu a v pozadí jsou vidět obrysy objektů. 
Reprezentace HSV a HLS nedopadly tentokrát o moc lépe, ale i přesto je patrné 
zlepšení ve výběru listu a sníţení obrysů v pozadí. Sníţení závislosti na osvětlení si 
vyţádalo rapidní zvýšení prahové hodnoty neuronů pro obě reprezentace. Nárůst zelené 
plochy a téměř nezřetelné obrysy pozadí jasně dokazují lepší výsledek segmentace. 
 
 
Obrázek 6.6: Test snímku s listem a vysokou složitostí scény: 1) originální obrázek, 2) HSV, práh: 6100, 
závislost na osvětlení 100%, 3) HLS, práh: 6100, závislost na osvětlení 100%, 4) RGB, práh: 5800, 5) HSV, 
práh: 10200, závislost na osvětlení 40%, 6) HLS, práh: 12400, závislost na osvětlení 32% 
 
6.3 Zhodnocení testů 
Z testů lze usoudit, ţe vybraná RCE síť je pro segmentaci obrazu na základě barev 
velmi vhodná. Testy byly provedeny pomocí více druhů barevných reprezentací (RGB, 
HSV a HLS), a tím byl ukázán vliv volby barevné reprezentace na výsledek. Všechny 
testy měly nastavený maximální rozsah poloměru a díky maximálně nastavenému 
koeficientu učení byl v učícím algoritmu dosáhnut nejjemnější krok sniţování 
poloměru. Tato volba zapříčinila velkou závislost na hodnotě prahu hustoty, pomocí 
kterého byl výsledek ovlivňován. 
Nastavení prahu ovlivňovalo velikost a počet vzniklých neuronů. Se zvyšujícím se 
prahem vznikaly menší poloměry neuronů. Počet neuronů nemá jednoduše popsatelnou 
závislost na prahu. Obecně se dá předpokládat, ţe ze začátku zvyšování prahu a 
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zmenšování velikosti poloměrů narůstá počet neuronů. V určité fázi začnou být 
poloměry natolik malé, ţe začnou neurony zanikat. 
Nejhorších výsledků, podle očekávání, dosáhla reprezentace RGB. Kvůli sníţení 
špatně určených oblastí při segmentaci obličejů musela být hodnota prahu hustoty 
nastavena vysoko, a díky tomu bylo vybráno menší mnoţství bodů obličeje. Špatně si 
také poradila se stíny nebo přesvětlenými částmi v obličeji. U listu, který nemá takový 
barevný rozptyl a nejsou na něm výrazně světlejší a tmavší místa, nebyl RGB prostor 
tak výrazně horší, jako tomu bylo u obličeje. Díky neoddělené světelné sloţce nebyla 
moţnost nastavení jejího vlivu na výsledek. 
Reprezentace HLS a HSV měly většinou o něco lepší výsledky i s plnou závislostí 
na světle, i kdyţ se v tomto nastavení nedokázaly vypořádat se stíny a přesvětlením. 
Díky stavbě modelu měla HSV reprezentace při sníţení světelné závislosti tendenci 
zahrnovat do skupiny s objektem zájmu také stinná a jiná tmavá místa. U modelu HLS 
je tento problém rozšířen také do maximálního jasu a díky tomu se k stinným místům 
z okolí přidala také místa příliš světlá nebo s bílou barvou. Kvůli těmto problémům 
modelů se v některých případech musel výrazně zvýšit práh hustoty, a tím se špatně 
klasifikovaná místa potlačila. Naopak toto sníţení světelné sloţky přineslo výraznou 
výhodu v části snímku s objektem zájmu, kde se jiţ správně určila místa se ztíţenými 
světelnými podmínkami obou druhů, a to ve většině případu, i přes zvýšený práh. 
Při segmentaci snímků s obličejem se ve výsledku projevila jako vhodnější volba 
reprezentace HSV, která dobře nasvětlený obličej po sníţení světelné sloţky vybrala 
skoro celý a nepřidala mnoho špatně určených barev z okolí. U segmentace snímků 
s listem byly reprezentace HSV a HLS srovnatelné, v jednom případě byla reprezentace 
HLS výrazně lepší. Je to způsobeno tím, ţe list není v prostoru tak sloţitý jako obličej a 
nevznikají na něm při nasvětlení tak zřetelné jasové rozdíly. Jas se na listu téměř 
rovnoměrně zvýší na celé ploše. Vyšší jas je ve prospěch modelu HLS, který má 




Cílem bakalářské práce bylo seznámit se s moţnostmi neuronových sítí v oblasti 
segmentace barevného obrazu, zvolit vhodnou síť pro segmentaci, vybrat barevnou 
reprezentaci, následně vytvořit program pro segmentaci předdefinovaných objektů 
z obrazu na základě barev a zhodnotit dosaţené výsledky. 
Problematiku jsem začal řešit od základů neuronových sítí (2), kde je popsán obecný 
princip umělých neuronových sítí od obecného matematického neuronu po jednotlivé 
dynamiky neuronových sítí, které jsou nezbytné pro popis jednotlivých modelů. 
Dále jsem mohl jiţ začít řešit problematiku neuronových sítí v segmentaci 
barevného obrazu (3). V této kapitole jsem se zabýval rozdělením způsobů segmentace 
a samostatnými modely neuronových sítí vhodnými pro segmentaci. Z těchto 
neuronových sítí jsem provedl výběr nejvhodnějšího modelu pro můj účel (3.4) a popsal 
jsem podrobně důvody, které mě k tomuto rozhodnutí vedly. Jako nejvhodnějšího 
kandidáta jsem vybral RCE síť, díky jejím vlastnostem: rychlé učení, adaptivní skrytá 
vrstva a postačující jednoduchá tréninková mnoţina. Vybraný model této sítě 
s moţnostmi implementace jsem popsal v závěru kapitoly (3.5). 
V následující kapitole věnované jednotlivým reprezentacím barev (4), jsem se snaţil 
vysvětlit principy jednotlivých reprezentací a důvody, které vedly k jejich vzniku. Také 
jsem zde uvedl převody z RGB prostoru, který je nejčastěji pouţívaný v počítačích, do 
dalších prostorů. Na konci této kapitoly byl popsán výběr vhodné reprezentace k 
segmentaci (4.5). Zde jsem vybral jako vhodné kandidáty reprezentace HSV a HLS, 
kvůli oddělené jasové sloţce a blízkosti podobných barevných tónů v modelu (4.3). 
Po vybrání vhodné neuronové sítě a barevné reprezentace jsem provedl tvorbu 
segmentačního systému (5), který se skládá ze dvou částí. První část převádí scénu do 
poţadované barevné reprezentace a druhá jiţ provádí segmentaci pomocí vybrané RCE 
sítě. Pro tvorbu uţivatelské aplikace jsem pouţil jazyk C++ a knihovny OpenCV a Qt 
(5.1). Výsledná aplikace je popsána jak z pohledu uţivatelského rozhraní (5.2), tak 
z pohledu implementačního (5.3). 
Poslední kapitola je věnována samotné segmentaci předdefinovaných objektů vůči 
okolí v různých vstupních obrazech (6). Je zde vyzkoušen vliv jednotlivých barevných 
segmentací na výsledek segmentace (6.1) a následně je popsáno úplné zhodnocení 
vhodnosti vybrané RCE sítě ve spojení s jednotlivými barevnými modely k segmentaci 
na základě barev (6.3). Vybraná síť se jeví jako velmi vhodná pro segmentaci 
předdefinovaného objektu ve scéně. Barevné prostory HSV a HLS se ve vhodnosti lišily 
podle druhu hledaného objektu. Reprezentace HSV se jeví vhodnější pro sloţitější typ 
objektů a HLS naopak pro jednodušší. Pro zaručení tohoto úkazu by muselo být 
provedeno více testů. Moţnost sníţení závislosti světelné sloţky u obou modelů 
zpravidla výrazně přispěla ke kvalitě výsledku. 
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RCE Typ neuronové sítě (Restricted Coulomb Energy) 
RBF Typ neuronové sítě (Radial Basis function) 
RGB Reprezentace barev (Red, Green, Blue) 
CMY Reprezentace barev (Cyan, Magenta, Yellow) 
HSV Reprezentace barev (Hue, Saturation, Value) 
HLS Reprezentace barev (Hue, Lightness, Saturation) 
CIE Mezinárodní organizace pro osvětlení (Commission Internationale de 
l'Eclairage) 
L*a*b* Reprezentace barev (Lightness, a - souřadnice, b - souřadnice) 
L*u*v* Reprezentace barev (Lightness, u - souřadnice, v - souřadnice) 
 
 
