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1 Introduction
Dynamical geometry in the bulk of anti-de Sitter space is a cornerstone of the study of
the anti-de Sitter / conformal eld theory correspondence (AdS/CFT). At the linearized
level, propagation of gravitons in AdS can be translated into the two-point function of the
stress-energy tensor in the CFT. At the non-linear level, dynamical geometry is involved
in everything from anomalies to holographic renormalization group ows to the formation
of black holes.
Recent developments [1, 2] in the study of holographic relations between eld theories
dened on the p-adic numbers and bulk dynamics dened on a regular tree graph have
omitted the study of dynamical geometry in the bulk. Dierent bulk topologies were
considered in [2] in connection with non-archimedean generalizations of BTZ black holes,
following earlier work [3]; but it has generally been assumed that all edges and all vertices
on the tree are locally indistinguishable. In this paper, we want to lift this restriction by
considering variable edge lengths. More specically, we start with an action on the tree of
the form
S =
X
hxyi
(x   y)2
2a2xy
+
X
x
V (x) : (1.1)
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Here
P
hxyi indicates a sum over edges (i.e. without counting hxyi and hyxi separately),
and axy is the length of the edge xy, while V is a potential for the bulk scalar eld x.
Calculations of correlators of the operator dual to x were carried out in [1, 2] with all axy
set equal to 1, and these calculations have notable precursors in the literature on p-adic
strings, for example [4].1 Now we would like to ask what interesting dynamics for the edge
lengths axy could be added.
2
To get started, let's set
Je =
1
a2e
; (1.2)
where e = xy is an edge. Then Je is a \bond strength" or \exchange energy" for the edge
e. All our discussion focuses on Euclidean signature, in which all the bond strengths are
positive. One obvious way to make the bond strengths dynamical is to include some Gaus-
sian white noise in the Je: that is, we could draw each Je independently from a Gaussian
distribution. White noise for the Je seems quite unlike gravitational dynamics, because
nearby Je don't pull on one another. Better would be to introduce some interactions among
the Je on neighboring edges by adding to the (1.1) an action
SJ =
X
hefi
1
2
(Je   Jf )2 +
X
e
U(Je) ; (1.3)
where hefi means a sum over neighboring edges | that is, edges which share one vertex. If
we omitted the rst term in (1.3), and made the potential U quadratic, then the Je would
be independent from one another, and we would be back to the case of Gaussian white
noise (but unquenched assuming we form a partition function Z =
R DJD e S SJ ). In
particular, we see that a quadratic term in the U corresponds to a mass term for the
edge variables Je. Probably for something resembling gravity, we should avoid having a
quadratic term in the U .
While (1.3) is a sensible starting point, it seems ad hoc. A key idea that will lead us
to a more interesting class of edge length actions is a notion of Ricci curvature on graphs
with variable edge lengths. Closely related ideas have been developed in the mathematical
literature for some time: see for example [6{8]. Our main point of departure is the denition
of Ricci curvature in [7, 8] as a function of pairs of vertices (not necessarily neighboring
vertices), based on a comparison of distance between the two chosen vertices and a weighted
distance between two probability distributions, each one localized near one of the chosen
vertices. Our extension of this notion of Ricci curvature to the case of variable edge
lengths has some arbitrariness, so we cannot claim to have a uniquely privileged denition
1Meanwhile, an apparently dierent approach to dynamics on the tree was advanced in [5], in which a
directed structure on the graph is assumed, such that each vertex has a single parent and p ospring. Then
one denes a process that probabilistically assigns the state of each vertex based only on the state of its
parent. Holographic correlators can be constructed in this approach in terms of the limits of combinations
of the probabilities of vertices which are many steps down along the tree.
2Of course, one could imagine also introducing some dynamics for parameters in the potentials in V
that vary from vertex to vertex, but since this could be done simply by adding another eld x on vertices
and introducing - interactions, we don't think of it as such an interesting avenue.
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of the graph-theoretic Ricci curvature. However, we do have a well motivated class of
constructions with good properties, including the nding that the regular tree graph with
all edge lengths equal has constant negative curvature.
The plan of the rest of this paper is as follows. In section 2.1 we briey review
the connection between the p-adic numbers and the regular tree graph with coordination
number p + 1. Then in section 2.2 we explain how the action (1.3) leads to a notion of
edge Laplacian which is dierent from the usual one, but natural from the point of view
of the so-called line graph. Next, in section 3, we give the denition of Ricci curvature
which we will use. While our motivation is p-adic AdS/CFT, edge length uctuations
can be studied on more general graphs. The particular Ricci curvature construction that
we introduce depends on the graph being \almost a tree", in a sense that we will make
precise in section 3. (Intuitively, what \almost a tree" means is that all cycles in the graph
should be suciently long.) We explain in section 3.1 how a linearized analysis around the
regular tree reduces the Ricci curvature to the edge Laplacian of the bond strengths Jxy.
We exhibit in section 3.2 an analog of the Einstein-Hilbert action, with a boundary term
similar to the Gibbons-Hawking action. This action leads to equations of motion which
are satised by the regular tree with equal edge lengths, and the linearized uctuations are
controlled as expected by the edge length Laplacian. We compute in section 4 the simplest
holographic correlators involving edge length uctuations. In section 5 we describe an
exact solution to the equations of motion on a regular tree which deviates strongly from
constant edge length. We conclude in section 6 by reviewing our main results and indicating
some direction for future work. Appendix A reviews aspects of the action of the p-adic
conformal group on the graph whose boundary is the p-adic numbers. Appendix B explains
the Vladimirov derivative, which is a crucial construction in p-adic eld theory and was
understood in the context of bulk reconstruction [2] to be eectively a normal derivative
at the boundary of the tree.
2 Mathematical background
In this section we briey review two well-known mathematical concepts. In subsection 2.1
we explain the Bruhat-Tits tree, a regular tree whose boundary is the p-adic numbers. In
subsection 2.2 we summarize the line graph construction, which renders natural the edge
Laplacian that we encounter when linearizing the graph theoretic Ricci curvature to be
introduced in section 3.
2.1 p-adic numbers and the Bruhat-Tits tree
Introductions to p-adic numbers requiring a minimum of technical background can be found
in the recent works [1, 2] and in the earlier literature on p-adic string theory, notably [9].
Here we sketch only a few of the most relevant points.
For any chosen prime integer p, the p-adic numbers Qp are the completion of the
rationals Q with respect to the p-adic norm, dened on Q so that if a and b are non-zero
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integers, neither of which is divisible by p, then
jxjp = p v when x = pv a
b
: (2.1)
By denition, j0jp = 0. We will usually drop the subscript p and write jxj instead of
jxjp when it is obvious from context that we mean the p-adic norm. The p-adic norm
is ultrametric, meaning that jx + yj  maxfjxj; jyjg. Qp is a eld, with multiplication,
addition, and inverses dened by continuity from their usual denitions on Q.
Any non-zero p-adic number can be expressed uniquely as a series:
x = pv(c0 + c1p+ c2p
2 + : : :) ; (2.2)
where v 2 Z, c0 2 Fp , and ci 2 Fp. Here Fp denotes the non-zero elements in Fp.3 The
innite series in (2.2) appears to be highly divergent, but in fact it converges because the
ci are bounded in p-adic norm, while jpnj = p n. The expansion (2.2) is reminiscent of the
base p representation of a real number, but it is dierent because it terminates to the right
and may continue indenitely to the left.
The Bruhat-Tits tree, which we denote Tp, can be understood informally as a graphical
representation of the expansion (2.2). We picture an innite regular tree with coordination
number p + 1, with a privileged path leading through it (with no back-tracking) from a
boundary point that we label 1 to another boundary point that we label 0. We describe
this privileged path as the \trunk" of the tree. We now consider another path (also with
no back-tracking) starting from the point 1 and leading to some other boundary point
that we are going to associate with the p-adic number x. This new path must run along
the trunk for a while, and the location where it diverges from the trunk can be labeled by
the valuation v of x (as it appears in (2.2)). When we branch o the main trunk, the rst
step we take requires a choice out of p   1 possible directions, so we can label this choice
by an element c0 2 Fp . In each subsequent step, we have to choose among p possible
directions, and each such choice can be labeled by an element ci 2 Fp. In short, we see that
the data required to select the new path is in precise correspondence with the information
required to specify a non-zero p-adic number. Since innite non-back-tracking paths from
1 through the tree are in precise correspondence with the boundary points other than 1,
we can say that the boundary of the tree is Qp [ f1g, which is P1(Qp).4
It can be shown that the Bruhat-Tits tree is a quotient space:
Tp =
PGL(2;Qp)
PGL(2;Zp)
; (2.3)
where Zp denotes the p-adic integers (the completion of Z with respect to jjp, or equivalently
the set of all x 2 Qp with jxjp  1). The quotient (2.3) is similar to the realization of the
3p-adic numbers in Qp add and multiply with carrying, so strictly speaking c0 and ci take values in
f1; : : : ; p   1g and f0; : : : ; p   1g respectively, and not in Fp and Fp. For the sake of conciseness we will
suppress this technical detail in the rest of the paper.
4If we were attempting to be rigorous, we could have started by dening the set of boundary points as
the set of semi-innite paths (with no back-tracking) starting from some specied vertex C of the tree.
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Poincare disk as SL(2;R)=U(1). A similar construction can be given for eld extensions of
the p-adic numbers: for example, the unramied extension of degree n, which we denote
Qq with q = pn, is associated with a tree Tq = PGL(2;Qq)=PGL(2;Zq) with coordination
number pn+1. Non-zero elements x 2 Qq admit an expansion of the form (2.2), except that
the nite eld Fp is replaced by the larger nite eld Fq. Having made such an expansion,
the norm of x can be dened by jxj = p v.
The action of PGL(2;Qq) on a number x 2 Qq is realized through linear fractional
transformations, and in particular it includes scaling x by any integer power of p. Consider
scaling by pm for some m > 1. This corresponds to an isometry of Tq based on a translation
along the main trunk of the tree by m steps. The group   generated by this translation and
its inverse is an image of Z inside PGL(2;Qq), and the quotient space Tq=  is analogous
to the construction of the BTZ black hole as a quotient by some subgroup    SO(3; 1) of
the three-dimensional hyperbolic plane H3 = SO(3; 1)=SO(3). By construction, Tq=  has a
single cycle with m links, and otherwise its structure is that of a regular tree. It is possible
to consider more complicated groups  , and this is precisely the direction explored in [2, 3].
It is also possible to consider more general extensions of Qp than the unramied extension
Qq, but we leave an explicit account along such lines for future work.
2.2 An edge Laplacian
Consider the action (1.3) on a graph G. For applications to p-adic AdS/CFT, G should be
the Bruhat-Tits tree Tq or something close to it, but all of what we will say in this section
applies to a general, connected, undirected graph G, provided no edge of G can have both
its ends on the same vertex, and between any two vertices of G there is at most one edge.
It is easy to check that the equation of motion for J following from the action (1.3) is
 Je + U 0(Je) = 0 ; (2.4)
where we dene an edge Laplacian  as
 Je 
X
fe
(Je   Jf ) : (2.5)
Here
P
fe means the sum over all edges f that share a vertex with a xed edge e. The
denition (2.5) may seem a little surprising to readers accustomed to the construction of
an edge Laplacian as a square of the incidence matrix. Let's review that construction and
then see how a slight variant of it leads directly to (2.5). The incidence matrix d on a
directed graph G has rows labeled by edges and columns labeled by vertices. It is dened
so that if e is an edge and v is a vertex, dev = 1 if e ends on v, dev =  1 if e starts on v, and
dev = 0 otherwise. The adjoint (really just a transpose since the matrix is real) is denoted
dy, and one can construct a natural-looking edge Laplacian on G as ddy. Unfortunately
for us, ddy depends on the choice of orientation of the edges, so it cannot be regarded as
well-dened on an undirected graph G. This is in contrast to the standard vertex Laplacian
dyd, which doesn't depend on the orientation of the edges and therefore can be thought of
as a natural construction on an undirected graph.
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Figure 1. A regular graph in black, and its line graph in green.
To make the edge Laplacian (2.5) seem more natural, consider the line graph L(G)
of an undirected graph G. By denition, every vertex of L(G) corresponds to an edge of
G, and two vertices of L(G) are connected by an edge precisely if the corresponding two
edges of G meet at a vertex. Essentially by inspection, the edge Laplacian (2.5) on G is the
standard vertex Laplacian dyd on L(G). It is interesting to note that the line graph of Tq
comprises many copies of the complete graph on q + 1 elements, tied together by sharing
each vertex between two copies: see gure 1.
3 Ricci curvature on graphs
While the action (1.3) seems natural enough from the point of view of dynamical models
on graphs, we would prefer to have some geometrical starting point that would allow us
to identify a graph-theoretic analog of the Einstein-Hilbert action. At rst it seems like
a hopeless task to construct such an action on a tree graph, because the Einstein-Hilbert
action involves the Ricci scalar R, which is usually constructed as a contraction of the
Riemann tensor R

 . But R

 is generally thought of as the eld strength of the
Christoel connection; in other words, it describes holonomies around small loops. With
no loops, it's hard to see how to dene non-trivial eld strengths. To avoid this, we want
to take advantage of constructions of analogs of the Ricci tensor R that do not depend
on connections at all, but instead on some notion of transport distance.
To build intuition, let's recount a standard result (see for example [10]) that goes in
the direction we want, but which is framed in the context of a smooth D-dimensional
manifold with a Euclidean metric which induces a distance function d(x; y) between any
two points on the manifold. Given two points x0 and y0, separated by a small distance
r, choose some much smaller distance a  r and consider balls Bx0 and By0 , comprising
all points x with d(x; x0) < a and all points y with d(y; y0) < a, respectively. Let n
 be
the unit vector in the direction from x0 to y0; we are not concerned with exactly which
tangent space n lies in because we wish to use it in an asymptotic formula which can
absorb O(r) uncertainties in n. Likewise we consider the Ricci curvature R at x0 or y0,
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x0
y0
r
a
a
n
μ x0
y0
ψ
x0
(t)
Figure 2. Left: small spherical neighborhoods of nearby points in a smooth manifold provide
a starting point for dening Ricci curvature without rst dening the Riemann tensor. Right: a
similar construction on graphs hinges on replacing the small spherical neighborhood around a point
x0 with a probability distribution  x0(t) which for small t is concentrated at x0 with a little bit of
weight on neighboring vertices.
or anywhere within a radius r of either of these points. There is a natural way to dene a
transport distance W (Bx0 ; By0) between the two balls; essentially it is a weighted distance
of separations of points in Bx0 and By0 , but we postpone its precise denition. Then we
can form a bilocal quantity
(x0; y0)  1  W (Bx0 ; By0)
r
=
a2
2(D + 2)
Rn
n +O(a3) +O(a2r) : (3.1)
The second equality in (3.1) is the result we are interested in. It tells us that the leading
behavior of (x0; y0) for small a and r contains all the information in R |provided we
are allowed to know (x0; y0) for all possible directions of separation n
. See gure 2.
Now let's return to the denition of the transport distance W appearing in (3.1).
Consider the so-called Wasserstein distance W (p1; p2) between two probability measures
on our smooth manifold. We introduce the set L1 of 1-Lipschitz functions, which are
real-valued function on our smooth manifold satisfying
jf(x)  f(y)j  d(x; y) for all x and y. (3.2)
Then the Wasserstein distance is
W (p1; p2) = sup
f2L1
Z
dx f(x) [p1(x)  p2(x)] : (3.3)
Having dened W on probability measures, we dene it on unit balls Bx0 and By0 by
replacing each ball by the uniform probability distribution supported on the ball. To
evaluate W (Bx0 ; By0) we would need f(x), which to a rst approximation takes the form
f(x)   nx, where n = gn and g is the Euclidean metric tensor.
When it comes to graphs, our rst impulse might be to require two points x0 and y0
to be separated by r  1 steps and then consider something similar to the denition (3.1)
with the balls replaced by the nearest neighbors of x0 and y0. This is unattractive because
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our eventual aim is for (x0; y0) to be dened for neighboring x0 and y0, so that (x0; y0)
can be thought of as dened on each edge; and then we hope to nd in some sort of
linearized analysis that  on edges is closely related to the edge Laplacian of uctuations
jxy in the bond strengths, similar to the way the Ricci tensor on a nearly at manifold is
related to the Laplacian of the metric. So, how do we nd some construction on a graph
resembling a ball whose radius is much smaller than the length of a single edge?
The answer of [7, 8] (with closely related ideas appearing in [7]) is to consider for a
xed vertex x0 a probability distribution  x0(x; t) with most of its weight at x = x0 and a
small amount of weight at neighboring vertices, so that the average distance from x0 of a
vertex chosen from this distribution is much less than an edge length. More precisely, for
suciently small positive real t, we set
 x0(x; t) 
8>>>>><>>>>>:
1  dJ(x0)
Dx0
t if x = x0
Jx0x
Dx0
t if x  x0
0 otherwise:
(3.4)
We have dened
dJ(x0) 
X
xx0
Jx0x ; (3.5)
and, as always, we require Jxy = 1=a
2
xy for all edges. The factor of dJ(x0) in (3.4) ensures
that  x0(x; t) is a probability distribution. As is evident from the denition, Dx0 is a sort of
lapse function which tells us how fast the \time" t runs at dierent locations on the graph.
Clearly, the denition (3.4) is closely connected to a diusive process. To make this
connection more precise, consider the vertex Laplacian
x 
X
yx
Jxy(x   y) : (3.6)
If we dene a diagonal matrix on edges, ee0 = Jeee0 , then it is easy to show that  = dyd,
and by inspection
 x0(x; t) =

1  t
Dx0
x

 x0(x; 0) : (3.7)
If we want our constructions to reduce to those of [8] in the case when all the edge lengths
axy = 1=
p
Jxy are equal to 1, then we should set Dx0 to be equal to the degree of the
vertex x0 when all axy = 1. (The degree of a vertex, usually denoted dx0 , is the number of
edges attached to it.) An economical choice is Dx0 = dJ(x0), and we will make this choice
in most of our subsequent development and in all our examples. However, we cannot claim
to be xing Dx0 from rst principles.
5
5Recent related work [11, 12] on Ricci curvature of weighted graphs starts with a Laplacian 4 =
  1
dJ (x)
, which is suggestive of the choice Dx = dJ(x). But it is hard to make a precise comparison with
our work since much of the development in [11, 12] follows [6] rather than [7, 8]; also, the focus in [11, 12]
is on estimation of eigenvalues of 4, and the graphs of interest are usually those with non-negative Ricci
curvature, whereas we are mostly interested in negative curvature.
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With the probability distributions  x0(x; t) in place, we can follow the spirit of (3.1)
precisely. First we dene a distance function on the graph d(x; y) as the minimum possible
sum of edge lengths ae along a path connecting x and y. Then 1-Lipschitz functions f(x)
dened on vertices are precisely the functions satisfying the inequality (3.2), and (3.3) is
trivially modied to
W (p1; p2) = sup
f2L1
X
x
f(x) [p1(x)  p2(x)] : (3.8)
Following [7, 8] (with variable edge lengths), we dene
(x; y)  lim
t!0+
1
t

1  W ( x(t);  y(t))
d(x; y)

: (3.9)
What we mean by  x(t) is the probability distribution  x(t; ~x) for all vertices ~x on
the graph.
It is illuminating now to compute (x; y) for x and y on opposite ends of an edge in
a tree graph. As we go through the calculation, we will see that it can be extended to
graphs whose cycles are suciently long, in a sense that we will make precise. We do not
require for the following computation that the graph should be the Bruhat-Tits tree, but
this is of course what we have in mind eventually in order to connect to p-adic AdS/CFT.
What makes the tree graph computation straightforward is that we can easily see what the
supremizing 1-Lipschitz function f should be. Let xi be the vertices adjacent to x other
than y, and let yi be the vertices adjacent to y other than x. Then we can set
f(x) = 0 f(y) =  axy
f(xi) = axxi f(yi) =  (axy + ayyi) :
(3.10)
An additive constant in f doesn't aect the Wasserstein distance, so setting f(x) = 0 is
just a convention. The other choices are designed to make f as positive as possible in the
region where  x(t) has most of its weight, and as negative as possible in the region where
 y(t) has most of its weight. We cannot do better than (3.10) because f already saturates
the inequality (3.2) for pairs of points which are ordered in the sense of the partial ordering
xi 4 x 4 y 4 yi. If our graph is not a tree, then there is the possibility that some xi might
be connected to some yi by a path which is shorter (in the sense of sums of edge lengths)
than the path that leads through the edge xy | and if that were so, then no 1-Lipschitz
function could have the values indicated in (3.10). In order to prevent such a situation, it
is sucient to require that the graph should have no cycle with fewer than seven edges,
and that the variation in edge lengths within a given cycle is by no more than a factor
of 4=3.6 Then it is guaranteed that no path between an xi vertex and a yi vertex can be
shorter than the one going through xy, and (3.10) is the correct choice of a 1-Lipschitz
function that saturates the supremum in (3.8). See gure 3.
6We could allow cycles with as few as six edges, but then no variability in edge length around the cycle
can be permitted if the explicit choice (3.10) for the extremizing function is to be valid.
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x y
x1
x2
x3
x4
y1
y2
y3
Figure 3. Part of a graph which may qualify as \almost a tree." The important criterion is that
the alternate route from x1 to y1, passing through the top four edges, must be longer than the path
from x1 to y1 through the edge xy.
Plugging (3.4) and (3.10) into (3.8) and (3.9), we arrive at
xy =
1
Dxaxy
 
1
axy
 
X
i
1
axxi
!
+
1
Dyaxy
 
1
axy
 
X
i
1
ayyi
!
: (3.11)
From now on we will refer to xy as given in (3.11) as the Ricci curvature on a graph
| with the understanding that the graph is either a tree, or a graph whose loops are
suciently large to make the calculation leading to (3.11) valid. We will describe the latter
sort of graph as \almost a tree," keeping in mind that this apparently imprecise phrase
can be rendered meaningful, for instance by imposing the previously mentioned condition
that loops have to have at least seven edges, with lengths varying by no more than a factor
of 4=3.
3.1 Negative Ricci curvature
Consider now the Ricci curvature of the Bruhat-Tits tree with coordination number q+ 1,
where q = pn and we set the length of all the edges equal to a common value a. The lapse
factor Dx must be the same at each vertex, since in general we think of Dx as a function
of the edge lengths axy. Let D be the common value of all the Dx. From (3.11) we have
xy =   2
Da2
(q   1) ; (3.12)
which we understand as constant negative curvature. If we choose Dx = dJ(x), then
D = (q + 1)=a2, and we obtain the simple result
xy =  2q   1
q + 1
: (3.13)
There is a peculiar feature of (3.13) which at rst seems unattractive: the overall scale a is
undetermined. In other words, we can scale the length of all vertices by a uniform factor,
and we still have a graph with the same constant negative Ricci curvature. We will call
this feature scale freedom. It is connected to a good feature, namely that in the linearized
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theory we obtain a massless equation  jxy = 0 for uctuations of bond strengths around
a constant J solution. Explicitly, with the choice Dx = dJ(x), if we set Jxy = 1 + jxy, then
from (3.11) we nd
xy + 2
q   1
q + 1
=   q   3
2(q + 1)2
 jxy +O(j2) : (3.14)
Thus if we impose (3.13) as an equation of motion, then at the linearized level we arrive
at  jxy = 0, i.e. linearized edge length uctuations. Admittedly, it is an odd feature that
the linearized term is multiplied by a factor of q   3, which can be positive, negative, or
even 0 for q of the form pn with p prime and n a positive integer. The connection with
scale freedom is that  jxy = 0 has as one solution jxy = constant, which corresponds to an
innitesimal shift in all the edge lengths. If we broke scale freedom in a generic way, then
this constant solution to the linearized equation would not exist, so the linearized equation
of motion cannot be  jxy = 0, and edge length uctuations would have to be massive.7
3.2 A variational principle
While it is good to see a reasonable linearized equation of motion emerge from imposing
constant negative Ricci curvature as in (3.13), we are not convinced that this is quite
the optimal route to a graph theoretic version of Einstein's equations for edge length
uctuations. The reason is that it is not clear to us how to conveniently package (3.13) as
the variation of an action. Therefore, we would like to consider the action
S =
X
hxyi
(xy   2) ; (3.15)
which appears to be at least in the spirit of the Einstein-Hilbert action with a cosmological
constant . Summing over all edges is similar to taking the trace of the Ricci tensor and
then integrating over all of space. As before, we choose Dx = dJ(x), with the result that
S as a whole is invariant under uniformly rescaling the lengths of all edges.
The ordinary Einstein-Hilbert action is not quite a satisfactory starting point for a
variational principle, because it involves second derivatives of the metric, whereas gener-
ically to get a second-order equation of motion one wants a lagrangian density which is
rst order in derivatives. The well-known solution is the Gibbons-Hawking boundary term,
whose eect is to cancel out the second derivative terms in the bulk Einstein-Hilbert action.
We can prescribe any (smooth) region of spacetime, add the Gibbons-Hawking term on its
boundary to the Einstein-Hilbert action on its interior, and derive the Einstein equations
by varying the metric inside the region while holding it xed outside. We would like to
seek a similar augmentation of the action (3.15). That is, we would like to be able to start
from a large graph G, which is either a tree or \almost a tree," isolate a subgraph   G,
and add to the action in (3.15) a term on the boundary of , after which we can vary
the combined action on the interior of  and recover a second order equation of motion.
7A loophole in this argument is that one could perhaps arrange for the linearized equation of motion to
be  jxy = 0, but to have terms at higher order in the uctuations jxy break scale freedom.
{ 11 {
J
H
E
P
0
6
(
2
0
1
7
)
1
5
7
Σ
∂Σ
x
′
x
Figure 4. Left: a fat subgraph  of a regular tree. The dashed line passes through the points on
the boundary @ of . Any point x on the boundary has a unique neighbor x0 in the interior of .
Right: a subgraph of the same regular tree which is not fat.
Second order now means that the equation of motion should involve edges which are sepa-
rated by up to two steps. The discrete Laplace equation  jxy = 0 is second order because
it involves jxxi , jxy, and jyyi , and the xxi edges are two steps away from the yyi edges.
In order to realize the ideas of the previous paragraph concretely, we are going to put
some restrictions on , which we think of as a list of vertices and edges, where an edge is
in  i both the vertices of that edge are in . First we require that  must be a nite
connected subgraph of G. Consider a vertex x 2  such that at least one edge connected to
x is not in . There must be some such vertices, because  is not the whole of G, and we
assume that G is connected. Let the collection of them be called @. A crucial requirement
on  is that for each vertex x 2 @, there is only one neighboring vertex, call it x0, which
is in , and this neighboring vertex x0 cannot be in @. We describe a subgraph  that
satises all the restrictions we have stipulated in this paragraph as a \fat" subgraph of G,
and intuitively it is like a smooth nite subregion of a manifold. Going from x 2 @ to
x0 is like moving slightly inward from the boundary of a smooth region. The vertices in
  @ can be thought of as the interior of . See gure 4.
It is easy to construct the subgraphs  of a tree G by an iterative process: starting at
a vertex x that is stipulated to be in the interior of , we add all its neighboring vertices,
and then additional vertices with the rule that once an additional vertex is included in
, we must either also add all its neighboring vertices not previously included in  in an
earlier step, or else none of them. Of course, we must terminate this process after a nite
number of steps in order to have a nite connected graph. If G has loops, then we have to
be a little more careful in the choice of  to make sure that x0 is uniquely dened for every
x 2 @. In order to be sure to have a good variational principle on all of G, we demand
that G should coincide with the union of a sequence of fat subgraphs of G, each of which
is a subgraph of the next.
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To formulate the boundary term that we need, it is convenient rst to re-express (3.11)
as
xy = x!y + y!x ; (3.16)
where we dene a \directed half" of the Ricci curvature as
x!y 
p
Jxy
dJ(x)
h
2
p
Jxy   cJ(x)
i
; (3.17)
and
cJ(x) 
X
yx
p
Jxy : (3.18)
As usual we have chosen Dx = dJ(x). If x 2 @, then let's dene
kx  K0 +
X
yx
y 6=x0
x!y ; (3.19)
where K0 is some constant. Note that dJ(x) and cJ(x) depend on the link variables Jxy on
all the edges adjoining the vertex x 2 @, not just the edge xx0 belonging properly to .
Likewise, xx0 refers to all these link variables. In formulating a boundary action in terms
of kx and xx0 , we are going to regard Jxx0 as dynamical (i.e. a quantity that we can vary),
while the other Jxy | the ones just \outside"  | are known but xed.
Now we are ready to give the action for a fat subgraph  of a graph G which is a tree
or \almost a tree:"
S =
X
hxyi2
(xy   2) +
X
x2@
kx (3.20)
To demonstrate that this action gives rise to a well-dened equation of motion (meaning,
an equation of motion which doesn't change its form on any edge when we make  bigger),
it is convenient rst to note that we can re-express (3.20) as
S = Sinterior + Sboundary (3.21)
where
Sinterior 
X
x2 @
X
yx
(x!y   ) =
X
x2 @
X
yx
 p
Jxy
dJ(x)
h
2
p
Jxy   cJ(x)
i
  
!
Sboundary =
X
x2@

  +K0 + 2  cJ(x)
2
dJ(x)

:
(3.22)
Varying Sinterior is straightforward:
Sinterior =
X
x2 @
X
yx
"
Jxy
2
p
Jxy
4
p
Jxy   cJ(x)
dJ(x)
 
X
zx
Jxz
2
p
Jxz
 
2
p
JxyJxz
dJ(x)2
h
2
p
Jxy   cJ(x)
i
+
p
Jxy
dJ(x)
!#
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=
X
x2 @
X
yx
"
Jxy
2
p
Jxy
4
p
Jxy   cJ(x)
dJ(x)
 
X
zx
Jxy
2
p
Jxy
 
2
p
JxyJxz
dJ(x)2
h
2
p
Jxz   cJ(x)
i
+
p
Jxz
dJ(x)
!#
=
X
x2 @
X
yx
Jxyp
Jxy
p
Jxy
cJ(x)
2
dJ(x)2
  cJ(x)
dJ(x)

(3.23)
In the crucial second step of (3.23), we exchange the summations over y and z, and then
relabel y $ z. Note that  does not contribute at all to the variation. Varying Sboundary
is even easier:
Sboundary =
X
x2@
Jxx0p
Jxx0
p
Jxx0
cJ(x)
2
dJ(x)2
  cJ(x)
dJ(x)

: (3.24)
As before, the constant terms   and K0 do not contribute to the variation. Instead, the
variation (3.24) comes entirely from the cJ(x)
2=dJ(x) term in (3.22), whose purpose is to
produce terms in (3.24) which match the form in (3.23), so that in total we can write
S =
X
hxyi2
Jxyp
Jxy
p
Jxy
cJ(x)
2
dJ(x)2
  cJ(x)
dJ(x)
+
p
Jxy
cJ(y)
2
dJ(y)2
  cJ(y)
dJ(y)

: (3.25)
Thus if we dene
xy  x!y + y!x (3.26)
where
x!y 
p
Jxy
cJ(x)
2
dJ(x)2
  cJ(x)
dJ(x)
; (3.27)
then the equations of motion following from the action S are
xy = 0 : (3.28)
Clearly, a regular tree, or any regular \almost tree," with all axy set equal to a common
value a, gives a solution to the equations of motion (3.28). If we perturb slightly around
the regular tree with a = 1 by setting Jxy = 1 + jxy for all edges, then one has immediately
xy =
1
2(q + 1)
 jxy +O(j2) ; (3.29)
so that the linearized equations of motion for the edge length uctuations are  jxy = 0,
and this time there is no peculiar prefactor with indenite sign like we saw in (3.14).
A feature to note is that the cosmological constant did not enter into the derivation of
the equation of motion (3.28) in any way. This is unlike the usual Einstein-Hilbert action,
where adding a cosmological constant does aect the equation of motion. However,  and
K0 still have a role to play in rendering the action (3.20) nite in the limit that we expand
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 toward the entire graph G. In order to formulate a specic prescription for obtaining a
nite action, recall the way the cosmological constant enters into the usual Einstein-Hilbert
plus Gibbons-Hawking action for Euclidean AdS3:
S =
Z

d3x
p
g

R+
2
`2

  2
Z
@
d2x
p h

 +
1
`

; (3.30)
where h is the induced metric on @, and  is the trace of the extrinsic curvature.
From (3.30) one obtains the equation of motion R =   2`2 g . Thus R =   6`2 , and
the bulk lagrangian is R   2 = 4 on shell. To arrange an analogous situation in the
action (3.20), we focus on the regular tree with coordination number q + 1 and set
 =  1
3
q   1
q + 1
; (3.31)
so that the \bulk lagrangian" xy   2 = 4 when the edge length is constant. Next we
inquire what value of K0 will lead to a nite limit for S as  grows. We choose  to
comprise all vertices within N steps of a specied vertex C, so that @ is the set of vertices
which are exactly N steps away from C. There are nv = (q + 1)q
N 1 vertices in @, and
there are
Ne = (q + 1)
N 1X
j=0
qj =
q + 1
q   1(q
N   1) (3.32)
edges in  (including the ones which end on a vertex in @). Referring to (3.20), we have
S = 4Ne + knv ; (3.33)
where all the kx are assumed to have a common value k. In order to get a nite limit for
S as N becomes large, we must have
k =  4 lim
N!1
Ne
nv
=
4
3
q
q + 1
: (3.34)
Combining (3.19) and (3.34) we nd
K0 =
q
3
3q + 1
q + 1
: (3.35)
It is easy to show that after imposing (3.35), S has a nite limit as N ! 1. The
choice (3.35) cancels at least the leading qN divergence in a more general circumstance,
where the graph G under consideration is asymptotic to a regular tree with coordination
number q + 1 and constant edge length, provided we x the cosmological constant as
in (3.31).
4 Correlators
Let's start with a total action
S =
X
hxyi
(xy   2) +
X
hxyi
Jxy
2
(x   y)2 +
X
x
m2
2
2x ; (4.1)
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up to boundary terms, where xy is dened as in (3.11) with our usual choice, Dx = dJ(x).
From this action we would like to calculate the simplest holographic correlators of an
operator O dual to  and an operator T dual to uctuations of the bond strengths J .
We will focus on correlators on the Bruhat-Tits tree Tq, whose boundary is the unramied
extension Qq of Qp, where q = pn. Our background \metric" consists of setting all Jxy = 1.
We also set all x = 0. The background is trivially a solution of the equations of motion
following from (4.1). The correlators we are interested in are hTT i, hTOOi, and hTTT i.
(The two-point function hOOi was computed already in [1, 2].) We will work strictly at
tree level in the bulk. We omit an overall prefactor multiplying S. If such a factor were
included, it would simply multiply all our correlators as a prefactor.
As a convenient parametrization, we set
Jxy = 1 + jxy (4.2)
for all edges. We make (4.2) the dening relation for jxy, so that it is exact rather than a
linearization. To get at hTT i, all we need is the part of (4.1) quadratic in the jxy. This
quadratic action gives us propagators for jxy, which are worked out in section 4.1, while
hTT i itself is obtained in section 4.2. The three-point function hTOOi, which we compute
in 4.3, is relatively easy because we require only the propagators for jxy and x, together
with the jxy(x   y)2 vertex that constitutes the discrete analog of minimal coupling of
the scalar to the \metric" represented by the bond strengths. The three point function
hTTT i is purely geometrical in the sense that only the rst term in (4.1) matters. It is a
non-trivial calculation because we must expand this term to third order in the jxy and then
track how three dierent types of cubic interactions among the jxy variables contribute to
the three-point function. Strikingly, the nal result for hTTT i is zero for separated points.
We give an account of these points in section 4.4.
4.1 Propagators
We will need the distance function d(e1; e2) between two edges on the graph Tq. By
denition, d(e1; e2) is the number of vertices one must cross in order to get from e1 to e2.
Similarly, the distance d(x1; x2) between two vertices on Tq is the number of edges we have
to cross in order to get from x1 to x2. We do not account for variable edge lengths because
we are perturbing around the conguration with all Jxy = 1; thus the distance function d
can be thought of as characterizing the background metric.
Although our main purpose is to understand the consequences of the curvature action,
we will take our calculations as far as we can with a more general action for link variables
je that includes a mass term:
SJ = 
24X
hefi
1
2
(je   jf )2 +
X
e
1
2
m2Jj
2
e
35 ; (4.3)
where the prefactor  is at this stage arbitrary. If we expand the rst term of (4.1)
to quadratic order in the uctuations je, the quadratic term agrees precisely with (4.3)
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provided we choose
 =
1
2(1 + q)
J = n : (4.4)
Thus we can proceed with general  and J , and at the last step specialize to massless
edge length uctuations by using (4.4).
Starting from the action (4.3), we easily see that the bulk-to-bulk Green's function for
uctuations of je should satisfy
(e +m2J)G(e; f) = ef ; (4.5)
where ef = 1 if e = f and 0 otherwise. One may check by direct calculation that
GJ(e; f) =  ( J)(2J   2n)
(J   n) G^J(e; f) where G^J(e; f) = p
 Jd(e;f) (4.6)
solves (4.5), provided J satises
m2J =  
1
( J)(J   n) : (4.7)
Here and below, we use the local zeta function
(s)  1
1  p s : (4.8)
For edge length uctuations, where we know that mJ = 0 from having analyzed the
linearized equations of motion following from the action (3.20), we set J = n. The other
choice, J = 0, has a pathology in that the prefactor on GJ(e; f) vanishes. The correct
Green's function in that case is proportional to d(e; f) rather than a power of p d(e;f), and
this is symptomatic of logarithmic scaling behavior in the two-point function of the dual
operator; compare with [4].
We will also need a bulk-to-boundary propagator, KJ(e; y), where y 2 Qq. Consider
the semi-innite path [e : y), where the notation [e indicates that e is included in the path,
whereas the notation y) indicates that y is not. Let x be the vertex at the end of e that is
further from y, and recall from [1] that we can identify x as a equivalence class of points
(z; z0), where z 2 Qq and z0 = p! for some ! 2 Z. The equivalence relation is that we
regard (z; z0) and (z
0; z0) as the same point i z0 = z+ z0n for some n 2 Zq. Then we have
KJ(e; y) = p
J
(J)(2n  2J)
(2J   n)(n J)K^J(e; y) ; (4.9)
where
K^J(e; y) =
jz0jJ
j(z0; y   z)j2J : (4.10)
In (4.10), jz0j = p ! is the p-adic norm of z0, and the norm in the denominator is j(z0; y 
z)j  supfjz0j; jy   zjg. By construction, KJ(e; y) satises the bulk equation
(e +m2J)KJ(e; y) = 0 ; (4.11)
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and its integral over the boundary isZ
Qq
dyKJ(e; y) = jz0jn J : (4.12)
Finally, KJ satises the property
KJ(e; y) = G^J(e; f)KJ(f; y) ; (4.13)
where f is any edge along the path [e : y). In section 4.2 we will need a Fourier integral
of KJ :
KJ(e; k) 
Z
Qq
dx(ky)KJ(e; y)
=

jz0jn J + jkj2J njz0jJ (J)(n  2J)(2n  2J)
(2J)(2J   n)p(n J)

(kpz0) ;
(4.14)
where e is an edge on the path in Tq from 1 to 0, and z0 is the depth coordinate of the
vertex of e further from the boundary point 0. In (4.14), () is an additive character on
Qq with the property () = e2i for rational  (see for example [1] for details on the
Fourier transform over Qq). The function () is 1 when  2 Zq, and 0 otherwise.
4.2 Two-point function
To compute the two-point function hT (z1)T (z2)i for separated points z1; z2 2 Qq, we must
evaluate the quadratic on-shell action (4.3) on a solution to the equations of motion. For
a solution to the equation of motion, (4.3) reduces to
Son shell =  
4
X
e
 j2e : (4.15)
Because we are interested in separated points, we will not attempt to track boundary terms
as we did for the curvature action in section 3.2.
We employ the familiar Fourier space method, where we label each edge e by coordi-
nates (z0; z), where z0 = p
! for some ! 2 Z and z 2 Qq. The meaning of this labeling
is that the vertices at the ends of the edge e are associated to (z0; z) and (pz0; z), where
z0 = p
! for some ! 2 Z, and z 2 Qq is dened up to replacements z ! z+pz0n for n 2 Zq.
Guided by (4.14), we set
je = 1(k1z)K(z0; k1) + 2(k2z)K(z0; k2) ; (4.16)
where we dene8
K(z0; k)  jz0j
n J + J jkj2J njz0jJ
jjn J + J jkj2J njjJ (kpz0) (4.17)
8A non-trivial check of (4.16) is that (kz)K(z0; k) depends only on e and not the particular z 2 Qq we
use as the coordinate of e in the boundary direction. Only then is je well dened as a function of the edge e.
To see that (kz)K(z0; k) depends only on e, rst note that because of the factor of (kpz0) in (4.17), we
may assume that jkz0j  p. Upon replacing z ! z+pz0n for some n 2 Zq, the fractional part of kz changes
by kpz0n, and this is a p-adic integer since jkpz0nj  jkpz0j  1. Thus (kz) ! (kz + kpz0n) = (kz),
as desired.
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and
J =
(J)(n  2J)(2n  2J)
(2J)(2J   n)p(n J) : (4.18)
In (4.16){(4.17), we have introduced a UV cuto  = p
, and we prescribe a cuto form of
the on-shell action (4.15) as follows:
S =  
4
X
jz0j>jj
 j2e =

4
24 X
jz0j=jj
j2e  
X
jz0j=j=pj
qj2e
35 (4.19)
Each sum in square brackets is over all edges with a xed z0, as indicated. Plugging (4.16)
into (4.19), we obtain a regulated two-point function
hT(k1)T(k2)i =  @
2Son shell
@1@2
(4.20)
=

2
0@q X
jz0j=j=pj
((k1 + k2)z)
1A


p2n 2J
1 + Jp
2J njk1j2J n
1 + J jk1j2J n
1 + Jp
2J njk2j2J n
1 + J jk2j2J n

  
2
0@ X
jz0j=jj
((k1 + k2)z)
1A
= J jj2J 2n(k1 + k2) p
2n
(2J   n) jk1j
2J n + (non-universal) :
The non-universal terms include divergent terms with no dependence on k1 and k2 other
than (k1 + k2), and also terms that are subleading relative to the term shown in the last
line of (4.20) in the limit where jk1j and jk2j are small. Referring to [1], we haveZ
Qq
dk (kz)jkj2J n = (2)
(n  2)
1
jzj2J ; (4.21)
up to divergent terms proportional to (x). Thus, for separated points, we nd
hT (z1)T (z2)i = p2n (J)(2n  2J)
(2J   n)2(n J)
1
jz12j2J ; (4.22)
where we have attached a leg factor for the operator T (z):
T (z) = lim
!0
jjn JT(z) : (4.23)
So far, in this section and in section 4.1, our exposition has relied on the action (4.3), with
general  and J . As discussed in section 4.1, we can specialize to the case of massless
edge length uctuations as controlled by the rst term of the action (4.1) by using the
values for  and J given in (4.4). Plugging these values into (4.23) yields
hT (z1)T (z2)i = p
n
4
(2n)
(n)2
1
jz12j2n : (4.24)
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Due to the factor of jj2J n in the last line of (4.20), there are changes of the cuto scheme
which can result in extra powers of p2J 2n in the two-point function. For instance, we
could cut o the sum (4.19) by requiring jz0j  jj instead of jz0j > . Such changes of
cuto scheme evidently do not aect (4.24).
4.3 The mixed three-point function
To compute the mixed three-point function hT (z1)O(z2)O(z3)i for separated points z1, z2,
and z3, we require the cubic interaction term that follows from the second term in (4.1):
Sint =
X
hxyi
jxy
2
(x   y)2 : (4.25)
In addition to the bulk-to-boundary propagator (4.9) for edge uctuations, we need the
bulk-to-boundary propagator for x, known from [1]:
K(a; y) =
(2)
(2  n)K^(a; y) ; (4.26)
where
K^(a; y) =
jz0j
j(z0; y   z)j2
; (4.27)
where now (z0; z) is understood to be a coordinate choice for the bulk vertex a.
The three-point function can be calculated as follows:
hT (z1)O(z2)O(z3)i= 
X
habi
KJ(habi;z1) [K(a;z2) K(b;z2)] [K(a;z3) K(b;z3)]
= pJ (J)(2n 2J)
(2J n)(n J)

(2)
(2 n)
2
ATOO(z1;z2;z3) (4.28)
where
ATOO(z1; z2; z3) = K^J(hCC1i; z1)K^(C; z2)K^(C; z3)A^TOO : (4.29)
In (4.29) we have introduced the point C where paths from z1, z2, and z3 meet in Tq, and
the adjacent point C1 which is one step away from C in the direction of z1. It is easy to
check that
K^J(hCC1i; z1) =
 z23z12z13
J K^(C; z2) =  z13z12z23
 K^(C; z3) =  z12z13z23
 ; (4.30)
and therefore
K^J(hCC1i; z1)K^(C; z2)K^(C; z3) = 1jz12jJ jz13jJ jz23j2 J
: (4.31)
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The quantity A^TOO in (4.29) has no dependence on the zi and comes from the summation
over all edges in (4.25). Explicit calculation of A^TOO is unilluminating, and we will quote
here only the result:
A^TOO =
(J)(2  J)(J + 2   n)
(2J)(2)2(2J   2n)(4   2n) (4.32)

h
(J)(J   n)(4   2n)  2p J (2J)(2J   2n)(2   n)
i
:
A signicant simplication occurs when we take J ! n, as appropriate for massless edge
length uctuations: then the three-point function becomes
hT (z1)O(z2)O(z3)i =   (n)(2)
(2   n)( )(   n)
1
jz12jnjz13jnjz23j2 n
: (4.33)
4.4 The purely geometric three-point function
To compute the three-point function hT (z1)T (z2)T (z3)i for separated points, we only need
the rst term in (4.1). Expanding this curvature action to cubic order in the uctuations
jxy, we obtain the interaction terms
Sint =
X
hxyi
24c1j3xy + c2j2xy qX
i=1
(jxxi + jyyi) + c3jxy
X
1i<kq
(jxxijxxk + jyyijyyk)
35 (4.34)
where
c1 =   q(q + 3)
4(q + 1)2
c2 =
5  q
8(q + 1)2
c3 =
1
2(q + 1)2
: (4.35)
where as usual xi denotes the vertices adjacent to x other than y, while yi denotes the
vertices adjacent to y other than x. Similarly to (4.28){(4.29), we can easily see that
hT (z1)T (z2)T (z3)i =  
"
3Y
i=1
KJ(hCCii; zi)
#
A^TTT ; (4.36)
where C is the vertex in Tq where paths from z1, z2, and z3 meet, and each Ci is the vertex
next to C one step closer to the corresponding zi. The factor A^TTT has no dependence on
the zi, and for generic values of the coecients ci it is non-vanishing; however, remarkably,
for the particular values (4.35), we nd A^TTT = 0. (This is for J = n; in contrast to
previous subsections, we do not consider general J here.)
Consider rst the contribution of the j3xy interaction in (4.34) to the three-point func-
tion: it is
G1(z1; z2; z3) =  6
X
e
3Y
i=1
KJ(e; zi) =  
"
3Y
i=1
KJ(hCCii; zi)
#
P1 (4.37)
where
P1 = 6
X
e
3Y
i=1
hi(e) : (4.38)
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In (4.38) we have introduced functions
hi(e) =
KJ(e; zi)
KJ(hCCii; zi) (4.39)
on the tree. By construction, hi(e) increases by a factor of p
J for each step that e takes
along the path from C to zi in the direction of zi. But it decreases by a factor of p
 J for
each step that e takes o of this path. Intuitively, hi(e) is like the bulk-to-bulk propagator
G^(hCCii; e), but when the path from hCCii to e has vertices in common with the path from
C to zi, hi(e) includes extra positive powers of p
J (relative to G^(hCCii; e)) to account for
back-tracking.
Following steps similar to (4.37) for the remaining terms in (4.34), we nd
A^TTT =
3X
i=1
ciPi ; (4.40)
where
P2 =
X
hxyi
X
2S3
h(1)(hxyi)h(2)(hxyi)
qX
i=1
 
h(3)(hxxii) + h(3)(hyyii)

(4.41)
P3 =
X
hxyi
X
2S3
h(1)(hxyi)
X
1i<kq

h(2)(hxxii)h(3)(hxxki) + h(2)(hyyii)h(3)(hyyki)

:
In (4.41) we have summations over all permutations  in the symmetric group S3. The
reason is that we must be able to map any permutation of the three edges CCi to the three
edges involved in the interactions (4.34). A similar sum implicitly entered into (4.38), but
it gave only the prefactor of 6 because the interaction term j3xy doesn't distinguish among
the dierent permutations. The end result of performing the sums in (4.38) and (4.41) is
P1 = 24p
 2n(n) P2 =  48( n) P3 = 24 ; (4.42)
and plugging into (4.40) results in A^TTT = 0 upon using the coecients (4.35). Thus the
three-point function vanishes:
hT (z1)T (z2)T (z3)i = 0 (4.43)
for separated points z1, z2, and z3. It may be noted that (4.36) does not account for
boundary terms in the action. Because such terms (at least, the boundary terms we found
in section 3.2) are local on the boundary, they do not aect the result (4.43) for separated
points. A proper understanding of contact terms undoubtedly does require an account of
boundary terms.
5 Solutions to the discrete Einstein equations
We saw in section 3 (equations (3.26){(3.28) in particular) that the discrete version of the
Einstein equation takes the form x!y + y!x = 0, where x!y is a \directed half" of
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the variation of the edge length action with respect to Jxy. The only solutions we have
exhibited so far are the trivial ones where Jxy is constant for all edges, and these solutions
trivially satisfy the stronger equations x!y = 0, which can be recast asp
Jxy
X
zx
p
Jxz =
X
zx
Jxz : (5.1)
Clearly, setting all the Jxy to a common value solves (5.1) on any graph G, regular or not,
with or without loops. Perhaps less obviously, constant Jxy is the only solution to (5.1),
provided only that G is connected. To see this, let x be a xed vertex, and sum (5.1) over
all y adjacent to x. We get
cJ(x)
2 = (qx + 1)dJ(x) ; (5.2)
where qx + 1 indicates the coordination number of the vertex x (the number of edges
connected to it), and cJ(x) =
P
yx
p
Jxy while dJ(x) =
P
yx Jxy as in previous sections.
Now dene two vectors in Rqx+1:
~v = (1; 1; : : : ; 1) ~b =
p
Jxx1 ;
p
Jxx2 ; : : : ;
q
Jxxqx+1

: (5.3)
Here and below, we use x1; x2; : : : ; xqx+1 to denote the neighboring vertices of a given vertex
x. It is illuminating to rewrite (5.2) as
(~v ~b)2 = ~v2~b2 : (5.4)
Recalling that the Cauchy-Schwarz inequality, (~v ~b)2  ~v2~b2, is saturated only when ~v and
~b are linearly dependent, we see that all entries in ~b must in fact be identical. Replaying
the argument for each vertex x in G, we see that the edge lengths around each vertex
must be equal, and that means that axy is the same for all edges in G given that it is a
connected graph.
We are now going to write a more explicit form of the discrete Einstein equations (3.28)
which will make it easier to nd solutions with non-constant edge lengths. In the discussion
to follow, the graph G can still be a general connected graph. However, the discrete
Einstein equations are well motivated (at least, according to our development) only when
G is \almost a tree" in the sense explained in section 3. To proceed, we introduce the
positive quantities
x!y 
p
JxycJ(x)
dJ(x)
; (5.5)
and we observe that the discrete Einstein equations can be rewritten in the form
x!y   1
2
2
+

y!x   1
2
2
=
1
2
; (5.6)
whose general solution is parametrized by an angular variable xy 2 ( =4; 3=4) (see
gure 5):
x!y =
1
2
+
1p
2
cos xy y!x =
1
2
+
1p
2
sin xy : (5.7)
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Figure 5. The \local solution circle" for edge xy. The physical solution subspace lies inside the
interval xy 2 ( =4; 3=4) (the solid blue semi-circle).
The form (5.7) refers implicitly to a direction on the edge xy, in that x!y is expressed in
terms of cos xy while y!x is expressed in terms of sin xy. To make the notation more
symmetrical, let's introduce x!y = xy and y!x = 2   xy. Also introduce
x!y = (x!y)  1
1 +
p
2 cos x!y
2x!y = (x!y)
2  qx   cos 2x!y
(1 +
p
2 cos x!y)2
(5.8)
for all neighboring x and y. Then (5.7) reduces to
x!y =
1
2x!y
: (5.9)
Plugging (5.5) into (5.9) and rearranging, we wind up with
qx+1X
i=1
i 6=k
p
Jxxi   x!xk
p
Jxxk
2
= 2x!xkJxxk : (5.10)
(To see this, it helps to note that 2 = q2 + 2   1.)
If we think of Jxxk as xed, then (5.10) has an obvious geometrical interpretation.
Consider the space Rqx with coordinates (
p
Jxx1 ; : : : ;
\pJxxk ; : : : ;pJxxqx+1), meaning all
the
p
Jxxi except for
p
Jxxk . Let S0 be a sphere S
qx 1 of radius x!xk centered on the
point x!xk(1; 1; : : : ; 1), and let S be the part of S0 lying in the quadrant of Rqx where all
the coordinates
p
Jxxi are positive. Then (5.10) simply says that S is the locus of possible
bond strengths Jxxi for the edges other than xxk ending on a given vertex x.
To recover the constant Jxy solutions from (5.10), we set all x!y = =4, so that
x!y = 1=2, 2x!y = qx=4, and (5.10) is trivially satised for all x and all neighboring xk.
We would now like to exhibit a non-trivial solution on a graph with the topology of Tq
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for odd q, based on the idea that half the bond strengths leading into a given vertex take
one value, while the other half take a dierent value. (It doesn't matter whether q = pn
for some odd prime p.) Pick a particular angle  2 ( =4; 3=4), not equal to =4, and
set ~ = 2   . Let us abbreviate notation by setting  = (), ~ = (~),  = (), and
~ = (~). Then at each vertex x, we set
Jxxi =
(
~2Jx for i even
2Jx for i odd
x!xi =
(
 for i even
~ for i odd ,
(5.11)
where the Jx are as yet undetermined real positive numbers. Already, (5.11) passes a non-
trivial test: namely, (5.10) is satised both for odd and even k, due to the unobvious but
easily veried identities
q   1
2
(~   ~)2 + q + 1
2
(   ~)2 = 2~2
q   1
2
(   ~)2 + q + 1
2
(~   ~)2 = ~22 :
(5.12)
What remains is to check that the vertices can be tied together so that the assign-
ments (5.11) are consistent when applied to all vertices. Let y be one of the neighbors of
x, so that y = xk for some k. It must be that x = y` for some `, where the yi are all the
neighbors of y. The edge xxk is also the edge yy`, and we can look at consistency conditions
on this edge. The assignments of x!xi in (5.11) immediately lead us to conclude that k
and ` must have opposite parity. This is because if x!y = , then y!x = ~ by denition
of x!y and y!x.
Now that we have a consistent assignment of x!y and y!x, we can ask about the
bond strength between x and y. Assume k is even. Then Jxxk = ~
2Jx from the assignments
at vertex x, while Jyy` = 
2Jy from the assignments at vertex y. But the edges xxk and
yy` coincide: they are both the edge xy. Thus we see that Jy = (~=)
2Jx. If instead k is
odd, then the same reasoning would lead us to Jy = (=~)
2Jx. Continuing, we see that if
a vertex z can be reached from a xed vertex x along a path where Neven of the directed
links have the form wwi with i even, while Nodd have the same form with i odd, then
Jz =

~

2(Neven Nodd)
Jx : (5.13)
The nal conguration of bond strengths is unique up to relabeling of vertices and an
overall rescaling of all the Jxy. See gure 6. We note that the solution we have exhibited is
very dierent from constant Jxy, in that the variation in the Jxy is exponential with respect
to the number of steps along the graph. As a result, many paths to the boundary have
nite distance, while others have an exponentially diverging distance, and still others have
the linearly diverging distance that one encounters in constant Jxy solutions. If a distance
function can be induced on the boundary through some procedure of regulation starting
from distance on the graph, it would be very unlike the p-adic distance function jx   yjp
between boundary points x and y in Qp.
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Figure 6. A regular tree (for q = 3) with non-constant edge lengths as described by (5.11)
and (5.13). Left: each vertex x is labeled by the value Jx, and   (~=)2. The orientation of an
edge indicates the direction in which the edge can be expressed in the form w ! wj with j even.
The color of the edge stands for the bond strength Jxy. Edges of the same color have equal bond
strengths. Right: the same tree, now with edges of larger width indicating larger bond strengths,
taking  < 1.
Surprisingly, the non-constant edge solution just described has a constant negative
Ricci curvature. Plugging in the solution given by (5.11) and (5.13) in (3.11) at any edge
xy, we nd
xy =  2q   1
q + 1
+ 1  cos(  =4) ; (5.14)
where we recognize the q dependent part to be the Ricci curvature of a constant edge
solution, computed in (3.13). The Ricci curvature given in (5.14) displays scale freedom
just like the constant edge solution, and it is negative for all q  3 with  =4 <  < 3=4.
The non-constancy of the edges simply makes the Ricci curvature less negative compared
to the constant edge solution.
Analogous to the construction of the BTZ black hole, we can quotient the non-uniform
tree by certain abelian subgroups of the isometry group of the tree. The resulting geometry
is \almost a tree" with precisely one cycle consisting of an even number of links. The edge
lengths along the cycle are not necessarily all the same; dierent congurations are possible
from the same non-uniform tree, depending on dierent choices of the abelian subgroup.
We leave the detailed study of such topologies for future work.
6 Conclusions
Using the ideas of [7, 8], we have formulated an action principle for edge length dynamics on
a graph in terms of Ricci curvature. The action (3.20) is a discrete version of the Einstein-
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Hilbert action with a cosmological constant and a Gibbons-Hawking boundary term, and
it has a well-dened variational principle leading to discrete Einstein equations (3.28). In
contrast to many lattice constructions, there is no intention of taking a continuum limit,
at least when we have p-adic AdS/CFT in view. The Bruhat-Tits tree Tp, which stands in
for anti-de Sitter space in p-adic AdS/CFT, is naturally discrete, and the obvious p-adic
conformal symmetries act on the tree as graph isometries: see appendix A.
While there are substantial similarities between edge length dynamics and Einstein
gravity, there are some key dierences. Most notably, in our construction, we do not get
spin 2 gravitons in any obvious sense. The eld theory operator T dual to edge length
uctuations on the Bruhat-Tits tree Tp has a two-point function hT (z)T (0)i / 1=jzj2, like
a scalar operator. As discussed in [2], higher spin would be characterized by a more general
multiplicative character. When we generalize to the unramied extension Qpn , which is
an n-dimensional vector space over Qp, we nd hT (z)T (0)i / 1=jzj2n, meaning that T (z)
has dimension n, as expected for a stress tensor; but still there is no spin. Perhaps even
more surprising, the three-point function hT (z1)T (z2)T (z3)i vanishes for separated points,
though this is a result which seems to depend rather sensitively on the precise construction
of the Ricci curvature; in particular, it depends on our choice of the lapse factor Dx to be
the sum dJ(x) of the bond strengths for edges adjoining the vertex x.
There are some good reasons for the choice Dx = dJ(x). First, it is a simple way
to have our denition of Ricci curvature reduce to the one in [8] when all edge lengths
are equal. Second, Dx = dJ(x) changes smoothly under the process of connecting or
disconnecting vertices by letting the bond strength Jxy start from or go to zero. Third,
Dx = dJ(x) results in a linearized equation of motion for edge length uctuations of
the form  jxy = 0, whereas a more general function Dx will result in a mass term for
these uctuations. Clearly, Dx = dJ(x) is the simplest analytic combination of the bond
strengths with the three properties just mentioned. Nevertheless, we should keep in mind
the possibility of exploring other choices of Dx.
There are many directions to go from here. The action (3.20) seems ideally suited for
an analysis of the free energy of graphs such as the non-archimedean black holes of [2, 3].
The results of section 4 on correlators invite an analysis in p-adic eld theory of what
we should mean by a stress energy tensor. While p-adic applications obviously privilege
regular graphs with at most nitely many cycles, we can investigate a much broader class
of graphs. For example, tessellations of the Poincare disk could be considered, provided all
cycles are suciently long. Perhaps some connection between our edge length dynamics
and entanglement constructions along the lines of [2, 13, 14] could be made explicit. We
look forward to reporting on these topics in the future.
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A GL2 transformations of edges and vertices in a uniform tree
Here we review some discussion of [15, 16] about how subgroups of GL2(Qp) acts on edges
and vertices of the tree. For a tree of constant negative curvature with uniform edge lengths,
these GL2 properties continue to hold. Much like in classications of spin representations
of the Lorentz group, we can perform a translation so that a given vertex is moved to
the origin, then consider transformations that leave the origin xed. This will tell us a
bit about how elds at vertices like (x) and elds on edges like Jxy behave under such
transformations.
Recall that the nodes of the Bruhat-Tits tree are lattices in Q2p modulo similarity
transformations. If u and v form a basis of Q2p, call the lattice they span [u; v]. If g is in
GL2(Qp), acting with g on the lattice takes us to another lattice [gu; gv]. So GL2 moves
vertices around in the tree, and it turns out to also preserve edges of which there are p+ 1
per vertex. A convenient origin x0 of the Bruhat-Tits tree is dened by the lattice
u0 = (1; 0)
v0 = (0; 1)
x0 = [u0; v0] = Z2p (A.1)
The total Bruhat-Tits tree with origin x0 is the coset PGL2(Qp)=PGL2(Zp) (we've used
P to take care of the similarity.) PGL2(Zp) is the maximal compact subgroup and thus
xes the origin x0. One can see that the origin is xed by this stabilizer by explicit matrix
multiplication of the basis vectors with Zp coecients; the resulting lattice will always be
Z2p up to similarity.
The nodes 1 step from x0 are labeled by elements of P1(Fp). This is the set of nonzero
pairs (z1; z2) in Z=pZ modulo scalar multiplication in this group. Explicitly these are the
lattices [pu0; v0] and [u0 +nv0; pv0] for n = 0; : : : ; p  1. These adjacent vertices x  x0 are
permuted by the action of SL(2;Zp). This is analogous to the SO(2)  SL2(R) action on
the upper half plane.
Given a local eld (x) living at a vertex in the tree, we are free to make a GL2
transformation to translate this eld to the origin, (x0). Further SL(2;Zp) transformations
leave this invariant, and  would appear to have the expected scalar character under
the stabilizer group. For a generic eld living on an edge Uxy, we can again perform a
GL2 transformation to map this to Ux0x. As should be clear from the geometry, for a
 2 SL(2;Zp), the x index will transform as U 0x0x0 = xx0Ux0x. We should not be too
cavalier about calling this a spin, as in ordinary AdS dierent possible coordinate systems
and choices of stabilizer lead to dierent linear combinations of AdS isometries.
We have so far discussed the maximal compact subgroup of GL2 which xes the origin,
and we can also nd a transformation which xes a neighbor x1. The neighbor is obtained
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by applying
 =
 
1 0
0 p
!
(A.2)
so that (x0) = x1. For K a GL(2;Zp) matrix, K 1 xes x1. We can now look for an
operation which xes both x0 and x1 and by construction the edge connecting them. This
is found by intersection of the two stabilizer groups; K \ K 1 xes the oriented edge
of the tree and rotates all the branches running away from each endpoint. By conjugation
every edge possess such a stabilizer.
The fact that edge variables Uxy transform trivially under this new set of stabilizers
may make classication of spin representations more delicate. This may explain why the
gravitational degrees of freedom discussed in the present work do not appear to have spin.
We leave further exploration of this idea for future work.
B Vladimirov derivatives
In this appendix, we recall various denitions of the Vladimirov derivative operator (which
is a non-local operation dened on real functions of a p-adic variable), and clarify some of
its properties. The Vladimirov derivative is important in the context of p-adic AdS/CFT
as the derivative operator appearing in the boundary theory, for instance in the action for
the p-adic free boson CFT. While none of the results stated here are new, they have not
(as far as we know) been clearly and explicitly summarized in previous literature.
One commonly stated denition of the Vladimirov operator D is
Df(x) =
1
 p( )
Z
dy
f(y)  f(x)
jy   xj1+p
; (B.1)
where  is a real parameter representing the order of the derivative. This denition is
puzzling for several reasons: most importantly, it's not obvious that it does what it's
supposed to do (multiplication by jkjp) in the Fourier domain. Furthermore, it's not clear
that it has the right composition properties. We would like it to hold that
D(Df) = D(Df) = D+f: (B.2)
As we will show, one should understand (B.1) as a regularized version of the other denition
occurring in the literature:
Df =   ? f; (B.3)
where the ? denotes convolution, and the family of kernels  are dened by
(x) =
jxj 1p
 p()
: (B.4)
Note that plugging this denition into (B.3) yields the rst term, but only the rst term,
of (B.1). When f(x) is nonzero, the second term is in fact innite, at least for  = 1; it
diverges due to the pole in the integrand as y ! x.
{ 29 {
J
H
E
P
0
6
(
2
0
1
7
)
1
5
7
With regard to the additivity property (B.2), one would expect from the form of the
denition (B.3) that
 ?  = + : (B.5)
In fact, this is true as long as all of the expressions involved converge; this happens when
 > 0,  > 0, + < 1. The general result then follows by analytic continuation; what this
amounts to is that we have to allow ourselves to resum geometric series, even if the series
fail to converge. Similar behavior will occur in our analysis of the denitions of derivative.
First of all, let's note that the class of well-behaved functions we're interested in are
locally constant, and that the space of such functions is spanned by characteristic functions
of p-adic open sets: for instance,
(x) =
(
1; x 2 p  Zp;
0; x 62 p  Zp:
(B.6)
Since both denitions of derivative are linear and translation-invariant, we need only check
their equivalence on the functions  to establish it in general.
Let's start with the denition by convolution,
D(x) =
1
 p( 1)
Z
dy
(y)
jx  yj2p
: (B.7)
There are two cases to consider: rstly, when jxjp > p  (so that the pole is outside the
support of the characteristic function and can't cause divergences), and jxjp  p  . In the
rst case, jx  yj = jxj, and the integrand is just a constant over the region of integration;
we obtain
D(x) =
1
 p( 1) 
1
jxj2p
 p  (x 62 p  Zp); (B.8)
where the last factor comes from the measure of the set p  Zp.
In the second, more complicated case, there are three sub-cases to consider: jyj can
be strictly less than x, greater than, or equal. We write the integral as a sum over the
circles ordp y = ; recall that the measure of each such circle is just (p   1)=p1+. Using
the ultrametric property of the norm, and adopting the notation  = ordp x, we nd that
D(x) =
1
 p( 1)
0@ 1X
=
p  1
p1+
p2 +
1X
=+1
p  1
p1+
p2 + ( =  term)
1A ; (B.9)
where we must include an extra sum over sub-circles in the  =  term, since it includes
all cases y = x+  where jj  jxj. This term works out to
p  2
p1+
1
jxj2p
+
p  1
p
X
>0
1
p+
 p2(+); (B.10)
and is the origin of the divergence (since  ! 0 is the pole y ! x in the integrand). The
other innite series in (B.9) is convergent.
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To deal with this problem, we allow ourselves to resum the geometric series, even
though we are obviously not within the domain of convergence: we rewrite (B.10) as
p  2
p1 
+
p  1
p1 
X
>0
p ! p  2
p1 
+
p  1
p1 
p
1  p =  
2
p
 p; (B.11)
leading to the nal result
D(x) =   p
 1
 p( 1) (x 2 p
  Zp): (B.12)
The regularization we performed amounts to subtracting the innite constantP
2Z p
, since
 
X
0
p =   1
1  p 1 =
p
1  p: (B.13)
A moment's thought shows that this innite sum is just the termZ
dy
(x)
jy   xj2p
(B.14)
that appears in the alternative denition (B.1). The reader can easily check that repeating
the calculation using the denition (B.1) yields exactly the same answer, but all quantities
that appear are nite and no further regularization is required.
Now, in order to check that the regularized Vladimirov derivative (B.1) satises the
desired additivity property (B.2), one can simply check for an arbitrary characteristic
function that
D(D) = D
+ ; (B.15)
when the regularized denition (B.1) is used. The general result will then follow by trans-
lation invariance and linearity. First one must generalize the above calculation to general
values of the parameter . This is straightforward to do, and the result is
D(x) =
8<:+
1
 p( ) 
p 
jxj1+p ; x 62 p
  Zp;
  1 p( ) 
p 1
p  p

p 1 x 2 p  Zp:
(B.16)
To make this a bit more transparent, we still obtain a constant when x is inside the support
of  , and a decaying function (with opposite sign) when x is outside. However, the value
of the constant is a function of both of the parameters  and .
We then must take a further Vladimirov derivative of (B.16). The rst case to consider
is when the point x lies inside p   ; as a reminder, we expect to get a constant with no
x dependence in this case. The integrand is then only nonzero when y lies outside of that
region, and we can evaluate the integral as
D(D)(x) =
1
 p( )
Z
dy
D(y) D(x)
jy   xj1+p
(B.17)
=
1
 p( ) p( )
X
<
p  1
p
p

p p(1+) +
p  1
p
p
p   1

: (B.18)
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Removing all non--dependent terms, the sum in the second term is just
P
< p
, which
evaluates to p=(p   1). The sum in the rst term is the same, except that  is replaced
by (1 + + ). Putting it all together, the result is
D(D)(x) =
1
 p( ) p( )
"
p  1
p
p(+)
p1++   1 +

p  1
p
2 p
p   1
p
p   1
#
(B.19)
=
p(+)
 p( ) p( )
p  1
p

1
p1++   1 +
p  1
p
1
(p   1)(p   1)

: (B.20)
A somewhat tedious computation (which is most easily done using Mathematica) shows
that the coecient reduces to the expected form:
D(D)(x) =   1
 p(   )
p  1
p
p(+)
p+   1 : (B.21)
In treating the second case, we'll use the same notation we have throughout; in partic-
ular,  = ordp x. In this case, the domain of integration is not restricted, and the integrand
is nonzero everywhere except on the circle jyj = jxj. There are three qualitatively dierent
regions in the sum (as concerns the behavior of the integrand): where  2 ( 1; ), (; ),
and [;1), respectively. Splitting these up and denoting them by A, B, and C, we have
D(D)(x) =
1
 p( ) p( )
p  1
p
[A+B + C] ; (B.22)
where the individual sums are as follows: rstly,
A = p 
X
<
p

p(1+)   p(1+)

= p p(1++)
 
p(1++)
p1++   1  
p
p   1
!
: (B.23)
(We have actually performed the sum for   ; it makes no dierence, since the summand
vanishes at  = , but allows us to write the result in a more convenient form.) Next, we
can evaluate
B = p p(1+)
 1X
=+1
p 

p(1+)   p(1+)

; (B.24)
which amounts to
B = p p(1+)
 
p   p(+1)
p   1   p
(1+) p
    p1 
p  1
!
(B.25)
Last of all, we look at the region where y lies inside the support of  :
C = p(1+)

 p  1
p
p
p   1   p
 p(1+)
 1X
=
p  (B.26)
= p(1+)

 p  1
p
p
p   1   p
 p(1+)

p   p
p  1 (B.27)
=  p
( 1)
p   1 p
(1+)   p
p  1p
(2++)p 2 : (B.28)
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Looking closely, we see that these two terms precisely cancel with two of the four terms
appearing in B (the rst and the last, after expanding the numerators)! This simplies
things greatly, as we can write
B + C =  p p(1++)

p
p   1 +
1
p  1

; (B.29)
and nally, gathering all terms together,
A+B + C =  p p(1++)
 
p
p   1 +
p
p   1 +
1
p  1  
p(1++)
p1++   1
!
: (B.30)
The form of the overall coecient is familiar by now, as it has come up in several of these
verications. Plugging (B.30) back into (B.22) and simplifying the coecient, we obtain
the expected result:
D(D)(x) =  p
 p(1++)
 p( ) p( )
p 1
p
 
p
p 1 +
p
p 1 +
1
p 1 
p(1++)
p1++ 1
!
(B.31)
= +
1
 p(  )
p 
jxj1++p
: (B.32)
It follows that the regularized Vladimirov derivative obeys the additivity property (B.2) on
the nose. This is not at all apparent from the form of the denition! One could have imag-
ined that the various innite terms that are subtracted to regularize the convolutions (B.3)
and (B.5) fail to cancel out, and spoil the composition law. Miraculously, this does not
happen, and the regularized Vladimirov operator behaves as one would like.
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