In recent years, artificial neural networks have been commonly used for time series forecasting by researchers from various fields. There are some types of artificial neural networks and feed forward artificial neural networks model is one of them. Although feed forward artificial neural networks gives successful forecasting results they have a basic problem. This problem is architecture selection problem. In order to eliminate this problem, Yadav et al. (2007) proposed multiplicative neuron model artificial neural network. In this study, differential evolution algorithm is proposed for the training of multiplicative neuron model for forecasting. The proposed method is applied to two well-known different real world time series data.
Introduction
There are many models proposed in the literature on the forecasting problem. Conventional forecasting models, one of these models, may be inadequate to solve many data due to various assumptions that they require. In this respect, artificial neural networks (ANN) that do not include the assumptions valid for conventional forecasting models are widely used as an alternative to conventional time series approaches. ANN is generally defined as mathematical algorithms inspired by biological neural networks and can learn from the samples and generalize them. It can be said that the most important feature of ANN is the ability to learn from a source of information (data). Learning process of ANN is the process of finding the best values of weights and this process is called as the training of ANN. Finding the best weights in ANN can be considered as an optimization problem. The most used learning algorithms are Levenberg-Marquardt and Back Propagation (BP) learning algorithms. However, the other methods used in the training of ANN are heuristic algorithms such as genetic algorithms, particle swarm optimization, simulated annealing and taboo search algorithm. The first ANN model was proposed by McCulloch and Pitts [1] . The studies on ANN began with a single-layer neural network. Single-layer neural networks consist of only the input and output layers and the output function of single-layer neural networks are linear. However, it was not possible to solve a nonlinear problem with single-layer neural networks. In later years multilayer perceptron (MLP) model was developed by Rumelhart et al. [2] in order to -11 10.1515/jaiscr-2016-0001 solve a non-linear problem. A MLP model consists of an input, one or more hidden and an output layer. The main objective of the MLP model is to reduce the difference between the output produced by the network and with the expected output of the network (error). In later years, several ANN models were proposed by Basu and Ho [3] , Labib [4] , Plate [5] and Zhang et al. [6] . In addition to these types of ANN, there are some ANN models in the literature such as generalized mean neuron model (GMN) proposed by Yadav et al. [7] and geometric mean neuron (G-MN) model proposed by Shiblee et al. [8] .
Multi-layer feed forward artificial neural networks (ML-FF-ANN) model is the most popular type of artificial neural networks among all of these methods. ML-FF-ANN is generally used for forecasting problem in time series analysis Aladag et al. [9] . The neural network forecasting literature was also summarized by Zhang et al. [10] . And also, it is well known that one major application area of ANNs is forecasting. Sharda [11] , Weigend et al. [12] , Weigend et al. [13] and Cottrell et al. [14] addressed the issue of network structure for forecasting real-world time series.
The determination of the numbers of neurons in the layers in ML-FF-ANN is an important problem. This problem is also called as architecture selection problem. In order to eliminate this problem, Yadav et al. [15] proposed multiplicative neuron model based artificial neural network (MNM-ANN) that this neuron model has a single neuron and it does not have architecture selection problem. While Yadav et al. [15] used back propagation learning algorithm, Zhao and Yang [16] used cooperative random particle swarm optimization (CRPSO) in the learning process of MNM-ANN. Therefore, the modified particle swarm optimization method proposed by Aladag et al. [17] is utilized to train MNM-ANN.
In this study, a new learning algorithm based on differential evolution algorithm for the training of MNM-ANN (MNM-ANN-DEA) is proposed. And also, the proposed method was supported by two well-known different real-life time series data and its superior forecasting performance was shown.
The remainder of this paper is organized as follows: short information about multiplicative neuron model (MNM) is given in Section 2. DEA is briefly summarized in the Section 3. The proposed method is introduced in Section 4. Under the main title of the applications in the fifth section, the application of the proposed method was examined by considering two different real life time series data. Finally, Section 6 presents conclusions and discussions.
Multiplicative Neuron Model
The single multiplicative artificial neuron model which is a special case of neuron model was first presented by Yadav et al. [15] . This model has only one neuron and the general structure of the model, which includes only five inputs, is illustrated in The operator Ω(x, θ) is a multiplicative operation which is composed of multiplication of weighted inputs. Activation function and target of the model are represented by f and y, respectively. In the literature, for training the multiplicative neuron model, there are several learning algorithms. BP and cooperative particle swarm optimization learning algorithms were used in the process of multiplicative neuron model by Yadav et al. [15] and Zhao and Yang [16] , respectively.
Differential Evolution Algorithm
DEA was proposed by Price and Storn [18] . DEA is a heuristic algorithm based on the population. It is similar with genetic algorithm in terms of operators such as mutation and cross-over operators. These operators are also used in the process of DEA, respectively. All these operators are applied to all chromosomes in the population in DEA and a new main objective of the MLP model is to reduce the difference between the output produced by the network and with the expected output of the network (error). In later years, several ANN models were proposed by Basu and Ho [3] , Labib [4] , Plate [5] and Zhang et al. [6] . In addition to these types of ANN, there are some ANN models in the literature such as generalized mean neuron model (GMN) proposed by Yadav et al. [7] and geometric mean neuron (G-MN) model proposed by Shiblee et al. [8] . Multi-layer feed forward artificial neural networks (ML-FF-ANN) model is the most popular type of artificial neural networks among all of these methods. ML-FF-ANN is generally used for forecasting problem in time series analysis Aladag et al. [9] . The neural network forecasting literature was also summarized by Zhang et al. [10] . And also, it is well known that one major application area of ANNs is forecasting. Sharda [11] , Weigend et al. [12] , Weigend et al. [13] and Cottrell et al. [14] addressed the issue of network structure for forecasting real-world time series. The determination of the numbers of neurons in the layers in ML-FF-ANN is an important problem. This problem is also called as architecture selection problem. In order to eliminate this problem, Yadav et al. [15] proposed multiplicative neuron model artificial neural network (MNM-ANN) that this neuron model has a single neuron and it does not have architecture selection problem. While Yadav et al. [15] used back propagation learning algorithm, Zhao and Yang [16] used cooperative random particle swarm optimization (CRPSO) in the learning process of MNM-ANN. Therefore, the modified particle swarm optimization method proposed by Aladag et al. [17] is utilized to train MNM-ANN. In this study, a new learning algorithm based on differential evolution algorithm for the training of MNM-ANN (MNM-ANN-DEA) is proposed. And also, the proposed method was supported by two wellknown different real-life time series data and its superior forecasting performance was shown.
Multiplicative Neuron Model
The single multiplicative artificial neuron model which is a special case of neuron model was first presented by Yadav et al. [15] . This model has only one neuron and the general structure of the model, which includes only five inputs, is illustrated in Fig. 1 . The operator Ω( , ) is a multiplicative operation which is composed of multiplication of weighted inputs. Activation function and target of the model are represented by and , respectively. In the literature, for training the multiplicative neuron model, there are several learning algorithms. BP and cooperative particle swarm optimization learning algorithms were used in the process of multiplicative neuron model by Yadav et al. [15] and Zhao and Yang [16] , respectively. chromosome is obtained. After using the mutation and cross-over operations the interested chromosome and the new chromosome are compared with a determined fitness value. Chromosome with a better fitness value is transferred to a new generation according to the objective function. The best chromosome is taken as the optimal solution at the end of the process of DEA. This information should be found enough in this section because DEA is discussed in more detail in the section of proposed method. Those who want more information can look at the study of Price and Storn [18] .
The Proposed Method
In the literature, there are many ANN methods for forecasting of time series. One of these methods is ML-FF-ANN. Besides, ML-FF-ANN has some problems. One of the most important problems in ML-FF-ANN is architecture selection problem. In order to eliminate this type of problem Yadav et al. [15] proposed MNM-ANN. There are some learning algorithms proposed in the literature for MNM-ANN to improve its performance.
In this study, a new learning algorithm based on DEA for MNM-ANN called MNM-ANN-DEA is proposed, firstly.
The algorithm of the proposed method is given step by step as below.
Algorithm
Step 1. Determine the parameters of DEA The parameters used in the structure of DEA are determined. These are the number of chromosomes (cn), gene numbers (gn) and cross-over ratio (cor).
Step 2. Generate the initial population A chromosome structure for the proposed learning algorithm is given in Figure 2 . Step 3. Calculate the fitness function value for each chromosome.
The calculation of the fitness function value for the chromosomes is given by the steps between 3.1 and Step 3.3 when the number of iterations is k.
Step 3.1. The weights and biases of MNM-ANN-DEA are obtained from (2 × m) genes of the chromosomes i at the iteration k. The formulas of weights and biases of MNM-ANN-DEA were given in Equations 1 and 2, respectively.
In these Equations, x k i,m represents the m th gene of the chromosome i at the iteration k.
Step 3. .
Step 
Step 4. Mutation and Crossover operations Mutation and Crossover operations are applied for each chromosome in the initial population, respectively.
Step 4.1. The application of Mutation operation For applying mutation operation in DEA, firstly four chromosomes are selected. The first one of these four chromosomes is called as current chromosome and the remaining three chromosomes are selected randomly except current chromosome. The first two of these selected three chromosomes are subtracted each other and it is called as the difference vector. Then, difference vector is multiply by F and a new chromosome is obtained (In general the parameter F gets values between 0 and 2. We take this F value as 0.8 which is general value in the literature in this study). This new chromosome is called as the weighted difference vector. The weighted difference vector is summed with the last of these selected three chromosomes and mutation operation is completed. This new created chromosome is called as the total vector. Thus, the chromosome to be used in the crossover operation is created with the help of mutation operation.
Step 4.2. The application of Crossover To apply crossover operation in DEA, the total vector obtained at the end of the mutation operation is compared with current chromosome and nominee chromosome is obtained. While nominee chromosome is obtained, each gene of total vector and current chromosome is evaluated one by one. First at all, a crossover rate (cor) is determined. Then, a random number is generated from between 0 and 1 with the help of uniform distribution. If this random number is smaller than the crossover rate, the gene is taken from total vector. If it is not, the gene is taken from current chromosome and nominee chromosome is generated and the fitness value of nominee chromosome is calculated.
Step 5. The Comparison of fitness values Nominee chromosome and interested chromosome are compared in terms of fitness values. That is, the chromosome which has the smaller RMSE value used as evaluation function is transferred to a new generation.
Step 6. Stopping criteria If it is reached to the maximum number of iterations or the fitness value calculated from the chromosome with the best fitness value is less than a predetermined value (ε)the process is end, otherwise move to Step 3. If the algorithm is stopped, the optimal weight and bias values are taken from the chromosome with the best fitness value.
Applications
To show the performance of the MNM-ANN-DEA, the proposed method is applied to two real life time series data. The first time series data is Australian Beer Consumption "(AUST)" data with 148 observations between years 1956 and 1994 and the second one is Canadian lynx data between years 1821 and 1934. The performance of the proposed method was evaluated with several methods suggested in the literature. For this purpose, RMSE criteria given in Equation 5 and Mean Absolute Percentage Error (MAPE) criteria given in Equation 6 were used to compare the methods.
In this Equation, n, y t andŷ t show the number of training samples, observed values and the forecasting values.
Analysis with Australian beer consumption data
The proposed method was firstly applied to the Australian beer consumption data (AUST) time series data with 148 observations between the years 1956 and 1994 which is shown in Figure 3 . The last 16 observations of the time series was taken as test data. In addition to the proposed method, AUST data, which is shown in Figure 3 , is examined by using seasonal autoregressive integrated moving average (SARIMA), Winter's multiplicative exponen- -cn is experimented as from 10 to 100 with increment 10
-cor is experimented respectively 0.1 to 1 with increment 0.1 -For all possible case, DEA is executed 100 times in MATLAB.
At the end of the process, we obtained 500 different solutions. Then the parameters (m, cn, cor) with the smallest RMSE value were taken as the best solution among these solutions.
We conclude that the best result is obtained in the case where m=5, cn=70, cor=0.2.
In addition, RMSE and MAPE criteria values for test set obtained from proposed method and other methods in the literature were given in Table 1 .
It is clearly seen in Tab. 1, that the proposed method has the best performance among all methods in terms of both RMSE and MAPE criteria.
Besides, the graph of the real observations and the forecasts obtained from proposed method for test set was given in Figure 4 . According to this graph, the forecasts obtained from the proposed approach are very accurate. 
Analysis with Canadian lynx data
The proposed method is also applied to Canadian lynx data consisting of the set of annual numbers of lynx trappings in the Mackenzie River District of North-West Canada for the period from 1821 to 1934. The last 14 observations of the time series was taken as test data. This data has also been extensively analyzed in the time series literature. We use the logarithm (to the base 10) of the data in the analysis. In addition to the proposed approach, logarithm of Canada lynx data, which is shown in Figure 5 , is examined by Autoregressive integrated moving average (ARIMA), WMES, ML-FF-ANN, During the analysis of AUST time series data,  The model orders in other words the number of inputs of MNM-ANN-DEA (m) was changed from 4 to 8.  cn is experimented as from 10 to 100 with increment 10  cor is experimented respectively 0.1 to 1 with increment 0.1  For all possible case, DEA is executed 100 times in MATLAB. At the end of the process, we obtained 500 different solutions. Then the parameters (m, cn, cor) with the smallest RMSE value were taken as the best solution among these solutions. We conclude that the best result is obtained in the case where m=5, cn=70, cor=0.2. In addition, RMSE and MAPE criteria values for test set obtained from proposed method and other methods in the literature were given in Table 1 . It is clearly seen in Tab. 1, the proposed method has the best performance among all methods in terms of both RMSE and MAPE criteria. Besides, the graph of the real observations and the forecasts obtained from proposed method for test set was given in Fig. 4 . According to this graph, the forecasts obtained from the proposed approach are very accurate.
Figure 4:
The graph of real observations and forecasts obtained from proposed method for AUST data.
2 Analysis with Canadian lynx data
The proposed method is also applied to Canadian lynx data consisting of the set of annual numbers of lynx trappings in the Mackenzie River District of North-West Canada for the period from 1821 to 1934. The last 14 observations of the time series was taken as test data. This data has also been extensively analyzed in the time series literature. We use the logarithm (to the base 10) of the data in the analysis. In addition to the proposed approach, logarithm of Canada lynx data, which is shown in Fig. 5 , is examined by Autoregressive integrated moving average (ARIMA), WMES, ML-FF-ANN, RB-ANN, Zhang [19] , Aladag et al. [20] and Yolcu et al. [21] . RB-ANN, Zhang [19] , Aladag et al. [20] and Yolcu et al. [21] . -cn is experimented as from 10 to 100 with increment 10
-cor is experimented respectively 0.1 to 1 with increment 0.1 -For all possible case, DEA is executed 100 times in MATLAB. At the end of the process, we obtained 500 different solutions. Then the parameters (m, cn, cor) with the smallest RMSE value were taken as the best solution among these solutions.
We conclude that the best result is obtained in the case where m=3, cn=90, cor=0.7.
In addition, RMSE and MAPE criteria values for test set obtained from proposed method and other methods in the literature were given in Table 2 .
It is clearly seen in Table 2 , the proposed method has the best performance among all methods in terms of both RMSE and MAPE criteria.
Besides, the graph of the real observations and the forecasts obtained from proposed method for test set was given in Figure 6 . According to this graph, the forecasts obtained from the proposed approach are very accurate. 
Conclusion and Discussion
In the literature, different types of ANN have been used in various applications. Especially, ML-FF-ANN has been widely used in the forecasting problem of time series. Although ML-FF-ANN gives successful forecasting results and uses in time series problems it has also some basic problems. One of these problems is the architecture selection problem which plays an active role in the forecasting performance of the network. There are some learning algorithms in the literature for MNM-ANN used in order to eliminate this problem.
In this paper, a new learning algorithm called MNM-ANN-DEA was proposed for MNM-ANN. In the proposed method, the training of MNM-ANN was performed by DEA, firstly. And also, the proposed method was applied to two well-known real life time series data and its superior forecasting performance was proved. At the end of the process, we obtained 500 different solutions. Then the parameters (m, cn, cor) with the smallest RMSE value were taken as the best solution among these solutions. We conclude that the best result is obtained in the case where m=3, cn=90, cor=0.7. In addition, RMSE and MAPE criteria values for test set obtained from proposed method and other methods in the literature were given in Table 2 . It is clearly seen in Table 2 , the proposed method has the best performance among all methods in terms of both RMSE and MAPE criteria. Besides, the graph of the real observations and the forecasts obtained from proposed method for test set was given in Fig. 6 . According to this graph, the forecasts obtained from the proposed approach are very accurate. 
In the literature, different types of ANN have been used in various applications. Especially, ML-FF-ANN has been widely used in the forecasting problem of time series. Although ML-FF-ANN gives successful forecasting results and uses in time series problems it has also some basic problems. One of these problems is the architecture selection problem which plays an active role on the forecasting performance of the network. There are some learning algorithms in the literature for MNM-ANN used in order to eliminate this problem. In this paper, a new learning algorithm called MNM-ANN-DEA was proposed for MNM-ANN. In the proposed method, the training of MNM-ANN was performed by DEA, firstly. And also, the proposed method was applied to two well-known real life time series data and was proved.
In of MNM-ANN to improve the forecasting performance.
