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A b st ra c t
The Internet, and in particular the World Wide Web, has become the primary source of information 
for a substantial number of people in the world. In many libraries, computers have taken over the 
main task of access to information and have pushed books to the periphery. But ever since its 
beginnings in 1990, the Web has changed and so have the ways we use it. An analysis of the Web's 
(cyber)space through graph theory can help identify how these changes have come about, and in 
what direction they are expected to push the Web in the future. The modern search engine, the Web 
2.0 revolution, cloud computing and the shift to mobile devices have shifted the nodal structure and 
nodal features of the Web, which is expressed in a shift from exploration to information-retrieval, 
and from informational to largely social uses. Increasingly, the dynamic nature of websites has 
decoupled the content from the form, resulting in a lack of accountability of authors towards their 
web pages, which are claimed to be the result of “objective” algorithms. This supposed objectivity 
obscures the process of centralisation on the Web, in which the hubs are getting stronger and absorb
traffic. As a result, there is a loss of associative data between non-hub web pages. The growing 
schism between form and content also makes it harder to spatially reify the information on the Web,
since content is not necessarily fixed in its location and presentation. This spatiality matters, 
because it greatly benefits associative understanding and memorisation of information. The realness
of the virtual space of the Web is analysed and is found to be real in the sense that it has real 
consequences. Moreover, the application of the spatial metaphor to the inherently non-spatial digital
data is shown to be vital to effective use of the Web. Several strategies and tactics are proposed to 
stop this reduction of space and associativity in the Web.
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I n t ro d u c t i o n
“Low ceilings and tiny rooms cramp the soul and the mind.” – Fyodor Dostoevsky1
The Oxford English Dictionary defines cyberspace as follows: “The notional environment in which 
communication over computer networks occurs.” The key to this definition is in the word 
“notional”. According to that same dictionary, something notional is something “existing as or 
based on a suggestion, estimate, or theory; not existing in reality.” This then, in a short, ten-word 
description of cyberspace, is the dictionary's vital message: cyberspace does not really exist or, at 
least, its environment does not. It is at best suggestion, estimate, or theory. My goal in this thesis is 
to convince you first and foremost that cyberspace does really exist, and my focus will be on the 
ephemeral second part of that word: space. As Margaret Wertheim stresses, “just because something
is not material does not mean it is unreal.”2 Wertheim argues that this view – of cyberspace as “not 
existing in reality” – is grounded in our modern monistic view of space, which is purely physical 
and mathematical, or Euclidean.
My second goal in this thesis is to show that the space present within cyberspace, precisely 
because it is so ephemeral, can and will undergo changes. Here, I will focus on the cyberspace of 
the World Wide Web alone, and I will show that the way we design and use the Web strongly 
influences its usefulness. What makes the Web so powerful as a database of information is its 
hypertextuality, its associative potential, but we should keep in mind that it is and always has been 
humans who make these associations. The architecture of the Web can either facilitate or hinder the 
creation of such associations, and I will argue in this thesis that the developments of the Web in 
recent years – exemplified in the Web 2.0 revolution – do the latter.
As mentioned, when I speak of cyberspace in this thesis, I limit myself to the cyberspace of 
the Web. When I speak of spatiality, I follow Lefebvre in speaking of a socially produced space, a 
space that is real in the sense that people experience it as such, not in the sense that it adheres to the 
laws of physics; real in consequence as opposed to real in cause, if you will.
My hypothesis is that the Web is shrinking, that there is less space in the Web now than there 
was when it started out. Now, of course, when we do not limit ourselves to physical space, there are 
many spatial dimensions possible. One interesting notion of Web space that I mostly ignore is the 
two-dimensional space of a web page itself, its typographical spatiality. Another I only touch upon 
1 F. Dostoevsky, Crime and Punishment (Ware, Hertfordshire: Wordsworth Editions, 2000), p. 351.
2 M. Wertheim, The Pearly Gates of Cyberspace (New York City: W. W. Norton & Company, 1999), p. 231.
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briefly is the Web's underlying physicality, its rootedness in servers dispersed across the world. 
While both of these are interesting dimensions of the Web's spatiality, they are intricate enough to 
warrant a thesis of their own, and are thus outside of the scope of this one. Instead, the Web space I 
will be chiefly concerned with is the one which connects the documents of the Web (its pages) to 
each other. It is the kind of space that is illustrated in visualisations of the Web as a giant interstellar
network (for example, see Figure 1). It is important to note here that one of the main differences 
between physical space and this produced space of the Web is that only one page at a time is 
viewed, and that the surrounding nodes cannot be glimpsed in the distance. There is no visual 
access across distances. Having said that, as we will see, people built cognitive spatial maps of the 
way web pages relate to each other. This constant mental process of spatialising the non-spatial data
of cyberspace shows the importance of having a strong experience of space online. Therefore I 
think the changes in online space I will describe are important, as are the potential remedies I will 
describe in the last chapter.
This thesis is structured as follows: in the first chapter I will more sharply define the spatiality
I am concerned with here, and I will outline a model for analysing the spatiality of the Web, using 
graph theory. I will distinguish between developments that affect the Web as a whole, developments
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Figure 1: Detail from "The Internet Map" <http://www.internet-map.net/> (14 September, 2014)
that affect its nodes (web pages) and developments that affect its edges (hyperlinks). The second 
chapter will trace the changes to the Web that are the cause of the reduction of space. I will trace 
them through three major developments: the modern search engine, cloud computing, and the shift 
to mobile devices. In the third chapter I will elabore on the realness of this socially produced space, 
and why preserving the space in the Web as much as possible matters. Finally, in the last chapter I 
will talk of “strategies” and “tactics” that can aid this preservation of space. In the coda I will revisit
my main hypothesis and see if it has been confirmed by the contents of this thesis. I will also 
stipulate some directions for possible future research.
Rather fitting for a thesis that discusses associativity and interrelatedness, the issues at hand 
here are all closely connected and causally related, and therefore there are many other sensible ways
to structure these arguments aside from the way I did here. To make the text as useful as possible, I 
have added references to other parts of the text wherever necessary. This thesis, as are many texts 
throughout history, is a typical case of forcing a linear perspective on something that should be 
much more flexible, something that should be hypertextual. Therefore, I urge you to diverge from 
my route where you feel a diversion is due.
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1 D ef i n i n g  c y b e rs p a c e
The term cyberspace was coined by author William Gibson in his novel Neuromancer (1984), 
denoting “a graphic representation of data abstracted from the banks of every computer in the 
human system”, and was quickly applied to the burgeoning World Wide Web at the beginning of the
1990s.3 Cyberspace, while often associated with the Internet, has generally been defined in a 
broader sense, as an “indefinite place” that has come into being of necessity when our 
communication technologies increasingly facilitated communication at a distance. Cyberspace was 
the indefinite, virtual place where the two disembodied voices on the telephone, or the two 
disembodied writers in an instant messaging conversation, met.4 The popular use of the term 
suggests that the spatial metaphor has proved a useful tool to help imagine and navigate (another 
spatial metaphor) the World Wide Web. The two most popular Web browsers of the early web, 
Netscape Navigator (Mosaic) and Internet Explorer, added to the spatial metaphor through their 
names, as did terms like “visiting a web page”, “surfing”, “following a link”, and “exploring”, all of
which suggest movement through a space.
Even more germane to the purposes of this thesis is the concept of the cyberflaneur. During 
the 1990s, in several articles and essays, the cyberflaneur was posited as a metaphor for the manner 
in which people moved (strolled) through virtual spaces without any predetermined motive or plan. 
According to Maren Hartmann, “a cyberflaneur is generally perceived as someone who has not 
been hypnotised by the new media but who is able to reflect despite being a constant stroller within 
the virtual spaces”.5 The popularity of this notion in the 1990s6 and its subsequent demise in the 
years after7 can be considered synecdochical for the argument that will be outlined in this thesis.
The virtual space that cyberspace represents dates further back than the Internet or other 
modern communication technologies. Many commentators have traced its roots back to Cartesian 
3 W. Gibson, Neuromancer (New York City: Ace, 1984).
4 B. Sterling, The Hacker Crackdown (New York City: Bantam Books, 1992).
5 M. Hartmann, Technologies and Utopias: The Cyberflâneur and the Experience of Being Online (München: Verlag 
Reinhard Fischer, 2004).
6 See for instance S. Goldate, 'The 'Cyberflâneur' - Spaces and Places on the Internet', Ceramics Today, 5 April 1998 
<http://www.ceramicstoday.com/articles/050498.htm> (8 August, 2014) and W.J. Mitchell, City of Bits: Space, 
Place, and the Infobahn (Boston: MIT Press, 1999).
7 E. Morozov, 'The Death of the Cyberflaneur', New York Times, 5 June 2012  
<http://www.nytimes.com/2012/02/05/opinion/sunday/the-death-of-the-cyberflaneur.html> (9 July, 2014).
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dualism, playing host to the mind as our physical space does to the body.8 Meanwhile, Lev 
Manovich argues that one form or another of cyber- or virtual space has been around for a long 
time. Manovich stretches up the definition of the word “screen” to include paintings and film, the 
point being that any “act of cutting reality into sign and nothingness simultaneously doubles the 
viewing subject, who now exists in two spaces: the familiar physical space of her real body and the 
virtual space of an image within the screen”. For computer and television screens as well as for 
paintings, “the frame separates two absolutely different spaces that somehow coexist.”9 Moreover, 
throughout history the idea of space itself has largely been less rigid than it is now. As Margaret 
Wertheim shows in her history of our perception of space, in past times there was another realm of 
space apart from physical space. “Just what it meant to have a place beyond physical space is a 
question that greatly challenged medieval minds, but all the great philosophers of the age insisted 
on the reality of this immaterial nonphysical domain.”10 Wertheim takes as her prime example 
Dante's Divine Comedy (c. 1308-1321), whose protagonist moves through the realms of Hell, 
Purgatory, and Heaven.
These examples suggest that the virtual has always been spatial, that the imaginary realm has 
always been, in fact, a realm through which the dreamer could move. Such a legacy can for instance
be found in the ancient custom of constructing “memory palaces”, which arranged facts or ideas 
relative to each other in an imagined building in order to help recall them through associative 
thought. I will discuss memory palaces at the end of Section 3.2.
Yet, despite the popularity of the term cyberspace, its spatiality is not at all evident. As 
Wertheim notes, in contemporary society “many of us have become so habituated to the idea of 
space as a purely physical thing that some may find it hard to accept cyberspace as a genuine 
'space'”.11 In the next paragraph, I will follow many researchers in adopting a graph theory model of
the Web, and this model will allow us to analyse the spatiality of the Web. I will also briefly look at 
some definitions of space that go beyond the stark Euclidean notion of space that has become the 
norm. In Chapter 3 I will more elaborately deal with this disputed spatiality of cyberspace.
8 See for instance E. Müller, 'Cyberspace as Cartesian Project', Dichtung Digital, 10 November 2002 
<http://www.dichtung-digital.de/2002/11/10-Mueller/index.htm> (8 August, 2014) and B. Ajana, 'Disembodiment 
and Cyberspace', Electronic Journal of Sociology, 2005 <http://www.sociology.org/content/2004/tier1/ajana.html> 
(8 August, 2014), as well as discussions on what has been termed “digital dualism”, such as found in N. Jurgenson, 
'Digital dualism versus augmented reality', Cyberology, 24 November 2011 
<http://thesocietypages.org/cyborgology/2011/02/24/digital-dualism-versus-augmented-reality/> (8 August, 2014).
9 L. Manovich, The Language of New Media (Cambridge: MIT Press, 2001), p. 94-115.
10 M. Wertheim, The Pearly Gates of Cyberspace (New York City: W. W. Norton & Company, 1999), p. 35.
11 M. Wertheim, The Pearly Gates of Cyberspace (New York City: W. W. Norton & Company, 1999), p. 230.
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1.1 The Web as a graph
For our present purposes we will restrict our definition of cyberspace solely to the World Wide Web 
(henceforth I will use the shorthand Web). It is important to note here, then, that the most outright 
claims of spatiality for cyberspace do not pertain to the Web, but to spaces actually reified virtually 
in three dimensions, such as games, virtual reality technologies, and virtual worlds like Second Life.
The Web does not have the semblance of space in and of itself. Instead, the experience of space is 
created by the sequential viewing of (two-dimensional) pages, whose specific interconnectedness 
forms a cognitive road map of places connected by different routes.
The Web thus serves as a metaphor for a network of access points spatially arranged in a 
graph-like way. The word “web” conjures up the image of the bare-boned infrastructure of a 
modern city, a grid offering multiple
navigational options at any time.
Translated to graph theory, the Web can
be visualised by taking static web pages
as nodes and the links between them as
edges. Studies that analysed the web
through graph theory have found an
average in-degree (number of incoming
links) of between 8 and 15 for web
pages, and have found in-degree on the
Web to be governed by a power law.12 It
has been found that two random pages
on the World Wide Web are an average
19 clicks away from each other.13 The
resulting network has been termed a
scale-free network (Figure 3), as
opposed to the random/exponential
distribution that all networks were
previously thought to possess (Figure
2). In a scale-free network, certain
12 A-L. Barabási, R. Albert and H. Jeong, 'Scale-free characteristics of random networks: the topology of the world-
wide web', Physica A: Statistical Mechanics and its Applications 281.1 (2000), p. 69-77.
13 R. Albert, H. Jeong and A.-L. Barabási, 'Internet: Diameter of the world-wide web', Nature, 401 (1999), p. 130-131.
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Figure 2: Random distribution network
Figure 3: Scale-free network, with B and D as hubs
webpages serve as hubs connecting the others. Such scale-free networks grow by a process called 
preferential attachment: nodes with a higher in-degree have a higher chance of being linked by a 
new node. This is related to the network effect, which applies preferential attachment to the social 
realm, arguing that the more people frequent a certain node/hub, the higher its use value will be to 
other users.
In order to be able to speak of the changing spatial properties of the Web through time, as is 
the intent of this treatise, I will take the Web graph as my base model. I will show that recent 
developments such as cloud computing, the popularity of mobile device use and the ubiquity of the 
PageRank algorithm in search engines have complicated the idea of the spatial Web. Pages are 
increasingly less static, and since dynamically generated pages also include dynamically generated 
links, both the nodes and the edges of the graph are complicated. Moreover, there is a difference 
between space as defined by link distance in a graph (quantitative), and space as perceived by the 
user (qualitative). In this thesis I argue that there are traits for web pages such that if they are similar
in page X and page Y, navigating between these pages will feel like less spatial movement – like a 
shorter trip – than if the traits were vastly different. While such traits are often qualitative and can 
thus not be properly applied to a quantatitative/mathematical model such as the Barabási-Albert 
scale-free network, I will argue that for several intents and purposes it can be useful to supplement 
the Web graph with these qualifications on several levels: some working over the graph as a whole 
(the centralising force of cloud computing), some on the nodes (the extent to which pages are 
static/dynamic), and some on the edges (the perceived difference between nodes). Such an 
amplified graph should be seen as a model for a socially produced space à la Lefebvre.14
It is important here to denote the difference between geometrical space, or space per se, and 
socially produced space. While Lefebvre and his followers defined these social spaces from within 
a Marxist paradigm – to show that space is politicised – for the purposes of this thesis it is merely 
important to understand that space can be construed, and moreover that this construed space is in 
many cases a more useful concept through which to look at space than absolute, Euclidean space, 
since this construed space is generally closer to the user's experience of space. As Soja notes:
[T]his physical space has been a misleading epistemological foundation upon which to analyse 
the concrete and subjective meaning of human spatiality. Space in itself may be primordially 
given, but the organization, and meaning of space is a product of social translation, 
transformation, and experience.”15
14 H. Lefebvre, The Production of Space (Oxford: Blackwell, 1991).
15 E.W. Soja, Postmodern Geographies: The Reassertion of Space in Critical Social Theory (London: Verso, 1989), p. 
79-80.
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Or, as Gaston Bachelard summarises it: “Inhabited space transcends geometrical space.”16
In the following sections, I will briefly outline some of the many effects complicating the 
Web graph, so as to be able to use these concepts and analyse them in detail in the following 
chapters.
1.2 Effects on the network at large
When the Web graph is discussed in the literature, significantly, its nodes are always specified as 
static web pages. As such, the increase in dynamically generated web pages and web services is the 
most complicating influence on the Web conceived as a digraph, as it was theorised above. 
Effectively, what is vital here is whether one page, tied to one location (accessible through a 
URL, uniform resource locator, or, alternatively, a URI, unique resource identifier), retains the same
link structure for every user in every context. When the page content is created dynamically on the 
basis of user information (personalisation and location), choice of browser, or time of day, it will 
mean that there is no longer one graph instantiation of the Web, but many different ones depending 
on the context. This dynamic on-the-fly generation of content has of course always been an 
affordance of the digital medium. Already in 1991, Novak talked of a virtual building's 
performance as opposed to its form,17 and this term has been co-opted by Manovich when he talks 
of the data flowing from modern web applications as a software performance instead of a 
document, since it is “constructed by software in real time”.18 This dynamicity is harmful for a 
user's sense of space online. Imagine that the infrastructure of your town changes daily, and that you
would have to figure out a new route to work every day. It becomes impossible to store a spatial 
representation of the data when the data (and their associative properties) are in constant flux. Such 
a Web would more resemble Penelope's web, undone every night and made anew every day, than it 
would the careful threadings of a spider.
Essentially, it results in a decoupling of the content from the containers. As we will see in 
the next two chapters, this creates a lack of accountability. The more complex websites (or web 
services) become, the less they take responsibility for their own (generated) pages.
16 G. Bachelard, The Poetics of Space (Boston: Beacon Press, 1994), p. 47.
17 M. Novak, 'Liquid Architectures in Cyberspace', in M. Benedikt (ed.), Cyberspace: First Steps (Boston: MIT Press, 
1991), p. 225-254.
18 L. Manovich, 'The Algorithms of Our Lives', The Chronicle, 16 December 2013 <http://chronicle.com/article/The-
Algorithms-of-Our-Lives-/143557/> (14 September, 2014).
10
While looking at the process from a post-Web 2.0 perspective, it is tempting to view the 
early Web with its stable information-centric pages as a transitional phase from the book towards 
something that better suits the interactive nature of the Internet. Even if this is true, analysing what 
is lost in the process can perhaps help us to better deal with the confusion that comes with the 
fluidity and instability of the new Web.
The ensuing confusion of the push towards dynamically generated pages stems in part from 
people's use of several orientational tactics to navigate on the Web. From the early days of the Web, 
getting lost in cyberspace19 was a common problem as well as a common subject in academic 
discussions. Within these discussions, scholars invoked terminology and theoretical concepts from 
orientation and wayfinding studies, the most important of which are landmarks, route knowledge 
and survey knowledge. As I will explain in Section 3.5, users often do not remember (or bookmark) 
the specific location of a web page, but retrace their steps (route knowledge) or merely recall the 
specific “area” of web pages from which the node is likely to be reached (survey knowledge). If 
routes are changed constantly, such route knowledge strategies will fail more and more often, and 
users will consequently feel lost in cyberspace more and more often.
Semantically, too, the development complicates matters. A hyperlink was originally 
envisioned by Tim Berners-Lee as a reference, and not necessarily as an endorsement or vote.20 
However, in an increasingly dynamic environment, in which it is harder and harder to permanently 
link toward specific content, the hyperlink more and more becomes just that: an endorsement, a 
vote of confidence in a website, as opposed to an elaboration on the content of the source website or
a semantic connection. I will discuss the changing nature of hyperlinks online in Section 3.6.
The importance of what are now called permalinks (links whose location does not change) 
cannot be stressed enough,21 even if these permalink web pages often contain many dynamic 
elements such as advertisements, lists of related articles and so forth, and therefore constitute at 
least in part an unstable link structure. This issue will be addressed again in Section 2.3.
19 In the literature, this problem was generally identified as “getting lost in hyperspace”, but I have opted to change it 
to cyberspace here, because I have been using a (reduced definition of) cyberspace throughout this thesis, and 
because hyperspace is a confusing term, denoting many different theories, including n-dimensional scientific 
theories like the Kaluza-Klein theory.
20 T. Berners-Lee, 'Links and Law', W3C, April 1997, <http://www.w3.org/DesignIssues/LinkLaw.html> (8 August, 
2014).
21 Berners-Lee even calls it “the most fundamental specification of Web architecture”, in 
<http://www.w3.org/DesignIssues/Architecture.html> (2 August, 2014).
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1.3 Effects on nodes
Apart from effects that work on the network as a whole, there are also effects that alter the 
individual nodes within the network. In this section, I will discuss nodal idiosyncrasy, page load 
time and physical location.
As explained above, a node can only be posited if the page it denotes is a static page with a 
static link structure. The above analysis of the Web as a scale-free network completely ignores the 
idiosyncratic nature of the nodes in the network, and it is therefore worth mentioning (if rather 
obvious) that “nodes themselves might not be homogeneous – certain Web pages have more 
interesting content, for instance – which could greatly alter the preferential attachment 
mechanism”.22 Indeed, as reason would suggest, a web page with content more appealing or 
relevant to a larger group of users will have a better chance of acquiring links. The reason this factor
is largely ignored is that it is not quantifiable: the usefulness and worth of a page depends on a 
largely subjective estimation and on the needs and interests of the particular user. It cannot be 
computed. The problem of quantifiability will be discussed in Section 3.4.
As the primary qualitative factor, it seems obvious that the usefulness of the Web as an 
information provider is contingent on the importance (and visibility) of this idiosyncratic nature of 
node value. Unfortunately, the dominance of search engines relying on the PageRank algorithm (or 
a variant on it) enlarge the effect of a preferential attachment mechanism that is largely unaffected 
by the web page's specific qualities and semantic content. Since the PageRank algorithm is for the 
better part contingent on the in-degree of the page and has been shown to be governed by the same 
laws,23 it reinforces the hubs by giving these preferential placement in their query returns. Barabási 
and Bonabeau suggest that in most scale-free networks, the mechanism of preferential attachment is
linear, but that if the mechanism is “faster than linear (for example, a new node is four times as 
likely to link to an existing node that has twice as many connections)”, it creates a winner-takes-all 
scenario, or a star topology, as one node will start to dominate the rest.24 It is certainly possible that 
given its popularity, Google's PageRank algorithm creates a positive feedback loop on the in-degree
of nodes, and that this is pushing the Web from linear to faster-than-linear. Matthew Hindman, in 
analysing web traffic hits, has found that the strong hubs increased in dominance beyond the ratio 
of 80-20 usually found in power laws; that is, the long tail no longer adds up to the dominant part 
22 A.-L. Barabási and E. Bonabeau, 'Networks are everywhere', Scientific American, 5 (2003), p. 60-69.
23 G. Pandurangan, P. Raghavan and E. Upfal, 'Using pagerank to characterize web structure', Computing and 
Combinatorics (Berlin: Springer, 2002), p. 330-339.
24 A.-L. Barabási and E. Bonabeau, 'Networks are everywhere', Scientific American, 5 (2003), p. 60-69.
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(or, if you will, a longer tail is necessary to balance out the two parts).25 He has coined the term 
Googlearchy for this effect.
What does this mean for our spatial metaphor? The nature of scale-free networks means that 
the more skewed the power relations are between web pages, the more all routes will run through a 
small group of hubs. These hubs could potentially work as landmarks from which users can 
navigate themselves, but they increasingly tend to be large, complicated and dynamic (i.e., Google, 
Facebook). From Google, linking distance to nearly every other page on the Web is exactly 1, and 
the route is largely meaningless for the user, beyond the vague schema of “query X is related to 
page Y according to Google”. The fewer hubs will be left, the more generic their use will become 
and the less they will consequently be helpful for users as landmarks to facilitate navigation.
Another effect on nodes is the time it takes to load the page. Referring to the railways and 
telegraphy, Marx once spoke of “the annihilation of space by time”.26 In relation to this, it is 
sometimes said of the Internet that it annihilates space entirely, bringing all web pages, no matter 
where they are hosted physically, within immediate reach. Having said that, there are subtle 
differences between the slower dial-up Internet of the 1990s and the faster connection times of 
today. In the former, physical location mattered, and resourceful websites often offered what was 
called “mirror locations” of websites or files, stored on different servers spread over the world. 
Choosing the closest mirror location could save substantial time. While such techniques are still 
used and can still save substantial time from the server's point of view (when applied to millions of 
pageviews), they have lost their meaning to the end-user.
Waiting for a web page on a slow connection can invoke the suggestion of travel, while a 
website that appears instantly is more akin to teleportation. While early Internet users could still talk
of “the spaces created by downloading pages”,27 you would be unlikely to hear such a quote 
nowadays. Interestingly, though page load time is, if anything, a factor of nodes – the starting page 
has no effect on the load time of the destination page – this quote suggests that to users it might 
nevertheless be perceived as a factor of edges, as the space between two pages, and thus that they 
intuitively perceive the Web as containing space.
The purpose here is not to wax nostalgically over the waiting times of web pages, of course. 
After all, they were one of the main sources of annoyance on the early Web, and studies have shown
that any delay over two seconds is intolerable to users.28 Having said that, the same studies also find
evidence that certain feedback can make long waiting times more acceptible, among which is 
25 M. Hindman, The Myth of Digital Democracy (Princeton: Princeton University Press, 2008).
26 K. Marx, Grundrisse (London: Penguin Books, 2003).
27 J. Gleick, Faster: The Acceleration of Just About Everything (London: Abacus, 2000).
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having the page appear gradually, constructed object by object, and displaying a slowly filling 
progress bar. Such feedback is analogous to the slow(er) approach towards a destination we 
experience through physical travel (including a sense of anticipation), and is another suggestion 
that, at least psychologically speaking, waiting time pertains to edges and not to nodes.
“Occasionally,” according to Evgeniy Morozov, “this slowness may have even alerted us to 
the fact that we were sitting in front of a computer.”29 Waiting for a web page made the user aware 
of the physical location of the data, an awareness of another dimension of spatiality, the physical 
one, which surreptitiously continues to inform the virtual one but these days often does so without 
acknowledgement. This other dimension, this evocation of physical space, might make it easier to 
apply the spatial metaphor to the information found on the Web, to experience the information as if 
it were scattered in space, and through this see the associations and connections that lie within.
Beyond metaphor, this physical location that underpins the notion of cyberspace is arguably 
the only factor that is spatial in the most physical sense of the word. The servers through which the 
data flows are located somewhere on earth, at a measurable distance to each other. The routes that 
the packets of data traverse are traceable, as are the hosting locations of the specific web pages and 
objects accessed through the Web browser. This physical location has consequences, for instance 
legally and ecologically (which is an issue I will return to in Section 2.2).
Physically speaking, the Web has been purposefully set up as a decentralised network – and 
so it remains until this day – in order to prevent any one from taking full control of it. However, 
recent developments have seen a growing chasm between the theoretical concept of the 
decentralised network and the reality of a consolidation of power in a handful of companies. The 
advent of cloud computing, among other things, whether intended as such or not, marks a vast shift 
from a decentralised toward a centralised network, without changing the actual specifics of Tim 
Berners-Lee's groundwork. The consequences of such a centralised network are big. Jaron Lanier 
has coined the term Siren Servers, which is a metaphor for the Web as a scale-free network 
accentuating the power and control of these hubs.30 Robert McChesney compares the development 
of the Internet and Web to the development of capitalism, arguing that the capitalistic system has a 
tendency to end up with oligopolic power structures, and that the Internet, in spite of its libertarian 
28 F.F.-.H. Nah, 'A study on tolerable waiting time: how long are web users willing to wait?', Behaviour & Information
Technology 23.3 (2004), p. 153-163.
29 E. Morozov, 'The Death of the Cyberflaneur', New York Times, 5 June 2012  
<http://www.nytimes.com/2012/02/05/opinion/sunday/the-death-of-the-cyberflaneur.html> (9 July, 2014).
30 J. Lanier, Who Owns the Future? (New York City: Simon and Schuster, 2013).
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and counterculture roots, is going down the same path.31 As I will explain in the third chapter, there 
are definite resemblances between capitalist society and the Web, especially in the way they 
develop(ed).
The relevant point to make here is that the physical location of a node used to be more 
visible to the user. Nowadays, it is bemuddled, and often even the owners of a web page do not 
know at any time exactly where the data of a web page comes from. When David Weinberger asked 
Brion Vibber, chief technical officer of Wikipedia, where the data for a specific article on Wikipedia
was actually stored, he replied “god [sic] only knows”.32 As such, physical location, the only 
physically spatial element of a node, has effectively been obscured. This issue will be discussed in 
Section 2.2.
1.4 Effects on edges
As with web pages, it is obvious that links are also not homogeneous. Their location on a page,33 
their anchor text (see Section 3.6), their visual style,34 and many other variables have an effect on 
their strength. While in the web's theorisation as a graph, every link is weighed equally, for users 
there are many different types of links, and they will interpret them differently. For instance, a link 
as part of a running paragraph is psychologically speaking completely different from a link in a list 
of related articles beneath the text. Whereas the former could generally be expected to be an 
elaboration on the current article's contents, the latter is more likely to be on a subject somehow 
related to the current one (and it doesn't help here that it is usually unclear how precisely the articles
are related). Similarly, an external link (to another website) is different from an internal link, and an 
anchored link to another part of the same webpage is different still. There is an ontology of different
types of links waiting to be revealed here, but so far this kind of research has not yet been taken up 
properly.
31 R. McChesney, Digital Disconnect: How Capitalism Is Turning the Internet Against Democracy (New York City: 
The New Press, 2013).
32 D. Weinberger, Everything Is Miscellaneous: The Power of the New Digital Disorder (New York City: Henry Holt, 
2010), p. 99.
33 H. Weinreich, H. Obendorf, E. Herder and M. Mayer, 'Not Quite the Average: An Empirical Study of Web Use', 
ACM Transactions on the Web (TWEB), 2.1 (2008).
34 C.-H. Yeh, Y.-C. Lin, 'User-centered design of web pages', Lecture Notes in Computer Science, 5073 (2008), p. 
129–142.
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While these are to some extent still quantifiable parameters, the similarity between two 
linked pages, in content as well as aesthetics, is not. If users experience browsing the Web as 
traveling from site to site, then, psychologically speaking, links to vastly different web pages might 
feel like a longer journey than to those that are more alike (compare, for instance, navigating within 
a website with navigating between sites). With the advent of Web 2.0, more web pages than before 
now run on the same technical frameworks, or within the same networks, under the aegis of the 
same owners. Lawrence Lessig famously wrote that “code is the law”, by which he tried to show 
that the decisions made in coding have consequences, possibly stretching far into the future.35 A 
direct result of the facilitative Web 2.0 services is not just that the space or page is not your space or
page, but also that in many cases, the service limits the options. According to Lanier,
[i]ndividual web pages as they first appeared in the early 1990s had the flavor of personhood. 
MySpace preserved some of that flavor, though a process of regularised formatting had begun. 
Facebook went further, organising people in multiple-choice identities, while Wikipedia seeks to
erase point of view entirely.36
While the technical underpinning of a webpage is invisible to the user, technical functionality is not.
Two webpages that run the same content management system (CMS) will usually – unless changes 
are severe – feel more alike than two webpages running on different systems.
35 L. Lessig, Code and Other Laws of Cyberspace (New York City: Basic Books, 1999).
36 J. Lanier, You Are Not a Gadget: A Manifesto (London: Allen Lane, 2010), p. 48.
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2 T h e  d e ve l o p m e nt  o f  t h e  We b
Now that we have established a model to hold the World Wide Web up to, we can analyse its 
structure. More specifically we can analyse how it has changed in its short lifetime, and what effects
these changes have on its spatiality. In this chapter, I will, after a general introduction, trace the 
changes through three important developments: the modern search engine, cloud computing, and 
the shift to mobile devices.
At the advent of the World Wide Web, before commercial interests were allowed to freely 
roam it, there seemed to be little incentive to control it. The atmosphere of the early Web is often 
described as playful, excited at the new possibilities. This initial innocence quickly changed as 
Internet use exploded and the Internet proved itself to be incredibly profitable. This would suggest 
that the battle for attention online is mostly due to economical incentives. However, according to 
philosophers like Borgmann and Heidegger, technology is “the systematic effort of trying to get 
everything under control”,37 “to impose order on all data”, and to “devise solutions for every kind of
problem”38. As such, a decentralised technology like the Internet naturally introduces a friction 
between consolidation and fragmentation of power. Online, more so than offline, it seems that 
knowledge equals power and, significantly, that knowledge is coming to be defined more broadly. 
Increasingly, online, thanks to improving algorithms, all data can be turned into information and all 
information into knowledge. This can explain the extensive data collecting online and the 
consolidation of power therein; in fact, this is the basic premise of big data.
In Section 3.4, in discussing the problem of quantifiability, I will further explain the problem
of putting machines in charge of transforming data into information and information into 
knowledge. This is an important issue, and it relates to space mainly through the concepts of 
personal and public space. On the inchoate Web, virtually every website constituted a kind of public
space that was largely unconstrained, even anarchic. This was maintainable because web pages 
usually did not allow interaction (or only a very basic version of it, like a guestbook). With the 
dynamic and interactive web applications of the present, this is completely different. When you 
interact with a web page, when you upload or write something through a form, you are almost 
invariably adding to the database of that web page, and as such you are providing the owners of that
web page with data and, through data, information. In some cases, you yourself remain the co-
37 A. Borgmann, Technology and the Character of Contemporary Life: A Philosophical Inquiry (Chicago: University 
of Chicago Press, 2009), p. 14
38 M. Heidegger, The Question Concerning Technology and Other Essays (New York City: Harper & Row, 1977), p. 
xxvii.
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owner of this data, but it does not always prove easy to retrieve the data from the owners. The data 
flow is becoming unidirectional and, as a result, the Web is becoming more centralised.
As such, there is a huge difference between the independent personal web pages of the 
1990s and the profiles within social networks or other web services of Web 2.0. If the former are 
like private houses, the latter are more like rented rooms in a hotel. While these hotels are 
facilitative, they are also restrictive; you cannot just go ahead and redecorate the room. Whereas the
former space is your space, the latter is the hotel's space, and what it usually boils down to is a 
heterogenised versus a homogenised space.
The limited user control of such rented rooms on social networks comes to light every time a
service like Facebook updates its layout or services. Waves of protest erupt because, for the time 
being, the users forget that it is not their space, that they do not rightfully own it.
Moreover, the services can also guide behaviour, and there has been a trend within Web 2.0 
towards “architectures of participation.” Tim O'Reilly, who coined the term, suggests that “any 
system designed around communications protocols is intrinsically designed for participation,” and 
here he is talking about the Internet and the World Wide Web in general.39 However, it is through 
the specific architecture of the services that behavior is guided, such as through Facebook's concept 
of “frictionless sharing”, which assumes the user will want to share all his online behavior with his 
friends (or, as their founder Mark Zuckerberg once remarked: “Do you want to go to the movies by 
yourself or do you want to go to the movies with your friends? You want to go with your friends”).40
Web services like these make use of the “default effect” to create such architectures of participation.
It is a trend that O'Reilly has termed “algorithmic regulation.”41 Indeed, the analogy between web 
developers and architects is apt, but it also allows us to consider the difference. Whereas architects 
design the object itself, web developers design the principles that generate the object time and again
depending on several contextual factors. For the first time in history, the design of the architect is no
longer in the open, and as a result the architect can absolve himself from the responsibility for his 
designs.
It is rather ironic, then, that one of Facebook's key concepts is that of “radical transparency”,
which suggests that sharing everything with everyone – that is, making every citizen's life 
transparent – will be good for society as a whole. Perhaps counterintuitively, making every citizen 
39 T. O'Reilly, 'Architectures of Participation', June 2004 
<http://oreilly.com/pub/a/oreilly/tim/articles/architecture_of_participation.html> (8 August, 2014).
40 E. Schonfeld, 'Zuckerberg Talks to Charlie Rose About Steve Jobs, IPOs, and Google’s “Little Version of 
Facebook”', TechCrunch, 7 November 2011 <http://techcrunch.com/2011/11/07/zuckerberg-talks-to-charlie-rose-
about-war-ipos-and-googles-little-version-of-facebook/> (8 August, 2014).
41 T. O'Reilly, 19 September 2011 <https://plus.google.com/+TimOReilly/posts/CPiAX9YiVUB> (2 August, 2014).
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transparent turns out to be easier if you limit their expression in sharing to multiple-choice answers 
and lists of things to “like”. Zuckerberg has pointed this out, saying not letting people do what they 
want gives them “some order”.42
2.1 The search engine
The modern search engine has more and more taken a central role on the Web. Through the 
popularity of the PageRank paradigm, an algorithm that essentially makes the popular web pages 
even more popular, the search engine skews the power relations on the Web. Spatially speaking, the 
search engine serves as a magic portal through which the user teleports to and fro pages. As such, 
pages will more and more be associated and linked through Google, as opposed to with each other, 
and people will increasingly peruse isolated pieces of information instead of a richly interconnected 
library of information.
If the search engine has indeed become the
portal through which all our interactions with the
Web as a database of knowledge flow, it has
changed from being one node in the network to de
facto being the network itself. A search engine like
Google is the gatekeeper, and the other nodes can
be seen to be inside Google, only reached through
its interface, by using the correct search query. If
the World Wide Web becomes situated in what was
once one of its nodes, it is logical to expect that it
loses space in the process. For Google, the
statement of Rachael, one of the cyborgs in Blade Runner, holds true: “I am not in the business, I 
am the business.” Problematic in this view of Google as the network itself is that from Google on 
out, the linking distance to virtually every website equals exactly 1 (see Figure 4).
42 D. Kirkpatrick, The Facebook Effect (New York City: Simon and Schuster, 2010), p. 100.
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Figure 4: Graph with Google as hub
Before Google's dominance,
Yahoo!'s directory of links (and
other similar services) was one of
the main ways in which people
navigated the Web. Navigating this
directory required more clicks, but
did provide a sense of hierarchy and
structure (see Figure 5). If we agree
that the number of clicks between
nodes is the best possible analogy to
spatial distance on the Web,
Google's dominance has effectively
put the whole of the Web on the
head of a pin. Of course, as we can
see in Figure 1, Google's model does
not exclude the creation of a path
(G, C, D, E, for instance), but as I
will further show in Section 3.5,
users will often return to Google instead of pursuing a path, probably because Google holds the 
promise of accessing (virtually) every possible web page on the Web. Google, then, is used as a 
magic portal to “beam hither and thither” within the Web, as Changizi puts it.43
Moreover, Google has standardised the look and feel of the links. It distinguishes between 
paid links and “organic” links, but within these two categories every entry looks the same. With 
Google offering its “blank box” in the guise of neutrality,44 the psychological effects on edges 
described in the previous chapter are annulled. The position of the link becomes meaningless 
beyond the simple (yet deceptive) heuristic of “the higher, the better”, the anchor text simply 
features the page title but does not clarify what exactly links the page to the given search query and 
the visual style is the same for every link.
43 M. Changizi, 'The Problem with the Web and E-Books Is That There’s No Space for Them', Psychology Today, 7 
February 2011 <http://www.psychologytoday.com/blog/nature-brain-and-culture/201102/the-problem-the-web-and-
e-books-is-there-s-no-space-them> (13 September, 2014).
44 Google does not consider its design principles as subjective. Rather, it considers its algorithm as existing a priori. 
As mentioned above, this supposed neutrality is a result of a shift to what Novak calls “liquid architecture”, in 
which the architect's design is obfuscated and can no longer be held accountable. 
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Figure 5: Graph with Yahoo! as hub
The relation between a search query in a modern search engine and the results the search 
engine offers is not entirely clear. Whereas in former cataloging systems, such as the Dewey 
Decimal Classification, an intuitive grasp of the underlying order could still be gained, modern 
algorithmic systems are incomprehensible to their users. Google uses over 200 factors in ranking 
the results they pull from their index for a specific query (among which they name Site & Page 
Quality – which includes the main parameter, PageRank, – Freshness, and User Context).45 The 
exact list of the 200 parameters is not revealed by Google, though it has been guessed at by many.46 
As a result, Google, as well as most other search engines, can be considered “a classic case of the 
black-box”,47 at best reverse engineered by looking for correlation between its input and output. 
Bernard Rieder further complicates the picture by favoring the term “black foam”, arguing that 
Google is no longer a separable object but has permeated the whole of society.48 For Rieder, Google 
has definitely gone from being in the business to being the business itself:
Search engines have often been called “black boxes” – we cannot see inside (they are protected 
both by technical and legal door locks), the only way to judge the mechanism is therefore to 
analyse input and output. But the metaphor of the black box implies that we still have a clear 
picture of the outside shape of the object; there still is an object and we know where it starts and
where it ends, we can clearly identify input and output. But the label is becoming increasingly 
inaccurate. The functional decoupling at the inside of a search engine and the integration of the 
system into a larger technical environment make it nearly impossible to gauge how many 
subsystems are actually involved in the search process. The neatness of the box is long gone; 
what we look at is the burgeoning assembly of black bubbles that form an amorphous mass: 
black foam. How many layers of processing lead from the manipulated metatags on a webpage 
to the clustermap the user interacts with when making a search request? Through how many 
subsystems does the search query pass and what do they add to the result? Where does the 
“system” start and where does it end? There is no longer a clear answer to these questions. 
Functional interdependence and technical layering will only continue to grow and with search 
45 <http://www.google.nl/insidesearch/howsearchworks/thestory/> (7 July, 2014).
46 <http://backlinko.com/google-ranking-factors> (7 July, 2014), <http://www.searchenginejournal.com/infographic-
googles-200-ranking-factors/64316/> (7 July, 2014).
47 H. Winkler, 'Search engines: Metamedia on the Internet? In: J. Bosma (ed.), Readme! Filtered by Nettime: ASCII 
Culture and the Revenge of Knowledge (New York City: Autonomedia, 1999), p. 29-37 <http://homepages.uni-
paderborn.de/winkler/suchm_e.html> (7 July, 2014).
48 Rieder's concept also elucidates the potential problems with the Internet of Things, which might make ever more 
objects around us work in ways incomprehensible to us, regulated by propietary algorithms.
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algorithms that are built on probability mathematics and connectionist approaches, even 
developers have no way to predict how a system will perform in a given situation.49
When confronted with such an opaque tool, the only associative link that the user's brain can make 
between the query (that is, the subject of the search) and the result (the web page ultimately 
selected) is the rather vague “relevant according to Google”. While it is generally assumed that 
PageRank is the most important ranking factor, Google never allows us insight into the pages that 
have “voted” a result up. The types of pages that have vouched for a result thus constitute another 
part of the context we miss, and they could be compared to a lack of attribution in an academic 
article.
As many scholars have pointed out, Google and other search engines have become the new 
gatekeepers to information, taking over from publishers.50 However, the many enthusiastic claims of
the Web as a force of disintermediation suggests that there is little awareness about the new 
gatekeepers that have taken the publishers' place.51 One way to help understand this new form of 
gatekeeping is through an analogy with maps. Harley has argued that maps are representations of 
power, writing:
What have been the effects of this 'logic of the map' upon human consciousness? [...] I believe 
we have to consider for maps the effects of abstraction, uniformity, repeatability, and visuality 
in shaping mental structures, and in imparting a sense of the places of the world. It is the 
disjunction between those senses of place, and many alternative visions of what the world is, or 
what it might be, that has raised questions about the effect of cartography in society.52
Simply put, since maps are abstractions, they are simplifications of reality. Cartographers have to 
decide what they leave out, and these decisions are influenced by the cartographers' specific 
backgrounds and ideologies. Also, mirroring Google's claims of neutrality, Harley points out that 
“as they embrace computer-assisted methods and Geographical Information Systems, the scientific 
rhetoric of map makers is becoming more strident.” Cartographers, like the creators of algorithms, 
usually do not explain the choices that went into the creation of a map because they do not consider 
49 B. Rieder, 'Networked Control: Search Engines and the Symmetry of Confidence', International Review of 
Information Ethics, 3 (2005) <http://www.i-r-i-e.net/inhalt/003/003_full.pdf#page=30> (7 July, 2014).
50 See for instance J. Rosen, New York Times, 28 November, 2008 
<http://www.nytimes.com/2008/11/30/magazine/30google-t.html> (14 September 2014) and E. Pariser, The Filter 
Bubble (London: Penguin, 2011).
51 For examples of such claims, see J. van Honk, 'Debunking the Democratisation Myth', TXT: Exploring the 
Boundaries of the Book (The Hague: Boom, 2014), p. 110-121.
52 J.B. Harley, 'Deconstructing the map', Cartographica, 26 (2), 1989, p. 1-20.
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these maps the results of idiosyncratic judgments. In a sense, Google, as the starting point for many 
people's browsing sessions, has the power to drastically redraw the map representing the structure 
of the Web graph, at any time.
More and more, then, it seems as if search engines are turning from helpful tools we enslave 
into masters which dictate our behavior. With functionalities like AutoComplete and 
AutoCorrection, Google is attempting to “understand exactly what you mean and give you back 
exactly what you want,”53 and is presuming that it knows such things better than you yourself do. 
The latest development in this vein is Google Now, which “delivers the information you care about, 
without you having to search for it” at all.54 While this service continuously changes its behavior 
through the way the user interacts with it, and while it will keep being fed new information through 
the other Google services used by the user, it is once again its black box aspect that is most 
dangerous. The service requires blind trust and creates ever more dependent users.
Interestingly, these developments entail a return of the Web towards being (more of) a push 
technology, whereas its potential as a pull technology was one of the things that garnered it its 
revolutionary claims in the first place. Predictive technologies such as Google Now are driven by 
the idea that “by the time you search, something’s already failed,”55 and they are in line with an 
older idea best known as The Daily Me. Nicholas Negroponte, in Being Digital  (1994), envisioned 
a future in which a digital personal assistent “can read every newswire and catch every TV and 
radio broadcast on the planet, and then construct a personalised summary.”56 Apart from being 
somewhat patronising, these technologies can also be harmful in the long run, by reducing the 
volitional aspect of searching even further. Similarly, already in 1997, Wired ran an article called 
“PUSH!”, which announced the death of the browser in favor of such online push services.57 The 
article contends – as other writes have argued58 – that there is a couch potato in all of us, but 
nevertheless heralds the development of the technologies that would later help to form the Web 2.0 
Revolution. It is easy to become excited about technological innovations that facilitate our lives, but
53 <http://www.google.nl/insidesearch/howsearchworks/thestory/> (7 July, 2014).
54 Google Now <http://www.google.com/landing/now/#whatisit> (2 August, 2014).
55 C.C. Miller, 'Apps That Know What You Want, Before You Do', New York Times, 30 July 2013, 
<http://www.nytimes.com/2013/07/30/technology/apps-that-know-what-you-want-before-you-do.html> (8 August, 
2014).
56 N. Negroponte, Being Digital (New York City: Vintage, 1996).
57 K. Kelly and G. Wolf, 'PUSH!', Wired, 5.3 (1997) <http://archive.wired.com/wired/archive/5.03/ff_push.html> (14 
August, 2014).
58 See for instance N. Postman, Amusing Ourselves to Death: Public Discourse in the Age of Show Business (London: 
Penguin, 2006) and E. Morozov, The Net Delusion: How Not to Liberate the World (London: Penguin, 2011).
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– as with Google's improving algorithms – we might inadvertently lose something in the process, 
something that was one of the Web's main raison d'etres: the proactive act of browsing for 
information.
Ultimately we may still find what we are looking for through search engines, but the journey
is – again, as was the case with faster loading of websites – more like teleportation than 
transportation. In fact, the journey ceases to be a journey. It becomes an act of magic and, like a 
magician, Google does not want to reveal its secret, because that's what their business is built on. 
Science fiction author Arthur C. Clarke once remarked that any “sufficiently distinguished 
technology is indistinguishable from magic.”59 More and more, the word “automagically” pops up 
in academic as well as popular literature. What looks and sounds like a pun has become a word that 
perfectly describes many facets of the digital revolution: automation posing as magic.
Google seems to show awareness of the incomprehensibility of its results in the 
development of their Knowledge Graph. Curiously, though the introduction page to the service 
shows depictions of graphs and networks everywhere, and despite its name, it does not seem to be 
Google's intention to allow the user actual insight in their underlying knowledge graph. Instead, the 
tool (for now) simply offers enriched information on specific subjects to users. Moreover, the 
phrase “discover answers to questions you never thought to ask” fits in Google's attempt to pre-
empt people's search behavior, confirming once more the non-neutrality of the search engine.60
Google's Knowledge Graph might well be inspired by the efforts of Stephen Wolfram in 
creating his own search engine, Wolfram|Alpha.61 This search engine is of a different kind, dubbed 
knowledge engines, which attempt to provide “answers to factual queries by computing materials 
from external sources”. What this means is that a search query like “when was Google founded?” 
will return solely the result “4 September 1998”. While the search engine uses “external sources” to
“calculate” this, these external sources are tucked away behind a single button “Sources”, and the 
list that is hidden behind this button is not even an accurate one. It notes:
This list is intended as a guide to sources of further information. The inclusion of an item in this 
list does not necessarily mean that its content was used as the basis for any specific Wolfram|
Alpha result.
59 A.C. Clarke, Profiles of the Future: An Inquiry into the Limits of the Possible (San Francisco: Harper & Row, 
1973).
60 K. Jarrett, 'A Database of Intention?', in R. König and M. Rasch (eds.), Society of the Query Reader (Amsterdam: 
Institute of Network Cultures, 2014), p. 16-29.
61 <http://www.wolframalpha.com/> (28 July, 2014).
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Effectively, this allows the user to “browse” the contents of the Internet without ever leaving the 
Wolfram|Alpha website, but also without ever getting the context of the results shown. In fact, 
Wolfram|Alpha's terms of use claim ownership not only for the software itself, but also for the 
outcomes of its queries – for its computed answers.62
Similarly, social networking websites like Facebook allow users more and more to view the 
content shared by their friends without leaving the website. A YouTube video is embedded in the 
Facebook timeline, and an article from The Guardian can be read without visiting the newspaper's 
website. Evgeniy Morozov, writing of Google's Knowledge Graph efforts, claims that “anyone who 
imagines information-seeking in such purely instrumental terms, viewing the Internet as little more 
than a giant Q & A machine, is unlikely to construct digital spaces hospitable to cyberflânerie.”63 
For Morozov, (cyber)flânerie is all about “not having anything too definite in mind” and “not 
knowing what you care about”. In his bereavement over the cyberflaneur, it is precisely the death of
the explorative, serendipitous uses of the Web that he laments.
2.2 The cloud
Cloud computing is a way of pooling and sharing computing power, in the form of servers and 
storage, on demand and to scale. Data is usually stored in 'remote' data servers and copied and 
divided across multiple connected servers, and therefore it is accessible from anywhere at any 
time.64 All that is required is an Internet connection and sufficient bandwidth. Over the past years, 
both individuals and companies have started shifting from the use of local storage and computing 
power to these cloud services, spurred on by convenience and offers of seemingly unlimited disk 
space (Gmail, for instance) and computing power (especially convenient for burgeoning start-ups 
such as Instagram and SnapChat).
It takes a powerful marketing machine to first sell the transition from mainframe-dependent 
terminals towards personal computers as an empowering one, and then use the same kind of lingo to
sell cloud computing, a technology that in a sense reverts that change, and once again centralises 
both data and processing power in vast data centers run by the affluent and powerful. While it is 
62 A. Mager, 'Is Small Really Beautiful? Big Search and Its Alternatives', in R. König and M. Rasch (eds.), Society of 
the Query Reader (Amsterdam: Institute of Network Cultures, 2014), p. 59-72.
63 E. Morozov, 'The Death of the Cyberflaneur', New York Times, 5 June 2012  
<http://www.nytimes.com/2012/02/05/opinion/sunday/the-death-of-the-cyberflaneur.html> (9 July, 2014).
64 Effectively, “any time” usually means a guaranteed uptime of 99.5% when it has to be stated in Service Level 
Agreement terms that have to hold legally. Offering 100% uptime has not proven reasonable yet.
25
true that “without the cloud, it would be almost inconceivable to fund a start-up like Pinterest, 
which now loads 60 million photos a day onto AWS [Amazon Web Services] but employs 300 
people”,65 calling this “empowerment” is a distortion of reality. The empowered party in this 
example is still Amazon, which can plug out Pinterest at any time, and which has full control over 
the data Pinterest accumulates.66 For instance, the terms to Apple's iCloud service state: “Apple 
reserves the right at all times to determine whether Content is appropriate... and may pre-screen, 
move, refuse, modify and/or remove Content at any time...”67 Other cloud services include similar 
terms and conditions. Indeed, we have already seen anecdotal evidence of how personal data of 
clients stored in the cloud is lost; sometimes through hackers or malintent, sometimes through 
nothing more than insouciance in the service owners.68 Remarkably, the same New York Times 
article boasting of empowerment in cloud computing later states: “It’s likely that fewer than a dozen
companies will really understand and control much of how the technology world will work.”
The metaphor of the cloud suggests a constant, disembodied and vapid data stream, 
implying that the world (as far as data is concerned) is now literally at our fingertips. There are 
religious overtones here, such as when Kevin Kelly talks of “the One Machine”.69 Its promise of 
data available instantly always and everywhere brings to mind the philosophical concepts of nunc-
stans and hic-stans, which represent the eternal now and the infinite place. Hobbes long ago 
dismissed these as vacuous concepts that no one, not even its evangelical proclaimers, understood,70
but the cloud reinvigorates them to the extent that it negates specific place and specific time. In 
reality, this infinite space entails an absence of spatiality. If we take Michel de Certeau's conception 
of space as practised or traversed place, we can understand this absence: the cloud is never 
traversed. It is like a library with closed stacks, where a few (automated) clerks retrieve the data 
from inside and the user remains ever outside. As Borges once predicted, it inverts “the story of 
65 Q. Hardy, 'The Era of Cloud Computing', New York Times, 11 June 2014 
<http://bits.blogs.nytimes.com/2014/06/11/the-era-of-cloud-computing> (10 July, 2014).
66 The same is true of the Web 2.0 Revolution, which while giving users the possibility to publish, broadcast and voice
their opinion does so only through the algorithmic intermediation of large companies.
67 'iCloud Terms and Conditions' <https://www.apple.com/legal/internet-services/icloud/en/terms.html> (11 July, 
2014).
68 Examples include Flickr (<http://techcrunch.com/2011/02/02/flickr-accidentally-wipes-out-account-five-years-and-
4000-photos-down-the-drain/>), Dropbox (<http://www.businessinsider.com/professor-suffers-dropbox-nightmare-
2013-9>) and Google's Gmail (<http://www.thewire.com/technology/2011/02/google-accidentally-resets-150-000-
gmail-accounts/20949/>).
69 K. Kelly, 'A Cloudbook for the Cloud', The Technium, 15 November 2007 <http://kk.org/thetechnium/2007/11/a-
cloudbook-for/> (18 May, 2014).
70 T. Hobbes, Leviathan (New Haven: Yale University Press, 1928).
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Mohammed and the mountain; nowadays, the mountain came to the modern Mohammed.”71 
Interestingly, in this concept of the cloud as a hic-stans, a similar paradox to the one above (the 
cloud as both empowering and not empowering at the same time) plays out: the data, stored in the 
cloud, is always right there yet, at the same time, always at a distance because an intermediary 
service is invariably required to access it. It brings to mind the Borges short story “The Aleph”, in 
which from a specific angle at a specific location the whole universe can be seen in a space little 
over an inch in diameter.72 This too is an infinity of space that can only be reached through an 
intermediary. The perceived distance of the cloud as a whole, its accessibility, can shift from very 
close to very far away in an instant, depending among other things on wi-fi access and power 
sources. This lack of complete control and sole ownership over one's own data can have 
psychological consequences. Walter Benjamin considered ownership to be the most intimate 
connection one could have to an object73 and it could certainly be argued that a file on a local hard 
drive is more intimately connected to its user than a file stored in an undisclosed location, under the 
close scrutiny of a third-party. After all, the Oxford English Dictionary uses both “close” and 
“private” to describe the lemma “intimacy”, and in both proximity and privacy the file in the cloud 
is a clear step back. James Fallows in an article for The Atlantic even points out that, legally 
speaking, the sender of an e-mail using a cloud-based email service (like Gmail or Yahoo! Mail) 
transfers custody of the message to the third-party service provider.74 Van der Weel, among others, 
has recognised this as a shift from an ownership economy towards one based solely on access.75
“For the common user, the computer as a physical entity has faded into the impalpability of 
cloud computing,” writes Ippolita.76  This impalpability is manifested by a lack of place not just 
from a client's point of view, but also from the server's point of view. The file system, as we have 
known it over the past decades, evaporates. Ippolita, taking music playback devices as their 
example, explain how “once uploaded on the device, music ceases to exist as a file (for the user at 
least) and ends up inside the mysterious cloud of music libraries from programs such as iTunes.” As
the parenthesised part of that quote illustrates, the files still exist somewhere, but it simply isn't 
clear where. Perhaps not even to the owners of the platform: recall Wikipedia's unlocateable data 
71 J.L. Borges, 'The Aleph', The Aleph and Other Stories (London: Penguin, 2004).
72 J.L. Borges, 'The Aleph', The Aleph and Other Stories (London: Penguin, 2004).
73 W. Benjamin, 'Unpacking my library', Illuminations (New York City: Schocken Books, 2007).
74 J. Fallows, 'Are we naked in the cloud?', The Atlantic, 1 November 2009, 
<http://www.theatlantic.com/technology/archive/2009/11/are-we-naked-in-the-cloud/29418/> (8 August, 2014).
75 A. van der Weel, 'From an ownership to an access economy of publishing', Logos, 25 (2), 2014, p. 39-46.
76 Ippolita, 'The Dark Side of Google: Pre-Afterword – Social Media Times', in R. König and M. Rasch (eds.), Society
of the Query Reader (Amsterdam: Institute of Network Cultures, 2014), p. 73-85.
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mentioned in Section 1.3. While not a cloud service per se, Wikipedia runs on the same ideology 
and the same principles, and has its data dispersed over several servers in order to cater effectively 
to its millions of daily visitors. Of course, the suggestion that no one in Wikipedia's staff knows 
where the files are located is a rather preposterous one. As Jaeger et al. explain, “from a cloud 
user’s point of view, location is irrelevant in many circumstances; from a cloud provider’s point of 
view, it can be of critical importance in terms of issues of geography, economics, and jurisdiction.”77
In fact, usually, files are mirrorred on multiple servers, and the uncertainty will most likely be due 
to the fact that, usually, servers are algorithmically assigned to service visitors and clients. This 
information is indubitably stored in a log file somewhere, but the point is that it is not hard-coded, 
and as such, there is no single answer to David Weinberger's inquiry as to where the files are 
located, simply because there is not a single, fixed location. It is all dependent on context and 
algorithm. This opaqueness on the server-side results in clients being “locked into” the cloud 
provider they first choose, since the data is in many cases not easily portable to another provider.78 
Of course, where the data ultimately resides can be extremely important for legal reasons, as Jaeger 
et al. point out:
Perhaps the most intriguing unanswered policy questions about cloud computing is whether a 
cloud will be considered to legally be in one designated location (and therefore beholden to the 
laws, policies, and regulations of one place) or in every location that has a data center that is 
part of the cloud.79
For this reason, too, it is important that the realities hidden behind the nebulous metaphor are 
examined, which is that the cloud hides the fact that data storage is remote (as opposed to 
ubiquitous), and the network is centralised (as opposed to decentralised). Vincze and Poggi, in 
analysing court proceedings found depiction of a cloud to be a popular gesture to use to indicate 
“vagueness”, suggesting an implicit connection between the two.80 Katzan writes: “in 
77 P.T. Jaeger, J. Lin, J.M. Grimes and S.N. Simmons, 'Where is the cloud? Geography, economics, environment, and 
jurisdiction in cloud computing', First Monday <http://firstmonday.org/ojs/index.php/fm/article/view/2456/2171> 
(10 July, 2014).
78 D. Streitfield, 'Even Early Adopters See Major Flaws in the Cloud', New York Times, 11 June 2014 
<http://bits.blogs.nytimes.com/2014/06/11/even-early-adopters-see-major-flaws-in-the-cloud/> (11 July, 2014).
79 P.T. Jaeger, J. Lin, J.M. Grimes and S.N. Simmons, 'Where is the cloud? Geography, economics, environment, and 
jurisdiction in cloud computing', First Monday <http://firstmonday.org/ojs/index.php/fm/article/view/2456/2171> 
(10 July, 2014).
80 L. Vincze and I. Poggi, 'Multimodal Markers of One’s Own and the Other’s Vagueness', Proceedings of the 
Workshop AI* HCI, Turin (2013).
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telecommunications, a cloud is the unpredictable part of a network through which business and 
personal information passes from end-to-end and over which we do not have direct knowledge or 
control” (emphasis mine).81 The metaphor of the cloud hides and obscures the physical reality, 
which is not nebulous at all. As a data center manager notes: “In reality, the cloud is giant buildings 
full of computers and diesel generators. There’s not really anything white or fluffy about it.”82 
Physicist Richard Feynman (as quoted by James Gleick), finally, also commented rather ominously 
on clouds, especially if we extend his words from the physical clouds he was speaking of to cloud 
computing: “As one watches them they don't seem to change, but if you look back a minute later, it 
is all very different.”83 He has unwittingly made a key point about cloud computing using the very 
same cloud metaphor, which is the following: we don't know what happens to the data when we do 
not use it.
If things are all different after you look away for a second, this is a problem for the spatiality
and associative potential of data. The cloud turns the nodes that were once static web pages into 
funnels that mould and shape the data from the cloud in different forms. Data is no longer linked to 
separate pages, but becomes a continuous stream accessible to large groups of nodes. From this 
analysis, it immediately becomes clear how the cloud endangers the spatial and associative 
dimension of the Web: edges become unstable and are generated dynamically as data flows in and 
out of every node. If one piece of information is changed in the cloud, it can rearrange the grid of 
the graph in multiple places simultaneously.
2.3 The mobile versus the desktop Web
There are two important trends with regards to mobile computing. The first is desktop versus 
mobile as a method of Internet access. The second, which applies only to mobile users, is Web 
versus native (app-based) Internet access. In both cases, the momentum seems to be with the latter. 
Recent statistics found that in the United States, as of January 2014, more time is spent online with 
mobile apps alone than with the desktop on the Web. The mobile Web lags far behind the other 
two.84 In the United Kingdom, the share of mobile access grew from 22.75% to almost 40% over 
81 H. Katzan, Jr., 'On An Ontological View Of Cloud Computing', Journal of Service Science, 3 (1), 2010.
82 T. Vanderbilt, 'Data Center Overload', New York Times, 14 June 2009 
<http://www.nytimes.com/2009/06/14/magazine/14search-t.html?pagewanted=all> (10 July, 2014).
83 J. Gleick, Faster: The Acceleration of Just About Everything (London: Abacus, 2000).
84 J. O'Toole, 'Mobile apps overtake PC Internet usage in U.S.', CNN Money, 28 February 2014 
<http://money.cnn.com/2014/02/28/technology/mobile/mobile-apps-internet/> (8 August, 2014).
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the course of 2013, and is expected to overtake the desktop share during 2014.85 When it comes to 
traffic, the discrepancy is still somewhat higher, with mobile (and tablets) taking on average about a
third of the traffic.86 The difference is likely caused by desktop connections still being faster, and the
desktop therefore being used more for purposes that are high on bandwidth use. 
Either way, the trend is clear. The preference shown for native apps is due to the mobile 
phone's specific usage modalities, which include “rapid, focused actions instead of long-lasting 
sessions... using only a minimal number of finger presses or keystrokes, often while the user is 
walking, driving a car or is somehow otherwise distracted by other activities”.87 Simply put, the 
mobile phone is used more often, but for shorter time-spans, and this – along with its smaller screen
size and less convenient input design – allows for the changes.
How do these changes manifest themselves? “The popularity of the 'app paradigm,' whereby
dedicated mobile and tablet applications help us accomplish what we want without ever opening the
browser or visiting the rest of the Internet, has made cyberflânerie less likely,” writes Morozov.88 
Here, as with cloud computing, the mountain comes to the modern Mohammed. Moreover, the app-
based approach strongly encourages information-retrieval over exploration. A survey study 
confirms this suggestion, speaking in terms of extractive over immersive mobile Internet use:
Most often both German and American students used their smartphones for extractive mobile 
Internet use. The most frequent activities they reported involved ‘‘checking’’ e-mail, weather, 
and maps. The term ‘‘checking’’ is important here because it reflects the extractive nature of the 
usage. Smartphone users were looking for specific information from the Internet. Did they have 
new e-mail? What is the weather going to be today? How do I get from here to there? What is 
the sports score?89
85 S. Bishop, 'UK Mobile Traffic Statistics: Mobile and Tablet set to overtake desktop by mid 2014', Intelligent 
Positioning, 16 January 2014 <http://www.intelligentpositioning.com/blog/2014/01/mobile-and-tablet-traffic-set-to-
overtake-desktop-by-mid-2014/> (8 August, 2014).
86 'Mobile Devices Generating 30% Of Global, US Internet Traffic', Internet2Go, 28 February 2014 
<http://internet2go.net/news/mobile-platforms/mobile-devices-generating-30-global-us-internet-traffic> (8 August, 
2014).
87 T. Mikkonen and A. Taivalsaari, 'Cloud computing and its impact on mobile software development: Two roads 
diverged', Elsevier, 86.9 (2003), p. 2318-2320.
88 E. Morozov, 'The Death of the Cyberflaneur', New York Times, 5 June 2012  
<http://www.nytimes.com/2012/02/05/opinion/sunday/the-death-of-the-cyberflaneur.html> (9 July, 2014).
89 L. Humphreys, T. Von Pape and V. Karnowski, 'Evolving mobile media: Uses and conceptualizations of the mobile 
Internet', Journal of Computer Mediated Communication‐ , 18.4 (2013), p. 491-507.
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One participant in the study sums up her online activities on the phone as “immediate gratification 
kinds of things”. In contrast, laptop use – even when on the move – was more immersive. One 
participant seems to directly channel Morozov's concept of cyberflanerie when he points out that 
the computer allows him “more avenues to just kind of wander off.”
“Immediate gratification kinds of things” are in line with what has been termed 
gamification, which entails using the reward mechanisms of video games to stimulate the use of a 
particular service or application. Gamification experts claim to be able to make every activity fun, 
and they do so by changing attention from the activity's use value to its exchange value, a shift from
intrinsic to extrinsic worth. Gamification as such, based on the calculation of scores and the 
generation of rankings, is much more attuned to extractive uses of the Web than immersive ones: 
while e-readers can give you “awards” for reading an x number of hours, they will not be able to 
quantify and reward your deeper understanding of a text.
When desktop web pages were compared to mobile web pages,90 it was found – as expected 
– that the former feature more objects (images, videos, javascript blocks) and are of larger total file 
size than the latter.91 Browsing mobile web pages has therefore given some users the feeling of 
browsing a “restricted” version of the Web.92 Due to the smaller and oblong-shaped screen, mobile 
web pages are usually arranged vertically, since there is not enough space to arrange horizontally as 
well. There is a dimension lost in which links on the web page can be positioned to each other, and 
in which text can acquire meta-contextual meaning.
Apps, of course, are not strictly a part of the Web (even if they retrieve some of their data 
from it), and if they gain in prominence as a replacement for the Web, they do not specifically alter 
the spatiality of the Web. However, if judged on the same criteria, apps show an even more rigid 
funneling of data. The fundamental difference between the app and the web page is that the app's 
purpose is hardly ever to be an intermediate node on an inquiry or exploration. It is almost 
invariably single-purpose, designed for extractive use through accessing data stored in the cloud by 
service providers of various kinds.
Tim Berners-Lee, the creator of the Web, expressed his concern on the development of his 
brainchild, and hit upon a point of which apps are a prime example:
90 The distinction here is between pages designed for respectively desktop and mobile. Due to the popularity of the 
latter, many webmasters have resorted to developing and designing a separate website for mobile use.
91 T. Johnson and P. Seeling, 'Desktop and Mobile Web Page Comparison: Characteristics, Trends, and Implications', 
arXiv, 1309.1792 (2013).
92 L. Humphreys, T. Von Pape and V. Karnowski, 'Evolving mobile media: Uses and conceptualizations of the mobile 
Internet', Journal of Computer Mediated Communication‐ , 18.4 (2013), p. 491-507.
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Facebook, LinkedIn, Friendster and others typically provide value by capturing information as 
you enter it: your birthday, your e-mail address, your likes, and links indicating who is friends 
with whom and who is in which photograph. The sites assemble these bits of data into brilliant 
databases and reuse the information to provide value-added service—but only within their sites. 
Once you enter your data into one of these services, you cannot easily use them on another site. 
Each site is a silo, walled off from the others. Yes, your site’s pages are on the Web, but your 
data are not. You can access a Web page about a list of people you have created in one site, but 
you cannot send that list, or items from it, to another site.93
Berners-Lee points out that this problem is caused by every piece of information not having a 
distinct URL. The problem, of course, is that a surplus of data is profitable, and allowing everyone 
open access to it eliminates this surplus value. It is commercial interest which creates these silos, 
just like it is commercial interest that shapes the market for native apps. Native apps, running only 
on one platform (Apple, Android, etc.) are also silos; they make information sharing difficult. 
Moreover, apps are less neutral than web browsers. The Facebook app runs first and foremost on 
software written by Facebook, not on an independent browser.
These silos have the counter-intuitive effect of centralising the Web, because even though 
there are multiple silos, each of these has full control over the data flow within its realm. Of course, 
this is a related process to the centralisation caused by cloud computing, and there is no doubt the 
two developments inform each other. The mobility of smartphones and the universal access offered 
by cloud computing are a marriage made in heaven.
What this means for the Web graph is
that the edges are evaporating; groups of
nodes are isolated within secured silos and
cannot be linked (see Figure 5). What Figure
5 shows is that even though the nodes can
communicate with each other indirectly
through the cloud, their direct associations to
each other are not made explicit through
edges, the way hyperlinked web pages
would.
While exchanging the stable
information-centric web pages of the past for
93 T. Berners-Lee, 'Long Live the Web', Scientific American, 303.6 (2010), p. 80-85 
<http://www.cs.virginia.edu/~robins/Long_Live_the_Web.pdf> (8 August, 2014).
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Figure 6: Graph with isolated silos communicating 
only with a separated data cloud (C)
a database accessible for retrieval might not necessarily be a bad thing, the problem is that the data 
cannot be addressed by a fixed and stable URL and that the data can only be accessed on the terms 
of its owners. One of the problems with this decoupling of data from its containers is that a stable 
container with a fixed address provides a possible cue for the brain to memorise the data, to store it 
properly. I will deal with this issue in Section 3.3. If the data is literally all over the place, it loses 
the perks of specific place and thus the perks of the spatial metaphor. One good illustration of how 
the spatial arrangement of information can be beneficial is the memory palace, which will be 
discussed in Section 3.2.
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3 C o n s e q u e n c e s  o f  s p at i a l i t y
Now that we have seen how changes in the structure of the Web and the way it is used can influence
its spatiality, it is time to ascertain why this spatiality matters in the first place. Why exactly do we 
need to preserve the space in the Web's cyberspace? To examine this, in the first section I will look 
at the changing definitions of space during the twentieth century, and I will also show how the 
development of our virtual cities runs parallel to the development of our physical cities, even 
though the former are based in virtual space and the latter in physical space. In section 3.2 I will 
counter the argument that spatiality in cyberspace is based solely on a metaphor and I will discuss 
memory palaces to show the very real consequences of non-physical space. Section 3.3 will discuss 
the effects the changing spatiality of the Web can have for our memory, while Section 3.4 examines 
the potential problems resulting from the Web's inherent bias towards quantifiable data. Section 3.5 
uses theories from orientation and wayfinding studies to explain how the structure and architecture 
of the Web has the potential to be more facilitative than it currently is. Finally, Section 3.6 looks at 
how different ways of linking nodes of the Web together will produce different results.
3.1 The spatial turn
For the larger part of the modern era, the focus has been much more on time than on space. 
Influenced by Marxist historicism and technological progress, the temporal dimension somewhat 
obscured the spatial one. However, due to globalisation, an awareness of the vitality of space has 
slowly been reaffirmed. Foucault summarises what has come to be called the “spatial turn” as 
follows: 
The present epoch will perhaps be above all the epoch of space. We are in the epoch of 
simultaneity: we are in the epoch of juxtaposition, the epoch of the near and far, of the side-by-
side, of the dispersed. We are at a moment, I believe, when our experience of the world is less 
that of a long life developing through time than that of a network that connects points and 
intersects with its own skein.94
94 M. Foucault, 'Of other spaces', Diacritics, 16 (1986), p. 22-27.
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There is an interesting parallel between urban development – the space of our cities –, and the 
development of the Web. William J. Mitchell probably made the most comprehensive early case for 
this analogy in his book City of Bits (1995). Mitchell eulogised:
The online environment of the future will increasingly resemble traditional cities in their variety of 
distinct places, in the extent and complexity of the 'street networks' and 'transportation system' 
linking these places, in their capacity to engage our sense, and in their social and cultural richness.95
While there is no doubt that complexity has increased as the Web grew, Mitchell's vision was still a 
largely optimistic one (as was the custom in those days). There is a reason Mitchell talked of 
traditional cities, as opposed to modern ones, in 1995. This diverse marketplace was exactly what 
the Internet was thought to provide. However, if we accept Murray Bookchin's analysis that modern
cities are indeed more like “immense urban agglomerations that are steadily losing any distinct form
and quality”,96 then this modern idea of a city perhaps fits the virtual city as it has now come to be 
better than the traditional, more distinct one Mitchell was still aiming for, simply because, as we 
have seen, the virtual city has become increasingly homogenised. The loss of distinction Bookchin 
laments in the modern city is mirrorred in Rieder's analysis of Google as “black foam” mentioned in
Section 2.1.
Edward W. Soja, in asserting the importance of space, points out that the capitalist system 
creates regional differentiation and that the dichotomy between core and peripheral places this 
creates constitutes a struggle not unlike the class struggle between the bourgeois and the 
proletarian.97 He points out that, in its processes of globalisation, the capitalist system 
simultaneously also tends toward homogenisation. As we've seen in the previous chapter, these two 
processes – homogenisation and differentiation (or fragmentation) – can also be perceived in the 
development of the Web. In this analogy, the hubs on the Web are like the core places (our cities) 
and the other nodes are the periphery, the “developing world”. While the process of homogenisation
enlarges the world and allows everyone to work within the same general paradigm (whether this is 
capitalism or Web 2.0/participation culture) there is a “transfer of value from the periphery to the 
center” and it is these centers that control the manner and direction in which the culture is 
homogenised. At the same time, these centers of power are obscured by the “aggregation of the 
individual into a herd”,98 by cloud computing, due to the lack of distinction and accountability 
95 W.J. Mitchell, City of Bits: Space, Place, and the Infobahn (Boston: MIT Press, 1999), p. 121.
96 M. Bookchin, The Limits of the City (New York City: Harper & Row, 1974), p. 66.
97 E.W. Soja, Postmodern Geographies: The Reassertion of Space in Critical Social Theory (London: Verso, 1989).
98 M. Bookchin, The Limits of the City (New York City: Harper & Row, 1974), p. 89.
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previously established (see Section 2.2). The homogenised city – be it physical or virtual – is a 
Kafkaesque one in which “to an increasing extent, the urban dweller can no longer clearly identify 
the source of his problems and misfortunes; perhaps more significantly, he can find no one against 
whom he can assert his own power and thereby retain a sense of control over the forces that seem to
guide his destiny.”99
The analogy between the physical and virtual city suggests that the commercialisation of the 
Web from 1993 onwards has set these processes in motion, since this commercialisation subjected 
the virtual city to the same market forces as its physical counterpart. Such analogies are dangerous, 
however, if they omit the differences between the two sides. The most obvious of these is the 
argument that there is no “real”, physical space in cyberspace, that the notion of space rests solely 
on a metaphor, and that this metaphor does not include the very real effects of physical space, such 
as the time it takes to traverse it. In cyberspace, as Novak notes, “the next room is always where I 
need it to be and what I need it to be.”100 These are fair concerns, therefore I will now first explore 
the “realness” of this virtual space.
3.2 Just a metaphor?
The spatial metaphor was described by Lakoff and Johnson in their influential tract Metaphors We 
Live By (1980) as “one that does not structure one concept in terms of another but instead organises 
a whole system of concepts with respect to one another”.101 The authors then hastened to add that 
“such metaphorical orientations are not arbitrary”, that they “have a basis in our physical and 
cultural experience”.
In spite of this, the most persistent argument against the claims made in this thesis is that the
insistence on this spatial metaphor is based on a fallacy, on an overextension of the language, on an 
illusion. The following passage of Farris et al. is illustrative of this argument:
[H]ypermedia is inherently non-spatial. Physical environments have spatial qualities, such as 
depth and direction. These qualities allow an actor to physically move about within that 
environment. On the contrary, hypermedia does not have direction or depth. Some might 
99 M. Bookchin, The Limits of the City (New York City: Harper & Row, 1974), p. 81.
100 M. Novak, 'Liquid Architectures in Cyberspace', in M. Benedikt (ed.), Cyberspace: First Steps (Boston: MIT Press, 
1991), p. 225-254.
101 G. Lakoff and M. Johnson, Metaphors We Live By (Chicago: University of Chicago Press, 2003).
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conceptualise ‘moving deeper’ within a hierarchically organised website, however, such an 
abstraction is qualitatively different than depth in the physical environment.102
For these scholars, the Web does not provide enough feedback to allow its users to create spatially 
informed schematas of the provided information. Of course, the argument that the Web is 
“inherently non-spatial” is a confusing one: if it wasn't inherently non-spatial there would be no 
need to apply a spatial metaphor in the first place. The metaphor is needed precisely to add this 
(apparently useful) layer of thought, an hypothesis which is confirmed by academic research.103 
Similarly, the authors are correct in stating that “'moving deeper' within a hierarchically organised 
website” is qualitatively different from physical depth, but so is depth in spatially informed 
schematas. The whole point of the metaphor and analogy is to reify a virtual space with depth.
Not to put too fine a point on it, this line of criticism actually underlines the importance of 
retaining the spatiality of the Web. The inherent non-spatiality of the individual files that make up 
the Web, dispersed across servers whose location does not inform their virtual location, constitutes 
an arrangement of information suitable for computers, not for humans. Lev Manovich draws a 
dichotomy between a narrative and database form, and argues that whereas humans prefer the 
former, computers inherently privilege the latter.104  Speaking of online search trails and guided 
tours, Reich et al. point out that
both concepts use associations between different pieces of information in order to provide the 
users with a sequential view of the information space. This is somehow at variance with the 
fundamental idea of hypertext, namely to support non-linear access to information.105
The process of navigating the Web – which in a sense is the process of forging a route or sequence 
out of masses of data, of turning the non-linear into the linear, strongly informs the spatial 
metaphor, recalling as it does wayfinding and exploration. While the sequential suggests a two-
dimensional space, it is precisely that “fundamental idea of hypertext”, namely the possibility to 
branch, to offer multiple routes at any point, that allows the linear view to become fully spatialised. 
102 J.S. Farris, K.S. Jones and P.D. Elgin, 'Users' schemata of hypermedia: what is so ‘spatial’ about a website?', 
Interacting with Computers, 14.5 (2002), p. 487-502.
103 See for instance S. Padovani and M. Lansdale, 'Balancing search and retrieval in hypertext: context-specific trade-
offs in navigational tool use', International Journal of Human-Computer Studies, 58.1 (2003), p. 125-149.
104 L. Manovich, The Language of New Media (Cambridge: MIT Press, 2001), p. 225-228.
105 S. Reich, L. Carr, D. de Roure and W. Hall, 'Where have you been from here? Trails in Hypertext Systems', ACM 
Computing Surveys, 31.4 (1999) <http://cs.brown.edu/memex/ACM_HypertextTestbed/papers/21.html> (8 August, 
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It becomes infused by all the roads not taken. When the user backtracks and follows other links, it 
becomes a tree and when the user ends up in the same destination through two different routes, the 
lines intersect and form the beginnings of a map. Such an analysis is in line with Michel de 
Certeau's aforementioned definition of space as “a practised place”, an “intersections of mobile 
elements”.106 According to de Certeau, it is precisely this act of the pedestrian traversing a place, an 
act of inscription, that turns it into a space. Likewise, in the Web graph, it is the traffic flowing 
between the separate web pages that makes it spatial. Art critic John Berger, writing before the Web 
came into being, described what he thought of as a shift in mindset towards a more spatial narrative 
mode:
It is scarcely any longer possible to tell a straight story sequentially unfolding in time. And this 
is because we are too aware of what is continually traversing the storyline laterally. That is to 
say, instead of being aware of a point as an infinitely small part of a straight line, we are aware 
of it as an infinitely small part of an infinite number of lines, as the centre of a star of lines. 
Such awareness is the result of our constantly having to take into account the simultaneity and 
extension of events and possibilities.107
This turn from a linear to a more spatial mode of narration suits the Web's hypertextual nature 
perfectly. This is exhibited in an experiment in which students without any experience with 
hypertext systems had to engage with a hypertext instructed by either book-based or spatial-based 
metaphors. They found that the latter set of metaphors allowed “a correspondence between complex
semantic structures and complex hypertext structures” while the former forged a very linear view of
the text that did not quite allow the students to process all the content.108 Note here that, as 
mentioned above, while forging a linear path out of the spatially arranged hypertexts has proven 
worthwhile and even necessary, the spatial metaphor needs to be applied first. The most effective 
processing strategy then seems to be to turn data into a spatial representation, a cognitive map, and 
then turn the map into a path or tour.
That such a spatial cognitive map, in spite of its inherently non-spatial source, can be useful,
is proven by the ancient technique of conjuring up memory palaces. Also called the method of loci, 
a memory palace is a mnemonic device in which one maps memories to various rooms of a virtual, 
imagined space (a palace). By mentally adorning the rooms – making them distinct – memory 
106 M. de Certeau, The Practice of Everyday Life (Oakland, University of California Press, 1984).
107 J. Berger, The Look of Things (New York City: Viking Press, 1972), p. 40.
108 R. Bromme and Elmar Stahl, 'Is a hypertext a book or a space? The impact of different introductory metaphors on 
hypertext construction', Computers & Education, 44 (2005), p. 115-133.
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palaces help people to remember through the memories' mutual associations, through the way one 
memory “room” leads to another. In Ancient Roman times it was a very popular technique, and it 
was seen as an alternative method to rote or rhyme learning which, through poems, employed the 
phonetic capacities of language to ease remembrance. Crucially, these memory palaces allowed 
their users to take different routes to a room. “Just as we have familiar routes through our house, 
should we suddenly want something from the attic or the kitchen, we know how to get there directly
from anywhere in the house rather than taking a pre-ordained route.”109 Roughly speaking, the 
memory palace was to rote learning what the hypertext is to the classical, linear text. As such, it 
becomes clear why the hypertext's nodal associativity needs to be preserved: a memory palace with 
rooms giving access to various other rooms is more useful than a memory palace laid out like a 
panopticon, with access to other rooms only by way of a central hub. It is more useful because it 
offers multiple routes toward a room, which in this case means multiple chances of recalling 
information.
A similar technique (it has been described as “a kind of memory palace scrawled on 
paper”)110 is mind mapping. Mind mapping is a technique also drawing largely on the associative 
power of the brain. A mind map is a method of note-taking which spreads out the information 
spatially on the paper, creating an associative web strengthened by colors, doodles, and a variety of 
lines. It has been proven to aid factual knowledge retention by as much as 10%.111
3.3 Memory
The history of technology is also a history of the gradual externalisation of our memories, which is 
the reason why the ars memorandi of the memory palace is hardly used anymore. Plato famously 
had Socrates bemoan the invention of writing in Phaedrus, arguing it would be disastrous for our 
memory.112 Gutenberg's invention of the printing press sparked similar anxieties, and cloud 
computing can in a sense be seen as the apex of this development. John Markoff wrote in a 2007 
New York Times op-ed, heralding the advent of cloud computing: “What I discovered was that – 
109 W. Uricchio, 'A Palimpsest of Place and Past', Performance Research, 17 (3), p. 45-49.
110 J. Foer, Moonwalking with Einstein: The Art and Science of Remembering Everything (London: Penguin, 2011), p. 
203.
111 P. Farrand, F. Hussain and E. Hennessy, 'The efficacy of the 'mind map' study technique', Medical education, 36.5 
(2002), p. 426-431.
112 Plato, Phaedrus (Oxford: Aris & Phillips, 1986).
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with the caveat of a necessary network connection – life is just fine without a disk.”113 While writing
and printing helped spread our information primarily through the temporal dimension, cloud 
computing is true to Foucault's epoch of space: it frees our information from the logistics of place. 
Freed from both time and space, then, it does seem like life is just fine without a disk, no matter 
whether we are talking about a hard drive or one's memory. However, as Nicholas Carr explained in
The Shallows (2011), while the long-term memory is virtually boundless, the short-term memory 
has a very limited size. The externalisation of our (long-term) memory to the cloud would in 
practice mean that facts and data are constantly reintroduced to the short-term memory on demand, 
which means there is less space left in the short-term memory for (other) new information, let alone 
contemplation and associative thought.114
The homogenisation caused by the “rented rooms” paradigm of Web 2.0, as outlined in the 
previous chapter, also has consequences for our memory. If memory retrieval is contingent on 
spatial orientation, then factors that ease this orientation online will also benefit the recall of 
information online. Indeed, in one study, participants in World Memory Championships were found 
to make extensive use of the parts of their brain that house the spatialisation faculties, which as a 
brain activity pattern stands in stark contrast to that of the average person.115 One specific 
environmental factor, differentiation, or distinguishability among places, suggests that “a building 
with halls and rooms all painted the same colour would generally be harder to navigate than if the 
same building were painted with a colour coding scheme”.116 Already in 1990, a usability study by 
Nielsen on navigating hypertexts called this “the homogeneity problem”, and experimented with 
using different backgrounds for different information to prevent disorientation.117 However, user 
profiles on social networks and barely customised websites created by content management systems
(CMS; i.e. Wordpress), while differentiating on parametrical specifics and/or content, are usually 
rather restrictive in their designs. And as we've seen in the previous chapter, mobile websites, due to
the small screens on which they are displayed, and the compromises made to improve speed, are 
113 J. Markoff, 'Why Can’t We Compute in the Cloud?', New York Times, 24 August 2007 
<http://bits.blogs.nytimes.com/2007/08/24/why-cant-we-compute-in-the-cloud-part-2/> (30 July, 2014).
114 N. Carr, The Shallows (New York City: W. W. Norton & Company, 2011), p. 182.
115 E. Maguire, E.R. Valentine, J.M. Wilding and N. Kapur, 'Routes to remembering: the brains behind superior 
memory', Nature Neuroscience, 6.1 (2003).
116 H. Kim and S.C. Hirtle, 'Spatial metaphors and disorientation in hypertext browsing', Behaviour & Information 
Technology, 14.4 (1995), p. 239-250.
117 See for instance J. Nielsen, 'The art of navigating through hypertext', Communications of the ACM, 33.3 (1990), p. 
296-310, and R. Gygi, 'Recognizing the symptoms of hypertext and what to do about it', in B. Laurel (ed.), The Art 
of Human-Computer Interface Design (Reading: Addison-Wesley, 1990).
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experienced as even more restrictive. Even a website like Wikipedia, which uses a minimalistic 
design in order to be considered neutral, and to grant a central place to the page's content, can 
become disorienting because every topic page is fit within a template and within the same layout 
and (lack of) colour scheme. Such a website could create at least the semblance of spatiality by 
colour coding different topics or types of pages, creating the suggestion of neighborhoods that the 
user can move through. Seen through analogy with the memory palace, then, the page layout is the 
room,118 and thus the information of Wikipedia's many pages will be stored in one and the same 
room, eliminating the possibility for spatial structuring. While page layout within a website has 
from the start featured fixed elements (using frames, for instance) like navigation menus and 
footers, the vast improvements in tools to automatically create large parts of websites has 
involuntarily erased some idiosyncrasy and deliberation from web page design. Moreover, the 
decoupling of content and form means data can be presented differently on different occassions, 
which does not help either.
There are then two separate developments that are detrimental to memory: the 
standardisation of intra-website layout and the proliferation of the “rented rooms” paradigm of Web 
2.0 which reduces inter-website differences.
Of course, there are other cues traditionally used for spatially structuring new information, 
but unfortunately digital text remains lacking in these too. Two of those are the position of text on 
the page (left or right page, top or bottom, inside or outside, etc.) and the position of the page in the 
book. Because of the scrolling paradigm and the variability in screen (and browser window) size 
and resolution, pages are not fixed, and text lacks a fixed position on the screen. The lack of these 
cues makes the aforementioned loss of fixed form and a fixed location (permalink) even more 
troubling.
3.4 Quantifiabil ity
The ever-improving technologies for information retrieval – more efficient in analysing text and 
drawing information out of data – benefit an extractive as opposed to an immersive use of the 
medium (recall the distinction from Section 2.3). Google showing “lemma information” to the right 
of its search results page (in its Knowledge Graph) has the effect of emphasising the quantitative, 
factual parts of information, whereas the less factual, qualitative and narrative ones do not enter the 
118 More probably, it is only one of many levels of rooms. Above it, the web browser, the operating system and the 
monitor/display screen can also be construed as rooms.
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equation anymore. Jakob Nielsen, stating in an influential article that people “don't read” on the 
Web, kickstarted a trend towards concise and to-the-point texts that continues to this day, and which
has had a similar effect in promoting the quantitative over the qualitative.119 For instance, Nielsen 
suggested using bulleted lists to make information stand out and breaking up the text with images to
make it seem less daunting. The result of this is that the qualitative (more dense) information is left 
in the piece of plain text that is the least likely to gather the visitor's attention. The prevalent 
question here is: “will the googleability of a piece of information become a condition of its social 
existence?”120
Such an emphasis on identifiable, verifiable and separable facts over longer flights of text 
that cannot as easily be reduced to data and calculated could have the effect of forcing the Web into 
its inherent, underlying database mode (as opposed to the sequential/narrative-based layer applied 
by the spatial metaphor). Hartmann compared the Web's fragmentary nature to Walter Benjamin's 
Arcades Project, both made up out of fragments of text that could infinitely be reassembled:
Benjamin's fragments are torn from their original environment and put together anew, thus 
revealing the hidden meaning underneath, showing a new whole. Equally, cyberspace 
imaginaries can be appropriately constructed from these kinds of traces, since the Internet 
equally appears to us in fragments.121
This is an adequate comparison for the Web as it began. However, Benjamin's fragments were made
up out of the idiosyncratic thoughts and (occassionally irrational) associations of human beings, 
whereas knowledge engines increasingly create “answers to factual queries” which are then 
privileged by popular information providers such as Google, and this has the effect of pushing less 
factual information to the background and dismissing idiosyncratic associations, or associations of 
any other kind, altogether. In short, it dismisses narrative.
T.S. Eliot once asked: “Where is the wisdom we have lost in knowledge? Where is the 
knowledge we have lost in information?”122 Had he been alive today he might have added: “Where 
is the information we have lost in data?” Already in 1950, Heidegger worried that technology and 
an increasingly technological mindset was causing us to lose this aspect of our thinking:
119 J. Nielsen, 'How users read on the web', Nielsen Norman Group, 1 October 1997 
<http://www.nngroup.com/articles/how-users-read-on-the-web/> (8 August, 2014).
120 A. Jobin and O. Glassey, 'I Am not a Web Search Result! I Am a Free Word', in R. König and M. Rasch (eds.), 
Society of the Query Reader (Amsterdam: Institute of Network Cultures, 2014), p. 149-162.
121 M. Hartmann, Technologies and Utopias: The Cyberflâneur and the Experience of Being Online (München: Verlag 
Reinhard Fischer, 2004), p. 6.
122 T.S. Eliot, 'The Rock', Collected Poems 1909-1962 (San Diego: Harcourt, 1963).
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Whenever we plan, research, and organise, we always reckon with conditions that are given. We
take them into account with the calculated intention of their serving specific purposes. Thus we 
can count on definite results. This calculation is the mark of all thinking that plans and 
investigates. Such thinking remains calculation even if it neither works with numbers nor uses 
an adding machine or computer. Calculative thinking never stops, never collects itself. 
Calculative thinking is not meditative thinking, not thinking which contemplates the meaning 
which reigns in everything that is.123
For pragmatic reasons, computer scientists prioritise calculable issues over meditative ones. This is 
understandable, but it becomes dangerous when a problem which requires meditative thought is 
approximated through a calculable proxy variable. This is essentially what search engines do when 
they aim to calculate the relevance of web pages containing, often enough, meditative thought, 
through a (calculative) algorithm. Again, it is the associativity between web pages that will be 
reduced as a result, because the better search algorithms get the more precisely they will be able to 
send the user to an answer without referring him or her to the narrative surrounding the fact, and the
better knowledge engines will get, the more information they will be able to present to the user 
without even having to refer him or her to the source of that information. In the next section, we 
will see that the journey might sometimes be as worthwhile as the destination page itself.
3.5 Orientation and wayfinding
As briefly mentioned above, users getting (and feeling) lost on the Web has been a problem from 
the start, and much research has been dedicated to ease and support navigation. In this section I will 
discuss search trails, site maps, re-finding, and the benefits of a “recency” model over a “stack” 
model in the Web browser's history.
As mentioned in the first chapter, key concepts in orientation studies are landmarks, route 
knowledge and survey knowledge. Landmarks are recognisable features in a space that are usually 
the first knowledge of a space acquired by people and which are consequently used as orientation 
points.124 An extension of landmark theory to the Web would at first glance seem problematic. After 
all, one of the main differences between physical space and Web space is that only one page at a 
time is viewed (generally), and that the surrounding nodes cannot be glimpsed in the distance. This 
123 M. Heidegger, Discourse on Thinking (New York City: Harper & Row, 1966).
124 M.E. Sorrows and S.C. Hirtle, 'The Nature of Landmarks for Real and Electronic Spaces', in C. Freksa and D.M. 
Mark (eds.), Spatial Information Theory: Cognitive and Computational Foundations of Geographic Information 
Science (Berlin: Springer Link, 1999), p. 37-50.
43
lack of visual access is a clear problem in hypertext systems. If hyperlinks are doors separating 
rooms, they are always closed. While the hubs of scale-free networks have been found to function 
roughly the way landmarks do in physical spaces,125 the challenge then becomes retaining some 
kind of visual access to these hubs as users navigate away from them. Techniques that can improve 
the user's route and survey knowledge can help with that, because they will bring awareness of 
where the landmark/hub is, related to the user, at any point in the browsing session. If the user can 
retain access to the routes that spawn from a landmark, knowledge of these routes will keep the 
landmarks, as it were, in mental sight.
One way to aid navigation through improving route knowledge is the use of search trails. A 
search trail is a sequential list of visited web pages spawning from a search query, and can be seen 
as a kind of train of thought. The concept is a spiritual heir to the trails that were the proposed 
outcome of Vannevar Bush's famous memex device.126 White and Huang make the case that search 
engines should start focusing on search trails instead of just single result pages.127 They find that for 
many queries, the topic is not properly covered by any single page, but by a route. Surely, if a 
search engine can track the post-query trail of a user, and finds many users with query X to follow 
the same trail, users could benefit from this information. Having said that, their experiment used 
“organic” data in which users independently navigated post-query result pages. It is possible that 
were a trail to be set in stone and suggested by a search engine, users would browse the page less 
and think mentally ahead to the next page in the trail, or skip to the destination page. Indeed, their 
results show that sessions that skip straight to the destination are less thorough in terms of topic 
coverage, diversity, novelty, and utility. Offering such search trails to users would support a “guided
tour” model of navigation, which contrasts with the “trail” model in being authored beforehand.128 
To illustrate the difference, Reich et al. equate trails with “beaten paths” and tours with “laid out 
walkways”.
125 S. Mukherjea and J.D. Foley, 'Showing the Context of Nodes in the World-Wide Web', Chi '95 Proceedings 
<http://www.sigchi.org/chi95/proceedings/shortppr/sm2bdy.htm> (11 October, 2014).
126 V. Bush, 'As We May Think', The Atlantic, 1 July 1945 <http://www.theatlantic.com/magazine/archive/1945/07/as-
we-may-think/303881/> (15 August 2014).
127 R.W. White and J. Huang, 'Assessing the Scenic Route: Measuring the Value of Search Trails in Web Logs', 
Proceedings of the 33rd International ACM SIGIR Conference on Research and Development in Information 
Retrieval, 2010.
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Arguably even more advantageous to users than trails and tours are site maps, graphs and 
depictions of networks that give insight into the structure of the hypertexts perused. Vörös et al 
showed that providing users with a map of the hyperlink structure of an information collection helps
not so much recollection of the information itself but of the relation of pieces of information to each
other.129 Their experiment provides empirical evidence for the importance of spatiality in virtual 
information systems.
People's tendency to store their web browsing associatively can be traced in the act of “re-
finding”, using a search engine to retrieve a previously found result. Tyler and Teevan found that the
queries used “by the same user for the same URL […] tend to converge to a single high quality 
query.”130 This evidence suggests that users at some point mentally store the web page with as its 
access point the appropriate query to retrieve it. The same research also finds that when a result is 
re-found, in two-thirds of the cases it will afterwards be re-found again, using the same query. In 
line with this, another study found that while bookmarks – and other methods like sending oneself 
e-mails or keeping notes – are a popular method to remember an interesting website, there are many
people who do not keep track of interesting websites anywhere. These people could retrace their 
steps either by recalling the URL directly, by following a hyperlink from a web page they 
remembered, or by re-finding through a search engine. In the last two cases, again, route knowledge
is responsible for getting them back to their destination page.
Like search engines, web browsers too neglect to usefully implement navigation trails in 
their architecture. While the Back and Forward buttons have been a staple of web navigation from 
the start, they rely on a “stack” model, in which pages disappear when another trail is taken, and as 
such do not make proper use of the associative potential of hypertext. Other models for Back and 
Forward buttons have been suggested, like the “recency” model which distinguishes between hubs 
and spokes in visited pages and as such allows insight into the whole session history, instead of just 
the last uninterrupted trail.131 A study on usability found that the use of the Back button dropped 
from over 30% of all navigation actions to less than 15% between 1995 and 2005.132 It suggested 
129 Z. Vöros, J-F. Rouet and C. Pléh, 'Content Maps Help Low Spatial Capacity Users Memorize Link Structures in 
Hypertext', The Ergonomics Open Journal, 2 (2009), p. 88-96.
130 S.K. Tyler and J. Teevan, 'Large Scale Query Log Analysis of Re-Finding', Proceedings of the Third ACM 
International Conference on Web Search and Data Mining (2010), p. 191-200.
131 S. Greenberg, 'Getting Back to Back: Alternate Behaviors for a Web Browser's Back Button', Proceedings of the 5th
Annual Human Factors and the Web Conference (1999) <http://zing.ncsl.nist.gov/hfweb/proceedings/greenberg/> 
(8 August, 2014).
132 H. Weinreich, H. Obendorf, E. Herder and M. Mayer, 'Not Quite the Average: An Empirical Study of Web Use', 
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that this was due to the rise of web services during this time – which were less explorative in nature 
– but especially due to the habit of tabbed browsing. Many users nowadays, when situated on what 
they identify as a hub, open links in new windows or tabs instead of following them. This allows 
them to branch off without losing the main trail. It thus suggests that the recency model detailed 
above is a more sensible and intuitive one than the stack model. While these tabbed browsing habits
are a way of artificially simulating the recency model, they come with their own complications, 
such as a heightened cognitive load. Using a browser with many tabs open stimulates and 
encourages simultaneous use of all opened tabs, which confuses the cognitive mapping of 
information that tabbed browsing was supposed to facilitate. Moreover, stacks are split and 
multiplied, and the user has to remember which search trail belongs to which tab, if he or she wants 
to backtrack.
3.6 Hyperlinks and anchors
In section 1.3 I have briefly discussed how different links can denote different relations between 
nodes. I will elaborate on those concerns in this section.
The anchor text of a hyperlink, that is, the clickable piece of text on a web page referring to 
another web page, is an important factor in most search engines. A 2003 study by Craswell et al. has
found anchor information to be more useful and effective than document content itself in a search 
task.133
An anchor in a running paragraph usually takes the form of a highlighted term that is indeed 
fairly representative of the average document's content. However, in lists of links as found in 
catalogs or in the more recently popular “related articles” functionality, the anchor text is usually an
exact copy of the title of the targeted web page. As such, it does not contribute anything to an 
understanding of the web page. If such hyperlink types overtake the semantically meaningful ones, 
the only result will be an added emphasis of content creators on search-engine friendly page titles 
(as already seems to be the trend). Moreover, a website like Wikipedia, while featuring many links 
in running text, also uses mostly anchor texts that correspond directly to the target page, like named 
entities and overview pages on topics. While Wikipedia features only so-called “topic pages”, 
creating pages that feature overviews of a website's articles on a certain subject has become a 
133 N. Craswell, D. Hawking and S. Robertson, 'Effective Site Finding using Link Anchor Information', SIGIR’01 
(2001) <http://david-hawking.net/pubs/craswell_sigir01.pdf> (8 August, 2014).
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popular feature all over the Web, and especially in news organisations.134 Such topic pages are more 
often than not a machine-generated list of articles tagged as such (or linking to that topic page). 
While they can be useful as a hub, they do not constitute a real semantic addition to the text (except,
perhaps, as a means of highlighting, like bold or italic type). The distinction here is largely between 
the idiosyncratic association of the author of the text on the one hand, and the automatic and/or 
obvious linking of a concept to its reference page on the other. The difference is that the former 
category of links adds information – it provides an association that was not yet there – while the 
latter simply confirms an existing link.
One popular implementation of such automatic links is “collaborative filtering”, which 
recommends things on the basis of “people who liked this also liked the following things”. 
Collaborative filtering works well because it can draw from a large history of human associations, 
which continues to inform our patterns up until this day. Amazon book recommendations largely 
mirror literary genres and movements because people have drawn these associations and have 
recommended similar books manually, and this has also informed buying behavior through Amazon
(which is what Amazon bases its recommendations on). However, newer things for which 
associations aren't already in place can create problems due to a sparsity of data leading to unstable 
or even random recommendations based on “anecdotal” data. For instance, on the social networking
website for music, Last.FM, bands whose albums were released around the same time, and were 
popularized by the same media (i.e. Pitchfork, a popular website for independent music) are often 
amongst each other's “similar artists”, despite having very little in common musically. The system 
forges an association that humans would likely not have made, and forces it on/suggests it to these 
same humans. The problem is that while normally “digital information is really just people in 
disguise,”135 it can create its own reality when the people in turn are informed by the digital 
information through a positive feedback loop (this is a similar problem as the one that informs the 
Googlearchy). If such loops are not accounted for, the percentage of useful associative links will 
ultimately decrease, and anchor links, which can be a useful source for qualifying the exact 
relations between nodes, will become less useful too.
134 J. Stray, 'Linking by the numbers: How news organizations are using links (or not)', Nieman Journalism Lab, 10 
June 2010 <http://www.niemanlab.org/2010/06/linking-by-the-numbers-how-news-organizations-are-using-links-
or-not/> (10 October, 2014).
135 J. Lanier, Who Owns the Future? (New York City: Simon and Schuster, 2013), p. 19.
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4 S t rat e g i e s  a n d  t a c t i c s
Given the development of the Web outlined above, what can be done to salvage some of the space 
that is lost to the dominance of cloud computing, search engines and the like? We have seen in 
Chapter 2 how the Web in its development is losing space and associativity, and we have seen in 
Chapter 3 how useful these can be. In this final chapter, then, we will examine if there is anything 
which can be done to preserve some of the space.
There are two sides to such suggestions: the developers of the Web on the one hand and its 
users on the other. In making the distinction, I will make use of Michel de Certeau's 
dichotomisation of “strategies” and “tactics”.136 For de Certeau, a strategy is produced by a subject 
of will and power assuming a circumscribed place which “generates relations with an exterior 
distinct from it.” As such, it coincides with the large web companies which mould and shape the 
Web, whose influence reaches far and wide, as well as the creators of such popular web tools such 
as Wordpress and Yoomla and influential non-profit websites such as Sourceforge and Wikipedia. 
Tactics, on the other hand, are more aligned with “the weak” and “the other”, and also play 
themselves out at “the other's place”. Tactics manoeuvre within the space allowed by the other, and 
are temporary in nature: “whatever it wins, it does not keep,” is how de Certeau summarises it. If 
for instance a web service's use of the default effect to push their agenda could be considered a 
strategy, the user's non-compliance with it, his or her proactive configuration of the settings of the 
web service, is a tactic. This distinction clarifies the power relations between web services and 
users, and it will be a thread running through this chapter. While I will suggest both strategies and 
tactics that can be employed to reinstate the spatiality of the Web, a realistic assessment is that the 
strategies are unlikely to be implied; there are economic and power-related reasons for the strategies
currently employed by web companies, and concepts like navigability, associativity and 
accountability are not among their main concerns.
The emphasis should therefore be first and foremost on tactics. Here, again, the concept of 
cyberflanerie already alluded to at various points above can be of help. Given the parallels between 
the physical and virtual city, cyberflanerie should not only be seen as a result of the orientational 
confusion of the early Web, but can also become a tactic to regain that previous mode of exploration
– the same way the original flaneur did. Hartmann writes:
136 M. de Certeau, The Practice of Everyday Life (Oakland, University of California Press, 1984), p. xix.
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An increased speed has been described as one characteristic of the cyberflaneur. My claim is 
that slowness - as a direct copy of the turtle walk - could characterise the cyberflaneur instead. 
This slowness idea is based on the original flaneur concept in combination with the online 
structure. Slowness in this context expresses a resistance to constant connectedness and 
increasing fluidity. The slowness was crucial to the original flaneur, because his surroundings 
were speeding up. Insisting on slowness for the cyberflaneur is not a general denial of the 
possibility of speed online, but rather a normative claim concerning the attributes of a 
cyberflaneur.137
Here, slowness should be interpreted as a counterweight to incessant change, not just of the Web as 
a whole, but of individual pages from moment to moment. The cyberflaneur can contemplate and 
actually read the pages he comes across. “The faster we talk and chat and type over tools such as 
email and text messages, the more our communication will resemble traveling at great speed,” 
writes John Freeman, for whom slowness is also an act of rebellion.138 Rebecca Solnit, in a history 
of walking, suggests that perhaps, evolutionary speaking, the mind works at 3 miles an hour – at 
walking speed, that is.139 Slowing down to look around is the first and foremost tactic we can use to 
counter the developments outlined above.
But it is not enough. Even slowed down, one still has to deal with the structure of the 
modern Web, informed by the positive feedback loops of the Googlearchy, collaborative filtering 
processes and dynamically generated websites. In order to break free from this, Eli Pariser in The 
Filter Bubble (2011) has suggested introducing an element of serendipity into the algorithms as a 
strategy. To breach the filter bubble, Pariser suggests making personalisation filters optional.140 
However, it seems unlikely that Web companies will make such changes, since it is in their interest 
to show people things they are most likely to click on. Instead, users themselves can use a search 
engine like DuckDuckGo, which aggregates results from various search engines and routes them 
through a proxy in order to avoid (or annul) the personalisation filters. Alternatively, they can 
confuse the algorithms by clicking on random links every now and then. While web browsers have 
largely stuck to the navigational tools they started out with, there are many add-ons/extensions 
available to aid online navigation and orientation. Usually, these adapt the traditional tools of web 
137 M. Hartmann, Technologies and Utopias: The Cyberflâneur and the Experience of Being Online (München: Verlag 
Reinhard Fischer, 2004), p. 140.
138 J. Freeman, The Tyranny of E-mail (New York City: Scribner, 2009), p. 197.
139 R. Solnit, Wanderlust: A History of Walking (London: Verso, 2001), p. 14-29.
140 E. Pariser, The Filter Bubble (London: Penguin, 2011), p. 234-235.
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browsers such as the browsing history, for which add-ons are available that turn its flat structure 
into a branched tree.141
4.1 Getting lost in cyberspace
In hindsight, it seems like the early focus on the “getting lost in cyberspace” problem was a first 
sign of the changes to come. The incorporation and subsumption of content by the hubs of large 
Web companies through the process of “frictionless sharing” is a way to ensure not getting lost. The
content, scraped from somewhere else on the Web, is displayed safely from within the confines of 
the hub. The problem has been solved by making the landmarks – the hubs – omnipresent, always at
best a click away through Like buttons or direct search functions built into Web browsers. While 
getting lost can be a problem when the task at hand is a clear information-retrieval one, it is 
possible that in solving the problem we threw out the baby with the bathwater. For Rebecca Solnit, 
to be lost is “to be fully present, and to be fully present is to be capable of being in uncertainty and 
mystery.”142 More relevant even, Solnit shortly after considers being lost “a psychic state achievable
through geography.” It is precisely this route towards being lost that the recent developments of the 
Web seem to wear away. This inability to get lost is what jarred the original flaneurs as well, as the 
industrial revolution overtook them. The flaneur was melancholic because the city was “no longer a 
'fruitful' labyrinth of chance encounters for him”.143
Another group of city wanderers, the Situationist International, had similar concerns and 
developed a set of tactics to break through the increasing homogenisation of the city. One of those 
was the dérive, which was a way of walking through the city without a predetermined goal, being 
led by “the attractions of the terrain and the encounters they find there.”144 Not only did this method 
allow them to end up in new places, it also made old places seem new by approaching and 
considering them in different ways and from different angles. The Situationists dreamed of a 
continuous dérive which kept the city in a state of constant flux. “The changing of landscapes from 
141 See for instance History in Threads (Firefox) <https://addons.mozilla.org/en-US/firefox/addon/history-in-threads/> 
(14 September, 2014) and History Timeline (Chrome) <https://chrome.google.com/webstore/detail/history-
timeline/gjhpcfomcckgcaniehfgakaddjgncpeb> (14 September, 2014).
142 R. Solnit, A Field Guide to Getting Lost (Edinburgh: Canongate, 2006), p. 6.
143 B. Psarras, S. Pitsillides and A. Maragiannis, 'Dérive in the digital grid, breaking the search to get lost', in K. 
Cleland, L. Fisher and R. Harley (eds.), Proceedings of the 19th International Symposium of Electronic Art 
<http://ses.library.usyd.edu.au/handle/2123/9475> (12 August, 2014).
144 G. Debord, 'Theory of the Dérive', in K. Knabb (ed.), Situationist International Anthology (2006).
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one hour to the next will result in complete disorientation,” writes SI member Ivan Chtcheglov, and 
that disorientation he considered a good thing.145 Bachelard once wrote that the poetic image is 
“essentially variational”,146 and perhaps this can make us understand the real purpose and appeal of 
the continuous dérive: continuous poetry; or, as Situationist Raoul Vaneigem has it, “not a 
succession of moments, but one huge instant, a totality that is lived and without the experience of 
'time passing'.”147 After all, for the Situationists, the point was “not to put poetry at the service of 
revolution, but to put revolution at the service of poetry.”148 Poetry was the goal, not the method.
As we've seen in the first chapter, the Web now does provide landscapes that are constantly 
changing and constitutes a city in constant flux, but it is a calculated, mathematical flux. Websites 
have become, following Novak, liquid architecture: what is designed of them is “not the object but 
the principles by which the object is generated and varied in time.”149 While for the Situationists (as 
well as on the early Web) it was the active act of dérive that allowed them to get lost, on the present 
Web it is the oblique calculations of complex algorithmic systems. If the goal is indeed poetry, the 
earlier analysis of the Web's preference of quantitativity above qualitativity is the problem, since 
isn't poetry inherently qualitative, fleeting and ultimately incalculable? Poetry, above all things, is 
beyond calculation.
It is therefore not surprising that attempts at coding Situationist subversions have proven 
difficult. Elias notes that “many cities now provide technology at visitors centers for 
'psychogeography' as a tourism activity that allows city visitors to use GPS or alternative mapping 
to tour through a city's prefabricated (often simulated) and heavily marketed historical and 'cultural' 
attractions.”150 This seems antithetical to the Situationists' original intentions, which can be 
illustrated by Debord's remark (which calls to mind the discussion on homogenisation above) that 
“the economic organisation of visits to different places is already in itself the guarantee of their 
equivalence.”151 While there are some net.art projects which attempt subversion in the spirit of the 
Situationists by semi-randomly and “automagically” conjoining various texts collected around the 
Web, the results often feel rather formulaic.
145 I. Chtcheglov, 'Formulary for a new urbanism', 1953 <http://library.nothingness.org/articles/SI/en/display/1> (14 
September, 2014).
146 G. Bachelard, The Poetics of Space (Boston: Beacon Press, 1994), p. xix.
147 R. Vaneigem, The Revolution of Everyday Life (London: Rebel Press, 2001), p. 93.
148 Situationist International, 'All the King's Men', in K. Knabb (ed.), Situationist International Anthology (2006).
149 M. Novak, 'Liquid Architectures in Cyberspace', in M. Benedikt (ed.), Cyberspace: First Steps (Boston: MIT Press, 
1991), p. 225-254.
150 A.J. Elias, 'Psychogeography, Détournement, Cyberspace', New Literary History, 41 (2010), p. 821-845. 
151 G. Debord, The Society of the Spectacle (London: Notting Hill Editions, 2013), p. 117.
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More synergetic with the Web is the Situationist concept of détournement, which constitutes 
the subversive use of mass media and popular culture images for purposes antithetical to their 
original goals. A modern example of détournement would be The Yes Men printing their own 
version of the New York Times one day brimful with positive news about the end of the war and new
welfare systems,152 or Robert Montgomery's replacement of commercial billboard advertisements 
by a form of poetry written in the same graphical language as those advertisements.153 This concept 
of détournement is closely related to hacker culture and glitch theory. Hacking offers great 
opportunities for détournement. If hackers can get access to the server of a web page, they can 
change the texts of that web page, thus inserting their subversive message within the very context 
and confines of the original. This could be considered a strategy, since it is an act of power and it 
changes and produces a space (though, at the same time, it is often a temporal solution as the 
hacked text will not remain hacked for long, which makes it more of a tactic). The tactical flipside 
of that coin would be glitch theory, which attempts to exploit flaws in the design or programming of
a web page. A glitch is an interruption, a break in the flow of technology, and because it can recast 
the attention to an oft-visited web page that has become banal, it can, even after it has already 
disappeared again, change the flow of the website from a user's perspective and thus, by extension, 
the flow of data between websites; their routing. Perhaps, thanks to the glitch, the user becomes 
aware of other hyperlinks or other texts on the page, or becomes aware of the underlying design 
principles. For Rosa Menkman, author of the “Glitch Studies Manifesto”, “the perfect glitch shows 
how destruction can change into the creation of something original.”154 Both hacks and glitches are 
a way of making the found, the banal and trite, lost again. They provide the geography through 
which to achieve that psychic state of being lost and, prove that, after all, sometimes the first step to
finding out where you are is admitting you are lost.
152 The Yes Men, 'New York Times Special Edition', 12 November 2008 <http://theyesmen.org/hijinks/newyorktimes> 
(15 August, 2014).
153 For an overview of Montgomery's work, see  
<http://robertmontgomery.org/robertmontgomery.org/ROBERT_MONTGOMERY.html> (15 August, 2014).
154 R. Menkman, 'Glitch Studies Manifesto', in G. Lovink and R.S. Miles (eds.), Video Vortex Reader II: Moving 
Images Beyond YouTube (Amsterdam: Institute of Network Cultures, 2011), p. 336-347.
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C o d a
In this thesis I have set out to prove three things: cyberspace is real and spatial, its spatiality can and
will change and, due to current technological and social developments, it is in fact changing; that is,
the space in the Web is being reduced. The Web is shrinking.
Cyberspace has been shown to be real in the sense that it has real consequences. 
Experiments show that omission of the ubiquitous spatial metaphor online can hamper user's 
understanding of texts. It has been shown to change, due to changes in the infrastructure (a move 
towards cloud computing) and the uptake of technological innovation (the interactivity of Web 2.0),
among many other things. But has it also been shown to shrink?
In the absolute sense, of course, the Web is not shrinking. Endless numbers of pages are still 
added every day, and pages are hardly ever taken offline. The sum total of web pages is only 
growing. But as I wrote in the introduction, I am concerned here with that which is real in 
consequence, not necessarily in cause. As Matthew Hindman put it in The Myth of Digital 
Democracy, “it may be easy to speak in cyberspace, but it remains difficult to be heard”.155 We have 
seen that through algorithms like PageRank the number of pages likely to be reached by a user 
decreases and through cloud computing and Web 2.0, the power to control the flow of traffic online 
(that is, the power to write the algorithms that define which links will show up) is accumulating in 
the hands of a select elite, and crucially this is happening largely without adequate awareness of this
process. Knowledge engines and the shift toward mobile devices are even threatening the act of 
online navigation altogether, and are ripping pieces of data from their context. In the process, they 
throw away the data's associativity and interrelatedness. The cloud has separated data from form 
and constitutes another step in a long technological tradition of the annihilation of space and time. 
Its omnipresence negates specific place and time, and this makes it harder and harder to spatially 
conceive the information on the Web.
I would like to add one remark here concerning my criticisms of what can be summarised as 
the effectivity of modern algorithms. It is obvious that such improvements can save time and 
frustration for many people, and that in many cases a dry, factual answer to a query is exactly what 
a user is looking for. My criticism here has been an attempt to point out what is lost in these 
improvements, and my main concern is that explorative uses of the Web will disappear altogether. 
This is after all the trend I am observing and which I tried to describe here, and I think awareness of
155 M. Hindman, The Myth of Digital Democracy (Princeton: Princeton University Press, 2008), p. 142.
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the usefulness of this explorative mode of the Web might be an important first step in starting to 
preserve it.
It is unfortunate and somewhat surprising that there seem to be so few statistics available 
which keep track of the number of websites users actually visit over a given time period. I would be
very interested to see more data of this kind, since it could provide statistical evidence for the 
hypothesis that the (actively used part of the) Web is shrinking.
It would also be interesting to conduct a similar research as the current one to examine the 
spatiality of the web pages themselves. Web design has certainly changed over the course of the 
Web's existence, and it would be interesting to see if this two-dimensional space has also been 
reduced (or perhaps, conversely, expanded). On top of that, much is to be said (and has been said156)
about the stable space of the book versus the flexible digital space. Likewise, an examination of the 
connection between the Internet's physical infrastructure157 and its virtual space would also be 
extremely helpful.
Of course, the Internet and the Web being what they are, this study itself will be in need of 
constant updates. Having said that, I do not expect the developments described in this thesis to 
drastically change within the next few years. New technologies will be innovated and new major 
players are likely to enter the scene, but I expect the surge towards centralisation of power and the 
increase of efficiency in algorithms at the cost of contextuality to continue.
In the meantime it is up to us, the Web's users, to create web pages and links that retain the 
associativity of the early Web. The novelist Walker Percy once wrote: “Before, I wandered as a 
diversion. Now I wander seriously and sit and read as a diversion.”158 If anything, I would hereby 
urge you to revel in the paradox of wandering seriously.
156 See for instance A. van der Weel, 'Memory and the reading substrate', 2013 
<http://www.let.leidenuniv.nl/wgbw/research/Weel_Articles/VanderWeel_SubstrateAndMemory_Clean.pdf> (13 
September, 2014) and M. Changizi, 'The Problem with the Web and E-Books Is That There’s No Space for Them', 
Psychology Today, 7 February 2011 <http://www.psychologytoday.com/blog/nature-brain-and-culture/201102/the-
problem-the-web-and-e-books-is-there-s-no-space-them> (13 September, 2014).
157 For an analysis of the physical infrastructure of the Internet, see A. Blum, Tubes: A Journey to the Center of the 
Internet (New York City: Ecco Press, 2012).
158 W. Percy, The Moviegoer (London: Paladin Books, 1987), p. 55.
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