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Sazˇetak
S napretkom teleskopa i razvojem algoritama strojnog ucˇenja povec´ava se
moguc´nost uocˇavanja novih asteroida i odredivanja njihovih osobina. U ovom di-
plomskom radu analizirani su asteroidi u blizini Zemlje pomoc´u nenadziranog stroj-
nog ucˇenja. Koristili smo dva algoritama grupiranja u programskom jeziku Python:
KMEANS i DBSCAN. Pokusˇali smo grupirati asteroide u blizini Zemlje koristec´i po-
datke americˇke drzˇavne uprave za zrakoplovna i svemirska istrazˇivanja (NASA).
Usporedili smo rezultate s poznatim potencijalno opasnim asteroidima. Trenutne
verzije koriˇstenih programa dostupne su na adresi https://github.com/lib686/
avenge-the-dinosaurs.
Opisan je projekt znanosti za gradanstvo Asteroids@home kao metodicˇki dio di-
plomskog rada. Diskutiran je znacˇaj ovog projekta za popularizaciju astronomije,
informatike te znanosti opc´enito.
Kljucˇne rijecˇi: asteroidi, potencijalno opasni asteroidi, strojno ucˇenje, algoritmi gru-
piranja, algoritam k-srednjih vrijednosti, DBSCAN algoritam
The Application of Machine Learning Clustering
Algorithms to the Study of Asteroids
Abstract
With the advancement of telescopes and the development of machine learning al-
gorithms we increase the ability to detect new asteroids and determine their charac-
teristics. In this master’s degree thesis, Near-Earth Asteroids (NEAs) were analyzed
using unsupervised machine learning. We were using two clustering algorithms
in programming language Python: KMEANS and DBSCAN. We attempted to clus-
ter NEAs using data from National Aeronautics and Space Administration (NASA).
We compared the results with known Potentially Hazardous Asteroids (PHA). Cur-
rent versions of the programs used can be found at https://github.com/lib686/
avenge-the-dinosaurs.
We described the citizen science project Asteroids@home as a teaching method
part of the thesis. The importance of this project for the popularization of astronomy,
computer science, and science in general is discussed.
Keywords: asteroids, potentially hazardous asteroids, machine learning, clustering
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Znanstvenici su ukazali na vazˇan utjecaj asteroida na druge svemirske objekte,
ukljucˇujuc´i i Zemlju. Postoje teorije po kojima su sudari s asteroidima i kometima
omoguc´ili zˇivot na Zemlji, ali i uzrokovali izumiranje dinosaura i drugih vrsta.
U 20. stoljec´u asteroidi su pocˇeli okupirati i masˇtu umjetnika te su pronasˇli svoje
mjesto u popularnoj kulturi - literaturi, filmovima, serijama, racˇunalnim igricama.
U knjizi Mali princ autor je glavni lik smjestio na asteroid naziva B-612. Osim po-
tencijalnog naseljavanja, razvija se i ideja rudarenja asteroida kako bi se iskoristili
njihovi resursi. Popularna arkadna racˇunalna igra ”Asteroids” (1979.) temeljila se na
uniˇstavanju asteroida od strane svemirskog broda te izbjegavanju sudara. Navedena
igrica je sudjelovala u razvoju pogresˇne ideje o postojanju gustih asteroidnih polja
unutar kojih svemirski brodovi imaju malu moguc´nost manevriranja u svrhu izbjega-
vanja sudara. Znanost je pokazala da su asterodi mali u promjeru te da je njihova
medusobna udaljenost velika. Zbog toga bi prolazak kroz podrucˇje gdje se nalaze
asteroidi bio relativno siguran.
Uz moguc´e koristi od asteroida poput kolonizacije i rudarenja, pojavila se i zabri-
nutost vezana uz moguc´nost udara asteroida u Zemlju. Ne mozˇemo ne spomenuti
popularni film Armageddon u kojemu ljudi nastoje sprijecˇiti udar asteroida na Zemlju
i kataklizmicˇne posljedice. Predlozˇeno je busˇenje u unutrasˇnjost asteroida te postav-
ljanje nuklearne bombe koja bi razdijelila asteroid te bi tako bio izbjegnut izravan
sudar s nasˇim planetom.
Zbog otkrivanja velikog broja asteroida, kao i pada meteora u Chelyabinsku 2013.
godine, razvile su se spoznaje o opasnosti od udara asteroida i kometa na Zemlju.
Razvija se i interes za koriˇstenjem racˇunalnih metoda kako bi se asteroidi mogli brzˇe
i efikasnije klasificirati. To bi moglo omoguc´iti i razvoj boljih metoda zasˇtite planeta
od potencijalnog udara asteroida. Novi asteroidi se otkrivaju svakodnevno. Zbog
toga se istrazˇuje moguc´nost iskoriˇstavanja metoda strojnog ucˇenja u obradi novih
podataka i pronalazˇenju korelacija u gibanju i osobinama asteroida.
U ovom radu koriˇsteni su podaci o asteroidima i kometima u blizini Zemlje (Near
Earth Objects, NEO) koje je uredila Americˇka drzˇavna uprava za zrakoplovna i sve-
mirska istrazˇivanja (NASA, National Aeronautics and Space Administration). Infor-
macije o tim objektima smo prikupljali sa web servisa NeoWs (Near Earth Object
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Web Service). Koriˇstenjem KMEANS i DBSCAN algoritama grupiranja provjeravali
smo postoje li ovisnosti unutar podataka o asteroidima u blizini Zemlje. Specijalno
smo analizirali potencijalno opasne asteroide (PHA, Potentially Hazardous Asteroids)
za Zemlju, te one koji to nisu.
U drugom poglavlju uvodimo osnovne pojmove o asteroidima i njihovim osobi-
nama. Naglasak se stavlja na asteroide u blizini Zemlje. U trec´em poglavlju napisan je
pregled osnovnih ideja strojnog ucˇenja, algoritama grupiranja (KMEANS, DBSCAN)
te osnovnih biblioteka i metoda koriˇstenih u radu. U cˇetvrtom poglavlju opisani su
rezultati grupiranja podataka o asteroidima.
U Dodatku A prikazano je distribuirano, volontersko racˇunarstvo kao nacˇin poti-
canja interesa za znanost preko projekta znanosti za gradanstvo (engl. citizen sci-
ence). Opisan je projekt Asteroids@home koji korisnicima omoguc´ava sudjelovanje
u izracˇunima karakteristika asteroida.
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2 Asteroidi
Asteroidi su mali, najcˇesˇc´e stjenoviti ili metalni, objekti koji se gibaju elipticˇnim pu-
tanjama oko Sunca. Rotiraju oko vlastite osi koja ovisi o njihovim karakteristikama.
Naziv im je dao britanski astronom William Herschel. Na grcˇkom jeziku asteroeide¯s
korijen vucˇe iz rijecˇi aste¯r koja oznacˇava zvijezdu, planet. Asteroidi su ostatci koji
prilikom formiranja Suncˇevog sustava prije 4.6 milijardi godina nisu sudjelovali u
stvaranju vec´ih tijela te se od onda nisu promijenili. Zbog toga proucˇavanjem as-
teroida dobivamo uvid u procese koji su se dogadali za vrijeme stvaranja Suncˇevog
sustava. Promjeri su im od nekoliko metara, do 530 kilometara kod Veste koja je
najvec´i uocˇen asteroid Suncˇevog sustava. Radi se o cˇvrstim objektima nepravilnih
oblika koji su rezultat sudara i stapanja s drugim tijelima. Nekoliko najvec´ih aste-
roida su priblizˇno sfericˇnog oblika. Asteroidi nemaju vlastitu atmosferu i ne mogu
podrzˇavati oblike zˇivota koji su nam danas poznati.
Asteroide mozˇemo podijeliti prema njihovim orbitama odnosno, lokacijama unu-
tar Suncˇevog sustava. Za potrebe ovog rada c´emo spomenuti nekoliko grupacija [1].
• Glavni asteroidni pojas
Glavni asteroidni pojas (engl. Main asteroid belt) se prostire izmedu 2 i 3.5 au1
odnosno izmedu Marsa i Jupitera.
U podrucˇju glavnog asteroidnog pojasa orbitira vec´ina poznatih asteroida. Procje-
njuje se da ovaj pojas sadrzˇi izmedu 1.1 i 1.9 milijuna asteroida vec´ih od jednog
kilometra u promjeru, te milijune manjih. Prilikom formiranja Suncˇevog sustava
gravitacija Jupitera onemoguc´ila je stvaranje drugog planeta u tom podrucˇju te su
se mali objekti sudarali medusobno i stvarali objekte koje danas promatramo kao
asteroide tog pojasa. Stvaranje Jupitera je sprjecˇavalo grupiranje manjih objekata
u vec´e u tom prostoru.
• Trojanski asteroidi
Trojanski asteroidi dijele putanju s nekim planetom, no ne sudaraju se s njim jer se
skupljaju oko L4 ili L5 Langrangeove tocˇke2.
1engl. Astronomical unit, jedinica duljine koja predstavlja prosjecˇnu udaljenost Zemlje od Sunca;
danas je 1 au definiran kao 149 597 870 700 metara
2Langrangeove tocˇke su lokacije u blizini dva objekta velikih masa koji rotiraju oko zajednicˇkog
centra mase u kojima trec´i objekt (u odnosu na njih zanemarivo male mase) ostaje u orbiti na priblizˇno
stalnoj udaljenosti od ta dva tijela
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S obzirom na to da je na tim lokacijama gravitacijsko privlacˇenje Sunca i planeta iz-
jednacˇeno s nastojanjem asteroida da promjene orbitu, asteroidi se gibaju stabilno
ispred ili iza planeta pod kutom od priblizˇno 60 stupnjeva. Postoje npr. Jupiterovi
trojanci (najbrojniji), trojanci Neptuna i Marsa, a prije nekoliko godina NASA je
otkrila i Zemljinog trojanca.
• Asteroidi u blizini Zemlje (engl. Near-Earth Asteroids, NEA)
Asteroidi u blizini Zemlje su oni cˇija orbita ih dovodi na 1.3 au (195 milijuna km) od
Sunca. Ti asteroidi se priblizˇe Zemljinoj orbiti na 44 milijuna km. Za usporedbu,
prosjecˇna udaljenost Mjeseca od Zemlje iznosi 0.00257 au sˇto znacˇi da koncept
blizine asteroida shvac´amo jako sˇiroko. Vjeruje se kako se radi o objektima koji su,
ili zbog sudara s drugim asteroidima, ili zbog utjecaja Jupitera, gurnuti iz podrucˇja
glavnog asteroidnog pojasa. Do sada nam je poznato viˇse od 700 000 asteroida
od cˇega je u sˇestom mjesecu 2017. godine, 16 209 asteroida pripadalo skupini
asteroida u blizini Zemlje.
Vizualizaciju raspodjele navedenih asteroida mozˇemo vidjeti na Slici 2.1. U Po-
glavlju 2.1 predstavljena je detaljnije NEA grupacija.
Ceres (otkriven 1801.) se do 2006. godine smatrao najvec´im asteroidom. Ima
promjer od 945 kilometara. Zbog nove klasifikacije Plutona i Ceres je postao patu-
ljasti planet3. Ceres ima masu koja sacˇinjava jednu trec´inu ukupne mase svih obje-
kata asteroidnog pojasa [1]. Ukupna masa svih asteroida je manja od mase Mjeseca.
Na Slici 2.2 usporedena je velicˇina nekoliko objekata.
Asteroid Vesta je poznat i kao 4 Vesta. Dobio je oznaku 4 zbog toga sˇto je cˇetvrti
otkriven, dok je naziv Vesta dobio po rimskoj bozˇici vatre, ognjiˇsta i doma. Danas,
s povec´anjem broja otkrivenih asteroida i nemoguc´nosti odredivanja redoslijeda nji-
hova otkrivanja, postoje drugacˇija pravila njihovih imenovanja [2]. Nakon sˇto aste-
roid dobije svoju sluzˇbenu oznaku koja oznacˇava vrijeme kada je otkriven (npr. 1983
TE1) te kada se dovoljno dugo promatra kako bi se njegova orbita mogla pouzdano
predvidjeti, dobije brojcˇanu oznaku poput Veste. Tek onda, osoba koja ga je otkrila
ima pravo prva predlozˇiti njegov naziv. Trojanski asteroidi se nazivaju prema hero-
jima Trojanskog rata dok se asteroidima u blizini Zemlje, u pravilu, daju imena iz
3Objekti koji su skoro sfericˇnog oblika, imaju elipticˇnu putanju oko Sunca na cˇijem putu se nalaze
drugi objekti poput asteroida
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Slika 2.1: Grupacije asteroida [3]
mitologije. Bez obzira na stroga pravila za imenovanje, danas u glavnom asteroid-
nom pojasu orbitiraju asteroidi 9007 James Bond, 12818 Tomhanks, 8353 Megryan,
2309 Mr. Spock te 13681 Monty Python. Asteroidi postoje i u drugim podrucˇjima
Suncˇevog sustava no vazˇno je naglasiti kako u ovom radu analiziramo podatke samo
asteroida u blizini Zemlje.
U nastavku slijedi pregled osnovnih parametara asteroida. Pomoc´u njih opisu-
jemo ponasˇanje i karakteristike asteroida u blizini Zemlje.
Apsolutna magnituda (engl. Absolute magnitude, H) je jedan od rijetkih para-
metara koji je odreden za vec´inu poznatih asteroida. S tim parametrom se mozˇe
procijeniti velicˇina asteroida. H je sjaj kojeg objekt ima na udaljenosti 1 au od Sunca
i 1 au od Zemlje (promatracˇa) uz idealni slucˇaj kada bi fazni kut iznosio nula.
Uz apsolutnu magnitudu, potrebno je poznavati i parametar albedo objekta kako
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Slika 2.2: Usporedba velicˇina Mjeseca, Plutona, Ceresa i Veste [3]
bi se mogla tocˇnije procijeniti prava velicˇina objekta. On govori o reflektivnim ka-
rakteristikama objekta. Radi se o odnosu upadne svjetlosti na objekt i reflektirane
svjetlosti s objekta. Vrijednost za svaki objekt se nalazi unutar intervala [0, 1]. Al-
bedo vrijednosti jedan predstavlja idealne refleksivne karakteristike. Npr. Venera
ima najvec´u vrijednost albeda od svih planeta Suncˇevog sustava te je zbog toga jako
dobro vidljiva sa Zemlje. Vrijednost albeda joj je blizu 0.7 sˇto znacˇi da reflektira
gotovo 70% svjetlosti koja na nju padne.
MOID (engl. Minimum Orbital Intersection Distance) je velicˇina koja predstavlja
minimalnu udaljenost izmedu orbita dva objekta. Vrijednosti MOID-a koriˇstene u
ovom radu predstavljaju odnos orbite odredenog asteroida i orbite Zemlje. Niska
MOID vrijednost mozˇe ukazivati na moguc´nost sudara asteroida sa Zemljom te puta-
nje takvih asteroida treba pozorno pratiti. S obzirom na to kako se orbita asteroida
mijenja s vremenom, mijenja se i njegov parametar MOID.
Velika poluos orbite (engl. Semi-major axis, a) oznacˇava udaljenost koja iznosi
polovicu vrijednosti velike osi elipse. Perihel (q) predstavlja udaljenost asteroida
kada je najblizˇi Suncu dok afel (Q) kada je najudaljeniji od Sunca.
Ekscentricitet orbite (engl. Eccentricity, e) govori o mjeri kojom se orbita objekta
oko drugog tijela razlikuje od kruzˇne orbite. Definiramo ga kao odnos udaljenosti
izmedu dva fokusa (f) elipse (koja iznosi 2ea) i duljine velike osi (2a). Kruzˇna orbita
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Slika 2.3: Prikaz parametara povezanih s elipticˇnom putanjom [4]
ima e = 0 dok elipticˇna mozˇe imati vrijednosti: 0 < e < 1 (Slika 2.3).
Inklinacija orbite (engl. Inclination, i) je kut izmedu vektora normale na ravninu
orbite tijela i neke referentne ravnine.
Tisserandov parametar [5] predstavlja vrijednost koja je priblizˇno ocˇuvana izmedu
planeta i objekta prije i poslije njihovog susreta. Ovaj parametar omoguc´ava
odredivanje razlicˇitih tipova orbita. Uzima u obzir ekscentricitet, inklinaciju i ve-
liku poluos objekta te veliku poluos planeta sˇto je vidljivo u Formuli 2.1 kojom se
odreduje TJ u odnosu na Jupiter. Tisserandov parametar u odnosu na Jupiter se isto
tako koristi kako bi se odredila razlika izmedu asteroida i kometa. Uzima se da je





+ 2[(1− e2) a
aJ
]1/2 cos(i) (2.1)
Kada se otkrije novi objekt, izracˇunava se njegova vrijednost TJ . Ako se u nared-
nim promatranjima otkrije josˇ jedan objekt s istim Tisserandovim parametrom, a
razlicˇitim drugim karakteristikama, navjerojatnije se radi o istom objektu cˇiji su se
orbitalni parametri izmijenili s vremenom zbog susreta s Jupiterom.
2.1 Asteroidi u blizini zemlje
Asteroidi u blizini Zemlje i kometi u blizini Zemlje (engl. Near-Earth Comets, NEC)
predstavljaju tzv. objekate u blizini Zemlje (engl. Near-Earth Objects, NEO). Spo-
menuti asteroidi i kometi pripadaju NEO kategoriji ako im je perihelna udaljenost q
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manja od 1.3 au od Sunca. Vec´ina NEO su upravo asteroidi koji imaju, zbog gravitacij-
skog privlacˇenja s drugim objektima u svemiru ili zbog sudara s istima, odgovarajuc´u
orbitu koja ih dovodi u blizinu Zemlje. NEA je dakle pojam koji ukljucˇuje viˇse ka-
tegorija asteroida te je naglasak upravo na odnosu njihove orbite sa Zemljinom [6].
NEA dijelimo u grupe prema udaljenosti perihela q, udaljenosti afela Q te njihovim
velikim poluosima a [7].
• Asteroidi Atirine grupe imaju orbitu manju od Zemljine i ne krizˇaju se s njom. U
teoriji ne predstavljaju opasnost za Zemlju, no njihove orbite se mogu izmijeniti
medudjelovanjem s drugim objektima.
• Asteroidi Atenove grupe isto tako prelaze putanju Zemlje, no njihov afel se nalazi
unutar Zemljine putanje te im je orbita nesˇto manja od Zemljine.
• Asteroidi Apollove grupe prelaze putanju Zemlje odnosno njihovi se periheli na-
laze unutar putanje Zemlje. Zbog toga postoji moguc´nost ulaska asteroida ove
grupe u Zemljinu atmosferu s potencijalnim padom na povrsˇinu Zemlje. Radi
se o najbrojnijoj grupi NEA asteroida.
• Asteroidi Amorove grupe imaju vec´u orbitu od Zemljine i takav perihel da ne
nailaze na Zemljinu orbitu. Zbog toga mozˇemo rec´i da asteroidi iz Amorove
grupe nisu prijetnja za Zemlju. No s vremenom, njihove orbite se mogu pro-
mijeniti te je od velikog znacˇaja kontinuirano prac´enje putanja svih asteroida.
Amorovoj grupi asteroida pripada i asteroid 433 Eros cˇiji nepravilan izgled i
strukturu mozˇemo vidjeti na Slici 2.4. Eros je prvi otkriveni NEA, no drugi je
po velicˇini. Najvec´i NEA naziva se 1036 Ganymed i isto tako pripada Amorovoj
grupaciji asteroida.
Ove grupe su dobile nazive prema poznatim otkrivenim asteroidima navedenih oso-
bina. Radi se redom o asteroidima: 163693 Atira, 2062 Aten, 1862 Apollo, 1221
Amor. Osobine i orbite ovih grupa u odnosu na Zemlju su prikazane u Tablici 2.1.
2.2 Potencijalno opasni asteroidi
Asteroidi cˇija je minimalna udaljenost njihove i Zemljine orbite (MOID) manja ili
jednaka 0.05 au, a apsolutna magnituda manja ili jednaka 22, smatraju se potenci-
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Slika 2.4: Mozaik slika asteroida 433 Eros dobivenih za vrijeme misije NEAR Sho-
emaker [3]
jalno opasnim asteroidima (engl. Potentially Hazardous Asteroids, PHA). Od 16 tisuc´a
poznatih NEA, za cˇak 1 803 se smatra da su PHA [8].
Josˇ od vremena nastanka Zemlje, asteroidi se stalno sudaraju s njom. Potencijalno
opasni asteroidi s razarajuc´im posljedicama su jako rijetki. Na Slici 2.5 mozˇemo vi-
djeti statistiku broja otkrivenih NEA u odnosu na velicˇinu njihovih promjera. Mozˇemo
uocˇiti kako postoji skoro 900 NEA cˇiji je promjer vec´i od jednog kilometra sˇto ih stav-
lja u rizicˇnu skupinu onih asteroida koji mogu imati kobne posljedice za zˇivot na
Zemlji. Manji asteroidi mogu uzrokovati razarajuc´i tsunami, ili uniˇstiti vec´i grad.
Prosjecˇno jedanput godiˇsnje manji asteroidi od oko 2 metra ulaze u Zemljinu atmo-
sferu no raspadaju se prije dolaska do povrsˇine. Prema NASA-i, asteroidi manji od 25
metara c´e najvjerojatnije izgorjeti u atmosferi Zemlje. Asteroid ili njegov dio koji se
sudari sa Zemljom naziva se meteorit. Poznata teorija tvrdi kako je upravo asteroid
(ili komet) promjera od najmanje 10 kilometara uzrokovao izumiranje dinosaura i
mnogih drugih vrsta prije 65 milijuna godina. Druge teorije predvidaju moguc´nost
da su gradevni elementi zˇivota te velike kolicˇine vode koje su danas na Zemlji stigli
na nasˇ planet upravo preko sudara s asteroidima ili kometima u prosˇlosti.





NEA q < 1.3 au Asteroidi u blizini Zemlje -
Atira
a < 1.0 au
Q < 0.983 au
Asteroidi u blizini Zemlje




a < 1.0 au
Q > 0.983 au
Asteroidi u blizini Zemlje
s orbitom koja se krizˇa sa




a > 1.0 au
q < 1.017 au
Asteroidi u blizini Zemlje
s orbitom koja se krizˇa sa
Zemljinom te cˇija je
velika poluos orbite vec´a
od Zemljine
Amor
a > 1.0 au
q > 1.017 au
q < 1.3 au
Asteroidi u blizini Zemlje
koji se priblizˇavaju
Zemlji s orbitom izvan





Asteroidi u blizini Zemlje
kojima je minimalna
udaljenost orbite od
Zemljine 0.05 au ili
manja i cˇija je apsolutna
magnituda 22 ili sjajnija
-
Tablica 2.1: Podjela asteroida u blizini Zemlje [7]
godine). Imamo moguc´nost vidjeti mnoge snimke tog dogadaja koji je uzrokovao
udarni val i ozlijedio viˇse od tisuc´u ljudi. Poznati slucˇaj pada objekta dogodio se i u
Sibiru 30. 6. 1908. godine (Tunguska). Iako relativno mali, od oko 100 metara u
promjeru, imao je razarajuc´i utjecaj na skoro 2000 km2 povrsˇine. U spomen na ovaj
dogadaj 30. lipnja je proglasˇen Medunarodnim danom asteroida.
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Slika 2.5: Broj otkrivenih NEA prema njihovom promjeru [9]
NEO objekti mogu predstavljati veliku opasnost za Zemlju zbog cˇega je NASA
2016. godine objavila otvaranje Ureda za koordinaciju obrane planeta (engl. Pla-
netary Defense Coordination Office, PDCO) cˇiji je zadatak prac´enje i rana detekcija
potencijalno opasnih objekata. Za sada, samo je za nekoliko asteroida predviden nji-
hov pad na povrsˇinu Zemlje prije samog dogadaja. Prvi takav slucˇaj je asteroid 2008
TC3 otkriven otprilike 20 sati prije udara.
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3 Strojno ucˇenje
Strojno ucˇenje (engl. Machine Learning, ML) primjenom racˇunalnog programiranja
omoguc´ava izvodenje novog znanja iz prijasˇnjih iskustava ili primjera podataka. U
tipicˇnom problemu kojeg rjesˇavamo strojnim ucˇenjem imamo n uzoraka podataka s
njihovim karakteristikama (atributima, engl. features) na temelju kojih se predvidaju
svojstva nepoznatih uzoraka. Iz podataka se dolazi do odredenih pravilnosti pomoc´u
razlicˇitih metoda. Koriˇstenje strojnog ucˇenja postalo je dijelom svakodnevnog zˇivota,
iako mozˇda toga nismo svjesni. Koristi se prilikom poboljˇsanja kvalitete pretrazˇivanja
Interneta pomoc´u trazˇilica, sigurnosti u racˇunarstvu (antivirusni programi i detekcija
novih malicioznih programa), u ciljanom marketingu, preporukama koje se pojav-
ljuju na drusˇtvenim mrezˇama i online sustavima zabave koji prema prijasˇnjim pre-
trazˇivanjima, odgledanim filmovima i procˇitanim knjigama nastoje prodati korisniku
nove filmove i knjige. Osim za komercijalne svrhe, strojno ucˇenje ima veliki utjecaj
i na istrazˇivanja u znanosti. Npr. ML metode koriste se za otkrivanje novih cˇestica
u fizici, analizu molekula koje bi potencijalno mogle postati lijekovi za odredene bo-
lesti te pronalazak novih planeta. Primjena strojnog ucˇenja na asteroide je tema ovog
rada.
Strojno ucˇenje se u svijetu podatkovnih znanosti (engl. Data Science)4 predstav-
lja kao jednostavan mehanizam pomoc´u kojega je moguc´e priblizˇiti se rjesˇenju pro-
blema. No kako bi se pravilno pristupilo problemu, potrebno je znati odabrati pravu
metodu strojnog ucˇenja, njezine jacˇe i slabije strane te razumjeti sˇto od nje ocˇekujemo
nakon sˇto je upotrijebimo. Za odabir prave metode strojnog ucˇenja, potrebno je do-
bro razumijevanje podataka s kojima raspolazˇemo kako bismo mogli izgraditi dobar
model. Na strojno ucˇenje mozˇemo gledati kroz dvije sfere - kao na racˇunalnu poza-
dinu analize podataka (algoritmi, metode, izracˇuni i sl.) te kao na statisticˇki okvir
cˇijim povezivanjem imamo moguc´nost analizirati podatke. Radi se o interdiscipli-
narnom podrucˇju istrazˇivanja koje ukljucˇuje racˇunalne znanosti, statistiku, umjetnu
inteligenciju te mnoga druga podrucˇja.
Dijelimo strojno ucˇenje na dva pristupa - nadzirano strojno ucˇenje (engl. Su-
pervised machine learning) i nenadzirano strojno ucˇenje (engl. Unsupervised mac-
hine learning) [10]. Kod nadziranog strojnog ucˇenja gradi se model podataka koji
4interdisciplinarno podrucˇje u cˇijem srediˇstu se nalazi izvlacˇenje informacija iz podataka
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predvida oznake (engl. Labels) za nove podatke na temelju ulaznih, pocˇetnih poda-
taka. Kod nenadziranog grade se modeli podataka bez poznavanja oznaka pocˇetnih
podataka. Odnosno, kod nadziranog ucˇenja podaci vec´ imaju odredene karakteristike
koje zˇelimo predvidjeti, dok kod nenadziranog otkrivamo strukturu unutar podataka
bez definiranja cilja algoritma. Zamislimo da imamo bazu fotografija zˇivotinja. Pri-
likom nadziranog ucˇenja konkretizirali bismo koja vrsta zˇivotinje se nalazi na svakoj
slici te bismo onda, prilikom unosa novih slika u bazu, naucˇili model da prepoznaje
koje zˇivotinje se nalaze na novim slikama. Na istom primjeru, nenadziranim ucˇenjem
ne bismo konkretizirali o kojim zˇivotinja se radi na slikama unutar baze, vec´ bi al-
goritam sam prema slicˇnostima/razlikama morao grupirati slike zˇivotinja u iste ili
razlicˇite skupine. Sukladno navedenome, kod nadziranog ucˇenja postoji svojevrsni
ucˇitelj koji pruzˇa nadgledanje rada algoritama i provjeru rezultata u usporedbi s vec´
poznatim, dok kod nenadziranog ucˇenja podaci govore sami za sebe i predvidaju
moguc´a rjesˇenja. Postoji moguc´nost koriˇstenja tzv. polunadziranog strojnog ucˇenja
(engl. Semi-supervised learning ) koji je kombinacija dva osnovna pristupa strojnom
ucˇenju. U pocˇetnim podacima postoje i oznacˇeni i neoznacˇeni primjeri unutar poda-
taka. Neoznacˇenim se primjerima nakon grupiranja dodjeljuju oznake susjednih vec´
oznacˇenih primjera, tj. dobiju oznaku u ovisnosti o tome u kojoj su grupi [11]. Ovaj
rad se bavi metodama nenadziranog strojnog ucˇenja.
3.1 Algoritmi grupiranja
U slucˇajevima kada nemamo skup oznacˇenih uzoraka, tj. kada je potrebno odre-
diti zakonitosti koje se nalaze u podacima koristimo nenadzirano ucˇenje. Jedan od
pristupa nenadziranom ucˇenju naziva se grupiranje (engl. Clustering). U takvim
metodama podatke dijelimo u grupe koje nazivamo klasterima. Uzorci koji su slicˇni
(u ovisnosti o njihovim atributima) svrstavaju se u isti klaster. Algoritmi grupira-
nja nastoje naucˇiti optimalnu raspodjelu podataka. Uspjesˇne implementacije algo-
ritama grupiranja mozˇemo pronac´i u razlicˇitim podrucˇjima: klasifikacija biljaka i
zˇivotinja u biologiji, pronalazak seizmolosˇki opasnih podrucˇja s obzirom na prijasˇnje
potrese, identificiranje grupa korisnika koji imaju slicˇne obrasce ponasˇanja na Inter-
netu u marketinsˇke svrhe, ili izvlacˇenje najpopularnijih tema koje se spominju na
drusˇtvenim mrezˇama za analizu trendova.
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Kako koristimo algoritme grupiranja nad podacima koji nemaju oznake, prilikom
evaluacije rezultata postoji potesˇkoc´a s odredivanjem kvalitete izvrsˇavanja algoritma
i dobivenog modela. Najcˇesˇc´e nemamo moguc´nost usporedbe s drugim podacima i
sukladnu provjeru dobivenog. Zbog toga se algoritmi grupiranja smatraju najkoris-
nijim metodama kada se koriste u fazi proucˇavanja korelacija izmedu podataka. U
ovom radu koristimo algoritme grupiranja za klasifikaciju asteroida koji su poten-
cijalno opasni za Zemlju. Podatke usporedjujemo s klasifikacijama asteroida koje
definira NASA.
3.2 Algoritam k-srednjih vrijednosti (KMEANS)
Za NEO podatke smo prvo koristili algoritam k-srednjih vrijednosti (engl. k-means
algorithm, KMEANS) koji je najpoznatiji algoritam grupiranja i jednostavno se im-
plementira. Grupiranje algoritmom k-srednjih vrijednosti se koristi kada analiziramo
neoznacˇene podatke, odnosno podatke koji nemaju definirane kategorije (grupe).
Cilj algoritma je pronac´i grupe unutar podataka, gdje je broj grupa reprezentiran
varijablom k koja je unaprijed odredena. Mozˇemo rec´i da ovaj algoritam pronalazi
centre grupa koji su predstavnici odredenog dijela podataka. Algoritam iteracijom,
u ovisnosti o karakteristikama podataka, pridruzˇuje svaku tocˇku unutar skupa poda-
taka nekoj od k grupa. Metoda radi s k centara grupa gdje su centri odredeni kao one
lokacije koje minimiziraju udaljenost svake tocˇke od centra grupe u kojoj se nalaze.
Svaka tocˇka (podatak, objekt) je blizˇe centru vlastite grupe nego centru susjedne.
S obzirom na to da koristi iterativan proces prilikom kojeg ne procjenjuje sve
moguc´e redoslijede slaganja grupa nakon svake iteracije, radi se o relativno brzom
algoritmu. Prvo se pretpostavlja k broj centara nakon cˇega ponavlja dva koraka dok
rjesˇenje ne konvergira. Prvi korak dodjeljuje tocˇke najblizˇem centru - mijenjaju se
ocˇekivanja kojoj grupi pripada koja tocˇka. Drugi korak postavlja centre grupa kao
aritmeticˇke sredine tocˇaka koje su u toj iteraciji dodijeljene toj grupi. Uzimajuc´i na-
vedeno u obzir, svako ponavljanje daje bolje rezultate od prijasˇnje iteracije s kojima
dobivamo bolje odredene karakteristike grupa no to nuzˇno ne znacˇi kako c´emo moc´i
odrediti globalno najbolje rjesˇenje. Izvrsˇavanje algoritma zavrsˇava kada se dodjelji-
vanje tocˇaka grupama viˇse ne mijenja.
Na Slici 3.1 (a) vidimo podatke nad kojim c´e se izvesti algoritam k-srednjih vri-
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Slika 3.1: Rad algoritma k-srednjih vrijednosti, k=3 [12]
jednosti. Ti podaci su reprezentirani tocˇkama tako da vidimo tri moguc´e grupe i
odabiremo k=3 za inicijalizaciju KMEANS algoritma. Na Slici 3.1 (b) su nasumicˇno
odabrana tri centra grupa koji su reprezentirani zelenom, crvenom i plavom oznakom
X. Prilikom svake iteracije ovi centri c´e se prilagodavati u odnosu na tocˇke unutar nji-
hovih klastera. Na Slici 3.1 (d) vec´ mozˇemo primijetiti da su se tocˇke podijelile u tri
grupe te je potrebno ponovno odrediti centre klastera zbog nove raspodjele tocˇaka po
klasterima. Slike 3.1 (e)-(g) prikazuju dodjeljivanje novih tocˇaka odredenim klaste-
rima te sukladne prilagodbe centara klastera u ovisnosti o svim tocˇkama odredenog
klastera. Slika 3.1 (h) prikazuje kraj izvrsˇavanja algoritma gdje vidimo tri dobro
odredena klastera s odgovarajuc´im centrima. Za Sliku 3.1 koriˇsten je KMEANS algo-
ritam iz biblioteke mglearn koja sadrzˇi metode pomoc´u kojih se mozˇe demonstrirati
rad razlicˇitih algoritama [12].
Parametar koji odreduje broj klastera potrebno je unijeti unaprijed. Postavlja se
pitanje njegovog odredivanja zbog toga sˇto tezˇimo definiranju broja grupa koje c´e
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ukljucˇivati optimalnu slozˇenost dobivenog modela. Metoda kojom bismo odredili
tocˇnu vrijednost k ne postoji no, ovisno o primjeni, moguc´a je procjena. Broj grupa
se mozˇe odrediti npr. vizualizacijom podataka u 2D prostoru (po potrebi, treba redu-
cirati podatke). Drugi nacˇin je graficˇki prikaz ovisnosti kriterijske funkcije o varijabli
k. Kriterijska funkcija u slucˇaju KMEANS algoritma je prosjecˇna udaljenost tocˇaka
unutar klastera od njegovog centra. Kako povec´anje broja grupa (tj. povec´anje k)
smanjuje udaljenost izmedu tocˇaka, kod odgovarajuc´e vrijednosti parametra k pro-
mjena kriterijske funkcije vise nec´e biti znacˇajna te se iz grafa mozˇe odrediti k. Kod
nekih primjena varijabla k mozˇe biti unaprijed poznata.
Potencijalne mane KMEANS algoritma javljaju se prilikom grupa s kompliciranom
raspodjelom granica (nelinearnim granicama), no tada je moguc´e koristiti druge al-
goritme strojnog ucˇenja. Takoder, prilikom povec´anja broja uzoraka mozˇe se usporiti
rad algoritma. Potesˇkoc´u s grupiranjem podataka spomenutog tipa mozˇemo vidjeti
na Slici 3.2 koja prikazuje kako KMEANS (k=2) nije bio dobar odabir algoritma za
prikazane podatke. Umjesto detekcije dvaju zasebnih oblih oblika, algoritam je li-
nearno raspodijelio granicu podataka. Bolje rezultate bismo mogli dobiti odabirom
vec´e vrijednosti k koja bi, prema karakteristikama podataka, razdijelila podatke na
viˇse grupa cˇijom bismo kasnijom evaluacijom i procjenom rjesˇenja mogli rekonstru-
irati zˇeljena svojstva koja vidimo na Slici 3.2 desno.
KMEANS algoritam grupiranja kojeg koristimo u radu je implementiran kroz Pyt-
honovu biblioteku scikit-learn. Ova biblioteka je detaljnije opisana u Poglavlju 3.4.
3.3 DBSCAN algoritam grupiranja
DBSCAN (engl. Density-Based Spatial Clustering of Application with Noise) algoritam
grupiranja pronalazi tocˇke koje se nalaze u podrucˇjima prostora (koji je povezan s
karakteristikama uzoraka) u kojima su gusto rasporedene odnosno blizu jedna dru-
goj. Klasteri su gusta podrucˇja podataka izmedu kojih se nalaze relativno prazna
podrucˇja koja potencijalno sadrzˇavaju sˇum (engl. Noise).
Potrebno je definirati dva parametra za rad DBSCAN algoritma [13]:
• eps, maksimalan radijus
• min samples, minimalan broj uzoraka koji cˇine klaster.
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Kako bi tocˇka bila definirana kao tocˇka jezgre5 (engl. Core Sample) mora postojati
najmanje min samples tocˇaka unutar udaljenosti eps od te tocˇke. Sve tocˇke jezgre
koje su medusobno blizˇe od udaljenosti eps pripadaju istom klasteru. Varijabla eps
oznacˇava sˇto u odredenom slucˇaju znacˇi blizina tocˇaka, tj. kada su tocˇke u klasteru
blizu jedna drugoj - ako odaberemo preveliki broj, sve tocˇke c´e biti dijelom jednog
klastera, a ako odaberemo premali broj, mozˇe se dogoditi da u rezultatima nemamo
tocˇke jezgre.
Kod DBSCAN algoritma uocˇavamo kako nije potrebno unaprijed odrediti broj klas-
tera (kao kod KMEANS algoritma), no potrebno je pazˇljivo odabrati varijable eps i
min samples koje implicitno odreduju broj klastera koji c´emo imati nakon izvrsˇavanja
algoritma. U usporedbi s KMEANS algoritmom, DBSCAN je prikladniji za koriˇstenje
nad podacima s nelinearnom granicom i u slicˇajevima kad klasteri nisu proporci-
onalnih velicˇina. DBSCAN algoritam je sporiji od KMEANS algoritma, jer s vec´om
kolicˇinom podataka zahtjeva viˇse racˇunalne memorije i procesorskih kapaciteta.
Ukratko, algoritam na pocˇetku izvrsˇavanja odabere nasumicˇnu tocˇku A unutar
podataka te odredi sve tocˇke koje su od tocˇke A na udaljenosti eps ili manje. Ako
je broj tocˇaka koje je odredio manji od definirane vrijednosti varijable min samples,
tocˇka A se oznacˇava kao tocˇka sˇuma. Ako je broj tocˇaka koje je algoritam odredio
da se nalaze unutar eps od tocˇke A vec´i od min samples, tocˇka A postaje tocˇka jezgre
i dobija oznaku klastera. Posjec´uju se sve susjedne tocˇke (unutar eps) te ako nekoj
nije dodijeljen klaster, dobiva oznaku tog novodefiniranog klastera. Kada prilikom
posjec´ivanja susjednih tocˇaka algoritam dode do druge tocˇke jezgre, posjec´uju se i
njezine susjedne tocˇke. Tako se velicˇina klastera povec´ava do situacije u kojoj viˇse
ne postoji susjednih tocˇaka jezgre unutar eps od tocˇke A. Nakon sˇto se spomenuto
dogodi, algoritam bira drugu nasumicˇnu tocˇku koja nije bila posjec´ena unutar do-
tadasˇnjeg izvrsˇavanja algoritma te proces krec´e ispocˇetka.
Ovakav algoritam, za razliku od KMEANS, omoguc´ava odredivanje klastera kom-
pliciranijih oblika te, s obzirom na koncept tocˇaka sˇuma, odreduje tocˇke koje ne-
maju vlastiti klaster. Na Slici 3.2 vidimo da DBSCAN algoritam dobro odreduje dva
klastera iz podataka za koje KMEANS algoritam s k=2 nije pruzˇao zadovoljavajuc´e
rjesˇenje [12]. Potrebno je napomenuti kako rezultati ovise o redoslijedu posjec´ivanja
podataka jer granicˇne tocˇke (one na granici unutar eps) mogu pripadati (biti su-
5tocˇka unutar guste regije podataka
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Slika 3.2: Usporedba rada KMEANS (lijevo) i DBSCAN (desno) algoritma [13]
sjedne) vec´em broju tocˇaka jezgara. Na kraju izvrsˇavanja DBSCAN algoritma imamo
3 tipa tocˇaka:
• tocˇke jezgre
• tocˇke granice (engl. Boundary point)
• tocˇke sˇuma.
Na Slici 3.3 vidimo proces odredivanja razlicˇitih tipova tocˇaka pomoc´u DBSCAN
algoritma. Slika 3.4 prikazuje originalne podatke, odredivanje tipova tocˇaka te kraj-
nji rezultat izvrsˇavanja algoritma za sˇest klastera s dobro odredenim sˇumom. U
srediˇsnjem dijelu slike (DBSCAN tipovi tocˇaka), tocˇke zelene boje su tocˇke jezgre,
plava boja predstavlja granicˇne tocˇke dok su crvenom bojom oznacˇene tocˇke sˇuma.
Slika 3.3: Rezultantne tocˇke DBSCAN algoritma [14]
Pravilan odabir parametara je od kljucˇne vazˇnosti. Povec´anjem varijable eps
povec´avamo i broj tocˇaka koje c´e biti ukljucˇene u odredeni klaster. Ako koristimo
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prevelik eps, mozˇe se dogoditi da podaci koji bi trebali biti u dva klastera, postanu
dijelom samo jednog klastera. Kada povec´avamo vrijednost varijable min samples,
manje tocˇaka c´e biti tocˇke jezgre, a viˇse c´e ih biti tocˇke sˇuma. Preporucˇljivo je po-
datke skalirati prije koriˇstenja algoritma ovog tipa kako bi svi podaci imali slicˇan
interval vrijednosti.
Slika 3.4: Rad DBSCAN algoritma [15]
3.4 Osnovne biblioteke i metode
U ovom dijelu teksta ukratko opisujemo informaticˇke pojmove koje smo koristili u
radu: programski jezik Python, biblioteke urllib, numpy, pandas, scikit-learn, matplo-
tlib, sustav GitHub, metode smanjenja dimenzija podataka, te JSON i CSV datoteke.
3.4.1 Python
Python [16] je interpreterski, interaktivni, objektno orijentirani programski jezik koji
je naziv dobio po poznatoj britanskoj televizijskoj seriji Monty Python’s Flying Circus.
Naglasak je na jednostavnoj sintaksi te preglednosti koda i ujedinjavanju korisnih
znacˇajki drugih programskih jezika. Radi se o besplatnom programskom jeziku vi-
soke razine, s velikom zajednicom korisnika, odlicˇnom dokumentacijom i potporom.
Python ima moguc´nost koriˇstenja u razlicˇitim okruzˇenjima - npr. kao skripta koja
se pokrec´e kroz terminal, ili kao programski kod koji se zapisuje i izvrsˇava interak-
tivno korak po korak u nekom od editora. Moguc´nosti primjene su vrlo sˇiroke. Pyton
se mozˇe koristiti kao programski jezik koji sluzˇi kao uvod u osnove programiranja
te sve do razvoja Web aplikacija i programiranja graficˇkih korisnicˇkih sucˇelja (engl.
Graphical User Interface, GUI). U ovom radu koriˇstena je verzija Python 3.6.
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3.4.2 Urllib
Pythonova urllib biblioteka sadrzˇi definicije klasa i funkcija kojima mozˇemo pristupati
Internet stranicama kroz programski kod. Njezinim koriˇstenjem mozˇemo preuzimati
podatke sa stranica, ili ih slati na njih, te raditi zˇeljene izmjene prilikom stvaranja
zahtjeva prema stranici [18]. Koriˇstenjem urllib biblioteke spajamo se na posluzˇitelje
na kojima se nalaze sadrzˇaji stranice. Vec´ina servera mora imati zasˇtitu od preve-
likog broja zahtjeva prema njoj kako bi mogla pravilno i neometano funkcionirati.
Za otvaranje URL stranica koriˇsten je modul urllib.request.urlopen. U Poglavlju 4 je
detaljnije opisano preuzimanje podataka sa servera.
3.4.3 NumPy i Pandas biblioteke
Jedan od osnovnih paketa unutar Pythona koji sadrzˇi metode linearne algebre i Fouri-
erove transformacije je NumPy [21]. Pored ostalog, sadrzˇi moguc´nosti za upotrebu
n-dimenzionalnih polja. S obzirom na to da smo koristili SciKit-Learn biblioteku i nje-
zine implementacije algoritama strojnog ucˇenja, bilo je potrebno spremiti podatke u
2D polje koje algoritmi mogu koristiti za daljnju analizu. Podaci koje algoritam koristi
nalaze se u 2D polju oblika broj uzoraka, broj karakteristika.
Pandas smo koristili kako bismo mogli urediti i analizirati podatke pomoc´u os-
novne strukture ove biblioteke koja se zove DataFrame. Ova struktura je slicˇna da-
toteci Microsoft Excela i drugih tablicˇnih programa. Pandas biblioteka omoguc´ava
predstavljanje podataka kao tablica gdje redovi oznacˇavaju broj uzoraka (engl. Sam-
ples), a stupci podatke o uzorcima tj. njihove atribute [22]. Moguc´e je, pomoc´u
razlicˇitih metoda iz Pandas biblioteke, vrsˇiti zˇeljene operacije nad tablicom. Stupci
unutar dataframe-a mogu sadrzˇavati razlicˇite tipove podataka sˇto nije moguc´e kod
NumPy polja te je upravo zato i koriˇsten u ovom radu zbog toga sˇto radimo s razlicˇitim
atributima asteroida. Na primjer atribut iz NEO baze is potentially hazardous asteroid
je logicˇki (engl. Boolean) tip vrijednosti, dok je absolute magnitude h broj.
3.4.4 SciKit-Learn
Scikit-Learn je Pythonov paket otvorenog koda koji sadrzˇi velik izbor algoritama
strojnog ucˇenja (klasifikacija, regresija, grupiranje itd.) s opsezˇnom dokumentaci-
jom i podrsˇkom prilikom koriˇstenja [20]. Prvo smo primijenili KMEANS algoritam
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pomoc´u instanciranja klase sklearn.cluster.KMeans i odredivanja broja klastera. Za
vrijeme izvrsˇavanja algoritma svaka tocˇka u podacima dodijeli se jednom od klastera
i dobije njegovu oznaku. Ako npr. imamo 4 klastera, njihove brojcˇane oznake su
brojevi od 0-3. Oznake je moguc´e pronac´i u labels atributu. Oznake koje dobivamo
ovom metodom nemaju konkretno znacˇenje u smislu da (ako se sjetimo primjera sa
zˇivotinjama na pocˇetku ovog poglavlja) mozˇemo znati o kojoj zˇivotinji se radi na
odredenoj slici, vec´ nam samo govore da neke slike imaju slicˇna svojstva i na temelju
toga su grupirane u isti klaster.
Koristimo metodu predict( ) ako imamo nove tocˇke koje zˇelimo dodijeliti nekim
klasterima. Na taj nacˇin svaku od novih tocˇaka dodijelimo onom klasteru cˇijem cen-
tru je ta tocˇka najblizˇa. Ovim postupkom ne mijenjamo postojec´i model. Centre
klastera mozˇemo pronac´i u atributu cluster centers .
Osim KMEANS koriˇsten je i DBSCAN algoritam grupiranja kojeg smo instancirali
pomoc´u klase sklearn.cluster.DBSCAN. Algoritam daje dobre rezultate za podatke cˇiji
su klasteri slicˇnih gustoc´a. Nakon pozivanja fit( ) funkcije koja izvrsˇava grupiranje,
unutar atributa labels mogu se pronac´i oznake klastera. Tocˇke sˇuma imaju vrijed-
nost -1 unutar ovog atributa, dok tocˇke unutar klastera poprimaju vrijednosti od 0
do (broj klastera-1). Implementacija algoritama KMEANS i DBSCAN je opisana u
Poglavljima 4.3 te 4.4.
3.4.5 Matplotlib
Za graficˇki prikaz podataka koriˇstena je biblioteka Matplotlib [25]. Ova biblioteka
omoguc´ava vizualizaciju podataka i puno se koristi u Pythonu. Vizualizacija podataka
je vazˇan dio strojnog ucˇenja. Pravilno odredivanje oblika grafova i osnovnih osi te
mijenjanje pristupa evaluacije podataka prilikom graficˇkog prikaza rezultata mozˇe
pruzˇiti razlicˇite uvide u dobivena rjesˇenja i potencijalno omoguc´iti bolju analizu.
3.4.6 GitHub
GitHub je online platforma na kojoj je moguc´e udomljavati projekte koji se temelje
na Gitu. Git je vrsta kontrole verzije sistema (engl. Version control system, VCS) otvo-
renog koda koja omoguc´ava spremanje te prac´enje promjena koje se dogadaju nad
datotekama i mapama koje su pod njezinim nadzorom [17]. Naglasak je na sigurnosti
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projekata i racˇunalnog koda. U slucˇaju gubitaka nekih podataka, gresˇaka prilikom
programiranja i slicˇno, Git omoguc´ava povratak projekta u prijasˇnje stanje. Osim
toga, kada postoji potreba za suradnju izmedu viˇse programera na istom projektu,
ovakve platforme omoguc´avaju transparentne izmjene koda s vidljivim autorima.
Git posjeduje odredene specificˇnosti zbog kojih se cˇesto koristi. Za razliku od
vec´ine drugih VCS-ova, Git ne sprema datoteke nakon svake izmjene vec´ pamti samo
promjene koje su se dogodile u odnosu na prijasˇnju verziju spremljene datoteke te
se poziva na nju. Vec´inu postupaka moguc´e je raditi lokalno na racˇunalu tako da je
funkcionalan i kada pristup vanjskoj mrezˇi nije moguc´. Pojedinosti podesˇavanja Git-a
nec´e biti spomenute u ovom radu, ali napominjemo kako postoji mnogo uputa koje
se mogu pronac´i na Internetu. Git se mozˇe jednostavno podesiti i po potrebi povezati
s GitHub-om.
3.4.7 Smanjenje dimenzija podataka
Osim algoritama grupiranja koristili smo josˇ jednu metodu strojnog ucˇenja u svrhu
laksˇe vizualizacije rezultata - smanjenje broja dimenzija (engl. Dimension reduction).
Kako bi podaci bili laksˇi za interpretaciju od strane drugih algoritama i cˇovjeka koris-
timo metode smanjenja dimenzija. Ove metode pronalaze nove nacˇine prikazivanja
viˇsedimenzionalnih podataka koji sadrzˇe veliki broj razlicˇitih atributa. Prilikom pro-
cesa smanjivanja broja dimenzija pocˇetnih podataka nastoji se zadrzˇati vazˇna svojstva
koja su u njima sadrzˇana, ali koristec´i manji broj atributa.
Jedan od algoritama ovog tipa je PCA (engl. Principal component analysis) ko-
jeg smo koristili kako bismo prije koriˇstenja algoritama grupiranja reducirali dimen-
zije pocˇetnih podataka na dvije dimenzije. Time smo omoguc´ili brzˇe i efikasnije
izvrsˇavanje modela strojnog ucˇenja na bazi NEA asteroida. PCA transformira po-
datke i uklanja komponente s niskom varijancom. U 2D skupovima podataka prona-
lazi prvu glavnu komponentu (engl. Principal component) koja sadrzˇi maksimalnu
moguc´u varijancu te drugu glavnu komponentu koja je ortogonalna na smjer prve.
Svaka glavna komponenta predstavlja linearnu kombinaciju originalnih podataka.
Pravac glavne komponente je takav da zadrzˇava najviˇse dostupnih informacija. Upo-
treba ovog algoritma je preporucˇena prilikom koriˇstenja viˇsedimenzionalnih poda-
taka jer, osim sˇto olaksˇava kasniju vizualizaciju rezultata, poboljˇsava razumijevanje
odnosa izmedu podataka.
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Opc´enito, pri reduciranju dimenzija zˇelimo sacˇuvati sˇto vec´u kolicˇinu informa-
cija unutar podataka [23]. Osim PCA, kao metodu smanjenja dimenzija podataka
koristili smo i t-SNE (engl. t-distributed Stochastic Neighbor Embedding [24]) al-
goritam. Ova metoda omoguc´ava bolju vizualizaciju podataka zbog toga sˇto ne radi
transformaciju podataka (kao PCA) vec´ gradi model novog oblika prikaza podataka.
Zapocˇinje nasumicˇnim prikazom svih tocˇaka koje u daljnjem procesu u slucˇaju bliskih
tocˇaka dodatno priblizˇava, dok one koje su udaljenije dodatno sˇiri unutar prostora
prikaza podataka. Za razliku od PCA, radi se o racˇunalno zahtjevnom algoritmu cˇije
izvrsˇavanje mozˇe trajati znacˇajno dulje.
3.4.8 JSON
JSON (engl. JavaScript Object Notation) je notacija koja omoguc´ava komunikaciju
izmedu preglednika i posluzˇitelja. Kako podaci koji se sˇalju prilikom takve komuni-
kacije mogu biti iskljucˇivo tekstualnog oblika, JSON omoguc´ava odgovarajuc´u sin-
taksu kojom se podaci u JavaScript objektima mogu izmjenjivati bez komplikacija.
JavaScript objekti se mogu pretvarati u JSON oblik, a moguc´a je i transformacija
u suprotnom smjeru. U nastavku slijedi primjer JSON sintakse preuzete s NeoWs
API-a.
{
” n e a r e a r t h o b j e c t c o u n t ” : 16540 ,
” c lose approach count ” : 450062 ,
” l a s t upda ted ” : ”2017−06−15”,
” source ” : ” A l l the NEO data i s from NASA JPL NEO team . ” ,
” n a s a j p l u r l ” : ” h t tp :// neo . j p l . nasa . gov /”
}
Kao sˇto mozˇemo vidjeti, JSON objekti zapisani su u obliku kljucˇa i vrijednosti pove-
zane s tim kljucˇem te su okruzˇeni viticˇastim zagradama. Na dan 15. 6. 2017. godine
u NEO bazi nalazilo se 16 540 objekata. Za usporedbu, prilikom pocˇetka pisanja
ovog rada u bazi se nalazilo 15 965 objekata sˇto ukazuje na svakodnevno otkrivanje
vec´eg broja novih objekata u blizini Zemlje i njihovog prac´enja.
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3.4.9 CSV
U CSV (engl. Comma-Separated Values) dokumentu spremaju se tablicˇni podaci u
tekstualnom obliku pri cˇemu su podaci (kao sˇto i naziv kazˇe) najcˇesˇc´e razdvojeni
zarezima. Moguc´e je definirati i druge vrste razdvajanja podataka. Podatake preuzete
iz NASA-ine baze smo spremali u CSV datoteku. Atributi koriˇstene CSV datoteke su
opisani u Poglavlju 4.1.
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4 Rezultati i analiza
Kao temelj za ovaj rad koriˇsten je projekt Avenge the dinosaurs (ATD) [26] napisan
za natjecanje (hackathon) Space Apps Challenge koje je 2016. godine organizirala
NASA. Autor izvornog ATD projekta je Andrei Paleyes zaposlen kao programer u Ama-
zonu. Ideja je bila preuzeti kod uz suglasnost autora (koja zbog otvorenog pristupa
GitHuba nije bila neophodna), te ga izmijeniti i nadopuniti novim metodama ko-
ristec´i azˇurirane podatke o asteroidima koji su u meduvremenu sakupljenii u NeoWs
(engl. Near Earth Object Web Service) bazi. U vrijeme hackathona u NeoWS bazi nala-
zilo se oko 14 tisuc´a objekata. U ovom radu promatrali smo skoro 17 tisuc´a objekata.
Osim vec´eg broja asteroida, povec´ala se i tocˇnost nekih njihovih karakteristika koje su
vec´ bile prisutne u bazi. Bolji opis asteroida je rezultat novih promatranja, mjerenja
i izracˇuna varijabli.
Kako se radi o projektu napravljenom za hackathon koji najcˇesˇc´e zahtijeva od
autora realizaciju zadatka u vrlo kratkom vremenu, nema mnogo dokumentacije za
ATD. Analizom koda projekta s ciljem njegove izmjene i nadogradnje stvorili smo
odgovarajuc´u pozadinu za analizu asteroida. Zˇeljeli smo provjeriti mogu li algoritmi
grupiranja pokazati postojanje krivo opisanih asteroida kategoriziranih kao ne-PHA
ili PHA. Odnosno, provjeravamo postoje li unutar NASA-ine baze asteroidi koji su
kategorizirani kao PHA, no ustvari bi trebali biti ne-PHA. Pored toga zˇelimo provjeriti
postoje li asteroidi koji su kategorizirani kao ne-PHA a mogli bi potencijalno biti
opasni za Zemlju. Pitamo se mozˇemo li iz podataka NeoWs baze, nakon koriˇstenja
algoritama grupiranja, iz rezultata izvuc´i znacˇajne poveznice.
Osim KMEANS algoritma grupiranja i PCA algoritma za smanjenje dimenzija po-
dataka koji su upotrijebljeni u ATD projektu, koristili smo DBSCAN algoritam gdje
smo podatke reducirali i pomoc´u t-SNE algoritma. Kod smo preuzeli putem GitHub-a
koriˇstenjem opcije fork. Fork radi kopiju repozitorija kojeg preuzimamo te ga po-
vezuje s nasˇim korisnicˇkim racˇunom. Tada je moguc´e raditi izmjene na projektu
bez utjecaja na originalni projekt. Najcˇesˇc´e se koristi u svrhu predlaganja izmjena
koda autoru originalnog projekta te zbog razloga zbog kojeg smo ga mi koristili,
kao polaziˇsnu tocˇku novog projekta ili razvoja originalnog koda. Preuzimanjem ATD
projekta stvorili smo verziju koda lokalno na racˇunalu s Ubuntu OS-om koriˇstenjem
Git-a. Kopiju repozitorija stvaramo na racˇunalu pomoc´u naredbe git clone urlrepozito-
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rija u terminalu. Programiranje vezano uz ovaj rad je uglavnom bilo radeno lokalno
na racˇunalu, bez cˇestih sinkronizacija s GitHub-om no konacˇne verzije koda smo
postavili na GitHub [27].
4.1 Preuzimanje podataka o asteroidima
Web API (engl. Application Program Interfaces) je aplikacijsko programsko sucˇelje
koje sluzˇi za preuzimanje podataka sa stranica posluzˇitelja. Njegova upotreba je
prikladnija od preuzimanja ili spajanja na samu staticˇku bazu jer omoguc´ava defi-
niranje zahtjeva (razmjenu poruka) prema i od servera. Postoje javno definirane
krajnje tocˇke (engl. Endpoints) kojima klijenti mogu pristupiti. Web API koriˇsten u
ovom radu naziva se Near Earth Object Web Service (NeoWs). NeoWs je Internet ser-
vis pomoc´u kojeg je moguc´e pretrazˇivati asteroide koji su upisani u bazu asteroida u
blizini Zemlje prema njihovim karakteristikama. Osim podataka o asteroidima tamo
mozˇemo pronac´i i podatke o kometima. Zbog njihove slicˇnosti te cˇinjenice da NeoWs
ne definira jasnu razliku izmedu kometa i asteroida ne ocˇekujemo veliki utjecaj na
rezultate grupiranja. Koristimo sve dostupne podatke u bazi, ali c´emo po potrebi
izdvojiti komete.
Koriˇsteni podaci su javno dostupni te se za vec´inu osnovnih zahtjeva mozˇe, kao
kod vec´ine API-a, koristiti neka vrsta osnovne autorizacije zahtjeva. U ovom slucˇaju
radi se o univerzalnoj autentifikaciji s api kljucˇem (DEMOKEY). No, s obzirom kako
smo preuzimali sve podatake o svim objektima unutar baze takva razina autentifika-
cije kljucˇa nije bila dovoljna zbog ogranicˇenja o 30 zahtjeva prema API-u za odredenu
IP adresu unutar sat vremena, odnosno 50 zahtjeva unutar jednog dana. Nakon spo-
menutog broja zahtjeva API blokira sve naredne zahtjeve s IP adrese tog korisnika na
odredeni period vremena (sat ili dan). Zbog toga ne bismo mogli uspjesˇno preuzeti
podatke o asteroidima. Kako bismo sve potrebne podatke koje smo kasnije koristili
dohvatili bez ogranicˇenja danih DEMOKEY autentifikacijom, bilo je potrebno zatrazˇiti
API kljucˇ pomoc´u kojeg je moguc´e predati dovoljan broj zahtjeva za podacima u jed-
nom satu. Ubrzo nakon registracije za NASA developer key, dostavljen je kljucˇ kojim
viˇse nismo bili ogranicˇeni prilikom pristupa podacima. U svrhu zasˇtite podataka, u
kodu unutar rada umjesto pravog kljucˇa koristimo DEMOKEY sa stranice. Karakte-
ristike odnosno atribute podatka koje smo preuzimali o svakom asteroidu mozˇemo
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vidjeti u Tablici 4.1 zajedno s njihovim kratkim opisom.
Slika 4.1: Vizualni prikaz kuteva Ω i ω opisanih u Tablici 4.1 [28]
Originalni kod je pisan u Pythonu 2 te je prvi zadatak bio uspjesˇno prevodenje
u Python 3. Koriˇstenu biblioteku urllib2 u originalnom projektu viˇse nismo bili u
moguc´nosti koristiti zbog cˇinjenice da je razdijeljena u nekoliko modula u Pythonu
3. Kao zamjenu, koristili smo urllib.request koji sadrzˇi definirane klase i funkcije
kojima se mozˇe pristupati URL-u stranicama pomoc´u funkcije urlopen. Promjenom
metode otvaranja stranica API-a pojavila se potesˇkoc´a s prepoznavanjem enkodira-
nja znakova podataka (engl. character encoding) prilikom povlacˇenja podataka u
json obliku. Kako bismo to rijesˇili konkretizirali smo standard za prikaz znakova
koriˇstenjem Unikoda (engl. Unicode) kojim dekodiramo odgovor kojeg dobivamo od
strane API-a kako bismo podatke mogli koristiti.
Kako se radi o github kodu kojeg autor mozˇe mijenjati s vremena na vrijeme u
ovisnosti o parametrima koje testira, te kako NeoWs API podlijezˇe stalnim izmje-
nama, prvo pokretanje preuzetog koda je vodilo do problema. Koristila su se po-
lja koja nisu definirana, prilozˇena CSV datoteka na kojoj su se izvrsˇavali algoritmi
grupiranja za vrijeme hackathona nije imala karakteristike one datoteke koja bi tre-
bala nastati iz prilozˇenog koda, dobiveni grafovi na natjecanju su se razlikovali od
nasˇeg pokretanja istog koda na istoj CSV datoteci. Sukladno navedenome, bilo je
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Varijabla Opis parametra
name Oznaka asteroida koja oznacˇava go-
dinu i vrijeme kada je asteroid otkriven.
Mali broj asteroida ima i dodatan naziv.
neo reference id Sluzˇbeni broj asteroida koji oznacˇava
redni broj njegovog otkric´a
is potentially
hazardous asteroid
True iil False vrijednost koja govori da li
je asteroid klasificiran kao potencijalno
opasan.
absolute magnitude h H, apsolutna magnituda objekta. Viˇse
u Poglavlju 2.
estimated diameter Govori o minimalnim i maksimalnim
vrijednostima procijenjenog promjera
asteroida. Iskoristili smo ih kako bismo
izracˇunali prosjecˇan promjer svakog as-
teroida, average diameter.
orbit id Oznake orbite asteroida
minimum orbit intersection MOID, predstavlja minimalnu udalje-
nost izmedu orbita dva objekta
jupiter tisserand invariant TJ , Tisserandov parametar u odnosu na
Jupiter. Viˇse u Poglavlju 2.
epoch osculation Vrijeme promatranja
eccentricity e, ekscentricitet orbite. Viˇse u Poglavlju
2.
semi major axis a, velika poluos orbite. Viˇse u Poglavlju
2.
inclination i, inklinacija orbite. Viˇse u Poglavlju 2.
ascending node longitude Ω, orbitalni parametar koji predstav-
lja kut izmedu referentnog pravca (nor-
mala na referentnu ravninu) i pravca
uzlaznog cˇvora. Prikaz se nalazi na
Slici 4.1
orbital period T , period orbite, vrijeme potrebno ti-
jelu da prode punu orbitu oko drugog
tijela.
perihelion distance q, udaljenost perihela. Viˇse u Poglavlju
2.
perihelion argument ω, kut izmedu pravca ulaznog cˇvora
prema perihelu asteroida. Reprezenta-
cija kuta nalazi se na Slici 4.1
aphelion distance Q, udaljenost afela. Viˇse u Poglavlju 2.
perihelion time tp, vrijeme prolaska tijela kroz perihel
mean anomaly M , kut kojeg bi tijelo s istim peri-
odom orbite zatvarao s perihelom/afe-
lom kada bi se gibalo kruzˇnom orbitom
sa stalnom brzinom
mean motion n, kutna brzina potrebna tijelu kako bi
prosˇlo punu orbitu
Tablica 4.1: Prikaz parametara koriˇstenih prilikom grupiranja podataka
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potrebno podesiti princip preuzimanja podataka novim uvjetima kako bismo dobili
odgovarajuc´u CSV datoteku s ispravno unesenim podacima. Za preuzimanje poda-
taka napisana je funkcija load page data koja koristi definirani format NeoWs API-a.
Podaci su podijeljeni prema stranicama na kojima se nalaze. Funkcija kao argument
uzima samo broj stranice. Dodatna otezˇavajuc´a okolnost je bila cˇinjenica da su u
NeoWs bazu u meduvremenu upisali nekoliko asteroida koji nisu imali sve atribute.
Uz pazˇljivo proucˇavanje mjesta gdje je dolazilo do prekida preuzimanja podataka
prilikom pokretanja koda, zakljucˇili smo kako se radi o dva asteroida koja u json
obliku nisu imali kljucˇeve absolute magnitude h te estimated diameter min i estima-
ted diameter max. Konkretno, u pitanju su sljedec´i asteroidi [29]:
• 2010 AU11, neo reference id=3525641
• 2010 GZ60, neo reference id=3593312
Zbog spomenutih praznih kljucˇeva prilikom preuzimanja podataka bilo je po-
trebno redefinirati nacˇin pristupa rjecˇniku (engl. dictionary, dict). Dotadasˇnje koriˇstenje
dict[kljucˇ] sintakse kako bismo pristupili argumentima asteroida je zbog nepostojec´ih
kljucˇeva vrac´ala KeyError pogresˇku. Python podizˇe KeyError u slucˇajevima kada se
koristi dict objekt koji u sebi ne sadrzˇi kljucˇ. Koriˇstenjem get() funkcije nad rjecˇnikom
dobivamo moguc´nost definiranja uobicˇajene vrijednosti (koja je bez konkretizacije
None) koju rjecˇnik mozˇe uspjesˇno vratiti bez dizanja pogresˇke kao u slucˇaju kada
smo zasebno pristupali dijelovima rjecˇnika. Na ovaj nacˇin, asteroidi bez svih napo-
menutih atributa koje nastojimo preuzeti i dalje dobivaju stupac u CSV datoteci s
tim atributima no s praznim vrijednostima c´elija. Osim toga, i dalje je bilo moguc´e
pristupanje ugnijezˇdenim json podacima uzastopnim koriˇstenjem get( ) funkcije.
U poglavlju 4.2 opisujemo rjesˇenje cˇiˇsc´enja podataka s praznim vrijednostima atri-
buta kako bismo nad podacima mogli izvrsˇiti zˇeljene algoritme. Na Slici 4.2 mozˇemo
vidjeti izvrsˇavanje konacˇnog koda za preuzimanje podataka s NeoWs servisa. Nakon
zavrsˇetka izvrsˇavanja imamo CSV datoteku koja sadrzˇi zˇeljene atribute unutar stu-
paca o svakom preuzetom objektu. Objekti su navedeni u redovima. Ekransku sliku
malog dijela datoteke mozˇemo vidjeti na Slici 4.3 na kojoj su vidljive i prazne c´elije.
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Slika 4.2: Preuzimanje podataka s NeoWs
Slika 4.3: Prikaz sadrzˇaja CSV datoteke
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4.2 Priprema podataka
Podatke koje c´emo obradivati je prije upotrebe metoda strojnog ucˇenja potrebno de-
taljno analizirati. Tako se dolazi do odgovarajuc´eg nacˇina pripreme podatka, od-
nosno do cˇiˇsc´enja nepotrebnih informacija te prilagodbe njihovog oblika kako bi bili
prikladniji za primjenu algoritama. Ako se nad podacima ne izvrsˇi dovoljno dobro
cˇiˇsc´enje, krajnji rezultat mozˇe voditi do neispravnih zakljucˇaka. Kvalitetna priprema
podataka npr. ukljucˇuje odbacivanje atributa koji nedostaju, ili njihovo punjenje s
adekvatnim zamjenama, te iskljucˇivanje vrijednosti koje su za zadani problem ne-
moguc´e.
CSV datoteka s podacima sadrzˇi prazna polja kod dva spomenuta asteroida no
kako zˇelimo upotrijebiti sve dostupne informacije o svakom asteroidu s ciljem iz-
bjegavanja odstupanja unutar rezultata, uklonili smo ih iz tablice. U program smo
ucˇitali CSV datoteku dobivenu preuzimanjem podataka, tj. ucˇitali smo je u pan-
das.DataFrame koji je od podataka formirao numpy polje u dvije dimenzije. To polje
se sastoji od redaka i stupaca s oznakama.
Funkcija pandas.DataFrame.dropna briˇse oznaku uz koju u ovom slucˇaju postoje
neka prazna mjesta. Spomenuta mjesta su u dataframe-u reprezentirana NaN vrijed-
nostima (Slika 4.4). NaN (engl. Not A Number) reprezentira nedefiniranu vrijednost
koja se ne mozˇe prikazati. Prolaskom kroz cijeli dataframe, funkcija je pronasˇla re-
dove koji sadrzˇe NaN vrijednosti koje je zatim obrisala u cijelosti. S obzirom kako
svaki redak ima svoj broj, na ovaj nacˇin nastala je praznina u dataframe-u koja kasnije
mozˇe stvoriti potesˇkoc´e prilikom povezivanja podataka. Na primjer, ako je izbacˇeni
redak cˇiji je indeks 2, samo indeksiranje c´e nakon dropna umjesto 0,1,2,3,... davati
0,1,3,... itd.
Zˇeljeli smo formirati konacˇnu CSV datoteku koja sadrzˇi samo podatke koje koris-
timo. Zbog toga smo dobiveni dataframe (bez odredenih redaka) ispisali u novu CSV
datoteku koju smo kasnije ponovno ucˇitali u program te u novi dataframe kojeg koris-
timo kao pocˇetni uvjet za grupiranje podataka. Josˇ jedno moguc´e rjesˇenje problema
s indeksima je ponovno namjesˇtanje indeksiranja dataframe-a pomoc´u funkcije pan-
das.DataFrame.reset index.
Podaci su opc´enito jako osjetljivi na skaliranje, no prije koriˇstenja algoritama ko-
risno je podesiti vrijednosti podataka unutar nekog intervala. Tako transformirani po-
daci zadrzˇavaju oblik i karakteristike originalnih podataka no u drugacˇijem, priklad-
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Slika 4.4: Prikaz broja NaN vrijednosti po atributu asteroida
nijem mjerilu za obradu i vizualizaciju. Koriˇstena je funkcija sklearn.preprocessing.scale
koja normira podatke uz odredenu os, odnosno odabrali smo normiranje svakog atri-
buta asteroida zasebno tako da prosjecˇna vrijednost podataka bude oko nule. Kako
bi mogli koristiti algoritme grupiranja vazˇno je standardizirati podatke. Isto tako,
kako ne bi dolazilo do potencijalno krivih transformacija podataka, razlicˇiti atributi
moraju medusobno imati slicˇne skale vrijednosti.
Osim cˇiˇsc´enja i skaliranja podataka, koristili smo i razlicˇite pristupe prilikom sma-
njivanja dimenzija podataka. Slozˇenost algoritama ovisi o broju dimenzija podataka
(broju atributa) i broju uzoraka nad kojima se izvrsˇava. Kako bismo smanjili vrijeme
izracˇunavanja i potrosˇnju memorije, smanjili smo broj dimenzija ulaznih podataka.
Dobivanje informacija iz podataka poboljˇsano je kada su oni objasˇnjeni s manje atri-
buta. Stvara se okruzˇenje za razumijevanje do tad nepoznatih poveznica unutar
podataka. Ako se redukcija podataka ispravno oblikuje, ne dolazi do velikih gubi-
taka informacija o pojedinim uzorcima. Osim navedenog, graficˇka reprezentacija
podataka postaje olaksˇana cˇime strukture, poveznice i vanjske tocˇke unutar poda-
taka postaju naglasˇenije. Redukciju podataka smo prvo izvrsˇili pomoc´u PCA metode
pozivanjem sklearn.decomposition.PCA klase [30].
1 pca_data=PCA(n_components =2).fit_transform(data)
U gore navedenoj liniji koda smo primijenili PCA metodu na podatke te ih transfor-
mirali u oblik s dvije dimenzije. Pomoc´u varijable explained variance ratio mozˇemo
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Slika 4.5: Ocˇuvanje informacija o asteroidima u ovisnosti o broju dimenzija
provjeriti koliko varijance zadrzˇava svaka od dobivenih komponenti PCA. Dobili smo
kako za dvije dimenzije imamo veliki gubitak podataka. Prva dimenzija PCA (PCA1 u
daljem tekstu) zadrzˇava tek 29.11% podataka, dok s drugom (PCA2 u daljem tekstu)
dolazimo do 44.99%. Idealno bi bilo reducirati dimenzije podataka na broj dimen-
zija kojim se informacije ocˇuvaju u sˇto vec´em broju. Na Slici 4.5 mozˇemo vidjeti
kako bi s n = 10 ocˇuvali vec´inu podataka. No, kako nam PCA uglavnom sluzˇi kao
metoda za vizualizaciju podataka, dimenzije podataka smo ipak smanjili s (16557, 16)
na (16557, 2).
Kao atribute asteroida koje skaliramo i kojima reduciramo dimenzije koristili smo
sve preuzete parametre koji imaju brojcˇanu vrijednost kako bismo vidjeli kakvo gru-
piranje podataka c´emo dobiti. Dakle, koristimo sljedec´e atribute asteroida:


















Slika 4.6: Komet 2016 VZ18 (3766035) cˇije se karakteristike razlikuju od vec´ine
drugih objekata
Prvi rezultati sadrzˇavali su objekt koji je bio na velikoj udaljenosti od preostalih
objekata dobivenih algoritmom grupiranja. Nakon provjere njegovog neo reference id
oznake (37660356) u NeoWs bazi ustanovili smo kako je u pitanju komet te smo ga
uklonili iz analize. Kako NeoWs baza sadrzˇi i komete, mogli smo ocˇekivati ovaj is-
hod kod objekata koji nemaju slicˇne karakteristike kao vec´ina drugih. Odstupanje
karakteristika navedenog kometa mozˇemo vidjeti na Slici 4.6. Komet smo uklonili
iz koriˇstenih podataka kako bismo izbjegli potencijalne negativne utjecaje na rezul-
tate. Isto tako, s obzirom na to kako smo time smanjili intervale vrijednosti kojima
6https://ssd.jpl.nasa.gov/sbdb.cgi?sstr=3766035
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raspolazˇemo, olaksˇali smo i vizualizaciju podataka.
4.3 Rezultati KMEANS grupiranja
Koristimo nenadzirano strojno ucˇenje primjenom algoritama grupiranja. Zbog toga
KMEANS algoritmu dajemo podatke o objektima bez oznake radi li se o ne-PHA
objektu, ili PHA objektu. Promatramo nacˇin na koji c´e algoritam grupirati podatke
koji je NASA oznacˇila kao PHA i ne-PHA. Potencijalno opasni asteroidi prikazani su
pomoc´u kvadrata (  ), dok su ne-PHA objekti prikazani pomoc´u krugova ( ◦ ).
Razlicˇite boje na grafovima predstavljaju razlicˇite klastere unutar kojih su objekti
grupirani.
Cilj algoritma je grupirati asteroide u razlicˇite klastere na temelju slicˇnosti vec´eg
broja karakteristika tako da se svaki uzorak nade u klasteru s cˇijim cˇlanovima ima
najvec´u slicˇnost tj. najmanju moguc´u varijancu. U narednom kodu inicijaliziramo
KMeans na 3 centra grupiranja (k=n clusters) s nasumicˇnim odabirom podataka za
pocˇetne tocˇke centara klastera.
1 clusterator = KMeans(init=" random", n_clusters =3)
2 clusterator.fit(pca_data)
3 cluster = clusterator.predict(pca_data)
4 labels = clusterator.labels_
5 centers=clusterator.cluster_centers_
Pomoc´u fit( ) funkcije izracˇunavamo centre klastera, a pomoc´u predict( ) dodjelju-
jemo svaku tocˇku najblizˇem centru. Sve tocˇke dobivaju oznaku nekog od klastera.
Ekvivalentna funkcija za navedeno je fit predict( ).
Vazˇan korak u KMEANS grupiranju je dobar odabir varijable k. Koristili smo tzv.
analizu silueta (engl. Silhouette analysis) [31]. U ovoj metodi pokrec´emo KME-
ANS na podacima za odabrani interval vrijednosti za koje smatramo kako bi mogle
biti dobre za varijablu k. Za svaku od vrijednosti k iz intervala, racˇuna se mjera
koja pokazuje koliko je svaka tocˇka jednog klastera blizu tocˇkama susjednih klastera.
Pomoc´u ove metode dobivamo ideju koliko se klastera nalazi unutar podataka. Ana-
liza izracˇunava koeficijent silueta s koji govori koliko je odredeni uzorak udaljen od
susjednih klastera za unaprijed odreden broj k. Taj koeficijent ima vrijednost unutar
[−1, 1], gdje vrijednosti blize nuli ukazuju kako je uzorak jako blizu granici susjednog
klastera dok vrijednosti koeficijenta blizˇi jedan oznacˇavaju kako se radi o uzorku koji
je jako udaljen od susjednih klastera. Negativne vrijednosti koeficijenta (blizˇe minus
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jedan) uglavnom ukazuju na pogresˇku u grupiranju, odnosno da je uzorak dodijeljen
krivom klasteru. Dakle, viˇsi koeficijent s (blizˇi jedan) govori o vrijednosti k koja ima
bolje odredene klastere odnosno gusto grupiranje uzoraka, dok onaj blizˇe nuli go-
vori o klasterima koji se preklapaju. Koeficijent za jedan uzorak racˇuna se koristec´i
sljedec´u formulu, gdje a predstavlja srednju udaljenosti izmedu uzorka i svih ostalih
uzoraka unutar klastera, a b srednju udaljenost izmedu uzorka i svih drugih tocˇaka





Za racˇunanje koeficijenata koristili smo sklearn.metrics.silhouette score. Nakon upo-
trebe analize silueta nad svim uzorcima asteroida dobili smo sljedec´e rezultate:
• Za k = 2 prosjecˇna vrijednost s je : 0.388470374478
• Za k = 3 prosjecˇna vrijednost s je : 0.399605839262
• Za k = 4 prosjecˇna vrijednost s je : 0.400320734303
• Za k = 5 prosjecˇna vrijednost s je : 0.352645108943
• Za k = 6 prosjecˇna vrijednost s je : 0.330640990948
• Za k = 7 prosjecˇna vrijednost s je : 0.345837509235
Uvidom u rezultate zakljucˇili smo kako su dobivene vrijednosti koeficijenta s relativno
niske. Najbolji rezultati su dani za k=4, no kako bi se dobili dobro definirani klasteri
potrebni su rezultati od 0.7 naviˇse. Moguc´e je kako nam neki od atributa asteroida
dodaju sˇumove u rezultatima, ili samo koriˇstenje algoritama grupiranja ne odgovara
ovom tipu podataka.
Kada iz obrade uklonimo atribute absolute magnitude h i minimum orbit intersection,
dobivamo nesˇto bolje prosjecˇne vrijednosti koeficijenata gdje je opet preporuka ko-
ristiti k=4:
• Za k = 2 prosjecˇna vrijednost s je : 0.437631402366
• Za k = 3 prosjecˇna vrijednost s je : 0.500249593664
• Za k = 4 prosjecˇna vrijednost s je : 0.501237357732
• Za k = 5 prosjecˇna vrijednost s je : 0.430924745888
36
• Za k = 6 prosjecˇna vrijednost s je : 0.436789981657
• Za k = 7 prosjecˇna vrijednost s je : 0.385953292026
Slika 4.7: Klasteri nad PHA objektima, k=2
S obzirom kako smo bolje rezultate dobivali kada bi izbacili dva parametra o
kojima ovisi sama definicija da li je asteroid PHA ili nije, odlucˇili smo provjeriti ko-
eficijente koje dobivamo samo za dio dataframe-a u kojemu se nalaze PHA asteroidi,
odnosno ne-PHA asteroidi, bez koriˇstenja tih parametara. Kada smo upotrijebili sve
parametre u ovim slucˇajevima, rezultati nisu bili znacˇajno razlicˇiti od onih dobivenih
za sve parametre na cijelom dataframe-u.
Kada upotrijebimo sve dostupne informacije samo o asteroidima koji su definirani
kao PHA dobivamo puno bolje rezultate za moguc´nost grupiranja podataka s k=2 sˇto
smo graficˇki prikazali na Slici 4.7.
• Za k = 2 prosjecˇna vrijednost s je : 0.683139958986
• Za k = 3 prosjecˇna vrijednost s je : 0.659528367563
• Za k = 4 prosjecˇna vrijednost s je : 0.501852905327
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Slika 4.8: Klasteri nad ne-PHA objektima, k=3
• Za k = 5 prosjecˇna vrijednost s je : 0.419010926502
• Za k = 6 prosjecˇna vrijednost s je : 0.384664752602
• Za k = 7 prosjecˇna vrijednost s je : 0.38743119512
Na spomenutoj slici radi bolje vizualizacije grupiranja nismo prikazali tocˇke koje
predstavljaju vanjske asteroide ovog grupiranja, tzv. netipicˇne vrijednosti (engl.
outliers). Netipicˇne vrijednosti su unutar rezultata znacˇajno udaljene od prikaza-
nih klastera iako njima pripadaju. Spomenut c´emo kako su u pitanju objekti cˇiji su
neo reference id identifikatori 3757574, 3024715 i 3012393.
Za ne-PHA asteroide dobivamo losˇiju moguc´nost odredivanja klastera gdje je k=3
najbolji odabir.
• Za k = 2 prosjecˇna vrijednost s je : 0.453301614344
• Za k = 3 prosjecˇna vrijednost s je : 0.495044545591
• Za k = 4 prosjecˇna vrijednost s je : 0.430451718564
• Za k = 5 prosjecˇna vrijednost s je : 0.440393129522
• Za k = 6 prosjecˇna vrijednost s je : 0.395136394289
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• Za k = 7 prosjecˇna vrijednost s je : 0.394842330851
Grupiranje smo prikazali na Slici 4.8. I u ovoj vizualizaciji smo uklonili netipicˇne vri-
jednosti cˇije identifikatore c´emo nabrojati: 3683246, 2001036, 3555018, 2000433.
S obzirom na male razlike u koeficijentima s prilikom izvrsˇavanja KMEANS nad
svim podacima, odlucˇili smo upotrijebiti sve dostupne atribute asteroida, ukljucˇujuc´i
MOID i apsolutnu magnitudu za k=3. Slika 4.9 prikazuje uvec´ani prikaz dobivenih
klastera nad podacima u kojima oznaka X predstavlja njihove centre.
Slika 4.9: KMEANS (PCA) klasteri (svi objekti, k=3)
Zbog prilagodenije vizualizacije klastera na Slikama 4.10-4.14 nisu prikazane
dvije netipicˇne vrijednosti (PHA 3757574, ne-PHA 2001036). Spomenuti 2001036
je najvec´i NEA naziva 1036 Ganymed. Asteroid 3757574 ima znacˇajno drugacˇije or-
bitalne parametre od ostalih NEO: najvec´u veliku poluos, najvec´i orbitalni period i
najvec´i ekscentricitet. Pretpostavljamo kako smo dva spomenuta asteroida mogli i
ukloniti iz koriˇstenih podataka s obzirom na to kako se radi o asteroidima s iznimno
razlicˇitim karakteristikama od ostalih. Navedeno ne iskljucˇuje moguc´nost kako se
potencijalno radi o pogresˇnoj klasifikaciji kod tih asteroida. Na 3D vizualizaciji u
odnosu na MOID (Slika 4.15) iz podataka smo prije grupiranja uklonili navedene
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asteroide.
Na rezultatima prilikom usporedbe s MOID (Slika 4.14) i H (Slika 4.10) dobi-
vamo odredene pravilnosti, no kako je grupiranje nenadzirano strojno ucˇenje, nismo
u moguc´nosti tim klasterima dati odgovarajuc´e oznake. Pravilnosti uocˇavamo upravo
radi ovisnosti kategorizacije asteroida o tim varijablama, no klasteriranje ne ukazuje
na moguc´nost izricanja zˇeljenog zakljucˇka. Postoji moguc´nost da su netipicˇne vrijed-
nosti u odnosu na klastere nasˇi rezultati. Moguc´e je i kako su svi ne-PHA asteroidi
koji se na slikama nalaze u klasteru s PHA asteroidima upravo ti koji su pogresˇno
klasificirani. Ipak pretpostavljamo da se radi o nemoguc´nosti metode da uspjesˇno
klasificira PHA i ne-PHA objekte koristec´i trenutne podatke iz baze NeoWs. Slika 4.9
prikazuje kako su ne-PHA i PHA asteroidi rasprsˇeni kroz sve klastere bez vidljivog
znacˇajnijeg grupiranja na temu potencijalne opasnosti za Zemlju.
Slika 4.10: KMEANS (absolute magnitude h) klasteri (svi objekti, k=3)
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Slika 4.11: KMEANS (average diameter) klasteri (svi objekti, k=3)
Slika 4.12: KMEANS (ascending node longitude) klasteri (svi objekti, k=3)
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Slika 4.13: KMEANS (perihelion argument) klasteri (svi objekti, k=3)
Slika 4.14: KMEANS (minimum orbit intersection) klasteri (svi objekti, k=3)
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Slika 4.15: KMEANS (minimum orbit intersection) klasteri (svi objekti, k=3)
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4.4 Rezultati DBSCAN grupiranja
Pored KMEANS algoritma, koji je bio realiziran i u projektu ATD, implementirali
smo algoritam DBSCAN. U vizualizaciji podataka zadrzˇavamo oznake opisane kod
KMEANS algoritma. DBSCAN je odabran zbog toga sˇto, osim sˇto pripada u katego-
riju algoritama grupiranja, prikazuje anomalije unutar podataka kroz pojam ”tocˇaka
sˇuma”. S obzirom na dani problem, u kojemu iz podataka grupiranjem i usporedbom
grupiranja s otprije poznatim oznakama danima od strane NASA-e (ne-PHA ili PHA),
moguc´e je kako su upravo neke od tocˇaka sˇuma asteroidi koji su potencijalno krivo
klasificirani.
Prilikom odabira parametara eps i min samples, postalo je ocˇito kako algoritam
tezˇi samo jednom klasteru s odredenim brojem tocˇaka sˇuma. Postoji nekoliko moguc´ih
objasˇnjenja dobivenih tocˇaka sˇuma. Prvo je da unutar podataka postoje pogresˇke ili
nepreciznosti koje ih uzrokuju. Isto tako, moguc´e je kako su potrebni neki dodatni
atributi unutar podataka koji bi objasnili pojavu tih tocˇaka. Moguc´e je i da koriˇstenje
algoritama grupiranja nad ovim skupom podataka nije prikladno.
Jedno od moguc´ih objasˇnjenja tocˇaka sˇuma na kojemu temeljimo analizu dobive-
nog je da postoje pogresˇke u oznakama podataka. DBSCAN grupiranje smo realizirali
pomoc´u sklearn.cluster.DBSCAN klase cˇije smo instanciranje prikazali u narednom
primjeru koda. Pomoc´u fit predict( ) funkcije smo izvrsˇili grupiranje te su svi podaci
dobili oznaku klastera ili tocˇke sˇuma.
1 clusterator = DBSCAN(eps ,min_samples)
2 cluster = clusterator.fit_predict(pca_data)
3 labels = clusterator.labels_
Odlucˇili smo provjeriti dobiveno na istim atributima asteroida kao i za KMEANS
slucˇaj (navedenim u Poglavlju 4.2), ali koristec´i sljedec´e kombinacije metoda nakon
skaliranja podataka:
• nad podacima izvrsˇiti redukciju pomoc´u PCA metode, no grupiranje izvrsˇiti nad
originalnim skaliranim podacima (Slika 4.16)
• nad podacima izvrsˇiti redukciju pomoc´u t-SNE metode, grupiranje izvrsˇiti nad
originalnim skaliranim podacima (Slika 4.17)
• nad podacima izvrsˇiti redukciju pomoc´u PCA metode, grupiranje izvrsˇiti nad
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• nad podacima izvrsˇiti redukciju pomoc´u t-SNE metode, grupiranje izvrsˇiti nad
podacima dobivenim t-SNE metodom (Slika 4.19)
U Tablici 4.2 mozˇemo vidjeti dobivene tocˇke sˇuma za navedene slucˇajeve. Uspo-
redbom Slika 4.16, 4.17 i tablice primjec´ujemo da dobivamo jednake tocˇke sˇuma,
ali s obzirom da klasteriranje vrsˇimo nad originalnim podacima razlika niti ne mozˇe
postojati. No, kako metode redukcije dimenzija podataka koristimo prilikom vizu-
alizacije rezultata vidljivo je poboljˇsanje prikaza prilikom koriˇstenja t-SNE algoritma
gdje ne primjec´ujemo rasipanje tocˇaka kao u slucˇaju koriˇstenja PCA algoritma. Na
Slikama 4.18 i 4.19 vidimo josˇ znacˇajniju razliku upotrebe dvaju metoda. Kada ko-
ristimo reducirane podatke za grupiranje asteroida, manje tocˇaka pripada tocˇkama
sˇuma odnosno, algoritam mozˇe bolje prepoznati tocˇke klastera. Kada koristimo DBS-
CAN algoritam nad podacima koji su samo skalirani dobivamo viˇse tocˇaka sˇuma nego
u slucˇaju skaliranih i reduciranih podataka. Zanimljivo je da upotreba DBSCAN algo-
ritma nad skaliranim i reduciranim podacima pomoc´u t-SNE algoritma (Slika 4.19)
ne producira tocˇke sˇuma sˇto bi se moglo iskoristiti prilikom upotrebe drugih metoda
strojnog ucˇenja nad podacima u daljnjem pristupu problemu reklasifikacije asteroida
u blizini Zemlje.
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Slika 4.16: DBSCAN (PCA) nad skaliranim podacima
Slika 4.17: DBSCAN (t-SNE) nad skaliranim podacima
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Slika 4.18: DBSCAN (PCA) nad skaliranim i reduciranim podacima
Slika 4.19: DBSCAN (t-SNE) nad skaliranim i reduciranim podacima
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5 Zakljucˇak
NASA je 2016. godine odrzˇala Space Apps Challenge kojim su od sudionika natjeca-
nja trazˇili razvoj metoda strojnog ucˇenja za analizu podataka o astronomskim objek-
tima koji bi mogli predstavljati opasnost za zˇivot na Zemlji. Jedno od predlozˇenih
rjesˇenja bio je projekt Avenge the dinosaurs koji je napisao Andrei Paleyes (programer
iz tvrtke Amazon). Koristec´i pocˇetnu ideju navedenog projekta zˇeljeli smo provjeriti
mogu li se algoritmi grupiranja primijeniti na problem klasifikacije asteroida u blizini
Zemlje. Pokusˇaj podjele asteroida u blizini Zemlje na potencijalno opasne (PHA) i
one koji to nisu (ne-PHA) raden je pomoc´u nenadziranih algoritama strojnog ucˇenja.
Prije primjene tih algoritama asteroidi nisu oznacˇeni kao PHA ili ne-PHA. Kasnije
smo koristili odgovarajuc´e oznake iz NeoWs baze kako bismo procijenili ispravnost
dobivenih rezultata. Kod nenadziranih metoda strojnog ucˇenja problem je procjena
rezultata, tj. odredivanje jesmo li uspjesˇno dobili nove informacije iz podataka.
Nakon primjene KMEANS i DBSCAN algoritama grupiranja nad podacima ne
mozˇemo tvrditi kako smo uspjesˇno klasificirali asteroide kao PHA i ne-PHA pomoc´u
ove metode strojnog ucˇenja. Kao vrlo uspjesˇnu primjenu algoritama grupiranja mo-
gli bi definirati situaciju u kojoj imamo PHA asteroide u jednom, a ne-PHA u drugom
klasteru. Takav rezultat izvrsˇavanjem algoritama grupiranja nismo primijetili. Ne
postoji apsolutni kriterij procjene rezultata grupiranja podataka. On ovisi o prik-
ladnosti podataka, njihovom poznavanju i krajnjem cilju kojeg smo zˇeljeli ostvariti.
Primjena algoritama KMEANS i DBSCAN nad podacima iz NeoWs baze je bila korisna
za bolje razumijevanje odnosa izmedu atributa asteroida. Time smo potvrdili kako
je korisnost upotrebe algoritama grupiranja najvec´a upravo prilikom stvaranja slike
o skrivenim odnosima izmedu podataka.
Vjerujemo kako bi se s vec´om kolicˇinom adekvatnih podataka potencijalno mo-
gla uspjesˇno napraviti PHA/ne-PHA klasifikacija. Na primjer, spajanjem podataka iz
NeoWs te Minor Planet Center7 baza i koriˇstenjem viˇse podataka o gibanju asteroida
te prikladnijom procjenom odgovarajuc´ih atributa bi se potencijalno moglo doc´i do
odgovarajuc´ih informacija. Preporucˇili bismo koriˇstenje i nadziranog strojnog ucˇenja,
npr. binarne klasifikacije, metoda poput SVM, neuronskih mrezˇa i stabla odlucˇivanja.
7http://www.minorplanetcenter.net/data
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Metode proucˇavanja svemira se razvijaju ubrzano. Large Synoptic Survey Telescope
(LSST) projekt (nakon dovrsˇetka konstrukcije pocˇetkom 2022. godine) c´e provesti
desetogodiˇsnje istrazˇivanje svemira kojim se planira doc´i do 200 petabajta podataka.
Baza koju smo koristili u ovom radu sadrzˇi manje od 17 000 asteroida. Pretpostavke
su da c´e u podacima LSST-a biti oko 5 milijuna asteroida. Zbog toga postaje sve re-





Projekt Asteroids@home je razvijen od strane Astronomskog Instituta u Pragu kako bi
se koristili vanjski racˇunalni resursi [32]. Korisnici poklanjaju projektu procesorsko
vrijeme svojih osobnih racˇunala te preuzimaju pripremljeni program u svrhu analize
fotometrijskih podataka o asterodima. Analiziraju se podaci dobiveni iz razlicˇitih
izvora proucˇavanja asteroida, od velikih znanstvenh istrazˇivanja do promatranja as-
tronoma amatera. U ovakvim projektima vidimo moguc´nost priblizˇavanja astrono-
mije i informatike velikom skupu gradjana. Korisnici vide da je moguc´e pomagati u
znanstvenim istrazˇivanjima na jednostavan nacˇin.
Osnovni program koji omoguc´ava donaciju procesorskog vremena kada je racˇunalo
u mirovanju (engl. Idle time ) naziva se BOINC (engl. Berkeley Open Infrastructure
for Network Computing). Pomoc´u njega mogu se koristiti resursi bilo kojeg racˇunala
(spojenog na Internet) za analizu fizicˇkih karakteristika asteroida. U BOINC-u pos-
toje i drugi projekti poput Rosetta@home (analizira oblike proteina), ili SETI@home
(trazˇi inteligentni zˇivot u svemiru). Moguc´nost sudjelovanja u ovakvim projektima
imaju svi gradani - od ucˇenika i studenata, preko korisnika cˇija zanimanja nemaju
velikih poveznica s projektom kojeg su odabrali, do umirovljenika. Povezuju ih samo
cˇinjenice da svojim racˇunalima omoguc´avaju napredovanje zˇeljenog projekta te po-
sjedovanje znanstvene znatizˇelje i zˇelje za ucˇenjem. Svatko tko posjeduje racˇunalo
mozˇe iskusiti dijelove istrazˇivacˇkog procesa sˇto poticˇe sudjelovanje javnosti u zna-
nosti te razvoj interesa za astrofiziku i informatiku kod mladih korisnika. Do kraja
2015. godine oko 60 tisuc´a korisnika (odnosno 100 tisuc´a racˇunala) sudjelovalo je u
Asteroids@home projektu [34]. Od onda imamo konstantan rast broja korisnika do
danasˇnjih 100 tisuc´a. Na Slici A.1 vidimo broj novih korisnika po danu u odredenom
periodu svibnja i lipnja 2017. godine.
Iako je do danas mnogo asteroida otkriveno i stalno se otkrivaju novi, ne postoji
mnogo saznanja o fizicˇkim svojstvima pojedinacˇnih asteroida. Karakteristike poput
oblika, rotacijskog perioda i smjera rotacijske osi su poznati samo za mali broj as-
teroida. Projekt Asteroids@home koriˇstenjem inverzne metode svjetlosne krivulje
stvara fizicˇke modele asteroida. Kako asteroidi rotiraju u vremenu te su nepravilnog
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Slika A.1: Statistika koriˇstenja Asteroids@home: broj novih korisnika po danu [33]
oblika, kolicˇina svjetlosti koju reflektiraju ovisi o vremenu. Tu promjenu sjaja u vre-
menu nazivamo svjetlosnom krivuljom. Stvorila se potreba za projektom upravo zbog
racˇunalne zahtjevnosti spomenute metode. Veliki broj asteroida i promjena sjaja kroz
vrijeme stvaraju veliki skup podataka te je za procjenu fizicˇkih parametara potrebno
koristiti sva dostupna racˇunala. Odredeni problem izracˇuna se u ovom projektu dijeli
na manje zadatke. Razlicˇita racˇunala preuzimaju i rade na tim manjim zadacima. Re-
zultati se na kraju ujedine u konacˇna rjesˇenja i tako se dobivaju parametri asteroida.
U projektu Asteroids@home je do sada istrazˇeno viˇse od 100 tisuc´a asteroida [34].
Najjednostavnija instalacija je ona s graficˇkim sucˇeljem. Instalacija programa je
brza i jednostavna za sve operacijske sustave. Zbog toga Asteroids@home mogu us-
pjesˇno instalirati i osobe cˇije poznavanje koriˇstenja racˇunala nije veliko. Instalacija
programa na Linuxu sastoji se od jednostavnog koriˇstenja terminala gdje instaliramo
Bionic Manager (BM) i Core Client (CC). Npr. za Ubuntu se koristi: sudo aptitude ins-
tall boinc-client boinc-manager. Nakon instalacije (Slika A.2) vidimo moguc´nost doda-
vanja zˇeljenih projekata kojima c´emo dopustiti koriˇstenje CPU-a racˇunala. Racˇunalu
se nakon odabira projekta na temelju njegovih osobina (kolicˇina RAM-a i proce-
sor) dodjeljuje niz zadataka od strane projektnog posluzˇitelja zaduzˇenog za raspo-
red zadataka. Racˇunalo tada preuzima podatke s posluzˇitelja zajedno s progra-
mima koji izvrsˇavaju proracˇune. Znatizˇeljni korisnik se mozˇe uputiti u novi svijet
istrazˇivanja asteroida. Nakon zavrsˇetka izracˇuna, stvaraju se datoteke s rjesˇenjima
koje se prosljeduju natrag posluzˇitelju te se dobivaju novi zadaci.
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Slika A.2: Dodavanje projekta Asteroids@home u BIONIC Manager
Slika A.3: Nekoliko rezultata sa Asteroids@home stranice [35]
Ovakvi projekti imaju znacˇajan utjecaj na popularizaciju znanosti. Ako se koris-
niku predstavi kako je jedino sˇto je potrebno da sudjeluje u otkrivanju stvarnog iz-
gleda asteroida njegovo racˇunalo, u ljudskoj prirodi je da zˇele znati viˇse o predmetu
istrazˇivanja. Zapitat c´e se sto su asteroidi, kako ih otkrivamo, zasˇto je ovaj projekt
vazˇan i slicˇno. Zanimljivo je da korisnici mogu direktno vidjeti rezultate koji su do-
biveni proracˇunima na njihovim racˇunalima. Tako se poticˇe daljnja suradnja i razvoj
interesa za astronomiju i znanost opc´enito. Na primjeru stranice sa Slike A.3 se vidi
da korisnici mogu po imenima vidjeti rezultate njihovih racˇunala te tocˇne nazive i
3D slike asteroida do kojih su pomogli doc´i. Postoji sustav pohvala korisnika kroz
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mehanizme korisnika dana (engl. User of the day) i moguc´nost sakupljanja bodova u
ovisnosti koliko racˇunalnog vremena je dano projektu.
Slika A.4: 3D model asteroida dobiven pomoc´u Asteroids@home [35]
Kada korisnik odabere opciju fig sa stranice, mozˇe vidjeti slike dobivenih astero-
ida. Npr. sudjelovanjem dvaju korisnika prilikom izracˇuna za asteroid naziva 829
Academia dobiven je objekt sa Slike A.4. Osim slika mogu pristupiti i informacijama
o pojedinacˇnim asteroidima koja ih vodi na NASA-inu stranicu. Tu su napisane za-
nimljivosti o asteroidima i odgovori na pitanja. Nova pitanja i nerazjasˇnjeni problemi
te informaticˇka podloga projekta su nacˇini privlacˇenja mladih prema znanosti.
53
Literatura
[1] Zanimljivosti o asteroidima (NASA), https://tinyurl.com/yd9y9xr4, 5. 5.
2017.
[2] O imenovanju asteroida,
http://www.minorplanetcenter.net/iau/info/HowNamed.html, 10. 7. 2017.
[3] Galerija slika povezanih uz asteroide (NASA),
https://solarsystem.nasa.gov/planets/asteroids/galleries, 2. 7. 2017.
[4] Originalna slika opisa parametara elipticˇne putanje asteroida,
https://www.math.ksu.edu/math240/book/capstone/ellipse.php, 2. 7.
2017.
[5] Ridpath, I. A Dictionary of Astronomy. 2nd rev. ed. Oxford University Press,
2016., http://www.oxfordreference.com/view/10.1093/oi/authority.
20110803104727545, 2. 7. 2017.
[6] Morbidelli, A.; Bottke Jr., W.F.; Michel, P. Origin and Evolution of Near-Earth
Objects, 2002., https://tinyurl.com/y97v2et3, 25. 5. 2017.
[7] Prikaz NEO orbita u odnosu na Zemljinu orbitu,
https://cneos.jpl.nasa.gov/about/neo_groups.html, 25. 4. 2017.
[8] NASA-in cˇlanak o asteroidima, Lipanj 2017.,
https://solarsystem.nasa.gov/news/2017/06/26/10-things-june-26, 10.
7. 2017.
[9] Statistika broja otkrivenih NEA u odnosu na njihovu velicˇinu,
https://cneos.jpl.nasa.gov/stats/size.html, 2. 7. 2017.
[10] VanderPlas, J. Python Data Science Handbook. O’Reilly Media. 2016.
[11] Polunadzirano strojno ucˇenje,
http://scikit-learn.org/stable/modules/label_propagation.html, 25.
6. 2017.
[12] K-means i DBSCAN vizualizacija, temeljni kod,
https://tinyurl.com/y8sqhocc, 5 .6. 2017.
54
[13] Guido, S.; Mu¨ller, A. Introduction to Machine Learning with Python. O’Reilly
Media. 2016.
[14] Slika rezultantnih tocˇaka DBSCAN algoritma,
https://tinyurl.com/y8ybksut, 5. 6. 2017.
[15] Prikaz DBSCAN algoritma https://tinyurl.com/y845hdgx, 5. 6. 2017.
[16] O Pythonu, https://www.python.org/about/, 25. 6. 2017.




[19] JSON, http://www.json.org/, 25. 6. 2017.
[20] Scikit learn projekt, http://scikit-learn.org/stable/, 25. 6. 2017.
[21] NumPy biblioteka, http://www.numpy.org/, 25. 6. 2017.
[22] Pandas projekt, http://pandas.pydata.org/, 25. 6. 2017.
[23] Ge´ron, A. Hands-On Machine Learning with Scikit-Learn and TensorFlow.
O’Reilly Media. 2017.
[24] Algoritam t-SNE, http://scikit-learn.org/stable/modules/generated/
sklearn.manifold.TSNE.html, 10. 7. 2017
[25] Matplotlib biblioteka, https://matplotlib.org/, 25. 6. 2017.
[26] Paleyes, A. Avenge the dinosaurs projekt,
https://github.com/apaleyes/avenge-the-dinosaurs, 2017.
[27] Finalni kod diplomskog rada,
https://github.com/lib686/avenge-the-dinosaurs, 2017.
[28] Opis orbitalnih parametara (originalna slika) Ω i ω,
http://www.columbia.edu/~my2317/asteroidproject.html, 10. 7. 2017.
55
[29] NASA NeoWs Open API, pretrazivanje pojedinacˇnih NEO objekata,
https://api.nasa.gov/api.html#neows-browse, 2017.
[30] O PCA metodi, http://scikit-learn.org/stable/modules/generated/
sklearn.decomposition.PCA.html, 26. 6. 2017.
[31] Analiza silueta, ”2.3.9.5. Silhouette Coefficient”,
http://scikit-learn.org/stable/modules/clustering.html, 26. 6. 2017.
[32] Asteroids@Home stranica, http://asteroidsathome.net, 30. 5. 2017.
[33] Asteroids@Home statistika,
https://boincstats.com/en/stats/134/project/detail, 5. 7. 2017.
[34] Durech, J.; Hanus, J.; Vanco, R. Asteroids@home - A BOINC distributed
computing project for asteroid shape reconstruction. // Astronomy and
Computing 13 (2015), str. 80-84 , https://arxiv.org/abs/1511.08640
[35] Asteroids@home stranica s rezultatima,
http://asteroidsathome.net/scientific_results.html, 5. 7. 2017.
56
