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SEIBERG-WITTEN FLOER HOMOTOPY CONTACT
INVARIANT
NOBUO IIDA AND MASAKI TANIGUCHI
Abstract. We introduce a Floer homotopy version of the contact invariant
introduced by Kronheimer-Mrowka-Ozva´th-Szabo´. Moreover, we prove a glu-
ing formula relating our invariant with the first author’s Bauer-Furuta type
invariant, which refines Kronheimer-Mrowka’s invariant for 4-manifolds with
contact boundary. As applications, we give two constraints for a certain class
of symplectic fillings using equivariant K and KO-cohomology. We also treat
the extension property of positive scalar curvature metrics on 4-manifolds with
boundary.
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1. Introduction
1.1. Main theorems. In the past twenty years, the topology of symplectic
fillings of contact three-manifolds has been a central topic of research at the
intersection of symplectic geometry, gauge theory and Heegaard Floer theory
([28], [20],[40], [41], [19], [2]). One of the origins is the study of Kronheimer-
Mrowka ([20]). They developed the analysis on 4-manifolds with cone-like
ends and gave an invariant
m(X, sX,ξ , ξ) ∈ Z/{±1}(1)
of any 4-manifoldX equipped with a contact structure ξ on its boundary and
a compatible spinc-structure sX,ξ. This is a variant of the Seiberg-Witten
invariant([48]).
In gauge theory, the framework of Floer homology groups give a cut-and-
paste method of 4-manifold-invariant. In the Seiberg-Witten side, Kronheimer-
Mrowka constructed the monopole Floer homology group with three fla-
vors in [21]. As a relative version of (1), Kronheimer-Mrowka-Ozva´th-
Szabo´ ([19]) defined a monopole-Floer-homology-valued invariant of a con-
tact structure ξ on a closed 3-manifold Y
ψ(Y, ξ) ∈
̂
HM•(−Y ),(2)
which gives subtle information of contact structures such as fillability or
overtwistedness. As one of applications of such invariants, it is proved that
any strong symplectic filling (X,ω) of any L-space has b+(X) = 0([29], [40],
[8]). This result was originally proved by Ozva´th-Szabo´ using a Heegaard
Floer counterpart of (2) in [40]. F.Lin ([23]) used Pin(2)-monopole Floer
homology to give a topological constraint of some indefinite Stein fillings.
In this paper, we follow their methods to obtain topological constraints
of fillings. In addition, we use a Floer homotopy theoretic viewpoint. More
preciously, we construct a Floer homotopy version of (2). In order to explain
what we mean by Floer homotopy version, we review the Seiberg-Witten
homotopy type, which is constructed by a method called finite dimensional
approximation.
Originally, Furuta ([10]) introduced the method of finite dimensional
approximation of the Seiberg-Witten map and proved 10/8-theorem for
closed spin 4-manifolds. Later, Bauer-Furuta ([4], [3]) used this method to
construct a cohomotopy refinement of the Seiberg-Witten invariant called
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Bauer-Furuta invariant, which is an S1-stable homotopy class of an S1-
equivariant map. In [31], as a TQFT like extension of the Bauer-Furuta
invariant, Manolescu constructed the Seiberg-Witten Floer homotopy type
for rational homology 3-spheres and the relative Bauer-Furuta invariant for
a certain class of 4-manifolds with boundary.
We construct a homotopy refinement of (2), which is a stable homotopy
class of a map whose codomain is the Manolescu’s Floer homotopy type:
Theorem 1.1. Let Y be a rational homology 3-sphere equipped with a con-
tact structure ξ. We denote by d3(Y, ξ) the homotopy invariant of 2-plane
filed introduced Gompf [12] with the convention
d3(Y, ξ) =
1
4
(c1(X)
2 − 2χ(X) − 3σ(X))
where X is a compact almost complex bounding of (Y, ξ).
Then we can associate a well-defined homotopy class of a non-equivariant
pointed map
Ψ(Y, ξ) : S0 → Σ 12−d3(−Y,ξ)SWF (−Y, sξ)(3)
up to suspension, where sξ is the spin
c structure induced from ξ.
Moreover, our invariant Ψ(Y, ξ) can be regarded as a relative version of
the first author’s Bauer-Furuta type invariant ([14])
Ψ(X, sX,ξ , ξ) : S
〈e(S+,Φ0),[(X,∂X)]〉 → S0,(4)
which refines (1), where
〈e(S+,Φ0), [(X, ∂X)]〉
is the relative Euler number of the pair (S+,Φ0) of the spinor bundle and
its canonical non-vanishing section. The following table provides relations
between invariants explained above.
Counting Finite dimensional approximation
closed 4-manifolds SW-invariant ∈ Z BF-invariant
Ψ(X) : (Rm ⊕ Cn)+ → (Rm
′
⊕ Cn
′
)+
4-manifolds with KM-invariant ∈ Z/{±1} BF-type invariant (4)
contact boundary Ψ(X, ξ) : (RM )+ → (RM
′
)+
closed 3-manifolds monopole Floer homology group SW Floer homotopy type
”HM•(Y )” SWF (Y )
4-manifolds with relative SW invariant relative BF invariant
boundary ”ψ(X) ∈ HM•(∂X)” Ψ(X) : (R
m ⊕ Cn)+ → SWF (∂X)
contact 3-manifolds contact invariant homotopy contact invariant
ψ(Y, ξ) ∈
̂
HM•(−Y ) Ψ(Y, ξ) : (R
M )+ → SWF (−Y )
Moreover, we prove a gluing relation between (4) and (3). Let
η : SWF (Y, sξ) ∧ SWF (−Y, sξ)→ S0
be the duality morphism introduced in [31] and [32].
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Theorem 1.2. Let X be a compact oriented spinc 4-manifold with a contact
boundary (Y, ξ) and sX a spin
c structure whose restriction on the boundary
is compatible with the spinc structure induced by ξ. Suppose b1(X) = 0.
Then
η ◦ (Ψ(X, sX ) ∧Ψ(Y, ξ)) = Ψ(X, sX,ξ, ξ)
holds.
Theorem 1.2 implies the following non-triviality of (3).
Corollary 1.3. Let Y be a rational homology 3-sphere equipped with a con-
tact structure ξ. If ξ has a symplectic filling with b1 = 0, then (3) has
a non-equivariant stable homotopy right inverse. In particular, (3) is not
stably null-homotopic. Moreover, a right inverse is given by the relative
Bauer-Furuta invariant for the filling.
1.2. Three applications. When a 4-manifold is spin, the S1-symmetry of
the Seiberg-Witten equation is extended to Pin(2)-symmetry, where
Pin(2) := S1 ∪ jS1 ⊂ Sp(1).
This symmetry has been used in several situations including 10/8-inequality([10]),
Manolescu’s triangulation conjecture([34]) and 10/8-inequality for spin 4-
manifolds with boundary([33]). In the context of contact topology, F.Lin
used Pin(2)-symmetry in [23]. By the use of Theorem 1.2 and Pin(2)-
equivariant KO-theory, we obstruct a certain class of spin symplectic fillings
of contact structures.
For a contact rational homology 3-sphere (Y, ξ) with c1(sξ) = 0 and a pair
(m,n) ∈ Z×Q with n+ σ(W )16 ∈ Z for a spin bounding W of (Y, s), we have
two groups
KOM−m,−nP in(2) (−Y, sξ) := K˜OPin(2)(ΣmR˜⊕nHSWF (−Y, sξ))
and its reducible part
KOM
−m
Pin(2)(−Y, sξ) := K˜OPin(2)((ΣmR˜SWF (−Y, sξ))S
1
),
where Pin(2)-action on R˜ and on H are given as the multiplication via
j 7→ −1 and restriction of the action of Sp(1). By the Bott periodicity for
the equivariant KO-group, it is sufficient to consider the case that (m,n)
satisfies
(m,n) ∈
{
(0, l0), (1, l1), (2, l2), (3, l3)
∣∣∣∣li ∈ {0, 116 , · · · , 3116
}
, li +
σ(W )
16
∈ Z
}
.
We associate a homomorphism
i∗m,n : KOM
−m,−n
P in(2) (−Y, sξ)→ KOM
−m
Pin(2)(−Y, sξ)
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and
ϕm : KOM
−m
Pin(2)(−Y, sξ)→ Z
where im,n is the inclusion map (Σ
mR˜SWF (−Y ))S1 → ΣmR˜⊕nHSWF (−Y )
and the map ϕm is introduced by Jianfeng Lin in [25, Definition 5.1].
Theorem 1.4. We impose either of the following two conditions.
(i) When
−d3(Y, ξ)− 1
2
+m+ 4n ≡ 0, 4 mod 8
for (m,n) ∈ Z × Q with n + σ(W )16 ∈ Z for a spin bounding W of
(Y, s), suppose that the following induced map from ϕm ◦ i∗m,n
(KOM−m,−nG (−Y, sξ)/Torsion)⊗ Z2 → Z2
is injective.
(ii) When
−d3(Y, ξ)− 1
2
+m+ 4n ≡ 1, 2 mod 8
for (m,n) ∈ Z × Q with n + σ(W )16 ∈ Z for a spin bounding W of
(Y, s), suppose that the following induced map from ϕm ◦ i∗m,n
KOM−m,−nG (−Y, sξ)⊗ Z2 → Z2
is injective.
Then any symplectic filling (X,ω) of (Y, ξ) satisfying sω is spin and
b1(X) = 0 satisfies
b+(X) ≤ e(m),
where
e(m) =

0 m ≡ 0, 1, 2, 4 mod 8
1 m ≡ 3, 7 mod 8
2 m ≡ 6 mod 8
3 m ≡ 5 mod 8.
In particular,
b+(X) ≤ 3.
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In [38], it is proved that any weak symplectic filling can be modified to a
strong symplectic filling. Thus, we do not care about the difference between
them.
For example, −Σ(2, 3, 11) satisfies the assumption of Theorem 1.4. Then
for any symplectic filling of a contact structure of −Σ(2, 3, 11) such that sω
is spin and b1(X) = 0, we have
b+(X) = 1.
For the case of Stein fillings of −Σ(2, 3, 11), the similar result was proved
in [45]. F.Lin’s ([23]) result is a generalization of the result of −Σ(2, 3, 11)
written in [45].
As the second application, we prove the opposite direction of Manolescu’s
10/8-type inequality([33]) in the case of X is a kind of a symplectic filling.
Theorem 1.1 allows us to define a K-theoretic contact invariant
K(Y, ξ) ∈ K˜(Σ 12−d3(−Y,ξ)SWF (−Y, sξ))/{±1}.
In order to obtain such an inequality, we introduce a notion of KPin(2)-
theoretic admissibility. We call a contact rational homology 3-sphere (Y, ξ)
by KPin(2)-theoretic admissible if the image of the forgetful map
K˜Pin(2)((Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))→ K˜((Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))
contains K(Y, ξ). For example, all contact structures with c1(sξ) = 0 on all
rational homology 3-spheres which admit positive scalar curvature metrics
are KPin(2)-admissible. We also introduce invariants
κ(Y, s) ∈ Q(5)
of spin rational homology 3-spheres (Y, s) which is a variant of κ(Y, s) in-
troduced by Manolescu in [33]. This invariant (5) is invariant under spin
homology cobordisms as in the case of κ(Y, s). Moreover, we have
κ(Y, s) ≤ κ(Y, s)
for any (Y, s) and
κ(Y, s) = κ(Y, s)
when (Y, s) is KPin(2)-splitting in the sense of [33].
Theorem 1.5. Let (Y, ξ) be a contact rational homology 3-sphere such that
ξ is KPin(2)-theoretic admissible. Suppose we also have a symplectic filling
(X,ω) of (Y, ξ) with b1(X) = 0 such that the spin
c structure sω is spin. If
b+(X) is even, then
κ(Y, sξ) +
σ(X)
8
+ b+(X) ≤ 0.(6)
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For example, Σ(2, 3, 5) admits a symplectic filling (X,ω) whose intersec-
tion form is −E8 as the Milnor fiber. One can see that c1(sω) = 0. Then
the fillable contact structure on Σ(2, 3, 5) satisfies the assumption of Theo-
rem 1.5. In this case, the equality
κ(Y, sξ) +
σ(X)
8
+ b+(X) = 1 + (−1) + 0 = 0
holds.
As the third application, we treat the extension problem of positive scalar
curvature metric. The existence problem of positive scalar curvature metric
has been studied well in dimension grater than 4([13] [46]). In dimension 4, in
several situations, obstructions to have positive scalar curvature metrics are
found, including the signature, the Seiberg-Witten invariants, Bauer-Furuta
invariants when b+ > 1, and several numerical invariants ([27], [18], [26])
when b+ = 0. In this paper, we consider the following problem: for a pair
(X,Y ) of 3-manifold Y with a bounding X such that Y admits a positive
scalar curvature metric, is there a positive scalar curvature metric on X
which is product near the boundary? Such problems have been considered
in several situations([42]).
Theorem 1.6. Let Y be a rational homology 3-sphere with a positive scalar
curvature metric and X a symplectic filling of a contact structure on Y with
b1(X) = 0. Suppose W is a closed symplectic 4-manifold with b
+(W ) ≡
3mod 4 and b1(W ) = 0. Then the interior connected sums
W#X and W#W#X
do not admit a positive scalar curvature metric which is product near the
boundary.
As a concrete example of Theorem 1.6, we can take Y = Σ(2, 3, 5), X as
the Milnor fiber of the singularity {x2 + y3 + z5 = 0} ⊂ C3 and X = E(2n)
for any positive integer n. The authors think that Theorem 1.6 cannot be
proved by only using monopole Floer homology.
At the end of this section, we write a conjecture related to our invariant.
Conjecture 1.7. Let Φ be the homomophism
H0(S
0)→
̂
HM [ξ](−Y, sξ)
obtained as the composition of the following three maps:
(1) the map
Ψ(Y, ξ)∗ : H0(S
0)→ H0(Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))
induced by Ψ(Y, ξ) : S0 → Σ 12−d3(−Y,ξ)SWF (−Y, sξ),
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(2) the map
H0(Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))→ HS10 (Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))
induced by
Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ)) ∧ ES1 → Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ)) ∧S1 ES1,
and
(3) an isomorphism constructed by Lidman-Manolescu([22])
HS
1
0 (Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ)) ∼=
̂
HM [ξ](−Y, sξ).
Then
Φ(1) = ψ(Y, ξ) ∈
̂
HM [ξ](−Y, sξ)
up to sign.
1.3. Outline. Here is an outline of the contents of the remainder of this
paper: In Section 2, we first review wighted Sobolev spaces for conical 4-
manifolds and conical differential operators. The reason why we use such
Sobolev norms is to ensure the Fredholm property of the Laplacian and to
obtain a global slice for the configuration space on 4-manifolds with conical
end. This is the most technical point in this paper. We follow Marshall’s
method ([35]), which is based on [30] to resolve our problem. We also re-
view Manolescu’s Floer homotopy type. In Section 3, we prove a certain
boundedness result for the Seiberg-Witten equation in our situation. As a
consequence, we define a Seiberg-Witten Floer homotopy contact invariant.
We also calculate several Fredholm indices of operators in our situation. In
Section 4, we prove the gluing theorem of our invariants. We follow the
gluing method developed by Manolescu([32]) and Khandhawit-Lin-Sasahira
([16],[17]). Using gluing theorem, we give several calculations of our invari-
ants. In Section 5, by the use of the gluing theorem and our invariant, we
give several applications to symplectic fillings.
Acknowledgement. The authors would like to express their deep gratitude to
Hirohumi Sasahira for answering their many questions on the paper([17]).
The authors also wish to thank Mariano Echeverria for answering some ques-
tions on his work([8]). The authors also thank Takahiro Oba for discussing
examples of symplectic fillings with us. The authors also appreciate Anub-
hav Mukherjee’s helpful comments. The first author was supported by JSPS
KAKENHI Grant Number 19J23048 and the Program for Leading Gradu-
ate Schools, MEXT, Japan. The second author was supported by JSPS
KAKENHI Grant Number 17H06461 and 20K22319 and RIKEN iTHEMS
Program.
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2. Preliminaries
2.1. Several notions for manifolds with cylindrical ends. In this sub-
section, we review several notions including manifolds with cylindrical end
and asymptotically translation invariant operators.
Definition 2.1. A non-compact Riemannian 4-manifold (X∗, gX∗) is called
4-manifold with a cylindrical end if (X∗, gX∗) is equipped with a compact
subset K in X∗ and an isometry between X+ \ intK and
(R≥0 × Y, dt2 + gY ),(7)
where Y is a closed connected Riemannian 3-manifold (Y, gY ).
Let us denote by π the projection R≥0 × Y → Y .
Definition 2.2. Let E be a vector bundle on a 4-manifold with a clyndiral
end (X∗, gX∗). We call E a translation invariant bundle if it is equipped
with an identification from E to π∗EY for some vector bundle EY on Y .
For such a bundle E, when we fix a metric on EY , one can define a metric
on E. Moreover, one can take an open covering {Vα} of Y such that E is
trivialized on Uα = R
>0×Vα. Let E and E′ be translation invariant bundles
on X∗. We suppose that the open covering {Uα} gives trivialization of both
of E and E′. We use differential operators from E to E′ called translation
invariant operators, by which we mean the operators are invariant under
the translation of R>0. Moreover, we also use a slightly larger class called
asymptotically translation invariant operators:
Definition 2.3. Let l be a non-negative integer. A differential operator P of
order l from E to E′ is asymptotically translation invariant (ATI) operators
if there exists a translation invariant operator P ′ such that
lim
t→∞
sup
{t}×Vα
|∂λ1(P λ2α,i,j − (P ′)λ2α,i,j)| = 0 (∀|λ1| ≥ 0),
where P and P ′ are locally defined as
P |Uα =
∑
0≤|λ|≤l
P λα,i,j∂
λ and P ′|Uα =
∑
0≤|λ|≤l
(P ′)λα,i,j∂
λ.
Here λ, λ1, λ2 ∈ (Z≥0)4 is a multi-index. An ATI operator P is uniformly
elliptic if P is elliptic and P ′ is elliptic too.
We will use the following method used by Marshall([35]): Fredholm prop-
erty of asymptotically conical operators reduces to Fredholm property of a
class of asymptotically translation invariant operators.
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2.2. Weighted Sobolev norm on manifolds with conical ends. In this
subsection, we give definitions and properties of weighted Sobolev norm on
manifolds with conical ends.
Definition 2.4. A non-compact Riemannian 4-manifold (X+, gX+) is called
4-manifold with a conical end if (X+, gX+) is equipped with a compact subset
K in X+ and an isometry between X+ \ intK and
(R≥1 × Y, ds2 + s2gY ),(8)
where Y is a closed connected Riemannian 3-manifold (Y, gY ).
When we take a coordinate change
s = et,(9)
we can form a metric (8) as
e2t(dt2 + gY ).(10)
Let us denote by π+ the projection R≥1 × Y → Y .
Definition 2.5. Let E be a vector bundle on a 4-manifold with a conical
end (X+, gX+). We call E an admissible bundle if it is equipped with an
identification from E to a subbundle of
⊕
Λi(T ∗X+) or
⊕
Λp,q(T ∗X+) on
X+ \ K. In the letter case, we suppose that E is complex and an almost
complex structure is given on X+ \K.
We fix an everywhere positive extension σ : X+ → R>0 of the s-coordinate.
The function σ is called a radius function. Let E be an admissible bundle
on X+. The Levi-Civita connection on TX+ induces a connection ∇LC
R≥1×Y
on E|R≥1×Y . We fix an extension ∇LC of ∇LCR≥1×Y to X+. We call such a
connection ∇LC a conical connection. In this paper, we also use a notion of
asymptotically conical connections:
Definition 2.6. Let E be an admissible bundle on X+. A connection ∇
on E is an assymptotically conical connection if there exist constants Ck for
any non-negative integer k such that
|(∇LC)k(∇−∇LC)| ≤ Ckσ−k−1.(11)
For a fixed radius function σ and an asymptotically conical connection ∇
on E, one can define conical weighted Sobolev norms by the following way:
Definition 2.7. Let µ be a real number and k a positive integer. For a
smooth compactly supported section γ ∈ Γ(E), we put
‖γ‖2L2k,µ(X+,E) :=
k∑
j=0
∫
X+
|σj−µ∇j(γ)|2gX+σ
−4d volgX+ .(12)
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The notation L2k,µ(X
+, E) denotes a completion of the space of smooth
compactly supported sections with respect to ‖ − ‖L2k,µ(X+,E).
Note that if µ ≤ −2, then
L2k,µ(X
+, E) ⊂ L2(X+, E).
When we take s = et, on the ends,
σ−4d volgX+ = d volgX∗ .
Indeed,
s−4ds ∧ se1 ∧ se2 ∧ se3 = s−1ds ∧ e1 ∧ e2 ∧ e3 = dt ∧ e1 ∧ e2 ∧ e3,
where {ei} is an orthonormal basis on T ∗Y . It is proved in [35] that when
E = ΛrT ∗X+, then (12) is equivalent to
k∑
j=0
∫
X∗
|∇j0(e(−r−µ)tγ)|2gX∗d volgX∗ ,
where ∇0 is the Levi-Civita connection with respect to the product met-
ric. Although the definition of L2k,µ(X
+, E) depends on the choices of ∇,
equivalence classes of norms are the same.
Lemma 2.8. Let E be an admissible bundle. The equivalence classes of
Sobolev norms does not depend on the choices of AC-connections.
Proof. It is sufficient to prove that the norm induced by ∇LC and any norm
induced by any AC-connection are equivalent each other. So we take a AC-
connection ∇ on X+. This lemma is proved by the induction on k. We need
to prove the following pointwise inequalities: for any section γ ∈ Γ(E), as
pointwise estimates,
σk−µ
∣∣∣∇kγ∣∣∣ ≤ C ′k
 k∑
j=0
σj−µ|(∇LC)jγ|
 , and
σk−µ
∣∣∣(∇LC)kγ∣∣∣ ≤ C ′′k
 k∑
j=0
σj−µ|∇jγ|
 .
for some constants C ′k, C
′′
k . Recall there is a constant Ck
|(∇LC)k(∇−∇LC)| ≤ Ckσ−k−1
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from the definition of asymptotically conical connections. When k = 0, the
inequalities hold obviously. For the sake of an explanation, we prove the
case of k = 1 and k = 2. When k = 1,
σ1−µ|∇γ| ≤ σ1−µ|∇ −∇LC ||γ|+ σ1−µ|∇LCγ|
≤ C0σ−µ|γ|+ σ1−µ|∇LCγ|
and
σ1−µ|∇LCγ| ≤ σ1−µ|∇ −∇LC ||γ|+ σ1−µ|∇γ|
≤ C0σ−µ|γ|+ σ1−µ|∇γ|
hold. When k = 2, we have
σ2−µ|∇2γ| ≤ σ2−µ|(∇−∇LC)∇γ|+ σ2−µ|∇LC∇γ|
≤ σ2−µ|(∇−∇LC)∇γ|+ σ2−µ|∇LC((∇−∇LC)γ)|+ σ2−µ|(∇LC)2γ|
≤ σ2−µ|(∇−∇LC)∇γ|+ σ2−µ|∇LC(∇−∇LC)||γ|
+ σ2−µ|∇ −∇LC ||∇LCγ|+ σ2−µ|(∇LC)2γ|
≤ C0σ1−µ|∇γ|+ C1σ−µ|γ|+ σ1−µ|∇LCγ|+ C1σ2−µ|(∇LC)2γ|
≤ C0σ1−µ|∇γ|+ C1σ−µ|γ|+ σ1−µ|∇LCγ|+ C1σ2−µ|(∇LC)2γ|
and we can apply the inductive hypothesis to the first term in the last line
to get the desired inequality. We also have
σ2−µ|(∇LC)2γ| ≤ σ2−µ|∇LC((∇−∇LC)γ)| + σ2−µ|∇LC∇γ|
≤ σ2−µ|∇LC(∇−∇LC)||γ|+ σ2−µ|∇ −∇LC ||∇LCγ|
+ σ2−µ|∇LC −∇||∇γ|+ σ2−µ|∇2γ|
≤ C1σ−µ|γ|+C0σ1−µ|∇LCγ|+ C0σ1−µ|∇γ|+ σ2−µ|∇2γ|
and we can apply the inductive hypothesis to the second term in the last
line to get the desired inequality.
The general case is similar. 
Next, we treat a class of differential operators between admissible bundles.
Let E and E′ be two admissible bundles on X+ and Q an order-l differential
operator from E to E′. First, we suppose, on the end R≥1 × Y ,
E = Λj(T ∗X+) and E′ = Λj
′
(T ∗X+)
for some j and j′.
Definition 2.9. Let ν be a real number. The operator Q is an asymptoti-
cally conical (AC) differential operator of rate ν and order l if the operator
Qcyl(γ) := e(ν−j
′)tQ(ejtγ)(13)
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is an AC operator of order l, where t = ln s. An AC differential operator is
uniformly elliptic if the operator Qcyl is uniformly elliptic. When E and E′
are the direct sums
Λj1(T ∗X+)⊕ · · ·Λjm(T ∗X+),
the direct sum of AC operators of order l whose rates ν are the same is
also defined to be an AC operator of the rate ν and order l. When E =
Λp,q(T ∗X+) and E′ = Λp
′,q′(T ∗X+) on the end R≥1×Y , we have the similar
definition as complex operators.
Let Q : Γc(E) → Γc(E′) be an AC operator of order l and rate ν ∈ R.
Then we can associate a bounded operator
Q : L2k+l,µ+ν(X
+, E)→ L2k,µ(X+, E′).(14)
(For the proof, see [35].) Next, we see fundamental properties of Sobolev
norms in our setting:
Theorem 2.10. [7, Theorem 3.10], [35, Theorem 4.18] Let E and F be
admissible bundles on X+.
(i) If k > 2, then the multiplication
L2k,µ(X
+, E) × L2l,ν(X+, F )→ L2k,µ+ν(X+, E ⊗ F )
is bounded.
(ii) The embedding L2k,µ(X
+, E) → L2l,ν(X+, E) is compact whenever
k > l ≥ 0 and µ < ν.

Although, Driscoll wrote the multiplication result for 7-manifolds with
conical ends, we can generalize to the multiplication result for any dimension.
2.3. Fredholm theory for manifolds with conical ends. Next two the-
orems were shown in [35] which we will use later. The first statement is a
version of Ga¨rding inequality.
Theorem 2.11. Let Q be a uniformly elliptic AC operator of order l and
rate ν ∈ R from an admissible bundle E to an admissible bundle E′. Let k be
a non-negative integer. If ξ ∈ L20,µ+ν(E), η ∈ L2k,µ(E′) and weakly Qξ = η
then ξ ∈ L2k+l,µ+ν(E) and there exists a constant Ck depending on a given
metric such that
‖ξ‖L2k+l,µ+ν(E) ≤ Ck,µ,Q
(
‖Qξ‖L2k,µ(E′) + ‖ξ‖L20,µ+ν (E)
)
.

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The next theorem provides a necessary and sufficient condition to obtain
Fredholm properties of AC operators.
Theorem 2.12. Let Q be a uniformly elliptic AC operator of order l and
rate ν ∈ R. Then there exists a discrete subset D(Q) ⊂ R with no accu-
mulation points independent of k such that (14) is Fredholm if and only if
µ+ ν ∈ R \D(Q). 
Let X+ be a 4-manifold with a conical end. For examples of such opera-
tors, we consider the Laplacian ∆ = d
∗g
X+ d : Ω0(X+) → Ω0(X+). In [35],
Marshall computed the rate of ∆ is 2. Thus, we have a bounded operator
∆ : L2k+2,µ+2(X
+,R)→ L2k,µ(X+,R),
where R is the product R-bundle on X+. Then, by the use of (2.12), we
have a discrete subset D(∆) with no accumulation points. Actually, this
subset
D(∆)(15)
depends only on the restriction of ∆ to the conical end R≥1×Y . This means,
if we take two 4-manifolds with conical ends X+1 and X
+
2 having the same
ends as Riemann manifolds, then one can see that
D(∆1) = D(∆2),(16)
where ∆i is the Laplacian on X
+
i for each i = 1, 2.
2.4. Seiberg-Witten Floer homotopy type. In this subsection, we re-
view Manplescu’s construction of Seiberg-Witten Floer homotopy type. For
the detail, see [31].
Let Y be a rational homology 3-sphere equipped a spinc-structure s and
g a Rimemann metric on Y . The spinor bundle is denoted by S. When s is
spin, we can regard S as a Sp(1)-bundle.
The map ρ : Λ∗Y ⊗ C → End(S) is the Clifford multiplication induced
by s. The notation B0 denotes a fixed flat spin
c-connection. Then the set
of spinc connections can be identified with iΩ1(Y ). Then the configuration
space is defined by
Ck− 1
2
(Y ) := L2
k− 1
2
(iΛ1Y )⊕ L2k− 1
2
(S).
In spin case, we consider the following Pin(2)-action on Ck− 1
2
(Y ), where
Pin(2) is the subgroup of Sp(1) written as U(1) ∪ jU(1):
(i) the group Pin(2) acts on iΛ1Y via the nontrivial homomorphism
Pin(2)→ O(1) and
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(ii) the group Pin(2) acts on S by the restriction of the natural action
of Sp(1).
We have the Chern-Simons-Dirac functional
CSD : Ck− 1
2
(Y )→ R(17)
defined by
CSD(b, ψ) := −1
2
∫
Y
b ∧ db+ 1
2
∫
Y
〈ψ,DB0+bψ〉d vol,
whereDB0+b is the spin
c-Dirac operator with respect to the spinc-connection
B0 + b. The gauge group
Gk+ 1
2
(Y ) :=
{
eξ
∣∣∣ξ ∈ L2k+ 1
2
(Y ; iR)
}
acts on Ck− 1
2
(Y ) by
u · (b, ψ) := (b− u−1du, uψ).
Since the normalized gauge group
G0
k+ 1
2
(Y ) :=
{
eξ ∈ Gk+ 1
2
(Y )
∣∣∣∣∫
Y
ξd vol = 0
}
freely acts on Ck− 1
2
(Y ), one can take a slice. The slice is given by
Vk− 1
2
(Y ) := Ker
(
d∗ : L2
k− 1
2
(iΛ1Y )→ L2k− 3
2
(iΛ0Y )
)
⊕ L2
k− 1
2
(S).
The formal gradient field of the Chen-Simons Dirac functional with respect
to a norm induced by Manolescu is the sum
l + c : Vk− 1
2
(Y )→ Vk− 3
2
(Y ),
where
l(b, ψ) = (∗db,DB0ψ)
and
c(b, ψ) = (prKer d∗ρ
−1((ψψ∗)0), ρ(b)ψ − ξ(ψ)ψ),
where ξ(ψ) ∈ iΩ0(Y ) is determined the conditions
dξ(ψ) = (1− prKer d∗) ◦ ρ−1((ψψ∗)0) and
∫
Y
ξ(ψ) = 0.
Note that l + c is S1-equivariant, where the S1-action is coming from
S1 = Gk+ 1
2
(Y )/G0
k+ 1
2
(Y ).
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When s is spin, then we have an additional Pin(2)-symmetry. For a subset
I ⊂ R, a map x = (b, ψ) : I → Vk− 1
2
(Y ) is called a Seiberg-Witten trajectory
if
∂
∂t
x(t) = −(l + c)(x(t)).(18)
Definition 2.13. A Seiberg-Witten trajectory x : I → Vk− 1
2
(Y ) is finite
type if
sup
Y
|ψ(t)| <∞ and sup |CSD(x(t))| <∞.
We consider subspaces V µλ (Y ) defined as the direct sums of eigenspaces
whose eigenvalues of l are in (λ, µ] for λ < 0 < µ and denote L2-projection
from Vk− 1
2
(Y ) to V µλ (Y ) by p
µ
λ. Then the finite dimensional approximation
of (18) is given by
∂
∂t
x(t) = −(l + pµλc)(x(t)),(19)
where x is a map from I ⊂ R to V νλ (Y ). Manolescu proved the following
result:
Theorem 2.14. The following results hold.
• There exists R > 0 such that all finite type trajectories x : R →
Vk− 1
2
(Y ) is contained in
◦
B(R;Vk− 1
2
(Y )), where
◦
B(R;Vk− 1
2
(Y )) is
the open ball with radius R in Vk− 1
2
(Y ).
• For sufficiently large µ and −λ and the vector field
β(l + pµλc)
on V µλ (Y ),
◦
B(2R;V µλ (Y )) is an isolating neighborhood, where β is
S1-invariant bump function such that β| ◦
B(3R)c
= 0 and β| ◦
B(2R)
= 1.
When s is spin, we take β as a Pin(2)-invariant function.
Then an S1-equivariant Conley index Iµλ for V
µ
λ (Y ), the flow (19), an
isolating neighborhood
◦
B(2R) and its isolating set is defined. When s is
spin, we take a Pin(2)-equivariant Conley index. Then the Seiberg-Witten
Floer homotopy type is defined by
SWF (Y, s) := Σ−n(Y,s,g)C−V
0
λ Iµλ ,
as a stable homotopy type of a pointed S1-space, where n(Y, s, g) is given
by
n(Y, s, g) := indAPSC (D
+
A)−
c21(sX)− σ(X)
8
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Here (X, sX) is a compact spin
c bounding of (Y, s), the used Riemann metric
of X is product near the boundary, indAPSC (D
+
A) is the Atiyah-Patodi-Singer
index of the operator D+A and a spin
c connection A is an extension of B0.
For the meaning of formal desuspensions, see [31]. When s is spin, we set
SWF (Y, s) := Σ−
n(Y,s,g)
2
H−V 0λ Iµλ ,
as a stable homotopy type of a pointed Pin(2)-space.
3. Seiberg-Witten Floer homotopy contact invariant
3.1. Contact structure and conical metric. In this subsection, we re-
view geometric settings for constructions of our invariant. Let Y be an
oriented rational homology 3-sphere and ξ a positive contact structure on
Y . Take a contact 1-form θ which is positive on the positively oriented nor-
mal field to ξ and an almost complex structure J on ξ compatible with the
orientation. Then there exists unique Riemann metric g1 on Y such that
|θ| = 1, dθ = 2 ∗ θ and J is an isometry with respect to g1|ξ, where * is the
Hodge star operator on Y . (For the existence and the uniqueness of g1, see
[20, Section 2.(iii)]. ) On R≥1 × Y , we consider a Riemann metric
g0 := ds
2 + s2g1,
and a symplectic form
ω0 :=
1
2
d(s2θ),
where s is the coordinate of R≥1. This gives an almost Ka¨hler structure on
R≥1 × Y . We consider a metric on
N+ := R≥0 × Y
which is an extension of g0 and product on [0,
1
2 ] × Y . We also call this
metric g0 again. The Riemann manifold N
+ is what we mainly consider to
define our invariant. We extend ω0 to a self-dual 2-form with |ω0(s, y)| =
√
2
which is translation invariant on [0, 12 ]× Y . Then a pair (g0, ω0) determines
an almost complex structure J on N+. This defines a spinc structure
s := (S+ = Λ0,0
N+
⊕ Λ0,2
N+
, S− = Λ0,1
N+
, ρ : T ∗N+ → Hom(S+, S−)),
where
ρ =
√
2 Symbol(∂ + ∂
∗
).
(See Lemma 2.1 in [20] .) The notation Φ0 denotes
(1, 0) ∈ Ω0,0
R≥1×Y
⊕Ω0,2
R≥1×Y
= Γ(S+|R≥1×Y ).
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We extend Φ0 to a section of S
+ which is zero on [0, 12 ] × Y . Then the
canonical spinc connection A0 on s is defined by the equation
D+A0Φ0 = 0(20)
on R≥1 × Y . We also extend A0 to a spinc connection which is translation
invariant on [0, 12 ]× Y . We also define a Riemann manifold N∗ := R≥0 × Y
with a cylindrical metric given by
h := dt2 + g1.(21)
However, we want to use the connection A0 to define the Sobolev spaces
which is different from the Levi-Civita connection. We will check that A0 is
asymptotically conical.
Lemma 3.1. The connection A0 is asymptotically conical.
Proof. We need to prove, on the end of N+,∣∣∣(∇LC)k(∇A0 −∇LC)∣∣∣ ≤ Ckσ−k−1
for some Ck > 0. In [6, Section 6.3], it is proved that
∇A0 −∇LC = ∇A0 − ∇˜+ ∇˜ − ∇LC
=
1
2
(ι(J∇LCJ) + µ˜(J∇LCJ)).
For the definition of ∇˜, ι and µ˜, see [6, Section 6.3]. Note that the pointwise
norm satisfies
|(∇LC)k(ι(J∇LCJ) + µ˜(J∇LCJ))(s, y)|
= 2−k−1|(∇LC)k(ι(J∇LCJ) + µ˜(J∇LCJ))(2s, y)|.
Thus,
Sm := sup
s∈[2m,2m+1]
|(∇LC)k(∇A0 −∇LC)|
= 2 sup
s∈[2m−1,2m]
|(∇LC)k(ι(J∇LCJ) + µ˜(J∇LCJ))(s, y)|
satisfies
Sm = 2
m(−k−1)S0
for any non-negative integer m. Take an arbitary s ≥ 1. Then there exists
some non-negative integer m such that 2m ≤ s ≤ 2m+1. Now, we have, for
such m and s,
sk+1 sup
{s}×Y
|(∇LC)k(∇A0 −∇LC)| ≤ (2m+1)k+1Sm
= (2m+1)k+12m(−k−1)S0 = 2
k+1S0.
This completes the proof. 
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3.2. Seberg-Witten map. We introduce configuration spaces and gauge
groups for 4-manifolds with conical end. We combine Kronheimer-Mrowka’s
assymptotic condition [21] on the conical end of N+ and Khandhawit’s dou-
ble Coulomb slice condition [15] on ∂N+. A technical point is that we use
conical Sobolev spaces to define the assymptotic condition on the conical
end. Let Y be a rational homology 3-sphere with a contact structure ξ. In
this subsection, we use several notions given in Subsection 3.1. Note that
S± are admissible bundles on N+.
Definition 3.2. Let k be a positive integer with k ≥ 4. We first define the
configuration space Ck,µ+1(N+) by
Ck,µ+1(N+) := (A0,Φ0) + L2k,µ+1(N+, iΛ1N+)⊕ L2k,µ+1(S+).
The gauge group Gk+1,µ+2(N+) is given by
Gk+1,µ+2(N+) :=
{
u : N+ → C ∣∣ |u(x)| = 1 ∀x, 1− u ∈ L2k+1,µ+2(C)} .(22)
The action of Gk+1,µ+2(N+) on Ck,µ+1(N+) by
u(˙A,Φ) := (A− u−1du, uΦ).
We also define the double Coulomb slice by
Uk,µ+1(N+) := L2k,µ+1(N+, iΛ1N+)CC ⊕ L2k,µ+1(S+),
where
L2k,µ+1(N
+, iΛ1N+)CC := {a ∈ L2k,µ+1(N+, iΛ1N+)|d∗g0a = 0, d∗g1 ta = 0},
where t is the restriction of 1-forms as differential forms.
Since Gk+1,µ+2(N+) can be embedded into C0(N+, S1), we define the
group structure on Gk+1,µ+2(N+) by multiplication.
On N+, one can define the Seiberg-Witten map
FN+ : Ck,µ+1(N+)→ L2k−1,µ(N+, iΛ+N+)⊕ L2k−1,µ(S−)(23)
by
FN+(A,Φ) :=
(
1
2
F+At − ρ−1(ΦΦ∗)0 − (
1
2
F+
At0
− ρ−1(Φ0Φ∗0)0),D+AΦ
)
(24)
where A0 is introduced in (20) and Φ0 is the canonical section. We often
omit the Clifford multiplication in our notations. When we write (a, φ) =
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(A,Φ)− (A0,Φ0), we can decompose the Seiberg-Witten map F as the sum
of the linear part
LN+(a, φ) :=
(
d+a− (Φ0φ∗)0 − (φΦ∗0)0,D+A0φ+ ρ(a)Φ0
)
,(25)
the quadratic part C(a, φ) := ((φφ∗)0,+ρ(a)φ, 0) and the constant part
(0,D+A0Φ0, 0). We sometimes regard L as an operator from Uk,µ+1(N+) to
L2k−1,µ(N
+, iΛ+
N+
) ⊕ L2k−1,µ(S−) by the restriction. We will prove that the
linear part is bounded in Subsection 3.4. Moreover, the quadratic part is
compact by the Sobolev multiplication and the Rellich lemma. The differ-
ential equation
FN+(A,Φ) = 0(26)
is called the Seiberg-Witten equation for N+. The linearlization of FN+ is
given by LN+ .
In some situations in remaining sections, we also consider 4-manifolds
with conical end without boundary. We take a compact spinc bound X of
Y . Then we have a glued non-compact manifold
X+ := X ∪Y N+
without boundary. We use this manifold X+ when we calculate Fredholm
indices of conical operators and prove the gluing theorem. Similarly, we
have the configuration space written by
Ck,µ+1(X+) := (A0,Φ0) + L2k,µ+1(X+, iΛ1X+)⊕ L2k,µ+1(S+).
Here a pair (A0,Φ0) on X
+ is an extension of (A0,Φ0) on N
+. We also
define the Coulomb slice by
Uk,µ+1(X+) := Ker(d∗ : L2k,µ+1(X+, iΛ1X+)→ L2k−1,µ(X+, iΛ0X+))⊕L2k,µ+1(S+).
On X+, one can define the Seiberg-Witten map
FX+ : Ker(d∗ : L2k,µ+1(X+, iΛ1X+)⊕ L2k−1,µ(S−)(27)
by
FX+(A,Φ) :=
(
1
2
F+At − ρ−1(ΦΦ∗)0 − (
1
2
F+
At0
− ρ−1(Φ0Φ∗0)0),D+AΦ
)
.(28)
3.3. Hodge decomposition for the double Coulomb subspace. In
this section, we mainly use the Riemann manifold (N+, g0) defined in Sub-
section 3.1. Note that N+ has a boundary and a conical end. We recall the
double Coulomb subspace
L2k,µ+1(Λ
1
N+)CC = {a ∈ L2k,µ+1(Λ1N+)|d∗a = 0, d∗ta = 0},(29)
where t is the pull-back as a differential form by the inclusion map {0}×Y →
N+.
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Proposition 3.3. Suppose µ is a real number satisfying
µ ∈ (−4,−3] \D(∆),
where D(∆) is subset of R given in (15). Then we have the following de-
composition:
L2k,µ+1(Λ
1
N+) = L
2
k,µ+1(Λ
1
N+)CC ⊕ dL2k+1,µ+2(Λ0N+)(30)
Proof. We fist prove
L2k,µ+1(Λ
1
N+)CC ∩ dL2k+1,µ+2(Λ0N+) = {0}.(31)
Here we use the connectivity of ∂N+. Let a = df be an element in
L2k,µ+1(Λ
1
N+)CC ∩ dL2k+1,µ+2(Λ0N+).
Note that a ∈ L2k,µ+1(Λ1N+) ⊂ L2k(Λ1N+) since µ ≤ −3. Then Green’s formula
implies
〈d1, a〉L2 − 〈1, d∗a〉L2 =
∫
∂N+
t1 ∧ ∗na.(32)
By (32), we conclude that
0 =
∫
∂N+
∗na.(33)
We again use Green’s formula and obtain
‖df‖2L2 − 〈f, d∗df〉L2 =
∫
∂N+
tf ∧ ∗ndf.(34)
Since
0 = d∗ta = d∗tdf = d∗dtf = ∆∂N+tf
and ∂N+ is connected, we see that tf is a constant c. Moreover, we have
d∗df = d∗a = 0. Then (34) can be computed as
‖df‖2L2 =
∫
∂N+
tf ∧ ∗ndf = c
∫
∂N+
∗na = 0,
here we used (33). So we have a = df = 0. This completes the proof of (31).
Next, we will see
L2k,µ+1(Λ
1
N+) = L
2
k,µ+1(Λ
1
N+)CC + dL
2
k+1,µ+2(Λ
0
N+).
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We need to prove that, for any α ∈ L2k,µ+1(Λ1N+), there exists ξ ∈ L2k+1,µ+2(Λ0N+)
such that α− dξ ∈ L2k,µ+1(Λ1N+)CC , i.e.
d∗dξ = d∗α
d∗tdξ = d∗tα
hold. These equations are equivalent to
∆ξ = d∗α
tξ = G∂N+d
∗tα,
where G∂N+ is the Green operator on ∂N
+. Therefore, we need to prove
surjectivity of the map
∆(N+, ∂) : L2k+1,µ+2(Λ
0
N+)→ L2k−1,µ(Λ0N+)⊕ L2k+ 1
2
(Λ0∂N+),
defined by
∆(N+, ∂)ξ = (∆ξ, tξ).
In order to prove this, we first use the excision principle and reduce the
surjectivity of ∆(N+, ∂) to calculations of indexes for several Laplacian op-
erators. We follow a method of J.Lin ([26, Appendix A]).
For the excision principle, we consider the double Xdbl := X ∪Y (−X) of
X, its Laplacian
∆(Xdbl) : L2k+1(Λ
0
Xdbl)→ L2k−1(Λ0Xdbl)
and the Laplacian for −X
∆(−X, ∂) : L2k+1(Λ0−X)→ L2k−1(Λ0−X)⊕ L2k+ 1
2
(Λ0∂(−X)),
defined by
∆(−X, ∂)ξ = (∆ξ, tξ).
We also treat the Laplacian for X+
∆(X+) : L2k+1(Λ
0
X+)→ L2k−1(Λ0X+).
Then for the operators ∆(N+, ∂),∆(Xdbl),∆(−X, ∂) and ∆(X+), we have
the following excision result:
Lemma 3.4. For any µ ∈ R \D(∆),
ind∆(N+, ∂) + ind∆(Xdbl) = ind∆(X+) + ind∆(−X, ∂).
Proof. This is standard excision principle. We omit the proof. For detail,
see [5] and [26, Appendix A]. 
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Marshall([35, Corollary 5.3, 5.4]) proved that for µ ∈ (−4,−2) \D(∆),
Ker∆(X+) = {0} and Coker∆(X+) = {0}.
Moreover, it is well-known that ind∆(−X, ∂) = ind∆(Xdbl) = 0 ([44]).
This concludes that ind∆(N+, ∂) = 0. Suppose ∆(N+, ∂)(ξ) = 0. Green’s
formula implies that
‖dξ‖2L2 = 〈ξ, d∗dξ〉L2 = 0.(35)
Thus, ξ is constant and if ξ 6= 0, then for µ < −2, one can see
‖ξ‖L2k+1,µ+2 =∞.
So we have Ker∆(N+, ∂) = {0}. This completes the proof of Coker∆(N+, ∂) =
{0}. 
3.4. Fredholm theory. In this subsection, we will prove the operator (25)
with spectral boundary condition
LN+ + p
0
−∞ ◦ r : Uk,µ+1(N+)→ L2k−1,µ(iΛ+N+ ⊕ S−)⊕ V 0−∞(∂N+)
is Fredholm for a certain class of weights. First we fix a spinc bound (X, sX )
of Y and consider a spinc 4-manifold
X+ := X ∪∂(N+) N+.
Then we can consider the operator
L̂X+ : L
2
k,µ+1(iΛ
1
X+ ⊕ S+)→ L2k−1,µ(iΛ0X+ ⊕ iΛ+X+ ⊕ S−),(36)
where
L̂X+ := d
∗ + LX+ .
We will prove Fredholm property of (36). In order to calculate the Fredholm
index of (36), we prepare an operator
δ(A0,Φ0) : L
2
k+1,µ+2(iΛ
0)→ L2k,µ+1(iΛ1 ⊕ S+)
defined by
δ(A0,Φ0)(f) := (−df, fΦ0).
This is infinitesimal action of the gauge group. Define δ∗(A0,Φ0) by its formal
adjoint with respect to the L2-inner product. We then have the Laplacian
∆(A0,Φ0) = δ
∗
(A0,Φ0)
◦ δ(A0,Φ0) : L2k+1,µ+2(iΛ0X+)→ L2k−1,µ(iΛ0X+)(37)
Since ∆(A0,Φ0) = ∆ + |Φ0|2 is a uniformly elliptic AC operator of rate 2.
Then, by Theorem 2.12, there is a discrete subset D(∆(A0,Φ0)) of R with no
accumulation points such that for any µ ∈ R \ D(∆(A0,Φ0)), the operator
(37) is Fredholm.
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Proposition 3.5. There exists a discrete subset D(L̂X+) of R with no ac-
cumulation points such that the following condition holds. Suppose µ is a
real number satisfying
µ ∈ R \D(L̂X+).
Then the operator (36) is Fredholm for k ≥ 1. If µ ∈ (−4,−3] \ D(L̂X+),
then the Fredholm index of the operator (36) is
〈e(S+,Φ0), [X, ∂X]〉.
Moreover, the operator
LX+ : Ker(d
∗ : L2k,µ+1(iΛ
1
X+)→ L2k−1,µ(iΛ0X+))⊕L2k,µ+1(S+)→ L2k−1,µ(iΛ+X+⊕S−)
defined by
LX+(a, φ) =
(
d+a− (Φ0φ∗)0 − (φΦ∗0)0,D+A0φ+ ρ(a)Φ0
)
is also Fredholm for µ ∈ R \D(L̂X+) and its Fredholm index is
〈e(S+,Φ0), [X, ∂X]〉
for µ ∈ (−4,−3] \D(L̂X+) ∪D(∆(A0,Φ0)).
Remark 3.6. By the proof of Proposition 3.5, one can see that D(L̂X+)
does not depend on the choice of (X, s). Therefore, we use the notion D(L̂)
instead of D(L̂X+).
Proof. On the conical end R≥1×Y , the bundles S+ and S− can be identified
with Λ0,0
R≥1×Y
⊕ Λ0,2
R≥1×Y
and Λ0,1
R≥1×Y
. Therefore, we equip S+ and S− with
structures of admissible bundles. For the operator
m(a, φ) := d∗a+ da− (Φ0φ∗)0 − (φΦ∗0)0,
the operator corresponding (13) for ν = 1 is
mcyl(a, φ) = e−t(e2td∗ + d)(eta)− (Φ0φ∗)0 − (φΦ∗0)0.
Note that d is translation invariant. We can see d+ is translation invariant
too. It is checked that e2td∗ is translation invariant in [35]. In [35], it is
also checked that the conjugation of a translation invariant operator by et is
a translation invariant operator. Moreover, the part −(Φ0φ∗)0 − (φΦ∗0)0 is
obviously translation invariant. One can see that the corresponding operator
Qcyl of d∗ + d+ is
e−t(e2td∗ + d+)et,
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here we use the fact that the Hodge star ∗ on 2-forms is conformal invariant.
Thus, m+(a, φ) = d∗a+ d+a− (Φ0φ∗)0 − (φΦ∗0)0 is also AC operator of rate
1.
In our situation, on the end of R≥1 × Y , this operator
D+A0 + ρ(·)Φ0 : iΩ1R≥1×Y ⊕ Γ(S+)→ Γ(S−).
can be written as
∂ + ∂
∗
+ ρ(·)Φ0 : iΩ1R≥1×Y ⊕ Ω0,0R≥1×Y ⊕ Ω
0,2
R≥1×Y
→ Ω0,1
R≥1×Y
(38)
Similarly, one can check that the operator (38) for ν = 1 satisfies
(∂ + ∂
∗
+ ρ(·)Φ0)cyl = ∂∗e2t + ∂ + ρ(·)Φ0.
One can see that (∂ + ∂
∗
+ ρ(·)Φ0)cyl is translation invariant.
Then the invertibility of the symbol of L̂R≥1×Y is the same as that of
d∗h + d+h + ∂
∗
+ ∂.
Therefore, we can conclude that L̂R≥1×Y is an uniformly elliptic AC operator
of rate 1. Then one can use the result of [35] and obtain Fredholm property
of L̂X+ for a weight µ ∈ R\D(L̂), where D(L̂) is a discrete subset of R with
no accumulation points.
Next, we calculate the Fredholm index of (43). First, we assume that X
has an extension of an almost complex structure J . In order to calculate
the Fredholm index, we consider the following operator:
L̂′X+ : L
2
k,µ+1(Λ
1
X+ ⊕ S+)→ L2k−1,µ(Λ0X+ ⊕ Λ+X+ ⊕ S−),(39)
given by
L̂′X+(a, φ) = (−d∗a+ iRe〈iΦ0, φ〉, d+a− (Φ0φ∗)0− (φΦ∗0)0,D+A0φ+ ρ(a)Φ0).
The kernel of this operator describes a local slice of the gauge group at
(A0,Φ0). Kronheimer-Mrowka proved that an operator induced by L̂
′ as an
operator from L2k(Λ
1
X+ ⊕S+) to L2k−1(Λ0X+ ⊕Λ+X+ ⊕S−) is an isomorphism.
Then we consider the conjugation operators:
L̂′X+(δ) := e
δsL̂′e−δsz : L2k(Λ
1
X+ ⊕ S+)→ L2k−1(Λ0X+ ⊕ Λ+X+ ⊕ S−),
(L̂′X+)
∗(δ) := eδs(L̂′)∗L2 e−δsz : L2k(Λ
0
X+ ⊕ Λ+X+ ⊕ S−)→ L2k−1(Λ1X+ ⊕ S+)
for any real number δ ∈ R. Note that this give continuous maps
R→ B(L2k(Λ1X+ ⊕ S+), L2k−1(Λ0X+ ⊕ Λ+X+ ⊕ S−))
R→ B(L2k(Λ0X+ ⊕ Λ+X+ ⊕ S−), L2k−1(Λ1X+ ⊕ S+))
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with respect to the operator norms, where B(H,H ′) is the space of bounded
operators from a Hilbert space H to another Hilbert space H ′. Since iso-
morphism is an open condition, we can conclude that L̂′X+(δ) and (L̂
′
X+)
∗(δ)
are isomorphisms for δ ∈ R with |δ| ≪ 1. These results can be regarded as
the following results: induced operators
L̂′X+ : e
δsL2k+1(Λ
1
X+ ⊕ S+)→ eδsL2k−1(Λ0X+ ⊕ Λ+X+ ⊕ S−)
(L̂′X+)
∗ : eδsL2k(Λ
0
X+ ⊕ Λ+X+ ⊕ S−)→ eδsL2k−1(Λ1X+ ⊕ S+)
are isomorphism for δ ∈ R with |δ| ≪ 1.
If δ > 0, then
L2k,µ(Λ
1
X+ ⊕ S+) ⊂ eδsL2k(Λ1X+ ⊕ S+)
holds for any µ. This implies that the kernel of (39) is {0}. In [35, Theorem
4.21 and Corollary 4.26], it is proved that
dimCoker L̂′X+
= dimKer
(
(L̂′X+)
∗ : L2k,−µ−4(Λ
0
X+ ⊕ Λ+X+ ⊕ S−)→ L2k−1,−µ−5(Λ1X+ ⊕ S+)
)
.
This implies dimCoker L̂′X+ = 0. Next, we treat a general spin
c bounding
X. In this case, the formula
〈e(S+,Φ0), [X, ∂X]〉 = ind L̂′X+
is proved by the essentially same excision argument given in [20, Theorem
3.3]. Finally, we will show that
ind L̂X+ = ind L̂
′
X+ .
This follows from a similar argument as the proof of in [14, Corollary 3.7].
Lemma 3.7. For µ ∈ (−4,−3] \D(∆), the following statements hold.
(i) There are L2-orthogonal decompositions
L2k,µ+1(Λ
1
X+) = dL
2
k+1,µ+2(Λ
0
X+)⊕Ker(d∗ : L2k,µ+1(Λ1X+)→ L2k−1,µ(Λ0X+))
and
L2k,µ+1(iΛ
1
X+ ⊕ S+) =
δ(A0,Φ0)(L
2
k+1,µ+2(iΛ
1
X+⊕S+))⊕Ker(δ∗(A0,Φ0) : L2k,µ+1(iΛ1X+⊕S+)→ L2k−1,µ(iΛ0X+)).
(ii) Suppose µ also satisfies µ ∈ R \D(∆(A0,Φ0)), the operator
∆(A0,Φ0) := δ
∗
(A0,Φ0)
◦ δ(A0,Φ0) : L2k+1,µ+2(iΛ0X+)→ L2k−1,µ(iΛ0X+)
is an isomorphism.
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Proof. The proof of the fist statement is the similar to the proof of (3.3).
The important point is invertibility of Laplacian ∆ : L2k+1,µ+2(Λ
0
X+) →
L2k−1,µ(Λ
0
X+) for µ ∈ (−4,−3] \D(∆).
In this case, since ∂X+ = ∅, the proof is easier. We omit the proof. Next
we prove the second statement. We first see
δ(A0,Φ0)(L
2
k+1,µ+2(iΛ
1
X+ ⊕ S+)) ∩Ker(δ∗(A0,Φ0) : L2k,µ+1(iΛ1X+ ⊕ S+)→ L2k−1,µ(iΛ0X+)) = {0}.
(40)
This is obvious, since we have an inclusion L2k,µ+1 → L2k and the intersection
(40) is {0} in L2k-norm. Next, we prove
L2k,µ+1(iΛ
1
X+ ⊕ S+) =
δ(A0,Φ0)(L
2
k+1,µ+2(iΛ
1
X+ ⊕ S+)) + Ker(δ∗(A0,Φ0) : L2k,µ+1(iΛ1X+ ⊕ S+)→ L2k−1,µ(iΛ0X+)).
(41)
Take α ∈ L2k,µ+1(iΛ1X+⊕S+). We will prove there exists ξ ∈ L2k+1,µ+2(iΛ1X+⊕
S+) such that
δ∗(A0,Φ0)(α− δ(A0,Φ0)(ξ)) = 0.
In order to prove the existence of such a ξ, it is sufficient to prove
∆(A0,Φ0) = δ
∗
(A0,Φ0)
◦ δ(A0,Φ0) : L2k+1,µ+2(iΛ0X+)→ L2k−1,µ(iΛ0X+)(42)
is surjective. Since ∆(A0,Φ0) = ∆+ |Φ0|2 is a uniformuly elliptic AC operator
of rate 2, we can say (42) is Fredholm. Therefore, by Marshall’s result, we
have an equality
dimCoker∆(A0,Φ0) = dimKer(∆(A0,Φ0) : L
2
k+1,−4−µ(iΛ
0
X+)→ L2k−1,−6−µ(iΛ0X+)).
Therefore, it is sufficient to prove
Ker(∆(A0,Φ0) : L
2
k+1,−4−µ(iΛ
0
X+)→ L2k−1,−6−µ(iΛ0X+)) = {0}.
To see this, we consider a family of operators
eδt∆(A0,Φ0)e
−δt : L2k+2(iΛ
0
X+)→ L2k(iΛ0X+)
parametrized by δ ∈ R, which gives a continuous family with respect to the
operator norm. When δ = 0, one can check that
Ker(∆(A0,Φ0) : L
2
k+2(iΛ
0
X+)→ L2k(iΛ0X+))
= Coker(∆(A0,Φ0) : L
2
k+2(iΛ
0
X+)→ L2k(iΛ0X+)) = {0}
just using integration by parts. Since isomorphism is an open condition,
we can see that for δ ∈ R with |δ| ≪ 1, eδt∆(A0,Φ0)e−δt is invertible. This
proves there is no L2k+1,−4−µ solutions to ∆(A0,Φ0)(ξ) = 0. Moreover, (42) is
an isomorphism. This completes the proof of our claim. 
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Since d∗d and δ∗(A0,Φ0)δ(A0,Φ0) are isomorphisms,
L′X+ = D(A0,Φ0)FX+ : Ker δ∗(A0,Φ0) → L2k−1,µ(iΛ+X+ ⊕ S−)
has the same index as L̂′X+ and
LX+ = D(A0,Φ0)FX+ : iKer d∗ ⊕ L2k(S+)→ L2k−1,µ(iΛ+X+ ⊕ S−)
has the same index as L̂X+ . Thus, it suffices to show LX+ and L
′
X+ have
the same index. The inclusions
Ker δ∗(A0,Φ0) → L2k,µ+1(iΛ1X+ ⊕ S+)
iKer d∗ ⊕ L2k,µ+1(S+)→ L2k,µ+1(iΛ1X+ ⊕ S+)
induce isomorphims
Ker δ∗(A0,Φ0)
∼= L2k,µ+1(iΛ1X+ ⊕ S+)/ Im δ(A0,Φ0)
∼= iKer d∗ ⊕ L2k,µ+1(S+)
Since both of Ker δ∗(A0,Φ0) and iKer d
∗⊕L2k,µ+1(S+) are slices. Now, we will
calculate the difference K(b, ψ) between LX+(b, ψ) and the image of (b, ψ)
under the comopsition
Ker δ∗(A0,Φ0)
∼= L2k,µ+1(iΛ1X+ ⊕ S+)/ Im δ(A0,Φ0)
∼= iKer d∗ ⊕ L2k,µ+1(S+)
LX+−−−→ L2k−1,µ(iΛ+X+ ⊕ S−).
For (b, ψ) ∈ Ker δ∗, we denote by (a, φ) ∈ iKer d∗⊕L2k,µ+1(S+) the element
which corresponds to (b, ψ) under this isomorphism and by χ = χ(b, ψ) ∈
L2k+1,µ+2(iΛ
0
X+) the unique element that satisfies
(a, φ)− (b, ψ) = δ(A0,Φ0)χ.
Since
(a, φ) = (b, ψ) + δ(A0,Φ0)χ = (b− dχ, ψ + χΦ0),
we have
LX+(a, φ) =
(
d+(b− dχ)− ρ−1(Φ0(ψ + χΦ0)∗ + (ψ + χΦ0)Φ∗0)0
D+A0(ψ + χΦ0) + ρ(b− dχ)Φ0
)
=
(
d+b− ρ−1(Φ0ψ∗ + ψΦ∗0)0
D+A0ψ + ρ(b)Φ0
)
+
(
0
D+A0Φ0
)
= L′X+(b, ψ) +
(
0
χ(b, ψ)D+A0Φ0
)
.
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Define K(b, ψ) to be the second term in the last line, which can be regarded
as the difference between LX+ and L
′
X+ :
K(b, ψ) =
(
0
χ(b, ψ)D+A0Φ0
)
.
We have the following diagram;
(b, ψ) ∈ Ker δ∗(A0,Φ0)
L′
X+
+K
−−−−−→ L2k−1,µ(iΛ+X+ ⊕ S−)
∼=
y ∥∥∥
(a, φ) ∈ iKer d∗ ⊕ L2k,µ+1(S+)
LX+−−−−→ L2k−1,µ(iΛ+X+ ⊕ S−).
We claim that the operator
K : Ker δ∗(A0,Φ0) → L2k−1,µ(iΛ+X+ ⊕ S−)
(b, ψ) 7→ (0, χ(b, ψ)D+A0Φ0)
is compact. Since δ : L2k+1,µ+1 → Im δ(A0,Φ0) is a continuous linear isomor-
phism, its inverse is also continuous by the open mapping theorem. Thus,
Ker δ∗(A0,Φ0) → L2k+1,µ+2(iΛ0X+)
(b, ψ) 7→ χ(b, ψ) = δ−1((a, φ) − (b, ψ))
is continuous.
Since D+A0Φ0 is zero on X
+\X, the Sobolev multiplication implies that K
factors through compact inclusion L2k+1,µ−2(iΛ
+
X+⊕S−)→ L2k−1,µ−1(iΛ+X+⊕
S−), for example. This shows that K is compact and thus, LX+ and L
′
X+
have the same index. 
Next, we introduce the following operator on N+:
L̂N+ + p̂
0
−∞ ◦ r̂ : L2k,µ+1(Λ1N+ ⊕ S+)→ L2k−1,µ(Λ0N+ ⊕ Λ+N+ ⊕ S−)⊕ V̂ 0−∞(∂N+),
(43)
given by
L̂N+(a, φ) = (d
∗a, d+a− (Φ0φ∗)0 − (φΦ∗0)0,D+A0φ+ ρ(a)Φ0),
where
(i) the space V̂ 0−∞(∂N+) is the L
2
k− 1
2
-completion of the negative eigenspaces
of the operator
l̂ :=
 0 −d∗ 0−d ∗d 0
0 0 DB0
 : Ω0∂N+ ⊕ Ω1∂N+ ⊕ Γ(S)→ Ω0∂N+ ⊕Ω1∂N+ ⊕ Γ(S),
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(ii) the map r̂ : L2k,µ+1(Λ
1
N+ ⊕ S+)→ Ω0∂N+ ⊕ Ω1∂N+ is the restriction,
(iii) the operator
p̂0−∞ : Ω
0
∂N+ ⊕ Ω1∂N+ → V̂ 0−∞(∂N+)
is the L2-projection to V̂ 0−∞(∂N+).
Lemma 3.8. Let D(L̂) be a subset given in Proposition 3.5. Suppose µ is
a real number satisfying
µ ∈ R \D(L̂).
Then the operator L̂N+ + p̂
0
−∞ ◦ r̂ defined in (43) is Fredholm for k ≥ 1.
Proof. By Proposition 3.5, we obtain a parametrix of the operator L̂ on
R≥1 × Y . By the technique [1], one can take the inverse of the AHS opera-
tor with the spectral boundary condition on R≤0 × Y . Then the standard
patching argument gives a parametrix of L̂ on N+.This proves the Fred-
holm property of (43). Moreover, one can see that kernel and the cokernel
of (43) can be identified with that of (25) (For more details, see [15]). This
completes the proof. 
Finally, we prove the Fredholmness result that will need to construct our
invariant and present its Fredholm index in terms of the following quantities:
2n(Y, gY , s) := ind
APS
R (D
+
A0
)− c
2
1(S
+)− σ(X)
4
is the quantity introducud by Manolescu([31]) and
d3(Y, [ξ]) =
1
4
(c21(S
+)− 2χ(X) − 3σ(X)) − 〈e(S+,Ψ), [X, ∂X]〉
is the d3 invariant of the homotopy class of the plane field ξ, where where
(X,S±, ρX) is a spin
c bound of (Y, s), and Ψ is a unit section of S+|Y
determined by ξ under the correspondence of Lemma 2.3 in [20]. Note that
when the spinc structure of X comes from an almost complex structure J
with ξ = JTY ∩ TY , we can extend Ψ to a nowhere-vanising section of S+
on X and thus 〈e(S+,Ψ), [X, ∂X]〉 = 0.
Proposition 3.9. For µ ∈ (−4, 3] \ (D(∆) ∪D(L̂) ∪D(∆(A0,Φ0))), LN+ +
p0−∞ ◦ r is Fredholm and its index is
indR(LN+ ⊕ p0−∞ ◦ r) = −d3(Y, [ξ]) −
1
2
+ 2n(−Y, gY , s)
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Proof. This argument is similar to that of [15], which deals with a compact 4-
manifold with boundary instead of N+. First, by the choice of µ, Lemma 3.8
implies that L̂N+ ⊕ (p̂0−∞ ◦ r̂) is Fredholm. Consider an extra operator
L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ) : L2k,µ+1(iΛ1N+ ⊕ S+N+)
→ L2k−1,µ(iΛ0N+ ⊕ iΛ+N+ ⊕S+N+)⊕V 0−∞(∂N+)⊕ iRb0(∂N
+)⊕dL2k−1/2(iΛ0∂N+)
where
̟ : V̂ (∂N+)→ iRb0(∂N+) ⊕ dL2k−1/2(iΛ0∂N+)
is the L2 orthogonal projection.
We will show that LN+⊕(p0−∞◦r) and L̂N+⊕((p0−∞⊕̟)◦ rˆ are Fredholm
and
ind(LN+ ⊕ (p0−∞ ◦ r)) = ind(L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ))
= ind(L̂N+ ⊕ (p̂0−∞ ◦ r̂)) = −d3(Y, [ξ]) −
1
2
+ 2n(−Y, gY , s)
Let
V ⊥ = iΩ0(∂N+)⊕ idΩ0(∂N+)
l⊥ : V ⊥ → V ⊥
be the operator
l⊥ =
[
0 −d∗
−d 0
]
.
We denote its L2k−1/2-completion by the same notation. Then
V̂ = V ⊕ V ⊥
and
l̂ = l ⊕ l⊥.
Let (V ⊥)0−∞ be the span of non-positive eigenvectors of l
⊥.
As shown in [15], the map
̟ : (V ⊥)0−∞ → iRb0(∂N
+) ⊕ dL2k−1/2(iΛ0∂N+) =W (∂N+)
is an isomorphism. Thus, the commutative diagram
L2k,µ+1(Λ
1
N+ ⊕ S+N+)
L̂N+⊕p̂
0
−∞◦r̂−−−−−−−−→ L2k−1,µ(iΛ0N+ ⊕ iΛ+N+ ⊕ S−N+)⊕ V̂ 0−∞∥∥∥ id⊕̟y∼=
L2k,µ+1(Λ
1
N+ ⊕ S+N+)
L̂N+⊕((p
0
−∞⊕̟)◦rˆ)−−−−−−−−−−−−−→ L2k−1,µ(iΛ0N+ ⊕ iΛ+N+ ⊕ S−N+)⊕ V 0−∞ ⊕W (∂N+)
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implies L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ is Fredholm and
ind(L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ)) = ind(L̂⊕ (p̂0−∞ ◦ r̂)).
First, we show
ind(LN+ ⊕ (p0−∞ ◦ r)) = ind(L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ))
We put
W (∂N+) := iRb0(∂N
+) ⊕ dL2k−1/2(iΛ0∂N+).
We can apply the Snake lemma to the following diagram:
0 0y y
L2k,µ+1(iΛ
1
N+ ⊕ S+N+)CC
LN+⊕p
0
−∞◦r−−−−−−−−→ L2k−1,µ(iΛ+ ⊕ S−N+)⊕ V 0−∞y y
L2k,µ+1(iΛ
1
N+ ⊕ S+N+)
L̂N+⊕((p
0
−∞⊕̟)◦rˆ)−−−−−−−−−−−−−→ L2k−1,µ(iΛ0N+ ⊕ iΛ+N+ ⊕ S−N+)⊕ V 0−∞ ⊕W (∂N+)
d∗⊕̟◦r̂
y y
L2k,µ+1(iΛ
0)⊕W (∂N+) L2k−1,µ(iΛ0N+)⊕W (∂N+)y y
0 0
Thus, we obtain
ind(LN+ ⊕ (p0−∞ ◦ r)) = ind(L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ)).
Next, we show
ind(L̂N+ ⊕ ((p0−∞ ⊕̟) ◦ rˆ)) = ind(L̂N+ ⊕ (p̂0−∞ ◦ r̂)).
Finally, we show
ind(L̂N+ ⊕ (p̂0−∞ ◦ r̂)) = −d3(Y, [ξ])−
1
2
+ 2n(−Y, gY , s).
Let X be a spinc bound of (Y, ξ) and X ′ be a spinc bound of (−Y, s).
Then, by the excision property of index,
indR(L̂N+ ⊕ p̂0−∞ ◦ r̂) + indR(L̂X∪Y X′) = indR(L̂X+) + indR(L̂X′ ⊕ p̂0−∞ ◦ r̂)
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holds. Thus, we have
indR(L̂N+ ⊕ p̂0−∞ ◦ r̂)− indR(L̂X′ ⊕ p̂0−∞ ◦ r̂)
= indR(L̂X+)− indR(L̂X∪Y X′)
=〈e(S+,Ψξ), [X, ∂X]〉 −
c21(S
+
X)− 2χ(X) − 3σ(X)
4
− c
2
1(S
+
X′)− 2χ(X ′)− 3σ(X ′)
4
=− d3(Y, [ξ]) −
c21(S
+
X′)− 2χ(X ′)− 3σ(X ′)
4
,
here we use Proposition 3.5. Therefore,
indR(L̂N+⊕p̂0−∞◦r̂) = −d3(Y, [ξ])+indAPSR (d∗+d++D+A0)X′−
c21(S
+
X′)− 2χ(X ′)− 3σ(X ′)
4
Now, from the index formula
indAPSR (d
∗ + d+)X′ = −σ(X
′) + χ(X ′)
2
− 1
2
and the definition
2n(∂X ′, g, s) := indAPSR (D
+
A0
)X′ −
c21(S
+
X′)− σ(X ′)
4
,
we have
indAPSR (d
∗ + d+ +D+A0)X′ −
c21(S
+
X′)− 2χ(X ′)− 3σ(X ′)
4
=
{
indAPSR (d
∗ + d+)X′ +
σ(X ′) + χ(X ′)
2
}
+
{
indAPSR (D
+
A0
)X′ −
c21(S
+
X′)− σ(X ′)
4
}
=− 1
2
+ 2n(∂X ′, g, s).
Thus, we obtain
indR(L̂N+ ⊕ p̂0−∞ ◦ r̂) = −d3(Y, [ξ]) −
1
2
+ 2n(−Y, gY , s).

3.5. Uniform bound for energies. In this subsection, we prove a certain
boundedness of the solutions of the Seiberg-Witten equation on N+. This
is a main step to construct our Floer homotopy contact invariant.
We consider a half cylinder R≤0× Y with the product metric and a spinc
structure, A0 and Φ0 on it as translation invariant, which are the same as
s|[0, 1
2
]×Y , A0|[0, 1
2
]×Y and Φ0|Y×[0, 1
2
] = 0. The notations S
+
R≤0×Y
, S−
R≤0×Y
denote the spinor bundles.
34 NOBUO IIDA AND MASAKI TANIGUCHI
Theorem 3.10. Let µ be an element in (−4,−3] \ D(∆) ∪ D(L̂). There
exists a constant R′ > 0 such that the following result holds. Suppose that
(x, y) ∈ Uk,µ+1(N+)× L2k(iΛ1R≤0×Y ⊕ S+R≤0×Y )
satisfies the following conditions:
(i) the element x+ (A0,Φ0) is a solution of (26),
(ii) the element y is a solution of Seiberg-Witten equation on R≤0 × Y ,
(iii) y is temporal gauge, d∗b(t) = 0 for each t, where y(t) = (b(t), ψ(t))
and y is finite type and
(iv) x|∂N+ = y(0).
Then
‖x‖L2k,µ+1 < R
′ and ‖y(t)‖L2
k− 12
< R′ (∀t ≤ 0).
Definition 3.11. We consider a Riemannian manifold
N+∗ := R
≤0 × Y ∪N+
obtained by gluing the half cylinder (R≤0×Y, dt2+ gY ) and N+ along their
boundary. The solutions (A,Φ) of the Seiberg-Witten equation on N+∗ are
called N+∗ -trajectories. If an N
+
∗ trajectory (A,Φ) satisfies
sup
t∈R≤0
|CSD(A|{t}×Y )| <∞ and ‖Φ‖C0(R≤0×Y ) <∞,
then (A,Φ) is called a finite type N+∗ -trajectory.
We also use a notion of an energy introduced in [20]: For an element
(A,Φ) ∈ C(N+∗ ), we regard (A,Φ)|R≥1×Y as an element (a, α, β) ∈ iΩ1R≥1×Y⊕
Ω0,0
R≥1×Y
⊕Ω0,2
R≥1×Y
. For this description and a suitable subset U in R≥1×Y ,
we define
EU (A,Φ) :=
∫
U
(1− |α|2 − |β|2)2 + |β|2 + |∇aα|2 + |∇˜aβ|2,(44)
where ∇˜a is the unique unitary connection in Λ0,2 whose (1, 0)-part is equal
to ∂a under the identification Λ
1,0 ⊗ Λ0,2 = Λ1,2. In order to prove Theo-
rem 3.10, we need the following four propositions:
Proposition 3.12 ([20], Proposition 3.15 ). For any constant E0 > 0, there
exists constant ǫE0 > 0 and CE0 > 0, such that if (A,Φ) is a solution of (26)
satisfying ER≥1×Y (A,Φ) ≤ E0, then
E[s,s+1]×Y (A,Φ) ≤ CE0e−ǫE0s,
for any s ≥ 1.
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This is the same as the Proposition 3.15 in [20].
Proposition 3.13 ([20], Lemma 3.14). There exists a constant κ such that
for all finite type N+∗ -trajectories (A,Φ), we have
sup
x∈N+∗
|Φ(x)|2 ≤ κ.
Proof. Put S := supx∈N+∗ |Φ(x)|. We consider the following two cases:
(1) S = maxx∈N+∗ |Φ(x)|
(2) There is no points satisfying S = |Φ(x)|.
In the first case, by the standard argument in the case of closed 4-manifolds,
we have
S < ‖Scal(N+∗ )‖C0 .
Note that ‖Scal(N+∗ )‖C0 is bounded since we are considering product and
cone metrics. In the second case, one can take a sequence of points {xn} ⊂
N+∗ such that |Φ(xn)| → S. By taking a subsequence, we can reduce to the
following two cases:
(2)-(i) xi ∈ R≤−i × Y and
(2)-(ii) xi ∈ R≥i × Y .
In the second case, since we have |Φ−Φ0|L23(R≥1×Y ) <∞, so |Φ−Φ0|C0({s}×Y ) →
0 as s→∞. Therefore, in this case, we have
S ≤ 1.
In the first case, by the same discussion in the proof of Proposition 1 of [31],
we have
S ≤ ‖Scal(Y, g|Y )‖C0

Proposition 3.14 ([20], Lemma 3.17, [37], Lemma 2.2.7). There exists
a constant κ and a positive integer i0 such that for any finite type N
+
∗ -
trajectory (A,Φ) of the Seiberg-Witten equation on N+∗ , we have
ER≥i0×Y (A,Φ) ≤ κ
Proof. First, we follow the proof of Lemma 3.17. We fix a positive integer
i0 such that
|NJ |C0([i0,i0+1]×Y ) ≤
1
32
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and
|Fω
∇˜
|C0([i0,i0+1]×Y ) ≤
1
8
,
where NJ is the Nijenhuis tensor of J , ∇˜ is the unique unitary connection
in Λ0,2 whose (1, 0)-part is equal to ∂ and Fω
∇˜
= 12〈F∇˜, ω〉. Then, in [20], it
is proved that
ER≥i0+2×Y ≤ κ′ +
∫
∂(R≥i0+2×Y )
1
4
ia|{i0+2}×Y ∧ ω|{i0+2}×Y
for some constant κ′. Next we consider a cut off of the connection a. Let a′ be
a connection given by ρa, where ρ is a cut off function satisfying ρ|R≤0×Y = 0
and ρ|R≥1×Y = 1. We also extend the closed form ω by ω := 12d(ρs2θ). Then
the integration ∫
∂(R≥i0+2×Y )
1
4
ia|{i0+2}×Y ∧ ω|{i0+2}×Y
can be regarded as
−
∫
[0,i0+2]×Y
1
4
ida′ ∧ ω
by the Stokes theorem. By the Peter-Paul inequality, we have
1
4
∣∣∣∣∣
∫
[0,i0+2]×Y
da′ ∧ ω
∣∣∣∣∣ ≤ 18
(∫
[0,i0+2]×Y
|da′|2 +
∫
[0,i0+2]×Y
|ω|2
)
≤ 1
8
(∫
N+∗
|da′|2 +
∫
[0,i0+2]×Y
|ω|2
)
≤ 1
8
(
2
∫
N+∗
|d+a′|2 +
∫
[0,i0+2]×Y
|ω|2
)
.
Then the Seiberg-Witten equation and Proposition 3.13 imply
1
8
(
2
∫
N+∗
|d+a′|2
)
< c′.
Thus, we conclude that
ER≥i0+2×Y ≤ κ′ + c′ + c.

Proposition 3.15. Let i0 be the positive integer appeared in Proposition 3.14.
There exists a positive integer i0 such that the following result holds. There
exists a constant κ′ such that any finite type N+∗ -trajectory (A,Φ), we have
Ean
R≤i0+1×Y
(A,Φ) ≤ κ′.
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Proof. As in the proof of Proposition 1 in [31], we can suppose that there
exists a solution of the 3-dimensional Seiberg-Witten equation (B−∞,Ψ−∞)
such that
‖(A,Φ)− pr∗(B−∞,Ψ−∞)‖Ck([−i−1,−i]×Y ) → 0 as i→∞,
where pr : R× Y → Y is the projection. This implies
Ean
R≤i0+1×Y
(A,Φ)
= −2CSDY (B−∞,Ψ−∞) + 2CSDY (A|{i0+1}×Y ,Φ|{i0+1}×Y ).
Note that the set of critical values of CSD is uniformly bounded. (Here
we use Y is a rational homology 3-sphere.) Moreover, Kronheimer-Mrowka
proved that there exist κk which is independent of (A,Φ) and a gauge trans-
formation g(A,Φ) such that
‖g∗(A,Φ)(A,Φ)− (A0,Φ0)‖Ck
[s,s+1]×Y
≤ κke−ǫs.
In our case, since Y is a rational homology 3-sphere, CSD is gauge invariant
so
2CSDY (A|{i0+1}×Y ,Φ|{i0+1}×Y )
is bounded. This completes the proof. 
We now give a proof Theorem 3.10 by assuming Proposition 3.14 and
Proposition 3.15.
Proof of Theorem 3.10. Suppose that
(x, y) ∈ Uk,µ+1 ⊕ (L2k(iΛ1(Y × R≤0)⊕ L2k(S+R≤0×Y ))
satisfies the assumption of Theorem 3.10. We have three steps in this proof.
Step 1 First, we see that (x, y) defines a finite type N+∗ -trajectory (A,Φ).
Proof. This is essentially the same as the proof of Corollary 2 in
[15]. 
Step 2 Second, we obtain a gauge transformation u on N+∗ such that
sup
t∈Z<0
‖u∗(A,Φ)−(A0,Φ0)‖L2k([t,t+1]×Y )+‖u
∗(A,Φ)−(A0,Φ0)‖L2k,µ+1(N+) ≤ C,
where C is independent of (A,Φ).
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Proof. Kronheimer-Mrowka (Theorem 5.1.1 in [20]) proved that there
exists a gauge transformation u+ on R≥i0 × Y such that for s ≥ i0,
‖(u+)∗(A,Φ)− (A0,Φ0)‖L2k([s,s+1]×Y ) ≤ ce
−ǫs
for some ǫ > 0 and c > 0. Moreover, the constants ǫ and c depend
only on ER≥i0×Y (A,Φ). Therefore, we have
‖(u+)∗(A,Φ)− (A0,Φ0)‖L2k,µ+1(N+) ≤ κ
′
for some κ′ by Proposition 3.14. On the other hand, we can take u−
on R≤i0+1 × Y such that, for t+ 1 ≤ i0 + 1,
sup
t∈Z<0
‖(u−)∗(A,Φ)− (A0,Φ0)‖L2k([t,t+1]×Y ) ≤ c
′
for some constant c′ by using Proposition 3.15. Here we use the
Coulomb slice and the standard bootstrapping argument. Then, by
the standard patching argument for u+ and u−, we obtain a gauge
transformation u on N+∗ satisfying our conclusion. 
Step 3 In the third step, we show that the action
Uk,µ+1 × Gk+1,µ+2(N+)→ Ck,µ+1(N+)
given by
u · (a, φ) := (a− u−1du+A0, uφ+ uΦ0)
is a Gk+1,µ+2(N+)-equivariant diffeomorphism. We apply the Coulomb
projection and obtain
‖x‖L2k,µ+1 < R
′
and
‖y(t)‖L2
k− 12
< R′ ∀t ≤ 0.
Proof. The first statement is a consequence of (3.3). The second
inequality
‖y(t)‖L2
k− 12
< R′ ∀t ≤ 0
is followed by Step 2. By Step 2, we have the bound
sup
t∈Z<0
‖u∗(A,Φ)−(A0,Φ0)‖L2k([t,t+1]×Y )+‖u
∗(A,Φ)−(A0,Φ0)‖L2k,µ+1(N+) ≤ C
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for some gauge transformation u. Then we consider the projection
using the decomposition Proposition 3.3
P : Ck,µ+1(N+)→ Uk,µ+1(N+).
Note that P is not L2 or L2k,µ+1-orthogonal projection. Since P is
continuous, we see that
‖Pu∗(A,Φ)|N+‖L2k,µ+1 ≤ c‖u
∗(A,Φ)|N+ − (A0,Φ0)‖L2k,µ+1
for some constant c. This inequality implies
‖Pu∗(A,Φ)|N+‖L2k,µ+1 ≤ cc1
for a constant c1. Since Uk,µ+1 × Gk+1,µ+2(N+) → Ck,µ+1(N+) is a
diffeomorphism, we have
Pu∗(A,Φ) = (A,Φ) on N+.
This completes the proof.

This completes the proof of Theorem 3.10.

3.6. Seiberg-Witten Floer homotopy contact invariant. In this sec-
tion, by the use of boundedness result Theorem 3.10, we construct a Seiberg-
Witten Floer homotopy contact invariant. To curry out this, we consider a
finite dimensional approximation of the map
FN+ : Uk,µ+1 → Vk−1,µ ⊕ V (∂N+),
where Uk,µ+1 = L2k,µ+1(N+, iΛ1N+)CC⊕L2k,µ+1(S+) and Vk−1,µ = L2k−1,µ(N+, iΛ0N+⊕
iΛ+
N+
)⊕ L2k−1,µ(S−). In this section, we fix a weight µ ∈ R satisfying
µ ∈ (−4,−3] \ (D(∆) ∪D(L̂) ∪D(∆(A0,Φ0)))
where the sets D(∆), D(L̂) and D(∆(A0,Φ0)) are defined in Subsection 3.4.
Take sequences of subspaces
V1 ⊂ V2 ⊂ · · · ⊂ Vk−1,µ and V λ1−λ1 ⊂ V
λ2
−λ2
⊂ · · · ⊂ V (∂N+)
such that
(i) (ImLN+ + p
λn
−λn
◦ r)⊥L2 ⊂ Vn ⊕ V λn−λn(∂N+)
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(ii) the L2-projection Pn : V ⊕ V (∂N+)→ Vn ⊕ V λn−λn(∂N+) satisfies
lim
n→∞
Pn(v) = v
for any v ∈ V ⊕ V (∂N+).
Then we define a sequence of subspaces
Un := (LN+ + pλn−λn ◦ r)−1(Vn ⊕ V λn−λn).
This gives a family of the approximated Seiberg-Witten map is given by
{Fn := Pn(LN+ + CN+ , pλn−λn ◦ r) : Un → Vn ⊕ V λn−λn(∂N+)}.
In order to define a cohomotopy type invariant, we need to prove the fol-
lowing proposition:
Proposition 3.16. For a large n and a large positive real number R, there
exists an index pair (Nn, Ln) of V
λn
−λn
(∂N+) and a sequence {ǫn} of positive
numbers such that
B(Un;R)/S(Un;R)→ (Vn/B(Vn, ǫn)c) ∧ (Nn/Ln)(45)
is well-defined.
Proof. In order to prove this lemma, we follow a method used by Manolescu
and Khandhawit. We will use [15, Lemma A.4] ([31, Theorem 4]). Set
K˜1(R,n) := B(Un;R) ∩ F−1n (B(Vn, ǫn)c)
and
K˜2(R,n) := S(Un;R) ∩ F−1n (B(Vn, ǫn)c).
For these compact sets, we will prove that for a sufficiently large n, there is an
isolating neighborhood An = B(R
′′;V λn−λn) satisfying the following conditions
for some constant R′′:
(a) If x ∈ K˜1(R,n) satisfies t · pλn−∞ ◦ r(x) ∈ An for all t ≥ 0, then for
any t ≥ 0,
t · pλn−∞ ◦ r(x) /∈ ∂An
holds.
(b) If x ∈ K˜2(R,n), then there exists t ≥ 0 such that t ·pλn−∞ ◦r(x) /∈ An.
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If such an isolating neighborhood An exists, we can apply [15, Lemma A.4]
and obtain an index pair (Nn, Ln) such that
(Fn(K˜1),Fn(K˜2)) ⊂ (Nn, Ln) and Nn ⊂ An.
This index pair gives our conclusion. The proof of the existence of An is
also similar to the proof given in [15]. We give a sketch of proof. We take a
constant R′ as the constant appeared in Theorem 3.10. We also can suppose
that
◦
B(R′) ⊂ V (∂N+) contains the critical set of the flow l+c. We prove (a)
by contraposition. Suppose there exists a sequence xn ∈ K˜1(R,n) satisfies
t · pλn−∞ ◦ r(xn) ∈ An for all t ≥ 0 and for some tn ≥ 0,
tn · pλn−∞ ◦ r(xn) ∈ ∂An.
Here we take R as a positive number with R > R′. Then, by the use of
Proposition 3.17 which we prove later, after taking a subsequence, one can
assume that {(xn, yn)} converges to an element
(x, y) ∈ Uk,µ+1(N+)× (L2k(iΛ1(Y × R≤0)⊕ L2k(S+R≤0×Y ))
satisfying
(i) the element x+ (A0,Φ0) is a solution of (26),
(ii) the element y is a solution of Seiberg-Witten equation on R≤0 × Y ,
(iii) y is temporal gauge, d∗b(t) = 0 for each t, where y(t) = (b(t), ψ(t))
and y is finite type and
(iv) x|∂N+ = y(0).
Thus, we use Theorem 3.10 and obtain bounds
‖x‖L2k,µ+1 < R
′ and ‖y(t)‖L2
k− 12
< R′(t ≤ 0).
On the other hand, since we can suppose limn→∞ tn = t∞ ∈ [0,∞) ∪ {∞},
we conclude
‖y(t∞)‖L2k−1(Y ) = R.
However, this contradicts to the choice of R′. The proof of (b) is the similar
to (a). For more detail, see [15].

In order to complete the proof of Proposition 3.16, we prove Proposi-
tion 3.17 used in the proof of Proposition 3.16.
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Proposition 3.17. Let {xn} be a bounded sequence in Uk,µ+1 such that
(LN+(xn), p
λn
−∞ ◦ rxn) ∈ Vn × V λn−λn
and
Pn(LN+ + CN+)xn → 0.
Let yn : [0,∞) → V λn−λn be an uniformly bounded sequence of trajectories
such that
yn(0) = p
λn
−∞ ◦ r(xn).
Then, after taking a subsequence, {xn} converges a solution x ∈ Uk,µ+1 (in
the topology of Uk,µ+1) and {yn(t)} converges y(t)(∀t ∈ [0,∞)) in L2k− 1
2
which is a solution of the Seiberg-Witten equation on R≤0 × Y .
Proof. By the similar discussion in Proposition 3 in [31], we can prove that
for any compact set I ⊂ (0,∞) and yn(t) uniformly converges to y(t) in
L2
k− 1
2
on I. However, for a compact set in [0,∞), we can only say yn(t)
uniformly converges to y(t) in L2
k− 3
2
. In order to improve this, we will prove
the following two lemmas.
Lemma 3.18. In L2
k− 1
2
,
p0−∞yn(0)→ p0−∞y(0)
The proof of this convergence is completely the same as the original proof
in [31]. So we omit the proof.
Since {xn} is bounded, we know that {xn} has a weak convergent subse-
qeunce and a limit x ∈ L2k,µ+1.
Lemma 3.19. We have the following convergences:
(1)
p0−∞yn(0)→ p0−∞r(x) in L2k− 1
2
,
(2)
xn → x in L2k,µ+1
(3)
yn(0)→ y(0) in L2k− 1
2
.
Proof of Lemma 3.19 This is also similar to [31], [15], however we need
to use some properties of our weighted Sobolev spaces in order to deal with
cone-like ends.
(1): Since V 0−∞ ⊂ V λn−∞, the assumption pλn−∞r(xn) = yn(0) implies
p0−∞r(xn) = p
0
−∞yn(0).
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Since xn weakly converges to x in L
2
k,µ+1, p
0
−∞r(xn) weakly converges to
p0−∞r(x) in L
2
k−1/2. Thus, we have p
0
−∞r(x) = p
0
−∞y(0) and then Lemma 3.18
implies (1).
(2): Since LN+ + p
0
−∞ ◦ r : Uk,µ+1 → L2k−1,µ(N+; iΛ+⊕S−)⊕V 0−∞(∂N+)
is Fredholm, there exists a constant C such that for any x ∈ Uk,µ+1,
‖x‖L2k,µ+1 ≤ C(‖LN+x‖L2k−1,µ + ‖p
0
−∞ ◦ r(x)‖L2
k−1/2
+ ‖x‖L20,µ+2)
holds. Note also that the product estimate L2k,µ+1 × L2k,µ+1 → L2k,2µ+2 and
the compact embedding L2k,2µ+2 → L2k−1,µ (µ < −2) implies that CN+(xn)
converges to CN+(x) in L
2
k−1,µ. Thus, we have
‖xn − x‖L2k,µ+1 ≤ C(‖LN+(xn − x)‖L2k−1,µ + ‖p
0
−∞ ◦ r(xn − x)‖L2
k−1/2
+ ‖xn − x‖L20,µ+2)
≤ C(‖(LN+ + CN+)(xn)− (LN+ + CN+)(x)‖L2k−1,µ + ‖CN+(x)− CN+(xn)‖L2k−1,µ
+ ‖p0−∞ ◦ yn(0) − p0−∞ ◦ r(x)‖L2
k−1/2
+ ‖xn − x‖L20,µ+2)
We claim that all of the four terms in the last line converge to zero by taking
subsequences. The first term converges to zero since
‖(LN++CN+)(xn)‖L2k−1,µ ≤ ‖(LN++PnCN+)(xn)‖L2k−1,µ+‖(1−Pn)CN+(xn)‖L2k−1,µ → 0
by the assumption (LN+ + PnCN+)(xn) → 0 and our choice of Pn and
therefore we have
(LN+ + CN+)(xn)→ (LN+ + CN+)(x) = 0 in L2k−1,µ.
The second term converges to zero because the product estimate L2k,µ+1 ×
L2k,µ+1 → L2k,2µ+2 and the compact embedding L2k,2µ+2 → L2k−1,µ (µ < −2)
implies that CN+(xn) converges to CN+(x) in L
2
k−1,µ by taking subsequences.
The third term converges to zero by (1). The fourth term converges to zero
since the compact embedding L2k,µ+1 ⊂ L20,µ+2 implies we can assume that
xn converges to x in L
2
0,µ+2 by taking a subsequence.
(3): (2) implies r(xn) converges to r(x) in L
2
k−1/2. Thus we have
‖yn(0)− r(x)‖L2
k−1/2
= ‖pλn−∞r(xn)− r(x)‖L2
k−1/2
≤ ‖pλn−∞(r(xn)− r(x))‖L2
k−1/2
+ ‖(1 − pλn−∞)r(x)‖L2
k−1/2
→ 0
as n → ∞. Since yn(0) converges to y(0) in L2k−3/2, we have r(x) = y(0)
and thus (3) holds. 
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Thus, we obtain a family of the continuous maps (45).Now, by the defi-
nition of Fredholm index, we have
indR(LN+ ⊕ pλn−∞ ◦ r) = dimR Un − dimR Vn − dimR V λn−λn .
By Proposition 3.9, we also know
indR(LN+ ⊕ pλn−∞ ◦ r) = indR(LN+ ⊕ p0−∞ ◦ r)− dimR V λn0
= −d3(Y, [ξ])− 1
2
+ 2n(−Y, gY , s)− dimR V λn0
Thus we obtain
dimR Un−dimR Vn−dimR V λn−λn = −d3(Y, [ξ])−
1
2
+2n(−Y, gY , s)−dimR V λn0
Then, by applying the formal (de)suspension Σ(
1
2
−d3(−Y,[ξ])−2n(−Y,gY ,s))R⊕(−V
0
−λn
)⊕(−Vn)
to
B(Un;R)/S(Un;R)→ (Vn/B(Vn, ǫn)c) ∧ (Nn/Ln),
we obtain a map stably written by
Ψ(Y, ξ) : S0 → Σ( 12−d3(−Y,[ξ])−2n(Y,gY ,s))R⊕(−V 0−λn )(Nn/Ln).
We check that the domain of Ψ(Y, ξ) is S0. Note that the index formula
dimR Un−dimR Vn−dimR V λn−λn = −d3(Y, [ξ])−
1
2
+2n(−Y, gY , s)−dimR V λn0
implies
dimR Un − dimR Vn − dimR V 0−λn + d3(Y, [ξ]) +
1
2
− 2n(−Y, gY , s) = 0
and thus
Σ(
1
2
−d3(−Y,[ξ])−2n(−Y,gY ,s))R⊕(−V
0
−λn
)⊕(−Vn)B(Un;R)/S(Un;R) = S0.
Using the definition SWF (−Y, s) = Σ−2n(−Y,s,g)R−V 0λ Iµλ , and the fact that
d3(−Y, [ξ]) = −d3(Y, [ξ]), we consider Ψ(Y, ξ) as a map
Ψ(Y, ξ) : S0 → Σ( 12−d3(−Y,[ξ]))RSWF (−Y, s).
Definition 3.20. Finally, we have
Ψ(Y, ξ) : S0 → Σ( 12−d3(−Y,[ξ]))RSWF (−Y, s).(46)
The map (46) is called Seiberg-Witten Floer homotopy invariant of (Y, ξ).
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Proposition 3.21. If we take a weight µ satisfying
(−4, µ) ∩ (D(∆) ∪D(L̂) ∪D(∆(A0,Φ0))) = ∅,
then the stable homotopy class of Ψ(Y, ξ) depends only on (Y, ξ).
Proof. Such a µ exists since D(∆)∪D(L̂)∪D(∆(A0,Φ0)) has no accumulation
points. If
(µ, µ′) ∩ (D(∆) ∪D(L̂) ∪D(∆(A0,Φ0))) = ∅,
then one can see that Ψ(Y, ξ, µ) and Ψ(Y, ξ, µ′) are stably homotopic. This
gives our conclusion. 
Note that (46) is not S1-equivariant map. By using the duality map η,
we often regard (46) as
Σ−
1
2
−d3(Y,ξ)SWF (Y )
Ψ(Y,ξ)∧Id−−−−−−→ Σ( 12−d3(−Y,[ξ]))RSWF (−Y, s)∧Σ− 12−d3(Y,ξ)SWF (Y ) η−→ S0.
We write this composition by
̂
Ψ(Y, ξ) : Σ−
1
2
−d3(Y,ξ)SWF (Y )→ S0.
Example 3.22. As a trivial example, we consider homotopy classes of contact
structures on S3 which are parametrized by its d3-invariants
d3(S
3, ξk) = k +
1
2
.
The standard contact structure is represented by ξ−1 = ξstd. (In [21], the
homotopy class of ξstd is written by ξ+.) Since SWF (−S3) = S0, we have
a map
Ψ(S3, ξk) : S
0 → Sk+1.
Therefore, we can regard Ψ(S3, ξk) as an element
Ψ(S3, ξk) ∈ πS−k−1,
where πS−k−1 is the stable homotopy group of the sphere. Therefore, if
πSk+1
∼= {e}, then Ψ(S3, ξk) must vanish.
4. Gluing result
In this section, we will prove Theorem 1.2. The main idea which we
use are contained in [32] and [17]. In particular, we follow the arguments
given in [17]. First, we introduce notions which are used in the statement
of Theorem 1.2.
Let Y be a rational homology 3-sphere equipped with a contact structure ξ
andX a compact oriented 4-manifold with b1(X) = 0 and ∂X = Y . Suppose
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that a relative spinc structure sX,ξ = (sX , sX |Y → sξ) ∈ Spinc(X, ξ) in the
sense of [20] is given. Now, the relative Bauer-Furuta invariant of (X, s) is
an S1-equivariant stable map
Ψ(X, sX ) : (R
−b+(X) ⊕ C
c21(sX )−σ(X)
8 )+ → SWF (Y, sξ).
If we forget the S1-action, this map can be written as
Ψ(X, sX) : (R
−b+(X)+
c21(sX)−σ(X)
4 )+ → SWF (Y, sξ)
or equivalently
Ψ(X, sX ) : (R
1+〈e(S+X ,Ψξ),[X,∂X]〉)+ → Σ 12−d3(Y,ξ)SWF (Y, sξ)
since
d3(Y, ξ) =
1
4
(c21(sX)− 2χ(X)− 3σ(X)) − 〈e(S+X ,Ψξ), [X, ∂X]〉
=
c21(sω)− σ(X)
4
− χ(X) + σ(X)
2
− 〈e(S+X ,Ψξ), [X, ∂X]〉
=
c21(sω)− σ(X)
4
− b+(X) − 1
2
− 〈e(S+X ,Ψξ), [X, ∂X]〉,
where Ψξ is a section of S
+|Y with |Ψξ(y)| = 1 for all y ∈ Y such that
the isomorphism class of (sξ,Ψξ) corresponds to ξ under the correspondence
given in Lemma 2.3 in [20]. On the other hand, the invariant for (X,ω)
constructed in [14] is defined as a non-equivariant stable map
Ψ(X, ξ, sX,ξ) : (R
〈e(S+X ,Ψξ),[X,∂X]〉)+ → S0.
Although different wighted Sobolev spaces are used in [14], we can do the
same construction with those of this paper. In [14], wighted Sobolev spaces
are defined by using exponential functions eαs instead of sµ. Later, we will
explain the invariant Ψ(X, ξ, sX,ξ) defined in our situation.
Finally, our contact invariant is a non-equivariant stable map
Ψ(Y, ξ) : S0 → Σ 12−d3(−Y,ξ)SWF (−Y, sξ).
Using Manolescu’s duality morphism
η : SWF (Y, sξ) ∧ SWF (−Y, sξ)→ S0,
we have a non-equivariant stable map
η ◦ (Ψ(X, sX) ∧Ψ(Y, ξ)) : (R1+〈e(S
+
X ,Ψξ),[X,∂X]〉)→ (R)+
(Note that d3(−Y, ξ) = −d3(Y, ξ).) Therefore, we can ask whether η ◦
(Ψ(X, sX) ∧Ψ(Y, ξ)) and Ψ(X, ξ, sX,ξ) are stably homotopy equivalent.
The following gluing result can be shown by a similar way as Theorem 1
of [32].
Theorem 4.1. In the above setting, η◦(Ψ(X, sX )∧Ψ(Y, ξ)) and Ψ(X, ξ, sX,ξ)
are stably homotopy equivalent as non-equivariant pointed maps.
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4.1. The relative Bauer-Furuta invariant. In this subsection, we sum-
marize the definition of the relative Bauer-Furuta invariant Ψ(X, sX) follow-
ing [31], [32], and [15]. Let X be a compact oriented Riemannian 4-manifold
with ∂X = Y is a rational homology 3-sphere. Assume the collar neighbor-
hood of ∂X is isometric to the product. Let sX be a spin
c structure on X
and give Y the spinc structure s obtained by restricting sX to Y . We denote
the spinor bundles of sX by SX = S
+
X ⊕ S−X and the spinor bundle of s by
S. For simplicity, assume b1(X) = 0
Let Ω1CC(X) be the space of 1-forms a on X in double Coulomb gauge.
The relative Bauer-Furuta invariant Ψ(X, sX) arises as the finite dimensional
approximation of the Seiberg-Witten map
FλX : L2k(iΛ1X)CC ⊕ L2k(S+X)→L2k−1(iΛ+X ⊕ S−X)⊕ V λ−∞(Y )
(47)
(a, φ) 7→(d+a− ρ−1(φφ∗)0,D+A0φ+ ρ(a)φ, pλ−∞ ◦ r(a, φ))(48)
for λ ∈ R. We will denote
UX = L2k(iΛ1X)CC ⊕ L2k(S+X) and VX = L2k−1(iΛ+X ⊕ S−X)
We will also sometimes denote the map to the first two factors by LX +CX ,
where LX = d
+ + D+A0 + p
λ
−∞r and CX is compact. The finite dimen-
sional approximation goes as follows. Pick an increasing sequence λn →∞
and an increasing sequence of finite dimensional subspaces VX,n ⊂ VX with
prVX,n → 1 pointwise. Let
UX,n = (LX + pλn−∞r)−1(VX,n × V λn−λn) ⊂ UX ,
and
FX,n := Pn ◦ FλnX : UX,n → VX,n ⊕ V λn−λn ,
where Pn := prVX,n × prV λn−λn . Let
K˜1X,n = (FX,n)−1(B(VX,n; ǫn)× V λn−λn) ∩B(UX,n, R),
K˜2X,n = (FX,n)−1(B(VX,n; ǫn)× V λn−λn) ∩ S(UX,n, R)
K1X,n = prV λn−λn
◦ FX,n(K˜1X,n), K2X,n = prV λn−λn ◦ FX,n(K˜
2
X,n)
for some R > 0. One can find an index pair (NX , LX) which represents
the Conley index for V λn−λn in the form NX/LX such that K
1
X,n ⊂ NX and
K2X,n ⊂ LX .
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Now, for a sufficiently large n, we have a map
FX,n : B(UX,n, R)/S(UX,n, R)→ (VX,n/(B(VX,n, ǫ)c)) ∧ (NX/LX).
This gives the relative Bauer-Furuta invariant Ψ(X, sX) constructed by
Manolescu([31]) and Khandhawit([15]).
4.2. The Bauer-Furuta version of Kronheimer-Mrowka’s invariant.
In this subsection, we summarize the definition of the Bauer-Furuta version
of Kronheimer-Mrowka’s invariant Ψ(X, ξ, sX,ξ) following [14], though the
weighted Sobolev spaces we use here are different from those used in [14].
Let X be a compact oriented 4-manifold with nonempty boundary. We
assume H1(X, ∂X;R) = 0, in particular, Y = ∂X is connected. Let ξ be
a contact structure on Y = ∂X compatible with the boundary orientation.
As in the construction of N+, we will construct a complete Riemannian
manifold (X+, g0) by attaching an almost Ka¨hler conical end. As a manifold,
X+ = X ∪Y ([0, 1] × Y ) ∪Y [1,∞)× Y = X ∪Y N+.
Pick a contact 1-form θ on Y and a complex structure J of ξ compatible
with the orientation. There is now a unique Riemannian metric g1 on Y
such that θ satisfies that |θ| = 1, dθ = 2 ∗ θ, and J is an isometry for g|ξ .
Define a symplectic form ω0 on [1,∞)× Y by the formula
ω0 =
1
2
d(s2θ)(49)
= sds ∧ θ + 1
2
s2dθ(50)
and a metric g0 by
g0 = ds
2 + s2g1.
Pick a smooth extension of g0 to all of X
+ which is a product metric on
[0, 1/2] × Y .
On X+ \ X, we have a canonical spinc structure s0, a canonical spinc
connection A0, a canonical positive spinor Φ0 as before. Fix a spin
c structure
sX on X
+ equipped with an isomorphism sX → s0 on X+ \X. We denote
such a pair by sX,ξ. Fix a smooth extension of (A0,Φ0) such that Φ0 is zero
on X ∪ ([0, 1]×Y ) and A0 is product on [0, 1/2]×Y . We also fix a nowhere
zero proper extension σ of s ∈ [1,∞) coordinate to all of X+ which is 1 on
X∪([0, 1]×Y ). (This implies that for a section supported in X, its weighted
Sobolev norms are equal its unweighted Sobolev norms.)
On X+, weighted Sobolev spaces
ÛX+ = L2k,µ+1(iΛ1X+ ⊕ S+)
V̂X+ = L2k−1,µ(iΛ0X+ ⊕ iΛ+X+ ⊕ S−)
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are defined as before using σ for a real number µ ∈ R and k ≥ 4, where S+
and S− are positive and negative spinor bundles.
The invariant Ψ(X, ξ, sX,ξ)([14]) is obtained as a finite dimensional ap-
proximation of the Seiberg-Witten map
F̂X+ : ÛX+ → V̂X+
(a, φ) 7→ (d∗a, d+a− ρ−1(φΦ∗0 +Φ0φ∗)0 − ρ−1(φφ∗)0,D+A0φ+ ρ(a)Φ0 + ρ(a)φ)
(51)
The finite dimensional approximation goes as follows. We decompose F̂
as L̂X+ + ĈX+ where
L̂X+(a, φ) = (d
∗a, d+a− ρ−1(φΦ∗0 +Φ0φ∗)0,D+A0φ+ ρ(a)Φ0)
and
ĈX+(a, φ) = (0,−ρ−1(φφ∗)0, ρ(a)φ).
There is a discrete set with no accumulation points D(L̂) ⊂ R such that for
µ ∈ R \D(L̂), L̂ is Fredholm. Fix
µ ∈ (−4,−3] \ (D(L̂) ∪D(∆) ∪D(∆(A0,Φ0))).
Then L̂X+ is linear Fredholm and ĈX+ is quadratic, compact.
Then pick an increasing sequence λn → ∞ and a increasing sequence of
finite dimensional subspaces V̂X+,n ⊂ VX+ such that prV̂X+,n → 1 pointwise.
Let
ÛX+,n = L̂−1(V̂X+,n) ⊂ ÛX+ ,
and
FX+,n := prV̂X+,n ◦ FX+ : ÛX+,n → V̂X+,n.
We can show that for a large R > 0, a small ǫ and a large n, we have
well-defined map
FX+,n : B(ÛX+,n, R)/S(ÛX+,n, R)→ B(V̂X+,n, ǫ)/S(V̂X+,n, ǫ).
This gives the Bauer-Furuta version of Kronheimer-Mrowka’s invariant Ψ(X, ξ, sX,ξ).
Proposition 4.2. If we take a weight µ satisfying
(−4, µ) ∩ (D(∆) ∪D(L̂) ∪D(∆(A0,Φ0))) = ∅,
then the stable homotopy class of Ψ(X, ξ, sX,ξ) ∈ πS〈e(S+,Φ0),[(X,∂X)]〉 depends
only on (X, ξ, sX,ξ). Moreover, in the case of
〈e(S+,Φ0), [(X, ∂X)]〉 = 0,
the mapping degree of Ψ(X, ξ, sX,ξ) recovers the Kronheimer-Mrowka’s in-
variant of (X, ξ, sX,ξ) up to sign.
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Proof. The proof of independence is similar to that of Proposition 3.21. For
the second statement is followed by the same proof given in [14]. 
Although we used different norms to define Ψ(X, ξ, sX,ξ), the authors
expect Ψ(X, ξ, sX,ξ) is stably homotopic to the original invariant defined in
[14]. However, we do not need the equivalence of these invariants.
4.3. Deforming the duality pairing. First, we deform the duality pair-
ing. We consider a counterpart of [17, Proposition 6.10]. Although, in the
situation of [17], X0 and X1 are compact, these facts are not essential in
the proof of [17, Proposition 6.10]. Therefore, in our situation, we have the
similar result:
Proposition 4.3. The morphism η ◦ (Ψ(X, ξ, sX,ξ)∧Ψ(Y, ξ)) can be repre-
sented by a suitable desuspension of the map
B(UX,n, R1)
S(UX,n, R1) ∧
B(UN+,n, R2)
S(UN+,n, R2)
→ B(VX,n, ǫ)
S(VX,n, ǫ) ∧
B(VN+,n, ǫ)
S(VN+,n, ǫ)
∧ B(V
λn
−λn
, ǫ)
S(V λn−λn , ǫ)
(52)
(x1, x2) 7→
{
(FX,n(x1),FN+,n(x2), rx1 − rx2) if ‖FX,n(x1)‖ ≤ ǫ and ‖FN+,n(x2)‖ ≤ ǫ
∗ otherwise
for large numbers R1, R2 and small positive numbers ǫ, ǫ, where the maps
r are coming from the restrictions.
4.4. Proof of the gluing theorem. In this subsection, we give a proof
of Theorem 1.2. We follow the methods given by Khandhawit-Sasahira-Lin
[17]. We use the following notations:
• ÛX = L2k(X; iΛ1 ⊕ S+), UX = L2k(X; iΛ1 ⊕ S+)CC ;
• ÛN+ = L2k,µ+1(N+; iΛ1 ⊕ S+), UN+ = L2k,µ+1(N+; iΛ1 ⊕ S+)CC ;
• ÛX+ = L2k,µ+1(X+; iΛ1 ⊕ S+), UX+ = iKer d∗ ⊕ L2k,µ+1(X+;S+) ⊂
L2k,µ+1(X
+; iΛ1 ⊕ S+);
• V̂X = L2k−1(X; iΛ0 ⊕ iΛ+ ⊕ S−), VX = L2k−1(X; iΛ+ ⊕ S−);
• V̂N+ = L2k−1,µ(N+; iΛ0 ⊕ iΛ+ ⊕ S−), VN+ = L2k−1,µ(N+; iΛ+ ⊕ S−)
for a real number µ ∈ R and k ≥ 4. In this subsection, we suppose that µ
satisfies
µ ∈ (−4,−3] \ (D(L̂) ∪D(∆) ∪D(∆(A0,Φ0))).
The remaining part of this paper, we fix µ with this condition. Before
proving the gluing theorem, we introduce a notion of BF pair which is a
counterpart of SWC triple in [17]. Let H1, H2 be Hilbert spaces.
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Definition 4.4. Let (L,C) be a pair of bounded continuous maps from H1
to H2. Suppose L is a Fredholm linear map and C extends to a continuous
map H1 → H2, where H1 is a completion of H1 with respect to a weaker
norm. We impose that H1 → H1 is compact. Moreover, we assume
(L+ C)−1(0) ⊂
◦
B(H1,M
′)
for some M ′ > 0. Then (L,C) is called a BF pair.
As in the case of SWC triples, we also have a notion of c-homotopic.
Definition 4.5. Two BF pairs (Li, Ci)(i = 1, 2) are c-homotopic if there is
a homotopy between them through a continuous family of BF pairs with a
uniform constantM ′. Two BF pairs (Li, Ci)(i = 1, 2) are stably c-homotopic
if there exist Hilbert spaces H3, H4 such that (L1 ⊕ idH3 , C1 ⊕ 0) is c-
homotopic to (L2 ⊕ idH4 , C2 ⊕ 0).
Similar to the case of SWC triples, for a given BF pair (L,C), we can
define a stable cohomotopy invariant
Ψ(L,C) ∈ {Sind(L), S0}.
In the proof, we have seven steps as in [17].
Step 1 In [17], we move the gauge fixing condition d∗ = 0 from the domain
to the maps. In our case, we do not need to do anything because
(51) contains d∗ as a component.
Step 2 We glue the Sobolev spaces of the domains.
Step 3, 4 We glue the Sobolev spaces of the targets.
Step 5 We focus on deforming the boundary conditions for gauge fixing.
Step 6 We change the action of harmonic gauge transformations with dif-
ferent boundary conditions. However, in our case, these symmetries
are trivial. Moreover, we recover double Coulomb gauge conditions.
Step 7 We make the final homotopy between (52) and (58).
We do not need Step 1, so we start from Step 2.
4.4.1. Step 2. We can prove the following lemma of gluing Sobolev spaces
by the same argument as Lemma 3 in [32]. Since the proof is essentially the
same, we omit the proof.
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Lemma 4.6. Regard X+ = X ∪{0}×Y N+. We can assume that X also has
cylindrical end near the boundary, and denote by s the variable in the direc-
tion normal to {0} × Y . Let E be an admissible vector bundle over X+ and
assume that the L2k,µ-Sobolev completion of the space of smooth, compactly
supported sections of E on X+, N+ are defined by a fixed connection and
a fixed pointwise norm. Then, for k ≥ Z≥1 and µ ∈ R, there is a natural
identification
L2k,µ(X
+;E) = L2k(X)×∏k−1
m=0 L
2
m+1/2
(Y ;E) L
2
k,µ(N
+;E),
where the right-hand side is the fiber product of L2k(X) and L
2
k,µ(N
+;E) with
respect to the maps
rk1 : L
2
k(X)→
k−1∏
m=0
L2
k− 1
2
−m
(Y ;E),
rk1(u) =
(
u|Y , ∂u
∂s
|Y , ∂
2u
∂s2
|Y , · · · , ∂
k−1u
∂sk−1
|Y
)
,
rk2 : L
2
k,µ(N
+;E)→
k−1∏
m=0
L2
k− 1
2
−m
(Y ;E),
rk2(u) =
(
u|Y , ∂u
∂s
|Y , ∂
2u
∂s2
|Y , · · · , ∂
k−1u
∂sk−1
|Y
)
.

By the use of Lemma 4.6, we glue configurations. Before gluing, we
introduce a family of linear maps:
D(≤k) : ÛN+ × ÛX →
k⊕
m=0
V̂k−m− 1
2
defined by
D(≤k)(x1, x2) := r
k
1 (x1)− rk2(x2)
for any non-negative integer k. The following statement is followed by
Lemma 4.6.
Lemma 4.7. For any k ∈ Z≥0, the map D(≤k) is surjective and the kernel
can be identified with ÛX+ .
Now, we glue the configuration spaces.
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Lemma 4.8. The pair
((pj(L̂X × L̂N+),D(≤k)),pj(ĈX × ĈN+))(53)
is a BF pair from ÛN+×ÛX to V̂X+×
⊕k
m=0 V̂k−m, where pj is the projection
from V̂N+ × V̂X to V̂X+ . (Here we regard V̂X+ as the kernel of D(≤m). )
Moreover, ((pj(L̂X × L̂N+),D(≤k)),pj(ĈX × ĈN+)) is stably c-homotopic
to (L̂X+ , ĈX+).
Proof. In the proof, we use the following lemma. This is an easier version
of Lemma 6.13 in [17] and originally proved in Observation 1 in [32].
Lemma 4.9. Let (L,C) be pair of continuous maps from H1 to H2. Suppose
L is bounded linear and C extends to H1 → H2 for a weak norm of H1. Let
g be a surjective linear map H1 → H3. Then the following conditions are
equivalent;
• (L⊕ g,C ⊕ 0) is a BF pair, and
• (L|Ker g, C|Ker g) is a BF pair.
Moreover, (L⊕ g,C ⊕ 0) is c-homotopic to (L|Ker g, C|Ker g).
Lemma 4.8 is followed by using Lemma 4.9.

4.4.2. Step 3, 4. For any positive integer k, we define
E(≤k−1) : V̂X × V̂N+ →
k−1⊕
m=0
V̂k−m− 1
2
by
E(≤k−1)(y1, y2) = r
k−1
1 (y1)− rk−12 (y2).
The following lemma is a counterpart of Proposition 6.17 in [17].
Lemma 4.10. The pair
((pj ◦(L̂X × L̂N+), E(≤k−1) ◦ (L̂X × L̂N+),D(≤0)), (pj ◦(ĈX × ĈN+), E(≤k−1) ◦ (ĈX × ĈN+), 0))
(54)
is a BF pair from ÛX × ÛN+ to V̂X+ × (
⊕k−1
m=0 V̂k−m− 1
2
)× V̂k− 1
2
. Moreover,
this BF pair is stably c-homotopic to (53).
The proof is essentially same as [17, Proposition 6.17]. Thus, we omit the
proof.
The following lemma is a counterpart of Lemma 6.19 in [17]. The only
difference is that we have no constant functions in V̂X+ .
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Lemma 4.11. The map
(pj, E≤k−1) : V̂X × V̂N+ → V̂X+ ×
k−1⊕
m=0
V̂k−m− 1
2
is an isomorphism. 
Then one can prove the main result of Step 3 and 4.
Lemma 4.12. The pair in (54) can be identified with the pair
(((L̂X × L̂N+),D(≤0)), (ĈX × ĈN+ , 0))(55)
from ÛX × ÛN+ to V̂X × V̂N+ × V̂k− 1
2
via the isomorphism given in (4.11).
This is a counterpart of Lemma 6.20 in [17]. This is a corollary of
Lemma 4.11.
4.4.3. Step 5. This step contains the non-trivial argument which appears in
our situation. We sometimes omit spinors from expressions in this step. Let
us consider an operator
d : L2
k− 1
2
(iΛ0Y )0 → dL2k+ 1
2
(iΛ0Y )0
defined in [17, Step 5]. We denote by d
∗
its formal adjoint. Then we have a
family of maps
DH,t : ÛX × ÛN+ → dL2k+ 1
2
(iΛ0Y )⊕ L2k− 1
2
(iΛ0Y )
given by
DH,t(a1, a2) :=
(prIm d(a1|Y − a2|Y ), td∗(prIm d(a1|Y + a2|Y )) + (1− t) prL2
k+12
(iΛ0Y )
(a1|Y − a2|Y )
parametrized by t ∈ [0, 1]. The next proposition is a counterpart of Propo-
sition 6.22.
Proposition 4.13. For any t ∈ [0, 1], the pair((
L̂X , L̂N+ ,DY ⊕DH,t
)
,
(
ĈX × ĈN+ , 0
))
(56)
is a BF pair from ÛX × ÛN+ to V̂X × V̂N+ × V̂k− 1
2
In particular,((
L̂X , L̂N+ ,DY ⊕DH,1
)
,
(
ĈX × ĈN+ , 0
))
(57)
is stably c-homotopic to (57).
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Proof. As in the proof of Proposition 6.22 in [17], we first prove the following
result;
Proposition 4.14. Let W ⊂ L2k+1(X;R)×L2k+1,µ+2(N+;R) be the subspace
containing all functions (f1, f2) satisfying the following conditions;
(i) ∆fi = 0
(ii) f1(oˆ) = 0, and
(iii) f1|Y = f2|Y ,
where oˆ is a fixed point in Y . Then the map ρt : W → L2k− 1
2
(Λ0Y )0 defined
by
ρt(f1, f2) := 2td
∗
d(f1|Y ) + (1− t)(∂~nf1|Y − ∂~nf2|Y )
is an isomorphism, where
L2
k− 1
2
(Λ0Y )0 := {f ∈ L2k− 1
2
(Λ0Y )|
∫
Y
fd volY = 0}.
Proof of Proposition 4.14. When t = 1, we can use the similar argument in
Proposition 2.2 in [15] since we have Proposition 3.3. For t < 1, we can use
the same argument given in Proposition 6.22 in [17]. 
When t = 0, (56) is a BF pair by Lemma 4.12. For each element in the
kernel of (56), there is a unique gauge transformation to an element in the
kernel of ((
L̂X , L̂N+ ,DY ⊕DH,0
)
,
(
ĈX × ĈN+ , 0
))
.
This proves that the kernel of (56) is finite dimensional for any t. The
remaining part is the same as the proof of Proposition 6.22.

4.4.4. Step 6. In this step, we see counterparts of Lemma 6.24 and Corollary
6.25 in [17].
Lemma 4.15. The operator
(d∗X , d
∗
N+ ,DH,1) : ÛX⊕ÛN+ → L2k−1(iΛ0(X))⊕L2k−1,µ(iΛ0(N+))⊕dL2k− 1
2
(iΛ0Y )⊕L2k− 1
2
(iΛ0Y )0
is surjective and its kernel can be written as
(L2k(iΛ
1
X)CC ⊕ L2k(S+X))× (L2k,µ+1(iΛ1(X+))CC ⊕ L2k,µ+1(S+N+)).
Proof. This is obtained by using integration by parts. 
Corollary 4.16. The BF pair (57) is c-stable homotopic to a BF pair
((LX , LN+ ,D
(≤0)), (CX , CN+ , 0))(58)
from UX × UN+ to VX × VN+ × V (Y ).
Proof. This is a corollary of Lemma 4.9. 
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4.4.5. Step 7. We choose finite dimensional vector spaces VX,n and VN+,n
in L2k−1(Λ
+
X ⊕ S−) and L2k−1,µ(Λ+N+ ⊕ S−). Note that we denote by V λn−λn a
family of finite dimensional approximation of V (Y ). We introduce a family
of subbundles :
W n,t
X,N+
:= {(x1, x2) ∈ UX × UN+|LX(x1) ∈ VX,n, LN+(x2) ∈ VN+,n
p∞λnr2(x2) = tp
∞
λnr2(x1)
p−λn−∞ r2(x1) = tp
−λn
−∞ r2(x2)}.
This gives a vector bundle
⋃
t∈[0,1]W
n,t
X,N+
→ [0, 1]. A point is that the
operators
p̂∞0 ◦ r̂ : {x ∈ ÛX |L̂X(x) = 0} → V̂∞0 (Y )
p̂0−∞ ◦ r̂ : {x ∈ ÛX |L̂N+(x) = 0} → V̂ 0−∞(Y )
are compact. The first fact is proved in [21, Theorem 17.1.3. (ii)]. By
the same proof, we can prove that the second operator is also compact.
Moreover,
p̂−λn−∞ ◦ r̂ : {x ∈ ÛX |L̂X(x) = 0} → V̂ −λn−∞ (Y )
p̂∞λn ◦ r̂ : {x ∈ ÛX |L̂N+(x) = 0} → V̂∞λn (Y )
are surjective for a sufficient large n. This is a corollary of the unique
continuation property. These two facts enable us to see that the rank of
W n,t
X,N+
is constant. Finally, we see the following boundedness result which
is a counterpart of [17, Lemma 6.26].
Proposition 4.17. For any R > 0, there exist N , ǫ0 with the following
significance: For any n > N , t ∈ [0, 1], (x1, x2) ∈
◦
B(W n,t
X,N+
, R) and γi :
(−∞, 0]→
◦
B(V λn−λn , R) for i = 1, 2 satisfying
(i) ‖pλn−λn(r2(x1)− r2(x2))‖L2
k− 12
≤ ǫ
(ii) ‖prVX,n◦(L̂X+ĈX)(x1)‖L2k−1 ≤ ǫ, ‖prVN+,n◦(L̂X+ĈX)(x2)‖L2k−1,µ ≤
ǫ,
(iii) γi is approximated trajectory with γi(0) = p
λn
−λn
◦ r̂i(xi) for i = 1 and
2,
we have ‖x1‖L2k+1 ≤ R + 1, ‖x2‖L2k+1,µ+1 ≤ R + 1, ‖γi(t)‖L2k− 12
≤ R + 1 for
i = 1 and 2.
Proof. The proof is essentially identical with [32, Lemma 1]. 
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Then the restricting family on W n,t
X,N+
defines a homotopy between (52)
and (58) This completes the proof of the gluing theorem.
At the end of this subsection, we see the following corollary of Theo-
rem 1.2.
Corollary 4.18. Let Y be a rational homology 3-sphere equipped with a
contact structure ξ. If ξ has a symplectic filling with b1 = 0, then (3) has
a non-equivariant stable homotopy right inverse. In particular, (3) is not
stably null-homotopic. Moreover, a right inverse is given by the relative
Bauer-Furuta invariant for the filling.
Proof. Let (X,ω) be such a symplectic filling of (Y, ξ). We see the following
maps:
Sm+2n+
c21(sX )−σ(X)
4
Ψ(X,sX)−−−−−→ Σm+b+(X)+2nSWF (Y )
Ψ(Y,ξ)∧id
y
Σ
1
2
−d3(−Y,ξ)SWF (−Y ) ∧ Σm+b+(X)+2nSWF (Y )∥∥∥
Σ
1
2
−d3(−Y,ξ)+m+b+(X)+2nSWF (−Y ) ∧ SWF (Y )
id∧η
y
S
1
2
−d3(−Y,ξ)+m+b+(X)+2n
.
(59)
The gluing theorem implies that (id∧η)◦(Ψ(Y, ξ)∧id)◦Ψ(X,sX ) and Ψ(X,sω ,ξ)
are stably homotopic. Since (X,ω) is a symplectic filling, Ψ(X,sω ,ξ) is a
homotopy equivalence. Note that by the definition of d3(Y, ξ), we can see
m+ 2n+
c21(sX)− σ(X)
4
=
1
2
− d3(−Y, ξ) +m+ b+(X) + 2n.
So the dimension of the spheres of the domain and the codomain are equal.
This implies the conclusion.

Remark 4.19. Corollary 4.18 implies that, under the same assumption as
Corollary 4.18, the dual map
̂
Ψ(Y, ξ) : Σ−
1
2
−d3(Y )SWF (Y, s)→ S0
has a non-equivariant stable homotopy left inverse.
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4.5. Calculations via gluing theorem. In this subsection, we give several
calculations of SWF homotopy contact invariants by the use of the gluing
theorem.
Example 4.20. We consider the standard contact structure ξstd on S
3. Our
invariant lies in
Ψ(S3, ξ−1) ∈ πS0 ∼= Z.
Since (S3, ξstd) has a standard symplectic filling (D
4, ωstd), we have
η◦(Ψ(D4, sωstd) : S0 → S0)∧(Ψ(S3, ξ−1) : S0 → S0) = Ψ(D4, sωstd , ξstd) : S0 → S0.
Since Ψ(D4, sωstd , ξstd) : S
0 → S0 is a ±1 map by [14], we conclude that
Ψ(S3, ξ−1) ∈ πS0 ∼= Z.
is a generator.
We also give several calculations of our invariants for Σ(2, 3, r). The
following calculations of Seiberg-Witten Floer homotopy types were given
in [31], [33] using the result of [36]. The d3-invariants can be computed from
the results [39], [11] and [47]. Here we use a relation between the Q-grading
of Heegaard Floer homology and d3 given in [41, Proposition 4.6].
SWF (Y, s) non-equivariant d3(Y ) Σ
−
1
2
−d3(Y )SWF (Y, s)
Σ(2, 3, 12n + 5) Σ
1
2
H
(S0 ∨ ∨nΣ
−1G+) S
2 ∨ ∨2n(S
2 ∨ S1) 3
2
S0 ∨ ∨2n(S
0 ∨ S−1)
Σ(2, 3, 12n − 1) G˜ ∨ ∨n−1ΣG+ S
2 ∨ ∨2n−1(S
2 ∨ S1) 3
2
S0 ∨ ∨2n−1(S
0 ∨ S−1)
Σ(2, 3, 12n − 5) Σ
−
1
2
H
(G˜ ∨ ∨n−1ΣG+) S
0 ∨ ∨2n(S
0 ∨ S−1) − 1
2
S0 ∨ ∨2n(S
0 ∨ S−1)
Σ(2, 3, 12n + 1) S0 ∨ ∨nΣ
−1G+ S
0 ∨ ∨2n(S
0 ∨ S−1) − 1
2
S0 ∨ ∨2n(S
0 ∨ S−1)
−Σ(2, 3, 12n + 5) Σ
−
1
2
H
(S0 ∨ ∨nG+) S
−2 ∨ ∨2n(S
−2 ∨ S−1) − 3
2
S−1 ∨ ∨2n(S
0 ∨ S−1)
−Σ(2, 3, 12n − 1) Σ−H(T˜ ∨ ∨n−1Σ
2G+) S
−2 ∨ ∨2n−1(S
−2 ∨ S−1) − 3
2
S−1 ∨ ∨2n−1(S
0 ∨ S−1)
−Σ(2, 3, 12n − 5) Σ
−
1
2
H
(T˜ ∨ ∨n−1Σ
2G+) S
0 ∨ ∨2n(S
0 ∨ S1) 1
2
S−1 ∨ ∨2n(S
0 ∨ S−1)
−Σ(2, 3, 12n + 1) S0 ∨ ∨nG+ S
0 ∨ ∨2n(S
0 ∨ S1) 1
2
S−1 ∨ ∨2n(S
0 ∨ S−1)
Here G+ , G˜ and T˜ are the same notation given in [33]. We remark that
the value of d3 in the table is only for contact structures which can have a
symplectic filling.
Example 4.21. For example, we can detect the dual of our invariant for the
fillable contact structure ξstd on Y = Σ(2, 3, 5) as a homotopy equivalence
̂
Ψ(Y, ξ) : Σ−
1
2
−d3(Y )SWF (Y, s) = S0 → S0,
where
̂
Ψ(Y, ξ) is the dual map of Ψ(Y, ξ) introduced in the end of Subsec-
tion 3.6. Moreover, we can similarly determine our invariant for a fillable
contact structure of −Σ(2, 3, 11).
5. Applications to symplectic fillings
In this section, by the use of the gluing theorem and K or KO theory, we
give several constraints of spin symplectic fillings.
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5.1. Equivariant KO theory. In this subsection, we will use KO theory,.
5.1.1. Proof of Theorem 1.4. We focus on the proof of Theorem 1.4. We
write G = Pin(2) in this section. The following periodicity is known:
Lemma 5.1. [25, Section 2.2]Let k and l be non-negative integers. Then
we have isomorphisms
K˜OG((R˜
k⊕Hl)+) ∼= K˜OG((R˜k+8⊕Hl)+) ∼= K˜OG((R˜k+4⊕Hl+1)+) ∼= K˜OG((R˜k⊕Hl+2)+).
Let (Y, s) be a spin rational homology 3-sphere. We consider an equiva-
lence relation ∼KO on
Z×
{
l ∈ 1
16
Z
∣∣∣∣l + σ(X)16 ∈ Z
}
by the following way;
• (k, l) ∼KO (k + 8, l),
• (k, l) ∼KO (k + 4, l + 1), and
• (k, l) ∼KO (k, l + 2),
where σ(X, sX ) is the signature of a spin bounding of (Y, s). The notion
JKO(Y, s) denotes the quotient set Z ×
{
l ∈ 116Z
∣∣∣l + σ(X)16 ∈ Z} divided by
∼KO. We consider representatives of JKO(Y, s) as{
[(0, l0)], [(1, l1)], [(2, l2)], [(3, l3)]
∣∣∣∣li ∈ {0, 116 , · · · , 3116
}
, li +
σ(X)
16
∈ Z
}
.
Definition 5.2. For a rational homology 3-sphere Y with a spin structure
s and (m,n) ∈ JKO with n+ σ(W )16 ∈ Z, we have two groups
KOM−m,−nG (Y, s) := K˜OG(Σ
mR˜⊕nHSWF (Y, s))
and its reducible part
KOM
−m
G (Y, s) := K˜OG((Σ
mR˜SWF (Y, s))S
1
).
We call KOM−m,−nG (Y, s) by Seiberg-Witten Floer KO-homology.
We associate a homomorphism
i∗m,n : KOM
−m,−n
G (−Y, sξ)→ KOM
−m
G (−Y, sξ)
and
ϕm : KOM
−m
G (−Y, sξ)→ Z
where i is the inclusion map (ΣmR˜SWF (−Y ))S1 → ΣmR˜⊕nHSWF (−Y ) and
the map ϕm is introduced by Jianfeng Lin [25, Definition 5.1].
In this section, we prove the following theorem stated in the introduction:
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Theorem 5.3. Let (Y, s) be a spin rational homology 3-sphere and (m,n)
be a representative of an element in JKO(Y, s). When
−d3(Y, ξ)− 1
2
+m+ 4n ≡ 0, 4 mod 8,
suppose also that the following induced map from ϕm ◦ i∗m,n
(KOM−m,−nG (−Y, sξ)/Torsion)⊗ Z2 → Z2
is injective. When
−d3(Y, ξ)− 1
2
+m+ 4n ≡ 1, 2 mod 8,
suppose also that the following induced map from ϕm ◦ i∗m,n
KOM−m,−nG (−Y, sξ)⊗ Z2 → Z2
is injective.
Then any symplectic filling (X,ω) of (Y, ξ) satisfying sω is spin and
b1(X) = 0 satisfies
b+(X) ≤ e(m),
where
e(m) =

0 m ≡ 0, 1, 2, 4 mod 8
1 m ≡ 3, 7 mod 8
2 m ≡ 6 mod 8
3 m ≡ 5 mod 8.
In particular,
b+(X) ≤ 3.
Proof. Note that for any spin filling (X,ω) with b1(X) = 0,
b+(X) +m+
σ(X)
4
+ 4n = −d3(Y, ξ)− 1
2
+m+ 4n
by the definition of d3. Let m be a sufficiently large integer and n be a
sufficiently large rational number such that σ(X)16 + n is an interger. Denote
by X† the ” upside-down” cobordism −Y → ∅ obtained from X, which is
the same as X as an oriented manifold (not orientation reversed one), and
consider its relative Bauer-Furuta invariant
Ψ(X†, sω) : Σ
R˜m⊕HnSWF (−Y, sξ)→ (R˜b+(X)+m ⊕H
σ(X)
16
+n)+.
We denote our contact invariant by
Ψ(Y, ξ) : (Rb
+(X)+m+
σ(X)
4
+4n)+ → ΣR˜m⊕HnSWF (−Y, sξ),
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which is a nonequivariant map. Consider the following commutative dia-
gram:
K˜O((Rb
+(X)+m+σ(X)
4
+4n)+)
Ψ(Y,ξ)∗
x
K˜O((R˜b
+(X)+m ⊕Hσ(X)16 +n)+) Ψ(X†,sω)
∗
−−−−−−→ K˜O(ΣR˜m⊕HnSWF (−Y, sξ))
r′
x rx
K˜OG((R˜
b+(X)+m ⊕Hσ(X)16 +n)+) Ψ(X†,sω)
∗
−−−−−−→ K˜OG(ΣR˜m⊕HnSWF (−Y, sξ))y i∗m,ny
K˜OG((R˜
b+(X)+m)+)
(Ψ(X†,sω)
S1)∗−−−−−−−−−→ K˜OG((R˜m)+)
ϕb+(X)+m
y ϕmy
Z
2
(αm+1+···+αm+b+(X)
)
−−−−−−−−−−−−−−→ Z
,
(60)
where r and r′ are the forgetful maps, ϕk is defined in [25, Definition 5.1]
and
αi =
{
1 i ≡ 1, 2, 3, 5 mod 8
0 otherwise
as in [25, Definition 5.2].
When
b+(X) +m+
σ(X)
4
+ 4n = −d3(Y, ξ)− 1
2
+m+ 4n ≡ 0, 1, 2, 4 mod 8,
the forgetful map
r′ : K˜OG((R˜
b+(X)+m ⊕Hσ(X)16 +n)+)→ K˜O((R˜b+(X)+m ⊕Hσ(X)16 +n)+)
can be regarded as
K˜OG(S
0)→ K˜O(S0) ∼= Z when− d3(Y, ξ)− 1
2
+m+ 4n ≡ 0 mod 8,
K˜OG(R˜
+)→ K˜O(R˜+) ∼= Z/2 when− d3(Y, ξ)− 1
2
+m+ 4n ≡ 1 mod 8,
K˜OG(R˜
2+)→ K˜O(R˜2+) ∼= Z/2 when− d3(Y, ξ)− 1
2
+m+ 4n ≡ 2 mod 8,
K˜OG(R˜
4+)→ K˜O(R˜4+) ∼= Z when− d3(Y, ξ)− 1
2
+m+ 4n ≡ 4 mod 8,
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respectively via Bott periodicity
K˜OG((R˜
k⊕Hl)+) ∼= K˜OG((R˜k+8⊕Hl)+) ∼= K˜OG((R˜k+4⊕Hl+1)+) ∼= K˜OG((R˜k⊕Hl+2)+).
For k ≡ 0, 1, 2, 4 mod 8, fix a generator ek ∈ K˜OG(R˜k+) as follows:
• In the case k ≡ 0 mod 8, e0 corresponds to 1 ∈ RO(G) ∼= K˜OG(R˜+).
• In the case k ≡ 1 mod 8, K˜OG(R˜+) ∼= Z and e1 be either of the
generators.
• In the case k ≡ 2 mod 8, K˜OG(R˜2+) ∼= Z ⊕ ⊕m≥0Z/2 and the gen-
erators are η(D)2 and γ(D)2Amc, where the notation is explained in
[43, Proposition 5.5]. The element e3 is the generator corresponding
to η(D)2.
• In the case k ≡ 4 mod 8, K˜OG(R˜2+) is freely generated by λ(D),Dλ(D), Anλ(D)
and Amc, where the notation is explained in [43, Proposition 5.5].
The element e4 is the generator corresponding to λ(D).
For the above description of K˜OG(R˜
k+), see [43, Proposition 5.5] and [25,
Theorem 2.13] ). We can check that the image of ek under the restriction
map is a generator of K˜O(R˜k+). Set
x := Ψ(X†, sω)
∗ek ∈ K˜OG(ΣR˜m⊕HnSWF (−Y, sξ)).
Our gluing theorem 4.1 implies the composition
(Rb
+(X)+m+σ(X)
4
+4n)+
Ψ(Y,ξ)−−−−→ ΣR˜m⊕HnSWF (−Y, sξ)
Ψ(X†,sω)−−−−−−→ (R˜b+(X)+m ⊕Hσ(X)16 +n)+
is homotopic to the Bauer-Furuta version of Kronheimer-Mrowka’s invariaint
of (X, sω). The fact that the mapping degree of Bauer-Furuta version of
Kronheimer-Mrowka’s invariaint equals Kronheimer-Mrowka’s invariant up
to sign and the non-vainishing theorem of Kronheimer-Mrowka’s invariant
for weak symplectic filling (Theorem1.1 in [20]) imply that this map is a
homotopy equivalence. Thus, the composition
K˜O((R˜b
+(X)+m ⊕Hσ(X)16 +n)+) Ψ(X†,sω)
∗
−−−−−−→
K˜O(ΣR˜
m⊕HnSWF (−Y, sξ)) Ψ(Y,ξ)
∗
−−−−−→ K˜O((Rb+(X)+m+σ(X)4 +4n)+)
is an isomorphism, so the image of r′(ek) under this map is
±1 ∈ K˜O((Rb+(X)+m+σ(X)4 +4n)+) ∼= Z or Z/2.
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(i) When
b+(X) +m+
σ(X)
4
+ 4n = −d3(Y, ξ) − 1
2
+m+ 4n ≡ 0, 4 mod 8,
commutativity of the diagram implies that
x 6= 0 ∈ K˜OG(ΣR˜m⊕HnSWF (−Y, sξ))/Torsion)⊗ Z/2.
Indeed, if x were written as x = 2x′ + (torsion) for some x′ ∈
K˜OG(Σ
R˜m⊕HnSWF (−Y, sξ)),
±1 = Ψ(Y, ξ)∗ ◦ r(x) = 2Ψ(Y, ξ)∗ ◦ r(x′) ∈ K˜O((Rb+(X)+m+σ(X)4 +4n)+) ∼= Z,
which is a contradiction.
(ii) When
b+(X) +m+
σ(X)
4
+ 4n = −d3(Y, ξ) − 1
2
+m+ 4n ≡ 1, 2 mod 8,
commutativity of the diagram implies that
x 6= 0 ∈ K˜O(ΣR˜m⊕HnSWF (−Y, sξ))⊗ Z/2.
Indeed, if x were written as x = 2x′ for some x′ ∈ K˜OG(ΣR˜m⊕HnSWF (−Y, sξ)),
±1 = Ψ(Y, ξ)∗◦r(x) = 2Ψ(Y, ξ)∗◦r(x′) = 0 ∈ K˜O((Rb+(X)+m+σ(X)4 +4n)+) ∼= Z/2,
which is a contradiction.
The hypothesis of the theorem implies that ϕm ◦ i∗m,n(x) ∈ Z is not even.
Now, suppose to the contrary that b+(X) > e(m). Since
e(m) = min{b ∈ Z≥1|αm+1 + · · · + αm+b ≥ 1} − 1,
we have
αm+1 + · · ·+ αm+b+(X) ≥ 1.
and thus 2(αm+1+···+αm+b+(X)) is even. Commutativity of the lower part of the
diagram implies ϕm ◦ i∗m,n(x) is even, contradicting the above argument. 
64 NOBUO IIDA AND MASAKI TANIGUCHI
5.1.2. Examples. The following result is contained in the argument of [23],
but we give an alternative proof using the above result.
Proposition 5.4. Let (X,ω) be a symplectic filling of some contact struc-
ture of −Σ(2, 3, 11) such that sω is spin and b1(X) = 0. Then b+(X) = 1.
Proof. In [11], it is showed that every tight (in particular fillable) contact
structure ξ on −Σ(2, 3, 11) have
d3(−Σ(2, 3, 11), ξ) = −3
2
.
Since
d3(−Σ(2, 3, 11), ξ) = −σ(X)
4
− b+(X)− 1
2
and Rokhlin invariant of −Σ(2, 3, 11) is zero,
b+(X) = −σ(X)
4
+ 1
must be odd. Thus, it is enough to show b+(X) ≤ 1. Manolescu showed in
[32] and [33] that
SWF (Σ(2, 3, 11)) = G˜,
i.e. the unreduced suspension of Pin(2). Take sufficiently large m ≡
−1 mod 8, n ≡ 0 mod 2, so that
−d3(−Σ(2, 3, 11), ξ) − 1
2
+m+ 4n ≡ 0 mod 8
holds. As in section 8.1 in [25], the exact sequence for pair for (ΣR˜
m
G˜, (ΣR˜
m
G˜)S
1
)
yields
· · · → K˜OG((R˜m+1)+) A−→ K˜O(Sm+1)
→ K˜OG(ΣR˜mG˜)→ K˜OG((R˜m)+)→ K˜O(Sm)→ · · · .
Here the map A can be regarded as the augmentation map RO(G) → Z,
which is surjective. Note also that K˜OG((R˜
m)+) = 0 for m ≡ −1 mod 8.
Thus the exact sequence implies that K˜OG(Σ
R˜mG˜)→ K˜OG((R˜m)+) is iso-
morphism and so is i∗m,n. Since the map
ϕm : K˜OG((R˜
m)+)→ Z
is given by projection of Z summand under the isomorphism
K˜OG((R˜
m)+) ∼= Z⊕⊕n≥1Z/2
as described in Theorem 2.13, Definition 5.1 in [25], the hypothesis of the
theorem is satisfied and we can conclude b+(X) ≤ 1. 
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5.2. Equivariant K theory. In this section, we use K-theory to obtain
some topological constraint. Let (Y, ξ) be a contact rational homology 3-
sphere such that the induced spinc structure sξ of ξ is spin.
Definition 5.5. We define a K-theoretic contact invariant
K(Y, ξ) ∈ K˜(Σ 12−d3(−Y,ξ)SWF (−Y, sξ))/{±1}.
In order to obtain such an inequality, we introduce a notion of KPin(2)-
theoretic admissibility.
Definition 5.6. We call a contact rational homology 3-sphere (Y, ξ) by
KPin(2)-theoretic admissible if the image of the forgetful map
K˜Pin(2)((Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))→ K˜((Σ
1
2
−d3(−Y,ξ)SWF (−Y, sξ))
contains K(Y, ξ).
Moreover, we introduce an invariant κ(Y, s) which is a variant of Manolescu’s
κ(Y, s)([33]) for a spin rational homology 3-sphere.
Definition 5.7. We consider the restriction map
ϕ : K˜Pin(2)(Σ
mC˜⊕nHSWF (Y ))→ K˜Pin(2)((C˜m)+).
By the use of ϕ, we define
κ(Y, s) :=
mina∈Imϕ⊂K˜Pin(2)((C˜m)+)∼=R(Pin(2))
max{s ∈ Z≥0|wa = 2srw ∃r ∈ Z} − n
2
.
This depends only on (Y, s) by standard arguments.
The following proposition provides fundamental properties of the invari-
ant κ(Y, s).
Proposition 5.8. The following properties hold.
(i) Suppose there is a negative definite spin cobordism W from a spin ra-
tional homology 3-sphere (Y, s) to a spin rational homology 3-sphere
(Y ′, s′). Then we have
κ(Y ′, s′) ≤ κ(Y, s) + b2(W )
8
In particular, for homology 3-spheres, κ is a homology cobordism
invariant.
(ii) For any spin rational homology 3-sphere (Y, s),
κ(Y, s) ≤ κ(Y, s).
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(iii) If a spin rational homology 3-sphere (Y, s) is Floer KPin(2)-split in
the sense of [33], then
κ(Y, s) = κ(Y, s).
Proof. (i) This is the same as Theorem 1.1(ii) of [33]. The relative Bauer-
Furuta invariant of W can be written
f : ΣmC˜⊕(n−
σ(W )
16
)HSWF (Y, s)→ ΣmC˜⊕nHSWF (Y ′, s′)
for m,n sufficiently large with n+ σ(X
′)
16 ∈ Z for some spin bound X ′ of Y ′.
This induces the following commutative diagram:
K˜Pin(2)(Σ
mC˜⊕nHSWF (Y ′, s′))
f∗−−−−→ K˜Pin(2)(Σ(C˜m⊕H
n+
b2(W )
16 )SWF (Y, s))
ϕ′
y ϕy
K˜Pin(2)((C˜
m)+)
(fS
1
)∗−−−−→
∼=
K˜Pin(2)((C˜
m)+)
Thus, we have
Imϕ′ ⊂ Imϕ ⊂ R(Pin(2))
and this implies
min
a∈Imϕ
max{s ∈ Z≥0|wa = 2srw ∃r ∈ Z}
≤ min
a∈Imϕ′
max{s ∈ Z≥0|wa = 2srw ∃r ∈ Z}.
The left hand side is equal to
2κ(Y, s) + n+
b2(W )
16
and the right hand side is equal to
2κ(Y ′, s′) + n
by definition of κ, so we obtain the desired inequality.
(ii)The definition of Manolescu’s κ can be rewritten as
κ(Y, s) =
min{s ∈ Z≥0|wa = 2sw ∃a ∈ Imϕ ⊂ K˜Pin(2)((C˜m)+} − n
2
.
Obviously, if there exists a ∈ Imϕ such that wa = 2sw,
min
a∈Imϕ
max{s ∈ Z≥0|wa = 2srw ∃r ∈ Z} ≤ s
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holds. Thus we obtain
min
a∈Imϕ
max{s ∈ Z≥0|wa = 2srw ∃r ∈ Z}
≤ min{s ∈ Z≥0|wa = 2sw ∃a ∈ Imϕ ⊂ K˜Pin(2)((C˜m)+},
which immediately implies the desired inequality.
(iii) By the definition of Floer KPin(2)-split, Imϕ ⊂ K˜Pin(2)((C˜m)+) is
equal to
〈zn+2κ(Y,s)〉 ⊂ R(Pin(2))
Thus
min
a∈Imϕ
max{s ∈ Z≥0|wa = 2srw ∃r ∈ Z}
and
min{s ∈ Z≥0|wa = 2sw ∃a ∈ Imϕ ⊂ K˜Pin(2)((C˜m)+}
are both equal to n+ 2κ(Y, s). This completes the proof. 
Now, we state the main result in this subsection:
Theorem 5.9. Let (Y, ξ) be a contact 3-manifold such that ξ is a KPin(2)-
theoretic admissible. Suppose we also have a weak symplectic filling (X,ω)
of (Y, ξ) with b1(X) = 0, whose associated spin
c structure sω is spin. If
b+(X) is even, then
κ(Y, sξ) +
σ(X)
8
+ b+(X) ≤ 0.(61)
Remark 5.10. The authors regard this result as the ”opposite direction” of
Manolescu’s relative 10/8 inequality in the case of spin symplectic fillings.
Note that there is a fact which can be regarded as the ”opposite direction”
of Frøyshov’s inequality([9]), which is a generalization of Donaldson’s diag-
onalization theorem to negative definite 4-manifolds with boundary. That
is, for a symplectic filling (X,ω) with b1(X) = 0 of a L-space with contact
structure (Y, ξ), we have
c21(sω) + b2(X)
8
= δ(Y, sξ).(62)
where δ(Y, sξ) is the Froyshov invariant, normalized so that δ(Σ(2, 3, 5)) = 1.
(Note that in this case b+(X) = 0 automatically holds by the result of [40],
[8].) This follows from the fact that Kronheimer-Mrowka-Ozsva´th-Szabo´’ s
contact invariant ψ(Y, ξ) is contained in the kernel of the U -map and non-
zero for strongly fillable contact structure, so it belongs to the bottom of
the U -tower.
First, we prove the non-vanishing theorem of the Bauer-Furuta invariant.
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Theorem 5.11. Let Y be a rational homology 3-sphere with a contact struc-
ture ξ and (X,ω) a symplectic filling with b1(X) = 0. Then the relative
Bauer-Furuta invariant of (X, sX)
Ψ(X,sX ) : (R
m ⊕ Cn+
c21(sX )−σ(X)
8 )+ → ΣRm+b
+(X)⊕CnSWF (Y, s)
induces a surjection
Ψ∗(X,sX) : K˜(Σ
Rm+b
+(X)⊕CnSWF (Y, s))→ K˜((Rm ⊕ Cn+
c21(sX)−σ(X)
8 )+)
Proof. This follows immediately from Corollary 4.18. 
The next lemma is a key lemma of our proof of Theorem 5.9.
Lemma 5.12. Let (Y, s) be a rational homology 3-sphere with a spin struc-
ture. Suppose that (Y, s) bounds a spin compact 4-manifold (X, sX ) with
b1(X) = 0. Suppose that b
+(X) is even and
κ(Y, s) +
σ(X)
8
+ b+(X) > 0.
Let (m,n) be an element in Z × Q such that n − 116σ(X) ∈ Z. Then the
image of the forgetful map
K˜Pin(2)(Σ
mC˜⊕nHSWF (Y ))→ K˜((C˜m− b
+(X)
2 ⊕Hn−σ(X)16 )+) ∼= Z
induced by Bauer-Furuta invariant of (X, sX)
Ψ(X,sX) : (C˜
m−
b+(X)
2 ⊕Hn−σ(X)16 )+ → ΣmC˜⊕nHSWF (Y )
is contained in 2Z.
Proof. We consider the following diagram.
K˜(ΣmC˜⊕nHSWF (Y ))
Ψ∗forget−−−−−→ K˜((C˜m− b
+(X)
2 ⊕Hn−σ(X)16 )+)x ψx
K˜Pin(2)(Σ
mC˜⊕nHSWF (Y ))
Ψ∗−−−−→ K˜Pin(2)((C˜m−
b+(X)
2 ⊕Hn−σ(X)16 )+)
ϕ
y zn−σ(X)16 y
K˜Pin(2)((C˜
m)+) K˜Pin(2)((C˜
m−
b+(X)
2 )+)
wm
y wm− b+(X)
2
y
K˜Pin(2)(S
0)
(ΨPin(2))∗=id−−−−−−−−−→ K˜Pin(2)(S0)
(63)
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A part of this diagram has been appeared in the proof of Lemma 3.10 of
[33]. The lowest column is the Pin(2)-invariant part and the third column
is the S1-invariant part. We fix x ∈ K˜Pin(2)(ΣmC˜⊕nHSWF (Y )) and put
f(w, z) = Φ(x) ∈ R(Pin(2)) ∼= K˜Pin(2)((C˜m−
b+(X)
2 ⊕Hn−σ(X)16 )+).
Note that ψ(f(w, z)) = f(0, 0). We want to prove that f(0, 0) is even.
Since (63) is commutative, we have
wm−
b+(X)
2 zn−
σ(X)
16 f(w, z) = wmϕ(x).
By the definition of κ(Y, s),
wϕ(x) = 2n+
κ(Y,s)
2
+urw
for some non-negative integer u and r ∈ Z. Note that we have zw = 2w and
w2 = 2w. As a summary, we obtain
2m−
b+(X)
2
+n−σ(X)
16 w(f(0, 0) + r′) = 2m+n+
κ(Y,s)
2
+urw,(64)
where r′ is an even integer. The assumption κ(Y, s) + σ(X)8 + b
+(X) > 0
implies f(0, 0) is even.

Now we give a proof of Theorem 5.9.
Proof of Theorem 5.9 . We combine Theorem 5.11 and Lemma 5.12 and ob-
tain the conclusion. 
Example 5.13. For a rational homology 3-sphere with a positive scalar cur-
vature metric and any spin symplectic filling (X,ω) of Y , the assumption of
Theorem 5.9 is satisfied, and in this case we have the equality
0 = δ(Y, sξ) +
−b2(X)
8
+ 0 = κ(Y, sξ) +
σ(X)
8
+ b+(X).
Unfortunately this is a special case of (62). Moreover, F.Lin and Lipnowski
([24]) proved that, for several hyperbolic 3-manifolds, there is no irreducible
solutions to the 3-dimensional Seiberg-Witten equations. Their examples
also can be treated as examples of Theorem 5.9.
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5.3. Extension problem of positive scalar curvature. In this subsec-
tion, we prove the following theorem appeared as Theorem 1.6 in the intro-
duction.
Theorem 5.14. Let Y be a rational homology 3-sphere with a positive scalar
curvature and X be an oriented symplectic filling of Y . Suppose W is a
closed symplectic 4-manifold with b+(W ) ≡ 3mod 4 and b1(W ) = 0. Then
the interior connected sums
W#X and W#W#X
do not admit a positive scalar curvature which is product near the boundary.
First, we detect our invariant for the fillable contact structure (Y, ξ) when
Y admits a positive scalar curvature.
Lemma 5.15. Let Y be a rational homology 3-sphere with a positive scalar
curvature gY and a fillable contact structure ξ. Then Σ
( 1
2
−d3(−Y,ξ))RSWF (−Y, sξ)
is stably homotopy equivalent to S0 and
Ψ(Y, ξ) : S0 → S0
is induced by ±1 : S0 → S0. Moreover, for a symplectic filling (X,ω) of
(Y, ξ), the non-equivariant relative Bauer-Furuta invariant of (X, sω)
Ψ(X, sω) : S
0 → S0
is also induced by ±1 : S0 → S0.
Proof. When Y admits a positive scalar curvature, its Floer homotopy type
is given by
SWF (Y, sξ) = S
h
for a rational number h. Since (Y, ξ) has a symplectic filling (X,ω), the
gluing result implies that
η◦((Ψ(X, sω) : S0 → Σ(b+(X)−
c21(X)−σ(X)
4
)RSh)∧(Ψ(Y, ξ) : S0 → Σ 12−d3(−Y,ξ)S−h))
= (Ψ(X, sω , ξ) : S
0 → S0),
which is a homotopy equivalence. This implies
Σ(b
+(X)−
c21(X)−σ(X)
4
)RSh = Σ
1
2
−d3(−Y,ξ)S−h = S0.
Moreover, we have the conclusion since Ψ(X, sω , ξ) : S
0 → S0 is induced by
±1 : S0 → S0. 
Next, we see that Bauer-Furuta invariants vanish when a 4-manifold with
boundary admits a positive scalar curvature.
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Lemma 5.16. Let Y be a spinc-rational homology 3-sphere with a positive
scalar curvature metric gY and X a spin
c bounding of Y with b+(X) > 0.
Suppose X admits a positive scalar curvature metric as an extension of
dt2 + gY near the boundary, where t is a normal coordinate near ∂X. Then
the non-equivariant relative Bauer-Furuta invariant of (X, sX )
Ψ(X, sX) : S
0 → Σ(b+(X)−
c21(X)−σ(X)
4
)RSWF (Y, sY )
is null homotopic.
Proof. In order to prove this lemma, we return to the construction of the
Bauer-Furuta invariant. The stable homotopy class of Ψ(X, sX ) is repre-
sented by
FX,n : B(UX,n, R)/S(UX,n, R)→ (B(VX,n, ǫn)/S(VX,n, ǫn)) ∧ (Nn1 /Ln1 ).
By Pontrjagin construction, it is sufficient to prove that F−1X,n(∗) is the
empty-set for a sufficiently large n. We take a reference spinc-connection
B0 on Y as the unique reducible critical point of the flow. Then the critical
point of the approximated flow on V λn−λn(Y, s) contains 0 as an isolated crit-
ical point. Since the restriction of the flow on V λn−λn(Y, s)
S1 = V λn−λn(R) is a
liner flow, we can take a sequence of elements {pn} satisfying the following
conditions;
• pn ∈ V λn−λn(R),
• pn lies in the positive eigenspaces of l, and
• pn converges a point p∞, which satisfies p∞ lies in the positive
eigenspaces of l.
Then we consider
yn(t) := t · pn t ≥ 0.
Then
F−1X,n(0, yn) 6= ∅.
Then we take a sequence of elements wn ∈ F−1X,n(0, yn). Then by [15], one can
assume that wn converge to a solution w∞ to the Seiberg-Witten equation
on X and yn(t) also converge to a solution y∞(t) to the Seiberg-Witten
equation on [0,∞) × Y such that
w∞|∂X = y∞(0).
By the construction, y∞(∞) coincides with the unique critical point. We
put z := w∞#y∞ as a solution of the perturbed Seiberg-Witten equation
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on X ∪Y [0,∞) × Y . Since X admits a positive scalar curvature metric,
the standard argument implies that z is reducible. Now, by perturbing the
Seiberg-Witten equation on X ∪Y [0,∞)× Y inside X, we can assume that
there is no reducible solution since b+(X) > 0. This gives a contradiction.

Now we give a proof of Theorem 5.14.
Proof of Theorem 5.14. It is proved in [3, Proposition 4.4], for a closed sym-
plectic 4-manifold W with b+(W ) ≡ 3mod 4 and b1(W ) = 0, its Bauer-
Furuta invariant coincides with the generator of πS1
∼= Z2, which is repre-
sented by the Hopf map. On the other hand, for a symplectic filling (X,ω)
of (Y, ξ), we have
Ψ(X, sω) : S
0 → S0
is ±1. The gluing result proved in [32] implies that
Ψ(W#X, sωW#sω) = (±1 : S0 → S0) ∧ (Hopf fibration) = 1 ∈ πS1 ∼= Z2.
Then Lemma 5.16 implies the conclusion for W#X. For the statement of
W#W#X, the proof is similar. We omit the proof.

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