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OPPORTUNITIES AND LIMITATIONS OF BUILDING 
PRECOOLING 
Kevin R. Keeney and James E. Braun Ph.D 
Ray W. Herrick Laboratories, Purdue University 
West Lafayette, IN 47907-1077, USA. 
ABSTRACT 
Conventional building cooling strategies largely ignore the thermal capacitance of the structure. 
Previous simulations and experiments have shown that significant operating savings can be realized 
when control strategies are used that precool the mass of the building. These savings result from 
lower utility rates and improved equipment performance at night. 
A detailed simulation tool has been developed to study building precooling. The program can 
examine the effects of building construction, weather, load profile, utility rates, cooling equipment, 
and control method on the daily cooling costs. Occupant comfort was also calculated and constrained 
during the occupied period. 
Numerical optimization was used to find the control strategy that minimized daily cooling costs. 
Simplifications were made to the optimal control problem which significantly reduce the dimension-
ality. The effect of these simplifications on daily cooling cost is demonstrated over a range of cooling 
plants and weather data. These simplifications could form the basis of an online adaptive control 
strategy. 
The simplifications also enabled plots of the daily cooling cost as a function of precooling to be 
generated. These plots were used to show how building precooling is limited by economic or comfort 
considerations. 
INTRODUCTION 
The standard procedure for controlling zone setpoints in most commercial buildings is night setback temperature control. During the occupied period, the zone temperature is set to a constant value within the comfort range. When the building is unoccupied, the set point is raised to a value outside of the comfort range. Night setback temperature control minimizes the zone cooling requirement, but that does not always translate to the lowest operating cost. 
Dynamic building control strategies make use of the building thermal storage by manipulating the cooling set points to reduce the operating costs. Studies have shown that utilizing thermal mass can yield savings of up to 50% on daily operating costs [Braun 1990]. These savings can be attributed to four effects. 
1. Reduced electrical energy costs due to time of day utility rates 
2. Improved equipment performance from more favorable ambient and part-load conditions 
3. Cooling from night ventilation 
4. Lower utility demand charges 
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Experimental studies have demonstrated the need for a precooling strategy tha
t is matched to the ap-
plication. In one test, precooling strategies applied to a commercial building in 
Florida showed no substantial 
peak reduction while actually increasing operating costs [Ruud, Mitchell & Klein 199
0]. Tests performed at the 
National Institute of Standards and Technology (NIST) building test facility also
 failed to demonstrate the po-
tential savings of dynamic building control [Conniff 1991]. It is important to empha
size that these tests did not 
use an optimal control strategy. When models of the NIST facility were used in 
conjunction with optimization 
routines, significant savings were demonstrated [Morris, Braun & Treado 1994]. 
SIMULATION TOOLS 
A detailed simulation tool was developed to study building precooling. The m
ulti-zone building energy 
analysis subroutine (Type 56) of the dynamic simulation program TRNSYS [K
lein et al. 1990] was chosen to 
model the building dynamics. The simulation tool can investigate various weathe
r, building, utility rate, cooling 
plant, and control strategy combinations. 
The type of cooling equipment plays a role in the effectiveness of precooling stra
tegies. Precooling shifts 
cooling load from the occupied day period to the night period. This can cause t
he plant to operate at a lower 
part load ratio and at different ambient conditions. To account for these effects, th
e cooling plants were modeled 
by operating curves which relate the overall plant coefficient of performance (CO
P) to the part load ratio and 
the ambient wet bulb temperature. These curves are based on empirical models 
developed by Braun [1988]. In 
the context of this paper, 'good' cooling plants have better performance (highe
r COP) as the part load ratio 
drops. 'Bad' plants show the opposite effect. The COP of a 'flat' plant is not dep
endent on the part load ratio. 
The cooling plant could operate in two modes. In ventilation mode outdoor air
 circulated by a variable speed 
fan was used to meet all of the cooling load. In mechanical mode a chiller is 
used to provide the necessary 
cooling. 
Another factor considered in the simulation was occupant comfort. A comfort in
dex was calculated from 
the correlations developed by Fanger [1970]. The Fanger comfort model used i
n this study models occupant 
comfort as a function of mean radiant and zone air temperatures. Comfort was c
onstrained during the occupied 
hours to an acceptable band as defined by ASHRAE [1989]. 
Weather data in the form of ambient temperatures and solar radiation values
 are also needed for the 
simulations. They were calculated using an algorithm developed by Erbs [1984] 
that generates a statistical 24 
hour temperature and solar profile from an input latitude, clearness index, ave
rage temperature, and time of 
year. 
Finally, a typical building zone was needed to serve as the first building type con
sidered under this study. 
We chose to use a model of the NIST facility modified to allow ambient coupling
 by the addition of an exterior 
wall and window. This model was chosen for two reasons. First, the facility was 
designed to represent a typical 
commercial office building zone. Second, the original TRNSYS building model w
as experimentally validated by 
Morris et al. [1994]. 
OPTIMAL CONTROL 
The optimal control strategy defines the building (or zone) cooling profile that m
inimizes the daily HVAC 
operating cost while maintaining a comfortable environment during the occupied
 period. The cost function for 
optimization is given in Equation 1. The operation of the cooling plant is expresse
d as either a temperature 
setpoint for the space or as a cooling load applied to the space. 
N 










Vector of input temperature setpoints 
Vector of input applied cooling 
Number of time steps in a 24 hour period 
Building or zone cooling load 
Cooling plant coefficient of performance 
Utility rate 
The optimization used the complex method which could tolerate the discontinuities in the cost function that resulted from the cooling plant shifting from ventilation cooling to mechanical cooling. Equation 1 was constrained such that the instantaneous cooling load never exceeded the plant design load and the occupant comfort index was maintained within acceptable limits during the occupied period. The cost function was evaluated by running the simulation until a steady periodic condition was achieved. The simulation was said to be steady periodic when the total daily cooling cooling requirement did not change from one simulation day to the next under identical daily weather and control inputs. This was done to eliminate the effects of initial conditions. 
OPTIMAL CONTROL SIMPLIFICATIONS 









Figure 1: Optimal control simplifications 
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Figure 2: Daily cooling cost under different control strategies with (a) 'good' cooling plant characteristics (b) 
'bad' cooling plant characteristics 
These rules also allow the zone air temperature setpoint to be raised to offset the lower radiant temperatures 
that result from precooling. The rules for a building that is not subject to a time of day (TOD) utility rate are: 
• When vent cooling is cost effective, maintain the space at the lower end of the comfort limit. 
• When mechanical cooling is required, maintain the space at the upper end of the comfort limit. 
When TOD utility rates are in effect, the goal is to delay the discharge of the mass until the peak utility 
period begins. To accomplish this, maintain the space at the lower end of the comfort limit until the start of 
the peak utility rate period, then apply the above rules. 
Performance Comparisons 
Figure 2 compares the performance of the simplified control to night setback and optimal control over 
a range of average outdoor temperatures. Results are given for both a constant day temperature control and 
comfort based rules control. The cost is expressed as the fraction of the cooling cost for night setback control 
calculated at the same ambient conditions. 
The curves show that higher fractional savings can be achieved with building precooling on cooler days. 
This is mainly due to the availability of relatively low cost ventilation cooling at night. It is important to note 
that the costs associated with both night setback and building precooling strategies increase as ambient temper-
ature increases. Comparing Figure 2(a) and Figure 2(b) shows that plants with better operating characteristics 
will realize more savings from load shifting. As load is shifted to the night period, the operating part load 
fraction lowers which results in more savings for the 'good' plant. 
Figure 2 also shows that the simplified method for estimating optimal control works well when the discharge 
rules are employed. However, simplified precooling with constant day temperature setpoints only results in about 
half of the savings compared to the optimal control. A significant portion of the savings is due to the use of 
comfort based discharge rules as opposed to a constant zone temperature daytime control. This demonstrates 




















Figure 3: Daily cooling cost as a function of simplified precooling for (a) 65°F average ambient temperature 
and (b) 80°F average ambient temperature 
Precooling Limitations 
To visualize the sensitivity and limits associated with precooling, the operating cost relative to night 
setback cost was plotted against the plant part load ratio during precooling (Ql/Qde•ign and Q2/Qae.ign). 
Figure 3 gives results for both a 65°F and 80°F average ambient temperature. The simulations used a 'fiat' 
cooling plant and a TOD utility rate multiplier of 1.20. In these plots, all precooling strategies that either 
violated comfort or resulted in a higher operating cost than night setback control were assigned a cost equal 
to night setback controL These values make up the fiat plateau area and represent undesirable precooling 
strategies. 
There are several interesting features associated with these plots. The first involves the transition to the 
undesirable operating region. The amount of precooling is limited by either occupant comfort or economics. 
In Figure 3( a) the sha:rp transition to the undesirable region is due to comfort constrained precooling. It may 
be economically sound to precool more, but doing so will cause comfort to be violated at the beginning of the 
occupied period. Comfort constrained conditions are more likely to occur on a cooler day. 
When precooling is economics constrained, the losses associated with the storage efficiency of the thermal 
mass outweigh the precooling benefits. Figure 3(b) shows the cost plot for a 80° F day. Here, the transition to 
the undesirable region is not as sharp as in the comfort constrained case. As more precooling is done, the daily 
cooling cost gradually increases until storage losses make the precooling strategy ineffective. 
The local minima are separated by ridges in the cost function that occur when the cooling plant shifts 
from ventilation cooling mode to mechanical cooling mode. The control surface around the local minima is 
relatively flat when the cooling is not comfort limited. An online strategy based on these simplifications would 
estimate the values of Ql and Q2 to minimize the daily cooling costs. The estimates could be based on adaptive 
building models which use forecasts of future cooling load or ambient conditions. The areas around the local 
minima give flexibility in an online strategy to account for modeling or forecasting errors. 
CONCLUSIONS 
Simplifications can be made to the problem of finding the optimal control strategy for a building which 
·utilizes the thermal mass of the structure. The simplifications presented here allows the cost function to be 
plotted as a function of the precooling strategy. These plots show that the amount of precooling is limited by 
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either economic or comfort considerations. 
An integral part of these simplifications is a set of discharge rules based on comfort. A low cost controller 
could easily be built that would factor a representative wall temperature and the zone air temperature into a 
simple comfort correlation. Further work is needed to study the effectiveness and actual comfort conditions 
provided by such a controller. 
The simplifications presented here could be used as the basis for an online adaptive control strategy. Using 
only two precooling variables significantly lowers the computational requirements for adaptive control. 
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