We studied the polarization dependence of the associative ionization (AI) process Na(3p)+Na(3p) Na] at collision velocities between 100 and 700 m/s (5 and 200 K), using linearly and circularly polarized light for the excitation. We found that the polarization dependence varies strongly in the collision velocity range under study. At the high end of our scale preparation of both collision partners in the I m~l = 1/2 substates yields the highest AI-rate, but at low velocities this ceases being so: the polarization dependence becomes less pronounced and at the low end of our scale the preparation Irnjll, tmj21 = 3/2, 1/2 is most effective. All cross sections increase strongly at lower velocities. Combined with previous work this maps the detailed polarization dependence from 100-2400 m/s (5-2500 K). From these total results it is concluded that at collision velocities > 500 m/s mainly one molecular potential curve leads to AI, but that this changes considerably at lower collision velocities. The findings are compared with recent theoretical results by GeRman, and we find large discrepancies.
Introduction
In the near past many experimental studies have been published concerning ionization and energy pooling processes of laser excited atoms in gases and vapour cells [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Usually, these experiments aimed to measure cross sections for the processes under study as accurately as possible [1, 3, 5, 6, 11] .
More recently, many of these and similar studies have been performed with atomic beams, a more sophisticated medium in the sense that it enables variations in collision velocity and/or atomic polarization [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . In fact, both parameters can be varied very accurately in a beam, thereby giving the possibility to study the process in great detail.
The most recent developments show a movement towards extremely low collision velocities ("cold" [23] or even "ultra-cold" [24, 25] collisions). However, (partly as an implication of the used cooling techniques) these experiments loose accuracy again in the selected collision velocity and/or prepared polarization.
In this paper, we report polarization dependence results for associative ionization (AI) in Na(3p)-Na(3p) collisions at collision velocities between 100 and 700 m/s (or energies between 0.6 and 30 meV, temperatures between 5 and 200 K). These experiments have been carried out in an atomic beam, under very accurately defined circumstances regarding laser and atomic polarization and collision velocity distribution. Therefore, they are directly comparable with the studies at collision velocities > 800 m/s we published before [21, 22] . Combining these results, we cover the whole velocity range between 100 and 2400 m/s (0.6 and 350 meV, 5 and 2500 K).
Experiment
The experiments presented here were part of an extensive study of the polarization and collision velocity dependence of AI in Na (3 p) + Na(3 p) collisions: Na(3 p 2P3/2, F = 3) + Na(3 p 2P3/2, F = 3) ~ Na~-+ e- (1) The experimental set-up is shown schematically in Fig. 1 . It is described in [22] , and in much detail in [26] . For clarity we give a short overview here. Atoms from two counterpropagating effusive Na beams were excited by laser light that intersected the Na beams at 87 ° and was then reflected into its own path.
By detuning the laser frequency, we could in this way excite narrow velocity "slices" out of the MaxwellBoltzmann distribution: from beam 2 by the direct, and from beam 1 by the reflected laser beam. By using shutters in the atomic and the laser beams we could discriminate between ions created in collisions between one atom from atomic beam 1 and the other from beam 2 ("head- A) The Maxwell-Bottzmann velocity distribution for Na, T= 575 K. Indicated are also the velocity distributions of the excited atoms in our configuration, dependent on the laser frequency detuning (0 MHz = resonance frequency of an atom at rest). B) The collision velocity distributions for the excited atoms as a function of laser frequency detuning (corresponding to A), as well as the (h--0 distribution for the case in which we excite the atomic beam in a non-selective way, and the distribution for the head-head case at a detuning of 35 MHz head" collisions), and collisions between atoms from the same beam ("head-tail" collisions). Furthermore, we could separately measure the fluorescence signals (and thus the relative density of excited atoms) of both beams. Also, we were able to change the polarization of the direct and the reflected beam independently from each other, thereby exciting the head-head partners differently. Especially this last possibility enabled us to study the reaction in great detail, and we showed that the effects of the electron spin on AI could not be neglected. Furthermore, the reaction of two polarized species gives rise to so-called "coherence contributions" in the ion signal, which we could determine. Some of them have a significant contribution (positive or negative!) to the total ion signal (for details see [22] ).
In our experiments we had also, separately, measured the ions out of the head-tail (single beam) collisions. Because of our collision velocity selection mechanism, these collisions took place at much lower collision velocities. However, since the velocity selection was not meant to select and vary the head-tail collision velocities, the collision velocity distributions were rather broad. Furthermore, the head-tail experiments could not be studied in the same detailed manner as the head-head ones, because both collision partners were excited by the same laser beam. Still, after the publication of both experimental [24, 25] and theoretical work [27, 28] in the "cold" and "ultra cold" regime, showing huge changes in cross section and polarization dependence, we considered our head-tail data to be worth the detailed analysis, presented in this paper.
In Fig. 2(A) we see the Maxwell-Boltzmann velocity distribution of an effusive Na beam (T= 575 K), in which four "slices" have been indicated, i.e. the velocity distributions of the excited Na atoms, with the laser detuning frequency as a parameter. Corresponding to these four distributions, we show in Fig. 2 (B) the resulting collision velocity distributions (see Appendix). The trend is clear: with the laser detuning such that the laser is resonant with the maximum of the Maxwell-Boltzmann distribution, one gets the sharpest collision velocity distribution, whereas at detuning frequencies higher than this one, the distribution gets broader, probing also the reaction at higher collision velocity Vc.
Of course, we can also excite the atomic beam by a laser beam crossing perpendicularly. The corresponding collision velocity distribution is also indicated in Fig. 2(B) . Finally, also the lowest distribution of our head-head measurements is shown. As a whole, Fig. 2(B) shows that in principle it must be possible to produce the velocity dependence of the measured cross sections from about 100 m/s onwards towards the head-head regime by means of deconvolution techniques.
The theoretical calculations of the collision velocity distributions (see Appendix) depend on the exact crossing angle and the laser detuning frequency, and to a smaller extent also on the laser irradiance (saturation broadening and trapping), the oven temperature and the beam divergence. All these parameters are known to a sufficient level of accuracy, and comparisons of calculated and measured velocity distributions (by measuring the relative density of excited atoms by means of fluorescence) [26] were very satisfactory. The measurements presented here are all on head-tail collisions in Na beam 2, because its intensity was higher than that of beam 1 and it was excited by the direct laser light. More important still, the beam dimensions of beam 2 in the interaction region were somewhat smaller than those of beam 1, thereby determining the interaction volume in both the head-head case and its own head-tail case. Therefore, contrary to using beam 1, we could avoid an "interaction volume correction factor" when comparing the h -t with the h-h results. As explained before both the h-t and the h-h measurements have been performed simultaneously, so that there are no further possible deviations when comparing them with each other. The third set of measurements involved, the h-t measurements without velocity selection, has been performed as a separate measurements series. However, it can be calibrated to the other two by means of the velocity integrated headhead part of this measurement and the head-head part of the velocity selected ones. We assume an extra calibration error of + 10% due to this procedure.
Results and analysis

Experimental results
Even without a velocity deconvolution of our measurements, we can already see an important dependence on the mean collision velocity ~, both in polarization dependence and in absolute cross section. Figure 3 shows the polarization dependence of the ion signal for four collision velocity distributions. Both colliding atoms are excited with linearly polarized light with its polarization direction at an angle 0 with respect to the collision velocity direction (= the Na beam axis). All four curves have been normalized to unity at 0--0 °. We observe an important increase of polarization dependence as a function of zs~. We analyzed these polarization dependence signals in terms of atomic basis cross sec- The increase of the modulation with increasing ~5~ can be dearly seen tions a,,j 1.,j2 following the analysis method of Nienhuis [29] , as explained in detail in [22] This gives us the three cross sections as a function of the mean collision velocity. They are shown in Fig. 4 , together with the so-called "isotropic" cross section o-lso, which is valid for the (hypothetical) case that the excited atoms are not polarized at all. We find [19, 22] : Figure 4 shows that the isotropic cross section rises considerably at lower collision velocities, and even more arb. un. mean collision velocity (m/s) Fig. 4 . The direct results of our measurements: the three average cross sections cT,,j~,,~ as a function of the mean collision velocity ~, together with the isotropic cross section a~ for the case that the collision partners are not polarized. Especially ff3/2 ~/2 and cri,o are strongly dependent on g~. The arrows indicate measuring points for which the collision velocity distributions are shown in Fig. 2 
(B).
The absolute cross section (used from this figure onwards) has an error of a factor of 2 SO (~3/21/2" On the other hand ~3/a 3/z and ffl/2 1/2 show a less pronounced velocity dependence. Note that these still are the velocity-averaged, i.e. not deconvoluted results! The collision velocity distributions corresponding to the four points with arrows underneath are shown in Fig. 2(B) .
Our experiment was not designed to produce accurate absolute cross sections. Still, we know the interaction volume (out of geometry) and the density of excited atoms (from oven temperature, distance, and from precise saturation curve measurements [22, 26] ) rather accurately, so that the only large error source is the detection efficiency of our high current channeltron. Accordingly, we estimate that the absolute cross section scale given to the right from this graph onwards has an accuracy of a factor of 2 (the "arbitrary units" given here are the same as in [22] ).
We should mention that in using (4) we neglected the influence of two coherence contributions (called "u" and "v'" in [22] ). Contrary to [22] , there is no way around this, because we can now only study collisions in which both partners have been polarized in the same way. However, we showed in [22] that both u and v decreased with decreasing collision velocity to values near 0 at 1000 m/s. Another indication that the coherence contributions are not as important in this velocity range as in the h-h case is the behaviour of the cross section O'circ (see Sect. 3.3).
Velocity deconvolution
Since the measured data have very good statistics and the experimental conditions are well-known, we considered it worthwhile to deconvolute the collision velocity distributions and produce a "real" collision velocity dependence of the cross sections. The technique we used for each cross section 8'~Jl r~i2 is as follows: We divided the collision velocity distributions into m zones of each nc, i collisions, with m and the borders of the velocity zones variable. We normalized: ~ n~.i = 1. Each of these i=1 m zones is assumed to have a cross section cr i. We have n measurements, each with a different collision velocity distribution, and with a velocity-averaged cross section oa,~. Thus we can write:
This equation can be solved for overdetermined systems (that is n > m, more measurements than velocity zones) by means of standard least squares techniques, producing for each choice of the number and the positions of the velocity zones fit values for all the o,vj, as welt as the cross sections a l... o-m, their errors and a reduced Z~, which is a measure of the quality of the fit. Using this method, we looked for the best fits (i.e. the results with the lowest g 2) for all cross sections in Fig. 4 , varying the number of zones from 1 to 4, and the velocity borders with 50 m/s steps. In all four cases the division of the collision velocity range in only two zones appeared to produce the best fit, but with different velocity borders for the different cross sections. This tow number of zones is not caused by the limited accuracy of the measurements or the deconvolution procedure, but rather by the, apparently unstructured, shape of the velocity dependence of the cross sections. We concluded this from several tests with simulated cross sections with a more complex velocity dependence, that we first convoluted, then artificially scattered in a way comparable to the real measurements, and finally deconvoluted again. Normally, structures like pronounced minima or maxima "survived" this treatment, producing "best fits" with three or even four zones. Generally, the main limiting factor for the number of zones was that, although for each cross section there were 15-20 measurements available, for many of these the collision velocity distributions (and thus the matrix elements nc~ 1-no,m) were very much alike, thereby reducing the number of" significantly independent" equations. We performed the fits to the experimental cross sections with and without the points from the velocity-integrated measurement, and the lowest head-head point from [22] . The velocity-integrated point had almost no influence on the results because of its relatively large error bars. Therefore, it serves more as a coarse consistency check between the head-tail points on the one hand, and the head-head points on the other. The headhead point had a large weight in the fit, because of its totally different collision velocity distribution. However, arb. un. Table 1 . The results of the zone-model fit to the measured cross sections (Fig. 5 ). For all four of them, the two-zones fit in the table had the lowest Z]. Still, for ~3/2 ~/2 and ~1/21/2 the best three-zones results are included, since they make clear that contrary to 63i 2 l/z, both these cross sections do not increase rapidly for low v~. The results in this table are also shown in Fig. 6 Cross removing it from the fit only substantially increased Z 2, but did not influence the choice of the number of zones and the position of the velocity borders, nor did it change the fit values themselves significantly. This shows how well this point agrees with the head-tail ones and with the fit. The four fits are shown in Fig. 5 , and the velocitydeeonvoluted results for the cross sections together with the velocity borders are shown in Table 1 . Figure 5 shows overall good agreement. As can be seen from both Fig. 5 and Table 1 , (73/2 3/2 and ffl/z t/2 behave similarly. Both cross sections increase significantly below collision velocities ~ 600 m/s, but reach a plateau for low vc. To illustrate that a division into 3 zones does not change this behaviour, the best 3-zones results for rY3/23/2 and ~1/21/2 are shown in Table 1 as well. rY3/21/2 shows a different behaviour: it increases sharply for low v~. The result given in Table 1 for rY3/21/2 is the one with the lowest Z 2, but shifting the border to still lower values increases the cross section for the first zone even more. The rr~o of course is merely a weighted sum of the three other cross sections. Still, by analyzing it independently it gives an extra consistency check on the procedure (as well as a more accurate result for rGo itself). From Ta- the collision velocity dependence of our four cross sections. The left part of the curves is the present result. The rectangular lines with error bars are the results for two zones, and for ~3/2 3/~ and ~/2 ~/2 also for three zones, of our deconvolution process (see also Table 1 ). The smooth lines have been drawn according to these zone-results. The smooth line for cri~ agrees very welt with the other three. The right parts of the graphs are results of our previous study (see Ref. [22] ). Both results connect well within the error bars ble 1, using (5) one can see that the agreement is very good. Finally, Fig. 6 gives the combined results of this analysis together with the head-head results of [22] . It shows the collision velocity dependence over a large energy range (0.6-350 meV, or 5-2500 K), and, for the first time, with a detailed polarization analysis.
Excitation with circularly polarized light
We have also data available for excitation with circularly polarized light, although the number of measurements is smaller, and there is no velocity-integrated head-tail measurement available. Still, these measurements are worth analyzing, since they form the only test we have for the importance of coherence contributions. The complete expression for the cross section is: a~i~ = (18 ~3/2 a/2 + I08 ~3/2 1/2 -~ 16261/2 ,/2)/288 + 3/16v + 1/2f(r, 6, z, x)
with v, r, 6, z and x coherence contributions, as defined in [22] . By comparing the values of the a¢i,o and the ~,~i, ~j= one can learn whether the total sum of these coherence contributions can be neglected. Whereas the coherence contribution v, as said before, decreases with decreasing collision velocity in the head-head collision velocity range, the other one does not: its contribution to ao,~ stays constant at ~160 arb. un. between t000 and 2300 m/s, compared to ~420 arb. un. for a~o itself [21, 22] . A) The 0~-dependence of aci,c, together with the fits of the zone model. B) Comparison of the total results for the cross section a~ir, with the sum of the three cross sections according to (7) . In the h--h part of the graph the coherence contributions (the difference between the two curves) contribute significantly to a~i,c, but at lower collision velocities their importance decreases considerably We analyzed the velocity dependence of o-~i~¢ in the same way we did with the other cross sections. Figure  7(A) shows the measurements and the fit. The velocity dependence is much weaker than that of the 6~j~ ~h (Fig. 5) . Only at the low end of our velocity scale an increase is visible. Table 2 gives the results for the zonemodel.
In Fig. 7 (B) we compare our total results (the 2 zones of Table 2 and the h-h measurements of our previous work [22] ) to the sum of the cross sections out of (7). In the h-h part we see that the coherence contributions amount to 40-50% of the total o-~ signal, as mentioned above. In the h-t part this is clearly no longer the case. The dashed curve fits rather well to the zone-model results, although it is somewhat high between 300 and 500 m/s. However, it is clear from Fig. 7(B) that the coherence contributions loose at least their relative importance at lower collision velocities,
Magnetic field analysis
As shown in [21] for head-head measurements, the a~i~o is very sensitive to even weak magnetic fields (~1 Gauss). The comparison made in [21] between the case in which both collision partners were excited with right hand circularly polarized light (called a ++) and the case in which one was excited with right hand polarized, and the other with left hand polarized light (a+-) showed that a + + was almost a factor of four larger than a +-at zero magnetic field, but was very sensitive to it (a decrease of over 50% from 0 to 2 Gauss). The o -+ -, on the other hand, was almost insensitive to magnetic fields. The analysis in [21] showed the difference between a++ and ~r + ~ to be dependent on two terms. One is the sum of cross section differences o-,,j,,,~ -o-,,~ _,,~. In fact it was this contribution that showed that the neglect of the electron spin influence on the AI process was not justified [-21, 22] . The other term, however, which is present in the signal a+ + -a + -with a higher coefficient, is f(r, 6, z, x) (7). Its coefficient is very sensitive to magnetic field, and the larger part of the magnetic field dependence comes from this contribution.
For the head-tail case we also have the magnetic field dependence available. Of course we were only able to measure cr ++ here, because the colliding atoms are both excited by the same laser beam. The magnetic field dependence is shown in Fig. 8 . The h-t signal is almost independent on magnetic field. Although not a strict proof (principally it could also be caused by a strong increase of the other term contributing to the signal difference cr + + -o -+-, or even by the fact that now a +-increases rapidly as a function of magnetic field, leaving the difference o -~ ÷-~+-unchanged), it is the second strong indication that the coherence contributions loose (at least their relative) importance at low collision velocities.
Discussion
Looking at the results presented in Fig. 6 , the main conclusion is that the collision system behaves completely different below ~ 700 m/s (30 meV, 200 K) than above. At higher v c we see that the cross section 61/21/2 dominates, or in other words: preparing both collision partners in Imjl = 1/2 substates gives the highest AI yield. It is almost a factor of four higher than for the two other preparations. Neither the absolute cross sections nor the polarization dependence change significantly between 1000 and 2400 m/s. At low vc this changes completely: the 63/21/2 gradually becomes the largest cross section, with still large contributions of both 61/21/2 and 63/2 3/2-Furthermore, if we trust our indications that the coherence contributions become very small compared to the cross sections, this means that the G detection matrix in the Nienhuis formalism [29, 22] becomes diagonal. This implies that the atomic basis cross sections form a "natural" basis for the AI process at low vc, contrary to the situation at higher collision velocities.
Comparison to other experiments
Absolute cross sections. Absolute cross sections for
the AI of Na(3 p)--Na(3 p) have been reported by several authors, measured in several configurations [1, 6, 12, 30, 31] . Bezuglov et al. [32] give a critical summary of these data, and they found that they had to correct many of these with as much as a factor of two, due to resonance radiation trapping and several kinds of statistics-errors (the most important one being the "P" factor, see the Appendix).
In view of the very constant value of aiso (Fig. 6(B) ) in the whole velocity range probed by vapour cell, crossed beams and even (not velocity selected) single beam measurements, we can deduce cross sections out of their table of rate constants. They are (in 10-16 cmZ): 4.0 (+20%) [1], 1.1 (__40%) [6] , 2.9 (_+50%) [30] , 3.1 (_+40%) [31] , and finally 0.08 (+a factor 2) [12] for the single beam measurement. This last value was the cause of a discussion about the "Sodium paradox" ( [33] , and references therein), i.e. the huge decrease of the cross section (almost a factor of 50!) from crossed beam and vapour cell collision velocities to single beam, although the collision velocity distributions partly overlap (see Appendix, Fig. I1 ). However, in the light of more recent single beam measurements [19, this work, 25] , it is very likely that the result of [12] is wrong. Upon rereading [12] , possible error sources are the density of excited Na atoms (possibly a factor of 2 overestimated), and above all the gain of the particle multiplier (it was used as a current source instead of a pulse source !), the determination of which the authors do not describe. For surroundings contaminated with alkalis, a gain reduction of a factor of 10 compared to the manufacturer's value would not be extraordinary.
If we average logarithmically over the remaining values, we find (for the collision velocity range 700-2000 m/s): aiso=(3.0_+ 1.0). 10 -16 cm z. The result of the present work, ai~o = 1.6-2.0-10-t6 cm z above 1000 m/s (+a factor 2) agrees welt with this value. This means that also for lower collision velocities our absolute cross section scale is reliable within the specified error. One could even think of normalizing our cross section scale to the reported ai~o, but in our opinion the value for o-iso is still not accurate enough to justify such a normalization.
Polarization dependence.
Apart from the work of our group in Utrecht, there are no detailed polarization dependence studies on the AI of Na (3 p)-Na (3 p) known to us. Global results of our group as well as from Hertel and co-workers for the polarization dependence at low vc have been published before [16, 19] .
In recent years, J. Weiner and colleagues in Maryland [17, 28, 34] have done a number of experiments on the AI of Na(3 p)+ Na(3 p) in atomic beams. This group emphasizes on selectivity with respect to collision velocity, in which field they are still upgrading their standards. Very recently Thorsheim et al. published the first atomic beam measurements at very low collision velocities (12 m/s, or 0.073 K) [25] . Furthermore they covered the collision velocity range of 100-2200 m/s already in earlier experiments.
In contrast to their high quality in velocity selection, their polarization dependence measurements are not so detailed: e.g. in [25] , only a "linear" and a "circular" cross section are presented for the whole collision velocity range, and due to their way of velocity selection the coordinate frame for the low collision velocities is different from that for the higher ones. Furthermore, it is not completely clear how they extract part of the experimental results at higher vc, presented in [25] , out of their previously published results. Therefore a comparison between these measurements and the ones presented here can only be qualitatively.
The "linear" cross section reported in [25] is between 5 and 8. i0-17cm 2 for the whole range vc =250-2200 m/s, which seems to be somewhat too low in comparison with the reported ai~o (Sect. 4.1.1). Below 250 m/s the cross section increases to 1.6.10-16 cm 2 at 100 m/s. This increase continues at still lower velocities. This in general agrees with our finding that the cross sections show a strong increase with decreasing collision velocity.
A first, rough application of the Nienhuis formalism [29] to the Maryland data [35] shows that the Maryland and Utrecht results most likely agree within their error bars in the collision velocity region above 1000 m/s, whereas at a first glance one might think that the data presented in [17, 18] disagree seriously from those of [22] . A more detailed comparison, however, can only be made after rearrangement of all the Maryland results in terms of o-,,jl ,,j~, e.g. using this Nienhuis formalism.
Finally, a detailed report on the AI of K(4p) deserves attention [20] . The results for the ff'~l m J2 are very similar to those for Na reported here in the head-head collision velocity range. However, it is not possible to study the AI of K(4p) at lower velocities, because the process is endothermic by ~ 300 meV.
Comparison with theory
The analysis of the present paper, combined with the previous one [22] , summarized in Fig. 6 , offers detailed material to compare with a theoretical description based on potential curves [34, 36-39l . As pointed out by Henriet and Masnou-Seeuws [38, 39] the main problem here is the transition from the atomic basis cross sections as we present them to the molecular potential curves. This problem still hinders a detailed comparison of experiment and theory. Up to now only rather crude assumptions have been made, such as the sudden change of coupling from atomic to molecular (Hund's case a) at infinite internuclear distance made by Jones and Dahler [40, 41] . Especially the latter is a very comprehensive study, in which the authors interprete the AI polarization dependence in terms of quasimolecular adiabatic Born-Oppenheimer states. Their conclusion is that mainly (but not exclusively) the aN~+ potential curve, which is slightly exoergic according to [39] , leads to AI. However, as the authors state, their results are of course dependent on the potential curves they use, [36] , as well as on the experimental material, [16] . The experimental and theoretical results have increased significant-ly in quality since, and it may be worth repeating the analysis [41] with the new sets of data, now that there is abundant information on both cross sections and coherence contributions available.
In order to explain the present results at velocities below ~ 700 m/s, one needs at least two additional molecular potential curves to contribute to the AI process, e.g. a 3/I and a 3A curve. Since according to the calculations of Henriet et al. [37, 39] only a 3S,+ potential curve crosses the Na] ground state potential exoergically, there must be crossings and/or indirect ionization processes involved.
At the high end of the energy scale the decrease of ~1/2 I12 could indicate that another potential curve starts to contribute to the AI process, thereby changing the polarization dependence of the ion signal. However, since the total ion yield decreases, a more likely explanation might be that at this collision velocity the overlap between the incoming wavefunction and the wavefunctions of the final vibrational states becomes smaller. S. Geltman published semi-classical calculations of the isotropic AI cross section [27] as well as of the polarization dependence [28] . These calculations are based on the sets of potential curves calculated by Henriet and Masnou-Seeuws [36] . Although it is assumed that the influence of the electron spin can be neglected, which is questionable (we found it not to be allowed [22] ), it is still interesting to compare these results to our findings. In Fig. 9 (A) we compare the isotropic cross section [27] to our experimental one. We see that, although the general behaviour is similar, the theoretical results show a clear minimum at ~ 400 m/s which is not found in the experiment, and the increase of the cross section at low velocities is in the theory much more modest than in the experiment. Even the non-deconvoluted, direct experimental results (Figs. 4, 5(D) ) show a more pronounced collision velocity dependence than the theory does. In fact the theoretical increase is at such low collision velocities that it would not be visible in our experimental results. Instead, all our h-t collision velocity distributions have their maximum between 100 and 500 m/s, i.e. in the minimum of the theoretical curve (cf. Fig. 2(B) ). This would imply that we would measure a decrease of a~o with decreasing v~. To illustrate this, we compare in Fig. 9 (B) our direct measurements of %° with the velocity convoluted results for the theoretical cross section, multiplied by a factor of 1.6. The factor is chosen such that theory and experiment agree for higher collision velocities (as they do within the absolute experimental uncertainty, see Fig. 9(A) ). Disagreement is clear.
Finally, also the absolute value for a~o between i000 and 2000 m/s (~ 1.0.10 -~6 cm 2) is somewhat low compared to the average experimental value of Sect. 4.1.1, the reason why we multiplied the theory to fit to the experimental values in this v<-region, instead of the other way around.
A second, more detailed comparison between theory and experiment concerns the polarization dependence [28] . Here the problem arises that Geltman's results are given in the L-picture, neglecting the influence of the [27] . A) The experimental, deconvoluted results (dashed line, below 1000 m/s), combined with the results of our previous study (the stars, above 1000 m/s), compared to theory. The lower theoretical curve is the actual result of GeRman, the upper one is normalized to our experimental cross section above 1000 m/s. The factor between both lines, 1.6, is within our experimental absolute cross section error of a factor of 2. However, since more accurate measurements of the absolute cross sections above t000 m/s are even larger than our experimental results, we chose to scale the theoretical curve. Whereas theory and experiment agree above 1000 m/s, in that both show no velocity dependence, there is a large discrepancy at lower collision velocities. B) Comparison of the direct measurements with the velocity convoluted theoretical results (again multiplied by 1.6). The increase of the experimental values at lower G is not reproduced by theory electron spin, which we found to be invalid. To avoid conversion from L to J picture or vice versa, we directly compare the theoretically predicted polarization dependence to the measured ones. This is done in Fig. 10 , where we compare the normalized signals, i.e. the signals divided by ai~o. Figure t0 (A) and (B) show the v~-0 plane for the experimental values (A), for which we used the smooth curves of Fig. 6 , and for Geltman's theory (B). Both [28] , for the complete vc-O plane (at vc>1000 m/s the shape of both the experimental and the theoretical curve hardly changes anymore). In the z-direction the normalized signals are plotted, i.e. the signals divided by the (experimental resp. theoretical) isotropic cross section from Fig. 9(A). A)-B) Comparison of the deconvoluted experimental results with theory. C}-D) Comparison of the direct experimental results with the convoluted theoretical values. Generally the experimental polarization dependence is much larger than the theoretical one curves are at the same scale. The shape of both the experimental and the theoretical curves hardly changes at vc higher than 1000 m/s.
On comparing Figs. 10(A) and (B), it is directly clear that the theoretical polarization dependence is much less pronounced than the actually measured one. At velocities higher than ~ 700 m/s the shape is predicted correctly by the theory, but at collision velocities around 400 In/ s we see a change in polarization in the theory, for which no evidence is found in the experiments. Instead, we see the polarization decrease with decreasing vc in the experimental picture, until at ~ 100 m/s we end up with only a weak modulation, but now with a different shape. This shape is again predicted by the theory, but this time the modulation is higher than the experimental one.
Of course, the experimental results below 900 m/s are the result of the deconvolution process. Therefore, we also present the g c -0 plane for the direct measurements (based on Fig. 4 ) (C) and compare them to the convoluted theoretical results (D). Also here theory shows much weaker polarization dependence than experiment. Of course the structure in the theory around 400 m/s be-comes washed out somewhat by the convolution process. Actually, Fig. 10(D) shows that if theory were right we would have measured hardly any polarization dependence at all. Still, we checked that the used deconvolution technique manages to reconstruct 10(B) out of 10(D) to a large extent.
From Figs. 9 and 10 we conclude that there exist large discrepancies between experiment and the theoretical results of Geltman [27, 28] . Still, these theoretical results are valuable because they provide the first detailed comparison between experimental and theoretical atomic basis cross sections 6,,~,,92. An obvious suggestion for improvement on the theoretical side is including the influence of the electron spin.
Conclusions
The present analysis, though somewhat restricted in terms of collision velocity resolution and full analysis (including coherence contributions), greatly extends the experimental material available for the AI process. It has become clear that the velocity dependence of the cross sections is very pronounced at velocities below 700 m/s. It is also in this velocity region, that we could check experimentally the polarization dependence as calculated by Geltman [28] in a very detailed way.
As far as future experiments on the AI of Na(3p) are concerned, the region below 700 m/s is certainly worth a more detailed study, with a good collision velocity resolution, and with the possibility to produce a full analysis, i.e. cross sections as welt as coherence contributions (although they are likely to be very small). This is possible in an arrangement where one intersects a single atomic beam with two lasers at the same angle, but with different frequencies. Then again it is possible to excite the two collision partners differently with respect to their polarization. The angle ~ between laser and atomic beam should be chosen small enough, so that the excited velocity slices in the Maxwell-Boltzmann distribution are sufficiently narrow, but also large enough, so that the projection of the laser polarization vector on the collision velocity axis still varies enough to enable a polarization dependence measurement. A choice of ~ 70 ° might be the best compromise. A similar idea has been used by Wang et al. [18] , but they opted for the more practical solution with one laser intersecting at two different angles. In that situation it becomes even more difficult to perform a proper polarization dependence analysis in terms of atomic a,,jlmj 2 cross sections, defined with respect to the collision velocity direction and no such an attempt was made by Wang et al.
There is also the possibility to analyze the Na2 ~ ions with respect to their vibrational and rotational distribution. This can either be done directly, by means of photodissociation of the ions and analysis of the fragments with time of flight measurements [42] , or indirectly, by analyzing the electrons out of the AI reaction with respect to their energy. Although the latter appeared to be a difficult experiment to do in an ordinary electron spectrometer because of the extremely low electron energies (below 100 meV), we still were able to produce some polarization dependent data, to be published separately [43] .
However, we feel that at present the main challenge concerning the AI of Na(3p)--Na(3p) is for the theoreticians, their (main) task being to bridge the gap between atomic (=the preparation) and molecular (=the collision) point of view. Attending this problem will in general be very useful to all studies of collisions at (sub)thermal energies.
The experiments described here have been done at the University of Utrecht. We are much indebted to Henk Nijland for his kind help in copying and transferring all the data and significant experimental details from Utrecht to Kaiserslautern/Copenhagen. Furthermore we would like to thank Nils Andersen, Copenhagen, and Reinhard Morgenstern, Groningen, for their critical reading of the manuscript.
Appendix: Collision velocities, rate equations and related subjects
In this appendix, we show the definitions we use in describing the collision velocity distributions, as well as point out some additional things that still cause confusion in the present literature reporting cross sections and rate constants from vapour cell, single beam, crossed beams and counterpropagating beams experiments.
Let us assume we have a beam in which the process takes place, with a normalized (density) velocity distribution D(v) (density velocity distribution in contrast to the flux velocity distribution as e.g. measured in time of flight measurements, with F l(v) = vD (v)).
In the example of a well-collimated effusive source, as in our experiment, with Vo the resonance frequency of an atom at rest, c the speed of light, ~ the angle between laser and atomic beam, vL the laser frequency and A v the effective linewidth (cf. [44] , and see also Fig. 2(A) ).
For the collision process we need to know the collision velocity distribution (i.e. the number of collisions n~ as a function of relative velocity/)rel):
if we substitute: v~,l = v~-v2 (for single beam collisions), we get:
where G (v,~) is defined in the same way as in the paper of Baylis [45] , who gives some useful general formulas. The n¢(v~el) for our experiment is shown in Fig. 2(B) . The constant P= 1/2 for the case that Da =D2, and 1 otherwise. This P-factor has been forgotten very often, as pointed out by Bezuglov et al. [32] . Also in our previous work [19, and the graph reproduced in 22], we overlooked this factor, and therefore the 250 m/s cross sections in Figs. 4 and 5 of [19] must be twice as high. Of course, in the present work P has been used correctly.
As said in the beginning, we assume the atomic beam to be well-collimated. The divergence of the beam causes two deviations of the collision velocity distribution. First, if the divergence in the direction of the laser beam (x)
is not negligible, a term G sin ~ enters the denominator c of (A2) (see [44] ). However, in our case the divergence is only 3.5 mrad in this direction, which is negligible, as we checked numerically.
Second, the total divergence of the beam causes the atoms to collide under a small angle different from the beam direction. As shown by Bezuglov et al. [46] already very small angles can cause huge deviations in the G(vrol) and n~(v~j) single beam distributions at very small collision velocities. In our experiment the single beam collision direction ranges from 0-3 ° , with an average value of 1.0 °. This is caused by the considerably larger divergence of the beam perpendicular to the laser beam. If we compute the n~(Vrol) for 1 ° we see a deviation from the ideal nc(V~l) (for our "worst case", excitation with a laser detuning of 110 MHz) in the sense that collisions at velocities < 15 m/s do not occur; instead, we have considerably more collisions around 25 m/s. However, at v¢ > 50 m/s there is hardly any difference between nc(Vr¢l) at 1 ° and the ideal case anymore. For our zone model, in which we step over the n¢(GoO with 50 m/s wide zones, the difference between the nc(Vre0 at 1 ° and 0 ° is barely noticeable. Still, the results of [46] should be taken into account carefully if one wants to study very slow collisions in a single beam. E.g. in [25] a mean collision angle of 1 ° would already double the actual collision velocity ! Now back to our calculations. The total signal coming from the experiment is: The main point of confusion enters here: Although gr~l is the mean relative velocity, it is certainly not the mean collision velocity ~7c! This ~5c has to be computed using (14) :
Comparison of (A7) and (A10) shows the moment of v~l has increased by 1. Similarly, we find for the width A v~ of the collision velocity distribution: We find for/~e:
;n~(E) EdE In our example, the numerical values are/~ = 22.69 meV and AE~ = 23.02 meV (again using [45] ).
We can compare v(E~) to #~ and Gel" In our example this v(/~)=617 m/s, 13% higher than G, and about 80% higher than g,~t. Or, to put it the other way around, E(Go3 is about a factor of 3 smaller than the real /~c.
A v~
Of course, as soon as _ gets small, G~I, G and v(E~) v~ converge to the same velocity and the problem disappears. If, e.g., A v~ is smaller than 10% the ratio 5r~ becomes unity within 1% (depending somewhat on the actual shape of the distribution). However, with the in-269 Table 3 . Comparison of the mean relative velocity G~, the mean collision velocity f~ (and its spread A G) and the velocity v(E~) corresponding to the mean collision energy/~ for several different media (all results are for Na, T= 575 K). The two velocity-selected examples are for our present study (single beam) and our previous one (Ref. creased attention nowadays for "cold" and "ultracold" collisions, where one usually characterizes the collision energy by a temperature T~, it is very important to use the right formula for E~ (and thus for T~). To give an impression of these differences, we show in Table 3 the Gel, G and v(E~) for six different cases, each time for Na, T= 575 K.
For our present work, however, it is unimportant whether we do the division into zones in the n~(v~l) or in the n¢(Eret), since we assume the cross section to be constant within such a zone. Therefore, in Fig. 6 we could compute the E~(7;) axis out of the vcaxis simply by _ 1 2
Ec-~t~v~. Only the shape of the smooth curves of Fig. 6 depends somewhat on the choice of vdG.
Finally, we would like to comment on the widespread habit of presenting G(G~3 as being the important distribution to look at, especially in comparing experiments with different collision velocity distributions (e.g. [25, [32] [33] [34] ). In the single beam case this G(vr,) may give the impression that most of the collisions occur at or close to v=0! For clarity, Fig. 11 shows the three possi- ble ways to compare the single beam, crossed beam, counterpropagating beams and vapour cell collision velocity distributions: A) the G(vroO, the relative velocity distribution, which we find misleading, B) nc(vreO, the collision velocity distribution, which we prefer, and C) the nc(E~eO, the collision energy distribution, connected to B) via (A 12).
