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GUEST EDITOR’S INTRODUCTION 
SAUMYA K. DEBRAY 
With the maturing of logic programming, there is a growing interest in programs 
that manipulate other logic programs, e.g. compilers, interpreters, program veri- 
fiers, type checkers, program transformation systems. An important component of 
such programs is the ability to reason about properties of the programs they 
manipulate. Because “interesting” program properties are usually undecidable and 
because compilers, type checkers, etc. are usually expected to terminate, any static 
analysis must necessarily involve some kind of finitely computable approximation to 
the properties being analyzed. This leads to a very rich area of research, involving a 
diversity of topics: examples include different kinds of approximations (e.g., those 
predicting what “may” happen, compared to those predicting what “must” happen); 
frameworks for such analyses; their relationships to the actual semantics of the 
language; algorithms for dataflow analysis; issues of cost and precision; and 
applications. The growing interest in the area of dataflow analysis of logic program- 
ming is reflected in the increasing number of papers devoted to this topic being 
presented in technical conferences (which now routinely devote entire sessions to 
this topic) and appearing in research journals, and the growing number of work- 
shops and technical meetings devoted specifically to logic program analysis or 
relating very closely to it. 
Dataflow analyses of programs can be thought of in terms of symbolic execution 
using “descriptions” of values rather than actual values. Abstract interpretation is 
an elegant formalization of this idea: by specifying in a precise way the relationship 
between “descriptions” and the values they describe, and between operations that 
manipulate such descriptions and corresponding operations over the actual values 
that are manipulated by programs at runtime, abstract interpretation makes it 
possible to specify dataflow analyses and to reason about them in a precise manner. 
The underlying ideas behind abstract interpretation go back to the early 1960s to 
Naur’s work on type-checking in the Gier Algol compiler; however, the first 
rigorous formulation is due to Cousot and Cousot in 1977. Since then, there has 
been a great deal of work on abstract interpretation of imperative and functional 
languages. The credit for the first application of abstract interpretation to logic 
programming goes to Mellish, who used it to formalize his algorithm for mode 
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inference. Recent years have seen a tremendous growth in the amount of research 
on abstract interpretation in logic programming. 
The first paper in this special issue is an invited article by Cousot and Cousot 
that gives a broad and thorough introduction to the field of abstract interpretation, 
with an extensive survey of its applications within the field of logic programming. 
This article-excellent for the nonspecialist and very instructive for the specialized 
researcher-fills in a great deal of background, discusses the formal aspects of a 
variety of analyses in depth, and gives a broad survey of the current state of 
abstract interpretation in the context of logic programming. 
The second paper, by Marriott and Sqndergaard, presents a framework for 
“bottom-up” dataflow analysis of normal logic programs. The semantics described 
by the authors, based on a three-valued Kleene logic, is significant in that any 
analysis that is correct with respect to it is automatically correct with respect to a 
number of well-studied semantics that have been proposed for logic programs, 
including SLDNF-resolution and the common (sound) Prolog semantics. Applica- 
tions of the framework include type inference, query optimization, and termination 
analysis. 
Janssens and Bruynooghe present, in the next paper, a very different approach 
to dataflow analysis of logic programs, which is based on a top-down execution 
model. The scheme is based on earlier work by Bruynooghe describing a frame- 
work for the abstract interpretation of logic programs. A significant contribution of 
this paper is its integration of mode analysis, type analysis, and the treatment of 
free variables and sharing of variables. 
One of the advantages of logic programming languages over conventional ones 
is that procedures can be used in many different ways; e.g., a given argument to a 
procedure may be used either as an input or as an output argument. Although this 
simplifies programming, it can adversely affect performance because the code 
generated for procedures must take all the different uses into account. The fourth 
paper, by Winsborough, shows how this problem can be alleviated, and procedures 
automatically specialized to the different uses encountered in a program, using a 
technique called multiple specialization. A formal foundation for the approach is 
given using a minimal function graph semantics for logic programs. 
The last (but by no means the least) two papers in this issue focus on static 
analyses of logic programs for independent MD-parallel execution. The critical 
problem here is the efficient, yet sufficiently precise, analysis of variable sharing 
between goals. The paper by Jacobs and Langen presents an abstract analysis 
framework for logic programs that can capture groundness and sharing information 
with a high degree of accuracy; the efficiency issue is addressed via a novel 
technique called condensing, which involves precomputing an approximation to the 
meanings of clauses so that Iixpoint computations can be carried out much more 
efficiently. The paper of Muthukumar and Hermenegildo uses an abstract domain 
similar to that of Jacobs and Langen, but describes new and more precise 
algorithms for keeping track of aliasing between variables and dependencies 
between terms, and gives implementation results. It also gives a new abstract-do- 
main-independent fixpoint computation algorithm, and is significant in that, as part 
of a project aimed at the implementation of an AND-parallel ogic programming 
system, it is one of a small handful of papers on abstract interpretation that deals 
consistently with issues of practicality and implementability. 
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Saumya K. Debray 
