In this paper we present several algorithms to reorder unknowns in a finite element mesh so that we can use the multicolour SOR method to solve the corresponding linear system on a pipelined computer or on a parallel computer. We also discuss the assembling process by reordering elements with our algorithms. Numerical tests on a pipelined computer indicate the efficiency of the multicolour SOR method.
Introduction
We consider the solution of a sparse n n linear system of equations Ax = b
(1:1)
arising from the finite element discretisation of partial differential equations, in particular we discuss the method of Successive Overrelaxation (SOR) on vector or parallel computers.
Several authors e.g. Adams (1982) , Hayes (1974) , Lambiotte (1975) , have observed that for the finite difference discretisation the classical Red/Black ordering of the grid points may increase the speed of the SOR method on vector or parallel computers. In the paper of Kincaid et al (1986) , ITPACK is used to solve sparse linear systems by a variety of iterative methods on CYBER 205 and on CRAY-1. Their results show that the Red/Black ordered SOR method decreases the CPU time considerably, about three to five times, compared with the natural rowwise ordered SOR method for their test problem (See Section 3, test 2 for further detail).
While the Red/Black ordering allows an efficient implementation of the SOR method for the five-point difference scheme, it does not work for higher order finite difference or finite element discretisation or for more general elliptic equations which contain mixed partial derivative terms. In order to apply this Red/Black ordering to more general cases, for example, for higher order finite difference discretisations, Adams (1982) generalised this to multicoloured ordering. The word "multicolour" comes from the fact that we can use more than two colours to partition grid points into several sets. In each set, the grid points are decoupled from each other. We identify the grid points in each set with one colour. This kind of SOR method using the multicolour ordering is called the multicolour SOR method.
Using the concept of data flow, Adams and Jordan (1986) showed that for several finite difference stencils SOR is colour blind, that is, the rate of convergence of the SOR method remains the same for any order of colour chosen. They also showed that the multicolour SOR method retains the same rate of convergence as the natural rowwise SOR method for a wide range of meshes for the discretisation of a partial differential equation.
For the finite element method, George (1973) introduced the so called nested dissection method to order grid points. His purpose is to get a matrix which has a form more suitable for the direct method.
For example, for the LDL T factorization it decreases the number of arithmetic operations and the storage requirement considerably. To our knowledge, very little work on ordering grid points has been done on a general finite element mesh for iterative methods.
Berger et al (1982) use multicolour orderings for the assembly of finite element equations. Their purpose is to avoid data conflict, i.e. to avoid reading and writing the data in one memory unit at the same time. We shall explain this in detail in Section 2.2.
In this paper, we are concerned with the problem of ordering grid points in a finite element mesh for the SOR method and ordering elements for the assembling process. The purpose of our ordering is to obtain a linear system of equations which is more suitable for computations on vector or parallel computers. In section 2, we begin by analysing the graph of the global matrix of the finite element method and present our algorithms for vector computers and parallel computers. Secondly, we deal with the assembly of finite element equations. Using the same idea as that for ordering grid points, we present an algorithm to assemble elements in parallel. In section 3, we show some numerical tests for the multicolour SOR method on a vector computer. In section 4, we give our conclusions.
The Multicolour Algorithms

The Algorithms
It is well-known that the Jacobi iteration is a 'perfect' parallel method since the unknowns are decoupled during each iteration. This means that during each Jacobian iteration we could get the new value of each unknown at the same time if there were enough processors. But the Jacobi iterative method converges too slowly to be used in practice. Other kinds of iterative methods, such as the Gauss-Seidel iterative method and the SOR method, converge faster than the Jacobi iterative method but they do not have this decoupling property for each unknown. For this kind of method (in this paper we only consider the SOR method) and for the sparse finite element matrix we want to find a way of ordering the unkowns so that the reordered unknowns have a local decoupling property, i.e. the unknowns can be separated into several groups and in each group they are decoupled. Reordering unknowns permutes the matrix A in ( where the D i are diagonal matrices, p is the number of groups and the B ij are sparse matrices. With this local decoupling property the Gauss-Seidel iterative method and the SOR method can be carried out in the same fashion as the Jacobi iteration by using p vectors corresponding to each group of unknowns.
Therefore we should concentrate on the matrix B in (2.1) at first. In the graph of B, the nodes are separated into several groups. In each colour group there are no edges between the nodes. For a finite element mesh, if two grid points are within one element there might be an edge between the corresponding nodes in the graph of the global matrix.
We separate grid points in a finite element mesh by a process called colouring. We colour the grid points so that no two grid points in an element have the same colour. This ensures that all grid points of a given colour are decoupled from one another.
Keeping this in mind, we are ready to give our first algorithm for a general mesh of the finite element method. We shall assume that A is symmetric, this assumption may be easily removed later.
Algorithm C1:
1. Give an arbitrary ordering of the grid points. C i NC, (1 i k). For the (k+1)th point P k+1 , using the graph of the global matrix or the finite element mesh find points in the set fP 1 ; P 2 ; : : : ; P k g which are connected with P k+1 , say these points are fP i 1 ; P i 2 ; : : : ; P i k g which correspond to a set of colour numbers, say S k , S k = fC j 1 ; C j 2 ; : : : ; C j l g.
5.
Choose the colour number for P k+1 . We choose the first number in the set f1; 2; : : : ; NCg n S k as C k+1 .
6. If k + 1 < n go to step 4 else continue.
7. Examine the set fC 1 ; C 2 ; : : : ; C n g to find the real number of colours used which is also denoted as NC. 8. Find the points belonging to each colour group and reorder them according to the colour number order, i.e. order points belonging to the first colour group first, then second colour second, and so on, in each colour group just keep to the original order.
In the end we reorder all the grid points in the finite element mesh and in each colour group the points are not connected with each other. The global matrix will have the form of (2.1). Notice that from step 4 to step 6 in the Algorithm C1, we give every grid point a colour number C i . This process will not take up a lot of CPU time, since generally for a finite element mesh the degree of every point is much less than the number of grid points. So step 8 uses most of the available colouring time. (we call this process colouring the grid points) In step 8, we have to search each unknown several times. Of course, we could make an improvement at this point, by simply increasing the storage requirements. We can use different arrays to store node numbers of different colour groups. In this way, we can omit step 8 of the Algorithm C1. Since we do not know exactly how many points belong to each colour group before they are coloured, we have no way of estimating the increase in storage requirement. Analysing this algorithm, we notice that the grid points mainly belong to the first groups of points. We can also see this from the numerical tests in Section 3. So, the ordering produced by this algorithm is more suitable to the vector or pipeline computer. Since on the vector computer, the longer the vector of unknowns that can be calculated at the same time, the shorter the CPU time will be.
For parallel computers or array computers, it would be more efficient to have nearly the same number of unknowns in each group if we assign each processor to deal with one colour group. We notice that the reason that the Algorithm C1 failed at this point is that it depends on the colour number order, i.e. colour 1 has more opportunity to be chosen than the others, colour 2 has more opportunity than the others except colour 1, and so on. So if we change slightly step 5 of the Algorithm C1 to give each colour the same opportunity to be chosen, we can expect the number of nodes in different colour groups to be much closer to each other. So we give the Algorithm C2.
Algorithm C2:
1. 2. 3. 4. are the same as those in the Algorithm C1.
5. We choose the colour number for P k+1 in the set f1; 2; : : : ; NCg n S k at random. We can do this by letting number 1, 2, : : : , NC permute all the time, and always choose the first one in that permuted colour numberset except S k . 6. If k + 1 < n go to step 4 else continue.
7. The same as step 8 in the Algorithm C1.
Since in this case all the colours should be chosen, it is not necessary to keep step 7 of the Algorithm C1 in the Algorithm C2.
We notice that in the Algorithm C2 we also choose the number of procesors as NC if more than d max + 1 processors are available. 6. If k + 1 < n go to step 4 else continue.
7. Reorder the mesh points as in step 8 of the Algorithm C1.
The Assembly Problem
We can also use this idea to assemble element matrices into the global matrix in parallel. The assembly is just updating the global matrix by adding in the element matrix. When we use an array computer or MIMD system, we can compute every element matrix concurrently on different processors. But since two or more updating tasks running on different processors will possibly perform load-addstore operations on identical elements of A, an order of elements must be defined in order to avoid this conflict, which we call data conflict.
In [4] Berger presented an algorithm similar to the Algorithm C1 and he also gave an algorithm to keep the balance of the number of elements for each colour group.
Berger 0 s Algorithm 1. Reorder elements in the mesh according to their decreasing degree (i.e. the number of other elements connected with it). We denote the newly ordered list of elements as fp i g; i = 1; : : : ; n:
Let j=1.
2. Take element p j 1 = p j and find all elements p j k in the ordered list such that p j k is not adjacent to any p j l ; l = 1; : : : ; k ? 1.
This forms a partition S j . 3. Suppress all elements of S j from the list. If the list is empty, halt the process, otherwise let j be the new first element and iterate step 2.
Berger et al balanced the number of elements in each colour by shifting part of the first group (say S 1 ) to the last group S n , and so on. We need to judge whether the number of elements in each group is equal to n=p or not (p is the number of processors) and to decide whether to shift S 2 to S n or part of S 1 to S n?1 .
From the above Berger's algorithm we can see that the first two steps will use a lot of CPU time, since we need to go through the whole element list several times. And the way they balance the number of elements in each colour group is expensive. With the above algorithms of node colouring, we can change our point of view in the following way to give another method of colouring elements. We choose one point in every element and connect the points in different elements which have a common edge (in two dimensions). With these points and edges we obtain a new mesh, we call it a dual mesh of the original one. Now we can use our Algorithm C2 on this dual mesh and get another kind of assembly. Since every grid point in the dual mesh is corresponding to an element in the original mesh, colouring grid points in the dual mesh is equivalent to ordering elements in the original mesh.
To colour elements, we can actually use an array corresponding to the nodes to store the colour numbers of each element. In this way, we can avoid going through the whole element list every time we colour an element. For example, we consider a triangular mesh in two dimensions. For the first element we give it colour number 1 and we put this information in the three vertices P 1 ; P 2 ; P 3 , i.e. for each node we have a vector C P i , which records the colour number of the elements with the ith grid point as their vertex, then C P 1 (1) = 1; C P 2 (1) = 1; C P 3 (1) = 1. For the second element we find it has the vertices P 2 ; P 3 ; P 4 , we go through C P 2 and C P 3 and we find colour number 1 has already been used, then we can give the second element colour number 2 and put this information into its vertices P 2 ; P 3 ; P 4 , i.e. C P 2 (2) = 2; C P 3 (2) = 2; C P 4 (1) = 2.
Keeping on this process we can give each element a colour number. This process has a high parallel property and we will study it further in another paper.
Implementation of the Algorithms
For the finite element method, we can put all these colouring algorithms in the preprocess part, that is, before we start to do the real calculation, we choose a suitable way to order the grid nodes in the mesh so that the global matrix will have a suitable form (such as (2.1)). We can do this by first getting the graph or pattern of the global matrix. If the pattern of matrix A is unsymmetric we can use our algorithms for the matrix A+A T to reorder A. Similarly we can get an order of elements for the assembly.
Numerical Results
To test the efficiency of our algorithms, we use two tests, one is the finite difference method for the Laplace equation in two dimensions, the other is the finite element method for a test problem used by Kincaid et al. We do our tests on the FPS M64/30 a pipelined computer. In all the tests for the SOR method the initial iterate is on a uniform n n grid, in a rectangular region , subject to the Dirichlet boundary condition. This is the so called model problem.
We consider four kinds of ordering of the unknowns, the natural rowwise ordering, ordering the unknowns by the C1 algorithm which is exactly the Red/Black ordering, ordering the unknowns by the C2 algorithm using 3 colours (we call it 3 colour ordering) and ordering by the C2 algorithm using 5 colours (we call it 5 colour ordering). The numbers of grid points corresponding to every colour group obtained from the last three orderings are, for example, when n is ten, 50, 50 for the Red/Black ordering, 34, 33, 33 for the 3 colour ordering and 20, 20, 20, 20, 20 for the 5 colour ordering. The patterns of the matrices for these four kinds of ordering are shown in Fig 1  (a)-(d) , where dots indicate non-zero entries.
We choose n = 10, 20, 30 and the corresponding ! for each kind of ordering is shown in Table 1 . N = n n is the number of unknowns and n is the number of grid points along every line of the mesh. where for the natural rowwise ordering, we choose ! by the formula
The number of iterations, the CPU time of the SOR method or the multicolour SOR method and the CPU time of colouring for the last three kinds of ordering are shown in Table 2 . In this table, the 'Natural rowwise' and '2 colours' etc. indicate the kind of ordering of the unknowns, the 'n' is the number of grid points along each line of the mesh. We compare the results in the above three figures. In the Fig 2  (a) , we compare the CPU time of the four different kinds of ordering. Since the FPS M64/30 is a pipelined computer, the Red/Black ordering is the best one, this was analysed in the previous section. When the number of colours increases, the CPU time of the multicolour SOR method increases. For a pipelined computer the longer the vector to be computed in parallel, the more efficient the algorithm will be. The more colour groups there are, the shorter the vector is, i.e. the less efficient the multicolour SOR is. This explains why the 5 colour ordering is worse than the natural rowwise ordering on a pipelined computer, though in theory the coloured ordering has more parallel property than the natural rowwise ordering does. But for a parallel computer we expect the 3 colour or the 5 colour ordering to be better than the natural rowwise ordering. Even for a pipeline computer, if we increase n, we can expect that the 5 colour ordering uses less CPU time than the natural rowwise ordering. Since from the results in the Table 1 we can see that the difference of the CPU time for the 5 colour ordering and for the natural rowwise ordering per iteration (we denote it as p) decreases when n increases, when n = 10, p = 0:00846, when n = 20, p = 0:000925 and when n = 30, p = 0:00022.
We use C./S. to show the ratio of the CPU time spent colouring to the CPU time for all the SOR iterations. In Fig 2(b) , for different n, i.e. a different linear system, we showed C./S.. We discover that the bigger the linear system is, the less the C./S. is. In Fig 2(c) , we show the CPU time of colouring for different linear systems and different numbers of colour. We can see that the bigger the linear system is, the longer the CPU time of colouring is. We also find that the more colours we use, the longer the CPU time is.
From this test, we show the basic properties of the multicolour SOR method and the colouring algorithms. Now we use these methods to solve a linear system obtained from the finite element discretisation.
Test 2.
We use the test problem in Kincaid's paper (1986). That is u xx (x; y) + 2u yy (x; y) = 0 (x; y) 2 S = (0; 1) (0; 1) u(x; y) = 1 + xy (x; y) 2 Boundary of S We choose a triangular mesh in S. The grid points are placed randomly in the interior of S and are controlled at a distance from the boundary. On the boundary the grid points are placed uniformly, there are twenty-one points on each edge of the boundary.
We use the linear triangle element to discretise the partial differential equation. There are 441 grid points in the mesh. When the mesh is produced the grid points have an order which we call natural ordering. To order the grid points, we need 5 colours using the algorithm C1 (we call the ordering of the unknowns C1 ordering) and 9 colours using the algorithm C2 (we call the ordering of the unknowns C2 ordering).
The ! we use for each ordering is shown in Table 3 . Similar to the Table 2, in Table 4 we present the number of iterations, the CPU time of the SOR method or the multicolour SOR method and the CPU time of colouring for the last two kinds of ordering. Like test 1 the C1 ordering is the best one. But as explained above, the multicolour SOR method is not efficient enough since too many colour groups are involved. So the speedup of the multicolour SOR method for the C1 ordering to the natural SOR method is not very high. And the multicolour SOR method for the ordering obtained by the C2 algorithm is not suitable for pipelined computers. In order to show the property of a pipelined computer, we present the CPU time of the multicolour SOR method for each group of the C1 ordering, the number of grid points in each group and the CPU time per node in each group. (Denoted as 'CPU per. Node' in the following table.) From Table 5 we can see that the more grid points there are in each group, the less the CPU time is per node, i.e. the longer the vector is, the more efficient the multicolour SOR method is. This is just the property of a pipelined computer.
Conclusion
The Red/Black ordering can be generalised to a general mesh for the finite element method. For the finite element method, before we begin the real process we can give a suitable ordering of the mesh points and a suitable ordering of the elements for the assembly by using the algorithms given in this paper which are dependent on the mesh. The multicolour SOR method for the finite element method has the same properties as the Red/Black SOR for the finite difference method on a regular stencil when it is used on both vector and parallel computers.
When we find a reordering algorithm we should pay more attention to the finite element mesh and the properties of different kinds of computers, as these may be different for both vector and parallel computers.
