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Abstract: Chemists continue to explore the use of very large computations to perform 
simulations that describe the molecular level physics of critical challenges in science. In 
this paper, we describe the Dynamical Nucleation Theory Monte Carlo (DNTMC) model 
– a model for determining molecular scale nucleation rate constants – and its parallel 
capabilities. The potential for bottlenecks and the challenges to running on future 
petascale or larger resources are delineated. A “master-slave” solution is proposed to 
scale to the petascale and will be developed in the NWChem software. In addition, 
mathematical and data analysis challenges are described.  
 
 
 
 
 
1. Introduction 
Quantum chemistry has a long and distinguished history of using parallel computing (see, e.g., 
[1]) to solve very difficult chemical problems involving the Schrödinger or Dirac equations [2]. 
In fact, chemists have often led the charge in using these resources and in developing new 
algorithms that impact not only their own field, but others as well. With the advent of terascale 
and petascale computers, however, quantum chemists have been challenged to think beyond the 
usual limiting box of determining kinetic rates using a few stationary points on the potential 
energy surface (PES) – the historical approach for over 80 years. The increased size of 
computational resources allows us to determine properties and chemical reactions that more 
closely model the real chemistry of complex systems. Toward that end, we present here our work 
using dynamical nucleation theory (DNT) [3, 4] with ab initio potentials to obtain accurate 
information on the nucleation of small molecular clusters.  
 Nucleation processes are of critical importance to DOE and the nation; they have been 
identified in many reports as one of the basic challenges in chemical physics. For example, 
nucleation is important in controlled crystallization and dissolution of waste forms and fuel 
formation as well as in gas bubble formation and waste separations in nuclear technology [5]. 
Nucleation has also been identified as an important process in catalysis (especially in 
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 understanding the formation and growth of small particle and bulk catalysts) [6], nanoparticle 
formation through phase transitions and directed assembly [7], and the release of hydrogen in 
hydrogen storage devices [8]. In addition, understanding the formation of hydrates of gases such 
as methane is important for natural gas storage and transportation and for separation processes. In 
many biological, geological, chemical and material processes, water does not exist in its bulk 
form, but rather in nanoscopically confined environments. For example, reverse micelles are 
potentially useful as templates for nanoparticle synthesis [9]. Examining the nucleation rates of 
contaminants in the air has also been shown to be an effective method for the detection of TNT 
and DNT in photoinduced nucleation chemical detection [10]. In order to provide species specific 
identification, the nucleation rate as a function of wavelength is measured and computation in 
conjunction with experiment will provide a powerful method of detecting chemicals in the air.  
Furthermore, aerosol and aerosol-ice nucleation is important in the formation of clouds and 
ultimately in models used for global climate prediction [11]. 
 Since the theoretical aspects of DNT have been presented elsewhere [3, 4], we give only a 
short introduction to provide the reader with context for the algorithms described below. At the 
core of DNT is the use of molecular potentials to find the minimum flux surface (and therefore, 
the evaporation rate) using canonical variational transition state theory [12] for the monomer 
evaporation from a cluster: 
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N is a monomer of species N, i is the number of monomers in the cluster, α is the 
evaporation rate constant and β is the condensation rate constant. Note that a homogeneous 
cluster of monomers is assumed here in order to simplify the discussion, but is not a requirement.  
 Through DNT the evaporation rate, ( ),i cutT r! , for an i-cluster can be written as 
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where the derivative of the Helmholtz fee energy, ( ),iA T r , with respect to the radius, r, of an 
enclosing spherical volume is the central quantity in calculating the rate constant, m1 is the mass 
of the monomer, kb is Boltzman’s constant and T is the temperature of interest. The choice of rcut 
is the variationally optimized spherical dividing surface for the evaporation. At radii less than rcut 
the molecular i-cluster is intact,and at radii greater than rcut the molecular cluster is an (i-1)-
cluster plus a monomer. 
 The Helmholtz free energy is related to the canonical partition function by 
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which can be evaluated as an integral over configurational space. As examined in detail 
elsewhere [4], we use a derivative of the canonical ensemble to minimize the number of 
molecular evaluations that are needed to evaluate the integral: 
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where ! is the Heaviside step function, r! is the enclosing spherical volume centered on the 
center-of-mass, Ri, of the i-cluster, rj and rk are monomer coordinates, δ is a delta function that 
restricts one or more monomers to lie on the surface of the spherical volume, h is Planck’s 
constant and Ui is the i-cluster interaction potential. We note that the minimum in the derivative 
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 of the canonical ensemble is also the minimum of the flux that determines rcut. The computational 
expense lies in the cost of the interaction potential and the extent of the configurational sampling. 
 In this paper, the parallel algorithms that are used and the current challenges to scale those 
algorithms to petascale and beyond are discussed. In Section 2, we discuss the current parallel 
algorithm and implementation. Improvements that will be required to move to the petascale are 
presented in Section 3. Other improvements to the model that will require mathematical input are 
presented in Section 4. We present conclusions in Section 5. 
  
2. Current parallel model 
The configurational sampling required in (4) is accomplished through a Metropolis Monte Carlo 
(MC) methodology [13], which is implemented as the DNTMC module in NWChem [14, 15]. 
Importance sampling is accomplished through the Boltzmann weight of the interaction potential, 
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, where configurations with a lower potential (i.e., a greater interaction potential) 
are more probable. During the simulation, the monomers are kept rigid to decrease the number of 
degrees of freedom that must be explored in the MC. Only translations and rotations of the 
monomers are therefore allowed. Each of these degrees of freedom is uncorrelated and has a 
probability of ½ in each move, leading to four possible combinations (no moves, only translation, 
only rotation and both translation and rotation) with a probability of ¼. Each move is then tested 
for acceptance based on the interaction potential and the temperature of the simulation.  
 Since the coordinate that is important for this work is r! , the distance from the center-of-
mass to the center-of-mass of the outermost monomer, the configurational space of interest is 
projected onto this coordinate and divided into bins to gather the statistics. For example, in water 
dimer simulations rmin and rmax for the simulation are 1.25 and 5.25 Å, respectively. Then, 100 
bins are used to evenly divide this space to gather the statistics. So, if a move is accepted (or if the 
original configuration is to be accepted again), the spherical radius of the cluster is determined 
from the center of mass and the configuration is added to the appropriate bin. When the system is 
fully sampled, a probability distribution is obtained that can be used to evaluate the evaporation 
rate as in (2). 
 To reduce the statistical noise and to aid in fully exploring the configurational space, we 
perform multiple MC Markov chains. Since each of these Markov chains is independent of the 
others, one can run these simulations simultaneously to reduce the time to solution as well as take 
advantage of the parallel capabilities of the current and future generations of computers. This 
model lends itself nicely to a multiple level computational model as shown figure 1. This type of 
algorithm is possible in NWChem through the use of subgroups within the Global Arrays [16] 
code that is used as the parallel communications model. A similar multilevel parallel algorithm 
was implemented using classical potentials and Global Arrays [17]. 
 As shown in the figure, the overall DNTMC module coordinates the overall computation in 
the scope of the world group and creates subgroups for each of the Markov chains to be used in 
the simulation. Each of the Markov chains will, in turn, use a set of processors to calculate 
energies. In this manner many subgroups can be used, each with a large number of processors, 
that allow ab intio potentials to be used in the energy computations. 
 In order for the overall computation to be efficient, the Markov chains are evenly distributed 
through r space. Each initial configuration is determined randomly with the only constraint that 
the molecular cluster lays within the specified r. This allows the initial rotational space to be 
randomly sampled as well. The overall goal of using these different initial configurations is to get 
a better sampling of space and to determine the overall probability distribution more efficiently.  
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Figure 1. Schematic of the multiple levels of parallelism in the DNTMC module. 
 
 The algorithm also includes a specialized group, denoted the zero group, which includes the 
zero processor on each of the subgroups for the Markov chains. This group is used to gather the 
statistical results such as the overall probability distribution and the acceptance ratios, determine 
if the results are converged, write restart information and then continue the calculation. These 
processes occur after a user specified number of steps in the Markov chain and require 
synchronization of all of the subgroups before they can occur. Figure 2 shows the overall flow of 
the DNTMC module. At time zero (represented by the top line in the figure), the module starts in 
the world group and all processes are involved in the initialization stage that determines the 
species to be used for the monomers, the number of each monomer species, and the size of the 
bins to be used in the calculation. At this point, the subgroups and zero group are formed. Each of 
the subgroups is assigned an initial r for the molecular cluster and creates an initial configuration 
within that r. At this point, each of the individual Markov chains starts to compute (represented 
by the blue arrows in figure 2 and referred to in the text as an MC loop). While the subgroups are 
computing results, each chain also writes a data file that holds the molecular cluster’s coordinates, 
the energy of the configuration and any other relevant property data (such as dipoles). The 
practice of writing this data is not normal for MC calculations with classical potentials. However, 
since the ab initio data is so expensive to compute, this data is gathered for future use (described 
below in Section 4). 
 After the user specified number of steps in an MC loop have been calculated (usually about 
1,000), the groups are synchronized to make sure that all of the calculations are completed. The 
zero group then communicates results and writes data to the restart file (represented by a yellow 
arrow in figure 2). The other processes wait in a subgroup synchronization until the zero group is 
complete (represented by the grey arrow in figure 2). When everyone reaches the subgroup 
synchronization, the individual Markov chains continue if the calculation has not converged. 
 While simulations using this model scale very well to several thousand processors (tens of 
teraflops), it is unclear what the performance will be on petascale computers. It is clear that the 
synchronization steps with their communication could cause a scaling bottleneck. However, these 
are very small steps in comparison to the overall computational costs. A much larger concern is 
the load imbalance that can occur between the individual Markov chains. This can occur since 
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 each individual energy calculation can take more or less time depending on how good the starting 
orbitals are for each calculation. In addition, some of the computations may experience a different 
load on the processors due to daemons or other processes that run on a sporadic basis.  
 
 
 
Figure 2. Schematic of the synchronization and work flow in the DNTMC module. 
 
 To get an idea of this load imbalance, representative calculations were performed on the 
mpp2 Itanium system at the Molecular Science Computing Facility at Pacific Northwest National 
Laboratory [18]. Timers were added to the NWChem code to record the overall time that it took 
for an MC loop between synchronizations (the time represented by the blue arrows in figure 2). 
These times were then collected and the minimum time, the maximum time and the average time 
were calculated to get an overall idea of the load imbalance. As a representative example, a water 
trimer using the MP2 level of theory [19] and the aug-cc-pVDZ [20] basis set was run for 10 
hours. This calculation used a total of 400 processors in 50 subgroups each using 8 processors. 
While the number of processors used in this computation is relatively small, it is certainly 
representative of the types of simulations that are performed at a larger scale. The calculation did 
a total of 3 MC loops, with a minimum loop time of 1.54 hours, a maximum loop time of 3.11 
hours and an average time of 2.29 hours. 
 At a first glance, the results look very poor for the overall load balance with the maximum 
time being twice that of the minimum time. However, we know from previous experience that 
long simulations scale very well. By examining the individual timings for each of the MC loops, 
it becomes obvious that the large load imbalance happens on the first loop. These large 
imbalances are due to Markov chains that are started in regions where convergence of the 
calculations are difficult (e.g. very repulsive configurations). This is a property that typically does 
not show up in classical simulations since the potential function is usually analytical. However, in 
quantum mechanical calculations, this can be a very large problem, especially at the beginning of 
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 a calculation. Later in the simulations after several MC loops, the repulsive geometries (or those 
that tend to give high energies) are not sampled as often and therefore, the simulations have much 
better load balance. Further investigation of the load imbalance with progression of the Markov 
chains will need to be performed. 
 
3. Petascale parallel issues 
Several issues must be addressed in scaling this algorithm to the petascale. The first is the 
individual energy calculations themselves. This is a very complex problem and is not the main 
point of this paper, so it will not be discussed here. We note, however, that our work with the 
Common Component Architecture [21] may be of use in this context. As new components are 
created that can efficiently use larger numbers of processors to calculate energies, they can be 
directly used by the DNTMC module if it is retrofit to use these components. These components 
could be specific implementations for a particular architecture or entirely new algorithms that 
represent the state of the art in chemical accuracy. 
 The second issue is the load imbalance described in Section 2. Although the load imbalance 
is small, it will have a large impact on the overall computation at the petascale. This suggests that 
another implementation may be better suited to get the most performance out of the petascale 
architectures. 
 A third issue has to do with the limitations on the number of Markov chains and the number 
of processors that can be brought to bear on any given molecular configuration. Even with an 
efficient implementation for individual energy computations, the relatively small sizes of the 
clusters (up to 10s of monomers) will limit the number of processors that can be brought to bear 
on the problem. Coupling this with the limited number of Markov chains that can practically be 
initiated in a given simulation volume and there is a limit on the overall processors that can be 
used in any simulation. Our best estimates based on current scalability of the energy 
computations and the practical number of Markov chains would allow approximately 10,000 
processors to be used. Of course, the ideal situation would be to examine much larger systems. 
While this is practical at the level of individual energy computations, the number of 
configurations (and therefore the computational expense) that must be explored is on the order of 
3 3
max
i
r
! . Obviously this makes the number of overall configurations that must be computed very 
large, but the limitation on the number of Markov chains currently limits the amount of 
parallelism that can be applied to the problem. Therefore, the overall time to solution is also 
limited. 
 One way to avoid some of the limitations on the overall scalability is to change the model to 
one in which the individual energy computations are independent of any particular Markov chain. 
For example, one model that would negate this need is to go to a “master-slave” implementation. 
If one of the nodes (or more depending on the level of parallelism and scalability) generates the 
configurations associated with many Markov chains, places them in a queue, and then farms them 
out to the other processors using task management, the tie to the number of Markov chains would 
be closer to being broken. Of course, since each Markov chain formally needs to get the energy of 
the current configuration before deciding whether to accept the configuration, the number of 
Markov chains will determine the number of energy computations to be performed. However, we 
have found that with a conservative translational and rotational step size, a high acceptance ratio 
can be maintained (higher than 85% is not uncommon). Hence, it is likely that precomputation of 
the next step in the chain could also be calculated with little loss. This would at least double the 
number of energy computations that are needed at any particular time. It is possible that the next 
step after that one (two steps removed from the current step) could also be computed ahead of 
time. However, this needs to be examined since one would not want to perform too many unused 
energy calculations. This master-slave model would require more communication than the current 
model – although it would be only a very small amount of data (coordinates, energy and any other 
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 relevant properties) and the latencies could be hidden through overlap with computation. 
However, there is likely to be less load imbalance since the slaves could be kept continually busy. 
 In addition to helping with the load imbalance, this model would negate the need for the zero 
group. The master node, in addition to determining the configurations from the many Markov 
chains, could also periodically determine global statistics and convergence. There would be no 
need for any synchronization since a processor could determine when all of the Markov chains 
have completed an MC cycle and do the “global” tasks while the rest of the processors continue 
on the next MC cycle. 
 An additional consideration in all of this is that the amount of I/O for the results, while not 
large at any particular point, can get large overall (10s–100s of GB for large simulations). Since 
many of the proposed petascale computers do not have much or any local disk, it might be 
possible to pipe that information through one (or a few) of the cores on the master node. This 
would limit the number of processors trying to access the disk space. The availability of 
asynchronous I/O would certainly be a boon to this research since the disk files are not read 
during the simulation, only written. Of course, the ab initio energy calculations themselves may 
require large disk access for both reading and writing, but that will need to be optimized separate 
from the DNTMC module and is outside the scope of this paper. 
 As part of an NSF PetaScale project, we are exploring these algorithmic changes to the 
DNTMC module. One of the challenges is to have an active task manager capability that allows 
for on-demand results. As part of our exploration, we are examining the use of Adaptive MPI 
(AMPI) [22] which implements an MPI process as a user-level thread. It tolerates or hides 
latency by virtualizing the threads, facilitating the migration of the threads and provides dynamic 
load balancing to distribute work across the algorithm. Thus, it forms an effective way of 
scheduling a processor (or a group of processors) in the presence of potentially large latencies. 
Other tools will also be examined, but many of them are not easily made compatible with a 
Fortran program. 
 
4. Other model issues 
In addition to the parallel scalability issues discussed above, several other issues are important to 
accomplish the overall science. One is the determination of convergence in the simulations. This 
is a long-standing problem in MC simulations. One of the traditional methods for determining 
convergence is to allow several Markov chains that were initiated at different configurations to 
continue running until the probability distribution of each Markov chain is the same as the 
combined, overall distribution. While this may be practical with classical potentials, it is not 
practical at all when ab initio potentials are used. One of the goals of using many Markov chains 
is to sample the space more effectively and not to calculate the same configurations many times. 
The ideal would be to calculate very few configurations in many Markov chains and to determine 
overall convergence based on some global property (such as the evaporation rate constant). Of 
course the challenge with this is that the properties of a given probability distribution may stay 
the same for quite a while and suddenly change because a particular configurational space is 
made available in the Markov chains. So, another traditional method for determining 
configuration is to double the number of configurations and see if the properties of the 
distribution change. While not conclusive, if the property does not change significantly, this is an 
indicator that convergence may be reached. Again, this has the unfortunate side effect of causing 
many configurations to be computed with possibly no improvement in the overall result (i.e., 
calculation of too many configurational points). 
 In our simulations, we have adapted the latter approach for our simulations. While it is not 
possible, due to the computational expense, to keep doubling the simulation size after about 10 
million configurations, we do continue to compute until the variance in the evaporation rate is an 
order of magnitude lower than the actual rate. Again, while this is not conclusive that we have 
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 reached convergence it is a reasonable indicator. We have recently started a collaboration with a 
statistician to help in studying these convergence issues. 
 Another issue that must be addressed is the data that is generated from these simulations. 
With over 10 million ab initio determined points, this data is extremely valuable to the chemistry 
community as a whole. Creating a database out of these points is a challenging task, but one that 
would be useful in several ways. For example, we do not have any current plans to develop 
classical potentials from this data; however, it certainly could be used to do this. Making this data 
available would allow others to take advantage of the computations and benefit a much broader 
community than just our specific nucleation work. In addition, this data could be mined to 
determine if local minima and maxima occur on any portion of the potential energy surface. This 
is important for these simulations since the stationary points and the potential energy surface 
around them can lead to ergodicity issues when exploring surfaces at low temperature [23]. If the 
Markov chains become localized and do not exit the minima, the probability distributions will not 
be representative of the true surface. 
 Related to this last point is the need to be able to do as few of these large ab intio based 
simulations as possible to obtain the results that we want. We have recently developed an 
algorithm for performing a simple and computationally inexpensive scaling of high temperature 
Markov chains to determine lower temperature Markov chains and distributions [23]. In this 
method, we take high-temperature simulations – for example, 363 K for water – and use a 
weighting factor to get the results for a lower temperature – for example, 243 K. This weighting 
factor is 
 ( )1 2
2 1
1 1
, exp ii
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k T T
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where 
1 2
T T!  so that all important states at T2 are thermally accessible at T1. This scaling is 
similar to the Weighted Histogram analysis [24]. In our method, however, we weight the 
individual Markov chains, which allow us to examine properties such as O-O distances and 
energy distributions in a very straightforward manner. Of course, there are limitations to how far 
this temperature scaling can be applied and we are currently exploring these limitations. 
 
5. Conclusions 
In this paper, we have briefly discussed the DNTMC method, its current implementation, 
challenges, a possible solution for petascale computing, and other issues associated with 
convergence, data management, and the reuse of the simulation data. The DNTMC method is just 
one of a group of methods developed to explore chemical properties using a combination of 
quantum chemistry and statistical mechanics. These methods hold a significant promise to 
increase our scientific understanding of the world as well as in the use of petascale computers. 
However, while these large simulations can now be contemplated, there are still limitations to the 
parallel scalability and the huge number of computing resources that must be used to obtain 
solutions. We have presented one possible algorithm to reduce the amount of load imbalance as 
well as to improve the overall scalability of the computation. 
 In addition, some fundamental mathematical and data management issues will need to be 
solved. Convergence has long plagued the field of MC simulations. While we do not have any 
solutions yet, this clearly is an area of need for expert mathematical and statistical input. 
Additional input is also needed to explore issues associated with ergodicity and extending the 
usage of the existing simulations (such as the temperature scaling method described above). 
 Furthermore, a significant amount of data is being generated from these simulations and 
methods for storing and mining the information will be required to make the most use out of the 
data. In addition to the issues discussed previously, we have recently found that examining the 
individual energy distributions in each of the bins can lead to additional insight into the variation 
of the configurations at a given r. This in turn can give us an idea of the amount of 
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 configurational space that is being explored. These types of analysis techniques will need to be 
developed to exploit the data to its fullest. 
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