Abstract. We study conditions that allow infinite systems of interacting chains with memory of variable length to go beyond the usual Dobrushin condition. Then, we derive an analytical characterisation of the invariant state based on Replica Mean Field limits. As a result we extend the Galves-Löcherbach model beyond the restrictive Dobrushin condition of the model.
Introduction
We study existence and uniqueness of infinite systems of interacting chains with memory of variable length, that do not satisfy the Dobrushin condition. Furthermore, we characterize analytically the stationary state of the system in the Replica Mean Field limit. Infinite systems of interacting chains with memory of variable length, are systems of interacting particles that depend on the whole past of the system. These systems have a number of applications, in particular in describing biological neural networks.
Neural networks, can be examined through the study of the behaviour of an individual neuron as in [6] , [12] , [13] , [15] , [19] and [17] , or alternatively, through the study of the interactions occurring among the neurons in the network, as in [1] , [2] , [4] , [7] , [8] , [9] , [10] , [14] , [11] , [18] , [20] [21] and [23] .
Neural networks, consist of a number of neurons, in our case infinitely many positioned on the positive integers N, that interact with its other through chemical synapses. A neuron's activity is explained by the evolution of its membrane potential. The interaction between neurons, occurs only when one neuron spikes, which can be described as a hight-amplitude depolarisation of its membrane potential.
When a neuron, say j, spikes, any post-synaptic neurons connected to it, say i, receives an additional amount of membrane potential, W ji ∈ R called the synaptic weight. For each j = i, the synaptic weight W ji describes the only influence of neuron j on neuron i. As for the neuron that spikes, its membrane potential is reset to 0. This description accounts to the so called Galves-Löcherbach model (G-L) introduced in [15] to describe the interaction of brain neural networks. For the existence of the model the authors require that the synaptic weights satisfy the Dobrushin condition:
The purpose of the current paper is to present conditions that will allow the existence of the model beyond this condition. Furthermore, we consider Replica Mean Field models (RMF), as introduced by Baccelli and Taillefumier in [4] to study among others the linear (G-L) model. The RMF models are made of infinitely many replicas that interact among its other according to the structure of the initial model. Then, the stationary dynamics of these limiting networks are described by a first order differential equation describing the spiking intensity at stationarity. It should be mentioned, that while in [4] , a finite network is considered as the initial model, in our case infinite networks will be considered. Furthermore, in the RMF study, we will also consider the case where the reset of the membrane potential of a spiking neuron is different from 0.
The structure of the paper is organized as follows. In section 2 we present at first in subsection 2.1 two theorems that will state conditions for the non-explosiveness of the model and then in subsection 2.2 a theorem about the uniqueness of the invariant measure. In the models considered in this section, the neurons reset to 0 after they spike. Then, in section 3 we study RMF limits. At first in subsection 3.1 we will consider models similar to the ones in section 2, but we will also consider models with neuron that after they spike they reset to values different from zero. These models have linear intensity functions as in the linear (G-L) studied in [4] . Then, in subsection 3.2 we introduce a variation of the model studied in section 2 and in the first part 3.1 of the last section 3. This variation will consist in slightly altering the nature of the interactions so that intensity functions of polynomial order higher than linear can be considered as well.
Long-time behaviour
We start with the presentation of the model. Let (N i (ds, dz)) i∈N be a family of i.i.d. Poisson random measures on R + × R + having intensity measure dsdz. We study the Markov process X t = (X i t ) i∈N taking values in R N + and solving, for i ∈ N, for t ≥ 0,
In the above equation for each j = i, W ji ∈ R is the synaptic weight describing the influence of neuron j on neuron i. Finally, the function φ : R + → R + is the intensity function.
The generator of the process X is given for any test function f : R N + → R and x ∈ R N + is described by
for g(x) ≥ 0 for all x, and a i ≥ 0 for all i ∈ N, where
We consider both positive and negative synaptic weights W ij , denoting for simplicity, the positive as w ij and the negative as −u ij , while the set of positive and negative synaptic weights that a neuron i sends to other post-synaptic neurons are denoted as P i and N i respectively, that is
for v ij , w ij ≥ 0 and sets
2.1. Non-explosiveness. In order to examine criteria for the non-explosiveness of the system, we consider four different sets of conditions:
• Condition (A): The negative weights dominate over the positive:
• Condition (B): The drift dominates over the weights: Assume φ i is Lipchitz continuous, with Lipchitz constant ||φ i || Lip . Assume φ i ≤ c i g for some c i > 0 and that the weights satisfy
• Condition (C): Controlled dominance of positive weights over the negative:
• Condition (D): Interactions of infinite long distance, with the negative weights dominating over the positive: For any k ∈ N j∈N i ∩{j:|j−i|≤k}
Since the purpose of the paper is to present criteria for the existence of the (G-L) model for the case that the synaptic weights W ij do not satisfy the usual Dobrushin condition (1.1), before we present the statement and the proof of the first theorem, we will present some examples that satisfy one of the conditions (A), (B), (C) or (D), but at the same time go beyond the Dobrushin condition (1.1), which means that we require from them to satisfy the following:
Example 2.1. The first two examples relate to condition (A). Notice that in any of these two first examples, since one can consider any a i ≥ 0, we can also set a i = 0 and get rid of the drift.
Examble 1: The first example presents a paradigm of synaptic weights W ij that satisfy condition (A) but not (1.1). Choose the synaptic weights as follows:
Then, it is easy to see that
while for every i ≥ 3 we have that
which shows (2.4).
Examble 2: Another paradigm that satisfies condition (A), but this time with an increasing length of interactions. For every i ∈ N, define the weights
Then, we compute
which is condition (A). Furthermore, for every i ≥ 3 we have that
Examble 3:
In the third example we present a paradigm that satisfies condition (B). For any
Then choose the synaptic weights to be:
From the choice of φ i and g we have that
which is condition (B). At the same time, for every i ≥ 3 we have that
Examble 4: A paradigm for (C). Choose the synaptic weights
and so,
as i → ∞, which violates the Dobrushin condition.
Examble 5: Here we present a paradigm that satisfies condition (D). Here as in the first two examples, the drift can also be set to zero. For every i ∈ N, define the synaptic weights as follows.
Then, for all i ∈ N and any k odd, we compute
while for every k even
which is condition (D). Furthermore, every neuron receives a weight from every other neuron, which has absolute value bigger or equal to one, and so for every neuron i we have
which implies (2.4).
One more condition about the intensity functions φ i follows:
• Condition (L): Assume that for every i ∈ N, φ i are Lipschitz continuous with Lipschitz constant ||φ i || Lip and that they satisfy:
We now present the first result of the paper, a criterion for non explosion. What we will show is that during a finite time, only finite spikes, and so jumps, can take place from the infinite many neurons in the system. It should be mentioned, that the strong conditions in the Lipschitz constants required, will allow to show a Foster-Lyapunov criterion for a Lyapunov function h(x) = ∞ i=1 ||φ i || Lip x i . As a result, we can show the non explosiveness of the system, whenever it starts from any non-exploded configuration, i.e. any initial configuration x 0 such that sup i∈N x i 0 < ∞, since the value of the Lyapunov function at any non-exploded configuration is finite
because of Condition (L). 
Under hypotheses (A) the last becomes
Under hypotheses (B), (2.6) becomes
where above at first we used that φ i ≤ c i g and then the dominance of the weights by the drift.
For both cases (A) and (B), we thus obtain that Lh(x) ≤ 0. If we use Dynkin's formula
we then obtain
We now examine a bound under condition (C). At first we bound (2.6) by
Since φ i is Lipschitz continuous we can bound
which leads to the following Foster-Lyapunov condition
and the two constants constants below
are finite because of condition (C) and (L). If we use again Dynkin's formula we have
which from Gronwall's inequality gives
For the case (D), one can consider the operator L k to be the same as L but with the weights X ij = 0 if |i − j| > k. Then, if one works similarly to (A), will obtain
k the process with generator L k . Then, we can use Fatou's lemma to extend the inequality to the infinite dimensional process
Putting all the bounds from the four cases together
We will now show the non-explosiveness of the system. For N(s, t) the number of spikes occurring during the time interval [s, t] in the system, we compute
where the second term on the righthand side is bounded by hypothesis (L). If we use (2.7)
which proves the theorem.
In Theorem 2.1, we show the non-explosiveness of the system under strong conditions on the intensity functions, so that (2.5) will hold for any non-exploded configuration. Next, we will show that under weaker conditions weaker results hold. We will show that during a finite time, any single neuron can spike only a finite number of times. As a result, if any neuron is interacting only with a finite number of other neurons through synaptic connections, then any single neuron can jump only finite many times on a finite time interval.
Furthermore, under some additional conditions on the reset value of the intensity function φ i (0), we show, that if the system starts from a configuration x 0 such that
0 < ∞, then on a finite time interval only finite many neurons in the system will spike. One should notice, that in reference to the whole system having only finite many jumps, while under the strong condition (L) we could consider any non-exploded initial configuration, now that (L) will not be assumed, we restrict to initial configurations x 0 such that
We consider the following alternative to Condition (B).
• Condition (E): The drift dominates over the weights: Assume φ i is Lipchitz continuous and φ i ≤ c i g for some c i > 0, and that the weights satisfy (ii) If in addition
then, in a time interval of finite length only finite many spikes take place in the system, assuming that the system's initial configuration x 0 is such that
Proof. Define U(x i ) = i∈K x i , where the set K will be or K ≥ K = {i} for some i ∈ N, or K = N, referring to the first (i) and second (ii) statement respectively. Then
while under hypotheses (D), (2.8) becomes
Then if we work as in the proof of Theorem 2.1 for (A) and (B), we obtain
Under condition (C), we bound (2.8) by
and using that φ is Lipschitz leads to the following Foster-Lyapunov condition
If we use as in the proof of the previous theorem Dynkin's formula and Gronwall's inequality we will get
In a similar way as in Theorem 2.1, for the case (D) we get:
Putting all the bounds from the four cases together leads to
We will now show the non-explosiveness of the system. For N i (s, t) the number of spikes of a single neuron i, occurring during the time interval [s, t], we compute
If we use (2.9) for K = {i}, we obtain
which show (i). For (ii) for N[s, t] the number of spikes on the whole system we calculate
If we use (2.9) for K = N, we obtain
which shows (ii).
From the first statement (i) of the last theorem we obtain the following corollary.
Corollary 2.1. Assume φ is Lipschitz continuous and that any of the four conditions (A), (C) (D) or (E) holds. If for any neuron i ∈ N, the number of synaptic connections #{j : W ji = 0} < ∞, then any single neuron can jump only finite many times on a finite time interval.
It should be noticed that #{j : W ji = 0} < ∞ is weaker than the Dobrushin condition (1.1), since it restricts the number of synapsis leading to a neuron and not the values of the synaptic weight. As a result, one can consider systems like the one presented in "Example 1" of Example 2.1, where #{j : W ji = 0} = 2 < ∞, but |W ij | = i, and so the Dobrushin condition is violated since
2.2. Wasserstein contraction. We want to determine conditions for the process to have at most one invariant measure.
Having established conditions for the non-explosiveness of the process, we will investigate conditions that will guarantee the uniqueness of the invariant measure. To do this we will show the Wasserstein contraction for jump rates that are Lipschitz continuous. Our approach follows closely the paper of Duarte, Löcherbach and Ost [12] .
For any x ∈ R N we consider
We define as a coupling between two measures µ and ν on R N any probability measure on R N ⊗ R N whose marginals are µ and ν. If we denote Γ(µ, ν) the set of all couplings between µ and ν, then define the Wasserstein distance between the two measures µ and ν by
Notice, that because of the Kantorovich-Rubinstein duality, we obtain the following equivalent representation of the Wasserstein distance:
Theorem 2.3. Assume that φ i , i ∈ N and g are Lipschitz continuous. Furthermore, assume that that for every i
where s = max{r > 0 : W i,i−r > 0}.
For every y ≥ x, assume:
Then, for any choice of two probability measures µ and ν on B(R N )
As a result, under the conditions of Theorem 2.1 or 2.2, the process X has at most one invariant measure.
Proof. We consider the following coupling generator.
:=I 1 + I 2 + I 3 + I 4 (2.10) where I 1 above stands for the first two sums on the right hand side representing the drift, and I 2 , I 3 and I 4 the remaining three sums. If we set H(x, y) = ||x − y|| 1 we will compute the four terms I i , i = 1, ..., 4. For the drift term we have
while for the remaining three terms, we respectively obtain
In order to bound the last two terms that involve absolute values of sums and differences, we will use the following two simple calculations. At first, observe that for v > 0 we compute
Similarly, when w > 0 one gets the following
As a result, we readily obtain
If we use these to bound the I 3 term, we get
while for the fourth I 4 we obtain
Gathering all the bounds for I 1 , I 2 , I 3 and I 4 together to bound (2.10) gives
where above, in order to simplify the exposition we have denoted
If now we rearrange the order of the terms, we can write
If we use condition (W4) to bound the second and the fourth sum we get
For the first sum we obtain
where above we made use of condition (W2) and then distinguished on the interactions that precedent and follow i. Since for j < i we have that j ≥ i − s, for s = max{r > 0 : W i,i−r > 0}, the last can be bounded by
.Next we can use (W1a) to bound the terms with j > i and (W1b) the terms with interactions from j < i
where we have denoted O 1 = inf i∈N a i − j∈N i ,j>i v ij + j∈P i ,j>i w ij and
Next we can use (W3) to obtain
If we work similarly for the third sum, we will get
Gathering the for bounds together
from which, we obtain
Below, we present examples that satisfies the conditions of Theorem 2.3. Similarly, if we set φ(x) = g(x) = x, in any of the examples 1 or 2 presented in Example 2.1, we can obtain further paradigms of neural systems that satisfy the conditions of Theorem 2.3, as long as we choose an appropriate drift a i . For both "example 1" and "example 2" one can easily verify that an increasing drift a i = 2i + 1 is sufficient.
Replica Mean Field Limits
Replica Mean Field (RMF) limits were used by Baccelli and Taillefumer in [4] in order to describe the stationary state of a system of finite number of neurons (see also [3] , [5] , [25] and [26] ). The linear (G-L) model considered in [4] , since it consists of finite many neurons, directly satisfies the Dobrushin condition (1.1). We will use the exact same approach here, but with some modifications that will allow us to obtain results about a system of infinite many neurons.
The idea behind the RMF structure is to express the moments of the invariant measure in terms of structural characteristics of the network as is the drift a i , the reset value r i and the synaptic weights W ij . In particular we aim in obtaining expressions of the moments of spiking rates β
k ] in terms of the aforementioned features. To do so, we will derive an ODE of β k i through the RMF limit.
The results presented in the current section as well as the methods to obtain them, follow very close the work in [4] . For a complete and comprehensive analysis of the RMF approach one should look at [4] . Here, we will mention just the absolute necessary aspects of the method that will be used. In general. Replica Mean Field models consist of a finite number of copies of the initial model which replaces the initial interactions with a higher level inter replica interactions. Then, assuming the Poisson Hypothesis, when taking the limit of the number of replicas going to infinity we consider independence between the replicas. In the actual schema considered in [4] , every replica consists of a finite number of neurons. In our case however, where a network of infinite many neurons is studied, we will consider replicas of infinite many neurons.
The finite-replica model of infinite many neurons is defined analogue to the finite neurons case, as follows: For a finite model consisting of M replicas, let for m ∈ {1, ..., M} and i ∈ N, N m,i denoting the spiking activity of the neuron (m, i), that is the neuron i belonging to the replica m. Accordingly, φ(x m,i ) for for m ∈ {1, ..., M} and i ∈ N, represents the spiking activity of the neuron (m, i), which contrary to the typical model where one neuron i interacts with any neuron j of its network through a synaptic weight W ij , in the M replica model, every neuron (m, i) of a replica m interacts only with the neurons (n, j) belonging only to other replicas, i.e. n = m, through the same intensity weight W ij , in such a way that the replica n is chosen in a uniform way among the M − 1 replicas {1, ..., m − 1, m + 1, ...M} different from m.
Although we consider a network of infinite many neurons, we will assume that for any neuron i ∈ N, there is only a finite number K i of neurons that receive a synaptic weight different from zero from i
Equally we assume that whenever a neuron i ∈ N spikes, there is only a finite number K i of neurons of neurons from which it receives a synaptic weight different from zero, that is:t
Furthermore, we will assume that for every i ∈ N,
It should be noted that we do not assume that K i or K i are uniformly bounded on i. As we will see below, the fact that K i and K i are bounded is vital for defining the Replica model as in [4] .
3.1. Linear intensity and linear interaction. In this section we study the RMF limit for the linear (G-L) model, that is, the model of the previous section where the interactions are as (2.3) and the intensity function in (2.2) is linear φ(x) = x. In order to remain closer to the stochastic framework in [4] , we introduce a variation in the model of the previous section, that is, that when a neuron i spikes, the membrane potential does not settle necessarily to 0 as before, but to some value r i ≥ 0. We will consequently study both the cases where r i = 0 ∀i ∈ N and r i > 0 ∀i ∈ N.
for g(x) ≥ 0 for all x, and a i ≥ 0 for all i ∈ N where
For any i ∈ N, 1 ≤ m ≤ M, let {v m,ij (t)} t∈R be a stochastic process such that at any spiking time T , the {v m,ij (T )} j to be random variables which are mutually independent, independent of the past and also distributed over {1, . 
The infinitesimal generator for the M-replica Markovian dynamics is
where the weights distributed after neuron (m, i) spikes are
We consider two main sets of different hypothesis about the drift and the intensity functions φ, g:
• Hypothesis (H1): The linear (G-L) model as in [4] .
φ(x) = x, g(x) = x and min i∈N r i > 0.
• Hypothesis (H2): For z i > 0, assume,
For any set S ⊂ {1, ..., M} and
Since, whenever a neuron (j, m) with j / ∈ ∪ i∈K K i , does not contribute synaptic weights to the sum i∈K m∈S x m,i , we can write 
Since φ i is of polynomial order, for every u > 0 and x ≥ 0, there exists añ
If for some c > 0, we consider the compact set
we have
+ d, for two positive constants c and d. From the two bounds
Remark 3.1. In [4] , the Foster-Lyapunov inequality was used to prove ergodicity for a Replica model which consists of a system of finite neurons, so that the MGF of all the neurons in the system with respect to the stationary measure can be calculated.
In our case however, we will restrict on only one neuron, with a goal to study an
, where E {1,..,i} the stationary measure referring to the partial network containing only the first i particles {1, .., i}. Since, by the construction of the model every i ∈ N, can receive synaptic weights only from the finite neurons preceding it,
the behaviour of any neuron i depends exclusively on a finite system of neurons j ≤ i. In that way, Λ m,i (u) = E {1,..,i} [e u(x i ) ], can be studied as the case of the neuron i belonging to a finite system of neurons {1, ..., i}. Then, obtain results uniformly on i and so conclude for all i ∈ N. In this case, E {1,..,i} is a measure which is obtained on a probability space of i random variables {1, ..., i}, with boundary conditions the values of the rest of the r.v. {j : j ≥ i + 1}, which however, by the construction of the network they do not affect the first i particles.
Alternatively, one can consider a network that includes only the first k particles, {1, ..., k} of the system, conclude about the ergodicity of this finite system and finally obtain the desired ODE by considering for every i ≤ k, the limit Λ i (u) as the limit of both m, k → ∞ of Λ m,i (u), under uniform conditions on i and k. Then, E {1,..,k} is nothing else than the stationary measure of the network constructed by the first k particles.
We want to show Harris ergodicity. At first we notice that according to [22] , the Foster-Lyapunov drift condition of the last proposition, implies that the process is non-explosive and that the set R KM c is positive recurrent.
Following [4] , the Hypothesis (H1), implies that for large c, the set R
M K c
, is also a regeneration set as well, since min i∈K inf t φ(x i t ) > min i∈K r i > 0. We can conclude the same for Hypothesis (H2), since according to Robert and Touboul [24] , regeneration is guaranteed when neurons spike consecutively and spontaneously, which is the case when the spike intensity is always strictly positive, as in the current case where min i∈K inf t φ i (x i t ) > min i∈K z i > 0. The non-explosiveness of the Markov dynamics, together with the fact that the set R
is positive recurrent and a regeneration set, imply the Harris ergodicity of the Markov chain {x(t)} t∈R .
Having established the ergodicity of the process, we can now obtain the ODE that describe the stationary measure. For some
, where E {1,..,i} the expectation with respect to the stationary measure. We will derive an ODE for the RMF limit of Λ m,i , that is
It should be noted that in [4] they dealt with the more general moment generating function E[e u i∈K x m,i ], from which after using the Poisson Hypothesis they obtained an ODE for Λ i and consequently an analytic expression for β
. In our case, starting directly from Λ m,i will allow us to reproduce the result from [4] following the same exact proof, but slightly more simplified as due to the occurrence of only one random variable involved we will avoid the complicated calculation of the quantities vanishing at the limit. Furthermore, we have perturbed the density function by a positive constant z i > 0, so that we can consider the Hypothesis (H2) where we obtain the regeneration even when r i = 0. 
where
Since |V n,j | depends only on j, the last term becomes
We finally get
or equivalently
By Poisson Hypothesis, for m = n,
The main result of this section about the linear (G-L) model follows:
Theorem 3.1. Assume the linear (G-L) model of (H1) or (H2). If the RMF limit
for any i ∈ N, then β i solves the following system of equations
where the function l i (u) and h ij (u) are
and where Ei denotes the exponential integral function.
A useful corollary follows. Remark 3.2. If we cancel the drift, i.e. take the limit a i → 0, then (see again [4] ) we get the following explicit expressions of l i and h ij
Before we present the proof of Theorem 3.1 we present some examples of the linear (G-L) networks that go beyond the Dobrushin condition and satisfy the hypothesis of Theorem 3.1.
Example 3.1. Some examples that satisfy the conditions of Theorem 3.1 and at the same time go beyond the Dobrushin condition (1.1).
Examble 1: We star with a trivial example. Assume that there is not drift, i.e. a i = 0, ∀i ∈ N. Then, as pointed on Remark 3.2, the functions l i and h ij get an explicit expression which leads to the following simple form of the equation (3.3)
From the last expression one observes that for every i ∈ N for which there exists at least one j < i such that the synaptic weight W ji < 0, we have β i = 0. As a result, we can choose an appropriate big number of synaptic weights to be negative, so that only finite number of β i s are not zero. Then, i∈N β i < ∞ and the result follows from Corollary 3.1. Since this example holds for negative synaptic weights of any size, one can choose appropriate big negative weights (e.g W i,i+1 = −i) so that the Dobrushin condition (1.1) is violated.
Examble 2: Assume (H1). We will consider again the case where a i = 0 for all i ∈ N. But now contrary to the previous example, we assume that for all i, j ∈ N, W ij ≥ 0.
Since from Corollary 3.1 it is sufficient to assume i∈N β i < ∞ we need β i 's to decrease on i sufficiently fast. But from the construction of the model, we know that every neuron i receives synaptic weights only from the neurons j < i. In that way, we guarantee that a neuron i affects only the neurons j that follow it, j > i, and are not affected by the neuron after them j > i. In that way, β i 's depend only from the behaviour of the neurons j < i, and also the values of β j , j < i do not depend, neither on the value of r i , nor on the values of the synaptic weights W ji .
That implies, that for fixed β j , j < i, we can choose inductively the values W ji and r i in such a way that β i ≤ 1 2 i . This can happen in the following way. As in the previous example, from Remark 3.2 we obtain the expression (3.6). The right hand side of (3.6) increases as W ij goes to zero. As a matter of fact, when W ij → 0 we have that
and so
exp (r i u) du = 1 r i which implies that the value of β i can be chosen as small as we desire as long as r i and W ij are sufficiently small. Since the weights ri, W ij are chosen small, we can consider the case where for any i ∈ N, the synaptic weights W ij > a > 0 for all j > i, for some small a uniformly on i and j. Then, j W ji = (i − 1)a → ∞ as i → ∞, and the Dobrushin condition does not hold. Examble 3: Assume (H1). If one considers the linear (G-L) model with a drift a i > 0, then the same reasoning as in the previous example can be applied to equation (3.3) . In that case, the values of β j for j < i do not depend neither on W ji and r i as in "example 2", nor on a i . Then, the smaller the values of W ij , r i and the bigger the value of a i , the smaller the value of β i . Then, the Dobrushin condition will not hold, as in the previous example, as long as we choose for any i ∈ N, the weights W ij > a > 0 for all j > i.
The proof of Theorem 3.1:
Proof. The proof of the theorem 3.1 follows directly from the following proposition presented in [4] . One observes that for functions g(u) = −β i e ur i and f (u) = − j =i (e uw ji − 1) β j , and τ = 3.2. Non-linear intensity and non linear interaction. In the current section, we will consider cases that go beyond the linear φ and g of Case I. To do so, we will introduce a new type of slightly modified interactions as defined below in (3.9). The generator of the process, for any test function f : R N + → R and x ∈ R N + is as follows
for g(x) ≥ 0 for all x, and a i ≥ 0 for all i where (3.9) (∆ i (x)) j = ((x j ) r + (W i→j ) r )
1 r j = i r i j = i .
As in the case of the linear (G-L) model, we consider two different sets of hypothesis, one with an intensity function that is always strictly positive and one where it is not, in which case a reset value of non zero is required for the neuron that spikes.
• Hypothesis (H3): For some r > 0 and r i > 0, φ i (x) = x r , g(x) = x and min i r i > 0.
• Hypothesis (H4): For some r > 0 and z i ≥ 0
The main result of this section about the non linear model with non linear interactions follows: The proof of the theorem is identical to the proof of Theorem 3.1. We only need to check the analogue of Proposition 3.2 for the non linear interactions and intensity function. In analogy to the previous subsection, we now define, for some z i ≥ 0 and r > 0, Λ m,i (u) = E {1,..,i} [e u((x m,i ) r +z i ) ], where E {1,..,i} the expectation with respect to the stationary measure. Similarly, the RMF limit of Λ m,i is As in the previous section where the linear (G-L) model was studied, similar examples can be constructed.
