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Abstract
Despite tremendous progress in outlier detection research in
recent years, the majority of existing methods are designed
only to detect unconditional outliers that correspond to
unusual data patterns expressed in the joint space of all
data attributes. Such methods are not applicable when
we seek to detect conditional outliers that reflect unusual
responses associated with a given context or condition. This
work focuses on multivariate conditional outlier detection,
a special type of the conditional outlier detection problem,
where data instances consist of multi-dimensional input
(context) and output (responses) pairs. We present a novel
outlier detection framework that identifies abnormal input-
output associations in data with the help of a decomposable
conditional probabilistic model that is learned from all data
instances. Since components of this model can vary in their
quality, we combine them with the help of weights reflecting
their reliability in assessment of outliers. We study two
ways of calculating the component weights: global that relies
on all data, and local that relies only on instances similar
to the target instance. Experimental results on data from
various domains demonstrate the ability of our framework
to successfully identify multivariate conditional outliers.
1 Introduction
Outlier detection is a data analysis task that aims to
find atypical behaviors, unusual outcomes, erroneous
readings or annotations in data.1 It has been an ac-
tive research topic in data mining community, and it is
frequently used in various applications to identify rare
and interesting data patterns, which may be associated
with beneficial or malicious events, such as fraud iden-
tification [27], network intrusion surveillance [10], dis-
ease outbreak detection [29], patient monitoring for pre-
ventable adverse events (PAE) [12, 11], etc. It is also
utilized as a primary data preprocessing step that helps
to remove noisy or irrelevant signals in data [14, 17].
Despite an extensive research, the majority of ex-
isting outlier methods are developed to detect uncon-
ditional outliers that are expressed in the joint space
of all data attributes. Such methods may not work
∗Department of Computer Science, University of Pittsburgh.
1Outliers are also referred to as anomalies, abnormalities,
novelties, discordances, or deviants.
well when one wants to identify conditional (contex-
tual) outliers that reflect unusual responses for a given
set of contextual attributes. Briefly, since conditional
outliers depend on the context or properties of data in-
stances, application of unconditional outlier detection
methods may lead to incorrect results. For example, as-
sume we want to identify incorrect (or highly unusual)
image annotations in a collection of annotated images.
Then by applying unconditional detection methods to
the joint image-annotation space may lead to images
with rare themes to be falsely identified as outliers due
to the scarcity of these themes in the dataset, leading to
false positives. Similarly, an unusual annotation of im-
ages with frequent themes may not be judged (scored)
as very different from images with less frequent themes
leading to false negatives.
This paper focuses on multivariate conditional out-
lier detection, a special type of the conditional outlier
detection problem where data consists of m-dimensional
continuous input vectors (context) and corresponding
d-dimensional binary output vectors (responses). Our
goal is to precisely identify the instances with unusual
input-output associations. Following the definition of
outlier given by Hawkins [13], we give a description of
multivariate conditional outlier in plain language as:
Definition 1. A multivariate conditional outlier is an
observation, which consists of context and associated
responses, whose responses are deviating so much from
the others in similar contexts as to arouse suspicions
that it was generated by a different response mechanism.
This formulation fits well various practical outlier de-
tection problems that require contextual understanding
of data. As briefly illustrated above, for example, re-
cent social media services allow users to tag their con-
tent (e.g., online documents, photos, or videos) with
keywords and thereby permit keyword-based retrieval.
These user annotations sometimes include irrelevant
words by mistake that could be effectively pinpointed if
the conditional relations between content and tags are
considered. Likewise, evidence-based expert decisions
(e.g., functional categorization of genes, medical diag-
nosis and treatment decisions of patients) occasionally
involve errors that could cause critical failures. Such er-
roneous decisions would be adequately detected through
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contextual analysis of evidence-decision pairs.
The multivariate conditional outlier detection prob-
lem is challenging because both the contextual- and
inter-dependences of data instances should be taken
into account when identifying outliers. We tackle these
challenges by building a probabilistic model P (Y|X),
where X=(X1, ..., Xm) denotes the input variables and
Y=(Y1, ..., Yd) denotes the associated output variables.
Briefly, the model is built (learned) from all available
data, aiming to capture and summarize all relevant de-
pendences among data attributes and their strength as
observed in the data. Conditional outliers are then iden-
tified with the help of this model. More specifically, a
conditional outlier corresponds to a data instance that
is assigned a low probability by the model.
The exact implementation of the above approach
is complicated, and multiple issues need to be resolved
before it can be applied in practice. First, it is unclear
how the probabilistic model P (Y|X) should be repre-
sented and parameterized. To address this problem, we
resort to and adapt structured probabilistic data mod-
els of P (Y|X) that provide an efficient representation
of input-output relations by decomposing the model us-
ing the chain rule into a product of univariate prob-
abilistic factors P (Yi|X,Ypi(i)) : i = 1, ..., d; i.e., each
response Yi is dependent on X and a subset of the other
responses Ypi(i). The univariate conditional models and
their learning are rather common and well studied, and
multiple models (e.g., logistic regression) can be applied
to implement them. We note the structured probabilis-
tic data models were originally proposed and success-
fully applied to support structured output prediction
problems [30]. However, their application to outlier de-
tection problems is new. The key difference is that while
in prediction we seek to find outputs that maximize the
probability given the inputs, in conditional outlier de-
tection we aim to identify unusual (or low probability)
associations in between observed inputs and outputs.
The second issue is that the probabilistic model
must be learned from available data which can be hard
especially when the number of context and output vari-
ables is high and the sample size is small. This may lead
to model inaccuracies and miscalibration of probability
estimates, which in turn may effect the identification of
outliers. To alleviate this problem, we formulate and
present outlier scoring methods that combine the prob-
ability estimates with the help of weights reflecting their
reliability in assessment of outliers.
Through empirical studies, we test our approach on
datasets with multi-dimensional responses. We demon-
strate that our method is able to successfully identify
multivariate conditional outliers and outperforms the
existing baselines.
The rest of this paper is organized as follows.
Section 2 formally define the problem. Section 3
reviews existing research on the topic. Section 4
describes our multivariate conditional outlier detection
approach. Section 5 presents the experimental results
and evaluations. Lastly, Section 6 summarizes the
conclusions of our study.
2 Problem Definition
In this work, we study a special type of the con-
ditional outlier detection problem where data con-
sist of multi-dimensional input-output pairs; that is,
each instance in dataset D = {x(n),y(n)}Nn=1 consists
of an m-dimensional continuous input vector x(n) =
(x
(n)
1 , ..., x
(n)
m ) and a d-dimensional binary output vec-
tor y(n)=(y
(n)
1 , ..., y
(n)
d ). Our goal is to detect irregular
response patterns in Y given context X. The fundamen-
tal issues in developing a multivariate conditional outlier
detection method are how to take into account the con-
textual dependences between output Y and their input
X, as well as the mutual dependences among Y. We
address these issues by building a decomposable proba-
bilistic representation for Y|X.
Note that multivariate conditional outlier detection
is clearly different from unconditional outlier detection
when the problems are expressed probabilistically. In
conditional outlier detection, we are interested in the
instances that fall into low-probability regions of the
conditional joint distribution P (y|x) = P (y,x)/P (x).
On the other hand, unconditional outlier detection
approaches generally seek instances in low-probability
regions of the joint distribution P (y,x).
Notation: For notational convenience, we will omit the index
superscript (n) when it is not necessary. We may also abbreviate
the expressions by omitting variable names; e.g., P (Y1 = y1, ..., Yd =
yd|X=x) = P (y1, ..., yd|x).
3 Existing Research
Outlier detection has been extensively studied in the
data mining and statistics communities [8, 15, 1]. A
wide variety of approaches to tackle the detection prob-
lem for multivariate data have been proposed in the
literature. Accordingly, depending on the type of out-
liers the method aims to detects, five general categories
of unconditional outlier detection approaches appear in
the literature. These include density-based approaches
[5, 19], distance-based approaches [23, 4], depth-based
approaches [21, 24], deviation-based approaches [3], and
high-dimensional approaches [2, 15]. Below we briefly
summarize each of these categories. For technical de-
tails, please refer to [8, 15, 1].
Density-based approaches assume that the density
around a normal data instance is similar to that of
its neighbors [5, 19]. A typical representative method
is Local Outlier Factor (LOF) [5], which measures a
relative local density in k-nearest neighbor boundary.
LOF has shown good performance in many applications
and is considered as an off-the-shelf outlier detection
method. In Section 5, we use LOF as the representative
unconditional outlier detection method and compare the
performance with our proposed approach.
Distance-based approaches assume that normal
data instances come from dense neighborhoods, while
outliers correspond to isolated points. A representative
method is [23] which gives an outlier score to each in-
stance using a robust variant of the Mahalanobis dis-
tance [22], measuring the distance between each in-
stance to the main body of data distribution such that
the instances located far from the center of data distri-
bution are identified as outliers.
Depth-based approaches assume that outliers are at
the fringe of the data regions and normal instances are
close to or in the center of the region. The methods in
this category assign depth k to each instance by gradu-
ally removing data from convex hulls, and the instances
with small depth are considered as outliers [21]. A rele-
vant method is the One-class Support Vector Machines
[24], which assumes all the training data belong to the
“normal” class and finds a decision boundary defining
the region of normal data, whereas instances lie across
the boundary are identified as outliers.
Deviation-based approaches assume that outliers
are the outmost data instances in the data region and
can be identified by measuring the impact of each
instance on the variance of the dataset. One of the
well-known algorithms in this category is Linear Method
for Deviation Detection (LMDD) [3]. Compared to the
depth-based approaches, deviation-based approaches do
not require complicated contour generation process.
In high-dimensional spaces, the above approaches
often fail because the distance metrics and density es-
timators become computationally intractable and an-
alytically ineffective. Moreover, due to the sparsity
of data, no meaningful neighborhood can be defined.
High-dimensional approaches are proposed to handle
such extreme cases. Typical methods in this category
project the data to a lower dimensional subspace, such
as grid-based subspace outlier detection [2]. For a de-
tailed review on related methods, see [15].
While the vast majority of existing work were built
to solve the unconditional outlier detection problem, the
approaches may not work properly when it comes to
conditional outliers, since they do not take into account
the conditional relations among data attributes. Real-
izing this, recent years have seen increased interest in
the conditional outliers detection that aims to identify
outliers in a set of outputs for given values of inputs.
Several approaches have been proposed to address the
problems in this regard [12, 11, 25]. However, these solu-
tions either are limited to handle problems with a single
output variable [12, 11] or assume a restricted relations
among real-valued input and output variables through a
Gaussian mixture [25]. As results, the existing methods
either make an independence assumptions that is too
restrictive or are unfit for modeling multi-dimensional
binary output variables.
In contrast to the existing methods, our proposed
approach is different in that (1) it properly models
multi-label binary outputs by adopting a structured
probabilistic data model to represent data; and (2)
it utilizes the decomposed conditional probability es-
timates from individual response dimensions to identify
outliers. Consequently, our proposed approach drives
the process of outlier detection to a more granular level
of the conditional behaviors in data and (as follows in
Section 5) leads to a significant performance improve-
ment in outlier detection. Furthermore, by maintain-
ing separate models for individual output variables, our
approach provides a practical advantage that the exist-
ing multivariate outlier detection methods do not allow.
That is, one can delve into a trained multivariate con-
ditional model and investigate the quality of each uni-
variate representation P (yi|x,ypi(i)) to decide whether
the individual model could be reliably used to support
outlier detection. For example, a univariate model that
produces inconsistent estimates could be preemptively
excluded from the outlier detection phase. Since our
goal is not to recover a complete data representation
but to obtain a useful utility function for outlier detec-
tion, this sort of modularity allows us to utilize only
the model with high confidence and, hence, to perform
more robust outlier detection.
4 Our Approach
This section describes our approach to identify unusual
input-output pairs, which we refer to as MCODE: Multi-
variate Conditional Outlier DEtection. To facilitate an
effective detection method, we utilize a decomposable
probabilistic data representation for P (Y|X) to cap-
ture the dependence relations among inputs and out-
puts, and to assess outliers by seeking low-probability
associations between them. Accordingly, having a pre-
cise probabilistic data model and proper outlier scoring
methods is of primary concern. In Section 4.1, we dis-
cuss how to obtain an efficient data representation and
accurate conditional probability estimates of observed
input-output pairs, using the probabilistic structured
data modeling approach [20] In Section 4.2, we treat
the probability estimates as a proxy representation of
observed instances and present two outlier scoring meth-
ods by analyzing the reliability of these estimates.
4.1 Probabilistic Modeling and Estimation Our
MCODE approach works by analyzing data instances
come in input-output pairs with a statistical model
representing the conditional joint distribution P (Y|X).
A direct learning of the conditional joint from data,
however, is generally very expensive or even infeasible,
because the number of possible output combinations
grows exponentially with d. To avoid such a high cost of
learning yet achieve an accurate data representation for
outlier detection, we decompose the conditional joint
into a product of conditional univariate distributions
using the chain rule of probability:
P (Y1, ..., Yd|X) =
d∏
i=1
P (Yi|X,Ypi(i))(4.1)
where Ypi(i) denotes the parents of Yi; i.e., all the out-
put variables preceding Yi [20]. This decomposition lets
us represent P (Y|X) by simply specifying each univari-
ate conditional factor, P (Yi|X,Ypi(i)). In this work,
we use a logistic regression model for each of the out-
put dimensions, because it can effectively handle high-
dimensional feature space defined by a mixture of con-
tinuous and discrete variables (i.e., X,Ypi(i) condition-
ing Yi) using regularization [18, 7].
2
In theory, the result of the above product should
be invariant regardless of the chain order (order of Yi).
Nevertheless, in practice, different chain orders produce
different conditional joint distributions as they draw in
models learned from different data [9]. For this reason,
several structure learning methods that determine the
optimal set of parents have been proposed [31, 16].
However, these methods require at leastO(d2fc) of time,
where fc denotes the time of learning a classifier, that
would not be preferable, especially when the output
dimensionality d is high.
In MCODE we address the above problem by re-
laxing the chain rule and by permitting circular de-
pendences among the output variables. That is, we
let Ypi(i), the parents of Yi, be all the remaining out-
put variables, and assume the true dependence rela-
tions among them could be recovered through a proper
regularization of logistic regression. To summarize,
our structural decomposition allows us to capture the
interactions among the output variables, as well as
2Depending on data types and assumptions, different prob-
abilistic classification functions could also be used, e.g., na¨ıve
Bayes, relevance vector machine, or probabilistic support vector
machine.
the input-output relations, using a collection of indi-
vidually trained probabilistic functions with a relaxed
conditional independence assumption. We use M =
{θM(1), ..., θM(d)} to denote this structured data repre-
sentation, where θM(i) is the parameters of the proba-
bilistic model for the i-th output dimension. Assuming
logistic regression, these base statistical functions are
parameterized using D as:
θM(i) = arg max
θ
N∑
n=1
logP (y
(n)
i |x(n),y(n)−i ; θ)(4.2)
This defines a pseudo-conditional joint probability of an
observation pair (x,y) as:
Ψ(y1, ..., yd|x;M) =
d∏
i=1
P˜ (yi|x,y−i; θM(i))(4.3)
where y−i denotes the values of all other output vari-
ables except Yi.
Now let us apply our data representationM to esti-
mate the conditional probabilities of observed outputs.
For notational convenience, we introduce an auxiliary
vector ρ = (ρ1, ..., ρd) of d random variables, each de-
fined in a conditional probability space ρi = [0, 1]. Each
element of ρ is quantized by a probabilistic estimation
process that is formalized as below by unleashing the
product in Equation (4.3):
M : (x(n),y(n)) → ρ(n) = (ρ(n)1 , ..., ρ(n)d )(4.4)
where
ρ
(n)
i =
 P˜ (y
(n)
i |x(n),y(n)−i ; θM(i)) if y(n)i = 1
1− P˜ (y(n)i |x(n),y(n)−i ; θM(i)) otherwise.
Accordingly, space of ρ is projecting a normalized
confidence level (i.e., conditional probability estimate)
of each observation (x(n),y(n)) across individual output
dimensions, using the data representation M. Figure 1
shows an illustrative example of this estimation where
the input-output data instances (left) are projected to
a 2-dimensional conditional probability space (right).
4.2 Outlier Scoring After the above probabilistic
estimation process using M, we consider the resultant
conditional probabilities ρ as proxies of the original
instances, and further hypothesize that multivariate
conditional outliers could be effectively detected in this
proxy space where instances are analyzed and expressed
in terms of univariate posterior probabilities. Our goal
is now to define an outlier score that measures how
unusual each input-output association is.
Figure 1: An illustrative example of conditional proba-
bility estimation process.
The most straightforward approach to define an
outlier score is to use the probability P (y|x) of data
instances calculated by the model M:
ScorePROD(ρ
(n)) = −
d∑
i=1
log ρ
(n)
i(4.5)
Please note that this assumes all probability estimates
and the models generating them are of high quality.
However, in practice, the models that produce the
probability estimates (i.e., θM(i) in Equation (4.3)) may
not be all equally reliable as they are trained from a
finite number of samples (this is important especially
when the number of input and output variables is high,
and the sample size is small). Also, some dimensions
of Yi|X,Ypi(i) may not fit well the base statistical
assumption (which in this work is a logistic curve) and
result in miscalibrated estimations. Consequently, if we
treat all dimensions of ρ equally and merely search for
the regions with low probabilities, the resulting scores
degenerate to a noisy vector, which makes the detection
of true irregularities hard.
To alleviate the issues, we propose to consider the
reliability of each estimate dimension in ρ (i.e., the
quality of model θM(i)) and adjust their influence in
outlier scoring by weights that reflect their reliability.
We formalize our outlier score as:
ScoreRW(ρ
(n)) = −
d∑
i=1
wi log ρ
(n)
i(4.6)
where wi denotes the reliability weight of the model
built for the i-th dimension. Note that, when wi = 1 for
all dimensions i= 1, ..., d, the score becomes equivalent
to Equation (4.5), the negative log of the pseudo-
conditional joint probability.
4.2.1 Reliability Weights One way to define relia-
bility weights would be to use the Brier score [6] that
measures the quality of the model in terms of model’s
probability outputs. The Brier score is defined by av-
eraging the squared errors of the probability estimates
over all data instances:
1
N
N∑
n=1
(f (n) − o(n))2
where f (n) and o(n) respectively denotes the predicted
probability and actual outcome of the n-th instance.
However, the assessment of the model quality for
weighting purposes (Equation (4.6)) by the Brier score
may not be the best as the score imposes different penal-
ties for different errors (the mean squared error penal-
izes larger errors more than smaller errors) and varies
the distribution of errors [28]. To address this, we pro-
pose our reliability weight be based on the mean esti-
mated error, which gives the equal penalty to all errors:
Definition 2. Without loss of generality, let 
(n)
i =
1 − ρ(n)i be the estimated error of probability of an
instance on dimension i. Reliability weight wi is defined
by taking the inverse of the mean estimated error:
wi =
N∑N
n=1 
(n)
i
(4.7)
Our variant of the Brier-like score estimates the quality
of each estimate dimension ρi without distorting the
distribution of errors. By taking the inverse of the
score, we can effectively assign reliability weights to
the dimensions, such that more on reliable dimensions
become more important and the influence of noisy
(unreliable) dimensions for outlier scoring is reduced.
4.2.2 Local Reliability Weights Notice that the
above weighting scheme (Equation (4.7)) implicitly as-
sumes that the reliability of probability estimates (i.e.,
the quality of a model) is invariant across all data re-
gions. However, the assumption often does not hold
because in most practical problems especially with high-
dimensional data spaces, data is not uniformly dis-
tributed in its attribute space. That is, modeling and
estimation of P (Yi|X,Ypi(i)) cannot be achieved prop-
erly in sparse regions of the attribute space.
We tackle such a sparsity issue by evaluating the
reliability of each dimension of ρ locally in the region
around the instance we want to check. This localized
approach can be implemented as follows:
ScoreLRW(ρ
(n)) = −
d∑
i=1
w
(n)
i log ρ
(n)
i(4.8)
where
w
(n)
i =
|Nk(n)|∑
n∈Nk(n) 
(n)
i
(4.9)
and Nk(n) denotes k-nearest neighbors of the n-th
instance in the original attribute space. In the next
section, we show the benefits of our reliability weights
and outlier scores through experimental results.
5 Experiments
To validate and demonstrate the performance of our
MCODE approach, we conduct experiments with data
obtained from various domains. Through the empiri-
cal analysis in this section, we would like to verify the
advantages of (1) adopting the conditional outlier de-
tection approach, (2) considering the dependence rela-
tions among outputs, (3) weighting via reliability esti-
mation, and (4) local reliability estimates and local out-
lier scores. Below we describe our experimental design
and present the evaluation results.
5.1 Compared Methods To achieve our objectives,
we perform experiments with the following methods:
• Local outlier factor (LOF) [5] – LOF is an uncondi-
tional method that estimates outliers using a relative
local density measure in the joint space of all data
attributes:
LOF ((x,y), k) =
∑
(x′,y′)∈Nk(x,y)
lrdk(x
′,y′)
lrdk(x,y)
|Nk(x,y)|
where Nk(x,y) denotes the k-nearest neighborhood
of instance (x,y) and
lrdk(ξ) =
|Nk(ξ)|∑
o∈Nk(ξ) max(k-dist(o), dist(ξ, o))
is the local reachability density which measures the
geometric dispersion of the k-nearest neighborhood.
LOF effectively finds the instances fall in sparse
regions of data.
• Conditional outlier detection with d independent re-
sponse models (I-PROD) – We apply [11] to the multi-
variate conditional setting by learning d independent
conditional probability models P (Yi|X) (Yi is not de-
pendent on other output variables) and scoring based
on the product of their estimates (Equation (4.5)).
We refer to this method as I-PROD.
• MCODE without weighting (M-PROD) (Equation
(4.5)
• MCODE with Reliability Weights (M-RW) (Equation
(4.6))
Dataset N / m / d Domain
Value Description
Context Response
Mediamill 43,907 / 120 / 101 Video Video frames Concepts
Enron 1,702 / 1,001 / 53 Text Emails Properties
Bibtex 7,395 / 1,836 / 159 Text Paper metadata Topics
Yahoo-business 11,214 / 21,924 / 30 Text News articles Topics
Yahoo-arts 7,484 / 23,146 / 26 Text News articles Topics
Yeast 2,417 / 103 / 14 Biology Genes Functionalities
Genbase 662 / 1,185 / 27 Biology Genes Functionalities
Birds 645 / 276 / 19 Sound Bird songs Species
Table 1: Dataset characteristics. (N : number of in-
stances, m: input dimensionality, d: output dimension-
ality)
• MCODE with Local Reliability Weights (M-LRW)
(Equation (4.8))
To obtain data models in I-PROD, M-PROD, M-RW,
and M-LRW, we use L2-penalized logistic regression
and choose their regularization parameters by cross
validation. In LOF and M-LRW, we set the number
of neighbors k = 100.
5.2 Data We use eight public datasets with multi-
dimensional input and output.3 These are collected
from various application domains, including sound
recognition (Birds), biology (Yeast, Genbase), text cat-
egorization (Yahoo datasets, Bibtex, Enron), and se-
mantic video/image annotation (Mediamill). Table 1
summarizes the characteristics of the datasets, such as
dataset size, data domain, and short descriptions of the
input and output variables.
5.2.1 Simulating Outliers For the purpose of our
comparative evaluation, we simulate multivariate condi-
tional outliers by perturbing the output space of data.
There are two parameters in our simulation process:
Outlier ratio specifies how many outliers per simulation
are injected. We set this parameter to 1% throughout
the experimental study. Outlier dimensionality specifies
how many output dimensions of an outlier to be per-
turbed. We vary this parameter relative to the dimen-
sionality of the output by perturbing {2.5, 5, 10, 20}% of
outputs. To summarize, we simulate outliers as:
1. In each dataset, select 1% of instances uniformly at
random
2. For each of the selected instances, perturb the values
of {2.5, 5, 10, 20}% of the output dimensions (i.e.,
yperturbed = |yoriginal − 1|) uniformly at random
We would like to stress that all methods (including their
model building and detection stages) are always run on
data with injected outliers. That is, we never learn a
3Datasets are available at http://mulan.sourceforge.net [26].
(a) Mediamill (outlier dimensionality = {2.5, 5, 10}%)
(b) Yahoo-arts (outlier dimensionality = {5, 10, 20}%)
(c) Birds (outlier dimensionality = {5, 10, 20}%)
Figure 2: True positive alert rates at different alert rate ranging between 0 and 0.04.
model on the original (unperturbed) data and detect
outliers on the simulated (perturbed) data. Such an
design would be unrealistic since we do not know ahead
of time what data instances to remove to learn a model.
Note that the simulated outliers can be analogous
to the errors or mistakes in each application domain.
For example, in semantic video/image annotation, per-
turbed output values can be perceived as inaccurate
subject labels.
5.3 Evaluation Metrics We use true positive alert
rate (TPAR) as our evaluation metric:
TPAR = (True positive outliers)/(Predicted outliers)
TPAR (or precision) measures the percentage of in-
stances with perturbation in the total number of in-
stances detected by the methods. We assess TPAR in
two ways: We first evaluate TPAR at different alert rate
(detection threshold) and analyze the quality of outlier
scores (see Figure 2). We also measure the Averaged
TPAR (ATPAR) in [0, 0.01] range, which coincides with
the outlier ratio in our experiment setting. For both
TPAR and ATPAR, higher is better.
5.4 Results Figure 2 and Table 2 show the perfor-
mance of the five compared methods. All results are
obtained from ten repeats.
Figures 2(a), 2(b), and 2(c) present the results on
three datasets (Mediamill, Yahoo-arts, and Birds) for
different outlier dimensions. Each figure illustrates the
TPARs of all methods; X-axes show the alert rate,
ranging between 0 and 0.04; Y-axes show TPAR. The
vertical gray line at alert rate = 0.01 indicates where
the alert rate is equal to the injected outlier ratio.
Outlier dimensionality = 2.5% Outlier dimensionality = 5.0%
ATPAR Baselines MCODE Baselines MCODE
LOF I-PROD M-PROD M-RW M-LRW LOF I-PROD M-PROD M-RW M-LRW
Mediamill 0.14 ± 0.16 0.17 ± 0.09 0.26 ± 0.17 0.61 ± 0.12 0.69 ± 0.09 0.20 ± 0.17 0.06 ± 0.05 0.57 ± 0.14 0.85 ± 0.05 0.90 ± 0.04
Enron 0.01 ± 0.03 0.12 ± 0.19 0.11 ± 0.11 0.06 ± 0.11 0.05 ± 0.09 0.01 ± 0.03 0.15 ± 0.22 0.20 ± 0.17 0.17 ± 0.22 0.21 ± 0.26
Bibtex 0.00 ± 0.00 0.25 ± 0.28 0.32 ± 0.30 0.27 ± 0.29 0.33 ± 0.30 0.00 ± 0.01 0.44 ± 0.27 0.49 ± 0.28 0.47 ± 0.28 0.51 ± 0.27
Yahoo-business 0.01 ± 0.02 0.13 ± 0.06 0.21 ± 0.10 0.36 ± 0.09 0.38 ± 0.07 0.01 ± 0.03 0.25 ± 0.08 0.43 ± 0.11 0.56 ± 0.08 0.58 ± 0.07
Yahoo-arts - - - - - 0.00 ± 0.01 0.11 ± 0.07 0.04 ± 0.04 0.26 ± 0.06 0.29 ± 0.08
Genbase - - - - - 0.05 ± 0.08 0.93 ± 0.05 0.93 ± 0.06 0.94 ± 0.06 0.95 ± 0.06
Birds - - - - - 0.04 ± 0.08 0.34 ± 0.22 0.39 ± 0.25 0.45 ± 0.21 0.46 ± 0.22
Outlier dimensionality = 10.0% Outlier dimensionality = 20.0%
ATPAR Baselines MCODE Baselines MCODE
LOF I-PROD M-PROD M-RW M-LRW LOF I-PROD M-PROD M-RW M-LRW
Mediamill 0.27 ± 0.16 0.92 ± 0.03 0.91 ± 0.04 0.97 ± 0.03 0.98 ± 0.03 0.30 ± 0.12 0.99 ± 0.02 0.99 ± 0.01 1.00 ± 0.01 1.00 ± 0.00
Enron 0.03 ± 0.05 0.21 ± 0.24 0.23 ± 0.17 0.31 ± 0.27 0.39 ± 0.29 0.02 ± 0.04 0.26 ± 0.32 0.35 ± 0.21 0.62 ± 0.24 0.78 ± 0.17
Bibtex 0.00 ± 0.01 0.70 ± 0.20 0.70 ± 0.18 0.71 ± 0.20 0.72 ± 0.17 0.00 ± 0.00 0.88 ± 0.11 0.86 ± 0.12 0.88 ± 0.11 0.87 ± 0.11
Yahoo-business 0.01 ± 0.01 0.32 ± 0.10 0.42 ± 0.13 0.57 ± 0.06 0.57 ± 0.07 0.01 ± 0.02 0.36 ± 0.13 0.25 ± 0.09 0.39 ± 0.05 0.41 ± 0.04
Yahoo-arts 0.00 ± 0.00 0.29 ± 0.05 0.18 ± 0.07 0.44 ± 0.06 0.47 ± 0.05 0.00 ± 0.00 0.36 ± 0.05 0.26 ± 0.07 0.39 ± 0.06 0.45 ± 0.07
Yeast 0.08 ± 0.07 0.04 ± 0.06 0.45 ± 0.11 0.64 ± 0.06 0.63 ± 0.05 0.13 ± 0.09 0.17 ± 0.11 0.52 ± 0.08 0.56 ± 0.07 0.54 ± 0.08
Genbase 0.06 ± 0.11 0.96 ± 0.06 0.96 ± 0.04 0.98 ± 0.02 0.98 ± 0.02 0.03 ± 0.09 0.98 ± 0.03 0.96 ± 0.03 0.98 ± 0.02 0.98 ± 0.03
Birds 0.07 ± 0.11 0.42 ± 0.31 0.56 ± 0.24 0.66 ± 0.18 0.66 ± 0.19 0.32 ± 0.22 0.67 ± 0.25 0.78 ± 0.19 0.85 ± 0.12 0.84 ± 0.13
Table 2: Averaged true positive alert rate in [0, 0.01]. Numbers shown in bold indicate the best results on each
experiment set (by paired t-test at α=0.05).
In general, TPARs improve as the outlier dimen-
sionality increases, because outliers with larger pertur-
bations are easier to detect. Comparing the conditional
outlier detection approaches (I-PROD, M-PROD, M-
RW, and M-LRW) with the unconditional approach
(LOF), the conditional approaches are clear winners
as the conditional methods outperform LOF in most
cases. This shows the advantages of the conditional
outlier detection approaches in addressing the problem.
Only exceptions are I-PROD on Mediamill when out-
lier dimensionality is low. This is because I-PROD does
not consider the dependence relations among the out-
put variables. Such advantages in modeling the inter-
dependences of the outputs are consistently observed as
M-PROD outperforms I-PROD in most experiments.
To show the benefits of our reliability weights,
we analyze the performance of M-RW and M-LRW
in comparison to that of M-PROD. An interesting
point is that M-RW and M-LRW not only improve the
performance drastically, but also make TPARs stable.
This confirms that our reliability weighting methods can
effectively estimate the quality of the models, and the
resulting weights are useful in outlier scoring. Lastly,
although M-LRW does not show much improvement
from M-RW compared to the other key components
of MCODE that we have discussed, the local weights
seem to make M-RW even more stable as shown with
Mediamill and Yahoo-arts.
Table 2 summarizes the results on all eight datasets
in terms of ATPAR at 0.01. The table consists of
four sections grouped by different values of outlier
dimensionality ({2.5, 5, 10, 20}%). We do not report
the results on the first four datasets (Birds, Yeast,
Genbase, and Yahoo-arts) for outlier dimensionality
= 2.5% (for Yeast, 2.5% and 5.0%) because the output
dimensionality (d) is too small. The best performing
methods on each experiment are shown in bold.
The results confirms the conclusions that we have
drawn with Figure 2. One interesting point is that
LOF shows exceptionally high (compared with its per-
formance on other datasets) ATPAR on Mediamill. This
is because the dataset has a similar number of input
and output variables; hence, as outlier dimensionality
increases, the simulated outliers become like uncondi-
tional outliers.
6 Conclusions
In this work, we introduced and tackled multivariate
conditional outlier detection, a special type of the con-
ditional outlier detection problem. We briefly reviewed
existing research and motivated this new type of outlier
detection problem. We presented our novel outlier de-
tection framework that analyzes and detects abnormal
input-output associations in data using a decomposable
conditional probabilistic model that is learned from all
data instances. We discussed how to obtain an efficient
data representation and accurate conditional probabil-
ity estimates of observed input-output pairs, using the
probabilistic structured data modeling approach. Mo-
tivated by the Brier score, we developed present two
outlier scoring methods by analyzing the reliability of
probability estimates. Through the experimental re-
sults, we demonstrated the ability of our framework to
successfully identify multivariate conditional outliers.
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