We prove that Schrijver's submodular function minimization algorithm is faster by a factor of n than was proved by Schrijver in his paper.
Introduction
A real-valued function f : 2 V → R defined on the subsets of a finite set V is called submodular
The submodular function minimization problem is the following: given a finite set V and an oracle returning f (W ) ∈ R for any given W ⊆ V , such that f : 2 V → R is submodular, find a set U ⊆ V with f (U ) ≤ f (W ) for all W ⊆ V .
A first strongly polynomial algorithm for this problem was described by Grötschel, Lovász and Schrijver [1988] , using the ellipsoid method. In 1999, two quite different combinatorial strongly polynomial algorithms were found by Schrijver [2000] , and by Iwata, Fleischer and Fujishige [2000] . See Fleischer [2000] for a survey. Schrijver's running time of O(n 9 + γn 8 ) was slower than the bound of O(γn 7 log n) proved by Iwata, Fleischer and Fujishige for their algorithm. Here n := |V | and γ is the time for an oracle call. The bound has been improved soon to O(n 8 + γn 7 ) by Fleischer and Iwata [2000] , and very recently to O(n 7 + γn 6 ) by Iwata [2002] . However, Schrijver's original algorithm is probably still the simplest one. We show that this algorithm is in fact faster (by a factor of n) than was known: it runs in O(n 8 + γn 7 ) time.
Schrijver's algorithm
For a finite set V and a submodular function f : 2 V → R, assume w.l.o.g. that V = {1, . . . , n} and f (∅) = 0. Schrijver's [2000] algorithm has, at any stage, a point x, given by an explicit convex combination
as a convex combination of vertices of the base polyhedron of f . Initially, one can choose k = 1 and any total order.
The algorithm then considers the digraph D = (V, A) containing an arc (u, v) whenever u ≺ i v for some i ∈ {1, . . . , k}. If D contains no path from P := {v ∈ V | x(v) > 0} to N := {v ∈ V | x(v) < 0}, then the algorithm terminates, and the set U of vertices not reachable from P satisfies f (U ) ≤ f (W ) for all W ⊆ V .
Otherwise, for v ∈ V , let d(v) denote the distance from P to v in D. The algorithm chooses the vertex t ∈ N reachable from P with (d(t), t) lexicographically maximum, and then the vertex s with (s, t) ∈ A, d(s) = d(t) − 1, and s maximum. Let i ∈ {1, . . . , k} such that α := |{v | s ≺ i v i t}| is maximum (the number of indices attaining this maximum will be denoted by β). Let ≺ s,u i result from ≺ i by moving u just before s in the total order, and let χ u denotes the incidence vector of u (u ∈ V ). The algorithm computes a number with 0 ≤ ≤ −x(t) and writes x := x + (χ t − χ s ) as an explicit convex combination of at most n vectors, chosen among b ≺ 1 , . . . , b ≺ k as well as b ≺ s,u i for s ≺ i u i t. Moreover, if x (t) < 0, then b ≺ i does not occur. Schrijver showed how this can be done in O(n 3 + γn 2 ) time.
The algorithm proceeds with the next iteration after setting x := x .
3 The number of iterations Schrijver [2000] proved that his algorithm terminates after O(n 6 ) iterations, yielding a total running time of O(n 9 + γn 8 ). Here we show that it actually terminates after O(n 5 ) iterations. We use three easy obervations of Schrijver's original proof:
(1) If an arc (v, w) is introduced after an iteration, then s i w ≺ i v i t in this iteration.
(2) The distance d(v) never decreases for any v ∈ V .
(3) Call a block a sequence of iterations where the pair (t, s) remains constant. Each block has O(n 2 ) iterations (as (α, β) decreases lexicographically within each block).
Our proof now consists of four steps:
(a) As long as all distances d(v), v ∈ V , remain constant, the number max{d(v) | v ∈ N } never increases, and while it remains constant, no element is added to the set of elements attaining the maximum.
Proof: a vertex v can enter N only if we choose s = v, i.e. only if there is a vertex t ∈ N with d(t) > d(s).
(b) For each t * ∈ V there are O(n 2 ) iterations with t = t * and x (t) = 0.
Proof: By (a), between every two such iterations d(v) must change for some v ∈ V . Now use (2).
(c) For s, t ∈ V , we call s to be t-boring if (s, t) / ∈ A or d(t) ≤ d(s). Let s * , t * ∈ V , and consider the time period between any iteration with s = s * and t = t * , and the subsequent change of d(t * ). Then any v > s * is t * -boring throughout this period. If s * becomes t * -boring within this period, it remains t * -boring until the end of this period.
Proof: by induction on the iteration number. At the beginning of the period, any v > s * is t * -boring due to the choice of s = s * in this iteration. As d(t * ) remains constant within the considered time period, and d(s * ) never decreases (by (2)), we only have to check the introduction of new arcs. Suppose that, for v ≥ s * , the arc (v, t * ) is added to A after an iteration that chooses the pair (s, t). Then, by (1) Proof: A block can end only because of at least one of the following reasons (by (a), the choice of t and s, and since an iteration with t = t * does not add any arc whose head is t * ):
-the distance d(v) changes for some v ∈ V . By (2), there are O(n 2 ) such blocks.
-t is removed from N . By (b), there are O(n 3 ) such blocks.
-(s, t) is removed from A. By (c), there are O(n 3 ) such blocks, as d(t) will change before the next block with the pair (s, t).
By (d) and (3), we have O(n 5 ) iterations in total.
