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Abstract: We construct the CFT dual of the first law of spherical causal diamonds in
three-dimensional AdS spacetime. A spherically symmetric causal diamond in AdS3 is the
domain of dependence of a spatial circular disk with vanishing extrinsic curvature. The
bulk first law relates the variations of the area of the boundary of the disk, the spatial
volume of the disk, the cosmological constant and the matter Hamiltonian. In this paper
we specialize to first-order metric variations from pure AdS to the conical defect spacetime,
and the bulk first law is derived following a coordinate based approach. The AdS/CFT
dictionary connects the area of the boundary of the disk to the differential entropy in CFT2,
and assuming the ‘complexity=volume’ conjecture, the volume of the disk is considered to
be dual to the complexity of a cutoff CFT. On the CFT side we explicitly compute the
differential entropy and holographic complexity for the vacuum state and the excited state
dual to conical AdS using the kinematic space formalism. As a result, the boundary dual
of the bulk first law relates the first-order variations of differential entropy and complexity
to the variation of the scaling dimension of the excited state, which corresponds to the
matter Hamiltonian variation in the bulk. We also include the variation of the central
charge with associated chemical potential in the boundary first law. Finally, we comment
on the boundary dual of the first law for the Wheeler-deWitt patch of AdS, and we propose
an extension of our CFT first law to higher dimensions.
Keywords: Gravity and thermodynamics, AdS/CFT, Entanglement entropy, Quantum
information, Holographic complexity
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1 Introduction
Deriving gravitational thermodynamics of black holes [1–3] from a microscopic perspective
remains one of the guiding principles in the quest for quantum gravity. The microscopic
state counting of black hole entropy [4] is considered to be one of the major successes of
string theory. Later, this microscopic derivation of black hole entropy was reinterpreted [5]
in terms of the Anti-de Sitter (AdS)/ Conformal Field Theory (CFT) correspondence [6],
where the entropy of three-dimensional AdS black holes [7, 8] matches with the thermody-
namic entropy in two-dimensional CFTs [9]. In higher dimensions, it has also been argued
that the mass, entropy and temperature of AdS black holes can be identified with the en-
ergy, entropy and temperature of a thermal state in the dual CFT at high temperature [10].
Furthermore, the correspondence between gravitational entropy and CFT entropy can
be extended to the entanglement entropy of subregions on the conformal boundary of
AdS. The Ryu-Takayagani (RT) formula [11, 12] states that the entanglement entropy of a
subregion R in the CFT is, to leading order in Newton’s constant, dual to the Bekenstein-
Hawking entropy A/(4G) of the minimal bulk surface which intersects the conformal bound-
ary at ∂R. The entanglement entropy satisfies a first law-like relation, which is the quantum
generalization of the first law of thermodynamics [13]. An important result in AdS/CFT
shows that the linearized gravitational dynamics in the bulk emerge from the RT formula
and the first law of entanglement on the boundary [14].
More recently, the area of non-extremal codimension-two surfaces in three-dimensional
AdS spacetime, which are not necessarily homologous to the boundary, was related to
the notion of differential entropy in 2d CFTs, via equation (2.3) [15, 16]. The authors
discovered that closed curves in a spatial slice of AdS3 can be reconstructed by adding
and subtracting boundary-anchored geodesics tangent to the curve. Since RT surfaces in
AdS3 are boundary-anchored geodesics, they were able to express the length (‘area’) of the
closed curve in terms of an integral over entanglement entropies, associated to the boundary
intervals subtended by the geodesics, which they dubbed ‘differential entropy’. This new
field theoretic quantity can be qualitatively interpreted as the uncertainty about the global
state for local observers who make measurements for a finite time in the CFT, because
the exterior of a bulk closed curve is naturally associated to a time strip in the dual CFT.
The formalism of differential entropy was extended to higher dimensions [17–19], covariant
set-ups [20, 21], bulk curves near horizons or singularities [22], bulk points and distances
[23], the Poincare´ and Rindler wedges of AdS [24, 25], and it was reinterpreted in terms of
kinematic space in [26], reviewed in section 2.1. In the present work, in similarity to the first
law of entanglement, we derive a first law of differential entropy for a holographic CFT2.
To construct the first law of differential entropy we find inspiration from the bulk side,
where gravitational thermodynamics has been extended to spherical causal diamonds in
maximally symmetric spacetimes (hence including in AdS) [27, 28]. Spherically symmetric
causal diamonds are defined as the future and past domain of dependence of spherical,
codimension-two, spatial regions with vanishing extrinsic curvature (see figure 4). These
spherical regions in AdS are relevant for our purposes, since their boundary area is dual to
differential entropy in the CFT. In general, maximally symmetric causal diamonds admit
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only a conformal Killing vector ζ, instead of a true Killing vector like for stationary black
holes, although in certain limits ζ becomes a true Killing vector (e.g. for Rindler spacetime
and the static patch of de Sitter spacetime). Hence, generic maximally symmetric dia-
monds are only ‘conformally stationary’, but this seems to be sufficient for them to behave
as thermodynamic equilibrium states under gravitational perturbations. The variational
relation to nearby solutions of these diamonds in Einstein gravity is given by [27, 28]
δHmatζ =
1
8piG
(−κδA+ κkδV − VζδΛ) . (1.1)
This is the so-called first law of causal diamonds. Let us briefly explain the notation:
Hmatζ is the matter Hamiltonian generating the evolution of classical matter fields along
the conformal Killing flow, A is the area of the edge of the diamond, V is the volume of
the maximal slice, k is the trace of the extrinsic curvature of the edge as embedded in
the maximal slice, κ is the surface gravity associated to ζ, and Vζ is the ‘thermodynamic
volume’ of the maximal slice conjugate to the variation of the cosmological constant Λ.
In this paper we restrict to causal diamonds associated to circular disks in AdS3. The
main goal is to derive a dual first law in a CFT2 with a large central charge. For simplicity,
we consider excited states in the CFT dual to a conical defect in AdS, which arises due
to the presence of a classical point particle [29, 30]. For this setting we prove the first
law of causal diamonds by fixing the global coordinates of AdS3 and changing the metric
and classical matter fields from pure AdS3 to conical AdS3 (see section 3.2). We compute
the variation of the bulk area, volume and matter Hamiltonian due to changes in the
boundary interval size (associated to geodesics tangent to the boundary of the disk), the
conical defect parameter and the cosmological constant. By combining these variations in a
particular way we find that the term proportional to the variation of the boundary interval
size drops out of the first law and we reproduce (1.1). The main difference compared to
[28] is that we derive the first law using a fixed coordinate approach, rather than Wald’s
covariant phase space formalism [31, 32]. The latter approach is more general since it
holds for arbitrary variations to nearby solutions, whereas here we consider only metric
perturbations to conical AdS. The advantage of our approach is, however, that it provides
a controlled setting to compare variations in AdS and in the CFT.
The boundary dual to the first law of causal diamonds can be derived in a similar
fashion. Two important ingredients in our boundary first law are differential entropy Sdiff
and a version of holographic complexity C based on the ‘complexity=volume’ proposal and
the volume formula for finite bulk regions in [33, 34]. Both notions can be formulated in the
kinematic space formalism, and are defined in terms of entanglement entropies, cf. (2.3)
and (2.26). The holographic dictionary used in this paper reads (with L the AdS radius)
Sdiff =
A
4G
and C = V
4GL
. (1.2)
We compute the variations of Sdiff and C with respect to the subregion size α, the scaling
dimension ∆ and the central charge c. The scaling dimension is associated to the (twist)
operator acting on the vacuum state, and the central charge is varied in the space of CFTs.
We assume ∆ ∼ c  1 such that the CFT excited state is dual to a classical geometry in
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the bulk. Varying c corresponds to changing the coupling constants G and Λ in the bulk.
The combination of the variations of Sdiff and C yields the following CFT first law
δE = TδSdiff + νδC + µδc. (1.3)
We call this the first law of differential entropy. Here E is a rescaled energy in the CFT,
whose variation is given by
δE = κf(α)δ∆ with f(α) =
1
cosα
− sinα
cosα
, (1.4)
where κ is an arbitrary normalization which could depend on α and corresponds in the
bulk to the surface gravity of the diamond. The function f(α) is positive in the range
α ∈ [0, pi/2] and is related to the norm of the bulk conformal Killing vector ζ evaluated at
the center of the diamond, via
√−ζ · ζ∣∣
O
= κLf(α). Further, the boundary energy E is
dual to the bulk matter Hamiltonian Hmatζ (see section 3.2.3). The conjugate quantities in
the boundary first law depend on the normalization and subregion size as follows
T = − κ
2pi
, ν =
κ
2pi
1
cosα
, and µ =
1
c
(− TSvacdiff − νCvac) = κ2pi pi3 f(α) . (1.5)
In the paper we set κ = 2pi. Here, µ is a chemical potential to changing the number of field
degrees of freedom in the CFT, and ν is the energy cost of changing the complexity. The
formal ‘temperature’ T is negative, in line with the gravitational thermodynamics of causal
diamonds [28]. In section 2.3 we study two limiting cases of the boundary first law: large
and small boundary subregions. The zero subregion size limit (α → 0), cf. (2.79), is dual
to the first law for the ‘Wheeler-deWitt’ (WdW) patch of pure AdS, which is a limiting
case of the first law of causal diamonds [28]. In related work, a similar WdW first law was
derived for coherent states in the bulk and on the boundary, without the area variation, and
argued to be dual to the ‘first law of complexity’ [35, 36] or to the boundary symplectic
form [37, 38]. Hence, our first law (1.3) can be viewed as an extension of the first law
of complexity which includes the variation of differential entropy and central charge, and
which depends on the boundary subregion size α (corresponding to finite bulk regions).
The plan of the paper is as follows. In section 2 we derive the first law of differential
entropy and holographic complexity. Section 3 is devoted to the first law of causal diamonds
applied to the present geometric setting. We match the boundary first law and bulk first
law in section 4. We first show how the former follows from the latter, and afterwards
we discuss a possible higher dimensional generalization of the boundary first law. We end
with concluding remarks and an outlook in section 5.
Finally, we have a total of four appendices. Appendix A discusses the embedding
formalism and several coordinate systems for pure AdS3 and conical AdS3. In appendix B
we compute the geodesic equation and the chord length of finite geodesic arcs in conical
AdS. Further, in appendix C we derive the boundary conformal Killing vector of a causal
diamond on the cylinder, both from the generators of the conformal group on the cylinder
and from the boundary limit of the boost Killing vector of AdS-Rindler space. Appendix D
studies the contributions from the variation of G and Λ in the first law of causal diamonds,
using the covariant phase space formalism, and shows that the term proportional to the
variation of Newton’s constant vanishes in the first law.
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2 A first law in CFT2
We are interested in studying the physics of bounded regions in the bulk from a field
theory perspective, in the context of the AdS/CFT correspondence. For simplicity, we
restrict to AdS3/CFT2 and we focus on the example of a circular disk D of coordinate
radius R inside a time slice of AdS. A gravitational first law (1.1) has recently been derived
for metric perturbations of such disks in pure AdS which satisfy the linearized Einstein
equation [28]. For a gravitational theory with a boundary dual field theory, it is a natural
question whether a CFT version of such a gravitational first law exists. The CFT first
law is an unexplored subject within the AdS/CFT literature, and in what follows we will
derive a non-trivial variational relation between various boundary quantities that is dual
to the bulk first law. This establishes a new relational entry in the AdS/CFT dictionary.
There are two terms in the gravitational first law which allow for an immediate holo-
graphic interpretation in AdS3/CFT2: the area variation of the boundary of the disk and
the volume variation of the disk. First, there is a fair amount of literature that investigates
the CFT dual of the area of an arbitrary differentiable curve on a spatial slice of AdS3 [15–
17, 21, 23, 24]. This goes by the name of differential entropy, which is a derived quantity
from entanglement entropy and is related to the area of any closed, differentiable bulk curve
in a broad class of gravitational backgrounds. Second, we interpret the volume of the disk
as holographic complexity, following the ‘complexity=volume’ conjecture [39, 40]. Although
the disk is a finite bulk region, instead of an entire bulk time slice, we can still relate it
to complexity because such a region corresponds to a CFT at a UV cutoff according to
the well-known UV/IR correspondence [41, 42]. We use the volume formula of [33, 34] to
express the volume as a pure CFT quantity, an integral involving entanglement entropies
analogous to differential entropy. An important technicality is that the volume formula
only applies to quotients of pure AdS, which is sufficient for our purposes, since we take
the perturbed geometry in the bulk first law to be AdS3 with a conical singularity. Both
differential entropy and the volume formula can be formulated in terms of the formalism
of integral geometry and kinematic space [26], which we review shortly below.
Our setup is as follows. We work with Einstein gravity in locally AdS3 spacetimes in
global coordinates, and we mostly specialize to pure AdS and AdS with a conical singularity.
The metric of the latter spacetime is
ds2 = −
(
γ2 +
r2
L2
)
dt2 +
(
γ2 +
r2
L2
)−1
dr2 + r2dφ2, (2.1)
where φ ∈ [0, 2pi) and γ ∈ (0, 1) parametrizes the departure away from pure AdS (γ = 1).
The dual CFT2 lives on the conformal boundary, which is a Lorentzian cylinder. We fix
the conformal frame on the boundary such that the CFT time is the same as global AdS
time t, i.e. ds2bndy = limr→∞
L2
r2
ds2, and we distinguish the boundary angular coordinate θ
from the bulk angular coordinate φ by shifting the origin. Thus, the boundary metric is
ds2bndy = −dt2 + L2dθ2. (2.2)
Note that the radius L of the cylinder is equal to the AdS curvature radius in this frame.
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Figure 1: Left diagram: a time slice of pure AdS3 containing two boundary anchored
geodesics (in green) parametrized by (θ1, α1) and (θ2, α2). Right diagram: The associated
two points in kinematic space with coordinate system (θ, α), where θ denotes the midpoint
of the boundary subregion in angular coordinates and α is the angular radius. The orien-
tation of each geodesic is reversed by the transformation (θ, α) → (pi + θ, pi − α), which
exchanges the boundary subregion with its complement.
2.1 Review of kinematic space
Kinematic space is the space of oriented spacelike geodesics in the bulk which are anchored
on the boundary. In this article we restrict to static, locally AdS3 geometries and to
geodesics inside a time slice of those geometries. For vacuum AdS3 kinematic space is the
space of RT surfaces [11, 12] passing through a time slice. An equivalent parametrization
of kinematic space is via the boundary subregion that the geodesics subtend: for a given
pair (θ, α) on the boundary, with θ the midpoint and α the opening angle of the subregion,
there exists a unique oriented geodesic in the bulk (see figure 1). For the conical defect and
BTZ geometry this is no longer the case: several geodesics (i.e. minimal and non-minimal
geodesics) can be associated to a given boundary interval [22]. Kinematic space for the
conical defect spacetime can still be defined though as the space of oriented geodesics,
thereby also taking into account non-minimal geodesics, but it cannot be defined as the
space of boundary intervals (see [43] though for a CFT definition in terms of OPE blocks).
2.1.1 Differential entropy
The main idea behind differential entropy is to trace out every point of a closed bulk curve
by unique boundary anchored geodesics of opening angle α(θ) which are tangent to the
bulk curve at that point. For a central bulk circle these geodesics are just the RT surfaces
corresponding to subregions of a fixed, constant angular size 2α for every angle θ.
Differential entropy is defined as the θ integral over the derivative of the entanglement
entropy S(α) with respect to α [15, 16, 23]
Sdiff =
1
2
∫ 2pi
0
dθ
dS(α)
dα
∣∣∣∣∣
α=α(θ)
(boundary). (2.3)
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Using the Ryu-Takayanagi formula S = `/(4G), where ` is the length of the geodesic which
is anchored at the boundary coordinates θ − α and θ + α, the differential entropy can be
expressed in terms of bulk quantities. It turns out that differential entropy is dual to the
Bekenstein-Hawking entropy [1, 3] of the closed curve corresponding to the function α(θ)
Sdiff =
1
8G
∫ 2pi
0
dθ
d`(α)
dα
∣∣∣∣∣
α=α(θ)
=
A
4G
(bulk). (2.4)
Here A is the area (i.e. circumference) of the bulk curve and G is the three-dimensional
Newton constant. For example, for a CFT in the vacuum state on the cylinder, the entan-
glement entropy of a subregion of size 2α with its complement is [44, 45]
Svac(α) =
c
3
log
(
2L
µ
sinα
)
, (2.5)
where c is the central charge of the boundary CFT and µ is the UV cutoff scale. If we
restrict the closed curve in the bulk to be a central circle, centered at the origin in global
coordinates, then α is independent of θ for every point on the bulk curve, and the differential
entropy is simply
Svacdiff(α) =
pic
3
cotα. (2.6)
Note that the two scales L and µ drop out in the differential entropy. Using the dictionary
between the bulk radius and the boundary opening angle in pure AdS, given by R = L cotα
with L the curvature radius of AdS,1 and the dictionary for the central charge c = 3L/(2G)
[46], we find that the differential entropy is indeed equal to the circumference of the circle
divided by 4G
Svacdiff(R) =
2piR
4G
. (2.7)
This is only a simple example of the equality between differential entropy and the Bekenstein-
Hawking entropy – which is nonetheless relevant for this paper – but the equality has been
proven more generally for any closed, piecewise differentiable curve on a spatial slice of
AdS3 in [16], and for time varying curves on arbitrary holographic backgrounds which
possess a generalized planar symmetry in [21]. In what follows, the holographic dictio-
nary between differential entropy and bulk area plays an important role in our boundary
interpretation of the bulk first law.
There are several proposals in the literature for the physical interpretation of differen-
tial entropy. In the original paper [15] it has been conjectured that it signifies the amount
of entanglement between quantum gravitational degrees of freedom associated to the inte-
rior and exterior of the bulk subregion.2 This was immediately challenged in the follow-up
paper [16], where it was suggested that the Hilbert space of quantum gravity does not
factorize between the inside and outside of the bulk curve. This is because the exterior
of the bulk curve is holographically dual to a finite time strip on the boundary cylinder
1In appendix B.1 we provide a derivation of this equation, see (B.5) with γ = 1.
2Note that this is the leading order quantity in a 1/c expansion in the dual CFT, i.e. it is of order O(c).
It is not to be confused with the subleading quantum correction due to the entanglement of bulk fields.
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and the density matrix on such a region still acts on the full Hilbert space of the CFT
and not on a tensor factor. Instead, a separate interpretation was proposed based on the
idea that observers who make measurements for a finite duration in time only have access
to local CFT data, and not to the global state. As a result, the authors of [16] suggested
that differential entropy measures the uncertainty in reconstructing the global quantum
state from the local data collected by all observers in the finite time strip. However, this
interpretation was contested in [47] since the global ground state cannot always be recon-
structed with arbitrary high accuracy from local data. This is the case if, for example,
there is a degeneracy of locally indistinguishable ground states. Therefore, the maximal
global (‘reconstruction’) entropy of the global ground state does not always admit a precise
bulk geometric interpretation.
Another interesting perspective was provided by [48], which interprets differential en-
tropy as the Wilson loop of the boundary modular Berry connection in kinematic space.
This Berry connection relates the eigenspaces of modular Hamiltonians of different sub-
systems in the CFT. In the bulk the modular Berry connection ties two infinitesimally
separated geodesics under the action of the bulk modular Hamiltonian, or more precisely
the modular translation operator, which translates geodesics along a spatial direction of
a fixed time slice. As mentioned above, the bulk disk is indeed mapped by a collection
of such geodesics, so it is quite natural that the integrand in differential entropy serves as
a connection in kinematic space. Finally, from a slightly different viewpoint, differential
entropy also finds a quantum information theoretic definition in [49]. In this language,
the length and shape of the bulk curve is expressed in terms of a communication protocol
called ‘constrained state merging’. The differential entropy is then the ‘entanglement cost’
of sending the state of the boundary subregion from one party to another, modulo locality
constraints on the operations.
2.1.2 Volume formula
Next, we move to the term in the bulk first law proportional to the change in volume of
the bulk subregion, which we interpret in terms of the change in holographic complexity.
The volume of a maximal slice anchored at a boundary time slice in the eternal black hole
spacetime has been conjectured to be dual to the complexity of the state on the boundary
time slice in the CFT [50, 51]. This ‘complexity=volume’ conjecture has been extended
to the volume of the extremal bulk region bounded by a boundary subregion and the RT
surface for this subregion, which is supposed to be dual to the complexity of the mixed
state associated to the boundary subregion [52, 53].3 These conjectures have not been
proven yet, due to a lack of understanding of complexity in interacting quantum field
theories at strong coupling.
3Note that if the boundary subregion spans the entire boundary time slice, then the scenario is the same
as when our bulk disk has infinite radius on a time slice of AdS3. The corresponding causal diamond in
the bulk is called the ‘Wheeler-deWitt’ (WdW) patch of pure AdS, which has been a topic of interest due
to the ‘complexity=action’ conjecture [51, 54]. In section 2.3 we also explore the CFT dual of the first law
for the WdW patch of pure AdS.
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Figure 2: Left diagram: A point A on a time slice of AdS, and five geodesics (in green)
that intersect A. Right diagram: A point curve αA(θ) in kinematic space which represents
all geodesics that pass through the bulk point A. The five diamonds (in green) on the
point curve in the right diagram correspond to the five geodesics in the left diagram.
However, some progress in this subject has been made for the CFT dual of the volume
of bulk subregions in (quotients of) pure AdS3 [33, 34, 55]. The authors of [33] have proven
a ‘volume formula’ which expresses the volume of a bulk subregion as an integral over
kinematic space, where the integrand can be interpreted in terms of pure CFT quantities.
Their original motivation was to find a CFT definition of subregion complexity using the
kinematic space formalism, but their proposal also holds for bulk regions which are not
anchored on the asymptotic boundary (such as a disk in AdS). In essence, the calculation
of the bulk volume amounts to counting the total number of boundary anchored geodesics
that pass through the bulk subregion and integrating the corresponding chord lengths λ
in kinematic space, which are the lengths of the intersection of the geodesics with the
subregion. In the following we will explain the volume formula and the necessary kinematic
space concepts in more detail.
The computation of the total number of RT geodesics passing through a given bulk
region is facilitated by the so-called Crofton form ω, which is the volume form on kinematic
space. For the kinematic space of the hyperbolic plane, i.e. a time slice of pure AdS, the
Crofton form depends only on α (and not on θ) [26]
ω =
c
6 sin2 α
dθ ∧ dα, (2.8)
where we haven chosen a normalization that is convenient for AdS3/CFT2. Using (2.5)
we find that the Crofton form can be written in terms of the second derivative of the
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entanglement entropy4
ω = −1
2
∂2αS(α)dθ ∧ dα. (2.9)
Since the Crofton form characterizes the density of geodesics, the length of a bulk curve
can now be computed by integrating the Crofton form over the region in kinematic space
consisting of all geodesics that intersect the curve. For instance, the geodesic distance or
chord length between two points A and B on a bulk time slice is given by the so-called
Crofton formula in integral geometry [26, 56]
λ(A,B)
4G
=
1
4
∫
∆AB
ω(θ, α). (2.10)
We have normalized the Crofton form appropriately such that its integral yields the
Bekenstein-Hawking entropy. For convex curves it can be easily verified using Stokes’
theorem that the Crofton formula reproduces the differential entropy formula (2.3) if the
Crofton form is given by (2.9).5 The integration region ∆AB in kinematic space is given by
the region bounded by the two so-called point curves αA(θ) and αB(θ). The point curve
of a given point A is the collection of all geodesics that pass through the point A, which
in kinematic space is a single line αA(θ) (see figure 2). Thus, the region ∆AB corresponds
in AdS to the set of all geodesics (or RT surfaces) that intersect the geodesic arc between
A and B (see figure 6 in the appendices).
Surprisingly, an explicit derivation of the chord length for pure AdS from the Crofton
formula seems to be absent in the literature. For completeness, we have provided this
computation in appendix B.2, for the more general case of AdS with a conical defect
(which reduces to pure AdS by setting γ = 1). As a result, in vacuum AdS3 the chord
length between two points A and B which lie on a circle of radius R is [33, 34]
λvac(αR) = L arccosh
[
1 + 2(R/L)2 sin2(αR)
]
. (2.11)
Here, 2αR is the bulk angle between the points A and B on the circle (see figure 3). These
two points lie on a geodesic which is anchored on the asymptotic boundary at the angular
coordinates θ − α˜ and θ + α˜. The geodesic equation which relates the bulk and boundary
opening angles αR and α˜, respectively, takes the form
R√
R2 + L2
cosαR = cos α˜. (2.12)
We give a derivation of this geodesic equation in appendix B.1, i.e. it follows from the
second equation in (B.6) by setting r = R and γ = 1. One can think of αR as the
difference between the bulk angular coordinate φ and the boundary angular coordinate θ,
i.e. αR = φ − θ. For geodesics which are tangent to the circle we have αR = 0, and we
4For time slices of non-static geometries there is an additional derivative in the Crofton form with respect
to the location θ of the boundary subregion, i.e. ω = 1
2
(∂2θ − ∂2α)S(θ, α)dθ ∧ dα [26, 34].
5The factor of 1/4 in (2.10) is cancelled by two factors of 2, one due to the orientation and one due to
the intersection number of a geodesic with the convex curve [26].
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Figure 3: A central circle (in red) of coordinate radius R on a time slice of pure AdS3. A
boundary anchored geodesic (in turquoise) associated to a boundary subregion of size 2α˜
intersects the circle at two points A and B. The geodesic arc (in orange) between A and B
has a bulk angular size 2αR and its chord length is denoted by λ(A,B). Geodesics (in green)
whose turning point is tangent to the circle, satisfy αR = 0 and α˜ = α. The chord length
can be formulated as an integral over all geodesics intersecting the arc between A and B,
and the proper volume of the disk is an integral over geodesics between α ≤ α˜ ≤ pi − α.
denote the value of the boundary opening angle by α for such geodesics (see again figure 3).
Hence the geodesic equation can also be written as
cosα cosαR = cos α˜,
with cosα =
R√
R2 + L2
.
(2.13)
The chord length (2.11) vanishes, of course, for geodesics tangent to the circle, since αR = 0,
and is by definition only non-vanishing for α˜ ∈ (α, pi−α). In the rest of the paper we denote
generic boundary opening angles by α˜ and we reserve the notation α for CFT intervals
whose RT surfaces are tangent to the boundary of a given bulk codimension-one region
(like in differential entropy).
Now we can write the bulk volume in terms of the chord length and Crofton form.
Recalling that the Crofton form can be interpreted as the density of geodesics, one would
expect that the volume of a bulk subregion is proportional to the integral of the chord length
times the Crofton form, with an integration region in kinematic space that corresponds to
all geodesics intersecting the bulk subregion. By reinstating appropriate normalizations the
volume formula in integral geometry reads [33, 34, 56] (see also [55] for a similar expression)
V
4G
=
1
2pi
∫
K
λ(θ′, α˜′)ω(θ, α˜), (2.14)
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where K is the set of geodesics that intersect the bulk subregion, and λ is the chord length
of the intersection of those geodesics and the bulk region (see figure 3).
To gain some intuition for the volume formula, we now compute it explicitly for a
circular disk D of coordinate radius R inside a time slice of pure AdS, following [33].
Using equation (2.9) for the Crofton form in pure AdS and the Ryu-Takayangi formula
S = `/(4G), we can write the volume formula for a disk as
Vvac = − 1
4pi
∫ 2pi
0
dθ
∫ pi−α
α
dα˜ λvac(θ
′, α˜′) ∂2α˜`vac(α˜), (2.15)
where the subscript ‘vac’ signifies that the chord length λ of a geodesic arc and the length `
of a boundary anchored geodesic are evaluated in vacuum AdS. For computational purposes
it is convenient to replace the integral over α˜ by an integral over αR, based on the identity
∂2α˜`vac(α˜) dα˜ = ∂
2
αR
λvac(αR) dαR , (2.16)
which can be checked using the equations (2.5) and (2.11). The volume formula then
becomes
Vvac = − 1
4pi
∫ 2pi
0
dθ
∫ pi
0
dαR λvac ∂
2
αR
λvac =
1
2
∫ pi
0
dαR (∂αRλvac)
2
=
∫ pi
0
dαR
2R2 cos2(αR)
1 + (R/L)2 sin2(αR)
= 2piL2
(√
1 + (R/L)2 − 1
)
.
(2.17)
This reproduces the proper volume of a disk in pure AdS. In the second equality on the
first line we performed the trivial integral over θ and we partially integrated, noting that
the boundary term vanishes since λvac = 0 at αR = 0, pi.
The volume formula (2.14) actually holds for an arbitrary bulk subregion in pure AdS,
as shown in [34]. Similarly, it applies to bulk subregions in quotient spaces of pure AdS3,
since the kinematic space for these geometries can be obtained from quotients of the kine-
matic space for pure AdS [34, 43]. The Crofton form follows from the quotient procedure
and still takes the form (2.9) for time slices of static quotient spaces. Next we repeat the
computation above for a disk in the quotient space of AdS3 with a conical defect.
The volume formula for a disk in the conical AdS spacetime is similar to the expres-
sion (2.15) for pure AdS, except that the integration region now depends on the defect
parameter γ6
Vcon = − 1
4pi
∫ 2pi
0
dθ
∫ pi/γ−α
α
dα˜ λcon(θ
′, α˜′)∂2α˜`con(α˜). (2.18)
The chord length for the conical defect spacetime (2.1) is computed in appendix B.2 in two
different ways, using the embedding space formalism and the kinematic space formalism.
The result is
λcon(αR) = Larccosh
[
1 + 2R2/(γL)2 sin2(γαR)
]
, (2.19)
6We emphasize again that the chord length of both minimal and non-minimal geodesics should be taken
into account in the volume formula, i.e. kinematic space for conical AdS is defined here as the space of all
spatial, boundary anchored geodesics (and is not restricted to only minimal geodesics) [34, 43].
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where αR is the bulk opening angle between two points on a circle of radius R (see figure 3).
These two points lie on a boundary anchored geodesic, with boundary opening angle α˜, for
which the geodesic equation reads (see appendix B.1 for a derivation)
cos(γα) cos(γαR) = cos(γα˜). (2.20)
Here, α is the value of the boundary opening angle α˜ for which the boundary anchored
(Ryu-Takayanagi) geodesic is tangent to the circle of radius R, i.e. αR = 0, satisfying
cos(γα) =
R√
R2 + γ2L2
or R = Lγ cot(γα). (2.21)
We now compute the volume of a disk in conical AdS using the chord length. In equation
(2.18) we can replace the integral over α˜ by an integral over αR using
∂2α˜`con(α˜) dα˜ = ∂
2
αR
λcon(αR) dαR . (2.22)
This can be seen geometrically from figure 3, but it can also be explicitly checked from
(2.19) and (2.43). After inserting this and performing the trivial integral over θ, the volume
formula reduces to a single integral over αR
Vcon = −1
2
∫ pi/γ
0
dαR λcon∂
2
αR
λcon =
1
2
∫ pi/γ
0
dαR(∂αRλcon)
2
=
∫ pi/γ
0
dαR
2R2 cos2(γαR)
1 +R2/(γL)2 sin2(γαR)
= 2piL2
(√
γ2 + (R/L)2 − γ
)
.
(2.23)
In the second equality we integrated by parts and removed the boundary term, since
λcon = 0 at αR = 0, pi/γ. The final expression is indeed the volume of a disk in conical AdS.
2.1.3 Boundary dual of finite bulk volume
In this section we discuss the CFT2 dual of the volume of a subregion inside a time slice of
pure AdS3 (or a static quotient space of AdS3). The volume formula (2.14) can be expressed
in terms of entanglement entropies, using the Crofton formula (2.10) and equation (2.9)
for the Crofton form of the hyperbolic plane,
V =
G2
2pi
∫
K
dθ dα˜
∫
∆AB
dθ′ dα˜′ ∂2α˜ S(α˜) ∂
2
α˜′ S(α˜
′). (2.24)
Clearly, the right-hand side is not a CFT quantity, as it still involves Newton’s constant G.
However, we can define a manifestly field theoretic quantity by dividing the volume by an
appropriate dimensionful factor. Following the ‘complexity=volume’ proposal [50, 51] we
divide the volume by GL, where L is the AdS radius, and we call the resulting dimensionless
quantity holographic complexity
C = V
4GL
. (2.25)
The factor 1/4 is conveniently chosen since the same factor appears in differential entropy.
The dimensionful proportionality factor 1/(GL) has been used in earlier definitions of holo-
graphic complexity for boundary thermofield double states [50] and for boundary subregion
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density matrices [52, 53]. This is also the same factor that connects boundary Fisher in-
formation and bulk volume [57, 58]. As a result, we find the following definition of the
boundary dual of the bulk volume
C = 3
16pic
∫
K
dθ dα˜
∫
∆AB
dθ′ dα˜′ ∂2α˜ S(α˜) ∂
2
α˜′ S(α˜
′), (2.26)
where we employed c = 3L/(2G). This is a pure CFT quantity, since the regions K and
∆AB in kinematic space can be defined in terms of boundary coordinates (θ, α˜) (see also
section 2.2.2). The information theoretic interpretation of this expression is not clear to
us, but at least it provides a precise dictionary between the bulk volume and a boundary
integral over entanglement entropies. This dictionary is our second input for the boundary
interpretation of the bulk first law (differential entropy being the first input).
Regarding the complexity interpretation of the bulk volume, the CFT quantity could
be defined as the complexity of a global state on a time slice in the CFT, where a UV
cutoff has been implemented in the theory. The cutoff scale is related to the boundary of
a bulk subregion in a time slice of AdS through the UV/IR correspondence [41, 42] (the
CFT time slice coincides with the asymptotic boundary of the bulk time slice). If the bulk
subregion is a central disk of a fixed radius, then the CFT lives at a radial cutoff in AdS.
It would be interesting to make this proposal for cutoff complexity more precise, see for
example the recent paper [59].
We should be careful in distinguishing this notion of cutoff complexity from the usual
notion of subregion complexity [52, 53]. The latter is argued to be the complexity of a
reduced density matrix associated to a boundary subregion, dual to the volume of the
extremal bulk codimension-one region bounded by the boundary subregion and the asso-
ciated RT surface (or dual to the action of the Wheeler-deWitt patch of the bulk region).
Cutoff complexity depends on the global state of a time slice of the CFT, or on the reduced
state associated to a time strip, whereas subregion complexity is a property of a reduced
density matrix associated to a subregion. The two definitions are only equivalent in the
limit where the boundary subregion coincides with the entire time slice in the CFT. The
cutoff complexity and subregion complexity are in that case dual to the volume of an ex-
tremal time slice of AdS, which can be regularized by choosing an IR cutoff in the bulk
which matches the UV cutoff on the boundary. We discuss this limit further in section 2.3.
Note that the complexity=volume proposal (2.25) differs from the holographic dictio-
nary in [33, 34]. In particular, their definition of topological complexity Ctop for a bulk
subregion Σ of constant intrinsic scalar curvature R is given by
Ctop = −1
2
∫
Σ
dVR = VΣ
L2
. (2.27)
In the last step, we inserted the expression R = −2/L2, which holds for time slices of AdS3.
In terms of entanglement entropy the topological complexity reads
Ctop = 9
8pic2
∫
K
dθ dα˜
∫
∆AB
dθ′ dα˜′ ∂2α˜ S(α˜) ∂
2
α˜′ S(α˜
′). (2.28)
– 14 –
Note that Ctop does not depend on the central charge, because the 1/c
2 cancels against
the central charges in the two factors of the entanglement entropy S ∼ c (at least for the
vacuum). The region Σ is often taken to be the codimension-one region bounded by the RT
surface and a boundary interval, but the expression above applies to any bulk subregion
(since the volume formula applies to arbitrary regions). The motivation for considering
this definition comes from the Gauss-Bonnet theorem, where the integral in (2.27) term
appears as being associated with the volume of the region. Through the Gauss-Bonnet
theorem the resulting complexity is related to the Euler number of the bulk subregion,
cf. equation (3.8), manifesting the topological nature of the definition. Both proposals for
holographic complexity (2.25) and (2.27) are valid dimensionless CFT quantities, but we
work with the first proposal in the rest of the paper for three reasons: a) it is more widely
used in the literature, b) it is proportional to the central charge like differential entropy,
and c) it is well defined in higher dimensions (see the comment below equation (4.7)).
2.2 First law of differential entropy and holographic complexity
In this section we derive a CFT2 counterpart of the first law of causal diamonds in AdS3.
The CFT first law involves a variation of the differential entropy and holographic complex-
ity, which are respectively dual to (the variation of) the area and volume of a disk in AdS.
We proceed in deriving the boundary relation by first computing the variations of Sdiff
and C separately in the CFT, and then combining them into one variational identity. We
consider three independent types of variations in the CFT: 1) a variation of the boundary
subregion size α in a fixed coordinate system, 2) a variation of the scaling dimension ∆
of operators acting on the vacuum state, and 3) a variation of the central charge c in the
space of CFTs. While studying one particular variation, we keep the other two quantities
fixed. Both differential entropy and holographic complexity change under the variations
of (α,∆, c). A particular combination of δSdiff and δC yields a new variational relation,
which for brevity we call the ‘first law of differential entropy’. One can think of this as a
dynamical constraint that any 2d holographic field theory must satisfy.
For the most part, we assume the central charge to be large such that the holographic
dual has a classical geometry. Further, we mostly consider those state variations in the
CFT which are dual to the creation of a conical defect in AdS. In other words, we take
the perturbed geometry in the bulk (after a metric perturbation of pure AdS3) to be the
classical spacetime which is locally identical to AdS3 but globally has an angular deficit
(see section 3.1). A conical defect spacetime with angular periodicity 2pi/N corresponds
to the quotient space AdS3/ZN , with N a positive integer. A conical defect in AdS is dual
to an excited state created, via the state/operator correspondence, by a heavy operator in
the CFT [60–63]. There is substantial evidence that the CFT state dual to AdS3/ZN is
excited by an operator which, at large c, has scaling dimension [64–66]
∆ =
c
12
(
1− 1
N2
)
+O(c0). (2.29)
The leading-order term is the scaling dimension of a twist operator [67–69]. At the orbifold
point of the D1-D5 CFT the dual of AdS3/ZN has indeed been identified as the state created
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by acting with a twist field on the vacuum [22, 70, 71]. Taking subleading corrections into
account in ∆ is equivalent to including perturbative quantum corrections in the bulk stress-
energy tensor, due to the presence of quantum fields in a fixed AdS background. In the
following we neglect these subleading 1/c corrections and we only consider CFT excited
states with large ∆ dual to a classical geometry with a point particle.
In terms of the conical defect parameters γ = 1/N and  = 1− γ, which we often use,
the scaling dimension to leading order reads
∆ =
c
12
(
1− γ2) = c
6
− c
12
2. (2.30)
For first-order variations around the vacuum state we thus have
δ∆ =
c
6
δ. (2.31)
Note that δ∆ = ∆ and δ = , as the vacuum state corresponds to ∆ = 0 and  = 0.
2.2.1 Varying differential entropy
The change in differential entropy under the variation of the subregion size α, scaling
dimension ∆ and central charge c is
δSdiff = δαSdiff
∣∣
∆,c
+ δ∆Sdiff
∣∣
α,c
+ δcSdiff
∣∣
α,∆
. (2.32)
Note that if ∆ is kept fixed, we should evaluate the differential entropy in the ground state
of CFT. The variation δ∆ in the second term denotes a state variation induced by acting
with an operator of dimension ∆ on the vacuum. We start with computing the second
term using two different methods, and afterwards we discuss the other terms.
Method 1) Since differential entropy (2.3) is expressed in terms of the entanglement
entropy S(α), we can employ the first law of entanglement to calculate the change in differ-
ential entropy under a state variation. Recall that the reduced density matrix associated
to a subregion can be expressed as
ρ =
e−Hmod
Z
, (2.33)
where Hmod is the so-called modular Hamiltonian. Under a variation of the state of the
system, it follows that the variation of the entanglement entropy is equal to the variation
of the expectation value of Hmod [13]
δ∆S = δ∆〈Hmod〉 . (2.34)
This is the first law of entanglement. In order to derive a first law for differential entropy,
we differentiate with respect to α on both sides and then take the integral over θ:
1
2
∫ 2pi
0
dθ
d
dα
δ∆S(α)
∣∣∣
α(θ)
=
1
2
∫ 2pi
0
dθ
d
dα
δ∆〈Hmod〉
∣∣∣
α(θ)
. (2.35)
The left-hand side is, of course, the state variation of the differential entropy. The challenge
lies in understanding the right-hand side of this equation. In order to do so, we use the fact
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that the modular Hamiltonian for the reduced density matrix of the CFT global vacuum
state restricted to a ball-shaped region B can be interpreted as a conserved charge [72]
Hmod =
∫
B
dΣµ ξν Tµν = L
∫ θ+α
θ−α
dθ¯ ξt(θ,α)(θ¯)Ttt(θ¯)
∣∣∣
t=0
. (2.36)
Here Σµ and Tµν are, respectively, the volume-form on the subregion and the CFT stress-
energy tensor. The curvature radius L appears due to the square root of the determinant
of the metric (2.2) on the boundary cylinder. Further, ξt(θ,α) is the time component of the
conformal Killing vector that generates a flow which remains inside the past and future
domain of dependence (a.k.a. the causal diamond) of the ball-shaped subregion. Since
the two-dimensional CFT lives on a cylinder in our setup, the spherical subregion is an
interval with angular size 2α and center at θ¯ = θ, and we assume it lies inside the t = 0 time
slice. In appendix C we provide a derivation of the conformal Killing vector ξ generating the
conformal isometry that preserves a causal diamond on the cylinder, both from a boundary
and a bulk perspective.7
By plugging in the expression above for the modular Hamiltonian into (2.35) and taking
the derivative with respect to α inside the θ¯-integral – this is allowed since ξ(θ,α) = 0 at
the boundary values of the integral, i.e. at t = 0 and θ¯ = θ±α, which are the edges of the
diamond – one finds
δ∆Sdiff
∣∣
α,c
=
1
2
L
∫ 2pi
0
dθ
∫ θ+α
θ−α
dθ¯
d
dα
ξt(θ,α)(θ¯)δ∆
〈
Ttt(θ¯)
〉 ∣∣∣
t=0
. (2.37)
We can interchange the order of the integrals by imposing |θ¯ − θ| ≤ α. This gives
δ∆Sdiff
∣∣
α,c
=
1
2
L
∫ 2pi
0
dθ¯
∫ θ¯+α
θ¯−α
dθ
d
dα
ξt(θ,α)(θ¯)δ∆
〈
Ttt(θ¯)
〉 ∣∣∣
t=0
. (2.38)
Lastly, we insert the conformal Killing vector whose flow preserves a causal diamond on
the boundary cylinder and has unit surface gravity8
ξ(θ,α)(θ¯) =
1
sinα
[(
cos(t/L) cos
(
θ¯ − θ)− cosα)L∂t − sin(t/L) sin(θ¯ − θ)∂θ¯] . (2.39)
This vector field vanishes at the edges of the diamond {t = 0, θ¯ = θ±α} and the past and
future vertices {t/L = ±α, θ¯ = θ}, and acts as a null flow on the null boundaries of the
diamond {t/L + θ¯ = θ ± α; t/L − θ¯ = −θ ± α}. The derivative of the time component of
this vector with respect to α, evaluated at t = 0, is
d
dα
ξt(θ,α)
∣∣∣
t=0
= L
[
1− cosα
sin2 α
(
cos
(
θ¯ − θ)− cosα)] . (2.40)
7We only need the time component of ξ here evaluated at t = 0, which was already obtained in [13],
since they find the modular Hamiltonian of a spatial interval in the CFT2 vacuum on the cylinder.
8Here, we use a slightly different notation compared to equation (C.5): we employ a dimensionful time
coordinate t = τL, the angular coordinate is denoted by θ¯ and the center of the causal diamond is located
at θ¯ = θ, instead of at θ¯ = 0.
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After evaluating the inner θ-integral we find
δ∆Sdiff
∣∣
α,c
= L2
∫ 2pi
0
dθ¯
(
−cosα
sinα
+
α
sin2 α
)
δ∆
〈
Ttt(θ¯)
〉
= 2pi
(
−cosα
sinα
+
α
sin2 α
)
δ∆,
(2.41)
where in the last line we assumed α 6= α(θ¯), which corresponds to a spherical region in
AdS3, and we inserted the relationship between the stress-energy tensor expectation value
and the scaling dimension
L2
∫ 2pi
0
dθ¯ δ∆〈Ttt(θ¯)〉 = 2piδ∆. (2.42)
Method 2) Note that the derivation above holds for arbitrary state perturbations and for
arbitrary boundary subregions α(θ¯), until the first line of (2.41), corresponding to arbitrary
bulk regions. However, if the perturbed state is dual to a conical defect in AdS3, and if
α is constant, there is an alternate method of obtaining the state variation of differential
entropy. In particular, we can compute the state variation by subtracting the differential
entropy for the vacuum state from the differential entropy for the excited state dual to the
conical defect spacetime. To do so, we need the entanglement entropy for the excited state
dual to a conical defect spacetime [22, 65, 73]
Scon(α) =
c
3
log
[
2L
µγ
sin(γα)
]
. (2.43)
The variation in differential entropy is now equal to the difference between the differential
entropy for the excited state dual to the conical defect space and the differential entropy
for the vacuum state
δ∆Sdiff
∣∣
α,c
=
1
2
∫ 2pi
0
dθ
d
dα
Scon(α)− 1
2
∫ 2pi
0
dθ
d
dα
Svac(α)
=
1
2
∫ 2pi
0
dθ
c
3
[
(1− ) cos [(1− )α]
sin [(1− )α] −
cosα
sinα
]
= 2pi
(
−cosα
sinα
+
α
sin2 α
) c
6
+O(2).
(2.44)
This is the same result as (2.41), since δ∆ = (c/6) up to first order in , cf. equation (2.31).
After dealing with the state variation, we can now concentrate on the first and third
term in (2.32), i.e. the variation of the subregion size and central charge, respectively. The
change in differential entropy under an α variation, at fixed ∆ and c, is to first order
δαSdiff
∣∣
∆,c
=
∂Svacdiff
∂α
δα = −pic
3
1
sin2 α
δα, (2.45)
where we used the expression (2.6) for the vacuum differential entropy with α 6= α(θ).
Similarly, the differential entropy variation due to a variation of the central charge, at
fixed α and ∆, is
δcSdiff
∣∣
α,∆
=
∂Svacdiff
∂c
δc =
1
c
Svacdiff δc =
pi
3
cosα
sinα
δc. (2.46)
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Finally, combining the variations (2.41), (2.45) and (2.46), we find that the total differential
entropy variation is to first order given by
δSdiff =
pi
3
cosα
sinα
δc− pic
3
1
sin2 α
δα+ 2pi
(
−cosα
sinα
+
α
sin2 α
)
δ∆. (2.47)
2.2.2 Varying holographic complexity
Our next task is to study the change in holographic complexity (2.25) due to α, ∆, and c
variations
δC = δα C
∣∣
∆,c
+ δ∆ C
∣∣
α,c
+ δc C
∣∣
α,∆
. (2.48)
We start with computing the second term, i.e. the state variation of holographic complexity
at fixed α and c. Unfortunately, unlike with the differential entropy variation, we cannot
use the first law of entanglement in this case, since the volume formula (2.14), on which
our holographic complexity is based, applies only to locally AdS3 spacetimes. This means
that the holographic complexity formula (2.26) holds for CFT states which are dual to
quotients of AdS3, such as the conical defect spacetime and the BTZ black hole, but does
not apply to arbitrary variations of the vacuum state. In particular, it does not hold for
small deviations from the vacuum state, i.e. with ∆  c, dual to geometries with small
local variations away from pure AdS3 [34].
Therefore, we use the second method in the previous section to determine the com-
plexity variation. That means we define the complexity state variation as the difference
between the complexity for the excited state dual to conical AdS and the complexity for
the vacuum
δ∆C
∣∣
α,c
:= (Ccon − Cvac)
∣∣∣
α,c
. (2.49)
The holographic complexity for both states could in principle be computed by inserting
the entanglement entropies for the vacuum and excited state, i.e. (2.5) and (2.43) respec-
tively, into the definition (2.26) (see [34] for similar computations). However, we find it
computationally easier to express the complexity first in terms of the chord length, instead
of the entanglement entropy. Following the steps in (2.17) we can write the complexity for
the vacuum state as
Cvac = c
12
∫ pi
0
dαR (∂αR λ˜vac)
2. (2.50)
Here λ˜vac = λvac/L is the dimensionless chord length for the vacuum state, given in (2.11).
Although the chord length is a bulk quantity, defined as the length of a geodesic arc, it
can also be interpreted as a boundary quantity. By writing the bulk opening angle αR and
the radius R in terms of the boundary opening angles α and α˜, using (2.12) and (2.13), we
find a boundary expression for the vacuum chord length
λ˜vac(α˜) = arccosh
[
1 + 2
cos2 α− cos2 α˜
sin2 α
]
. (2.51)
Notice that this is only a function of α˜, the angle α determines the size of the disk in the bulk
and is hence fixed in the computation of the volume formula. The vacuum complexity can
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be derived by plugging this expression for the chord length into (2.50) and, after a change
of variables, performing the integral over α˜ (or, equivalently, inserting equation (2.11) for
the chord length and integrating over αR)
Cvac = pic
3
(
1
sinα
− 1
)
. (2.52)
Note that, unlike entanglement entropy (2.5), the complexity and differential entropy of
the vacuum state are independent of the UV cutoff µ of the CFT.
Next, we turn to the complexity of the CFT state dual to conical AdS. We compute
the holographic complexity through the volume formula, which can be expressed entirely
in terms of the chord length, cf. equation (2.23), in a similar way as for pure AdS,
Ccon = c
12
∫ pi/γ
0
dαR (∂αR λ˜con)
2. (2.53)
By changing variables we replace the integral over αR by an integral over α˜, and we write the
dimensionless chord length λ˜con = λcon/L as a boundary quantity, using (2.20) and (2.21),
λ˜con(α˜) = arccosh
[
1 + 2
cos2(γα)− cos2(γα˜)
sin2(γα)
]
. (2.54)
This means that the complexity formula (2.53) can be written purely in terms of CFT quan-
tities. Performing the remaining integral over α˜ (or, equivalently, over αR), the complexity
for CFT states dual to conical AdS turns out to be
Ccon = pic
3
γ
(
1
sin(γα)
− 1
)
. (2.55)
Expanded to first order in  = 1− γ, the complexity is given by
Ccon = pic
3
[
1
sinα
− 1 +
(
α cosα
sin2 α
− 1
sinα
+ 1
)
+O(2)
]
. (2.56)
Thus, the state variation of the complexity is to first order
δ∆C
∣∣
α,c
= 2pi
(
α cosα
sin2 α
− 1
sinα
+ 1
)
δ∆, (2.57)
where we have used (2.31) to replace δ by δ∆.
Finally, we turn to the α and c variations of holographic complexity. As the state is
unchanged in both variations we can directly use equation (2.52) for the vacuum complexity
and take partial derivatives with respect to α and c. We end up with the following first-
order variations
δαC
∣∣
∆,c
=
∂Cvac
∂α
δα = −pic
3
cosα
sin2 α
δα, (2.58)
and
δc C
∣∣
α,∆
=
∂Cvac
∂c
δc =
1
c
Cvac δc = pi
3
(
1
sinα
− 1
)
δc. (2.59)
Thus, the total complexity variation is
δC = pi
3
(
1
sinα
− 1
)
δc− pic
3
cosα
sin2 α
δα+ 2pi
(
α cosα
sin2 α
− 1
sinα
+ 1
)
δ∆. (2.60)
– 20 –
2.2.3 Combining the variations
At this point, we are ready to write down a first law in CFT2 involving the change in
differential entropy and complexity under the variations of α, ∆ and c. We proceed by
computing a particular combination of variations of differential entropy and complexity,
δSdiff −
(
∂Sdiff
∂C
)
c
δC, (2.61)
since such a combination typically appears in a thermodynamic relation. To be specific,
if the internal energy depends on the three equilibrium state variables Sdiff, C and c, i.e.
E = E(Sdiff, C, c), then its variation is by definition equal to
δE =
(
∂E
∂Sdiff
)
C,c
δSdiff +
(
∂E
∂C
)
Sdiff,c
δC +
(
∂E
∂c
)
Sdiff,C
δc. (2.62)
This can be written in a different form using Maxwell’s relation
δE =
(
∂E
∂Sdiff
)
C,c
(
δSdiff −
(
∂Sdiff
∂C
)
E,c
δC
)
+
(
∂E
∂c
)
Sdiff,C
δc. (2.63)
We find that the combination of variations (2.61) indeed appears in the variation of the
internal energy.
Another motivation for studying the particular combination of variations (2.61) is that
it corresponds to δ(A/4G)− kLδ(V/4GL) in the dual AdS spacetime, where k is the trace
of the extrinsic curvature of the boundary of the disk as embedded in the disk. The first
law of causal diamonds can be expressed in terms of this combination of area and volume
variations, as we will show in section 4. Hence, we expect that the combination of variations
(2.61) appears in the dual boundary first law. The partial derivative of Sdiff with respect
to C should be evaluated in the vacuum, at fixed central charge, and can be easily calculated
as (
∂Svacdiff
∂Cvac
)
c
=
∂Svacdiff
∂α
(
∂Cvac
∂α
)−1
= −pic
3
1
sin2 α
(
−pic
3
cosα
sin2 α
)−1
=
1
cosα
. (2.64)
In the bulk this is dual to the product of the extrinsic trace k and the AdS radius L,
i.e. kL = 1/ cosα, cf. equation (3.53).
We can now compute the combination of variations of differential entropy and com-
plexity separately for α,∆ and c induced variations. Firstly, for variations which change
the subregion size α, but keep ∆ and c fixed, the combination vanishes to first order(
δαSdiff − 1
cosα
δαC
)
∆,c
= 0. (2.65)
This follows directly from the α variations of differential entropy and complexity, (2.45)
and (2.58) respectively. The α variation is an example of a global conformal transformation
on the boundary, in particular a dilatation, hence it is dual to an isometry transformation
in the bulk. In [28] it has been shown that the combination δχA − kδχV vanishes for
variations of ball-shaped regions in AdS with vanishing extrinsic curvature induced by
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arbitrary diffeomorphisms χ, in particular it is zero for variations induced by isometries.
Hence, from the AdS/CFT duality we expect that (2.61) vanishes for variations induced by
arbitrary global conformal transformations (since they are dual to isometries in the bulk),
not just for α variations, but we do not have a proof of this in the CFT at the moment.
Secondly, under a small change in ∆, at fixed α and c, the combination of variations
becomes (
δ∆Sdiff − 1
cosα
δ∆C
)
α,c
= −2pi
(
1
cosα
− sinα
cosα
)
δ∆. (2.66)
This can be derived by inserting the state variations of differential entropy and complexity.
The state variation of differential entropy (2.41) is valid for arbitrary perturbations, but
the variation of complexity (2.57) is specific for first-order variations from the vacuum state
to the excited state dual to conical AdS. It would be interesting to see whether the equality
above holds more generally for arbitrary first order perturbations of the vacuum state.
Furthermore, under the variation of the central charge, at fixed α and ∆, the combi-
nation of variations takes a very simple form(
δcSdiff − 1
cosα
δcC
)
α,∆
=
(
Svacdiff −
1
cosα
Cvac
)
δc
c
=
pi
3 cosα
(1− sinα)δc. (2.67)
The variation of differential entropy and complexity under changing c is simply given by
δcSdiff = (S
vac
diff/c)δc and δc C = (Cvac/c) δc, cf. (2.46) and (2.59). Hence, the first equality
above follows from inserting these central charge variations, and the second equality follows
from the explicit expressions for Svacdiff an Cvac as a function of α, cf. (2.6) and (2.52).
Thus, combining the α,∆ and c variations above yields
δSdiff − 1
cosα
δC =
(
Svacdiff −
1
cosα
Cvac
)
δc
c
− 2pi
(
1
cosα
− sinα
cosα
)
δ∆. (2.68)
This is our proposal for the CFT2 dual of the first law of causal diamonds, which we call the
first law of differential entropy. Note that the variational relation above is written purely
in terms of CFT quantities: the subregion size α, scaling dimension ∆, central charge c,
holographic complexity C and differential entropy Sdiff. In section 4 we prove explicitly
that this boundary first law is dual to the bulk first law for disks in AdS3.
Let us now write the first law of differential entropy as a ‘thermodynamic’ first law.
We emphasize, however, that the CFT is not in a standard thermal state, hence this might
just be a formal analogy. The first law of differential entropy should probably rather
be interpreted as a variational relation in a quantum theory, just like the first law of
entanglement. Nevertheless, we can associate the ∆ variation with the change in internal
energy of the CFT. Formally, we can define a positive, α dependent energy in the CFT up
to first order in ∆/c (or ), via its variation
δE = 2pif(α)δ∆ with f(α) =
1
cosα
(1− sinα). (2.69)
One can think of this as a finite α modification of the CFT energy. Note that f(α) is
positive in the range α ∈ [0, pi/2]. As we will see in section 3.2.3, the boundary energy vari-
ation corresponds to the variation of the matter Hamiltonian in the bulk, which generates
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evolution along the flow of the conformal Killing vector. The function f(α) is proportional
to the norm of the bulk conformal Killing vector ζ evaluated at the center of the causal
diamond, their precise relation is given by equation (3.48)√
−ζ · ζ∣∣
O
= κLf(α), (2.70)
with κ the surface gravity. It would be interesting to understand the α dependent factor
in (2.69) from the CFT side as well, and to find a covariant definition of this energy in the
dual field theory.
In terms of the energy defined above the first law of differential entropy takes the form
δE = TδSdiff + νδC + µδc , (2.71)
where the conjugate quantities are defined in equation (2.62) and given by
T :=
(
∂E
∂Sdiff
)
C,c
= −1,
ν :=
(
∂E
∂C
)
Sdiff,c
= −T
(
∂Sdiff
∂C
)
E,c
=
1
cosα
,
µ :=
(
∂E
∂c
)
Sdiff,C
= −T
(
∂Sdiff
∂c
)
E
− ν
(
∂C
∂c
)
E
=
pi
3
f(α) .
(2.72)
The function µ is a chemical potential for the change in the number of field degrees of
freedom in the CFT, and its dependence on α follows from equation (2.67). The fact
that both E and µ are proportional to f(α) is a peculiarity for two-dimensional CFTs
and does not generalize to higher dimensions, cf. equation (4.13). The conjugate quantity
ν can be interpreted as the energy cost of a unit change in complexity, at fixed Sdiff
and c, and we have computed this in equation (2.64). Furthermore, in [28, 74] it was
argued that negative temperature is a property of causal diamonds in maximally symmetric
spacetimes, and hence it is natural that we find a negative ‘temperature’ T in the dual
field theory as well. The formal definition of the temperature on the boundary is in terms
of the partial derivative of differential entropy with respect to the α dependent energy,
1/T := (∂Sdiff/∂E)
∣∣
C,c. However, this does not seem to be a standard temperature as
the differential entropy and energy are not thermodynamic quantities. It is clear from
the definition and from (2.68) that T is negative since the entropy Sdiff decreases as the
energy E increases. The normalization of the temperature is related to the normalization
of the conformal Killing vector in the bulk. Here, we have normalized the conformal Killing
vector such that the surface gravity is κ = 2pi, hence T = −κ/2pi = −1 (see the discussion
below (3.47)).
Another way to organize the first law of differential entropy is in terms of the variation
of the standard dimensionless CFT energy, δE¯ = 2piδ∆, without the factor f(α).9 Then
the first law becomes
δE¯ = T¯ δSdiff + ν¯δC + µ¯δc, (2.73)
9We thank Ted Jacobson for this suggestion.
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and the associated conjugate quantities change into
T¯ = − cosα
1− sinα, ν¯ =
1
1− sinα, and µ¯ =
pi
3
. (2.74)
Notice that in this case the chemical potential is constant and the temperature depends
on α, whereas in the previous form of the first law the temperature was constant and the
chemical potential depended on α. The choice of energy E¯ (or temperature T¯ ) corresponds
in the bulk to a different normalization of the conformal Killing vector. In particular, the
normalization of the conformal Killing vector is such that the surface gravity is given by
κ = 2pi/f(α), hence T¯ = −κ/2pi = −1/f(α), and the norm of the conformal Killing vector
evaluated at the center of the disk is now independent of α, i.e.
√−ζ · ζ∣∣
O
= 2piL.
For an arbitrary normalization of the bulk conformal Killing vector, the conjugate
quantities in the boundary first law depend on the surface gravity and on the subregion
size as follows
T = − κ
2pi
, ν =
κ
2pi
1
cosα
, and µ =
κ
2pi
pi
3
f(α) , (2.75)
and the boundary energy variation is given by
δE = κf(α)δ∆, (2.76)
which is dual to the matter Hamiltonian variation in the bulk, cf. equation (3.50). Thus,
different normalizations of the surface gravity correspond to different forms of the first law
of differential entropy. In the rest of the paper we choose κ = 2pi for convenience.
2.3 Limiting cases: small and large boundary intervals
Our proposed first law of differential entropy is an explicit function of the subregion size α,
that uniquely specifies the size of the disk in the bulk. It is interesting and straightforward
to study two limiting cases of the first law, i.e.
small interval: α→ 0, and large interval: α→ pi/2. (2.77)
These limits correspond in the bulk, respectively, to a disk of infinite size (whose causal
diamond is called the Wheeler-deWitt patch in AdS) and a disk of zero size (a point in
AdS). The first limit is relevant for the standard definition of state complexity, which
applies to a global state, whereas the second limit might shed light on the holographic
description of flat space, as it probes scales much smaller than the AdS radius.
Small intervals: In the limit α → 0, our boundary first law (2.68) reduces to a much
simpler form
2pi(1− α) δ∆ (α≈0)= −δSdiff + δC + pi
3
(1− α)δc, (2.78)
where we kept terms up to first order in α. Note that at fixed ∆ and c the differential
entropy variation and complexity variation are equal. This is reminiscent of the dual
interpretation of the eternal AdS black hole, for which complexity and thermal entropy are
proportional [39]. Thus, in the strict α = 0 limit, we end up with
2piδ∆
(α=0)
= −δSdiff + δC + pi
3
δc. (2.79)
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The left-hand side can be interpreted as the integral of the variation of the stress-energy
expectation value over the entire boundary circle, as in (2.42), and the factor 2pi here
appears due to the size of the circle. Hence, in the zero size limit the α dependent energy E
becomes equal to the standard dimensionless energy E¯ = 2pi∆ of the global CFT state,
which is independent of α. Further, notice that the chemical potential for the central
charge simplifies to µα=0 =
pi
3 for intervals of zero size, like in equation (2.74).
The bulk dual of the boundary first law for the zero interval size is the first law of
the WdW patch, which was studied in [28] as a limiting case of the first law of causal
diamonds in AdS. Further, in [36] a first law for WdW was derived in the context of the
‘complexity=volume’ conjecture, by perturbing AdS with coherent state excitations of a
free scalar field. The CFT dual relation was dubbed the ‘first law of complexity’ [35], which
can be independently obtained from Nielsen’s geometric approach to circuit complexity by
perturbing the target state and keeping the reference state fixed.10 In the context of the
‘complexity=action’ conjecture a bulk first law was also proposed in [35, 36] for the action
of the WdW patch, and extended in [76] to arbitrary perturbations and backgrounds. Al-
ternatively, similar variational relations were studied by interpreting the change in volume
as the boundary symplectic form [37, 38]. These works are different from our results in
the sense that they only study the complexity variation, and not the differential entropy
(or area) variation in the first law (i.e. they keep the volume of a spatial slice of the CFT
fixed). In this sense, our first law of differential entropy generalizes their results in a non-
trivial way both for the WdW patch and, perhaps more importantly, away from this limit.
It is satisfying, however, that the authors of [36] showed that their WdW first law, sans
the area variation, precisely coincides with the first laws studied in [28] and [38].
Large intervals: For the α → pi/2 limit, we expect the differential entropy and com-
plexity variations to vanish, as the area and volume of the disk go to zero. For small
variations away from β := α− pi/2 = 0, the CFT first law is to first order in β equal to
βδSdiff + δC (β≈0)= 0. (2.80)
Hence, in the strict β = 0 limit, we find a trivial version of the first law
δC (β=0)= 0. (2.81)
There is no longer any energy associated to this variation, and there is also no contribution
from the variation of the central charge in the bulk point limit. Since the first-order
variation gives a trivial result, we also study the second-order variation of complexity,
which is nonvanishing in the β = 0 limit
δ2C = 1
2
∂2Cvac
∂α2
δα2 +
1
2
∂2Ccon
∂2
δ2
(β=0)
=
pic
6
δα2 +
pi3c
24
δ2. (2.82)
10The change in complexity was also considered in the context of the ‘second law of complexity’ [75]. In
that context the complexity variation was related to the notion of uncomplexity, i.e. the difference between
the complexity of the system and the maximum value it can attain, which in turn is related to the entropy
of an auxiliary system.
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Figure 4: A causal diamond in pure AdS3 associated to a disk D (yellow region) of
radius R. The bulk conformal Killing vector ζ generates a flow (in red) within the causal
diamond, which sends the boundary of the diamond into itself, and leaves fixed the vertices
and the circle ∂D. The minimal geodesic or Ryu-Takayanagi surface (in green), which is
tangent to the circle, subtends an angle 2α at the asymptotic boundary (in blue). Note
that a larger boundary subregion corresponds to a smaller bulk disk and vice-versa.
Note that the final term can be written in terms of the second-order variation of the scaling
dimension (2.30) of a twist operator, since δ2∆ = −(c/12)δ2, which is dual to the negative
gravitational binding energy of the conical defect spacetime, cf. (3.17).
3 A first law in AdS3
In this section we provide an explicit derivation of the first law of causal diamonds in AdS3,
which matches the CFT2 first law of the previous section. In [28] the first law was derived
using the covariant phase space method [31, 32], whereas in this section we follow a co-
ordinate based approach. Moreover, in contrast to [28] we specialize to variations from
vacuum AdS to a locally AdS3 spacetime with a conical singularity, which is a three-
dimensional static solution to the Einstein equation with a classical stress-energy tensor
for a point particle [29, 30, 77, 78]. Three-dimensional spacetimes with constant negative
curvature can be constructed as quotients of pure AdS3 by a discrete subgroup of the isome-
try group [8, 79]. In particular, a spatial section of the conical defect spacetime follows from
quotienting two-dimensional hyperbolic space by the conjugacy class of its isometry group
that is generated by an elliptic element, which depends on a single parameter [66, 80–82].
The conical defect metric therefore differs from that of pure AdS by a single parameter γ
or , which simplifies the derivation (and applicability) of the first law considerably.
To begin with, let us summarize the first law of causal diamonds in general relativity,
derived in [27] for flat space and extended in [28] to (A)dS space. The causal diamonds
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under consideration are defined as the domain of dependence of (codimension-1) ball-shaped
regions of any size in maximally symmetric spacetimes. There exists a unique conformal
isometry that preserves these causal diamonds, which is generated by the conformal Killing
vector ζ. Figure 4 illustrates the flow of ζ for a causal diamond in AdS. The flow is tangent
to the null boundary of the diamond, and leaves fixed the future and past vertices and
the boundary of the ball. The first law applies to arbitrary first-order variations of these
maximally symmetric causal diamonds to nearby solutions – i.e. the variations satisfy the
linearized Einstein (constraint) equations – and it reads
δHmatζ =
1
8piG
(−κδA+ κkδV − VζδΛ) . (3.1)
Here δHmatζ is the variation of the bulk matter Hamiltonian which generates evolution
along the flow of ζ, κ is the (positive) surface gravity associated to ζ, A is the area of the
boundary of the ball, k is the trace of the extrinsic curvature of the boundary as embedded
inside the ball, V is the proper volume of the ball, Vζ is the thermodynamic volume defined
as the proper volume locally weighted by the norm of ζ, and Λ is the cosmological constant.
In the upcoming sections we compute these quantities explicitly for disks, denoted by D,
in locally AdS3 spacetimes.
The variations we consider in this section are of three different types, in analogy with
the three CFT variations of the previous section.11 The first variation involves changing
the boundary interval size α of a RT surface in a fixed global coordinate system for pure
AdS. The metric of pure AdS remains the same under this variation, but the radius R
of the disk decreases as α increases (see figure 4). The second variation is a first order
variation of the metric and matter fields from pure AdS to a point mass in AdS, while
again keeping the coordinate system fixed. This variation is parametrized by the conical
defect parameter , and is related to varying the scaling dimension ∆ in the dual CFT.
Thirdly, we consider variations of the coupling constants of the gravitational theory, i.e. the
cosmological constant Λ and Newton’s constant G. Assuming the sign of the cosmological
constant does not change, a variation of Λ can also be interpreted as a metric perturbation
due to changing only the curvature scale L of the AdS background, since Λ = −1/L2
in AdS3. Our motivation for varying Λ (or L) and G is not so much that they are separate
equilibrium state variables or that the quantity −Λ/8piG is the pressure of a perfect fluid
in the bulk [83], but rather that they can be combined to form a single quantity in the
dual CFT, the central charge c = 3L/(2G), which can be varied in the space of CFTs [84].
We will show that the variations of L and G appear in the first law in the particular
combination δ(L/G), which is dual to varying the central charge of the holographic CFT.
Another reason for varying G is that it can be combined with the boundary area of the
disk to form the differential entropy.
We start the rest of this section with a review of locally AdS3 spacetimes with a conical
defect. This enables us to compute the first-order variations of the area, volume and matter
11In the covariant phase space approach followed in [28], the variations were defined as variations of the
metric and matter fields, while holding the manifold, the vector field ζ and the disk D of the unperturbed
diamond fixed. In the present coordinate based approach we fix the position of the diamond in a global
coordinate system of pure AdS and vary the metric within the diamond.
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Hamiltonian for a disk in empty AdS3. The area and volume variations match precisely
with the variations of the differential entropy and holographic complexity, respectively, of
the previous section. Finally, the area, volume and matter Hamiltonian variations can be
combined into a single variational relation, which is the first law of causal diamonds applied
to the present geometric setting.
3.1 AdS3 with a conical defect
The AdS3 geometry with a conical defect is locally identical to pure AdS3 – except for one
singular point – but it has a different global structure. The static geometry is constructed
by cutting out a wedge of two-dimensional hyperbolic space (the spatial sections of AdS)
along two spatial geodesics, and identifying the edges to form a cone. The tip of the cone
is a singular point, called the ‘conical singularity’. This is a naked singularity, since it is
not shielded by an event horizon. The metric takes the same form as that of pure AdS3
ds2 = −
(
1 +
r′2
L2
)
dt′2 +
(
1 +
r′2
L2
)−1
dr′2 + r′2dφ′2, (3.2)
where φ is the bulk angular coordinate with periodicity: φ′ ∼ φ′ + 2piγ where 0 < γ < 1.
The value γ = 1 corresponds to vacuum AdS3, and for γ = 0 the geometry is identical
to that of a massless BTZ black hole. If γ = 1/N with N a positive integer, then the
conical defect space corresponds to the quotient space AdS3/ZN .12 The conical singularity
is located at r′ = 0, and the deficit angle of the geometry is
δφ′ = 2pi(1− γ) ≡ 2pi, (3.3)
with 0 <  < 1. The angular periodicity can be modified by rescaling the coordinates
t = t′/γ, r = r′γ, φ = φ′/γ . (3.4)
Under this coordinate transformation the metric becomes
ds2 = −
(
γ2 +
r2
L2
)
dt2 +
(
γ2 +
r2
L2
)−1
dr2 + r2dφ2, (3.5)
where φ now ranges from 0 to 2pi. We mainly use this coordinate system in the following
sections. In appendix A we derive this metric from the embedding formalism, and we
present some other metrics for conical AdS, one of which is the line element in the original
paper by Deser-Jackiw [30] (cf. equation (A.20)).
The conical defect geometry is not a solution to the vacuum Einstein equation, like
pure AdS. It is a solution to the Einstein equation in 2 + 1 dimensions with a negative
cosmological constant, Gµν + Λgµν = 8piGTµν , and a point particle stress-energy tensor√
g(2)Tµνu
µuν = mδ(2)(r). (3.6)
12As shown in [85, 86], non-integer values of 1/γ are ruled out for supersymmetric conical metrics,
i.e. solutions to six-dimensional supergravity theories which reduce to the 3d conical defects upon compact-
ification [61, 87]. Moreover, the dual description of a conical defect spacetime in terms of a twist operator,
discussed in [64], applies only for integer 1/γ. Therefore, in the context of AdS/CFT (and hence also in
the present paper) the conical defect parameter 1/γ should most likely be taken to be integer.
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Obviously, the location of the classical point mass, r = 0, coincides with the location of the
conical singularity. Here we have chosen a time slice, t = 0 for convenience, for which g(2)
denotes the determinant of the induced metric and uµ is the future directed unit normal,
given by
√
g(2) = r
(
γ2 + (r/L)2
)−1/2
and uµ∂µ =
(
γ2 + (r/L)2
)−1/2
∂t.
Next we determine the relation between the mass m and the conical defect parameter γ
(see [88] for a similar computation). We derive the stress-energy tensor for the metric (3.5)
from the Hamiltonian constraint
R− 2Λ +K2 −KµνKµν = 16piGTµνuµuν , (3.7)
where R is the intrinsic curvature scalar of the two-dimensional spacelike hypersurface.
The extrinsic curvature of a constant t hypersurface vanishes, i.e. Kµν = 0, because the
hypersurface is time symmetric. For vacuum AdS the spatial curvature scalar is thus
constant: Rvac = 2Λ. The intrinsic curvature scalar of conical AdS only differs from that of
vacuum AdS at the conical singularity. Therefore, it is equal to the sum of the vacuum AdS
curvature scalar and a singular part: Rcon = 2Λ+Rsing. The singular part of the curvature
scalar can be derived from the Gauss-Bonnet theorem applied to a disk of radius R, within
the t = 0 hypersurface and centered at r = 0,
χe =
1
4pi
∫
D
dV R+ 1
2pi
∫
∂D
dAk. (3.8)
Here χe denotes the Euler number, which is equal to one for a disk. The proper volume
element of the disk is dV =
√
g(2)dφdr and the line element of the boundary circle is
dA = rdφ. Further, k denotes the trace of the extrinsic curvature of ∂D as embedded in
the disk, which for the current set-up is given by
k =
1√
grr
∂r log
√
gφφ
∣∣∣
r=R
=
1
R
√
γ2 +
R2
L2
. (3.9)
After performing some simple integrals, we obtain the relation∫
D
dV Rsing = 4pi(1− γ). (3.10)
Therefore, the singular part of the two-dimensional Ricci scalar is
Rsing = 4pi√
g(2)
(1− γ) δ(2)(r). (3.11)
Inserting this back into the Hamiltonian constraint (3.7) yields the following result for the
stress-energy tensor of conical AdS3√
g(2)Tµνu
µuν =
1− γ
4G
δ(2)(r). (3.12)
This is the only non-zero component of the stress-energy tensor. Comparing with (3.6), we
find that the mass of the point particle is related to the defect parameter through
m =
1− γ
4G
=

4G
. (3.13)
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This is the expression for the mass of a point particle in flat space [29] and in AdS [30].
We therefore call it the Deser-Jackiw-’t Hooft (DJH) mass. It is equal to the ‘proper’ mass
of the conical defect spacetime, defined as m =
∫
dV ρ(r) where dV is the ‘proper’ volume
element and ρ is the energy density, but it differs from the total mass of the spacetime.
We can compute the total mass of the conical defect spacetime through the ADM
formula
M = − 1
8piG
lim
∂D→∞
∫
∂D
dAN(k − kγ=1) . (3.14)
Note that we have subtracted the value of the ADM mass in the pure AdS background
(with γ = 1) in order to cancel the divergences at spatial infinity. This is sufficient for the
present context, because the first law only features the energy difference between conical
AdS and pure AdS.13 The extrinsic trace k is given by (3.9) and the lapse function N is
N =
√
|gtt|
∣∣∣
r=R
=
√
γ2 +
R2
L2
. (3.15)
Inserting this into the ADM formula and taking the limit R→∞ yields
M =
1− γ2
8G
=

4G
− 
2
8G
. (3.16)
Note that for small deficit angles, i.e.   1, the ADM mass agrees with the DJH mass.
This implies that we can use both masses interchangeably in the first law of causal dia-
monds, since the first law only holds for first order perturbations away from pure AdS. For
large deficit angles, however, the ADM mass contains an extra O(2) term compared to
the DJH mass. This term could be related to the binding energy of the point mass to the
gravitational background. The (negative) gravitational binding energy is defined as the
difference between the total mass and the proper mass14
EB = M −m = − 
2
8G
. (3.17)
The negative binding energy might be interpreted as a reduction in the gravitational energy
due to the fact that the conical defect cuts out part of the spacetime [91]. Because we are
interested only in small point masses, we neglect this binding energy in the remainder of
the paper.
Finally, we would like to mention a simple relation between the DJH and ADM mass
m =
1
4G
(
1−√1− 8GM
)
, (3.18)
and we remark that the ADM mass (not the DJH mass) is related to the scaling dimension
in the 2d CFT, via ∆ = ML. This can be seen, for example, by comparing the ADM
mass (3.16) and the conformal dimension of a twist operator (2.30), where one should re-
strict to integer values for the conical defect parameter, i.e. 1/γ = N ∈ N (see footnote 12).
13The absolute value of the mass can be obtained through holographic renormalization [89]. The result
for global pure AdS3 is Mvac = −1/8G and for AdS3 with a conical defect Mcon = −γ2/8G [61].
14See for instance p. 126 in [90], where however the gravitational binding energy is defined to be positive,
i.e. EB = m−M .
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3.2 First law of causal diamonds in AdS3
3.2.1 Area variation
In this section we compute the variation of the boundary area of a circular disk, centered
at the point r = 0 in a constant time slice of pure AdS3. In order to compare the area
variation with the differential entropy variation in the CFT, we express the radius R of the
disk in terms of the boundary opening angle α. By construction, the spacelike geodesic
anchored at the endpoints of the boundary interval of size 2α is tangent to the boundary
circle of the disk (see figure 4). If the AdS spacetime contains a conical singularity, the
coordinate radius of the disk is given by15
R = Lγ cot(γα) . (3.19)
The area of the disk in conical AdS3 is therefore
Acon = 2piR = 2piL
[cosα
sinα
+
(
−cosα
sinα
+
α
sin2 α
)
+O (2)] . (3.20)
We see that the area in conical AdS depends on three variables, Acon = Acon(α, , L).
The area in pure AdS depends only on two variables, Avac = Avac(α,L), since the defect
parameter is fixed to be vac = 0. We therefore consider three types of first-order variations
of the pure AdS background: 1) variations of α, i.e. rescaling the size of the boundary
interval, 2) variations of , i.e. metric perturbations due to the presence of a conical
singularity in AdS3, and 3) variations of L, i.e. changing the cosmological constant of the
background (in the differential entropy variation below we also include variations of the
gravitational constant). The total change in area under α,  and L variations is defined as
δA = δαA
∣∣∣
,L
+ δA
∣∣∣
α,L
+ δLA
∣∣∣
α,
. (3.21)
First, the change in area under an α variation, at fixed  and L, is to first order
δαA
∣∣∣
,L
=
∂Avac
∂α
δα = −2piL 1
sin2 α
δα. (3.22)
Here we used an explicit expression for the area in pure AdS,
Avac = 2piL cotα, (3.23)
which follows from (3.20) by setting  = 0. Thus, the area decreases if the boundary
interval becomes larger. This can be easily verified from figure 4.
Further, from (3.20) we see that the area change due to an infinitesimal variation of
the conical defect parameter is, keeping α and L fixed,
δA
∣∣∣
α,L
= 2piL
(
−cosα
sinα
+
α
sin2 α
)
δ, (3.24)
where we introduced δ = con − vac = , since vac = 0. The function of α between
brackets is positive since α ≥ 0, and we have δ > 0 since the perturbed geometry has a
15See appendix B.1 for a derivation, i.e. equation (3.19) is identical to (B.5) for R˜ = R and α˜ = α.
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conical defect.16 Therefore, the area of the disk increases due to the presence of a conical
defect, if the background curvature and boundary opening angle are kept fixed.
Finally, if we vary the AdS radius, but keep α and  fixed, the area change is simply
δLA
∣∣∣
α,
=
∂Avac
∂L
δL = 2pi
cosα
sinα
δL. (3.25)
Thus, the full area variation is to first order given by
δA = 2pi
cosα
sinα
δL− 2piL 1
sin2 α
δα+ 2piL
(
−cosα
sinα
+
α
sin2 α
)
δ. (3.26)
In order to compare the area variation of a disk in pure AdS3 with the variation of the
differential entropy, we need the holographic dictionary between differential entropy and
bulk area [15, 16]
Sdiff =
A
4G
. (3.27)
If we allow for variations of Newton’s constant G, the variation of the differential entropy
is, written in terms of bulk quantities,
δSdiff =
pi
2
cosα
sinα
δ
(
L
G
)
− piL
2G
1
sin2 α
δα+
piL
2G
(
−cosα
sinα
+
α
sin2 α
)
δ. (3.28)
Note that the variation of the ratio of the AdS radius and Newton’s constant appears in
this formula, since the (vacuum) differential entropy is proportional to the same fraction:
SDEvac ∼ L/G. We can now translate the right-hand side of the equation above in terms of
pure boundary quantities, using the standard holographic dictionary for AdS3/CFT2
c =
3L
2G
and ∆ = ML =
c
12
(
1− γ2) = c
6
+O(2). (3.29)
The first equation is the Brown-Henneaux formula for the central charge [46], and the
second equation is the holographic relation between the scaling dimension of an operator
in the dual CFT and the ADM mass of the (conical) geometry. Importantly, the first
term on the right-hand side of (3.28) can be written solely in terms of the variation of the
central charge, due to the appearance of δ(L/G). Furthermore, the final term in (3.28) is
proportional to the variation of the scaling dimension, since δ∆ = (c/6)δ (2.31). Therefore,
based on the holographic dictionary we arrive at
δSdiff =
pi
3
cosα
sinα
δc− pic
3
1
sin2 α
δα+ 2pi
(
−cosα
sinα
+
α
sin2 α
)
δ∆. (3.30)
This is identical to the differential entropy variation derived in section 2.2.1.
16Note that δ would be negative for perturbations to geometries with a conical excess, but we discard
these rather unphysical solutions, since their energy spectrum is unbounded from below.
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3.2.2 Volume variation
In this section we vary the proper volume of a disk in pure AdS3. We consider again the
three (α, , L) variations of the previous section, under which the volume changes to first
order as
δV = δαV
∣∣∣
,L
+ δV
∣∣∣
α,L
+ δLV
∣∣∣
α,
. (3.31)
The α and L variations can be derived from the proper volume in pure AdS
Vvac =
∫ R
0
2pirdr√
1 + (r/L)2
= 2piL2
(√
1 + (R/L)2 − 1
)
= 2piL2
(
1
sinα
− 1
)
. (3.32)
The change of volume under a variation of α, at fixed  and L, is given by
δαV
∣∣∣
,L
=
∂Vvac
∂α
δα = −2piL2 cosα
sin2 α
δα. (3.33)
The minus sign indicates that in pure AdS the volume of a disk decreases if the opening
angle on the boundary increases (and L is kept fixed). Further, because of the quadratic
scaling of the volume with the AdS radius, the change in volume under a variation of L,
at fixed α and , is
δLV
∣∣∣
α,
=
∂Vvac
∂L
δL = 4piL
(
1
sinα
− 1
)
δL. (3.34)
We simply find that in pure AdS the volume of a disk increases if the curvature radius
increases (and α is kept fixed).
The  variation in (3.31) is equal to the first order change in the volume due to the
presence of a conical defect in AdS. In order to derive this we need the proper volume of
a disk in AdS with a conical defect, which in terms of the coordinates (3.5) is given by
Vcon =
∫ R
0
2pirdr√
γ2 + r2/L2
= 2piL2
(√
γ2 +R2/L2 − γ
)
. (3.35)
Although we use the same notation R in conical AdS and in pure AdS for the coordinate
radius of a disk, we emphasize that its relation to, for instance, the geodesic radius of the
disk17 or to the boundary opening angle α, as in (3.19), is different for conical and pure
AdS, since their metrics differ. In terms of the boundary opening angle, the proper volume
reads
Vcon = 2piL
2γ
(
1
sin(αγ)
− 1
)
= 2piL2
[
1
sinα
− 1 +
(
α cosα
sin2 α
− 1
sinα
+ 1
)
+O (2)] . (3.36)
In the last equation we expanded the proper volume around vac = 0. The leading-order
term in the expansion is, of course, the proper volume in pure AdS. The subleading-order
term defines the first order volume change under a variation of , at fixed α and L,
δV
∣∣∣
α,L
= 2piL2
(
α cosα
sin2 α
− 1
sinα
+ 1
)
δ. (3.37)
17The geodesic radius is given in terms of the coordinate radius by: ` = 2L arctanh
[
−γ+
√
γ2+(R/L)2
R/L
]
.
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The term between brackets is positive for the entire range of α, i.e. for 0 ≤ α ≤ pi/2.
Hence, just like the area, the proper volume of a disk increases due to the presence of a
point particle in AdS, if α and L are kept fixed. In total, the volume variation is given by
δV = 4piL
(
1
sinα
− 1
)
δL− 2piL2 cosα
sin2 α
δα+ 2piL2
(
α cosα
sin2 α
− 1
sinα
+ 1
)
δ. (3.38)
Next, we want to convert this bulk variational identity for the volume into a boundary
variational identity for holographic complexity. We employ the ‘complexity=volume’ con-
jecture [39, 40], which can be extended to a correspondence between the complexity of the
vacuum state in a cutoff CFT and the volume of a ball-shaped region in the bulk, whose
radius is related to the dual energy cutoff scale in the CFT (see section 2.1.3)
C = V
4GL
. (3.39)
Allowing for variations of both Newton’s constant and the AdS radius, we thus find the
following variational relation for holographic complexity in terms of bulk quantities
δC = pi
2
(
1
sinα
− 1
)
δ
(
L
G
)
− piL
2G
cosα
sin2 α
δα+
piL
2G
(
α cosα
sin2 α
− 1
sinα
+ 1
)
δ. (3.40)
The variation δ(L/G) appears again, just like in the differential entropy variation (3.28),
because the vacuum holographic complexity scales with the same fraction: Cvac ∼ L/G.
This term is proportional to the variation of the central charge (3.29). Note that with a dif-
ferent normalization of holographic complexity, such as topological complexity Ctop = V/L2
[33, 34], the complexity variation would not involve a term proportional to the variation of
the central charge, since Cvactop does not depend on the central charge, cf. equation (2.28).
With our choice of normalization, however, the complexity variation can be written in
terms of the variation of the three CFT variables (c, α,∆), by employing the holographic
dictionary for AdS3/CFT2,
δC = pi
3
(
1
sinα
− 1
)
δc− pic
3
cosα
sin2 α
δα+ 2pi
(
α cosα
sin2 α
− 1
sinα
+ 1
)
δ∆. (3.41)
As expected, this agrees with the result derived in section 2.2.2.
3.2.3 Bulk matter Hamiltonian variation
In this section we compute the variation of the bulk matter Hamiltonian, δHmatζ , featuring
on the left-hand side of the first law of causal diamonds (3.1). The matter Hamiltonian
is the generator of evolution of matter fields along the flow generated by the conformal
Killing vector ζ. Its first-order variation takes the form18 [28]
δHmatζ =
∫
D
δ(Tµ
ν)ζµuνdV. (3.42)
18Ref. [28] distinguished between the perfect fluid matter corresponding to the cosmological constant
and other matter fields with a fluid description. In the present paper we treat the cosmological constant as
a coupling constant of the theory and therefore it does not contribute to the stress tensor in (3.42). The
notation δHmatζ used here corresponds to δH
m˜
ζ in [28].
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Recall that u is the future pointing unit normal to the disk D. Moreover, Tµ
ν = gναTµα
denotes the Hilbert stress-energy tensor (with one index raised) associated to matter fields
in the bulk. Since the stress-energy tensor for a typical field theory action is quadratic
in the matter fields, and the matter fields vanish in the AdS background, the first-order
variation of the stress tensor away from pure AdS vanishes. The stress-energy associated
to fluid matter, however, can contribute to the first-order variation of the Hamiltonian,
and thus to the first law of causal diamonds.19
For the present field content, the perfect fluid consists of a point mass in AdS and its
stress-energy indeed contributes to the matter Hamiltonian variation. Inserting the point
particle stress-energy tensor (3.6) into the matter Hamiltonian variation (3.42) yields
δHmatζ =
∫
D
dφdrδ(2)(r)(−ζ · u)δm =
√
−ζ · ζ
∣∣∣
O
δm, (3.43)
where δm is the variation of the DJH mass and O is the location of the point particle,
i.e. O = {t = 0, r = 0} for the current set-up. In the first equality we used that u has unit
norm, u ·u = −1, and in the last equality we wrote u as the velocity vector of the conformal
Killing flow, uµ = ζµ/
√−ζ · ζ, which also defines the extension of u off of D. This relation
between u and ζ holds in particular at D because the conformal Killing vector is normal
to the disk. We thus find that the Hamiltonian generating the evolution of a point mass
along the conformal Killing flow is equal to the DJH mass times a ‘redshift factor’
Hmatζ = m
√
−ζ · ζ
∣∣∣
O
= m
∂τ
∂s
∣∣∣
O
. (3.44)
This result was to be expected, since Hmatζ and m are defined with respect to different
time variables, called s and τ respectively. The conformal Killing time s satisfies ζ ·ds = 1,
with the initial condition s = 0 at D, and the time variable τ is the proper time along the
flow lines of ζ, which is similarly defined through u · dτ = 1 and the condition τ = 0 at D.
However, the function s is not uniquely defined,20 and is only meaningful relative to a
complete coordinate system. In appendix B of [28] a complete coordinate chart (x, s) was
constructed for a maximally symmetric diamond (suppressing the angular coordinates).
Here x ∈ [0,∞) is a radial coordinate, satisfying |dx| = |ds|, x = 0 at r = 0, and ζ ·dx = 0.
This implies in particular that ζ = ∂s and τ = τ(s, x).
21 Thus from the definitions of τ
19The fact that variations of the stress tensor for perfect fluids can contribute to the first law of black
hole mechanics was already pointed out in the original paper by Bardeen, Carter and Hawking [2].
20The ambiguity is to add to ζ = ∂s any vector v in the codimension-1 subspace satisfying v · ds = 0.
(We thank Ted Jacobson for this point.)
21The proper time can be computed by the integral
∫ s
0
|ζ|ds′, where |ζ| := √−ζ · ζ. For the conformal
Killing vector of an AdS causal diamond, which has surface gravity κ, the norm is
|ζ|(s, x) = κR√
1 + (R/L)2 cosh s+ coshx
=
κL cosα
cosh s+ sinα coshx
. (3.45)
This follows from equation (B.5) in [28], since |ζ| = C in their notation, by first replacing L→ iL and then
setting R∗ = L arctan(R/L). The proper time along the flow lines of ζ is
τ(s, x) =
2κL cosα√
sin2 α cosh2 x− 1
arctanh
[
tanh(s/2)
√
sinα coshx− 1
sinα coshx+ 1
]
, (3.46)
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and u we find ζ · dτ = √−ζ · ζ, which is identical to the second equality in (3.44) since
ζ · dτ = ∂τ/∂s.
The unique conformal Killing vector whose flow preserves a spherically symmetric
causal diamond in AdS reads in terms of the standard t and r coordinates [28]
ζ = −2piL
2
R
[(
1−
√
1 + (R/L)2√
1 + (r/L)2
cos(t/L)
)
∂t +
R
L
√
(1 + (R/L)2)(1 + (r/L)2) sin(t/L)∂r
]
.
(3.47)
The vector ζ generates a timelike flow within the causal diamond, it acts as a null flow on
the null boundaries and it vanishes at the edge of the diamond and the future and past
tips. We normalized the conformal Killing vector such that its surface gravity is κ = 2pi, in
contrast to [28] where the normalization of ζ was chosen such that κ = 1. The definition
of surface gravity used in this setup is: ∇µ(ζ · ζ) = −2κζµ, where both sides are evaluated
on the (future) null boundary of the diamond, which is a conformal Killing horizon since
ζ is tangent to its null generators. This definition of surface gravity is Weyl invariant [93]
and constant on any bifurcate conformal Killing horizon (see appendix C of [28]). The
value κ = 2pi is convenient, since the Hawking temperature TH = κ/2pi is equal to one
for this normalization. Therefore, the conjugate quantities to the differential entropy and
holographic complexity simplify considerably in the CFT first law, cf. (2.72).22
The norm of the conformal Killing vector evaluated at the center of the diamond is23√
−ζ · ζ
∣∣∣
O
=
2piL2
R
(√
1 + (R/L)2 − 1
)
= 2piLf(α)
with f(α) =
(
1
cosα
− sinα
cosα
)
,
(3.48)
where the factor 2pi arises due to our choice of κ. The variation of the point particle
Hamiltonian now follows from inserting this norm and the variation of the DJH mass,
δm = δ/(4G), into equation (3.43)
δHmatζ =
piL
2G
f(α)δ. (3.49)
Note that the gravitational constant is not being varied in this variational expression,
since  vanishes in the background spacetime. The change in the matter Hamiltonian is,
of course, positive since the norm of ζ is positive and δ > 0 by assumption. Using the
holographic dictionary (3.29) the Hamiltonian variation can be easily expressed purely in
terms of CFT quantities
δHmatζ = 2pif(α)δ∆. (3.50)
which vanishes at s = 0. In the limit R/L → ∞ or α → 0, i.e. for the Wheeler-deWitt patch
of AdS, the norm is |ζ|WdW = κL/ cosh s and the proper time is τWdW = 2κL arctan[tanh(s/2)].
For causal diamonds in flat space the norm is |ζ|flat = κR/(cosh s + coshx) and the proper time is
τflat = 2κR arctanh[tanh(s/2) tanh(x/2)]/ sinhx (see also appendix A of [92]).
22Another convenient normalization of ζ is to set
√−ζ · ζ = 1 at O. With this normalization the matter
Hamiltonian is equal to the DJH mass, Hmatζ = m, and the surface gravity becomes a function of R, or
equivalently of α: κ = R/L
2√
1+(R/L)2−1
= cosα
L(1−sinα) . For the Wheeler-deWitt patch (i.e. R/L → ∞) the
surface gravity simplifies to κWdW = 1/L.
23This expression for the norm also follows from equation (3.45) by setting s = x = 0 and κ = 2pi.
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We recognize here the CFT energy variation, defined in (2.69), in the first law for differential
entropy. The matter Hamiltonian itself (3.44) is given by
Hmatζ = 2pif(α)mL = 2pif(α)(c/6), (3.51)
which reads in terms of the conformal dimension of the twist operator
Hmatζ = 2pif(α)(c/6)(1−
√
1− 12∆/c). (3.52)
Therefore, the boundary energy E dual to the matter Hamiltonian is equal to this expres-
sion up to all orders in ∆/c (or ). Up to first order in ∆/c it is equal to 2pif(α)∆, which
is the only term that is relevant for the first law studied in this paper. Note that since
∆ = ML, the difference between the leading order term and the full expression for the
matter Hamiltonian precisely corresponds to the difference between the ADM mass M and
the DJH mass m, respectively. In other words, the expression (3.52) for Hmatζ above also
follows from inserting the relation (3.18) between the DJH and the ADM mass into (3.51).
3.2.4 Combining the variations
In the previous three sections we computed the area variation, volume variation and matter
Hamiltonian variation for disks in three-dimensional AdS space. In this section we combine
these three variations into one variational relation, thereby reproducing the first law of
causal diamonds applied to variations from pure AdS to conical AdS space.
We proceed by studying the following combination of variations for the present set-up,
which appears in the first law of causal diamonds (3.1),
δA− kδV, with k = 1
R
√
1 + (R/L)2 =
1
L cosα
(3.53)
being the trace of the outward extrinsic curvature of ∂D as embedded in the disk D. Below
we compute this combination explicitly for the α,  and L variations. That is, we define the
area and volume change by equations (3.21) and (3.31), respectively, and insert the results
of the previous sections for the (α, , L) variations.
Firstly, it follows from (3.22) and (3.33) that the combination of variations above for
variations which alter α, but keep  and L fixed, vanishes
(δαA− kδαV )
∣∣∣
,L
= 0. (3.54)
This is because, by definition, the trace of the extrinsic curvature is equal to k = (∂A/∂V )L.
If the boundary opening angle varies, the volume change is given by δαV
∣∣
,L
= (∂αV )Lδα,
while the area change is δαA
∣∣
,L
= (∂αA)Lδα = k(∂αV )Lδα, hence equation (3.54) follows.
A more formal reason is that the variation induced by rescaling α is a diffeomorphism,
and it was shown in section 3.3.2 of [28] that the combination (3.53) vanishes for any
diffeo-induced variation. Below we can thus leave out the restriction of fixing α in the
combination of variations under consideration.
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Secondly, for first-order variations of , at fixed L, the combination of area and volume
variations becomes
(δA− kδV )
∣∣∣
L
= −2piL
(
1
cosα
− sinα
cosα
)
δ. (3.55)
Here we inserted expressions (3.24) and (3.37), respectively, for the area and volume varia-
tion induced by . The right-hand side is related to minus the matter Hamiltonian variation
(3.49), hence we find the following relation for  induced variations
1
4G
(δA− kδV )
∣∣∣
L
= −δHmatζ . (3.56)
The minus sign indicates that the area at fixed volume decreases due to the presence of a
conical defect, while the volume increases at fixed area.
Thirdly, for variations which change the AdS radius, at fixed , the combination of
variations takes the form
(δLA− kδLV )
∣∣∣

= −2pi
(
2
cosα sinα
− 2
cosα
− cosα
sinα
)
δL. (3.57)
This follows from expressions (3.25) and (3.34), respectively, for the area and volume change
under a variation of L. The variation of the AdS radius is related to the variation of the
cosmological constant, via −2δL/L = δΛ/Λ. The conjugate quantity to δL is therefore
proportional to the so-called ‘thermodynamic volume’ Vζ , which appears in extensions of
the first law of black hole mechanics as the quantity conjugate to δΛ [83, 94, 95]. The
thermodynamic volume of maximally symmetric causal diamonds is defined as the proper
volume weighted by the norm of ζ [28]
Vζ =
∫
D
dV
√
−ζ · ζ . (3.58)
It can be computed explicitly for the conformal Killing vector (3.47) of a causal diamond
in pure AdS
Vζ =
2piL2
R
(
piR2 − 2piL2
(√
1 + (R/L)2 − 1
))
= 2pi2L3
(
sinα
cosα
+
1
cosα sinα
− 2
cosα
)
.
(3.59)
Since the (positive) functions of α within parenthesis in equations (3.57) and (3.59) are the
same, we can rewrite the former relation as
(δLA− kδLV )
∣∣∣

= −Vζ
2pi
2
L3
δL = −Vζ
2pi
δΛ. (3.60)
From this variational identity and the scaling properties A ∼ L and V ∼ L2 one can easily
obtain a Smarr-like relation between the area, volume, cosmological constant and their
conjugate quantities
A− 2kV = Vζ
2pi
2Λ. (3.61)
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This is indeed the Smarr formula in three spacetime dimensions for maximally symmetric
causal diamonds with κ = 2pi, derived in [28].
Finally, by combining the α, L and  variations (3.54), (3.56) and (3.60), respectively,
we arrive at the variational identity which relates the variations of the area, volume, matter
Hamiltonian and cosmological constant
1
4G
(δA− kδV ) = −δHmatζ −
Vζ
8piG
δΛ. (3.62)
This agrees with the first law of causal diamonds (3.1) if we make the identification κ = 2pi.
Note that in the first law of causal diamonds only the variation of the cosmological
constant of the Lagrangian theory appears, and not of Newton’s constant. The absence of
the variation of Newton’s constant in (3.62) is crucial for the comparison of the gravitational
bulk first law with the microscopic boundary first law (see section 4.1 below). Ultimately,
the reason for this absence is that the area, volume and matter Hamiltonian do not depend
on the gravitational constant, whereas the first two quantities do scale with the cosmological
constant. For completeness, in appendix D we provide a careful analysis of the variations
of the coupling constants in the covariant phase space formalism, and we prove that the
terms proportional to the variation of G cancel out in the first law of causal diamonds. For
variation of Λ such an analysis was done in [28] by treating the cosmological constant as a
perfect fluid, and thus as part of the fluid stress-energy tensor. However, variations of G
cannot be computed in this way and hence an independent analysis is needed.
As the gravitational constant is a coupling constant of the Lagrangian theory, it could in
principle be varied in the space of gravitational theories (see [84, 96–98] for other references
where variations of all gravitational constants are taken into account in extended first laws).
For example, in contrast to the extended first law of causal diamonds, in the extended
version of the first law for AdS-Schwarzschild black holes the variations of Λ and G could
both contribute24
δM =
1
8piG
(
κδA+ V¯χδΛ
)−M δG
G
. (3.63)
Here V¯χ is the background subtracted thermodynamic volume (denoted by Θ in [83]), and
χ represents the timelike Killing field of AdS-Schwarzschild. The variations δΛ and δG
could both appear in the first law, because the mass M depends on Λ and G via the Smarr
formula, which is given by [83]
d− 3
d− 2M =
1
8piG
(
κA− 2
d− 2 V¯χΛ
)
(3.64)
in d spacetime dimensions. The δG term in the first law (3.63), which is perhaps unfamiliar
to the reader, arises simply due to the scaling M ∼ G−1 in the Smarr formula. Although we
take the variations of the couplings Λ and G into account in the first law, in this paper we
do not view them as thermodynamic variables in the bulk; rather the number of degrees of
freedom Ndof ∼ Ld−2/G plays the role of a thermodynamic variable in a holographic CFT.
24In comparison, in the extended first law for AdS-Rindler horizons only variations of Λ appear, and not
variations of G [84] (see equation (4.15) and below for a further discussion).
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The variations of Λ and G in the first law of AdS black holes correspond to a chemical
potential term for varying the number of degrees of freedom in the dual CFT first law
(i.e. µδNdof term with µ the chemical potential), but only if the CFT first law is expressed
in terms of the dimensionless energy E = ML [99]. In the next section, we investigate how
such a µδNdof term arises in the CFT dual of the first law of causal diamonds.
4 Matching the boundary and bulk first laws
In section 2 we derived a new variational relation in two-dimensional CFTs for differential
entropy and holographic complexity, and in section 3 we analyzed the first law of causal
diamonds for metric perturbations from vacuum AdS3 to the conical defect geometry. In
the present section we show that the boundary first law of section 2 is the holographic
dual of the bulk first law of section 3. In section 4.1 we derive the boundary first law
from the bulk first law, using the holographic dictionary in AdS3/CFT2. In section 4.2
we generalize this argument to arbitrary dimensions – assuming the dictionary between
differential entropy and the bulk area generalizes to higher dimensions – thereby obtaining
a new variational identity for higher-dimensional holographic CFTs.
4.1 First law in holographic CFT2 from first law in AdS3
We want to express the first law of causal diamonds in terms of variations of the differential
entropy and holographic complexity, for which we repeat here the holographic dictionary
used in this paper
Sdiff =
A
4G
and C = V
4GL
. (4.1)
Since we allow for variations of Newton’s constant G and the AdS radius L, the variations of
the differential entropy and complexity are not proportional to the variations of the area and
proper volume, respectively, which appear in the first law of causal diamonds. For example,
the inclusion of a factor 1/G inside the variation of the area has to be compensated by
a term involving the variation of Newton’s constant, i.e. (δA)/G = δ(A/G) − Aδ(1/G).
Therefore, the area and volume variations are, respectively, related to the variations of
differential entropy and holographic complexity via
1
4G
δA = δ
(
A
4G
)
+
A
4G
δG
G
, (4.2)
1
4G
δV = Lδ
(
V
4GL
)
+
V
4G
δG
G
+
V
4G
δL
L
. (4.3)
If we insert these relations into the first law, we find a variational relation which now does
involve a term proportional to δG, in addition to a new term proportional to δL. The
term involving δL in (4.3) can be combined with the δΛ term in the first law, by using the
relation −2δL/L = δΛ/Λ and the Smarr formula (3.61). We thus obtain a new form of
the first law of causal diamonds (3.62), in which the variations δL and δG share a common
prefactor and appear in a particular combination,
δ
(
A
4G
)
− kL δ
(
V
4GL
)
=
(
A
4G
− kL V
4GL
)(
δL
L
− δG
G
)
− δHmatζ . (4.4)
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This form of the first law can be easily translated into a boundary first law by using the
holographic dictionary of the AdS3/CFT2 correspondence. On the left-hand side we find
the variations of the differential entropy and holographic complexity (4.1). The conjugate
quantity kL to the variation of the complexity is a dimensionless function of the boundary
opening angle, i.e. 1/ cosα, since k is given by (3.53). On the right-hand side, the combi-
nation of variations δL/L− δG/G is equal to δ(L/G)/(L/G) and hence to δc/c, where c is
the central charge of a dual 2d CFT. The boundary first law which follows from the bulk
first law is therefore
δSdiff − 1
cosα
δC =
(
Sdiff − 1
cosα
C
)
δc
c
− 2pi
(
1
cosα
− sinα
cosα
)
δ∆, (4.5)
where we also replaced the matter Hamiltonian variation by expression (3.50) involving
the variation of the scaling dimension. This result agrees, of course, with the boundary
first law derived in section 2.2.3. The reason behind the appearance of δL/L − δG/G
(or δc/c) in the first law is that both differential entropy and our definition of holographic
complexity are proportional to the fraction L/G (or c). The fact that differential entropy
and complexity are proportional to a (generalized) central charge in the CFT, and hence
that the variations of L and G in the first law combine into the variation of the central
charge, generalizes to higher dimensions, as we will see in the next section.
Before moving on, we stress that the validity of the CFT dual of the first law of causal
diamonds depends on the holographic dictionary for the area and volume variation. Since
the dictionary for holographic complexity has not been established yet, it could be that
C = V/(4GL) is incorrect. As an example of a different expression, we consider topological
complexity (2.27), Ctop := −12
∫
D dVR = V/L2, which is motivated from the Gauss-Bonnet
theorem (3.8) [33]. We note that in this case the first law of causal diamonds can be
organized as
δ
(
A
4G
)
− kL
6
3L
2G
δ
(
V
L2
)
=
A
4G
(
δL
L
− δG
G
)
− δHmatζ . (4.6)
This suggests a CFT first law for differential entropy and topological complexity of the
form
δSdiff − c
6 cosα
δCtop = Sdiff δc
c
− 2pi
(
1
cosα
− sinα
cosα
)
δ∆. (4.7)
The conjugate quantities to the complexity variation and to the central charge variation are
then slightly different compared to the CFT first law (4.5). This signifies how important
it is to establish the correct dictionary for the volume. In higher dimensions, however,
the dictionary for holographic complexity used in this paper seems to be more appropriate
than topological complexity, since the latter is not a dimensionless quantity for spacetime
dimensions d > 3 (because V ∼ Ld−1 and R = 2Λ ∼ 1/L2 for static slices of pure AdS).
4.2 Extension of the boundary first law to higher dimensions
The bulk first law in the form (3.62) applies to causal diamonds in AdS space in arbitrary
dimensions [28]. Following the same procedure as in the previous section, we can thus
derive a boundary first law in higher dimensions from the bulk first law. This translation
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procedure, however, is highly dependent on the holographic dictionary (4.1) for differential
entropy and complexity, and the question is whether this dictionary generalizes to higher
dimensions. Since the original ‘complexity=volume’ conjecture [39, 40] is not restricted to
any specific dimension, we can safely assume the dictionary between holographic complexity
(for cutoff CFTs) and proper volume in higher dimensions.
Furthermore, differential entropy has been extended to higher dimensions for certain
symmetric gravitational backgrounds by [17, 18] and for general convex bounded regions
in the bulk by [19]. The latter proposal for differential entropy is in terms of an integral
of shape derivatives of the entanglement entropy of ball shaped regions. For the validity
of the boundary dual of the first law of causal diamonds it is necessary that differential
entropy is related to the area of a bulk surface both in the background AdS spacetime and
in the perturbed geometry with AdS asymptotics. In this regard, it is satisfying that the
extensions of differential entropy to higher dimensions are well defined for arbitrary states
in holographic CFTs, hence not only the vacuum state, and are conjectured to be related
to the area of bulk surfaces for general backgrounds.
In this section we assume that the proposals for differential entropy and holographic
complexity in higher dimensions are correct. Given this assumption, let us now derive a
boundary dual of the first law of causal diamonds for arbitrary dimensions. The formulas for
the area and volume variations (4.2) and (4.3), respectively, still hold in higher dimensions,
but the Smarr formula (3.61) contains dimension dependent factors [28]
(d− 2)A− (d− 1)kV = Vζ
2pi
2Λ, (4.8)
where d is the number of bulk spacetime dimensions. As a result, the form (4.4) of the
first law generalizes to higher dimensions as
δ
(
A
4G
)
− kLδ
(
V
4GL
)
=
(
A
4G
− kL V
4GL
)(
(d− 2)δL
L
− δG
G
)
− δHmatζ . (4.9)
For d = 3 we related the combination of variations of L and G, on the right-hand side of
the equation, to the variation of the central charge c in the dual two-dimensional CFT.
In arbitrary d bulk dimensions we should also relate this combination of variations to a
central charge in the holographic (d− 1)-dimensional CFT. However, the standard central
charges parametrizing the trace anomaly 〈Tµµ〉 in a curved background exist only for even
dimensions. Two other candidates for a generalized central charge, which are also defined
in odd dimensions, are the parameters CT and a
∗ [100]. The first parameter CT is defined
as the overall normalization of the two-point function of the CFT stress tensor [101]. The
second parameter a∗ is the universal coefficient in the vacuum entanglement entropy for
ball-shaped regions. In even dimensions a∗ is equal to the coefficient A of the Euler density
in the trace anomaly, e.g. for two-dimensional CFTs we have a∗ = c/12. Since a∗ evolves
monotonically under the renormalization group flow, it can be thought of as counting the
number of degrees of freedom in the CFT [100, 102, 103]. Now for Einstein gravity the two
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CFT parameters are related to L and G via25
a∗ =
pid−1(d− 2)
Γ(d+ 1)
CT =
Ωd−2Ld−2
16piG
, (4.10)
where Ωd−2 := 2pi
d−1
2 /Γ
(
d−1
2
)
denotes the volume of a (d − 2)-dimensional unit sphere.
For the purpose of expressing the first law in terms of CFT quantities, however, only the
scaling of the central charge with L and G is important and the proportionality factor is
irrelevant. This is because the combination of variations (d − 2)δL/L − δG/G in (4.9) is
equal to δ(Ld−2/G)/(Ld−2/G). Therefore, in terms of the generic number of field theoretic
degrees of freedom of the CFT26
Ndof ∼ L
d−2
G
=
Ld−2
ld−2P
(4.11)
the particular combination of variations of L and G in the first law becomes δNdof/Ndof.
We keep the notation Ndof below, instead of CT or a
∗, because it is not entirely clear which
central charge should appear in the boundary first law. According to the definition of [19]
the differential entropy of the vacuum is proportional to CT for three-dimensional CFTs,
since this parameter appears in the second shape derivative of the vacuum entanglement
entropy of a ball [106, 107], but it is an open question whether the relation Sdiff ∼ CT
extends to higher-dimensional CFTs. Furthermore, it is not known on which central charge
holographic complexity depends, since it is not even established what the precise definition
of complexity is for holographic CFTs.27 From (4.10) we see that this issue does not
matter for Einstein gravity since a∗ ∼ CT , but for CFTs dual to higher curvature gravity
the central charges are no longer proportional (see e.g. [100, 108]).28 It would be interesting
to figure out which central charge features in the CFT first law.
Regarding the boundary dual of the term kL in the first law, we note that the expression
(3.53) for the extrinsic trace generalizes to k = d−2R
√
1 + (R/L)2 in higher dimensions. The
relation between R and α, i.e. R = L cotα, remains the same in higher dimensions, if we
single out an angular coordinate on the boundary sphere: dΩ2d−2 = dθ
2 + sin2 θdΩ2d−3.
Hence, we find in higher dimensions
kL =
d− 2
cosα
. (4.12)
25The central charge in the stress tensor two-point function is also sometimes defined with a different
normalization, C˜T :=
pid−1(d−2)
Γ(d+1)
CT , such that a
∗ = C˜T for CFTs dual to Einstein gravity [104, 105].
26This ‘area law’ for Ndof is the ultimate reason why the AdS/CFT correspondence implements the
holographic principle [41]. Let us recap this area law for the canonical example of AdS/CFT: N = 4
SU(N) super-Yang-Mills theory dual to type IIB string theory on AdS5 × S5 [6]. The central charges in
the trace anomaly for 4d N = 4 super-Yang-Mills theory are the same and equal to c = (N2 − 1)/4, where
we can drop the factor minus one for large N . The holographic dictionary states (L/ls)
4 = g2YMN and
gs = g
2
YM/(4pi), and the ten- and five-dimensional Newton’s constants are given by 16piG10 = (2pi)
7g2s l
8
s and
G5 = G10/VS5 = G10/(pi
3L5). Combining these equations yields N2 = piL3/(2G5) and hence the central
charge is dual to c = Ω3L
3/(16piG5), since Ω3 = 2pi
2, consistent with the dictionary in (4.10).
27The problem of extracting universal quantities from holographic complexity was also raised in [53].
28In [109] the first law of causal diamonds was extended to an arbitrary higher derivative theory of gravity.
– 43 –
Further, the matter Hamiltonian variation δHmatζ in the gravitational first law can also
be replaced by equation (3.50) in arbitrary dimensions, since the expression (3.48) for the
norm of the conformal Killing vector is valid in any dimension, and the variational relation
δ∆ = Lδm between a point mass m in AdS and the scaling dimension of ∆ of the dual
CFT operator generalizes to higher dimensions.
Finally, inserting the holographic dictionary (3.50), (4.1), (4.11) and (4.12) into the
bulk first law (4.9) yields the boundary variational relation
δSdiff − d− 2
cosα
δC =
(
Sdiff − d− 2
cosα
C
)
δNdof
Ndof
− 2pi
(
1
cosα
− sinα
cosα
)
δ∆. (4.13)
Again the δNdof term can be easily computed from the left-hand side by using the propor-
tionality of differential entropy and holographic complexity with the number of degrees of
freedom Sdiff ∼ Ndof and C ∼ Ndof. These proportionalities follow from the holographic
dictionary (4.1), together with the scaling of the area and volume in pure AdS with the
curvature radius A ∼ Ld−2 and V ∼ Ld−1.
The CFT first law in higher dimensions can also be written as
δE = TδSdiff + νδC + µδNdof, with
T = −1, ν = d− 2
cosα
, µ =
1
Ndof
(Sdiff − ν C) .
(4.14)
The conjugate quantity µ to the number of degrees of freedom is a chemical potential, and
the conjugate quantity ν to the complexity is the energy cost of a changing the complexity.
The chemical potential is a positive, decreasing function of α, which is maximal at α = 0
and it vanishes at α = pi/2 for any d.
4.2.1 Comparison with extended first law of entanglement
Finally, we compare the CFT dual of the first law of causal diamonds to the first law
of entanglement for ball-shaped regions, which is the boundary dual of the first law for
AdS-Rindler space [14]. The extended first law for AdS-Rindler space, which includes a
variation of the cosmological constant, is given by [84]
δE¯ξ =
1
4G
(
δA+
V¯χ
2pi
δΛ
)
, with (d− 2)A = V¯χ
2pi
2Λ. (4.15)
Here χ is the boost Killing vector of the AdS-Rindler wedge, whose surface gravity is
normalized to κ = 2pi, and ξ = limr→∞ χ is the conformal Killing vector that preserves
a diamond on the boundary.29 Further, A is the area of the bifurcation surface of the
AdS-Rindler horizon, and V¯χ is the (background subtracted) thermodynamic volume of
the codimension-one region between the bifurcation surface and the asymptotic boundary.
The bar on E¯ξ and V¯χ indicates the implementation of background subtraction in order to
29See appendix C.2 for a derivation of the boost Killing vector in several coordinate systems for AdS
(there we set κ = 1).
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cancel divergences (see also [28]). By inserting (4.2) and δΛ/Λ = −2δL/L the AdS-Rindler
first law can be repackaged as [97]
δE¯ξ = δ
(
A
4G
)
− A
4G
(
(d− 2)δL
L
− δG
G
)
. (4.16)
We see that the same combination of variations of L and G appears here as in the first law of
causal diamonds (4.9). The extended first law for AdS-Rindler is dual to an extended first
law of entanglement in the CFT, where the extension involves a variation of the number
of degrees of freedom [84]
δ〈Kξ〉 = δS − S
Ndof
δNdof. (4.17)
We identified δE¯ξ = δ〈Kξ〉, where Kξ is the modular Hamiltonian that generates the flow
of ξ on the boundary, and employed the RT formula S = A/(4G) to relate the area of the
bifurcation surface of the AdS-Rindler horizon to the entanglement entropy of the bound-
ary region homologous to the bifurcation surface. If we fix the conformal frame at the
asymptotic boundary of AdS such that the CFT lives in Minkowski space, then the bound-
ary of the AdS-Rindler wedge is the causal diamond of a ball-shaped region in flat space
and S is the vacuum entanglement entropy of that ball with its complement [13, 72]. In
this case we have S ∼ a∗ and hence Ndof = a∗ in (4.17), where a∗ is the universal coefficient
of the vacuum entanglement entropy of ball-shaped regions [100, 102].30 In the CFT the
standard first law of entanglement follows from the positivity of relative entropy [13], and
the extension to varying the number of degrees of freedom can be derived from the pro-
portionality of S with a∗, which implies δa∗S = (S/a∗)δa∗ (note that δa∗〈Kξ〉 = 0). The
parameter a∗ also appears in the extended first law for CFTs in background geometries
which are Weyl equivalent to the causal diamond of a ball in flat space, such as Rindler
space or hyperbolic space times time, and for CFTs dual to any higher derivative theory
of gravity [97, 98, 110].
A striking difference between the first law for AdS-Rindler space and the first law of
causal diamonds is that only the latter involves a variation of the proper volume, whereas
the former does not. In the CFT this translates into the fact that the first law of entangle-
ment does not include a variation of the holographic complexity, whereas the first law of
differential entropy does. It would be interesting to understand this fact purely from CFT
considerations. This would require a derivation of the first law of differential entropy from
first principles, in analogy to the derivations of the first law of entanglement in [13, 14].
Interestingly, the chemical potential µent = −S/Ndof that follows from (4.17) is quite
similar to the chemical potential (4.14) in the CFT dual of the first law of causal diamonds,
except for the overall sign and the complexity term. On the one hand, the chemical
potential in the extended first law of entanglement is negative since, at fixed entanglement
entropy, the modular energy decreases if Ndof increases. On the other hand, the chemical
30The parameter a∗ is not only the coefficient of the universal (i.e. UV cutoff independent) contribution
to the vacuum entanglement entropy of ball-shaped regions, but it is also an overall coefficient to S. This
follows at least from the holographic computations in [100], where the authors found S ∼ a∗ for the
holographic entanglement entropy (i.e. Wald entropy) of the bifurcation surface of AdS-Rindler horizons.
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potential in (4.14) is positive since, at fixed differential entropy and complexity, the energy
increases if Ndof increases. Note that for both chemical potentials, at fixed energy, the
entropy increases if Ndof increases, as is usual in thermodynamics.
As far as we are aware, it has not been fully appreciated in the literature that the two
variations (d− 2)δL/L− δG/G combine into a single variation δNdof/Ndof, even if neither
L nor G is kept fixed. In [97] the form (4.16) of the first law was known including the
variations of L and G, but L was kept fixed to arrive at (4.17), which is unnecessary in
our opinion.31 Their reason for keeping the AdS radius fixed is that a variation of L in the
bulk entails both a variation of Ndof and of the curvature radius of the boundary metric,
in the conformal frame where the radius of the boundary cylinder is equal to the AdS
radius [111]. This means if one is solely interested in varying Ndof on the boundary, while
fixing the curvature radius, then G should be varied and L kept fixed in the bulk. These
considerations are highly dependent though on the particular conformal frame where the
curvature radius of the boundary cylinder is equal to L. However, the extended first law of
entanglement is valid for any conformal frame [110]. In a different conformal frame, where
the curvature radius Lbndy of the boundary metric is not related to the AdS radius L,
there is no need to fix L, since there is a one-to-one correspondence between varying both
G and L in the bulk and varying Ndof on the boundary. We do note that it is possible,
in general, to vary the boundary curvature radius, in addition to the number of degrees
of freedom, but this will give an extra term on the right-hand side of the extended first
law (4.17), given by −δLbndyS = −(∂Svac/∂Lbndy)δLbndy (since δLbndy〈Kξ〉 = 0). So the
boundary curvature radius is kept fixed in the current form of the extended first law of
entanglement.
In contrast, in the original work [84] in the AdS5×S5 example, it was realized that the
term involving δNdof can be derived from the combination of variations of L and G5, the
five-dimensional Newton’s constant.32 But their actual derivation of the extended first law
depends on a ten-dimensional perspective, in the sense that the ten-dimensional Newton’s
constant is kept fixed, such that the variation of L is directly related to the variation of the
rankN of the gauge group or, equivalently, to δNdof (see also [112, 113] and our footnote 26).
In our view, however, the ten-dimensional perspective overcomplicates the derivation and
reference to the (five-dimensional) AdS space is sufficient to derive the extended first law
of entanglement.33 The derivation is arguably more transparent and straightforward if
the extended AdS-Rindler first law is written as (4.16), in terms of the AdS radius and
(five-dimensional) Newton’s constant. A simple, but crucial step in the derivation of (4.17)
from (4.16) is to realize that (d− 2)δL/L− δG/G = δ(Ld−2/G)/(Ld−2/G), which seems to
have been overlooked for d > 3 in previous work.
31The only exception is AdS3/CFT2, in which case it was recognized in [97] that δL/L− δG/G = δc/c.
This relation did not appear in [84], since there G was kept fixed in 3d gravity.
32There is a typo in equation (3.39) of the published version of [84], since in comparison to our equa-
tion (4.2) a factor of 1/(4G5) is missing in the final term of their equation.
33Even if we take a ten-dimensional perspective, it is still unnecessary to fix the ten-dimensional Newton’s
constant. This is because in the AdS5 × S5 example, the combination of variations of L and G5 becomes:
3δL/L−δG5/G5 = 8δL/L−δG10/G10 = δN2/N2, where we used G5 = G10/(pi3L5) and N2 = pi4L8/(2G10).
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5 Conclusion and outlook
In this paper we found a first law-like relation in CFT2 which is dual to the first law of
causal diamonds in AdS3. Using a fixed coordinate approach, we obtained the bulk first
law for the specific example of a disk inside a time slice of AdS3, where the perturbed
geometry is AdS3 with a point mass. This complements the derivation of the first law of
causal diamonds from the covariant phase space formalism in [28]. In our search for the
boundary first law we considered three types of independent variations: a change of state,
a change of subregion size and a change of the central charge of the CFT. The resulting
boundary first law relates the variations of the differential entropy, holographic complexity,
the central charge and the scaling dimension of the perturbed state. Remarkably, there is
no term proportional to the variation of the subregion size in the first law, although the
variations of the differential entropy and complexity separately do depend on the interval
size. This is related in AdS to the vanishing of the combination δχA−kδχV for the maximal
slice of spherical causal diamonds for variations induced by a diffeomorphism χ.
We emphasize that the first law of differential entropy is a new relation in holographic
two-dimensional CFTs. A similar first law in quantum information theory has been widely
studied in the AdS/CFT literature, the ‘first law of entanglement’, which relates the vari-
ation of the entanglement entropy to the variation of the expectation value of the modular
Hamiltonian. The first law of entanglement has many applications, both in quantum field
theory and in AdS/CFT, and perhaps the first law of differential entropy could find a
similar wide applicability. Both first laws are not standard thermodynamic relations, since
the entropy and energy that appear in both variational relations are not standard thermo-
dynamic quantities (except for special subsystems, such as spherical subregions in a global
vacuum CFT, which are thermodynamic systems). The first law of entanglement entropy is
a quantum generalization of the first law of thermodynamics for density matrices. Similarly,
the first law of differential entropy can perhaps be formulated as a variational relation in
quantum information theory, although this requires further study since differential entropy
has not been investigated for non-holographic CFTs (or QFTs).
There are some similarities between the two first laws, e.g. they can be extended by
adding a chemical potential term associated to the variation of the central charge. At
least in part, the first law of differential entropy can be obtained from the first law of
entanglement, since differential entropy is a derived notation from entanglement entropy.
However, we would also like to mention three differences. Firstly, an obvious difference is
that differential entropy is a global property of the CFT associated to time strips, whereas
entanglement entropy is associated to spatial subregions. Secondly, a striking difference
between our first law of differential entropy and the first law of entanglement is that the
latter does not involve the variation of complexity. Assuming the ‘complexity=volume’
proposal, this corresponds in AdS to the fact that the volume variation is absent in the
first law of AdS-Rindler space, which is dual to the first law of entanglement, whereas it
does appear in the first law of causal diamonds, dual to the first law of differential entropy.
The reason for this is that the variation of the gravitational Hamiltonian vanishes along
the flow of the boost Killing vector of AdS-Rindler space, whereas it is nonvanishing and
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proportional to the volume variation of the maximal slice along the flow of the diamond
conformal Killing vector. Finally, another difference is that the formal ‘temperature’ in the
first law of differential entropy is negative, if the internal energy and differential entropy
are positively defined, whereas it is positive in the first law of entanglement.
Arguably the most interesting application of the first law of entanglement in AdS/CFT
is the derivation of the linearized gravitational equations [14], assuming the Ryu-Takayangi
formula for holographic entanglement entropy (see also [105] for a derivation of the second-
order nonlinear equations). In contrast, in previous work the first law of causal diamonds
has been used as a stepping stone to derive the nonlinear Einstein equation from a local
thermodynamic argument, either by reinterpreting the (quantum corrected) first law as
the stationarity of the generalized entropy at fixed volume in small local causal diamonds
everywhere in spacetime (called ‘entanglement equilibrium’) [27] or as the stationarity of
free conformal energy of small diamonds [28, 74]. With the new dictionary between the
bulk and boundary first law established in this paper, it might be possible to obtain the
entanglement equilibrium hypothesis (or the stationarity of free conformal energy) in the
bulk from the first law of differential entropy on the boundary. Since entanglement equilib-
rium is the input in Jacobson’s derivation of the nonlinear Einstein equation [27], perhaps
one can even reformulate his derivation in (a local version of) AdS/CFT.34 To be more
precise, suppose one assumes the first law of differential entropy in a cutoff CFT, which
lives on the boundary of a small ball-shaped region inside a timeslice of AdS. Assuming
the AdS/CFT dictionary for the relevant quantities (such as differential entropy and holo-
graphic complexity) one can obtain the first law of causal diamonds in the small AdS ball
from the first law of differential entropy. The (quantum corrected) bulk first law should
then be connected to the entanglement equilibrium hypothesis, which could be used to
derive the nonlinear Einstein equation. It would be interesting to work this out in detail.
In particular, it would require a better understanding of holography at sub-AdS scales
(see, however, e.g. [114, 115] for some progress in this direction).
Naturally, there are quite a few other avenues to pursue for future investigations. Al-
though we have proposed a higher dimensional generalization of the first law for differential
entropy, inspired by the higher dimensional version of the first law of causal diamonds, a
more detailed study is required to check its validity in the CFT. A promising future direc-
tion would be to apply the first law of entanglement to the higher dimensional definition of
differential entropy, in terms of the shape derivatives of the entanglement entropy, for the
vacuum state [19]. Other natural generalizations of the first law of differential entropy are
for higher-order corrections to the variations, and for CFT setups dual to off-center circular
bulk disks and more general bulk subregions of arbitrary shapes. Using the fixed coordinate
approach this seems feasible, and one might learn how universal the first law of differential
entropy is and how it encodes the shape dependence of the bulk region. As for off-center
circular disks, the first law of causal diamonds already applies in this setup, since it is a
covariant relation, but our current boundary first law does not hold, since this geometric
setup corresponds to a boundary interval size α which depends on the angular coordinate θ,
34We thank Maulik Parikh for discussions on this point.
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whereas we considered constant α in this paper. We expect, however, that the first law
of differential entropy can be appropriately generalized to off-center bulk disks, which is
particularly interesting since the linearized Einstein equation around the AdS background
can be derived from the bulk first law for all circular disks and their associated diamonds.
Furthermore, it would be interesting to generalize the first law of differential entropy
to CFTs which are dual to higher derivative gravity. On the gravitational side a gener-
alization of the first law of causal diamonds to higher order gravities was already derived
in [109]. A more non-trivial task would be to understand to what extent the first law of
differential entropy is applicable to a general non-holographic CFT. Even though our CFT
derivation is partly based on the existence of a holographic bulk dual (especially regard-
ing the ‘complexity=volume’ dictionary), the quantities appearing in our first law such as
differential entropy, complexity and operator dimension can all be defined in generic CFTs.
Another important direction to pursue would be to investigate to what extent the
boundary first law applies to general excited states, other than excited states dual to a
classical point particle in AdS. For instance, a perturbative excited state can be prepared
using the path integral, or it can be created by acting with a local conformal transformation
on the CFT vacuum. The entanglement entropy has been studied for path integral states
in [116, 117] and for generic vacuum excitations in [45, 118]. Equivalently, one can compute
the differential entropy for these states and take the difference with the differential entropy
for the vacuum state. This could lead, for example, either to the inclusion of 1/c corrections
in the first law or to a higher-order variational relation for perturbations that create a black
hole in the bulk. The 1/c corrections correspond to perturbative quantum corrections in
the bulk, due to quantum fields living in a fixed AdS background. The bulk first law has
already been extended to this semiclassical regime in [28], but for future work it would be
especially interesting to find the dual CFT first law including leading order 1/c corrections
for perturbative excited states (see e.g. [119, 120]).
Finally, already within our CFT first law, there are a couple of aspects that require
further study. Although we have argued that the finite bulk volume is dual to the boundary
complexity in a cutoff CFT, this proposal needs a better understanding [59]. For exam-
ple, it would be interesting to study the relation between finite bulk volumes and circuit
complexity in quantum field theory, developed in [121, 122]. Alternatively, it is tempting
to suggest that the bulk volume is a measure of the complexity of the boundary mixed
state, which is dual to the bulk state ρD,bulk obtained by tracing out the quantum grav-
itational degrees of freedom living in the complementary region of the disk D. A similar
interpretation has been put forward for differential entropy, namely as the entanglement
entropy of ρD,bulk [15]. Further, the internal energy in the first law does not yet have a
proper covariant definition in the CFT. We know that the energy is dual to the matter
Hamiltonian in the bulk generating evolution along the diamond conformal Killing flow.
Perhaps such bulk conformal Killing flows could be related to the conformal Killing flows of
causal diamonds on the boundary, somewhat along the lines of how differential entropy is
related to entanglement entropy. Thus, it is worth investigating whether the CFT energy is
a (possibly complicated) function of the conformal Killing vector which preserves a causal
diamond on the boundary.
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A Embedding formalism and coordinate systems for AdS3 geometries
In this appendix we review the embedding formalism for locally AdS3 geometries, in par-
ticular for pure AdS3 and AdS3 with a conical defect. The conical defect spacetime is a
quotient space of AdS3, and can therefore be obtained from the same embedding space
as AdS3. The embedding formalism is useful for computing the length of geodesics (see ap-
pendix B) and for deriving the Killing vector fields of these spacetimes (see appendix C.2).
Locally three-dimensional AdS spaces can be embedded in R2,2, on which the coordi-
nates are (T 1, T 2, X1, X2) and the metric is
ds2 = −(dT 1)2 − (dT 2)2 + (dX1)2 + (dX2)2. (A.1)
AdS3 is realised as a hyperboloid in this embedding space
− (T 1)2 − (T 2)2 + (X1)2 + (X2)2 = −L2, (A.2)
where L is the curvature radius of AdS. Note that the isometry group of AdS3 is by
construction SO(2, 2), since it corresponds to the symmetry group that preserves the hy-
perboloid in R2,2. The embedding space naturally induces a metric on the hyperboloid
through (A.1). Below we present various embedding coordinates and their corresponding
induced metrics for pure AdS3 and conical AdS3.
A.1 Pure AdS
Embedding coordinates which cover the entire AdS3 manifold are
T 1 =
√
r2 + L2 cos(t/L) X1 = r cosφ
T 2 =
√
r2 + L2 sin(t/L) X2 = r sinφ,
(A.3)
with 0 ≤ t < 2piL, 0 ≤ r <∞, and 0 ≤ φ < 2pi. However, in order to avoid closed timelike
curves, we will ignore the periodicity of the time coordinate and declare that it ranges
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from −∞ to ∞ (which is formally called the covering space of AdS). For these embedding
coordinates the induced metric (A.1) on the hyperboloid is
ds2 = −
(
1 +
r2
L2
)
dt2 +
(
1 +
r2
L2
)−1
dr2 + r2dφ2. (A.4)
This is the main coordinate system of the present paper.
Further, in terms of the dimensionless radial coordinate z = Lr (−1+
√
1 + (r/L)2) and
time coordinate τ = t/L the embedding coordinates take the form
T 1 = L
1 + z2
1− z2 cos τ X
1 = L
2z
1− z2 cosφ
T 2 = L
1 + z2
1− z2 sin τ X
2 = L
2z
1− z2 sinφ,
(A.5)
where 0 ≤ z < 1. With this parametrization the induced metric becomes
ds2 = L2
[
−
(
1 + z2
1− z2
)2
dτ2 +
4(dz2 + z2dφ2)
(1− z2)2
]
. (A.6)
At constant τ the metric between brackets describes the Poincare´ disk, which is a stere-
ographic projection of the two-dimensional hyperbolic plane. Because of the cylindrical
shape of AdS in these coordinates, they are sometimes called sausage coordinates. The
advantage of this coordinate system is that the asymptotic timelike boundary lies at a
finite coordinate distance z = 1.
Embedding coordinates which cover only part of the AdS manifold are
T 1 =
√
%2 + L2 cosh(u/L) X1 = % cosh(σ/L)
T 2 = % sinh(σ/L) X2 =
√
%2 + L2 sinh(u/L).
(A.7)
This leads to the induced metric
ds2 = − %
2
L2
dσ2 +
(
1 +
%2
L2
)−1
d%2 +
(
1 +
%2
L2
)
du2, (A.8)
with −∞ < σ < ∞, 0 ≤ % < ∞, and −∞ < u < ∞. This metric describes the Rindler
wedge of AdS space. The dimensionful time σ is the proper time of Rindler observers in
AdS. The AdS-Rindler horizon is located at % = 0, and the conformal boundary at % =∞.
Embedding coordinates which divide the AdS hyperboloid into two charts, T 1 > −X1
(z > 0) and T 1 < −X1 (z < 0), are
T 1 =
1
2z
(
L2 − t2 + x2 + z2) X1 = 1
2z
(
L2 + t2 − x2 − z2)
T 2 = Lt/z X2 = Lx/z.
(A.9)
This brings the induced metric in Poincare´ form
ds2 =
L2
z2
(−dt2 + dx2 + dz2) . (A.10)
– 51 –
The coordinates t and x range from −∞ to∞ and the conformally flat boundary is at z = 0.
Finally, other embedding coordinates which divide pure AdS3 into two charts are
T 1 = L
cos τˆ
sin φˆ sinψ
X1 = L
cos φˆ
sin φˆ sinψ
T 2 = L
sin τˆ
sin φˆ sinψ
X2 = L cotψ.
(A.11)
The induced metric is conformal to the metric on R× S2
ds2 =
(
L
sin φˆ sinψ
)2 [
−dτˆ2 + dφˆ2 + sin2 φˆdψ2
]
, (A.12)
where −∞ < τˆ < ∞, 0 ≤ φˆ < 2pi and 0 ≤ ψ ≤ pi. By removing the conformal factor
1/(sin φˆ sinψ)2 and taking the asymptotic limit ψ → 0 or pi (depending on the chart), the
metric on the conformal boundary becomes that of a Lorentzian cylinder whose radius is
equal to the AdS scale: ds2bndy = L
2[−dτˆ2 + dφˆ2].
A.2 Conical AdS
For AdS3 with a conical defect a simple set of embedding coordinates is
T 1 = L cosh ρ cos(γτ) X1 = L sinh ρ cos(γφ)
T 2 = L cosh ρ sin(γτ) X2 = L sinh ρ sin(γφ).
(A.13)
The conical defect parameter γ ranges from 1 (pure AdS) to 0 (massless BTZ). Note
that these coordinates still satisfy the hyperboloid equation (A.2), and hence the conical
spacetime is locally AdS3. The induced metric is
ds2 = L2
[−γ2 cosh2ρ dτ2 + dρ2 + γ2 sinh2ρ dφ2] . (A.14)
Under the coordinate transformation τ ′ = γτ and φ′ = γφ the metric turns into that of
pure AdS, but with a different range for the angular coordinate 0 ≤ φ′ < 2piγ. Thus,
in these coordinates conical AdS3 is represented as an infinite solid cylinder, foliated by
hyperbolic planes with deficit angle 2pi(1− γ).
Further, in terms of the dimensionful radial coordinate r = Lγ sinh ρ and time coordi-
nate t = τL the embedding coordinates read
T 1 =
√
(r/γ)2 + L2 cos(γt/L) X1 = (r/γ) cos(γφ)
T 2 =
√
(r/γ)2 + L2 sin(γt/L) X2 = (r/γ) sin(γφ).
(A.15)
and the induced metric is
ds2 = −
(
γ2 +
r2
L2
)
dt2 +
(
γ2 +
r2
L2
)−1
dr2 + r2dφ2. (A.16)
This is the analog of (A.3) for conical AdS.
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Finally, in terms of the radial coordinate z, defined by
zγ = tanh(ρ/2) =
−γ +√γ2 + (r/L)2
r/L
, (A.17)
the embedding coordinates are
T 1 = L
1 + z2γ
1− z2γ cos(γτ) X
1 = L
2z
z1−γ(1− z2γ) cos(γφ)
T 2 = L
1 + z2γ
1− z2γ sin(γτ) X
2 = L
2z
z1−γ(1− z2γ) sin(γφ).
(A.18)
In terms of these coordinates the induced metric takes the form
ds2 = L2
[
−γ2
(
1 + z2γ
1− z2γ
)2
dτ2 +
4γ2
(
dz2 + z2dφ2
)
z2(1−γ)(1− z2γ)2
]
(A.19)
= L2
[
−γ2 coth2(γ ln z) dτ2 + γ
2(dz2 + z2dφ2)
z2 sinh2(γ ln z)
]
. (A.20)
This is the Deser-Jackiw coordinate system for a point mass in AdS3 [30].
35
B Geodesics in AdS3 geometries
In this appendix we compute the ‘chord’ length of spacelike geodesics – which is simply
the geodesic distance – in conical AdS3 geometries using two different approaches. On
the one hand, we describe the geodesics in embedding space and express the geodesic dis-
tance between two bulk points in terms of the inner product of embedding coordinates
(see e.g. [124]). On the other hand, we compute the chord length from an integral in kine-
matic space over the Crofton form, following the approach in [26]. We start the appendix
by deriving the geodesic equation for AdS3 with a conical defect.
B.1 Geodesic equation for conical AdS
Consider a spacelike geodesic at a constant time slice in conical AdS (3.5), which is centered
at the boundary angular coordinate θ and which has boundary opening angle α˜ (see figure 5
for notational clarifications). The geodesic distance functional is
I =
∫
ds =
∫
dr
√
1
γ2 + (r/L)2
+ r2
(
dφ
dr
)2
. (B.1)
Minimizing the geodesic distance yields
r2φ˙√
(γ2 + (r/L)2)−1 + r2φ˙2
= constant, (B.2)
35The main case of interest of [30] was point particles in dS3. The metric (A.20) for a point mass in AdS3
follows, however, from inserting the shift function and conformal factor for AdS, given by equation (3.2),
into the static metric ansatz (2.5) in the Deser-Jackiw paper. Moreover, the master function V (z) and
coordinate ς in their (3.2) are given, respectively, by their equations (3.5a) and (3.5c) for the simplest case
of a single point particle in AdS3. Their notation corresponds to ours as follows:
√
c→ γ, r → z, t→ Lcτ .
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Figure 5: A spacelike geodesic (in turquoise) at a time slice in conical or pure AdS centered
at boundary angular coordinate θ and with a boundary opening angle α˜. The geodesic is
by construction tangent to a bulk disk of radius R˜. The geodesic distance between points
A and B, which both lie on a circle (in red) of radius r, is computed in appendix B.2.
where the dot denotes differentiation with respect to the radial coordinate r. The constant
is fixed by noting that the geodesic has a turning point, at r = R˜, where the derivative
diverges, i.e. φ˙→∞ as r → R˜. Plugging the resulting constant, R˜, into (B.2) leads to the
following differential equation
dφ
dr
=
R˜L
r
√
(r2 − R˜2) (r2 + γ2L2)
. (B.3)
By integrating this equation between the turning point (r = R˜, φ = θ) and an arbitrary
point on the geodesic (r, θ + αr), where αr is the opening angle in the bulk, we arrive at
the following expression for the geodesics
tan2(γαr) =
r2/R˜2 − 1
r2/(γL)2 + 1
. (B.4)
Note that in the limit r → ∞ the bulk opening angle αr becomes the boundary opening
angle α˜ (both range from 0 to pi/2). Hence, by taking the limit r → ∞ of the equation
above, we find a relation between the radius of the disk and the boundary opening angle
R˜ = Lγ cot(γα˜) . (B.5)
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In terms of α˜, instead of R˜, the geodesic equation reads36
tan2(γαr) =
r2 tan2(γα˜)− γ2L2
r2 + γ2L2
or
r√
r2 + γ2L2
cos(γαr) = cos(γα˜). (B.6)
These results agree with the expressions in [22], which were derived by rescaling the coor-
dinates in the pure AdS case. According to (3.4) the coordinate transformation from pure
AdS to conical AdS is φ′ = φγ and r′ = r/γ. Applying this transformation to the geodesic
equation in pure AdS gives the required results.
In the main body of this paper we have used several special cases of this general set-up
(also in pure AdS, with γ = 1), such as r = R > R˜ (with αr → αR) in equations (2.12) and
(2.20), and r = R = R˜ (in which case α˜→ α and αR → 0) in equations (2.21) and (3.19).
B.2 Chord length
From the embedding formalism: Given the embedding coordinates defined in appendix A,
one can derive an expression for the geodesic length. It is convenient to combine the
embedding coordinates into a vector Xα = (T 1, T 2, X1, X2) and use the following notation
for the inner product X2 = gαβX
αXβ and X1 · X2 = gαβXα1 Xβ2 , where the embedding
metric is given by (A.1).
The Lagrangian in embedding space which describes geodesics in AdS is
L = 1
2
X˙2 + µ(X2 + L2), (B.7)
where the dot indicates differentiation with respect to the proper distance s, and a Lagrange
multiplier µ is introduced to ensure that the geodesics are confined to the hyperboloid (A.2).
The Euler-Lagrange equation is X¨α = 2µXα. Combining this with the hyperboloid con-
straint X2 = −L2 yields an expression for the Lagrange multiplier µ = X˙2/(2L2). There-
fore, geodesics in AdS satisfy a simple equation in embedding space
L2X¨α = X˙2Xα. (B.8)
The general solution for spacelike geodesics (X˙2 = 1) is
Xα(s) = mαes/L + nαe−s/L, (B.9)
where mα and nα are constant vector that obey m2 = n2 = 0 and 2m ·n = −L2. By taking
the inner product between two points X(s1) and X(s2), we arrive at the following formula
for the geodesic distance or chord length λ := s2 − s1,
L2 cosh
(
λ
L
)
= −X(s1) ·X(s2). (B.10)
36In terms of the other global coordinates (A.14) the geodesic equation is given by (with αρ := φ− θ)
tan2(γαρ) =
tanh2(ρ)
cos2(γα˜)
− 1 or tanh(ρ) cos(γαρ) = cos(γα˜).
– 55 –
B<latexit sha1_base64="wW6OXYFoJg3RvlrYIdlxqPzQzSE=">AAAB6Hi cbVDLTgJBEOzFF+IL9ehlIjHxRHbRRI8ELx4hkUcCGzI79MLI7OxmZtaEEL7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4 vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju7nffkKleSwfzCRBP6JDyUPOqLFSo9YvltyyuwBZJ15GSpCh3i9+9QYxSyOUhgmqdddzE+NPqTKcCZ wVeqnGhLIxHWLXUkkj1P50ceiMXFhlQMJY2ZKGLNTfE1MaaT2JAtsZUTPSq95c/M/rpia89adcJqlByZaLwlQQE5P512TAFTIjJpZQpri9lbARVZQZm03B huCtvrxOWpWyd1WuNK5L1VoWRx7O4BwuwYMbqMI91KEJDBCe4RXenEfnxXl3PpatOSebOYU/cD5/AJWvjMo=</latexit>
A
<latexit sha1_base64="Lihtv2jYSe0RaYbwwPdS8141boc=">AAAB6HicbVDL TgJBEOzFF+IL9ehlIjHxRHbRRI+oF4+QyCOBDZkdemFkdnYzM2tCCF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMS qHVCNgktsGG4EthOFNAoEtoLR3cxvPaHSPJYPZpygH9GB5CFn1FipftMrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfu iUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmpWyd1Gu1C9L1dssjjycwCmcg wdXUIV7qEEDGCA8wyu8OY/Oi/PufCxac042cwx/4Hz+AJQrjMk=</latexit>
0
0
P<latexit sha1_base64="bzZbWfGTwOVHfOXRUHQsbNaA++g=">AAAB6HicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZdFNy5bsA9oB8mkd9rYTGZIM kIZ+gVuXCji1k9y59+YtrPQ1gOBwznnkntPkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8H4duZ3nlBpHst7M0nQj+hQ8pAzaqzUbDyUK27VnYOsEi8nFchh81/9QczSCKVhgmrd89zE+BlVhjOB01I/1ZhQNqZD7FkqaYTaz+aLTsmZVQYkjJV90pC5+nsio 5HWkyiwyYiakV72ZuJ/Xi814bWfcZmkBiVbfBSmgpiYzK4mA66QGTGxhDLF7a6EjaiizNhuSrYEb/nkVdKuVb2Laq15Wanf5HUU4QRO4Rw8uII63EEDWsAA4Rle4c15dF6cd+djES04+cwx/IHz+QOq54zY</latexit>
P 0<latexit sha1_base64="HtNeu0P2QbstOl3PW3c/AzgwX2s=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ6KkkV9Fj04rGK/YA2lM120i7dbMLuR iih/8CLB0W8+o+8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LRjBP0IzqQPOSMGis91M96pbJbcWcgy8TLSRly1Hulr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0sn5NQqfRLGypY0ZKb+n shopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTt0mfK2RGjC2hTHF7K2FDqigzNpyiDcFbfHmZNKsV76JSvb8s127yOApwDCdwDh5cQQ3uoA4NYBDCM7zCmzNyXpx352PeuuLkM0fwB87nDwtGjQk=</latexit>
⇡/ 
<latexit sha1_base64="JfwHLGMTgajRisN9SdBoUhkjaCc=">AAAB8XicbVBNS8NAEJ34WetX1aOXYBE81aQKeix68VjBfmATymS7aZfubsLuR iil/8KLB0W8+m+8+W/ctjlo64OBx3szzMyLUs608bxvZ2V1bX1js7BV3N7Z3dsvHRw2dZIpQhsk4YlqR6gpZ5I2DDOctlNFUUSctqLh7dRvPVGlWSIfzCilocC+ZDEjaKz0GKTsPOijENgtlb2KN4O7TPyclCFHvVv6CnoJyQSVhnDUuuN7qQnHqAwjnE6KQaZpimSIfdqxVKKgOhzPLp64p1bpuXGib EnjztTfE2MUWo9EZDsFmoFe9Kbif14nM/F1OGYyzQyVZL4ozrhrEnf6vttjihLDR5YgUcze6pIBKiTGhlS0IfiLLy+TZrXiX1Sq95fl2k0eRwGO4QTOwIcrqMEd1KEBBCQ8wyu8Odp5cd6dj3nripPPHMEfOJ8/Qm+QpQ==</latexit>
2⇡/ 
<latexit sha1_base64="MlygWzXz5pzTm5Vc77t9+hvsQhU=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU02qoMeiF48V7AckoUy2m3bp7ibsb oQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8KOVMG9f9dkpr6xubW+Xtys7u3v5B9fCoo5NMEdomCU9ULwJNOZO0bZjhtJcqCiLitBuN72Z+94kqzRL5aCYpDQUMJYsZAWMlvxGk7CIYghDQr9bcujsHXiVeQWqoQKtf/QoGCckElYZw0Nr33NSEOSjDCKfTSpBpmgIZw5D6lkoQVIf5/OQpPrPKAMeJs iUNnqu/J3IQWk9EZDsFmJFe9mbif56fmfgmzJlMM0MlWSyKM45Ngmf/4wFTlBg+sQSIYvZWTEaggBibUsWG4C2/vEo6jbp3WW88XNWat0UcZXSCTtE58tA1aqJ71EJtRFCCntErenOM8+K8Ox+L1pJTzByjP3A+fwC1IZDh</latexit>
↵˜
<latexit sha1_base64="7BdRFRcnrVOxedHrUKFfujWfvEQ=">AAAB9HicbVDLSgNBEJz 1GeMr6tHLYBA8hd0o6DHoxWME84DsEnpnZ5Mhsw9negNhyXd48aCIVz/Gm3/jJNmDJhY0FFXddHf5qRQabfvbWlvf2NzaLu2Ud/f2Dw4rR8dtnWSK8RZLZKK6PmguRcxbKFDybqo4RL7k HX90N/M7Y660SOJHnKTci2AQi1AwQCN5LgoZcOqCTIfQr1Ttmj0HXSVOQaqkQLNf+XKDhGURj5FJ0Lrn2Cl6OSgUTPJp2c00T4GNYMB7hsYQce3l86On9NwoAQ0TZSpGOld/T+QQaT2Jf NMZAQ71sjcT//N6GYY3Xi7iNEMes8WiMJMUEzpLgAZCcYZyYggwJcytlA1BAUOTU9mE4Cy/vEra9ZpzWas/XFUbt0UcJXJKzsgFccg1aZB70iQtwsgTeSav5M0aWy/Wu/WxaF2zipkT8g fW5w+G05Hw</latexit>
⇡
<latexit sha1_base64="MMfoOZUbGzRkaB76umvTEWj+CN8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N 0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz00Et4v1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3 xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwBRC43R</latexit>
✓
<latexit sha1_base64="VRbFNfU2yJrhxTioHNG9u2eQ22g=">AAAB7XicbVBNS8NAEJ3Ur1q/q h69LBbBU0mqoMeiF48V7Ae0oWy2m3btZhN2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6w EnC/YgOlQgFo2ilVg9HHGm/XHGr7hxklXg5qUCORr/81RvELI24QiapMV3PTdDPqEbBJJ+WeqnhCWVjOuRdSxWNuPGz+bVTcmaVAQljbUshmau/JzIaGTOJAtsZURyZZW8m/ud1Uwyv/UyoJEWu2GJRmE qCMZm9TgZCc4ZyYgllWthbCRtRTRnagEo2BG/55VXSqlW9i2rt/rJSv8njKMIJnMI5eHAFdbiDBjSBwSM8wyu8ObHz4rw7H4vWgpPPHMMfOJ8/pUWPLA==</latexit>
↵r
<latexit sha1_base64="LOugNQlaiOE3fE8cfSfHdG5uI1k=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oUy2m3bpZhN3N 0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqKGvSWMSqE6BmgkvWNNwI1kkUwygQrB2Mb2d++4kpzWP5YCYJ8yMcSh5yisZKnR6KZIR91S9X3Ko7B1klXk4qkKPRL3/1BjFNIyYNFah113MT42eoDKeCTUu9VLME6RiHrGupxIhpP5vfOyVnVhmQMFa2p CFz9fdEhpHWkyiwnRGakV72ZuJ/Xjc14bWfcZmkhkm6WBSmgpiYzJ4nA64YNWJiCVLF7a2EjlAhNTaikg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTaAg4Ble4c15dF6cd+dj0Vpw8plj+APn8wcYspAB</latexit>
⇡/  + ↵r
<latexit sha1_base64="Nr6p4VzlbEpIHphz19QuwQvLYG8=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARBKEmVdBl0Y3LCvYBTQg300k7dCYJM xOhxC78FTcuFHHrb7jzb5w+Ftp64MLhnHu5954w5Uxpx/m2CkvLK6trxfXSxubW9o69u9dUSSYJbZCEJ7IdgqKcxbShmea0nUoKIuS0FQ5uxn7rgUrFkvheD1PqC+jFLGIEtJEC+8BL2Rn2eiAE4FPsAU/7EMjALjsVZwK8SNwZKaMZ6oH95XUTkgkaa8JBqY7rpNrPQWpGOB2VvEzRFMgAerRjaAyCK j+f3D/Cx0bp4iiRpmKNJ+rviRyEUkMRmk4Buq/mvbH4n9fJdHTl5yxOM01jMl0UZRzrBI/DwF0mKdF8aAgQycytmPRBAtEmspIJwZ1/eZE0qxX3vFK9uyjXrmdxFNEhOkInyEWXqIZuUR01EEGP6Bm9ojfryXqx3q2PaWvBms3soz+wPn8AXyCVDA==</latexit>
+
<latexit sha1_base64="HFb7vPGXWshKfdtTiumEDK16me0=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoMevGYgHlAsoTZSW8yZnZ2m ZkVQsgXePGgiFc/yZt/4yTZgyYWNBRV3XR3BYng2rjut5NbW9/Y3MpvF3Z29/YPiodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+6wmV5rF8MOME/YgOJA85o8ZK9YteseSW3TnIKvEyUoIMtV7xq9uPWRqhNExQrTuemxh/QpXhTOC00E01JpSN6AA7lkoaofYn80On5MwqfRLGypY0ZK7+n pjQSOtxFNjOiJqhXvZm4n9eJzXhjT/hMkkNSrZYFKaCmJjMviZ9rpAZMbaEMsXtrYQNqaLM2GwKNgRv+eVV0qyUvctypX5Vqt5mceThBE7hHDy4hircQw0awADhGV7hzXl0Xpx352PRmnOymWP4A+fzB3LTjLM=</latexit>
+
<latexit sha1_base64="HFb7vPGXWshKfdtTiumEDK16me0=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoMevGYgHlAsoTZSW8yZnZ2m ZkVQsgXePGgiFc/yZt/4yTZgyYWNBRV3XR3BYng2rjut5NbW9/Y3MpvF3Z29/YPiodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+6wmV5rF8MOME/YgOJA85o8ZK9YteseSW3TnIKvEyUoIMtV7xq9uPWRqhNExQrTuemxh/QpXhTOC00E01JpSN6AA7lkoaofYn80On5MwqfRLGypY0ZK7+n pjQSOtxFNjOiJqhXvZm4n9eJzXhjT/hMkkNSrZYFKaCmJjMviZ9rpAZMbaEMsXtrYQNqaLM2GwKNgRv+eVV0qyUvctypX5Vqt5mceThBE7hHDy4hircQw0awADhGV7hzXl0Xpx352PRmnOymWP4A+fzB3LTjLM=</latexit>
 <latexit sha1_base64="1wWJZzuqkwoOr8BrbeaugX9EN5c=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgxbAbBT0GvXhMwDwgWcLspDcZMzu7z MwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGdzO/9YRK81g+mHGCfkQHkoecUWOl+kWvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T 0xopPU4CmxnRM1QL3sz8T+vk5rwxp9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaVbK3mW5Ur8qVW+zOPJwAqdwDh5cQxXuoQYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A3XbjLU=</latexit>
 <latexit sha1_base64="1wWJZzuqkwoOr8BrbeaugX9EN5c=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgxbAbBT0GvXhMwDwgWcLspDcZMzu7z MwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGdzO/9YRK81g+mHGCfkQHkoecUWOl+kWvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T 0xopPU4CmxnRM1QL3sz8T+vk5rwxp9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaVbK3mW5Ur8qVW+zOPJwAqdwDh5cQxXuoQYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A3XbjLU=</latexit>
↵˜A(✓)
<latexit sha1_base64="TOjYuIB6jw71wf7y2lAIe6FyXSs=">AAACAXicbVDLSgNBEJz1GeMr6kXwMhgEvYRdFfQY9eIxgkmE7BJ6J71mcPbBT K8Qgl78FS8eFPHqX3jzb5w8DppY0FBUddPdFWZKGnLdb2dmdm5+YbGwVFxeWV1bL21sNkyaa4F1kapU34RgUMkE6yRJ4U2mEeJQYTO8uxj4zXvURqbJNfUyDGK4TWQkBZCV2qVtn6TqIPdBZV1on/F9n7pIcNAuld2KOwSfJt6YlNkYtXbpy++kIo8xIaHAmJbnZhT0QZMUCh+Kfm4wA3EHt9iyNIEYT dAffvDA96zS4VGqbSXEh+rviT7ExvTi0HbGQF0z6Q3E/7xWTtFp0JdJlhMmYrQoyhWnlA/i4B2pUZDqWQJCS3srF13QIMiGVrQheJMvT5PGYcU7qhxeHZer5+M4CmyH7bJ95rETVmWXrMbqTLBH9sxe2Zvz5Lw4787HqHXGGc9ssT9wPn8AMNCWEg==</latexit>
↵˜B(✓)
<latexit sha1_base64="xX+aACvgfr68GpPLNICl5D+2I5E=">AAACAXicbVDJSgNBEO1xjXEb9SJ4aQyCXsJMFPQo8eIxglEhE0JNpyZp0rPQX SOEQS/+ihcPinj1L7z5N3aWg9uDgsd7VVTVCzMlDXnepzMzOze/sFhaKi+vrK6tuxubVybNtcCmSFWqb0IwqGSCTZKk8CbTCHGo8DocnI3861vURqbJJQ0zbMfQS2QkBZCVOu52QFJ1kQegsj506nw/oD4SHHTcilf1xuB/iT8lFTZFo+N+BN1U5DEmJBQY0/K9jNoFaJJC4V05yA1mIAbQw5alCcRo2 sX4gzu+Z5Uuj1JtKyE+Vr9PFBAbM4xD2xkD9c1vbyT+57Vyik7ahUyynDARk0VRrjilfBQH70qNgtTQEhBa2lu56IMGQTa0sg3B//3yX3JVq/qH1drFUeW0Po2jxHbYLttnPjtmp+ycNViTCXbPHtkze3EenCfn1XmbtM4405kt9gPO+xcyXZYT</latexit>
 B = 2↵r
<latexit sha1_base64="AumpsIJ+3odfuvMsehXA3hAtixI=">AAAB+XicbVBNS8NAEJ3Ur1q/oh 69LBbBU0mqoBeh1IvHCvYDmhA22027dLMJu5tCCf0nXjwo4tV/4s1/47bNQVsfDDzem2FmXphyprTjfFuljc2t7Z3ybmVv/+DwyD4+6agkk4S2ScIT2QuxopwJ2tZMc9pLJcVxyGk3HN/P/e6ESsUS8aSnK fVjPBQsYgRrIwW27aUjFjTv6h7m6QgHMrCrTs1ZAK0TtyBVKNAK7C9vkJAspkITjpXqu06q/RxLzQins4qXKZpiMsZD2jdU4JgqP19cPkMXRhmgKJGmhEYL9fdEjmOlpnFoOmOsR2rVm4v/ef1MR7d+zkSa aSrIclGUcaQTNI8BDZikRPOpIZhIZm5FZIQlJtqEVTEhuKsvr5NOveZe1eqP19VGs4ijDGdwDpfgwg004AFa0AYCE3iGV3izcuvFerc+lq0lq5g5hT+wPn8A5uOTLw==</latexit>
 A = 0
<latexit sha1_base64="QeaK3Qa+1iABVtZxDCcpAPnbUjM=">AAAB73icbVDLSgNBEOyNrxhfUY 9eBoPgKexGQS9C1IvHCOYByRJmJ51kyOzsOjMrhCU/4cWDIl79HW/+jZNkD5pY0FBUddPdFcSCa+O6305uZXVtfSO/Wdja3tndK+4fNHSUKIZ1FolItQKqUXCJdcONwFaskIaBwGYwup36zSdUmkfywYxj9 EM6kLzPGTVWanXiIe9eX7ndYsktuzOQZeJlpAQZat3iV6cXsSREaZigWrc9NzZ+SpXhTOCk0Ek0xpSN6ADblkoaovbT2b0TcmKVHulHypY0ZKb+nkhpqPU4DGxnSM1QL3pT8T+vnZj+pZ9yGScGJZsv6ieC mIhMnyc9rpAZMbaEMsXtrYQNqaLM2IgKNgRv8eVl0qiUvbNy5f68VL3J4sjDERzDKXhwAVW4gxrUgYGAZ3iFN+fReXHenY95a87JZg7hD5zPH0isj3g=</latexit>
r
<latexit sha1_base64="mcxbHMlpexUZOQ80I65L7N8gjUM=">AAAB6Hi cbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B +fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlpuqXK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnA qelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbE o2BG/55VXSrlW9i2qteVmp3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH3m+M+g==</latexit>
O
<latexit sha1_base64="GaKRjcxSBA8vmj115Ee3A9y0aWc=">AAAB6HicbVDLSg NBEOyNrxhfUY9eBoPgKexGQY9BL95MwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci 6xYbgR2E4U0igQ2ApGtzO/9YRK81g+mHGCfkQHkoecUWOl+n2vWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZ UsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaVbK3kW5Ur8sVW+yOPJwAqdwDh5cQRXuoAYNYIDwD K/w5jw6L86787FozTnZzDH8gfP5A6ljjNc=</latexit>
Figure 6: Left diagram: geodesic arc (in yellow) on a constant time slice of conical AdS
between two points A and B on a circle (in red) of radius r and with angular coordinates
φA = 0 and φB = 2αr. For simplicity, the conical parameter  = 1− γ is taken to be much
smaller than one, so the geodesics take a similar form as those in pure AdS. Right diagram:
kinematic space (θ, α˜) with point curves α˜A(θ) and α˜B(θ) corresponding to the two bulk
points in the left diagram. The geodesic distance between A and B is computed by an
integral in kinematic space over the region ∆AB enclosed by the two point curves.
We can now compute the chord length for pure AdS and conical AdS by inserting specific
embedding coordinates. In the standard coordinates (t, r, φ) for pure AdS the geodesic
length between the two bulk points A = (0, r, θ−αr) and B = (0, r, θ+αr) is (see figure 5)
λvac = L arccosh
[
1 + 2 (r/L)2 sin2(αr)
]
= 2L arcsinh[(r/L) sin(αr)]
= 2L arctanh
[
(r/L) sin(αr)√
1 + (r/L)2 sin2(αr)
]
.
(B.11)
A similar calculation using the embedding coordinates (A.15) for conical AdS shows
λcon = L arccosh
[
1 + 2 r2/(γL)2 sin2(γαr)
]
= 2L arcsinh [r/(γL) sin(γαr)]
= 2L arctanh
[
r/(γL) sin(γαr)√
1 + r2/(γL)2 sin2(γαr)
]
.
(B.12)
In other words, the conical AdS result for a disk of radius r is obtained from the pure AdS
case by replacing r → r/γ and αr → γαr.
From the kinematic space formalism: An alternative way to derive the chord length between
two bulk points A and B is from the integral of the Crofton form over kinematic space [26]
λ(A,B)
4G
=
1
4
∫
∆AB
ω(θ, α˜). (B.13)
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In this appendix we parametrize kinematic space with the pair (θ, α˜), where θ is the center
of a spatial boundary region and 2α˜ is the angular size of the region (see figure 5). The
Crofton form ω is the volume form on kinematic space, and the integration region ∆AB is
the region in kinematic space between the two point curves α˜A(θ) and α˜B(θ) associated to
the bulk points A and B, respectively. We recall that a point curve α˜p(θ) is formed by all
geodesics on a constant time slice in AdS that intersect a bulk point p. The region ∆AB
corresponds in the bulk to the set of all geodesics which intersect the geodesic arc between
the points A and B (see figure 6).
Using the expression for the Crofton form in terms of the entanglement entropy (2.9),
and c = 3L/(2G), we can also write the chord length as
λ = −3L
4c
∫ 2pi
0
dθ ∂α˜S(α˜)
∣∣∣α˜A(θ)
α˜B(θ)
. (B.14)
Here we employed Stokes’ theorem to remove the integration over α˜. We would like to
compute the chord length between two points A and B in conical AdS space, which lie on
a circle of radius r. The pure AdS case can be obtained by setting γ = 1 at every step.
Suppose the bulk angular coordinates are given by φA = 0 and φB = 2αr. Then, it follows
from (B.6) that the point curves of A and B satisfy the following equations
α˜A(θ) =
1
γ
arccos
[
r√
r2 + γ2L2
cos(γθ)
]
α˜B(θ) =
1
γ
arccos
[
r√
r2 + γ2L2
cos[γ(θ − 2αr)]
]
.
(B.15)
The two point curves intersect themselves, i.e. α˜A(θ) = α˜B(θ), at two points in kinematic
space given by P = {θ = αr} and P ′ = {θ = pi/γ + αr}. These two points are depicted in
the right diagram of figure 6 and they denote a unique geodesic in the bulk passing through
both the points A and B. The only difference between P and P ′ is that the orientation of
the geodesic is opposite for these two points.
The entanglement entropy of an excited state in a CFT dual to conical AdS is given
by Scon(α˜) = c3 log [2L/(µγ) sin(γα˜)], cf. equation (2.43), where µ is a UV cutoff and L is
the radius of the cylinder, and hence its derivative is
∂α˜S
con(α˜) = γ
c
3
cos(γα˜)
sin(γα˜)
. (B.16)
Plugging this into (B.14) yields that the contributions from the two point curves α˜A and α˜B
are equal due to the circular symmetry of the setup. Further, to account for the orientation
of the geodesics, we need to add appropriate signs for the four different integration regions
inside ∆AB (see figure 6 for our sign convention). The chord length thus consists of four
different integrals
λcon = −γL
2
[
−
∫ αr
0
+
∫ pi/γ
αr
+
∫ pi/γ+αr
pi/γ
−
∫ 2pi/γ
pi/γ+αr
]
dθ
cos(γα˜)
sin(γα˜)
∣∣∣∣∣
α˜A(θ)
. (B.17)
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The transformation θ → θ + pi/γ reverses the orientation of the geodesics, and it flips the
sign of the integrand. This implies that the first and third integral, and the second and
fourth integral, give the same result. The first and second integral are also the same, since
the integral vanishes for the values θ = 0 and θ = pi/γ. The four different integrals are
therefore all equal, and hence after rewriting the integrand we find
λcon = 2γL
∫ αr
0
dθ
x(θ)√
1− x2(θ) with x(θ) =
r√
r2 + γ2L2
cos(γθ). (B.18)
Finally, this integral yields the same expression for the chord length as (B.12)
λcon = 2L arctanh
[
r/(γL) sin(γαr)√
1 + r2/(γL)2 sin2(γαr)
]
. (B.19)
C Conformal isometry of causal diamonds on the cylinder
The conformal isometry of a causal diamond in Minkowski space is well studied in the
literature [14, 27, 72]. However, Minkowski space corresponds to the conformal boundary
of the Poincare´ patch of AdS, whereas in the present paper we work in global AdS, whose
conformal boundary is a (Lorentzian) cylinder. In this appendix we derive the conformal
Killing vector generating the conformal isometry that preserves a causal diamond on the
two-dimensional cylinder in two distinct ways: from the generators of the conformal group
and from the boundary limit of the boost Killing vector of Rindler-AdS3.
C.1 From the conformal group
On the complex plane the generators of the global conformal group are ∂z, ∂z¯ which gen-
erate translations, z∂z, z¯∂z¯ which generate dilatations and rotations, and z
2∂z, z¯
2∂z¯ which
generate special conformal transformations. These generators can be mapped to the gen-
erators of the conformal group on the cylinder by the conformal transformation ω = i log z,
where ω = θ + iτE parametrizes the (Euclidean) cylinder. The line element transforms as
dzdz¯ = ei(ω¯−ω)dωdω¯ = e2τE (dτ2E+dθ
2). Since a conformal generator remains a generator of
the conformal group after a Weyl rescaling of the metric, we can safely ignore the conformal
factor. The basis of conformal generators on the cylinder is thus given by
{e−iω∂ω, ∂ω, eiω∂ω} ∪ {ω → ω¯} . (C.1)
In Lorentzian signature the complex coordinate is ω = θ − τ and its complex conjugate is
ω¯ = θ+τ , where τ = −iτE is the Lorentzian time. Together ω and ω¯ form a null coordinate
system on the cylinder. In the following, however, we take the null coordinates to be the
retarded and advanced times u = τ−θ and v = τ+θ, since they are both increasing towards
the future. We write the basis of generators now in terms of trigonometric functions of
these null coordinates
{∂u, sinu ∂u, cosu ∂u} ∪ {u→ v} . (C.2)
The Killing vector fields ∂u+∂v and −∂u+∂v, respectively, generate time translations and
rotations on the cylinder, and the other four basis vectors are conformal Killing vectors
which do not generate isometries of the metric −dudv.
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We put the origin of the null coordinate system, u = v = 0, at the center of the causal
diamond. The lines u = ±α and v = ±α are the null boundaries of the diamond. Since
the diamond has a reflection symmetry across the u = v line (the t-axis), the conformal
isometry that preserves the diamond must be invariant under the exchange of u and v.
The conformal Killing vector which generates this conformal isometry therefore takes the
general form
ξ = A(u)∂u +A(v)∂v,
with A(u) = a+ b sinu+ c cosu.
(C.3)
To remain inside the diamond the flow of ξ must leave the vertices u = v = ±α and the edge
v = −u = α of the diamond fixed. This requirement yields A(±α) = 0, which determines
the function up to a normalization: A(u) = c (cosu− cosα) . The normalization is fixed
by demanding that the surface gravity of ξ is equal to one, κ = −A′(α) = c sinα = 1, at
the future null boundary of the diamond. Thus, the conformal Killing vector whose flow
preserves a causal diamond on the cylinder, and which has unit surface gravity, is in terms
of null coordinates
ξ =
1
sinα
[
(cosu− cosα) ∂u + (cos v − cosα) ∂v
]
. (C.4)
In terms of the τ and θ coordinates on the Lorentzian cylinder, ξ becomes
ξ =
1
sinα
[
(cos τ cos θ − cosα) ∂τ − sin τ sin θ ∂θ
]
. (C.5)
As a limiting case, note that for small diamonds, i.e. u, v, α 1, ξ reduces to the expression
in flat space [14, 27]
ξ =
1
2α
[(
α2 − u2) ∂u + (α2 − v2) ∂v] . (C.6)
An illustration of ξ is given in figure 7, where we have also indicated the boost Killing vector
of the associated Rindler wedge in the bulk. We will discuss the latter in the following
section.
C.2 From the boundary limit of the boost Killing vector
The conformal isometry that preserves a causal diamond on the Lorentzian cylinder can
also be obtained from the boundary limit of a proper isometry of AdS space. This is
because the conformal Killing vector ξ of a causal diamond in flat space extends to the
boost Killing vector χ of the Rindler wedge of AdS space (see figure 7). The boost Killing
vector generates proper time translations for uniformly accelerating (Rindler) observers in
AdS with a > L−1. The vector field χ takes quite a simple form in Poincare´ coordinates [14],
but is slightly more complicated in global AdS coordinates, as we will see below. We need
the expression for χ in global coordinates, since its boundary limit yields the conformal
Killing vector of a diamond on the cylinder, which is the conformal boundary of global
AdS.
It is straightforward to derive the Killing vectors of AdS from the embedding space
(see appendix A). The isometry group of AdS3, SO(2, 2), is generated by six linearly inde-
pendent Killing vectors in the embedding space R2,2: two generators of rotations and four
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Figure 7: The Rindler wedge of pure AdS3 with associated boundary causal diamond
(in black). The bifurcation surface (in green) of the AdS-Rindler horizon is the Ryu-
Takayanagi surface associated to the entangling region of angular size 2α (in blue). The
boost Killing vector χ (with flow in green) of AdS-Rindler asymptotes to the conformal
Killing vector ξ, which generates a flow (in blue) inside the boundary causal diamond.
generators of boosts. The boost Killing vector of the AdS-Rindler wedge corresponds to
the Killing vector associated with a boost in the (T 2, X1) plane of the embedding space.
This is because the embedding coordinates T 2 and X1 for AdS-Rindler space, in equa-
tion (A.7), parametrize a Rindler observer (or hyperbola) in embedding space, with proper
time σ = L arctanh(T 2/X1) and proper distance % =
√
(X1)2 − (T 2)2. Rindler observers
in embedding space are therefore in one-to-one correspondence with Rindler observers in
AdS [125]. Indeed, the Killing vector which generates a boost in the (T 2, X1) plane of
embedding space, B = X1∂T 2 + T
2∂X1 , becomes the generator of σ-time translations in
AdS-Rindler space, i.e. B = L∂σ.
Next, we compute the boost Killing vector in the global coordinates (A.3) for AdS
B =
rL√
L2 + r2
cos(t/L) cosφ∂t +
√
L2 + r2 sin(t/L) cosφ∂r −
√
L2 + r2
r
sin(t/L) sinφ∂φ.
(C.7)
The boost Killing vector becomes null on the AdS-Rindler horizon, which in global coor-
dinates is described by {cos(t/L± pi/2) = r√
r2+L2
cosφ}, and vanishes at the boundary
vertices {t = ±piL/2, r = ∞, φ = 0} and at the straight line {t = 0, φ = pi/2, 3pi/2}. Note
that the straight line, which is the bifurcation surface of the horizon, cuts the t = 0 time
slice of AdS in two wedges of equal size, since each wedge subtends an angle pi. In other
words, the left and right AdS-Rindler wedges both cover half of the boundary cylinder at
t = 0. This is also manifest from the boundary limit r → ∞ of the boost Killing vector,
which equals (C.5) only for α = pi/2. Hence, we have not yet found the extension into the
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bulk of the most general boundary conformal Killing vector ξ, which should hold for any α.
Fortunately, we can move the bifurcation surface of the horizon by an isometry of
AdS to a new position that intersects the boundary at φ = α and φ = 2pi − α. The new
bifurcation surface subtends an angle 2α at the boundary, instead of pi as in the previous
case. A simple isometry that relates different bifurcation surfaces (and hence different
AdS-Rindler wedges) is a boost in the (T 1, X1) plane of embedding space [72]. This boost
transforms the embedding coordinates as
(T 1)′ = coshβ T 1 − sinhβ X1,
(X1)′ = coshβ X1 − sinhβ T 1, (C.8)
where β is an arbitrary rapidity parameter which ranges from −∞ to∞. The boost Killing
vector of the transformed AdS-Rindler wedge is now given by the boost generator in the
(T 2, (X1)′) plane
χ = (X1)′∂T 2 + T 2∂(X1)′ . (C.9)
By substituting T 1 and X1 in (A.7) with (T 1)′ and (X1)′, respectively, the induced metric
for the new AdS-Rindler wedge is identical to the one given by equation (A.8), and the
boost Killing vector remains equal to
χ = L∂σ (C.10)
in AdS-Rindler coordinates. Relative to global coordinates, however, the AdS-Rindler
wedge has been displaced by the boost (C.8), since we use the same embedding coordinates
for global AdS as before performing the boost. Hence in global coordinates the new boost
Killing vector (C.9) takes a different form compared to the one in equation (C.7). In order
to derive this form, we first express the boost Killing vector in terms of the unprimed
embedding coordinates
χ = coshβ B − sinhβ H, with (C.11)
B = X1∂T 2+T
2∂X1 and H = T
1∂T 2 − T 2∂T 1 . (C.12)
Here H generates rotations in the (T 1, T 2) plane. We would like to express χ, however, in
terms of the boundary opening angle α instead of the rapidity β. Their relation can be
derived as follows. By inverting the boost (C.8) and plugging in the embedding coordinates
(T 1)′ =
√
%2 + L2 cosh(u/L) and (X1)′ = % cosh(σ/L), we find
T 1 = coshβ
√
%2 + L2 cosh(u/L) + sinhβ % cosh(σ/L),
X1 = coshβ % cosh(σ/L) + sinhβ
√
%2 + L2 cosh(u/L).
(C.13)
The transformation between the AdS-Rindler and the global coordinate system can be
found by inserting the embedding coordinates T 1 and X1 for global AdS given by (A.3)
into these equations, and identifying the other two (not boosted) embedding coordinates
T 2 and X2 for global AdS with those for AdS-Rindler space given by (A.7). The resulting
coordinate transformation is37
tan(t/L) =
% sinh(σ/L)
coshβ
√
%2 + L2 cosh(u/L) + sinhβ % cosh(σ/L)
,
37For β = 0 this is consistent with the coordinate transformation in equation (2.6) of [126].
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tanφ =
√
%2 + L2 sinh(u/L)
coshβ % cosh(σ/L) + sinhβ
√
%2 + L2 cosh(u/L)
, (C.14)
r2 =
(
coshβ % cosh(σ/L) + sinhβ
√
%2 + L2 cosh(u/L)
)2
+
(
%2 + L2
)
sinh2(u/L).
The time slice σ = 0 corresponds to t = 0 in global coordinates. The bifurcation surface of
the horizon lies inside that time slice and intersects the asymptotic boundary at u/L =∞
in AdS-Rindler coordinates, and at φ = α and φ = 2pi − α in global coordinates. The
relation between β and α thus follows from evaluating the second equation at σ = 0 and
taking the limit %/L→∞ and, subsequently, u/L→∞, i.e.
coshβ =
1
sinα
and sinhβ =
1
tanα
, (C.15)
where β now ranges from 0 to ∞, and we still have 0 ≤ α ≤ pi/2. As a function of α the
boost Killing vector (C.11) is hence given by
χ =
1
sinα
(
B − cosαH). (C.16)
Note that for α = pi/2 (or β = 0) the boost Killing vector reduces to χ = B. In global
AdS coordinates the Killing vector H is simply the generator of time translations H = L∂t,
whereas B is given by (C.7). Therefore, in global coordinates we find
χ =
1
sinα
[(
rL√
L2 + r2
cos(t/L) cosφ− L cosα
)
∂t +
√
L2 + r2 sin(t/L) cosφ∂r
−
√
L2 + r2
r
sin(t/L) sinφ∂φ
]
.
(C.17)
One can readily verify that the vertices {t = ±αL, r = ∞, φ = 0} of the boundary causal
diamond and the extremal surface {t = 0, cosα = r√
r2+L2
cosφ} are fixed points of the flow
of χ. The extremal surface is the bifurcation surface of the horizon. Further, χ becomes null
on the past and future Killing horizon, which are given by {cos(t/L± α) = r√
r2+L2
cosφ}
in global coordinates or % = 0 in AdS-Rindler coordinates. The normalization of χ is such
that the surface gravity is unity, κ = 1, at the future horizon. Furthermore, let us stress
that under the mapping (C.14) the boost Killing field above turns into L∂σ.
In terms of the dimensionless sausage coordinates (A.6) the boost generator reads
χ =
1
sinα
[(
2z
1 + z2
cos τ cosφ− cosα
)
∂τ +
1− z2
2
sin τ cosφ∂z − 1 + z
2
2z
sin τ sinφ∂φ
]
,
(C.18)
and in terms of the spherical coordinates (A.12) the boost Killing vector is simply38
χ =
1
sinα
[(
cos τˆ cos φˆ− cosα
)
∂τˆ − sin τˆ sin φˆ∂φˆ
]
. (C.19)
38This expression agrees with the boost Killing vector in equation (2.32) of the recent paper [110].
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Surprisingly, this is independent of the bulk angular coordinate ψ, and hence the expression
does not change in the asymptotic limit ψ → 0 or pi. The boundary limit r →∞ and z → 1
of the other expressions for χ, respectively (C.17) and (C.18), yield the same result for the
associated conformal Killing vector on the boundary cylinder
ξ = lim
bndy
χ =
1
sinα
[
(cos τ cos θ − cosα) ∂τ − sin τ sin θ ∂θ
]
. (C.20)
As expected, this matches with expression (C.5) for the conformal Killing vector which
generates the conformal isometry of a causal diamond on the boundary cylinder. Note
that we expressed ξ in terms of the dimensionless boundary coordinates τ and θ. Although
we have focussed on a three-dimensional bulk spacetime in this appendix, the equations
above for the boost Killing vector of AdS-Rindler space (and its corresponding boundary
limit) are also valid in higher dimensions. This is because the expression (C.11) for χ in
embedding coordinates remains the same.
Finally, for completeness, let us check that the embedding expression reproduces the
boost Killing vector in Poincare´ coordinates (A.9). The rotation and boost generators are
B =
1
2L
[
(L2 − t2 − x2 − z2)∂t − 2t(x∂x + z∂z)
]
,
H =
1
2L
[
(L2 + t2 + x2 + z2)∂t + 2t(x∂x + z∂z)
]
.
(C.21)
The rapidity β is in this case related to the radius R of a sphere at t = 0 in the flat
boundary space via R = e−βL [72].39 Combining this relation with (C.11) and (C.21), we
recover the known expression for the boost Killing vector in Poincare´ coordinates [14]
χ =
L
2R
[(
1 + (R/L)2
)
B − (1− (R/L)2)H]
=
1
2R
[(
R2 − t2 − x2 − z2) ∂t − 2tx∂x − 2tz∂z] . (C.22)
Note that the term involving H in the first equation is only nonzero if the radius of the
sphere is not equal to the AdS radius (see also appendix D in [28]). The transformation
between Poincare´ coordinates and AdS-Rindler coordinates, which maps the boost Killing
vector (C.22) to the time translation generator (C.10), can be obtained in a similar fashion
as the transformation (C.14) for global coordinates above (see for instance equation (80)
in [25]).
D Variation of coupling constants in the first law of causal diamonds
In this section we compute the contributions of the variation of gravitational coupling con-
stants in the first law of causal diamonds in maximally symmetric spacetimes. We consider
variations of both the cosmological constant and Newton’s constant, and prove that terms
proportional to the variation of Newton’s constant cancel out in the first law. We employ
39Comparing this to (C.15) we see that the radius of the sphere in flat space is given in terms of the
opening angle on the cylinder by R = L tan(α/2).
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the covariant phase space method [31, 32], which has been extended in [97, 127] to include
variations of couplings, and we follow the notation of [28].
Suppose L(φ, αi) = L(φ, αi) is a diffeomorphism invariant Lagrangian d-form that
depends on the dynamical fields φ and coupling constants αi. If one allows for variations of
coupling constants αi, then the on-shell fundamental variational identity in the covariant
phase space formalism becomes40
δHζ =
∮
∂D
δQζ +
∫
D
ζ · Eαiδαi. (D.1)
Here ζ is the conformal Killing vector of a maximally symmetric causal diamond, Hζ is the
Hamiltonian generating evolution along the flow of ζ, Qζ is the associated Noether charge
(d − 2)-form, and the d-form Eαi = (∂L/∂αi) is the derivative of the Lagrangian with
respect to the coupling αi.
Assuming minimal coupling, the Lagrangian uniquely splits into a gravitational and
a matter part: L = Lgrav + Lmat. We consider the gravitational Lagrangian for general
relativity plus a cosmological constant
Lgrav =
R− 2Λ
16piG
. (D.2)
We only take variations of the gravitational coupling constants αi = {Λ, G} into account
in the first law, and not of the matter couplings. The derivatives of the gravitational
Lagrangian with respect to Λ and G are
EΛ = − 
8piG
and EG = −R− 2Λ
16piG2
 = − Λ
(d− 2)4piG2 , (D.3)
where we evaluated the Ricci scalar on the maximally symmetric background in the last
equality. For Einstein gravity the fundamental identity thus takes the form
δHζ =
∮
∂D
δQζ − 1
8piG
(
δΛ +
2Λ
d− 2
δG
G
)∫
D
ζ · . (D.4)
The integral of ζ · over the disk can be identified with the thermodynamic volume Vζ (3.58).
Further, the Noether charge variation is given by∮
∂D
δQζ = − κ
8pi
δ
(
A
G
)
, (D.5)
where Newton’s constant is included in the variation. The Hamiltonian variation splits
into a gravitational and matter part, δHζ = δH
grav
ζ + δH
mat
ζ , with the gravitational part
defined as the symplectic form evaluated on the Lie derivative of the metric along ζ
δHgravζ =
∫
D
ω(g, δg,Lζg) =
∫
D
[δθ(g,Lζg)− Lζθ(g, δg)] . (D.6)
40See appendix A in [97] and section 2 in [127] for a derivation of this identity.
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Here θ is the so-called symplectic potential (d−1)-form. The Hamiltonian variation contains
contributions from both the variation of the metric and the variation of Newton’s constant,
δHgravζ = δgH
grav
ζ + δGH
grav
ζ , which are given by
δgH
grav
ζ = −
κk
8piG
δV and δGH
grav
ζ =
∫
D
δGθ(g,Lζg) = −d− 1
d− 2
κk
8pi
V δ
(
1
G
)
. (D.7)
This follows respectively from equations (3.35) and (3.9) in Ref. [28]. Therefore, plugging
(D.5) and (D.7) into the fundamental identity, we find a first law which includes variations
of both Λ and G
δHmatζ −
κk
8piG
(
δV − d− 1
d− 2 V
δG
G
)
= − κ
8piG
δA+
κA
8piG
δG
G
− Vζ
8piG
(
δΛ +
2Λ
d− 2
δG
G
)
.
(D.8)
However, we can deduce from the Smarr formula (4.8),
(d− 1)κkV = (d− 2)κA− 2VζΛ, (D.9)
that the terms involving the variation of Newton’s constant cancel each other. Thus, the
final form of the first law of causal diamonds is
δHmatζ −
κk
8piG
δV = − κ
8piG
δA− Vζ
8piG
δΛ, (D.10)
which agrees with the result in [28].
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