Abstract-This paper is concerned with the simultaneous evolution of artificial neural network (ANN) architectures and weights. The current practice in evolving ANN's is to choose the best ANN in the last generation as the final result. This paper proposes a different approach to form the final result by combining all the individuals in the last generation in order to make best use of all the information contained in the whole population. This approach regards a population of ANN's as an ensemble and uses a combination method to integrate them. Although there has been some work on integrating ANN modules [2], [3], little has been done in evolutionary learning to make best use of its population information. Four linear combination methods have been investigated in this paper to illustrate our ideas. Three real-world data sets have been used in our experimental studies, which show that the recursive least-square (RLS) algorithm always produces an integrated system that outperforms the best individual. The results confirm that a population contains more information than a single individual. Evolutionary learning should exploit such information to improve generalization of learned systems.
although the two are different in practice. We argue in this paper that the difference between learning and optimization can be exploited in evolutionary computation where both learning and optimization are population-based. The paper shows that a population contains more information than any single individual in the population. Such information can be used to improve generalization of learned systems. This paper proposes to linearly combine different individuals in the last generation to form the final integrated system. Although the idea of combining different modules has been studied in the ANN field and statistics [2] , [3] , few attempts have been made in evolutionary learning to use population information in forming the final system.
We have carried out experimental studies on three real-world problems to demonstrate the effectiveness of our proposed approach. We used EPNet [7] - [9] , an automatic ANN design tool based on an evolutionary programming algorithm, to evolve a population of ANN's. The performance of the best individual evolved was compared to that of the integrated system which was linearly combined from all the individuals in the last generation. The integrated system, whose linear combination weights were found by the recursive least-square (RLS) algorithm [10, pp. 31-33] outperformed the best individual in terms of generalization for all three problems we tested. The reason we consider the linear combination in this paper is its simplicity. The purpose here is not to find the best combination method, but to show the importance of using population information and the advantage of combining EANN's. Improved results can be expected if nonlinear combination methods are used.
The rest of this paper is organized as follows. Section II discusses the difference between evolutionary learning and optimization and the opportunity of exploiting such difference in population-based learning. Section III describes our evolutionary ANN design tool, EPNet, which uses the best individual in the last generation as the final output. Experimental results on the three real world problems will be presented in this section. Section IV gives the four combination methods we used in our studies. The purpose here is not to find the best combination method, but to demonstrate the effectiveness of our approach even with some simple methods. Finally, Section V concludes with a summary of the paper and some future research directions.
II. EVOLUTIONARY LEARNING AND OPTIMIZATION
Learning is often formulated as an optimization problem in the machine learning field. For example, backpropagation (BP) is often used to train feedforward ANN's [11] . This training process is also called the learning process of ANN's. BP is known as one of the most widely used learning algorithms. However, BP is in essence a gradient-based optimization algorithm which is used to minimize an error function (often a mean square error) of ANN's. The so-called learning problem here is a typical optimization problem in numerical analysis. Many improvements on the ANN learning algorithm are actually improvements over optimization algorithms [12] , such as conjugate gradient methods [13] , [14] .
Learning is different from optimization because we want the learned system to have best generalization, which is different from minimizing an error function. The ANN with the minimum error does not necessarily mean that it has best generalization unless there is an equivalence between generalization and the error function. Unfortunately, measuring generalization exactly and accurately is almost impossible in practice [15] , although there are many theories and criteria on generalization, such as the minimum description length (MDL) [16] , Akaike information criteria (AIC) [17] , and minimum message length (MML) [18] . In practice, these criteria are often used to define better error functions in the hope that minimizing the functions will maximize generalization. While better error functions often lead to better generalization of learned systems, there is no guarantee. Regardless of the error functions used, BP or other more advanced learning algorithms are still used as optimization algorithms. They just optimize different error functions. The nature of the problem is unchanged.
Similar situations occur with other machine learning methods, where an "error" function has to be defined. A "learning" algorithm then tries to minimize the function. However, no error functions can guarantee that they correspond to the true generalization [15] . This is a problem faced by most inductive learning methods. There is no way in practice one can get around this except for using a good empirical function which might not correspond to the true generalization. Hence, formulating learning as optimization in this situation is justified.
Evolutionary learning is a population-based learning method. Most people use an evolutionary algorithm to maximize a fitness function or minimize an error function, and thus face the same problem as that described above. Maximizing a fitness function is different from maximizing generalization. The evolutionary algorithm is actually used as an optimization algorithm, not a learning algorithm. While little can be done for traditional nonpopulation-based learning, there are opportunities for improving populationbased learning, e.g., evolutionary learning.
Since the maximum fitness is not equivalent to best generalization in evolutionary learning, the best individual with the maximum fitness in a population may not be the one we want. Other individuals in the population may contain some useful information that will help to improve generalization of learned systems. It is thus beneficial to make use of the whole population rather than any single individual. A population always contains at least as much information as any single individual. Hence, combining different individuals in the last generation to form an integrated system is expected to produce better results. This paper confirms that this is true by conducting a set of computational studies.
III. AN EVOLUTIONARY DESIGN SYSTEM FOR ANNS-EPNet
EPNet is an automatic system based on evolutionary programming (EP) [19] , [20] for designing feedforward ANN's [7] - [9] . The main structure of the system is shown in Fig. 1 .
EPNet does not use recombination operators in the simulated evolution in order to avoid the permutation (i.e., competing conventions) problem [21] - [23] . It relies on novel mutations and a rank-based selection scheme [24] . EPNet evolves both architectures and connection weights of ANN's simultaneously in order to reduce the noise in fitness evaluation [7] . In some of the previous studies in EANN's [25] , the evolution of ANN architectures was separated from the evolution of connection weights (i.e., training). That approach introduced some noises in fitness evaluation because the aim was to evaluate an ANN architecture without any weights, but it was an ANN with trained weights that was eventually evaluated [5] . The fitness of an architecture was affected by the random initial weights used in training and the training algorithm. In essence, the noise is caused by the one-to-many mapping from genotype to phenotype. A common method to reduce such noise is to evaluate many phenotypes and use their mean fitness as the genotype's fitness. However, such a method is computationally very expensive in EANN's.
The generation replacement strategy (i.e., generation gap) in EPNet is similar to that of a steady-state GA [26] or a continuous EP [27] . There is at most one individual which will be replaced by an offspring in any generation. The advantage of such replacement has been demonstrated by some computational studies [26] , [27] .
A. Mutations in EPNet
There are five types of mutation in EPNet: hybrid training, node deletion, connection deletion, connection addition, and node addition. Only one of them will be applied each time. Section III-B will explain how to select one of the mutations.
The hybrid training used in EPNet consists of a modified BP and simulated annealing (SA). The modified BP can adapt its learning rate for each individual in a population. SA is used to reduce the risk of getting stuck in a bad local optimum. A distinct feature of hybrid training is that it is partial. That is, EPNet does not train each individual until it converges. It only trains it for a fixed amount of time in each generation. This fixed amount is a parameter the user can choose. One motivation for partial training is to increase the computational efficiency of fitness evaluation. It would be too time-consuming to train an individual until it converges in each generation.
There is a close behavioral link between a parent and its offspring in EPNet. Hybrid training is always attempted before any architectural mutations because the latter cause larger changes in ANN's behavior. After every architectural mutation (i.e., node/connection deletion/addition), there is a partial training phase before the next generation starts. Since an architectural change without any weight adjustment can cause a dramatic change in the behavior of an ANN, this partial training phase plays an important role in maintaining a closer behavioral link between parents and offspring. From search's point of view, training plays the role of local search while EP conducts global search. The fitness evaluation is based on a local optimum an individual can find through training, rather than on the starting state of the individual which can be quite poor due to an architectural mutation.
Node deletion in EPNet is done totally at random, i.e., a node is selected uniformly at random for deletion. However, the other three architectural mutations are not uniformly at random. Connection deletion and addition use a nonuniform probability distribution to decide which connection to delete or add based on the importance of the connection [7] , [28] . Node addition is achieved by splitting an existing node [29] , rather than by introducing a random one. Two nodes obtained by splitting an existing node have the same connections as the existing node. The weights of these new nodes have the following values:
where is the weight vector of the existing node and are the weight vectors of the new nodes, is a mutation parameter which may take either a fixed or random value, and and indicate nodes which have a connection to/from node . This method helps greatly in maintaining the behavioral link between the parent and its offspring. It also reduces blindness caused by a random node.
B. Improving Generalization in EPNet
EPNet does not use an explicit complexity (regularization) term in the fitness function to penalize large ANN's due to the difficulty of balancing the coefficient for accuracy and that for complexity in practice, although there were attempts in using MDL, AIC [30] , or Occam's razor [31] to balance the two terms (accuracy and complexity). Instead, EPNet encourages small ANN's by ordering different mutations. The order of attempting five mutations is hybrid training, node deletion, connection deletion, connection addition, and node addition. Deletions are always attempted before additions. If a particular deletion is successful, i.e., the new offspring is better than the worst individual in the current population, no additions will be applied. This ordering implies that a small network will always be preferred if it can do the job. Our experimental studies with many benchmark problems have shown the effectiveness of this method [7] - [9] .
Validation sets have been used in EPNet to improve generalization of evolved ANN's. EPNet trains an individual on a training set, but evaluates it on a validation set. All fitness values are calculated based on the validation, not the training set. After the simulated evolution, all the individuals in the last generation are trained further by the modified BP on the combined training and validation set. A second validation set is used to stop this training and select the best individual as the output of EPNet.
C. Experimental Studies
We have applied EPNet to three real-world problems. The data sets were obtained from the UCI machine learning repository. The first is the Australian credit card data set. The problem is to assess applications for a credit card based on a number of attributes. There are 690 examples in total. The output has two classes. The 14 attributes include six numeric values and eight discrete ones, the latter having between two and 14 possible values.
The second is the diabetes data set. This two-class problem has 500 examples of class 1 and 268 of class 2. There are eight attributes for each example. The data set is rather difficult to classify. The so-called "class" value is really a binarized form of another attribute which is itself highly indicative of certain types of diabetes but does not have a one to one correspondence with the medical condition of being diabetic.
The third is the heart disease data set. The purpose here is to predict the presence or absence of heart disease given the results of various medical tests carried out on a patient. This data set has 13 attributes, which have been extracted from a larger set of 75. The data set originally contained 303 examples but six of these contained missing class values and so were discarded leaving 297. Twenty-seven of these were retained in case of dispute, leaving a final total of 270. There are two classes: presence and absence (of heart disease). This is a reduction of the number of classes in the original data set in which there were four different degrees of heart disease.
Two validation sets have been used in all our experiments. The first, V-set 1, is used in the fitness evaluation. The second, V-set 2, is used in the last step of EPNet, i.e., further training. The best individual with the minimum error rate on V-set 2 will be chosen as the final result. If there is a tie, the individual with the minimum error rate on the combined training set and V-set 1 will be the final result. If a tie still exists, the individual with the minimum error on the combined training set and Vset 1 will be the final result. The final individual will then be tested on an unseen testing set.
For all our experiments, each data set was randomly partitioned into four subsets, a training set, V-set 1, V-set 2 and a testing set. The size of the training set, V-set 1, V-set 2, and testing set was 50, 12.5, 12.5, and 25% of all examples, respectively. Such partition follows previous suggestions on benchmarking [32] . The input attributes used for EANN's were rescaled to between 0.0 and 1.0 by a linear function. The output attributes of all the problems were encoded using a 1-of-output representation for classes. The winnertakes-all method is used in our EANN's, i.e., the output with the highest activation designates the class.
The parameters used in our experiments were set to be the same for all three problems: the population size (20) ; the maximum number of generations (100); the initial number of hidden nodes (2-8, which means the number of hidden nodes in any initial individual was generated at random between 2 and 8); the initial connection density (0.75, which means the probability of having a connection between two nodes is 0.75; the constraint of feedforward ANN's cannot be violated of course); the initial learning rate (0.2); the number of mutated hidden nodes (1, which means only one node would be deleted/added in each mutation); and the number of mutated connections (1-3, which means the number of mutated connections is between 1 and 3). These parameters were selected after a very modest search. We found that EPNet was not very sensitive to these parameters. Tables I and II show 
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IV. A POPULATION OF EANN'S AS AN ENSEMBLE
As discussed in Section II, the previous implementation of EPNet actually used EP as an optimization algorithm to minimize ANN's error rate on a validation set. The best individual was always chosen as the final output. The rest of the population was discarded. However, an individual with the minimum error rate on a validation set might not have the minimum error rate on a unseen testing set. The rest of the population may contain some useful information for improving generalization of EANN's. In order to integrate useful information in different individuals in the last generation, we can treat each individual as a module and linearly combine them together. We will call this combined system as an ensemble of EANN's. The reason we consider linear combination is its simplicity. The purpose here is not to find the best combination method, but to show the importance of using population information and the advantage of combining 
A. Majority Voting
The simplest linear combination method is majority voting. That is, the output of the most number of EANN's will be the output of the ensemble. If there is a tie, the output of the EANN (among those in the tie) with the lowest error rate on V-set 2 will be selected as the ensemble output. The ensemble in this case is the whole population. All individuals in the last generation participate in voting and are treated equally.
The results of majority voting on the three problems are given in Table IV . The majority voting method outperformed the single best individual on two out of three problems. This is rather surprising since majority voting did not consider the difference among different individuals. It performed worse than the best individual on the heart disease problem probably because it treated all individuals in the population equally. However, not all individuals are equally important. Some may perform poorly due to a mutation in the previous generation. The greatest advantage of majority voting is its simplicity. It requires virtually no extra computational cost. Table V shows the results of the -test comparing the best individual to the ensemble formed by majority voting. At the 0.05 level of significance, the ensemble is better than the best individual for the Australian credit card and diabetes problems and worse for the heart disease problem.
B. Rank-Based Linear Combination
One way to consider differences among individuals without involving much extra computational cost is to use the fitness information to compute a weight for each individual. In particular, we can use EANN's ranking to generate weights for each EANN in combining the ensemble output. That is, given sorted EANN's with an increasing error rate on V-set 2, where is the population size, and their outputs Then the weight for the th EANN is (1) where is a scaling factor. It was set as 0.75, 0.5, and 0.75 for the Australian credit card, diabetes and heart disease problem, respectively. These numbers were selected after modest preliminary experiments with and . The ensemble output is (2) The results of the rank-based linear combination method are given in Table VI . In this case, the results produced by the ensemble are either better than or as good as those produced by the best individual. Table VII shows the results of the -test comparing the best individual to the ensemble formed by the rank-based linear combination. The ensemble is better than the best individual for the Australian credit card and diabetes problems at the 0.05 level of significance. It also outperforms the best individual for the heart disease problem (no statistical significance, however).
C. Linear Combination by the RLS Algorithm
One of the well-known algorithms for learning linear combination weights (i.e., one-layer linear networks) is the RLS algorithm [10, pp. 31-33] . It is used to find the weights that minimize the mean-square-error (3) where is the number of training examples and is the desired output for example . (There should have another summation over all the outputs of the ensemble on the righthand side of (3). We omitted it from our discussion for the sake of convenience.) Minimizing the error with respect to weight yields (4) Equation (4) can be expressed in matrix form (5) where (6) and (7) A unique solution to (5) exists if the correlation matrix is nonsingular. The weight vector could be found by inverting and multiplying it by according to (5) . However, this method is time-consuming because whenever a new training example becomes available it requires inversion and multiplication of matrices. The RLS algorithm [10, pp. 31-33] uses a different method to determine the weights.
From (6) and (7) we can get (8) and (9) Using (5), (8), and (9), we can get (10) where (11) and (12) A recursion for is given by [10] (13)
In our implementation of the above RLS algorithm, three runs were always performed with different initial and . The initial weights were generated at random in where and , and is an unit matrix. The best result out of the three runs was chosen as the output from the RLS algorithm.
The results of the ensemble formed by the RLS algorithm are given in Table VIII . It is clear that the ensemble performed better than the best individual for all three problems. The results also indicate that a better combination method can produce better ensembles. In fact, the RLS algorithm is one of the recommended algorithms for performing linear combinations [2] , [3] . However, other algorithms [35] can also be used. Table IX shows the results of the -test comparing the best individual to the ensemble formed by the RLS algorithm. The ensemble is better than the best individual at the 0.05 level of significance for the Australian credit card and diabetes problems, and better at the 0.25 level of significance for the heart disease problem. 
D. Using a Subset of the Population as an Ensemble
For the previous three combination methods, all the individuals in the last generation were used in the ensembles. It is interesting to investigate whether we can reduce the size of the ensembles without too much increase in testing error rates. Such investigation can provide some hints on whether all the individuals in the last generation will contain some useful information and shed some lights on the importance of a population in evolutionary learning.
As the space of possible subsets is very large for a population of size , it is impractical to use exhaustive search to find an optimal subset. Instead, we used a genetic algorithm (GA) [36] to search for a near-optimal subset. The weights for each EANN in each subset were determined by the same RLS algorithm as that described in Section IV-C. The GA used the following parameters: population size (50), maximum number of generations (50), crossover rate (0.6), mutation rate (0.01), two-point crossover, and bit-string length (20) . These parameters were chosen somewhat arbitrarily; they might not be the best implementation. Elitism was used in the GA. The major steps of the GA can be summarized by Fig. 2 .
The results of the ensemble formed by a subset of the last generation are given in Table X . The same GA as described above was used to search for near-optimal subsets for all three problems. Table XI gives the sizes of the subsets evolved. It is clear that the sizes have been reduced by 50% on average. Table XII shows -test values comparing the accuracies of the best individual to those of the ensemble. The ensemble is better than the best individual for the Australian credit card and diabetes problems at the 0.10 and 0.005 level of significance, respectively. It is worse than the best individual for the heart disease problem at the 0.05 level of significance. This worse result might be caused by the small number of generations (only 50) we used in our experiments. A large number could probably produce better results, but would increase the search time. We let the GA run for 100 generations for the heart disease problem. The average testing error rate over 30 runs was improved from 0.164 to 0.159. A -test revealed that the ensemble was only worse than the best individual at the 0.10 level of significance for the heart disease problem.
V. CONCLUSION This paper shows that learning is different from optimization in practice although learning problems are often formulated as optimization ones. Population-based learning, and evolutionary learning in particular, should exploit such differences by making use of the information in a population. The paper shows that a population contains more information than any individual in it. Such information can be used effectively to improve generalization of the learning systems. This paper first introduces an evolutionary ANN design system, EPNet, which only uses the best individual in the last generation as the final output. Then it describes four methods for combining different individuals in the last generation into an ensemble. Our experimental results on the three benchmark problems show that the ensembles have better generalization abilities than the best individual in spite of the good results already obtained by the best individual.
The four methods investigated in this paper are all linear combinations. The first two involve little extra computational cost. In particular, the rank-based combination method makes use of the fitness information readily available from EPNet to compute weights and achieves good results. This method fits evolutionary learning well due to its simplicity and effectiveness. The other two combination methods are based on the well-known RLS algorithm. They require a little more computational time, but produce good results. If computation time is not of primary concern, other linear [35] or nonlinear methods can also be used.
In a sense, this paper provides a natural way of evolving modular ANN's, where each module is an individual in the population. However, no special considerations were made in the evolution of ANN's about modularization in EPNet. If the evolution of modular ANN's could be encouraged in the evolutionary process, we can expect to improve our results further. One way to encourage modularization is by speciation. That is, we can use techniques like fitness sharing [36] - [38] to automatically form species in a population. Each species will be a specialist in dealing with part of a complex problem and will be treated as a module of the final system. In this case, modules are evolved specifically for an integrated system. Co-evolutionary learning is usually used in evolving modular systems. We have tested this idea successfully in a rule-based system [39] . Our next step is to implement it in EPNet.
