The aim of this work is to design a faster and artificially intelligent steganalysis engine, which is able to secure the image databases from any infected image in big data environment. The proposed Intelligent Steganalysis Engine (ISE) for image database in big data makes use of three steps, which are image estimation, feature generation and classification. In the first step, five new images are estimated from the original image, for computing 438 features and then these data images are passed through a classifier for final prediction of a stego image. The engine is designed based on Map-Reduce programming approach to cope with big data. The actual experiments were performed on the Big Data Hadoop by taking standard image data set. In the first two steps, the images are processed in both spatial and DCT domain. During these steps the implementations of image estimation and feature extraction algorithms become very much computationally intensive and seek a huge amount of time. The results obtained are compared with previously reported six similar works and an inference has been drawn for appropriate use of feature set and classifier pair.
Introduction and Background Information
Steganography is the art of hiding secret information in audio, video, images, text, etc. The current work deals with proposing algorithms(ISE) to detect stego images in the big data as shown in Figure 1 . The proposed engine is based on Map and Reduce programming approach, where in Mapping phase, 438 features are generated and in Reduction phase the classification of the generated features is done to predict the given image as stego or non-stego. Graphics Processing Units (GPU) are specialized multi core processors, which are designed to solve image processing and video processing operations faster and provide a good parallel platform to researchers. In ISE, the computationally intensive operations are offloaded to GPU.
In [1] , Lyu and Farid proposed a universal steganalyzer for gray scale images using first and high order wavelets. Harmsen et al. [2] in their work proposed a methodology to efficiently detect any steganographic method which adds noise in the spatial domain by using histogram characteristic function and center of mass for that histogram. Fridrich [3] in his work used 23 first and second order features and ANN for stego image prediction. In their work, they decompressed a given image cropped by 4 pixels and compressed it. This cropping image along with original image were used to generate features, which can classify F5, Outguess and Steghide. Shi et al. [4] generated a set of features based on the differences in the JPEG 2-D array using Markov's random process. In [4] , the features were derived from the transaction probability matrix. In [5] , the authors used multi domain features to detect steganography. In [5] , features were collected from both DCT and spatial domain for efficient classification process. In [6] , the authors classified Jsteg and F5 steganographic techniques using wavelet domain features. Westfeld [7] designed a detector for color images, which has its basis in the effect that the embedding algorithm has on the occurrences of close pairs of colors.
Mei-Ching Chen et al. [8] , used alpha trimmed mean filter to generate a set of 25 features for steganalysis, which can help in the classification of F5, outguess and steghide steganographic techniques. Wenqiong Yu et al. [9] presented a total of 9 functions to generate a set of 168 features based on center of mass of histogram characteristic function, which helped in the prediction of the five steganographic techniques including MB1, MB2, Jphide, Outguess and Steghide. In [9] , the authors generated features from both DCT and spatial domain. In [10] , the authors Figure 1 . Proposed ISE Based on Map-Reduce Approach used SVM and Neural Network Pattern Recognition Tool (NPR) for classification of stego and clean images. Zuzana Oplatkova et al. [11] used huffman encoding features for DCT compression, which showed a high variation between stego and clean images. The authors used ANN for classification, which resulted in a high classification accuracy for detecting Outguess and Steghide steganography techniques. Andrew D.ker [12] used the histogram characteristics function for calibrated image based on adjacency histogram instead of the usual histogram function which helps in the classification for LSB matching. In [14] , the authors estimated MB steganography based on least square method generation. In this work, the authors tried to estimate the length of the embedded message. In [13] , authors tried to increase the efficiency of classification based on first and second order features by introducing localized generalization error model. Xiaolong Li's [15] work is based on the steganalysis of LSB matching. In his work, he tried to increase the efficiency of detection by considering the ratio of the histograms DFT coefficient of a given image to the corresponding coefficient of the down sampled image. In [19] , the authors generated 255 features from the DCT domain using 5 estimated images and classified the images as stego or non stego.
The key contributions of this work can be summarized as below.
• Applying five order statistics filters for estimating images, which generates 438 features using both spatial and transform domain for robustness.
• Offloading the computationally intensive operations of image estimation and feature generation phases to GPU's and structuring the whole process into Map and Reduce programming approach to deal with big data for faster execution.
• Detecting ten types of stegos including F5, Outguess, Steghide, MB1, MB2, LSB Matching, LSB Replacement, Jphide, Jsteg and PQ.
• Classifying the image to stego or non-stego using three machine learning classifiers, which are SVM, ANN and ELM to achieve a better accuracy.
Proposed Technique:
• Our proposed scheme consists of four key phases: image estimation, feature generation, reduction and classification phases. The mapping phase takes a single image as an input, where the key is the name of the image and value is the image matrix. The image matrix is further divided into three matrices each for Red, Green and Blue domain. These Red, Green and Blue matrices are sent to the GPU, where the GPU does the actual processing. In this phase, a set of four GPU kernels has been used which are called asynchronously to increase the overall performance. The four sets of GPU kernels are image estimator, first order statistics feature generator, second order statistics feature generator and spatial domain feature generator. The output of the image estimation kernel is fed asynchronously to the remaining three kernels. The communication to these 3 kernels is facilitated by the Multi-Process Service(MPS) [16] provided in Nvidia GPU cards. A description of the each major phase is given below.
Image Estimation:
• In this phase, the proposed engine is applied on five order statistics filters namely alpha trimmed mean, max, min, median and mid filter.
• Alpha Trimmed Mean Filter: This filter is used to discard the maximum and minimum values in the region Sxy of given pixels. It is used to remove combination of salt, pepper and Gaussian noise.
• Max and Min Filter: Max/Min filter is used to replace the value of a given pixel with the maximum/minimum of the gray level. Both the max and min filter are used to remove salt and pepper noises.
• Median Filter: It is a non-linear filter used to remove presence of both unipolar and bipolar noises. It replaces the value of a given pixel with the median of the gray level.
• Mid Filter: Mid filter is used to remove random filtered noise such as Gaussian or uniform noise. It replaces the value of a given pixel by calculating the mid-point between max and min filter.
Feature Generation
Feature generation phase is meant for extracting relevant features, which would be meaningful for data processing such as machine classification. In this phase, extraction of features takes place from original image and estimated images. A total set of 438 features are extracted from spatial and DCT domain using first order statistics features, second order statistics features, Huffman's coding features and features from spatial domain.
In first order and second order statistics, a set of histograms and co-occurrence matrices is used. We use histogram characteristic function (HCF) and center of mass (COM) for estimation of changes caused by embedding the data by different steganographic techniques in statistical model. COM is used to represent the energy distribution in HCF, whereas the HCF represents a histogram in frequency domain.
For each single feature in statistical models, the COM's are calculated for all estimated and original image and then the feature of estimated image is subtracted from the feature of the original image and is represented by the below equation: Feature = |COM[Original] -COM[estimated]| In first order and second order statistics, we use the below 6 functions:
• F1: This function is used to extract a feature using the histograms of all DCT coefficients. It results in one feature f1.
• F2: This function is used to represent the individual histograms of the first five AC coefficients. This results in a set of five basic features f2, f3, f4, f5 and f6.
• F3: This function is used to calculate total occurrences of all the AC coefficients from -5 to 5. This function results in 11 basic features from f7, ... f17
• F4: This function is used to measure the variation of the neighboring blocks in DCT domain. Here only one basic feature f18 is extracted.
• F5: This function is used to measure the variation along the boundaries of DCT blocks. Here two basic features f19 and f20 are derived.
• F6: This feature is derived from the co-occurrence matrix. The function used to derive three basic features f21, f22 and f23.
Huffman's coding for compression features are also included in the feature set.
This includes features for 12 coefficients of the DCT matrix. The classes include the DC and AC coefficients for class 0 and class 1 that is DC class 0, AC class 0, DC class 1 and AC class 1. This totals to 48 features. Lastly, the features are collected from the spatial domain. In the spatial domain, a total of 45 features are extracted by using functions F7, F8 and F9.
• F7: This feature represents the histogram of the difference between the adjacent pixels of an image in spatial domain.
• F8: This feature calculates the histogram of the pixel difference at the boundary location of the DCT block.
• F9: This feature is derived from the co-occurrence matrix pixel difference of blocks in spatial domain.
There are a total of 45 features from the spatial domain using F7, F8 and F9. These features are the output of the mapping phase. The mapper outputs the key and value pairs to the reducer, where the key is the image name and value is an array containing these 438 features.
Reduction Phase
The main function of this phase is the classification. The reduction phase receives the input from the mapping phase; it receives the image name as key and the value as its derived features. The classifiers in the reducer use the weight matrix which is pre-determined based on training of the machine classifiers. If the image feature is classified as stego, the reducer outputs the same key, and value as binary 0 or 1 to indicate stego or non-stego image. This output is finally written to the HDFS as final result.
Classification Phase
For the classification process, three well known machine classifiers, which include ANN, SVM and ELM have been used. In the feature set, 4 subsets of features have been used, which are first order and second order statistics features, features from Huffman's encoding of DCT matrix, and features from spatial domain. These feature sub sets are used to detect different steganographic techniques. For each steganography technique, there can be one or more trained weight matrix obtained from the respective machine classifiers. These weight matrices are cached so that they can be accessed easily by every reducer which runs on different nodes in the Big Data cluster.
The ELM classifier do not generate a weight matrix and the training and testing process occur simultaneously. However, the SVM and ANN generate weight matrix. These weight matrices are cached in distributed environment, which are used further by reducer during actual simulations. A total of 21 weight matrices were generated after training process, which ultimately result in making the proposed model robust and accurate.
Performance Evaluation
The experiments were performed on hadoop 4 node cluster where, GPU was attached with each node in the cluster. The CPU used was Intel Core i5 and GPU was NVIDIA's GT540M. The operating system used was Ubuntu 12.04 LTS. For testing the algorithm, the Apache Hadoop was used. For doing image processing in Hadoop, Java's buffered image library was used and a custom data type in Hadoop was developed which could easily read images. For integrating the power of GPU with the Hadoop cluster, Java Native Interface enabled Java Compute Unified Device Architecture(JCUDA) was used. The Hadoop's distributed cache was used to cache the weight matrices which is used in the reducing phase for final classifications. For big image data set, the images were downloaded from Break Our Water Marking System(BOWS) [17] . This source provides a set of 10000 images in PGM format, which were converted to JPEG format using specific compression ratio. After conversion the total data size is approximately equal to 1.5 GB. To further increase the size of data, copying the same data again and again to get a size of 15GB has been done to perform the experiments for big data. In the classification phase, three classifiers which include ANN, SVM and ELM have been used. The ANN was simulated in MATLAB and trained. Then, the SVM was simulated using LibSVM [18] library in Java. The ELM was simulated in the reducer method itself using the panrose inverse algorithm. The neural network classifier used in this work is a supervised multilayer feed forward network, which uses a single hidden layer containing four nodes. Back propagation algorithm was used to train the network. The whole experiment is carried out using Matlab R2013a. The total data set is divided into two sets. A training set and a testing set; each comprising of almost 50% of the total data. After the training is over, the network was tested against the test dataset to validate the learning process. The SVM classifier used here uses a Radial basis Kernel function as it works well for classification task. The set of images used in the training process for each steganographic algorithm and for each classifier was To increase the efficiency of the classifier, each steganographic technique training was done separately and a separate weight matrix was generated. For training in ANN, the weight matrix was copied from the neural network simulator after training. But in case of SVM, the LibSVM provides an easy interface for generating the weight matrix. These generated weight matrices, would be cached in the Hadoop's Distributed Cache. For testing the accuracy of the classification, large set of images were tested which include image data of size 15GB. The images for testing were divided into two parts. The first part of images was stego, where 2.341 KB and 0.65 KB of text was embedded and the rest of the images were clean. These testing sets were generated for each of the ten steganographic methods. In case of ELM, some known features set were cached in the Hadoop Distributed cache and used in the classification process. These set of features used in the classification process includes features of known 30000 images. The features for ELM are limited and include first order features, second order features and features from spatial domain.
After extensive simulation of the proposed model, we achieved the results as shown in Figure 2 . Figure 3 represents the CPU-GPU time comparison graph. Here CPU time represents the total time taken to process a given set of images with hadoop cluster without any GPU card, whereas the GPU time represents the total time taken to process a given set of images with hadoop cluster having GPU cards attached to each node.
Conclusion
In this paper, a Map-Reduce based implementation of steganalysis for JPEG
Figure 3. CPU-GPU Time Comparison Graph
images stored in big data environment, is introduced. The paper proposes algorithms that offload computationally intensive operations to GPU for faster operation. The proposed approach consists of 3 essential steps: image estimation, feature generation and classification. During the image estimation phase, five image estimation techniques have been introduced. Next, in the feature generation phase, a total of 438 features were extracted from spatial and DCT domains. Finally, in the classification phase, three classifiers were used for final classification. Introducing the usage of GPU in the Hadoop cluster shows a good improvement of the speedup over the CPU time, which is expected to increase with increase in data-size, that could go up to tera-bytes in big data; see Figure 3 . The performance and efficiency of the proposed engine is validated by experimenting and comparing with ten steganographic techniques which include F5, Outguess, Steghide, MB1, MB2, LSB Matching, LSB Replacement, Jphide, Jsteg and Perturbed Quantization(PQ).
In conclusion, the observations obtained from the proposed engine show a high degree of accuracy and offer an intelligent selection among the classifiers and its corresponding optimum set of features. The proposed steganalysis engine can also be applied to stego video data along with higher number of steganographic techniques.
