Abstract. From a design science research perspective, enterprise information systems (EIS) are understood as artifacts intended to support organizations in achieving certain goals. Proper EIS design needs not only to be based on solid general foundations ('kernel theories') and valid construction processes, but also should incorporate domain related experience and expertise. One important aspect is to understand which design goals and context factors have lead to which variations in existing solutions in the real world. Another aspect is to understand which design variations can be empirically related to which design goals, and to derive respective design actions. Using examples from enterprise architecture management and process performance management for illustration purposes, we show that existing variations of EIS solutions can be transparently explained and that innovative EIS solutions can be systematically constructed.
Introduction
According to Hevner et al. [1] two scientific approaches characterize much of the research in the information systems discipline, namely behavioral science and design science. Behavioral science addresses research through the development and justification of theories that explain or predict existing phenomena in a domain. Design science addresses research through the building and evaluation of innovative artifacts that are intended to solve important, relevant design problems in the domain. Both types of research reflect the respective foundations and methodologies in order to provide guidance for researchers. The knowledge base, as defined in the information systems research framework of Hevner [2] interfaces these approaches. It is composed of foundations and methodologies.
In the wide field of information systems, being concerned with people, task and technology [cf. e.g. 3, 4] , different design science research approaches have been proposed over the years. Such approaches aim at constructing and testing various kinds of designed artifacts as solutions to certain classes of design problems in organizations. Since design proposals are often widely varying with regard to foundations, goals, and processes, Hevner [2] introduced a general framework comprising three cycles -relevance, design and rigor cycles -, which should be present and clearly identifiable in every piece of design science research (see Fig. 1 ).
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Foundational concepts
Common design artifacts produced by design science researchers in the information systems field are constructs, models, methods and instantiations [9] . Hevner et al. describe these artifacts as follow: "Constructs provide the language in which problems and solutions are defined and communicated […] . Models use constructs to represent a real world situation -the design problem and its solution space […] . Methods define processes. They provide guidance on how to solve problems, that is, how to search the solution space.
[…] Instantiations show that constructs, models, or methods can be implemented in a working system." [1] .
It is important to understand the artifact types of design science research in the information system field not as separate concepts, but as an interdependent system. Winter [10] refers to Chmielewicz's [11] conceptualization of research in social sciences, which may serve as a foundation to explain such dependencies. Chmielewicz differentiates between ontological facts, theoretical statements, technological statements, and normative statements. These concepts are represented by the artifact types foundational concepts, cause-effect relations, means-ends relations and justifications (for choosing certain goals or preferring certain means to pursue a goal). Chmielewicz's concept system can therefore be easily matched to design science research artifacts. To illustrate the relationships between the concepts and artifacts, the pyramid metaphor can be used: Applicable ontology and meta models define constructs and constitute the foundation for formulating theories for analysis, explanation and/or prediction. Together with domain experience and expertise, valid explanatory and/or predictive theories then constitute the foundation for constructing effective technologies (e.g. reference models or methods). Since alternative means might be effective for the same ends, normative statements are needed to justify which goals to choose and which technologies to apply -Chmielewicz designates this layer "philosophy". At the top of the concept pyramid, concrete goal and technology choices lead to actual design instantiations. Fig. 2 illustrates the concept pyramid.
It is obvious that the presented concepts are fundamentally different regarding the extent they embody certain design goals and regarding their problem-solving power for specific design problems. Goal orientation (vs. neutrality) is strongly related to applicability (vs. generality): Although design artifacts of every type (except instantiations) can be defined on different levels of generality, the typical generality decreases when moving up in the concept hierarchy. In addition to utility, generality is an important quality of design science research artifacts [1] . Baskerville et al. [12] demand a design science research artifact to "represent [.] a general solution to a class of problems."
In addition to applicability / goal orientation vs. generality / neutrality, design artifacts can be classified regarding the problem solution phase they support: While the same system of foundational concepts should be used both in the assessment and construction phases of a problem solution to ensure consistency, instantiations always relates to a specific phase. Certain theories might be used to explain assessment as well as justify design, while others are specific to one of these phases. Since the goals of assessment and construction are different, different technologies will be relevant, and different (yet coherent) justifications will be needed.
Assessment: Identifying contingencies of existing solutions
There is some, but not much, work on how to identify contingencies in design science research. For method engineering, "project size", "number of stakeholder groups" or "applied technology" have been suggested as general contingencies [e.g. 13, 14] . Other authors recommend to identify and specify situations individually on a case-bycase basis [e.g. 15] . As a compromise between these positions, we recommend to identify specific contingencies for a domain, i.e. a class of similar design problems, by analyzing existing real-world solutions in that domain. This analysis is not restricted to methods; It is applicable to other problem solutions like (reference) models and constructs as well.
Based on earlier proposals by Winter [16] and Bucher and Klesse [17] , the following procedure is proposed in [18] to identify contingencies of existing problem solutions:
Step 1: Preliminary specification of the design problem class A rough idea about the delineation of the design problem class is developed. Results of this step are definitions, a description of the system under analysis and ideas about design goals for the respective class of design problems.
After a while, EIS management practice develops a common understanding about the scope of relevant artifacts and about useful design goals for such problem classes. In the remainder of this section, enterprise architecture management (EAM) is used as an exemplary design problem class. In EAM, a considerable amount of consensus exists regarding which artifacts and relationships should be addressed by that approach. Furthermore, design goals like transparency, consistency, simplification or flexibility are established.
Step 2: Identification of contingency factor candidates A literature analysis is conducted in order to identify contingency factor candidates for the respective class of design problems, i.e. factors which might have influence on how such design problems are solved in practice.
For EAM, such an analysis yields factors like 'EAM's main sponsor is IT or business', 'EAM's main deliverable is maps, analyses or project support', 'EAM's main goal is transparency, consistency, simplification, or flexibility', or 'EAM's role is active or passive'.
Step 3: Field study
A field study is conducted in order to analyze how design solutions for this class of design problems in practice are actually related to which contingencies. Using principal component analysis on the field study data, the list of potential contingency factor candidates from step 2 is reduced and aggregated into a smaller set of relevant "design factors". Design factors are usually aggregates of several relevant contingency factors and therefore need to be semantically interpreted.
For EAM, principle component analysis on EAM practice solutions yielded eight design factors (like IT operations support, integrative role, business strategy support, or design impact) which aggregate 54 statistically relevant contingencies. E.g., the design factor 'integrative role of EAM' aggregates the contingencies 'EAM takes place in an interdisciplinary team', 'EAM team and business departments continuously exchange information (e.g. in architecture boards)' and 'EAM team and IT departments continuously exchange information (e.g. in architecture boards)'.
Step 4: Redefinition of the design problem class Every surveyed real-world solution in the domain can be understood as a point in a multi-dimensional coordinate system where every dimension corresponds to a design factor. The design problem class now should be redefined by specifying value ranges for the design factors identified in step 3. This means that "outlier" solutions are excluded from further analysis in order to ensure a useful degree of solution homogeneity.
Step 5: Solution similarity analysis Now ultrametric distances can be computed that represent the similarity (or dissimilarity) of the relevant solutions. Metrics are usually based on Euclidian distance. The observations and their distances can be visualized by a dendrogram-like tree graph. The (dis)similarity of two design solutions corresponds to the generality Step 6: I relation to the number of clusters, an optimal level of generality (i.e. an optimal number of clusters) can be determined. For the EAM approaches in 94 companies, the optimal number of clusters is three [19] . This means that, for this observation, three different EAM 'approaches' with specific characteristics should be differentiated (see Fig. 4 ). With more and broader surveys, this kind of findings might be generalized to the respective design problem domain in general. Step 7: Specification of design situations For the level of solution description generality chosen in step 6, each cluster represents one design situation. The situations should not only be defined formally (i.e. by specifying value ranges of the respective design factors), but also should be interpreted semantically ("design problem types").
The three EAM clusters differ in particular with regard to their values for the design factors 'IT operations support', 'integrative role', 'design impact', 'enterprisewide focus' and 'IT strategy support'. These differences are used to characterize one cluster as 'balanced, active EAM', one as 'business analysis' and one as 'IT focused, passive EAM' [19] . In order to interpret the design situations, the cluster centroids have to be analyzed. These can be identified by the mean factor values within each cluster. The mean factor values for each cluster are depicted by the net diagram in fig.  4 . The clusters can then be described as follows: [19] Design situation 1: Balanced, active EAM Cluster 1 (solid line in fig. 4 ) presents a rather balanced approach to EAM. For most factors this cluster shows the highest or at least average values. Especially the similar values for the factors 'IT operations support' and 'enterprise-wide focus' allow the conclusion that organizations within this cluster focus neither on IT support nor on management support. In contrast to the other clusters, the high support of 'IT operations management', 'IT strategy' as well as the focus on 'design impact', 'integrative role' and 'EAM governance' argue for a high degree of integration within the organization. In particular the values for 'design impact', 'integrative role' and 'EAM governance' are by far the highest between all three clusters. It can therefore be presumed that these organizations have a rather high level of maturity in their EAM approach. It should be noted that this cluster includes 53 out of 94 organizations, which lead to the supposition that this cluster represents a 'mainstream' approach.
Design situation 2: Business analysis
The second cluster (dashed line in fig. 4 [20, 21] .
Design situation 3: IT focused, passive approach
Organizations assigned to this cluster (dotted line in fig. 4 ) clearly emphasize the use of EAM for IT operations as well as the information supply by EAM. In contrast, values for 'management support' are by far the lowest compared to the other clusters. As the factors 'design impact' as well as 'integrative role' are not focused by this approach, it can be described as a passive approach that is most probably realized very locally within the organization. Obviously, this small cluster which includes only 19 of the 94 organizations represents a specialized, IT-centered EAM approach that primarily takes a documentation role. It can be presumed that the EAM approach was initiated by IT departments and has not been disseminated throughout the organization yet. Examples like [22, 23, 24, 25, 26] show that, for typical design problem classes, between four and eight design factors can be identified which explain the variance of the observed design solutions sufficiently. These design factors span up a solution room where between three and six design situations can be differentiated.
Design: Relating design goals to solution variations
While identifying design situations is of utmost importance to understand the design problem class, the construction of innovative, useful solutions as the core phase of design science research has not been covered yet.
In contrast to as-is solutions that exist in the real world and can be analyzed using field studies or other methods in a descriptive way, to-be solutions need to be constructed and have a prescriptive character. It is therefore necessary to base the construction on (1) valid theories, (2) proven design products and processes, or on (3) domain experience and expertise.
• First, explanatory and/or predictive theories can provide important input for solution construction. E.g., indicators from valid success factor models of the domain at hand provide guidance which properties to-be solutions need to have. Such indicators can often be related to specific design activities.
• Second, existing solutions in the domain can be evaluated, and high-performance existing solutions can be chosen as to-be (reference) solutions. This approach however requires that the design problem domain is already quite mature and highperformance solutions exist. When comparing low-performance as-is solutions with high-performance to-be solutions regarding their design factor values, 'elementary movements' can be determined. These 'movements' represent elementary design steps that need to be composed to construct a better solution -or to be more precise: to change existing design solutions in a way that promises to develop properties of a solution that has better performance.
• If high-performance solutions do not exist or cannot be identified, a third way to determine to-be solutions is to use a field study to define desired solution characteristics. If an as-is solution characterization and a to-be characterization are available for all cases in the field study, solution 'paths' can be identified. These paths constitute the project types for situational artifact construction.
Empirical domain knowledge is essential regardless which approach is taken. Since "one size fits all" solutions cannot be expected to perform in all situations, theory application as well as as-is solution ranking and to-be solution surveys need to relate to the identified relevant contingencies, i.e. to be adapted to design situations. For each design situation, there is a different set of design activities (approach 1) or 'elementary movements' (approach 2) or a situation-specific to-be solution (approach 3). In the following, we illustrate approach 2 using the EAM example and approach 3 using an example from Process Performance Management (PPM).
Solution composition from elementary design actions (approach 2)
First, characterizing design factors have to be identified for every design situation. In the EAM example, only situation 'IT focused, passive EAM' is characterized by high values of the design factor 'IT operations support' and low values of the design factors 'enterprise-wide focus', 'integrative role' and 'design impact'. The situation 'balanced, active EAM', in contrast, exhibits much smaller values for 'IT operations support', but much higher values for 'enterprise-wide focus', 'integrative role' and 'design impact'. With regard to 'information supply', 'business support' and 'IT strategy and IT governance support', these two design situations are not much different, so that these factors are not useful to characterize them.
In a second step, characterizing design factors are linked to design problems. For the EAM example, the description of the clusters implies a characterization of the respective design problems:
• In situation 2 (Business analysis), EAM implementation and impact need to be addressed. Business is the main stakeholder and executor and implementation considerations are widely neglected.
• In situation 3 (IT focused, passive approach), EAM is too IT centric and has not disseminated through the entire organization yet. The characterizing design factors 'integrative role', 'enterprise-wide focus' and 'design impact' can be associated with an EAM setup where the main EAM sponsor is the CIO, the main EAM customer is the IT function, EAM is primarily performed within the IT function, and EAM is widely ignored by business units.
• If EAM is not systematically addressed in the organization at all, either a balanced approach (very challenging) or an IT focused EAM or a business analysis approach can be followed.
Most EAM setups can be easily linked to major EAM challenges as often described in the literature. E.g., missing business involvement and missing business value creation of EAM correspond to the first EAM setup, while missing 'grounding'/'execution' and too much 'locality' of EAM correspond to the latter EAM setup. In a third step, elementary design actions are derived by comparing design solutions with design problems. Based on the design situation characteristics of the EAM example illustrated by Fig. 4 , the following design actions can be derived:
• In situation 2 (Business analysis), 'IT operations support', 'IT strategy and IT governance support' as well as 'EAM governance' need to be strengthened. Since IT topics and EAM governance constitute widely different measures, two different design actions (designated as A and B) should be differentiated.
• In situation 3 (IT focused, passive approach), 'design impact', 'integrative role' and 'enterprise-wide focus' need to be strengthened. Since design impact and IT/business alignment issues constitute widely different measures, design actions C and D should be differentiated.
• If EAM is not systematically addressed yet and an IT focused approach is favoured, 'IT operations support', 'IT strategy and IT governance support', 'information supply' and 'business strategy support' need to be developed foremost. In addition to design action A, a design action E should be defined to address business strategy support and a design action F to address information supply.
• If EAM is not systematically addressed yet and a business analysis approach is favoured, 'enterprise-wide focus' as well as 'information supply' and 'business strategy support' need to be developed foremost. As a consequence, the already defined design actions D, E and F are most relevant.
The final step is to define rules for combining the specified elementary design actions. The fewer characterizing design factors and the fewer design problems have been identified, the simpler the design action configuration will be -and vice versa. For the EAM example, four situated design solutions are configured from, depending on the design situation, up to four design actions out of a total number of six reusable design actions A...F:
• Situated solution I "from business analysis to balanced, active EAM" is comprised of design actions A and B • Situated solution II "from IT focused, passive to balanced, active EAM" is comprised of design actions C and D • Situated solution III "initial development of IT focused, passive EAM" is comprised of design actions A, E and F • Situated solution IV "initial development of business analysis" is comprised of design actions D, E and F
Although not advised because a big maturity leap is necessary, it is possible to combine EAM design methods III and IV to a fifth situated method "direct move to balanced, active EAM" that is composed of design actions A, D, E and F.
Survey-based solution path derivation (approach 3)
Although the above presented approach allows to systematically construct 'better' problem solutions, it (a) requires that such approaches can already be observed and (b) creates no useful solution in cases that already come close to the 'best' solution cluster.
As an alternative, to-be solutions (in the sense of information systems with certain desired properties) could be elicited by means of field studies, i.e. in the same way that is used to identify design situations. In addition to as-is properties of existing solutions, to-be properties of desired solutions are collected and undergo identical analyses. Using PPM as an example, Fig. 5 illustrates that as-is situations differ significantly from to-be situations. One explanation could be that desired solution properties are more homogeneous than the existing variety of approaches so that cluster analysis generates situations that are less different. This would however require that companies' visions for 'ideal' solutions are very similar which is only true in very mature problem domains. In the majority of domains (including PPM) it can be expected that, if many contingencies exist, companies' PPM visions are quite different so that the variations of to-be solutions is not smaller than the variation of as-is solutions.
From the analysis of as-is and to-be situations, it is not immediately clear which project types result that need to be supported by suitable artifacts. If as-is and to-be data were obtained by the same survey, 'movements' can be analyzed because every case can be assigned to a specific as-is cluster as well as to a specific to-be cluster. Fig. 6 illustrates the aggregated 'movements' for the PPM survey. The number in the lower right corner of each of the boxes indicates the population of each cluster. The thickness of the lines is proportionate to the number of 'movements'. It becomes evident that, although there is a favorite to-be cluster ('full-scale PPM', 23 out of 42 companies), some companies also aim at alternative to-be solutions. For solution construction, the most significant aggregate 'movements' can be defined as project types. For every project type, it is possible to specify design activities by matching to-be solution properties to as-is solution properties.
To this end a weighted adjacency matrix is used that is based on the items that are grouped by the to-be factors (cf. Table 1) . The values represent the arithmetic means of the differences between the to-be and as-is item values across all movers per project type. This allows to identify the areas that require the most change when a company intends to reach a certain to-be PPM approach. Details of this analysis are documented in [27]. rized by a nvergence towards another approach⎯be it "measurement-focused", "selective", or "full-scale" ⎯requires establishing a more sophisticated process orientation. In any case the measurement-biased organization must consistently design and model its processes and make them transparent beyond both functional and system borders so as to enable a comprehensive and successful PPM implementation. The last movement Cleven et al.
[27] analyzed in more detail leads from the "advanced" to the "full-scale approach". Due to the fact that the advanced approach already shows a comparatively high maturity, only minor adoptions are required. The analysis reveals that an improvement of the overall data quality becomes necessary. As the measurement level of production processes is already very high, the focus will be shifted to sales and purchasing processes. An increased use of the balanced scorecard and the plando-check-act cycle further fosters the holism of the approach.
Discussion and future research
We presented a generally applicable approach to systematically analyze the mutability of information system solutions and differentiate design situations for a domain. For relating design goals to solution variations, we presented two alternative approaches. While the first approach requires an evaluation of the as-is clusters and then helps to transform inferior solutions into superior ones by specifying respective design actions, the second approach is based on a separate set of as-is and to-be situation specifications which provide the foundation to define project types and then derive appropriate design activities. While the latter alternative provides a sufficient variation of to-be solutions for every domain, it requires surveyed organizations to specify their respective solution vision in great detail -which is not always possible in particular when a domain is immature. While many solution engineering approaches claim to incorporate situational factors, they do nearly never detail what these situational factors exactly are and how they can be incorporated into solution design and solution component configuration rules. This is the contribution of the empirical approach we presented here. It must however be conceded that every empirical foundation of solution design is only as general as the empirical base supports. Within a specific domain like EAM or PPM, we can reliably specify design factors, design situations, design actions and solution procedures. The less specific the domain is, the less useful the results, and the less effective their application will be. Several broad categories of research opportunities exist:
• First, the proposal needs to be further validated. Although a number of research projects have applied the proposed procedures and many case studies provide evidence that as-is situations, to-be situations, project types and respective design actions are meaningful and realistic in the respective domain, these claims might be invalidated by future studies.
• Both the EAM example and the PPM example comprised several simplifications like the elimination of tradeoffs between design goals and design activities. E.g., the derivation of design actions was straightforward for EAM if implementation impact and business involvement can be achieved equally. If however tradeoffs have to be observed, solution design becomes much more complex.
• An interesting feature of many design solution analyses that yield a larger number of design factors is that the first factor is often representing many and quite diverse problem aspects that are sometimes not easy to interpret qualitatively. With regard to design solution analysis and solution construction, we interpret this "technically" overloaded design factor as a problem independent aggregation of "generalized" properties and the respective solution component as a basic set of domain-independent problem solution activities like e.g. general project/transformation management. This aspect of our approach does certainly need additional research attention.
• In addition, our approach does not explicitly cover yet the adaptation of situated solutions to specific design problems in an organisation. On the one hand, we consider this extension not too problematic because there is a plethora of adaptation knowledge on reference models which promises to be transferrable to this approach. On the other hand, adaptation efforts might depend on problem properties and influence the 'optimal' level of solution generality that up to now is determined using 'technical' homogeneity/heterogeneity metrics in cluster analysis only.
• Another and probably the most important extension would be to include not only adaptation effort, but also other 'economic' properties like the number of problem instantiations of a type or the attractiveness of design problems in terms of economic gains into the identification procedure of design factors and in particular design situations. This is probably the most interesting -and challenging -avenue for further research.
