The importance of tissue oxygenation has led to a great interest in methods for imaging pO 2 in vivo. Electron paramagnetic resonance imaging (EPRI) provides noninvasive, near absolute 1 mm-resolved 3D images of pO 2 in the tissues and tumors of living animals. Current EPRI image reconstruction methods tend to be time consuming and preclude real-time visualization of information. Methods are presented to significantly accelerate the reconstruction process in order to enable real-time reconstruction of EPRI pO 2 images. These methods are image reconstruction using graphics processing unit (GPU)based 3D filtered back-projection and lookup table parameter fitting. The combination of these methods leads to acceleration factors of over 650 compared to current methods and allows for real-time reconstruction of EPRI images of pO 2 in vivo.
INTRODUCTION
Studies have shown that the oxygenation status of tumors has many important prognostic implications (1) . Low oxygen concentration (pO 2 ), or hypoxia, has been found to result in increased resistance to radiation therapy for cancer cells (2, 3) and in human patients there is strong correlation between electrode measurements of hypoxia and radiotherapy treatment failure (4) . Hypoxic tumors have increased resistance to chemotherapy (5) , faster tumor growth caused by abnormal proliferation (6) , and higher potential for metastatic progression (7) .
Due to these effects associated with hypoxia, there is an interest in methods for probing/imaging tissue pO 2 . Advances in such methods are detailed in the literature (8) (9) (10) (11) . Electron paramagnetic resonance imaging (EPRI) has proven to be a robust modality for imaging tissue pO 2 . EPRI provides noninvasive, highly resolved, both spatially ($1mm 3 voxels) and in pO 2 (1-3 torr), near absolute quantitative 3D images of in vivo pO 2 (12) (13) (14) (15) (16) . Low frequency (250MHz) EPRI excitation (comparable to those for 6T MRI) provide penetration and, therefore, imaging deep into tissue (>7cm). Standard EPRI image acquisition time is currently on the order of 10 minutes.
EPRI can be efficiently implemented as a tomographic imaging modality. EPR signals acquired under the conditions of applied magnetic field gradients can be viewed from a mathematical standpoint as Radon transformation projections acquired in a 3D spherical geometry. The inversion of the Radon transformation can be applied to recover a 3D image from these projections. Various reconstruction methods can be used. One of the common analytic (those that provide explicit expressions in the form of analytic functions for the solution) reconstruction methods is filtered back-projection (FBP). For practical application, the analytic algorithm must be discretized to handle discrete data and the resulting sampled FBP is an approximation to the analytic solution.
This article describes an improvement to pulse EPRI methodology. A single 3D EPRI image provides the spin distribution in a sample. To acquire the pO 2 distribution, a series of 3D images are acquired with different pulse sequence parameters, which are chosen to monitor the evolution of spin magnetization as a function of time, the process of spin-lattice relaxation. The spin-lattice relaxation rate is then obtained in every voxel of a 3D image by fitting this evolution to a known function of time. The local spin-lattice relaxation rate is proportional to pO 2 and therefore provides a quantitative and near absolute measure of pO 2 at each voxel (17) . 3D image reconstruction is a part of pO 2 image processing and one of the major contributors to the pO 2 image processing time.
Conventional, "multi-stage," reconstruction of 3D tomographic EPRI images has been limited to particular projection schemes. This is a computationally efficient but highly restrictive method (18, 19) . In particular, this method does not allow correct image reconstruction from an incomplete or other arbitrary projection set. The most flexible FBP implementation for reconstruction of 3D images is a "single-stage" method, which involves direct backprojection of each projection through the entire 3D image. This method is computationally intensive and relatively slow on a conventional CPU. In this work, we present an implementation of single-stage reconstruction for EPRI using a graphics processing unit (GPU), which provides both versatility to reconstruct images from arbitrary projection distributions and speed. GPUs have been used in many imaging applications to improve reconstruction speed. In fact, the first non-graphics GPU application was to accelerate FBP for CT image recon-struction (20) . GPUs have also been used for many other image reconstruction applications (21) .
An iterative fitting method can be used to characterize the exponential signal intensity decay rate measuring pO 2 at each voxel. However, this is a time consuming process. An alternative fitting method is described here, which implements a predefined lookup table (LUT) to match the observed signal decay to ideal signal decay curves. This LUT method may result in modestly reduced accuracy but is significantly faster. In certain circumstances, sacrificing image accuracy for convenience and speed is a favorable tradeoff. This is particularly true if offline image reconstruction will regain that accuracy. The method utilized in this work is similar to that used in magnetic resonance fingerprinting (22) .
Conventional personal computer central processor unit (CPU)-based reconstruction and optimization-based parameter fitting are both time consuming processes and represent bottlenecks for the speed with which EPRI pO 2 images can be reconstructed. Using these methods, flexible realtime EPRI oxygen image reconstruction is extremely difficult. This work focuses on new methods and implementations of image reconstruction routines providing reconstruction speed enhancements, which enable a more flexible, real-time EPRI reconstruction.
Real-time image reconstruction has been implemented in several imaging modalities, such as MRI (23, 24) and CT (25) . In vivo imaging is often time sensitive, especially for human subjects. Real-time reconstruction, allowing for visualization of the buildup of an image as projection data are acquired, can help to reduce scanning time by resolving certain issues early. Such issues can include errors in setup of either the subject or imaging equipment, subject motion, imaging equipment failure, etc. Real-time reconstruction can allow an operator to potentially identify a particular region of interest (ROI) earlier during imaging. Furthermore, as the temporal resolution of EPRI continues to improve, real-time reconstruction will be necessary to eventually enable real-time visualization of in vivo pO 2 distributions, essentially analogous to fluoroscopic X-ray imaging.
This paper discusses the simultaneous implementation of GPU-based FBP reconstruction to more rapidly generate 3D images and the use of a LUT for rapid fitting of pO 2 related parameters. The combination of these two methods results in multiple orders of magnitude image reconstruction speed enhancement, which provides the capability to 
METHODS

Pulsed EPRI Imaging Model
Pulse EPRI methods developed in our laboratory have been detailed elsewhere (26) . A brief description follows. Electron spin echo (ESE) R 2 imaging was our first approach (27) . More recently, inversion recovery electron spin echo (IRESE) R 1 imaging has been implemented, which reduced confounding spin probe concentration dependent self-broadening and therefore enabled essentially absolute pO 2 imaging (17) . The pulse EPRI signal comes from an exogenous triarylmethyl (trityl) spin probe with an unpaired electron centrally located on the molecule that is remarkably difficult to reduce (16, 28) . Both R 1 and R 2 imaging methods provide oxygen information. The electron relaxation rates (R 1 and R 2 ) are proportional to pO 2 and therefore directly report local pO 2 . Linear magnetic field gradients are applied to spatially encode an object. Gradients are applied along different directions in a 3D spherical geometry, producing radial k-space projections, which, when Fourier transformed, provide spatial projections. An inverse radon transform, such as FBP, from a set of spatial projections obtained from different angular views can reconstruct a 3D image of spin density. A series of 3D images is acquired at different times during magnetic relaxation to observe average relaxation rates from each image voxel. Fitting the signal relaxation rates at each voxel to known exponential functions governing the relaxation (refer to Eq. [6] ), produces a 3D parametric image with pO 2 information from each voxel.
3D FBP Algorithm
Without derivation, the FBP algorithm (29) is described in Eq. [1] [2] [3] [4] [5] . Here, f x; y; z ð Þ is the 3D object being imaged; p t; u; u ð Þ is a 1D spatial projection at angle u; u ð Þ; g t; u; u ð Þ is the filtered 1D projection; and h t ð Þ is the unit impulse response for the parabolic filter. In Eq. [2] , t is the location of a point x; y; z ð Þ on a given projection at some angle u; u ð Þ. In Eq. [4] , the operator F -1 -f g represents the inverse Fourier transform. In practice, these functions and variables are discretized, resulting in a sampled FBP algorithm that provides an approximation of the analytic solution. 
GPU Implementation of FBP
The GPU is a processing unit specialized to rapidly execute many specific operations in parallel for accelerated creation of images intended for output to a display. The back-projection process in FBP is an analogous process and can take advantage of the excellent parallel computing abilities of the GPU using compute unified device architecture (CUDA) techniques. The GPU card used was a commercially available GeForce GTX 760 with compute capability 3.0, global memory 4GB, and 1,152 cores or streaming processors. The GPU consists of a streaming multiprocessor (SM), which is comprised of many streaming processors (SPs). The GeForce GTX 760 has 6 SMs, each containing 192 SPs. To utilize the acceleration capability of the GPU for the time consuming backprojection process, a kernel function executing the necessary operations for back-projection must be written in CUDA C. The GPU runs the kernel function on a grid, which is a set of blocks, each consisting of a set of threads. A thread is a single execution of the kernel function with a specific index. Each thread uses its index to select the processed data and execution unit so that all threads may cooperatively process the entire data set in parallel.
An efficient parallelization strategy involves assigning a calculation for each specific voxel to an individual thread. In general, blocks and grids can be arranged into 1D, 2D, or 3D structures. For a reconstructed image matrix of size [N, N, N], the thread block is chosen to be a 1D structure of size [N] and the grid is chosen to be a 2D structure of size [N, N]. As such, the kernel function then performs the parallelized back-projection process so that the proper value or values from each projection point or points are back-projected onto each voxel. This is done for all voxels simultaneously. The results of the image reconstruction on the GPU are then retrieved.
R 1 /R 2 Hybrid Imaging
Equation [6] below shows the function describing the EPR signal S ð Þ as a function of inversion delay time (T) and echo delay time (s), as well as spin probe concentration (A), R 1 relaxation, and R 2 relaxation. While R 1 imaging is the preferred EPRI technique, both R 1 and R 2 imaging have advantages and disadvantages.
For R 2 imaging, signal is not a function of inversion delay time because no inversion is used (equivalent to T 5 1), which results in an exponential decay as seen in the right side of the curve in Fig.  1 . The disadvantage of R 2 imaging is that accuracy of reported pO 2 is decreased by self-broadening effects for higher concentrations of spin probe (17) . The advantage of R 2 imaging is that it provides an absolute measure of the voxel amplitude, A, which is a measure of spin probe concentration.
For R 1 imaging, signal is not a function of echo delay (held constant). This results in exponential recovery as seen in the left side of the curve in Fig.  1 . The advantage of using R 1 imaging is that it ameliorates the detrimental self-broadening effects present in R 2 imaging, thereby providing an absolute measure of pO 2 . The disadvantage is that A measured using R 1 imaging is not a true measure of A because it has a confounding dependence on the R 2 relaxation.
It is useful to have an accurate measurement of both spin probe concentration and pO 2 . This is why a hybrid R 1 /R 2 imaging methodology is introduced ( Fig. 1) , where both inversion recovery electron spin echo (IRESE) and ESE pulse sequences are used to measure both R 1 and R 2 , and subsequently use Eq. [6] to simultaneously fit A, R 1 , and R 2 .
Standard R 2 imaging uses five values for s (logarithmically spaced from 0.730 ls to 3.000 ls) to obtain a fit. For R 2 imaging, the ESE pulse sequence consists of a p/2 pulse, followed by a delay (s), then a p pulse and the same delay (s) before the echo is read out. This is the pulse sequence shown in Fig. 1 if only pulses 2 and 3 are used.
Standard R 1 imaging uses eight values for T (the first seven are logarithmically spaced from 0.430ls to 6.000ls; the final point has no inversion, i.e., T 5 0.000ls) and a fixed s value (0.730ls) to obtain a fit. For R 1 imaging the IRESE pulse sequence consists of an inversion p pulse, followed by a delay (T) for longitudinal magnetization recovery, and an ESE pulse sequence to read out the echo. To simulate infinite T, no inversion pulse is used (pulse 1, p pulse) for the final point.
Since no inversion is used for R 2 points, the final R 1 point and the initial R 2 point are equivalent. Therefore, for R 1 /R 2 hybrid imaging, 12 points (as opposed to the combined 13 R 1 and R 2 points) are used in total for the fit (Fig. 1 ). T values used for the first eight points are those used for standard R 1 imaging and, for the final four points, no inversion is used (i.e., T 5 0.000 ls). The s values for the final five points are those used for standard R 2 imaging and, for the first seven points, s 5 0.730ls. Acquiring more points (12 as opposed to 8 or 5) results in an R 1 /R 2 image with lower signal to noise ratio (SNR) compared to an R 1 image of the same time duration (SNR for R 1 /R 2 image is 80% that of an R 1 image). With this tradeoff in SNR, R 1 /R 2 imaging provides images with accurate measures of both pO 2 and spin probe concentration.
Lookup Table Fitting Algorithm
Currently, voxel-by-voxel curve fitting is performed using built in Matlab TM (Mathworks, MA) functions. For R 1 /R 2 imaging, the difference between acquired data points and a curve calculated from the fitting function given in Eq. [6] , with guesses for the fit parameters (A, R 1 , and R 2 ) is iteratively For ESE pulse sequences, only pulses 2 and 3 are used, whereas for IRESE pulse sequences all three pulses are used. At the end of the pulse sequence the echo can be read out after a delay (s). The expected shape of the magnetic relaxation curve at the 12 different time points used for R 1 /R 2 imaging is also plotted. minimized using the "fminsearch" function in Matlab TM . Unconstrained nonlinear optimization is used to iteratively update the fit parameters to best fit the data (30) . This method can be time consuming (see Table 4 ). This fitting method will be referred to as the FMS method.
An alternative fitting method uses a LUT to match acquired data to curves generated using different fit parameter values. The curve generated from known parameters that provides the closest match gives an approximation of the corresponding parameters for the acquired data. This can also be referred to as using a dictionary. Previous studies have used such methods for parameter mapping in MRI applications. Complete dictionaries (number of dictionary elements equal to data dimensionality) can be generated using independent component analysis or principal component analysis (31) . Overcomplete dictionaries have been used as well (32, 33) . These methods however are relatively complicated and dictionary generation and fitting can be time consuming (on the order of tens of minutes).
In this work, a less complicated and faster LUT fitting method is used, similar to other previously used methods (22, 34) . The algorithm consists of two main parts: LUT generation and data fitting. To generate the necessary LUTs, parameters from the data to be fit are determined: number of time points, s and T values used for each time point, and number of time points corresponding to either R 1 or R 2 portions of the data.
A linear exponential decay fit is used for both R 1 and R 2 determination (Eq. [7] and [8] , respectively). For R 1 /R 2 imaging, R 1 and R 2 LUTs are generated and used separately. The range and resolution of R 2 values (/ pO 2 ) suitable for the data are determined for R 2 LUT generation. Here, the R 2 values used were linearly spaced from DR 2 to 1.61 ls 21 , with DR 2 equal to 0.001, 0.01, or 0.1 ls 21 . This range corresponds to a pO 2 range of 0-150 torr, which includes values observed in previous EPRI experiments. Unit vectors are necessary for the LUT entries because degree of matching between data and LUT entries is determined based on dot product amplitude.
Unit vector R 2 LUT entries,L R 2 , are generated using Eq. [7] , (derived from Eq. [6] with A 5 1 and T 5 1). The R 1 LUT is produced in the same way. The range of R 1 values (/ pO 2 ) used is the same as that used for the R 2 values. Equation [8] shows the exponential used to generate the vectors that are normalized to be unit vectors and used as the entries in the R 1 LUT,L R 1 .L
Following LUT generation, R 2 is determined first. The R 2 portion of the data is selected (final 5 data points) and its dot products with all R 2 LUT entries are computed. The entry resulting in the maximum dot product is found and used to determine the corresponding R 2 value.
A is then determined. Again, only the R 2 portion of the data is used. From Eq. [6] it can be seen that, for ideal data, A is equal to the R 2 data points, S R 2 ;i , divided by the corresponding factor accounting for exponential decay due to R 2 relaxation. Ideally, this quotient would be constant for all data points. However, due to noise, this is not necessarily true and A is approximately determined for non-ideal data by finding this quotient for each of the 5 data points and taking the average, as in Eq. [9] , where N is the number of R 2 data points (e.g., 5), S R 2 :i is the ith entry in the R 2 data vector, s i is the s delay associated with this ith R 2 data point, and the denominator represents the corresponding factor accounting for exponential signal decay due to R 2 relaxation.
The final step is to determine R 1 . Similar to the R 2 fitting process, only the R 1 portion of the data is considered. Equation [6] is for an ideal inversion pulse that rotates the magnetization by exactly p. However, in practice there are spatial inhomogeneities in the applied pulse, resulting in imperfect magnetization inversion, causing this coefficient to deviate from the ideal value of 2 based on spatial location. However, by conditioning the affected R 1 data as in Eq. [10] , the true coefficient is retained as a scaling of the magnitude of the data vector S * 0 R 1 corresponding to a specific spatial location. This additional scalar multiplicative factor will not alter which LUT entry corresponds to the maximum dot product with S * 0 R 1 as this is a relative comparison.
Simulated Model
Simulated experiments with and without noise are used to compare the accuracy of different fitting methods. A mathematical phantom consisting of six spheres: five non-overlapping spheres of equal size (0.5 cm radius) embedded into a larger sphere (2.5 cm radius). Fig. 2(a) shows a slice through the 3D mathematical phantom. The model used allows for arbitrary choices of A, R 1 , and R 2 . The parameters used for simulated experiments are shown in Table 1 . The R 1 values used correspond to an approximate pO 2 range of 2-25 torr. To avoid unwanted inaccuracies from reconstruction artifacts, a large number of projections were used for simulated experiments (6,368; equal solid angle distribution). Projections were calculated using the Radon transform. Reconstructed images were 64 3 64 3 64 voxels, corresponding to a 10 3 10 3 10 cm 3 field of view.
Noisy data were simulated by adding random Gaussian noise to projections. Noise levels in exper-imental data were used to determine the magnitude of the simulated noise. Noise levels corresponding to 60, 10, 5, 2, and 1 minute images were used. Projection SNR corresponding to these imaging times for 6,368 projection images with 12 time points was 29.17, 21.39, 18.38, 14.40, and 11.39 dB respectively. SNR in dB was calculated using Eq. [11] , where S is signal and r N is the standard deviation of the noise.
Phantom Experiments
A bottle phantom was imaged to test the new methods on experimental data. This phantom was a flatbottomed borosilicate glass cylinder of 9.5mm inner diameter filled with a 1mM solution of trityl as shown in Fig. 2(b) . The sample was deoxygenated using a multiple-cycle freeze-pump-thaw technique and flame sealed to ensure internal pO 2 of $0 torr.
Images were standard R 1 /R 2 , 10 minute images. Images were reconstructed from 208 projections with equal solid angle spacing onto 64 3 64 3 64, 100 3 100 3 100, or 128 3 128 3 128 voxel image matrices with a physical field of view of (3 ffiffi ffi 2 p cm) 3 . The standard time points for R 1 /R 2 imaging discussed in the R 1 /R 2 Hybrid Imaging subsection of the Methods section were used (12 time points).
RESULTS AND DISCUSSION
GPU Accelerated 3D Reconstruction
The speeds of three different 3D image reconstruction algorithms were compared to evaluate the advantage of GPU-based reconstruction. These three algorithms were: GPU-based single-stage 3D FBP (GS), CPU-based single-stage 3D FBP (CS), and CPU-based multi-stage 3D FBP (CM). A bottle phantom was imaged and reconstructed onto 64 3 , 100 3 , and 128 3 image matrices, as described previously.
It can be seen in Tables 2 and 3 that the GS method enables faster image reconstruction compared to the other two methods. For a 128 3 reconstructed object, the CS method required 83 seconds to reconstruct one 3D image. The CM method required 1.108 seconds for reconstruction. However, the GS method was the fastest, requiring only 0.4 seconds for reconstruction, including both computing time and time to transfer data back to the CPU. If only computing time is considered, the GS reconstruction method requires 0.022 seconds, which is 3,772 times faster than the CS method and 50.4 times faster than the CM method.
For a more comprehensive comparison, the three average reconstruction speeds for different reconstructed image sizes were compared. Table 3 shows that, on average, the GPU-based reconstruction provides acceleration of the 3D reconstruction by a factor of 2.88 compared to the CM method and 201 compared to the CS method.
While the CM method is significantly faster than the CS method and nearly as fast as the GS method, it is restrictively specialized only for the case of equal linear angle spaced projections. Other projection distributions can be reconstructed using the CM method by interpolating onto equal linear angle spaced projections. This works well for distributions such as equal solid angle spaced projections, but for arbitrary projection distributions this may create appreciable artifacts in the reconstructed image. To accurately reconstruct images from arbitrary projection distributions, single-stage reconstruction is necessary. However, the CS method is relatively slow. The GS method presented in this paper is preferable to both methods. It offers accurate reconstruction from arbitrary projection sets using single-stage reconstruction and takes advantage of the highly parallelizable nature of the FBP algorithm to provide extremely fast image reconstruction using the GPU.
Lookup Table Accelerated Fitting
A comparison of the accuracy of fits for R 1 , R 2 , and spin probe concentration using different fitting methods is shown in Fig. 3 . The error for the tested The process on the GPU can be split into 2 portions: compute time and transfer time. fitting methods (LUT method with LUT parameter resolution of 0.1, 0.01, and 0.001 ls 21 , as well as the FMS method) asymptotically decreases towards the error level of the noiseless data as SNR increases. Figure 3 shows that the fit accuracy using the LUT method depends on parameter resolution for the LUT. Over the range of SNR values used here, LUTs with R 1 and R 2 resolution of 0.01 and 0.001 ls 21 result in essentially equivalent accuracy independent of SNR (see red and black curves, respectively in Fig. 3 , which essentially lie on top of one another), while resolution of 0.1 ls 21 gives lower accuracy. This implies that, for this application, 0.01 ls 21 resolution may be sufficient. Figure 4 provides a visual comparison of images reconstructed from the mathematical phantom described in the Methods section, with noise equivalent to a 10 minute image (SNR 5 21.39 dB), using different fitting methods. The ideal data shown are the mathematical phantom discretized onto the same 64 3 64 3 64 matrix as the reconstructed images. It can be seen that, when a LUT with sufficient parameters resolution is used, the LUT method provides similar results to the FMS Figure 3 Plots of mean error in the fitted parameters versus SNR of simulated projection data, using different fitting methods. (a) Mean R 1 error, (b) mean R 2 error, and (c) mean spin probe concentration error. Note curves for LUT 0.01 and 0.001 are nearly equivalent.
Figure 4
Visual comparison of results using different fitting methods. Simulated images using the mathematical phantom are reconstructed using the GS method and either the FMS method or the LUT method with different resolution LUTs. Noise equivalent to a 10 minutes image (i.e., SNR 5 21.39dB) is added and 12 time points are used for the fit. The ideal images are the discretized mathematical phantom. method. However, LUTs with decreased parameter resolution eventually fail to appropriately fit the data, which is most apparent in the R 1 image fit using the LUT method with 0.1 ls 21 resolution.
For simulated 10 minute images with 12 time points, average R 1 error using the LUT method with 0.01 ls 21 resolution is 10.5% compared to 3.62% for the FMS method, whereas the R 2 error for the two methods is nearly equivalent (5.4% for 0.01 ls 21 resolution LUT method; 5.3% for FMS method). The spin probe concentration error is 12.82% for the 0.01 ls 21 resolution LUT method and 9.04% for the FMS method. Figure 3 shows that, as SNR increases and fit errors for the various methods approach that of the noiseless cases, the accuracy for both the 0.01 ls 21 resolution LUT method and the FMS method approach similar values (1.39%, 1.61%, 5.8% vs. 0.63%, 1.13%, 5.14% for the R 1 , R 2 , and spin probe concentration error using the 0.01 ls 21 resolution LUT method vs. using the FMS method respectively).
While accuracy may decrease when using the LUT fitting method, fitting speed increases significantly. Table 4 shows that, when using 0.01 ls 21 resolution LUT method there is nearly a 4 order of magnitude acceleration compared to the FMS method. If the application required a LUT with higher parameter resolution, the acceleration factor is just over 3 orders of magnitude using the 0.001 ls 21 resolution LUT method compared to the FMS method. Tradeoffs in accuracy may be acceptable for real-time imaging applications where only a rough idea of the image is required. Following an experiment, higher-quality images with increased accuracy can be produced using other, more robust, yet time intensive methods.
In the future, LUTs incorporating multiple parameters into a single LUT, rather than using the multiple LUT algorithm described in the methods, may provide improved accuracy. For the current application however, such multi-parameter LUTs became unacceptably large.
Real-Time pO 2 Image Reconstruction
To achieve real-time reconstruction, a new, updated image must be reconstructed as each new projection is acquired. Current standard R 1 /R 2 EPRI oxygen images acquire full sets of 208 projections for 12 different time points in 10 minutes. Each projection is acquired at all of the time points before the next projection is acquired. Therefore, for a standard 10 minute, 208 projection image, each projection is acquired in 2.88 seconds. Accordingly, for real-time image reconstruction, reconstruction speeds of at least 2.88 seconds/image are necessary. Using standard reconstruction methods this is very difficult. Accelerations of both 3D image reconstruction and fitting of voxel-by-voxel signal relaxation are necessary. Table 5 summarizes the total pO 2 image reconstruction times when using different combinations of the 3D FBP implementations and fitting methods described above.
Using the CM method for 3D reconstruction and FMS method for fitting, requires 0.203 seconds per 3D reconstruction at each time point for standard 64 3 64 3 64 R 1 /R 2 EPRI pO 2 images, plus 282 seconds for fitting. In this case, 3D reconstruction is relatively fast while fitting limits the overall reconstruction speed. Using the LUT fitting method and CM reconstruction method, pO 2 image reconstruction time is faster than projection acquisition speed. However, multi-stage reconstruction (e.g., the CM method) cannot handle arbitrary projection sets and therefore is not a viable candidate for real-time Acceleration factor is compared to standard FMS method. Minimum reconstruction time is for reconstruction from a single projection. Maximum reconstruction time is for reconstruction from the full 208 projections. The CM method requires reconstruction from a full projection set and therefore only one reconstruction time is reported. Numbers shown next to LUT denote parameter resolution used in ls 21 .
reconstruction from incomplete sets of projections during acquisition. Single-stage reconstruction, however, can be used for any arbitrary set of projections and therefore can be used to reconstruct images from incomplete projection sets, but the current implementation on the CPU is restrictively slow. 3D image reconstruction speed is proportional to the number of projections in the image. Total pO 2 image reconstruction time for single-stage methods can be calculated as the time to back-project each projection multiplied by both the total number of projections used and the number of time points used (e.g., 12 for standard R 1 /R 2 imaging) plus the time to fit the spectral dimension. When using a GPU, time to transfer 3D images between GPU and CPU must be added as well. When using the CS method and FMS method, both 3D reconstruction and fitting can be time consuming and real-time pO 2 image reconstruction is not possible. If the CS method and LUT method are used, for smaller numbers of projections, reconstruction is fast enough to keep up with data acquisition; however as imaging progresses, real-time pO 2 image reconstruction cannot be achieved.
The methods presented in this paper (GPU-based single-stage 3D reconstruction and LUT fitting), when used in concert, provide the versatility of single-stage reconstruction and the speed necessary for real-time pO 2 image reconstruction. Using the GS method and 0.001 ls 21 resolution LUT method results in reconstruction speed acceleration by up to a factor of 511 compared to current methods. Using the GS method and 0.01 ls 21 resolution LUT method results in reconstruction speed acceleration by up to over a factor of 650 compared to current methods. Figure 5 shows that, if a LUT with appropriate resolution is used, the accelerated methods for EPRI pO 2 image reconstruction presented provide essentially the same result as previously used methods. Only very subtle differences can be visually discerned between the image reconstructed using the CS 1 FMS methods and that reconstructed using the GS1LUT with 0.001 ls 21 resolution (average voxel absolute pO 2 difference was 0.08 torr). Using a 0.01 ls 21 resolution LUT still provides a reasonable image, however the effect of decreased LUT resolution can clearly be observed as a decrease in pO 2 resolution of the image (average voxel absolute pO 2 difference was 0.28 torr). With these accelerated reconstruction speeds, the new methods enable real-time reconstruction of pO 2 images for imaging times as short as 3.4 minutes when using 0.001 ls 21 resolution or 2.6 minutes when using 0.01 ls 21 resolution LUTs. As imaging times decrease, reconstruction speed must increase accordingly to enable real-time reconstruction. More powerful, higher-end GPU cards exist that could increase reconstruction speeds. However, GPU-based single-stage 3D reconstruction and LUT fitting together provide EPRI pO 2 image reconstruction accelerations sufficient to enable real-time reconstruction for current imaging applications.
CONCLUSIONS
Methods providing EPRI pO 2 image reconstruction acceleration are presented. The acceleration is sufficient to enable real-time pO 2 image reconstruction. It should be emphasized that any sacrifice in reconstruction quality that is associated with the techniques discussed in this work can be recovered post acquisition with more standard reconstruction techniques, for example, avoiding the loss of pO 2 resolution with the LUT technique. Real-time reconstruction is advantageous for different reasons. For example, for in vivo imaging applications, particularly in the patient setting, procedures are time sensitive. Real-time image reconstruction can help operators recognize and resolve issues with an EPRI scan early and limit wasted time if the operator must wait for imaging to be completed to discover these issues. For example, if an image becomes corrupted during imaging, (due to improper setup of the subject and/or imaging equipment, subject motion, imaging equipment failure etc.) real-time reconstruction allows detection of such issues prior to scan completion. Real-time reconstruction can also identify a ROI earlier during imaging.
Projection acquisition schemes have been developed that provide approximately uniform sampling throughout the imaging process. Such acquisition schemes enable reconstruction of useful intermediate images from incomplete projection data, which closely approximate the final image reconstructed from complete projection data (35, 36) . For EPRI data acquired using these robust techniques, the real-time reconstruction presented in this work allows for the visualization of the buildup of an oxygen image as data are acquired.
Studies suggest that both chronic and transient states of hypoxia may exist in tumors and that they may have differing physiological and clinical implications (11) . This dynamic nature of the in vivo oxygen environment has led to increased interest in time resolved measurements and visualization of pO 2 in order to help clarify the differences between chronic and transient hypoxia. To this end, efforts are being made to increase EPRI temporal resolution (37) (38) (39) (40) (41) .
As EPRI image acquisition times approach realtime acquisition, the real-time image reconstruction discussed herein will eventually enable real-time visualization of temporal pO 2 fluctuations. This could allow for real-time differentiation of chronically hypoxic regions and transiently hypoxic regions. One potential future approach is a sliding window or view-sharing technique, which could provide quasi-real-time pO 2 imaging based on rapid reconstruction of images from temporally overlapping projection subsets throughout acquisition. Such methods have been used for real-time CT (25) and MRI (34, 42) applications. In addition to visualizing transient hypoxia, future real-time EPRI pO 2 imaging could enable image guided treatment adaptation based on spatiotemporally heterogeneous tumor pO 2 , EPRI-guided biopsies, and real-time subject positioning and motion monitoring.
The methods presented in this work provide EPRI pO 2 image reconstruction acceleration factors of over 650. This enables real-time reconstruction of noninvasively acquired EPRI images of in vivo oxygen concentrations for the first time.
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