We construct a degree for mappings of the form F + K between Banach spaces, where F is C 1 Fredholm of index 0 and K is compact. This degree generalizes both the LeraySchauder degree when F = I and the degree for C 1 Fredholm mappings of index 0 when K = 0. To exemplify the use of this degree, we prove the "invariance-of-domain" property when F + K is one-to-one and a generalization of Rabinowitz's global bifurcation theorem for equations F(λ,x) + K(λ,x) = 0.
Introduction
We generalize the Leray-Schauder degree to mappings F + K between real Banach spaces X and Y , where F is C 1 Fredholm of index 0 and K is compact. Recall that the LeraySchauder theory addresses the case when X = Y and F(x) = x. Throughout this paper, a (nonlinear) compact operator is a continuous operator mapping bounded subsets to relatively compact ones.
Under rather restrictive additional assumptions, it is sometimes possible to reduce a problem involving an operator F + K as above to one having the desired structure in the Leray-Schauder theory. For instance, if F is a homeomorphism of X onto Y and F N) ). However, the existence of such an operator N is not guaranteed when F is nonlinear.
The possible nonexistence of an equivalent Leray-Schauder formulation is already an issue when K = 0 and the question is to define a degree for C 1 Fredholm mappings F of index 0. The first investigations by Caccioppoli [5, 6] in this direction, resulting in a mod2 degree, go back to 1936, only two years after the work of Leray and Schauder. In thelet Φ n C m (X,Y ) denote the set of C m Fredholm mappings of index n from X to Y . As is customary, when X = Y , we use ᏸ(X), GL(X), Φ n (X), (X), and Φ n C m (X), respectively.
Background
We briefly review the definition and properties of the base-point degree for proper C 1 Fredholm mappings of index 0. Details can be found in [18] and the references therein.
A basic concept is that of parity of a continuous path of linear Fredholm operators of index 0. Let X and Y be real Banach spaces and, given a compact interval [ Of course, it can be shown that this formula is independent of the parametrix P.
To understand the meaning of σ(A), it is helpful to consider the case X = Y = R N when, as is easily seen, σ(A) = sgndetA(a)sgndetA(b). In the infinite-dimensional setting, σ(A) may be thought of as a generalization of this formula in the absence of any determinant function. However, in contrast to the finite-dimensional case, σ(A) need not depend only upon the endpoints a and b (see [10] ). Alternatively, σ(A) may be viewed (generically) as the mod2 count of the number of times A(t) crosses the subset of noninvertible linear Fredholm operators of index 0 as t runs over [a,b] .
The parity has a number of interesting properties, including homotopy invariance (provided that the endpoints remain invertible during the homotopy), multiplicativity with respect to consecutive intervals (i.e., σ(A, [a,c] 
) = σ(A,[a,b])σ(A,[b,c]) if A(a), A(b)
, and A(c) are invertible), and multiplicativity with respect to composition. Also important in practice, the parity is unchanged by reparametrizations and the parity of a path of linear isomorphisms is always 1.
Let now F ∈ Φ 0 C 1 (X,Y ) be given and let Ω ⊂ X be an open subset. Assume that F is proper on Ω and let y / ∈ F(∂Ω) be a regular value of F |Ω , that is, DF(x) ∈ GL(X,Y ) whenever x ∈ Ω and F(x) = y. Then, by properness, the set F −1 (y) ∩ Ω = F −1 (y) ∩ Ω is finite, say
for some integer k ≥ 0. Given p ∈ X such that DF(p) ∈ GL(X,Y ) (a base-point of F), the degree d p (F,Ω, y) is defined by the sum of parities:
where γ i is any continuous curve in X joining p to x i , 1 ≤ i ≤ k. If k = 0 (so that F −1 (y) = ∅), we set d p (F,Ω, y) = 0. The homotopy invariance of the parity ensures that the above definition of d p (F,Ω, y) is independent of γ i . It does, however, depend upon p, but passing from a base-point to another can only leave the degree unchanged or change it into its negative (see Corollary 2.4). Thus, the "absolute" degree |d| defined by |d|(F, Ω, y) = |d p (F,Ω, y)| is independent of p. This makes it possible to define |d| even when no base point exists, by setting |d|(F, Ω, y) = 0 in this case.
Remark 2.1. It follows from the above definition that when F is a linear isomorphism, then d p (F,Ω, y) = 1 regardless of p ∈ X whenever y ∈ F(Ω). This is often useful in practical calculations, together with homotopy arguments (see below). That d p (F,Ω, y) can never be −1 when F is linear points to differences-not contradictions or incompatibilities-between the base-point degree and the Leray-Schauder degree.
The most technical step consists in defining d p (F,Ω, y) when y / ∈ F(∂Ω) is not necessarily a regular value of F |Ω . When F is C 2 , this is done by approximating y by regular values (see [11] ). When F is only C 1 , this approach fails and must be replaced by approximating F rather than y (see [17, 18] ).
The properties of the base-point degree, listed below, are almost the expected ones, the notable exception being that it is only invariant up to sign under homotopies. However, the sign change (or lack thereof) can be fully monitored by the parity, as indicated in Theorem 2.2. 
base-point of h(0,·) and if h(1,·) has no base-point, then
The following corollary gives a simple but useful case when homotopy invariance holds. 
The following two properties of the degree are also important for calculations. 
The absolute degree |d| is homotopy invariant, which is consistent with Theorem 2.2 when base-points exist, but is true in general. Corollaries 2.5 and 2.6 as well as Theorem 2.7 also hold for |d|.
All of the above can be repeated if F is only defined on a connected and simply connected open subset ᏻ of X with Ω ⊂ ᏻ (it even suffices that the first cohomology group H 1 (ᏻ) vanishes; see [12] ) and closures are understood relative ᏻ. It will be obvious from the proofs that the results of this paper can also be extended verbatim to this setting.
Degree for finite-dimensional perturbations: definition
In this section, F∈Φ 0 C 1 (X,Y ) and the compact finite dimensional mapping K ∈ C 0 (X,Y ) are given and Ω denotes a bounded open subset of X. We define a degree for F + K that generalizes the base-point degree of Section 2 when K = 0. After this degree is constructed and its main properties established, it will be a simple matter to drop the assumption that K is finite dimensional (Section 7).
We will further assume that F is proper on Ω and that 
is a compact subset of X. For example, if X = Y and
If also DK ε (p) = 0 for some p ∈ X, K ε is said to be based at p.
The (delicate) question about the existence of compact and regular approximations based at p is settled by Theorem 3.2 below. For clarity, its proof is postponed until the next section. For the time being, it will suffice to define the degree at the value 0 / ∈ (F + K)(∂Ω). To justify the definition given in (3.6) below, it must be checked that d p (F + K ε ,Ω,0) exists and is independent of the choice of the regular ε-approximation K of K on S(F,Ω,Y 0 ) based at p and of the subspace Y 0 . This is done in the next lemma, where we implicitly use the fact that the properness of F on Ω and the compactness of K imply that F + K is proper on Ω, so that (F + K)(∂Ω) is closed.
for all x ∈ X; see, e.g., [7, page 56] ). The properness of F + K ε on Ω is due to the properness of F, the compactness of K ε , and the boundedness of Ω. Suppose now that x ∈ Ω and that 
which follows from Corollary 2.3 after checking that
makes sense whenever 0 < ε < dist(0,(F + K)(∂Ω)) and K ε is a regular finite dimensional ε-approximation of K based at p.
Existence of compact regular approximations
This section is devoted to a generalization of Theorem 3.2 when F is Fredholm of any index, which will be useful when dealing with homotopies. The finite-dimensional subspace Y 0 of Y and the mappings F ∈ Φ n C 1 (X,Y ) for some n ∈ Z and K ∈ C 0 (X,Y 0 ) as well as the bounded open subset Ω of X are given once and for all. It is also assumed throughout that F is proper on Ω, that F(Ω) is bounded, and that K is compact (i.e., bounded on bounded subsets since K is finite dimensional). Given ε > 0 and a base-point p ∈ X of F, our goal is to find
or the definition of a regular finite-dimensional ε-approximation is not affected by the fact that the index of F is not necessarily 0.
. The existence of regular subspaces is settled by the following. By the Dugundji extension theorem (see, e.g., [7] ), (
But it is also clear that such an approximation exists which is constant in some neighborhood of p 1i and hence satisfies D K ε (p 1i ) = 0 for all indices i.
To complete the proof, it remains to show that K ε is compact. But this follows at once from the remark that, by (4.2), K ε (X) is a bounded subset of Y 0 since K has values in the compact subset conv(K(S(F,Ω,Y 0 ))).
Degree for finite-dimensional perturbations: homotopy variance
We begin with a convenient definition.
)). The next theorem explains how the degrees
where
Proof. By the arguments of the proof of Lemma 3. 
At this stage, the pertinent remark is that neither the assumptions of Theorem 5.2 nor its conclusion is affected by changing h(t,x) into h(ϕ(t),x) where ϕ is any C 1 homeomorphism of [0,1] onto itself such that ϕ(0) = 0 and ϕ(1) = 1. In particular, this change does not modify the set h([0,1] × ∂Ω) or the mappings h Φ and h κ when t = 0 or t = 1. The only slightly less obvious point is that ν := σ(D x h Φ • Γ) is unchanged. But this follows from the homotopy invariance of the parity since, as is readily checked, ϕ and the identity of [0,1] are homotopic. Since ϕ can be chosen so that (dϕ/dt)(0) = (dϕ/dt)(1) = 0, it follows that, for the purpose of proving Theorem 5.2, we may and will assume with no loss of generality that
Let then h Φ be the extension of h Φ introduced above and let h κ extend h κ in the same way, so that h κ ∈ C 0 (R × X,Y ) is compact and finite dimensional. It follows from Theorem 4.4 with X replaced by R × X and Ω replaced by (0, 1
× Ω (thus independent of the extension) based at both (0, p 0 ) and (1, p 1 ). In particular,
In particular, h κ,ε (0,·) is a compact and regular ε-approximation of
is bounded by hypothesis. Therefore, by the definition (3.6), 
. This is to say that the endpoints remain invertible during the homotopy, whence σ(H(0,·)) = σ(H (1,·) ). This proves (5.6) and thus the theorem by (5.3), (5.4), and (5.5).
Generalizations and corollaries of Theorem 5.2 will be mentioned in Section 7. For the time being, we only clarify the F-dependence of the degree d F,p .
With F and K satisfying the assumptions required in Section 3 to define d F,p (F + K,Ω,0) by (3.6), suppose also that Proof. The formula (5.7) is the special case of Theorem 5.2 where Γ(t) = (t,γ(t)) and where
and Fredholm of index 0 since F is Fredholm of index 0 and K − L is compact and 
Degree for finite-dimensional perturbations: main properties
We now prove that the degree (3.6) possesses the main properties valid in the C 1 case: normalization, excision, and additivity on domain. We continue to assume that Ω ⊂ X is a bounded open subset and that F(Ω) is bounded.
be compact, and let p ∈ X be a base-point of F. The following properties hold. 
by the arguments of the proof of Lemma 3.
, once again by the arguments of the proof of Lemma 3. 
As a result, K ε is a compact and regular ε-approximation
The conclusion thus follows from Theorem 2.8.
Theorem 6.2 (Borsuk's theorem). In addition to the hypotheses of Theorem 6.1, assume
that Ω = −Ω, that 0 ∈ Ω, and that
Proof. In a first step, assume that both F and K are odd. Then, for every finitedimensional subspace Y 0 of Y such that K(X) ⊂ Y 0 and every ε > 0, there is an odd compact and regular ε-approximation K ε of K on S(F,Ω,Y 0 ) based at p: just start with any approximation K ε based at both p and −p given by Theorem 3.2 and replace K ε (x) by (1/2)(K ε (x) − K ε (−x)).
Then, F + K ε is odd and 0 / ∈ (F + K ε )(∂Ω) if 0 < ε < dist(0,(F + K)(∂Ω)). As shown in [13] , this implies (although [13] discusses the case of C 2 Fredholm mappings, everything carries over to the C 1 case) that d p (F + K ε ,Ω,0) is odd and hence, by (3.6) 
Now, suppose only that F + K is odd. We reduce the problem to the previous case. Set
, L is compact and finite dimensional, and G is Fredholm of index 0 with G proper on Ω. (For the last two properties, it suffices to observe that
is odd by the first step above, so that d F,p (F + K,Ω,0) is odd.
If G has no base-point, pick q ∈ X and let A ∈ ᏸ(X,Y ) be an operator of finite rank such that DG(q) + A is invertible, so that G + A is Fredholm of index 0,(G + A) is proper on Ω, and q is a base-point of G + A. Then, G + A is odd, L − A is compact, finite dimensional, and odd, and
. This reduces the problem to the case just discussed when G has a base-point.
Degree for compact perturbations
We are now in a position to eliminate the assumption that K is a finite-dimensional mapping via uniform approximation on Ω by compact finite-dimensional mappings. The existence of such approximations is standard and already used in the construction of the Leray-Schauder degree. Specifically, with F ∈ Φ 0 C 1 (X,Y ) proper on the closure Ω of the bounded open subset Ω of X and with K ∈ C 0 (X,Y ) compact, we define, assuming that p ∈ X is a base-point of F, that F(Ω) is bounded (but see Theorem 7.6), and that 0 
Most of the properties of the degree d F,p (F + K,Ω, y) follow at once from the case when y = 0 and from the analogous properties when K is finite dimensional. For convenience, these properties are summarized in the next two theorems. If h Φ = F is independent of t in Theorem 7.1 and hence the same base-point p = p 0 = p 1 can be chosen for h Φ (0,·) = h Φ (1,·), the result is especially simple since we obtain homotopy invariance.
Proof. In Theorem 7.1, let Γ(t) := (t, p), so that ν is the parity of the constant path DF(p) and hence ν = 1. 
(vii) If in addition F is a local diffeomorphism, d F,p (F + K,Ω, y) is independent of p ∈ X (and hence can be denoted by d F (F + K,Ω, y)). (viii) If in addition Ω
Parts (ii), (iii), and (iv) follow at once from their analog when K is finite dimensional. In (7.5), the sign change may occur irrespective of p and q and hence may be only due to using different representations (see Section 8) . Also, since Theorem 7.3(v) shows that the two pairs (F,K) and (G,L) such that F + K = G + L = T always provide the same degree up to sign, we can define the absolute degree (if y /
independent of the representation T = F + K such that F has base-points (recall that such representations exist) and of the base-point p of F.
Theorem 7.4. Under the same assumptions as in Theorem 7.1, |d|(h(0, ·), Ω, y) = |d|(h(1, ·), Ω, y).
Proof. This is obvious from (7.7) if h Φ (0,·) and h Φ (1,·) have base-points. Otherwise,
x) by h Φ (t,x) + A(t)x and h κ (t,x) by h κ (t,x) − A(t)x
to reduce the problem to the case when base-points exist.
It is straightforward to check that |d| also satisfies Theorem 7.3(i), (ii), (iii), and (viii). The final step consists in removing the assumption that F(Ω) is bounded to define
To do this, we first observe that since F is locally bounded (being continuous) and
y) is independent of the open subset ω with the above properties.
Proof. Let ω 1 and ω 2 denote two choices of ω, so that (
It follows from Lemma 7.5 that if y / ∈ (F + K)(∂ω) and p ∈ X is a base-point of F, we may define
where ω ⊂ Ω is any open neighborhood of (
is bounded. With this definition, it is routine to check the following. 
Further remarks and complements
(1) A special case arises when the compact operator K is C 1 and hence the degree d q (F + K,Ω, y) of Section 2 already exists if q is a base-point of F + K. If so, by letting G = F + K and L = 0 and by using Remark 3.4, it follows from Theorem 7.3(v) that
where ν ∈ {−1, 1} is the parity of any path {DF(γ(t)) + tDK(γ(t)) : t ∈ [0,1]} and γ ∈ C 0 ([0,1],X) is a curve joining p to q. In particular, if p is also a base-point of F + K, then we can choose
where ν is the parity of the path
(2) As we will see in an example in the next section, the absolute degree offers a convenient way to deal with situations when no base-point exists, without having to modify F and K to reinstate the existence of base-points. However, some caution should be exercised: if F has no base-point, then |d|(F, Ω, y) = 0 (see Section 2), but, in general, this does not imply that |d|(F + K,Ω, y) = 0. 
(5) At the end of Section 2, it was pointed out that the degree theory of this paper can be repeated when F is only defined and is Fredholm of index 0 on some connected and simply connected open subset ᏻ ⊂ X containing Ω. This is sometimes useful. For instance, to prove the "invariance-of-domain" property that if (6) The following generalization of Theorem 7.1 when the open set Ω is varied will be used in the next section. When E ⊂ R × X and t ∈ R, we let E t ⊂ X denote the set E t := {x ∈ X : (t,x) ∈ E}. 
and |t − t 0 | < ε and the right-hand side is independent of any such t by Theorem 7.1 (using once again the fact that the parity of a path of isomorphisms is 1).
Returning to the general case, we now claim that, given any point p ∈ X, there is a finite-dimensional subspace Z of Y and there is A ∈ C 1 ([a,b],ᏸ(X,Z)) such that p is a base-point ofĥ Φ (t,x) := h Φ (t,x) + A(t)x for all t ∈ [a,b] . This will be justified later on in the proof. Since h =ĥ Φ +ĥ κ withĥ κ (t,x) := h κ (t,x) − A(t)x, it follows from the first part of the proof that 
and it suffices to show that ν a ν b = ν as in (8.4) . Since the parity is unaffected by reparametrization and since the parity of a path of isomorphisms is 1, it follows from the multiplicative property of the parity with respect to consecutive intervals that ν a ν b is the parity of the path on [a − 1,b + 1] defined by
This path is clearly homotopic to the path (with the same invertible endpoints
The "furthermore" part follows from (8.4) and the definition of the absolute degree (if necessary, modify h Φ (a,·) and h Φ (b,·) so that base-points exist).
To complete the proof, we now establish the claimed existence of Z and A above. First, by the arguments of the proof of Lemma 4.2, there is a finite-dimensional subspace
The existence of P is standard (locally by trivialization and next globally with a partition of unity). Let also B ∈ C 0 ([a,b],ᏸ(Z,X)) be a trivialization (every vector bundle over a contractible base is trivial; see [16] ) of (X t ) t∈ [a,b] , that is, rge
For the latter point, assume by contradiction that there is a sequence (
x n ≥ ε for some sequence (x n ) ⊂ X with x n = 1. It is readily checked that there is a constant α > 0 such that B(s)z ≥ α z for every s ∈ [a,b] and every z ∈ Z, so that B(s)
for all n. Since dimX t < ∞, there is ξ ∈ X t and a subsequence (x nk ) such that P(t)x nk → ξ. Then, P(t nk )x nk = (P(t nk ) − P(t))x nk + P(t)x nk → ξ by the continuity of P and the boundedness of (x n ). Since also B(t nk ) → B(t) in ᏸ(Z,X), a contradiction arises with (8.11) for k large enough. The above shows that p) is Fredholm of index 0, it suffices to prove the injectivity. Let then t ∈ [a,b] and x ∈ X be such that
Since the left-hand side is in Z by definition of X t , this implies that 
Any such choice with A ∈ C 1 ([a,b],ᏸ(X,Z)) answers the question.
Application to global bifurcation
We consider a mapping G : R × X → Y of the form
We also assume that K(λ,·) is Fréchet differentiable at 0 (but not necessarily elsewhere) and that
Theorem 9.1 below is a generalization of Rabinowitz's global bifurcation theorem when F = I − λL with L ∈ (X) (see [22] ). When K = 0, generalizations have already been given in [11, 18] . Theorem 9.1. In addition to the above assumptions, suppose that there are
Proof. By contradiction, assume that C is compact and contains no point (λ,0) with λ / ∈ [λ − ,λ + ]. Since Fredholm mappings are locally proper (see [26] ), we can find a bounded open neighborhood Ω of C in R × X such that F is proper on Ω. Then, by a variant of the Rabinowitz construction in [22] , Ω may be shrunk so as to "isolate" C from the remainder of S ∪ [λ − ,λ + ] × {0}. In other words, Ω may be assumed to satisfy the condition that (F is proper on Ω and)
In particular,
and since Ω is a neighborhood of [λ − ,λ + ] × {0}, there is δ > 0 such that 
