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Although the silicon (Si) (111)-2×1 surface reconstruction was one of the first
sample systems which were thoroughly investigated following the invention
of the scanning tunnelling microscopy (STM) in 1981 [1–5], there are still open
questions and phenomena which are not yet resolved.
One of these open questions concerns the buckling of the π-bonded chains
which form the Si(111)-2×1 reconstruction. Only recently, it was shown that the
two buckling possibilities – positive and negative buckling of the atoms of the
π-bonded chain – coexist [6]. This means that the Si(111)-2×1 surface belongs to
the semiconductor systems where different atomic configurations with similar
total energies close to the ground state exist in parallel. Semiconductor systems
offering two such meta-stable states with similar total energies close to the
ground state are of increasing interest due to potential applications for nanoscale
devices, e.g. rewritable nanoscale memory [7]. The system Appelbaum et al.
consider is the Si(001) surface where differently tilting dimers lead either to
a c(2×4) or to a p(2×2) reconstruction. The same applies for the germanium
(Ge)(001) surface. The reconstruction can be reversibly changed from c(2×4) to
p(2×2) applying different voltages and tunnelling currents [8–11]. Calculations
confirm the influence of electric fields and charge injection on the stability of the
two reconstructions [12, 13]. The different buckling types of Si(111)-2×1 might
present a similar system. In chapter 4, the two buckling types are investigated
with special attention to the surface band structure and the relative positions of
the surface bands.
A phenomenon first described in 1999 is the movement of a domain boundary
over the distance of a few nanometres (nm) [14]. Only recently, Studer et al.
revived the topic by studying strain induced domain boundary movement
between two domains with positive buckling [15]. The case of mobile domain
boundaries treated in chapter 5 of this thesis is slightly different, as it involves
two differently buckled domains. Thus, the movement of the domain boundary
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also constitutes a switching between the two meta-stable reconstructions of the
Si(111)-2×1 surface.
The third topic of this thesis are the signatures of phosphorus (P) atoms. Semicon-
ductors are doped with atoms of a different chemical element in order to control
their conductivity. The most common elements used to dope Si are boron (B) for
doping with positive charge carriers (p-type) and P and arsenic (As) for doping
with negative charge carriers (n-type). Consequently, the properties of substi-
tutional P atoms in bulk Si have been studied nearly as long as Si itself [16, 17].
Substitutional P atoms in the Si(111)-2×1 surface at room temperature (RT) first
have been studied by Trappmann et al. in 1997 [18]. In that study, voltage
dependent contrast patterns were attributed to signatures of P atoms. The as-
signment of different contrast patterns to P atoms at the four substitutional sites
of the Si(111)-2×1 surface was achieved in low temperature (LT)-STM studies
for π-bonded chains with positive buckling in 2004 [19].
In chapter 6, the sites corresponding to signatures of substitutional P atoms
in negatively buckled π-bonded chains are determined. Improvements in the
sample preparation enabled measurements on quasi-infinite π-bonded chains
(length > 1 µm). In such areas, P atoms at the different sites in the surface layer
show the same topographic signatures as for shorter chains, but in addition,
signatures of P atoms in subsurface layers are found. Surprisingly, spectroscopic
measurements reveal substantial differences in the origin of the signatures which
P atoms induce within the surface band gap. This is investigated in the second
part of chapter 6. The origin cannot be a defect state of the P atom itself, as the
defect state is strongly localised, and the signature extends over several nm along
the π-bonded chains. The dispersion of the surface bands is important in order
to explain the spatial extend of the signature in direction parallel to the π-bonded
chains. Interactions between P atoms, with the π-bonded chains of different
lengths, domain boundaries and other defects cannot be neglected when one
investigates complex system. They must be taken into account considering






This chapter introduces the Si(111)-2×1 surface reconstruction which is investi-
gated in this thesis. It starts with the formation and atomic configuration of this
reconstruction, describes the electronic structure, and concludes by introducing
different defect structures. Some more detailed aspects, which are necessary for
interpreting the STM results, are treated in the respective chapters.
2.1 Surface reconstruction
Cutting a crystal causes numerous broken bonds in the unreconstructed surface
where the surface atoms would bond to the next layer of atoms. As these
dangling bonds are energetically unfavourable, many surfaces form surface
reconstructions in order to reduce dangling bonds and lower the total energy.
Si is a covalent semiconductor crystallising in a diamond lattice with a lattice
constant of a=5.43 Å [21] (Fig. 2.1a). A cut along the (111)-plane results in an
unreconstructed surface with unit vectors of length a1 = a2 =
√
2
2 a0 = 3.84 Å
and a threefold rotational symmetry. The distance between two adjacent Si(111)
planes (and thus the height of monoatomic steps) is 3.14 Å. The unreconstructed
Si(111)-1×1 surface has one dangling bond per unit cell. Depending on the
energy available for the formation, different surface reconstructions may be
obtained. The most famous one is Si(111)-7×7 – the first surface investigated by
STM [22] – which reduces the dangling bonds significantly from 49 to 19. This is
achieved by considerably restructuring the surface, including dimers, adatoms,
and a stacking fault (DAS-model [20], see Fig. 2.1b). The necessary energy is
obtained by heating the sample up to 1000◦ C and cooling it slowly. The 7×7
reconstruction forms at about 860◦ C [23].
3
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Figure 2.1: (a) Model of the diamond lattice structure of silicon: The (111)-plane
is displayed as shaded layer and the atoms of the unreconstructed surface are
enlarged. The surface unit cell is marked in red. Surface buckling and dangling
bonds at every second atom are visible.
(b) Si(111)-7×7 surface reconstruction: Surface unit cell in the dimer-adatom-
stacking fault (DAS)-model [20].
Figure 2.2: Atomic configuration of the buckled π-bonded chain model: (a) top
view, (b) side view, (c) perspective view.
In contrast, the 2×1 reconstruction is found only at samples which were cleaved
at RT or below. It is a meta-stable reconstruction which is transformed into the
stable 7×7 if enough thermal energy is provided. The π-bonded chain model
by Pandey [24] is the best fitting description of the 2×1 reconstruction. LEED
studies by Himpsel at al. [25] led to a modification of the model, including
a buckling of the atoms in the π-bonded chain. Figure 2.2 depicts different
views of the Pandey model with the additional buckling. The unit vectors are
a1 = 3.84 Å in <01̄1>- and a2 = 6.65 Å in <2̄11>-direction. The π-bonded chains
4
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are formed by zigzag rows of atoms in <01̄1>-direction. The half filled pz-orbitals
of the atoms in the π-bonded chain (still two dangling bonds per 2×1 unit cell)
form π-bonds which results in a reduction in surface energy. According to ab
initio calculations, the height difference between ‘up’ atom (site 1) and ‘down’
atom (site 2) is 0.51 Å. The atoms next to ‘down’ (site 3) and ‘up’ atom (site 4) lie
1.0 Å lower than the π-bonded chain [19, 26].
There are two possibilities for the atoms to buckle (Fig. 2.3a+b) which show
a mirror symmetry in the upper three surface layers (Fig. 2.3c). This causes
difficulties in determining the buckling type. In positively buckled π-bonded
chains the atoms on the side in (2̄11)-direction are higher, negative buckling is
characterised by a higher atom on the side in (21̄1̄)-direction of the zigzag chain.
Calculations predict similar surface band structures and total energies for the two
configurations [27]. Until Bussetti et al. could prove the co-existence of positive
and negative buckling for highly n-doped samples and at low temperatures
in 2011 [6], it was assumed by experimentalists as well as theoreticians that
all Si(111)-2×1 surfaces were buckled the same way. Nie et al. found that
in RT-STM measurements the buckling of the π-bonded chains of the Si(111)-
2×1 surface is positive while it is negative for Ge(111)-2×1 [29]. This was in
good agreement with first principle calculations by Rohlfing et al. [30], who
found negative buckling favourable for Ge(111)-2×1, while Si(111)-2×1 should
show positive buckling. Bussetti et al. assumed that while normally positive
buckling is preferable, the total energy of the highly n-type doped samples may
be reduced by the occupation of the empty states of the negatively buckled
π-bonded chains. Thus, domains with negative buckling form in addition to the
positively buckled areas [6].
2.2 Electronic structure
Bulk Si is an indirect semiconductor with the maximum of the projected bulk
valence band (BVB) at Γ, while the projected bulk conduction band (BCB) mini-
Figure 2.3: Equilibrium structures of positively (a) and negatively (b) buckled π-
bonded chains [27], (c) broken red lines: positive buckling, broken green lines:
mirrored structure of negative buckling (on the basis of [28]).
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Figure 2.4: Calculated electronic surface dispersion for positive (dashed lines) and
negative (solid lines) buckling in comparison with the projected bulk band
structure (grey), resulting from the GW band-structure theory [31].
mum is located near K̄ (grey in Fig. 2.4). The width of the band gap (EG) at RT
is EGB = 1.12 eV [32, 33]. The electronic structure of the Si(111)-2×1 surface is
dominated by the dangling bond states of π-surface conduction band (SCB) and
π-surface valence band (SVB) (see the lines in Fig. 2.4). The empty state π-SCB
is located at the ‘down’-atom and the filled π-SVB state at the ‘up’-atom [19, 26].
Density functional theory (DFT) calculations [19, 27, 31] and inverse and nor-
mal angle resolved photo electron spectroscopy (ARPES) measurements [34–36]
show a strong dispersion along the π-bonded chains (ΓJ) while in perpendicular
direction (JK) the dispersion is very weak. The surface states have a direct band
gap at J, the boundary of the surface Brillouin zone.
Positive and negative buckling lead to similar band structures. Only the region
near the surface band gap and the band gap itself differ: According to the
band structures calculated by M. Rohlfing, the band gap is smaller for negative
buckling (EGn = 0.58 eV) than for positive buckling (EGp = 0.75 eV), and the
surface bands for negative buckling lie within the surface band gap of positive
6
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buckling (Fig. 2.4: solid (positive buckling) and dashed (negative buckling)
lines) [6, 27, 31].
The surface bands are located within the band gap of bulk Si which results in
Fermi level pinning for doped samples [37]. This is important for the interpre-
tation of STM measurements. The sample bias voltage (Vbias) is thus directly
related to the electron energy via E = EF + eV.
In this thesis, highly n-type doped samples are studied. For high n-type doping
with P in the bulk, Fermi energy (EF) is located in the shallow donor band
∼45 meV below the BCB [38]. At the surface, there is a surface state within
the bulk band gap. The high density of states of the conduction surface band
in combination with a large charge accumulation as a result from the n-doped
bulk leads to a quasi pinning of EF near the SCB minimum [37]. This situation
is comparable to a Schottky-barrier with a barrier height corresponding to ∆EF
(∆EFp = ∆ESCp−BC − 0.045 eV = 0.355 eV with ∆ESCp−BC = 0.4 eV for positive
buckling, corresponding to the calculations by M. Rohlfing (Fig. 2.4) [31]).
Figure 2.5 illustrates the resulting bending of the bulk bands according to the
rigid band model. According to H. Föll [39] the width Debye length (λD) of the
space charge region may be calculated with the following formula:
Figure 2.5: Bending of the bulk bands due to the filled SCB states according to the








with: ε0 : vacuum permittivity
ε : relative permittivity of silicon
∆EF : difference of energetic positions of Fermi energies relative
to the bulk bands at the surface and in the bulk
e : elementary charge
ND : donor concentration of the sample
The width of the resulting space charge region for positive buckling is λDp
= 9.0 nm and, considering the donor concentration of the sample, the result-
ing surface charge density (ρ) is ρp = 5.4 · 1012cm−2 (Fig. 2.5a). For negative
buckling, with ∆ESCn−BC = 0.485 eV [31], the Schottky barrier ∆EFn − 0.045 =
∆ESCn−BC − 0.045 eV = 0.440 eV is higher than for positive buckling. Conse-
quently, a wider space charge region with λDn = 10.0 nm and higher surface
charge density ρn = 6.0 · 1012cm−2 at negatively buckled domains develop (Fig.
2.5b).
2.3 Surface defects on Si(111)-2×1
There are three different, intrinsic surface defects which occur in doped Si(111)-
2×1 surfaces and have effects on the atomic and electronic structure of the
surface: surface steps, domain boundaries, and dopant atoms. On the one hand,
these defects are interesting objects to study by themselves. On the other hand,
they may be utilised as tools to investigate surface properties which would be
not accessible otherwise.
2.3.1 Surface steps - Coulomb gap
Monoatomic steps on Si(111) have a height of 0.314 nm and effectively disconnect
the π-bonded chains. In contrast to steps on gallium-arsenide (GaAs)(110) [40],
Si(111)-2×1 surface steps are not charged and show only the geometric step
height of monoatomic steps in STM measurements at all voltages [3].
In former studies by J. K. Garleff et al., steps of different widths have been
utilised to study the effects of chain length on the electronic structure of the
8
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Figure 2.6: (a) High resolution differential conductivity (dI/dV) spectra on π-
bonded chain segments with different length [41].
(b) Linear dependence of gap width on inverse chain length [41].
(c) Width of Coulomb gap on free chains compared to chains cut by a P atom [41].
π-bonded chains. A Coulomb gap was found which scales with the inverse
chain length (Fig. 2.6). The width of the Coulomb gap is also affected by P
atoms within the chain. This proves that P atoms divide the chains as far as
electrons are concerned. The case of a P atom between two chains demonstrates
that the coupling between neighbouring π-bonded chains is negligible, as only
the two directly adjacent chains show a wider Coulomb gap. The other chains
are unaffected (Fig. 2.6c) [41].
2.3.2 Domain boundaries - different buckling types
There are multiple possibilities for the arrangement of the 2×1 reconstruction
with respect to the unreconstructed 1×1 surface (Fig. 2.7a). Due to the threefold
symmetry of the Si(111)-plane the π-bonded chains can run in the three equiva-
lent lattice directions [01̄1], [101̄], and [1̄10] (blue, green, and red in Fig. 2.7a).
In addition, there are two possibilities for the π-bonded chains to be placed
9
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Figure 2.7: (a) Atomic positions of the six configurations, green: [101̄]-direction,
blue: [01̄1]-direction, red: [1̄10]-direction; solid and dashed lines: two possibili-
ties of up-atom positions with displacement of half a 2×1 unit cell;
(b) STM topography showing domain boundary type I (red), type II (green) and
type III (yellow) [Vbias = -1 V; It = 0,1 nA; T = 300 K];
(c-f) schemes of type I (c), type II (d), type III (e), and type IV (f) domain bound-
aries [28, 31].
in relation to the underlying bulk structure. These possible positions have a
translational displacement by half a 2×1 unit cell in the direction perpendicular
to the chains (solid and dashed lines in Fig. 2.7a). Thus, there are six different
positions of the π-bonded chains regarding the unreconstructed Si(111)-1×1
structure. Taking the two different buckling types into consideration, there are
all in all twelve different configurations.
Domains of these configurations are separated by four types of domain bound-
aries. Figure 2.7b shows a topography image of a multi-domain surface where
the first three types occur. The boundaries are visible as brighter lines in the
topography image. The first type unites all boundaries with a rotation by 120◦
between the π-bonded chains of the two domains (Fig. 2.7c). Type II and III
domain boundaries both separate domains with π-bonded chains running in
the same direction but with a displacement by half a unit cell. A type II bound-
10
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Figure 2.8: Type IV domain boundaries without displacement of π-bonded chains:
(a) These boundaries occur mainly next to surface steps [Vbias = -2.0 V; It = 0.1 nA;
T = 6 K].
(b) Defects pin the position [Vbias = -0.5 V; It = 0.1 nA; T = 6 K].
(c) Model of a type IV domain boundary: big red circles – up-atoms (positive
buckling), big violet circles – up-atoms (negative buckling), green circles – down-
atoms, yellow circles – atoms of lower chain. (d+e) While there is a high contrast
difference at -0.5 V (d) the boundary is invisible at +1.0 V (e) [Vbias = -0.5 V /
+1.0 V; It = 0.1 nA; T = 6 K].
ary runs parallel to the chains (Fig. 2.7d) while a type III boundary separates
frontally meeting chains (Fig. 2.7e). A type IV domain boundary separates
frontally meeting π-bonded chains without rotation or displacement of the sur-
face unit cell but with a change of the buckling type (Fig. 2.7f and 2.8). These
boundaries mainly occur next to surface steps (Fig. 2.8a) and show as cloud-like
contrast enhancement at -0.5 V. Defects pin the position of the domain bound-
aries (Fig. 2.8b). The only difference between the two domains separated by a
type IV domain boundary is in the positions of ‘up’ and ‘down’ atoms (Fig. 2.8c).
The π-bonded chains are not interrupted. But the ‘up’-atoms are at different
positions with respect to the surface unit cell. The domain boundary is clearly
visible at -0.5 V. At this voltage, positively and negatively buckled π-bonded
chains exhibit a difference in the local density of states (LDOS). Therefore, a
high contrast difference in the STM image occurs (Fig. 2.8d). The STM image at
+1.0 V shows that there is no displacement between the π-bonded chains of the
two domains (Fig. 2.8e). In this work, domain boundaries are utilised as tools to
investigate the properties of positive and negative buckling.
11
CHAPTER 2. SI(111)-2×1
2.3.3 Dopant-atoms: surface vs. bulk properties
The samples investigated in this thesis are heavily n-type doped with P atoms.
As the SCB is partially filled due to the high doping, the surface is metallic.
This leads to the assumption that P atoms in the bulk do not show up in STM,
as their charge is easily screened by the electrons in the surface state. The P
atoms are distributed statistically in bulk material as all positions are equivalent.
Trappmann et al. [18] also found statistically distributed P atoms at the surface
in RT-STM studies. These RT studies assign voltage dependent contrasts to the
P atoms in the surface layer: At -1.1 V there is a depression at the site of the P
atom, while at +1.1 V the contrast shows a protrusion (Fig. 2.9a+b). There is also
an anisotropic contrast with an extension of about 10 nm along one single or
two adjacent π-bonded chains. In surfaces with positive buckling, this contrast
shows up at -0.4 V in RT images [18] and at -0.5 V at a temperature of 8 K [43].
This elongated contrast appears, too, for positive doping with boron at a voltage
of +0.4 V [44]. Subsurface P atoms were not observed, up to now, but Studer
found signatures of subsurface Sb and bismuth (Bi) atoms (Fig. 2.9c) [42].
The charge state of the P atoms deep in the bulk is neutral except for some
donors ionised by thermal energy while in the space charge region near the
surface all P atoms are ionised and thus positively charged. The P atoms directly
in the surface layer have a strongly enhanced binding energy of more then
0.4 eV due to the fact that they have to be described as defects in a quasi-one-
dimensional (1D) chain. Therefore, they show a neutral charge state. This is
supported by density functional theory (DFT) calculations which show a strong
localisation of the additional charge from the P atom within 1-2 angstroms of its
binding site [45].
Figure 2.9: (a+b) P atoms in Si(111)-2×1 at RT at different sample bias voltages,
arrows indicate dopant-induced features [15 nm×15 nm; It = 0.3 nA; T = 300 K;
ND = 6 · 1019 cm−3]: (a) Vbias = +1.1 V, (b) Vbias = -1.1 V [18].
(c) Signatures of buried antimony (Sb) atoms beneath Si(111)-2×1 [42].
12
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Chapter 3
Scanning tunnelling microscopy
STM was the first method allowing atomically resolved investigation of flat,
conducting surfaces in real space. Although other methods, which produce
real space images, existed, these were either limited to the investigation of
tips (field ion microscopy (FIM)) or the resolution was limited to displaying
atomic steps but not the details of surface atom positions (scanning electron
microscopy (SEM), low energy electron microscopy (LEEM)). Until 1981, when
Gerd Binnig and Heinrich Rohrer developed the STM [5], the atomic structure
of flat surfaces was investigated using diffraction methods, for example low
energy electron diffraction (LEED) and reflection high energy electron diffrac-
tion (RHEED). While these methods are well suited to gain information about
periodic structures such as surface reconstructions, it was impossible to resolve
the local structure of a surface, including defects, surface steps, and dopant
atoms in semiconductors. The invention of atomic force microscopy (AFM) for
non-conducting samples [46], magnetic force microscopy (MFM) to investigate
magnetic properties [47], Kelvin probe force microscopy (KPFM) [48], and a lot
of other methods enlarged the variety of scanning probe methods significantly.
STM itself became a more powerful tool for surface analysis by the develop-
ment of advanced data acquisition modes, for example dI/dV-spectroscopy,
potentiometry, and multiple-tips STMs.
3.1 Basic concept of STM
STM is a scanning probe method. This means that data is acquired by scanning
a surface step by step with a sharp tip and performing measurements at each
position. The result is a map of the measured quantity, for example the relative
tip height.
13
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Figure 3.1: (a) Original STM setup using a tripod piezo as proposed by Binnig
and Rohrer [5]. (b) Constant height and (c) constant current scanning modes:
schematic profile of tunnelling current (blue) and tip height (red), atoms of a
different chemical element (turquoise) resulting in a higher tunnelling current in
b.
As it is crucial to move the tip with subatomic resolution, piezo crystals are
employed for the precise positioning of the tip. Three piezo elements, one
for each spatial coordinate, were used in the first STM design by Binnig and
Rohrer [5]. For this thesis, a different STM design is used as will be explained in
section 3.3.3.
The actual measurements rely on the quantum-mechanical tunnelling effect
which leads to a small tunnelling current (IT) between two conductors separated
by a few angstroms (Å) of isolating material or vacuum when a bias voltage is
applied between sample and tip (Vbias). The tunnelling current is very sensitive
to the thickness of the isolating layer. For a detailed description of the tunnelling
current see section 3.2. The electron energies are limited to a few electron
Volts (eV) in most setups, and thus no destruction of the investigated sample is
caused.
There are two different modes for scanning the surface:
1. In constant height mode the tip is scanned over the surface without height
adjustment and the tunnelling current is recorded (Fig. 3.1b). This method
is very fast because no feedback loop is needed to adjust the tip height.
But it may only be used on atomically flat surfaces, as the tip might crash
into higher surface structures.
14
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2. For the measurements of this thesis, constant current mode is used. Here
the tip height is adjusted via a proportional-integral (PI)-feedback loop in
order to obtain a constant current at all positions. The measured quantity
in this mode is the relative height of the tip. (Fig. 3.1b)
3.2 Theoretical description of the tunnelling current
In this section, theoretical descriptions for different tunnelling geometries are
summarised, mainly following the approach of R. Wiesendanger [23] to the
topic, while concentrating on the descriptions most important for this thesis.
Another comprehensive theoretical treatment of the tunnelling current can be
found in [49].
3.2.1 Quantum tunnelling effect
Tunnelling of particles through a potential barrier is an effect that can only be
explained within quantum theory. In classical physics, a particle with smaller
energy than the height of the potential barrier is never able to pass this barrier
(Fig. 3.2a). The wave – particle dualism in quantum theory [50] leads to an
evanescent wave amplitude within the barrier and thus to a finite probability
of finding the particle at the other side of the barrier. This process is called
tunnelling. First experiments and theories based on tunnelling theory were, for
example, the observation and explanation of field emission [51, 52], ionisation of
hydrogen atoms [53], and a theoretical treatment of α-decay [54, 55]. In the case
of STM, electrons tunnel from the tip through vacuum into the sample and vice
versa. The direction of the resulting tunnelling current depends on the applied
bias voltage.
3.2.2 Tunnelling in one dimension
To keep the theoretical treatment as simple as possible, the following distinctions
and constraints are made:
• elastic tunnelling: Only tunnelling processes with equal initial and final
states of the electron are considered.
• one- vs. three-dimensional potential barrier
15
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Figure 3.2: Tunnelling through a potential barrier:
(a) In the classical case the lion is unable to pass the barrier.
(b) In the quantum case there is a small probability of finding the lion on the
‘wrong’ side of the barrier.
According to Bleany, ‘this illustration was used by Van Vleck (1979) in his last
publication, the Julian E. Mack Lecture at his Alma Mater, the University of
Wisconsin [56]’ [57].
• rectangular barrier shape
• time-independent vs. time-dependent approach
At first, a time-independent approach for 1D, elastic tunnelling through a rect-
angular barrier is presented. An electron with mass m and energy E impinges
on a barrier with height V0. The time-independent Schrödinger equations and
an Ansatz for the wave functions can be written for each of the three regions 1-3
(Fig. 3.3a):
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Figure 3.3: (a+b) One-dimensional models of electrons tunnelling through a rectan-
gular barrier with height V0 and width d:
(a) Time-independent Schrödinger equation, (b) time-dependent ‘transfer-
Hamiltonian approach’ by Bardeen [58].
(c) Schematic picture of the tunnelling geometry assumed by Tersoff and
Hamann: the arbitrarily shaped probe tip is spherical with radius R at the
position with the shortest distance d to the surface (shaded). ro is the centre of
curvature of the tip [59].





Ψ1(z) = E Ψ1(z) (3.1)









Ψ2(z) + V0Ψ2(z) = E Ψ2(z) (3.2)









Ψ3(z) = E Ψ3(z) (3.3)
Ψ3(z) = Deikz
The overall wave function is constructed by matching the Ψj and their first
derivatives
dΨj
dz at z = 0 and z = d, where the discontinuities of the potential are
located. The following transmission coefficient T may be derived:
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The factor e−2κd is the dominant part of the transmission coefficient and the
source of the extreme sensitivity of the tunnelling current to the barrier width.
Assuming an effective barrier height (V0 - E) of 4 eV, a change of the barrier
width by 1 Å results in a change of the tunnelling current by approximately one
order of magnitude.
The same dependence on the barrier width d of the 1D-transmission coefficient
may be obtained using a time-dependent ‘transfer-Hamiltonian approach’ as
first suggested by Bardeen [58]. The advantage of this method is that it is
more generally applicable, especially, it is not restricted to 1D problems. In his
perturbation treatment of tunnelling Bardeen introduced approximate solutions
to the exact Hamiltonian (Fig. 3.3b). Ψl(z) (Ψr(z)) solves the Schrödinger
equation for z ≤ 0 (z ≥ d) but decays exponentially on the right (left) side of
the barrier instead of solving the Schrödinger equation. Within the barrier both
wave functions decay exponentially:
Ψl(z) = ae−κz; z ≥ 0 (3.6)
Ψr(z) = beκz; z ≤ d (3.7)
For an electron initially in state Ψl the transition rate into state Ψr may be
computed starting with the time-dependent Schrödinger equation:
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with: H = (Hl + Hr) + HT = H0 + HT
H0Ψl = ElΨl
Hl(Hr) : Hamiltonian for the left (right) side
of the barrier (3.9)
HT : transfer-Hamiltonian describing tunnelling
from one side of the barrier to the other
Assuming that the wave function describing the whole system (Ψ(t)) is a super-
















with: ρr: density of states in the final state
Using Ψl and Ψr from equations 3.6 and 3.7 results in:
T ∝ e−2κd (3.13)
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3.2.3 Tunnelling theory for three-dimensional configurations
Due to the geometry of STM measurements – sharp tip in front of a flat surface
– a 1D treatment of the problem is not sufficient. While the method of wave
function matching becomes very difficult, the transfer-Hamiltonian approach is




{f(Eµ)[1− f(Eν + eV)]− f(Eν + eV)[1− f(Eµ)]}
· |Mµν|2δ(Eν − Eµ) (3.14)
with: f(E) : Fermi function
V : applied sample bias voltage
Mµν : tunnelling matrix element between states Ψµ of the tip
and Ψν of the sample surface
Eµ(Eν) : energy state of Ψµ(Ψν) in absence of tunnelling
δ(Eν − Eµ) : energy conservation (elastic tunnelling)













with: Σ : separation plane between tip and sample surface
jµν : current density
The wave functions of tip Ψµ and sample surface Ψν have to be known explic-
itly to calculate Mµν. As the exact atomic configuration of the tip is generally
unknown in STM experiments, a model tip wave function has to be used.
J. Tersoff and D. R. Hamann [59], who first applied the transfer-Hamiltonian
approach to STM in 1983, considered the problem within the following limits:
• tip with local spherical geometry (Fig. 3.3c)
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• just the first tip atom contributes to tunnelling
• tip density of states is constant: ρT = const.
• s-type tip wave function
• low temperature
• small applied bias voltage
They obtained:




h̄ : decay rate
φ : effective local potential barrier height
R : effective tip radius
~r0 : centre of curvature of the tip
EF : Fermi energy
ρT(EF) : tip density of states at Fermi level
ρS(~r0, EF) = ∑
ν
|Ψν(~r0)|2δ(Eν − EF)
: surface LDOS at EF evaluated at ~r0




IT ∝|Ψν(~r0)|2 ∝ e−2κ(d+R) (3.17)
with: d : distance between tip and sample surface (3.18)
and the tunnelling current, as expected, depends exponentially on the tip sample
distance d:
IT ∝ e−2κd (3.19)
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Considering a finite applied bias voltage leads to an energy and voltage de-
pendence of the decay rate κ via the voltage dependence of the local potential
barrier height Φ(V).
3.2.4 Sample properties derivable by STM
Making use of the expression for the tunnelling current derived in section 3.2.3,
several properties of the sample are accessible by STM.






1. Relative tip height: Due to the extreme sensitivity of the tunnelling cur-
rent on the distance between tip and sample, height profiles of the surface
are an obvious choice for STM measurements.
Figure 3.4: Relative energetic positions of sample and tip states:
(a) Tip and sample are independent.
(b) Tip and sample are in equilibrium with aligned Fermi levels, separated by a
small vacuum gap.
(c) Positive sample bias voltage: Electrons tunnel from tip to sample.
(d) Negative sample bias voltage: Electrons tunnel from sample into tip.
Sketch on the basis of [60].
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2. Sample LDOS: According to equation 3.20, the tunnelling current is pro-
portional to the sample LDOS at EF. But in the case of higher applied
voltages or non-linear energy band dispersions, for example at semicon-
ductor surfaces, the tunnelling current is rather proportional to the sum of
all sample states between EF and the state eVbias, addressed by the applied
sample bias voltage.
Figure 3.4 shows energy level diagrams for sample and tip. In equilibrium,
the Fermi levels align at close distance (Fig. 3.4b). A bias voltage applied
to the sample results in a rigid shift of the energy levels of the sample by
an amount |eVbias|. Electrons tunnel from filled tip states into unoccupied
sample states at positive bias voltage (Fig. 3.4c) and vice versa for negative
sample bias voltage (Fig. 3.4d). LDOS(V) at constant x, y, and z may be
obtained either directly via Lock-In spectroscopy or by taking I(V)-spectra
and deriving dI/dV.
3. Apparent barrier height (ABH): The assumption, that the local potential
barrier height φ is independent of the lateral position (x,y) and band
structure effects, is not valid in the microscopic limit of atomic resolution
and in tunnelling experiments on semiconductors. The local apparent














According to Wiesendanger [23], the parallel component of the wave vector,
k‖, increases the apparent barrier height:




with: φA : apparent barrier height
φ0 : average work function of sample surface and tip
(φS+φT)
2
Chemical variations of the surface lead to macroscopic variations of
φS(x, y) while in the microscopic quantum-mechanical limit the measured
ABH should be interpreted as decay rate of the wave functions describing
sample surface and tip [23].
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3.3 Experimental set-up
In this section, the different elements necessary for STM experiments on Si(111)-
2×1 are explained. At first, the preparation processes of tip and sample are lined
out, then the experimental set-up including STM chamber, electronic set-up, and
data-acquisition processes are explicated.
3.3.1 Tip preparation
It is essential for STM measurements to have well-defined, sharp, and stable
tips. This is especially important for spectroscopic measurements which strain
the tip stability due to the high variations in sample bias voltage and tunnelling
current. Additionally, these measurements often take several hours for one map,
and during this time, no tip change may occur to guarantee the comparability of
all spectra of the map.
For measurements in this thesis, electro-chemically etched tungsten (W) tips
are used. The tips are further prepared under ultra-high vacuum (UHV) condi-
tions and transferred into the STM without breaking the vacuum. A detailed
description of the tip preparation process used in Göttingen is given by H.
Schleiermacher [61].
1. In the first step, a poly-crystalline, 250 µm thick W wire is electro-
chemically etched (anodic oxidation) in the ‘drop-off’ technique to gain
short, sharp tips (Fig. 3.5a). After fastening the W wire to the tip holder,
the lower part of the W wire is immersed in potassium hydroxide (KOH)
base. The electro-chemical etching process is started by applying a voltage.
The cathode is a PtIr spiral, the anode is the W wire. The electro-chemical
process may be described by [62]:
W + 2OH− + 2H2O 7−→WO2−4 + 3H2
The reaction mainly takes place where the wire touches the surface of the
solution as sinking tungsten oxide (WO2−4 ) screens the lower part of the
wire. When the lower part of the wire drops down, etching is finished, and
the resulting tip is controlled by an optical microscope to ensure correct
length and at least minimum sharpness.
2. The next steps take place in the tip preparation shuttle (Fig. 3.5b) under
UHV conditions at a base pressure of about 5 · 10−10 mbar. The second
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Figure 3.5: (a) Sketch of etching process: Tungsten oxide falls down directly at the
W-wire, hydrogen (H2) rises at the platinum-iridium (PtIr)-cathode.
(b) Tip preparation shuttle [28].
(c) Tip holder in dovetail support, ready for transfer into UHV [61].
(d+e) SEM images of tip before (d) and after (e) UHV preparation [61].
procedure is heating the tip resistively until it glows orange. Although this
leads to a blunter tip apex, this step is necessary to remove oxide.
3. The third process is sputtering the apex of the tip with argon ions. Loose
atoms and clusters, which cause lower stability, are removed, and the tip
is sharpened.
4. The last operation is a control via field emission. The slope of the corre-
sponding I(V)-curves gives a clue to the sharpness of the tip, and the high
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applied field induces changes in unstable tip configurations, hopefully
leading to more stable tips.
After tip preparation is finished, the tips are transferred into the STM chamber
and stored there until being mounted into the STM.
3.3.2 Sample preparation
Measurement of cleaved Si(111)-2×1 surfaces at low temperature requires (2̄11)
or (01̄1) oriented wafers with a very high doping concentration (ND) of about
5 · 1018cm−3 to prevent a freeze-out of the sample conductivity. As it is nearly
impossible to purchase commercial silicon wafers in these orientations and
doping concentrations, all samples for this work are cut from a silicon single
crystal. [2̄11]- and [01̄1]-direction of the 6 · 1018cm−3 phosphor doted silicon
single crystal bought from Wacker-Chemietronik were determined by X-ray
diffraction in the work of J. Garleff [63].
With a diamond wire saw, wafers in (2̄11) and (01̄1) orientation are sliced from
the crystal, cut to samples with a size of 4×8×0.3 mm3, and a slit for defined
cleaving of the samples is applied. Afterwards, the samples are thinned mechani-
cally from 300 µm to approximately 100 µm and polished with 0.25 µm-diamond
paste. Figure 3.6b shows the geometry of the finished sample.
Ohmic contacts on the sample are applied with an aluminium-gallium alloy.
Additionally, contact to the sample holder is strengthened by a small amount of
indium between sample and clamps. A copper block steadies the sample during
cleavage (Fig. 3.6a).
Figure 3.6: (a) Sample mounted in sample holder [28].
(b) Sample geometry for cleavage with wedge [28].
(c) Cleaved sample [28]. Red and blue arrow sets indicate crystal directions for
cleavage in (2̄11)- and (01̄1)-direction.
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Directly before the first measurement, the sample is cleaved with the help of
a tungsten-carbide splitting wedge in the storage BUS of the STM chamber at
room temperature and a base pressure lower than 5 · 10−11 mbar. The cleaved
sample is transferred at once into the cold STM (5.6 K).
Figure 3.7: (a) Schematic view of Beetle STM head [64].
(b) STM head of the cryogenic STM-setup [65].
(c) Schematic drawing of the cryogenic part of the STM chamber [66].
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3.3.3 STM set-up
Measurements are performed with a home-built [66] Beetle-type STM (Fig.
3.7a+b) [67]. Coarse movement is realised with three segmented tubular piezos
in slip-stick mode enabling x- and y-ranges of about 3 mm and a z-range of
1.5 mm via rotating the ramp of the scan head. Thus, all areas of a sample may
be examined. View ports allow optical access to the STM which is crucial for
tip approach onto a cleaved sample. A cernox sensor is placed near the sample
support to control the temperatures of sample and tip which are assumed to be
equal.
Figure 3.3.3c shows a schematic drawing of the cryogenic system of the STM
chamber. The STM is coupled to a liquid helium (LHe) bath cryostat (blue) with
a filling volume of 4 l. The LHe cryostat is shielded by a surrounding liquid
nitrogen (LN2) cryostat (green). This enables measurements at 5.6 K for a time
of 20 hours before LHe and LN2 have to be refilled.
Isolation from vibrations is realised by mounting the LHe-cryostat with the STM
as a spring suspended pendulum. Coupling to the LN2-cryostat and the UHV-
chamber is viton-dampened. The whole UHV-chamber is placed on pneumatic
vibration isolators on a separate foundation, effectively decoupling the STM
from vibrations of the surrounding building. Soundproof walls hold back most
noise from beyond the STM laboratory.
3.3.4 STM electronic
The inset in figure 3.8 sketches the wiring of the tunnelling contact. The sample
bias voltage (Vbias) is applied to the sample with reference to ground and the tip
is grounded. The tunnelling current (It) is measured between tip and ground.
The control of the STM (Fig. 3.8) consists of:
• PC with the control program ‘Göttinger STM Tool for Measurements’
(‘GoeSTM’) and in- and output card (I/O-card)
• two external digital signal processor (DSP) boards for feedback loop and
lock-in measurements, each with a special program
• electronic rack unit with digital analogous converters (DACs) and analo-
gous digital converters (ADCs), a high voltage amplifier, and a control for
the piezos
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Figure 3.8: Electronic setup: PC (yellow), electronic rack unit (grey), feedback loop
(green), Vbias (red), xy-piezo control (blue), and lock-in unit (violet) - Inset: wiring
of the tunnel contact
• IU-converter and bandpass directly at the current feed-through of the
STM-chamber
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All signals between PC and STM are separated galvanically by opto-isolators
to avoid ground loops and other problems due to current flows caused by the
ground of circles being on different potentials. The signals at the STM side are
grounded via the ion-getter-pump of the UHV-chamber, at the other side of the
opto-isolators the reference point for signals is the PC ground.
All settings for the measurements are done in ‘GoeSTM’. Everything concerning
feedback loop, tunnelling current or tip height adjustments (marked green in Fig
3.8) is controlled by DSPfeedback. The program running on DSPfeedback controls
the tip height via a z-signal which is converted into a high voltage and applied
to the z-piezo by the electronic rack unit. The tunnelling current is recorded,
and in the case of an active feedback loop the z-signal is adjusted. Values for z
and It are read out by ‘GoeSTM’.
The signal for Vbias (red in Fig 3.8) is set by ‘GoeSTM’, sent to the electronic
rack unit via I/O-card, converted into a voltage by V-DAC, and applied to the
sample. During lock-in mode (violet in Fig. 3.8), DSPlock−in generates a sine
voltage signal according to the parameters set by ‘GoeSTM’. This signal is added
to Vbias in the electronic rack unit. The resulting high frequency variation of It is
separated from It by the bandpass and fed to DSPlock−in. Here, total amplitude,
sine, and cosine of the dI/dV-signal are calculated and sent to ‘GoeSTM’.
The signals for x- and y-movement are sent via I/O-card to the electronic rack
unit where they are converted to high voltages. These voltages are applied to
the piezo segments by the ‘rotate-scan’ unit according to the geometry of the
STM and to the movement mode (rotate or scan).
3.3.5 Data acquisition modes and interpretation of the
measured quantities
During the work for this thesis, the old, Linux-based data acquisition program
‘stm-mess’ was replaced by a new program for data acquisition in order to
run on modern computers and with Windows XPTM. This was caused by the
necessity to renew the computer hardware and, more important, the need for
more flexibility in data acquisition and also for new measurement modes. We
developed the data acquisition program ‘GoeSTM’ which not only offers new
measurement methods, as for example voltage dependent determination of the
ABH, but also enables flexible combination of measurement modes, set points,
resolutions, and areas of data acquisition in one project.
30
CHAPTER 3. SCANNING TUNNELLING MICROSCOPY
Figure 3.9: Quasi-simultaneous data acquisition with four data sets: (a) every line
is scanned four times; (b) examples of different parameters for data sets; (c) pixel,
where data acquisition takes place: set 1 (green) and 2 (yellow) – at every pixel,
set 3 (blue) – in a limited area, and set 4 (red) – with a limited resolution.
In general, data acquisition with ‘GoeSTM’ is based on so-called data acquisition
sets which are measured quasi-simultaneously. All sets of one measurement
have the same scanspeed, scanangle, and basic x- and y-offset, scansize, and
resolution. During measurement, each scanline is scanned multiple times ac-
cording to the number of data acquisition sets. For example, in a measurement
containing four sets two trace-retrace scans are run (Fig. 3.9a). In trace 1 all mea-
surements included in set 1 are performed, during retrace 1 the measurements
for set 2 are executed, and so on. Only after all measurements for all sets are
finished, the scanner moves to the next line.
As the drift of the measurement system is negligible for the (short) time scale
on which all measurements in one scanline are performed, all data sets in trace
direction are taken at the same position with high precision. The same is true
for all retrace data sets, while a direct comparison of trace and retrace data sets
is more complicated due to a small shift.
Several parameters are unique for each data set. The first pair are setpoint
current and sample bias voltage which determine the vertical tip position for all
measurements of the set.
The second is the assortment of measurements which are performed at each
pixel of the data set (Fig. 3.9b).
The last group are the actual scansize, position, and resolution of the data set.
In order to reduce measurement time and amount of data for more extensive
data acquisition modes without losing detailed topographic information, it is
possible to limit the data acquisition of a set with such extensive modes while
performing the detailed topographic measurements in another data set. There
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are two possibilities to limit data acquisition. Either the area is limited (e.g.
measurements for this set are performed only in line 100 to 150 of 256, the same
for pixel in x-direction – blue set in Fig. 3.9c) or the resolution of of this data set
is reduced (e.g. measurements only take place in every third pixel in x-direction
and every third line in y-direction – red set in Fig. 3.9c).
In practice, an STM measurement takes place in the following way: At the
beginning of each line, the setpoint is adjusted for the corresponding data set.
At each pixel of the scan line, all measurements activated for this data set are
performed or skipped according to the settings for limited data acquisition. At
the end of each line a query, whether there is a further data set, is sent. Only if
that is not the case, the scanner moves on to the next scan line and starts data
acquisition for the first set.
There is a wide variety of measurement modes ranging from simple topography
and current maps over I(V)- and dI/dV-maps to measurements with applied
cross voltage and potentiometry. I will only go into detail explaining measure-
ment modes utilised in this thesis. Topography and current data are always
recorded, all other modes may be activated as required.
• Topography map: As all scans are performed in constant current mode, the
topography contains the relative tip height necessary to achieve a constant
current at each position. This tip height results from a combination of the
actual height profile of the sample surface (atomic corrugation, surface
steps, adsorbates) and the integrated LDOS.
At high positive and negative voltages (∼ ±2 V for silicon), bulk states
dominate the integrated LDOS. These are approximately homogeneous at
the tip position. Thus, the tip height represents mainly the height structure
of the surface. At lower voltages, addressing states within the bulk band
gap, surface and defect states dominate the integrated LDOS. These states
are highly localised, and the relative tip height is strongly influenced by
the electronic structure of the sample surface.
• Current map: In constant current mode, the current map is mainly an
instrument to control the adjustment of feedback parameters and inherent
noise. Deviations from setpoint current should only occur at abrupt, large
height variations.
• I(V)- and dI/dV-maps: I(V)-curves are taken at each pixel of the data
set, dI/dV-curves may be gained either by numerically deriving the I(V)-
spectra or, in order to reduce noise and effects of systematic errors, via a
digital Lock-In measurement at each voltage step of the I(V)-measurement
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Figure 3.10: (a) Lock-in measurement: At every x-y-position a voltage ramp is set
via equal, small steps. Each step consists of setting the new voltage (V2), read
out IT(V2), and performing the lock-in measurement with modulation amplitude
Alock−in.
(b) I(z,V) measurement: At every voltage value the tip moves toward the sample
in small, equal steps, and IT(zi) is recorded.
(Fig. 3.10a). The results are four-dimensional (4D) data sets I(V,x,y) or
dI/dV(V,x,y). A multitude of different information may be extracted from
these 4D-data sets by keeping one or two parameters constant. Constant
voltage results in current imaging tunnelling spectroscopy (CITS) and
dI/dV-maps, single I(V) and dI/dV-spectra are obtained by holding x and
y constant, and spatial variations of the electronic structure are visualised
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by plotting I(V) or dI/dV along a line in (x,y)-plane (called spatial profile
of the dI/dV(x,y,V) data set).
Note that in order to obtain LDOS the dI/dV-spectra have to be ‘topog-
raphy normalised’ (for details see J. Garleff [68]). For this process it is
necessary to know the ABH.
• Apparent barrier height (ABH): On the basis of equation 3.22, the dis-
placement of the tip by ∆z and measurement of I(z1) and I(z1 − ∆z) allows
the calculation of the ABH:




Apparent barrier height maps show variations in the sample work function
due to chemical differences in the surface. In addition, the values for the
local ABH are utilised to get the LDOS from dI/dV-spectra. In the case of
an approximately constant ABH, an averaged value is sufficient.
In addition to the measurement of these maps, local measurements at exact
positions are performed. Here the noise factor may be significantly reduced
by averaging over multiple single measurements. Local measurements are
implemented for ABH, I(V), and dI/dV mode. There is one further mode only
available in local measurement, this is I(V,z) mode.
• local I(V,z)-spectroscopy: The tunnelling current is recorded for a ‘map’ of
varying tip heights and sample bias voltages. At every step of the voltage
slope, the setpoint is adjusted, ‘sample and hold’ mode is activated, and
the voltage according to the voltage step is applied. Then the tip is moved
within a defined z-range, and the current is measured. This procedure is
repeated until the I(V,z) data set is complete (Fig. 3.10b).
Applying an algorithm for calculating the ABH in a voltage and z depen-
dent image allows comparison of the decay rates of the wave functions for
conduction and valence band states and for bulk, surface, and gap states.
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Chapter 4
Positive and negative buckling
In this chapter, the influence of the buckling of the Si(111)-2×1 surface on the
electronic structure is studied. The multitude of domain boundaries is utilised to
identify differently buckled domains. I(V)-measurements with high spatial and
energetic resolution show the electronic structures of the two buckling types.
The spatial resolution provides insight into the crossover from one buckling
type to the other at the domain boundaries. The different band gaps and the
position of the surface bands in the band gap of the bulk silicon and relative
to each other are determined. The experimental results are compared to ab
initio calculations by M. Rohlfing and M. Pötter. The geometry based method
of recognising differently buckled domains and the room temperature studies
of the electronic structure have been treated by T. Spaeth during his diploma
thesis [28]. The main results of this topic were published in PRB in 2012 [31] (see
also for details on the calculations).
4.1 How to recognise differently buckled domains?
Here, domain boundaries are used to determine whether two adjacent domains
are buckled differently or likewise. In STM measurements at room temperature
as well as at 6 K domains of positively buckled π-bonded chains are found as
well as domains with negative buckling on multi-domain Si(111)-2×1 surfaces.
Close examination of type III domain boundaries in STM measurements at
room temperature and at 6K reveals π-bonded chains meeting with different
displacements of the up-atoms (Fig. 4.1). The displacement of the up-atoms of
a π-bonded chain in one domain relative to the two neighbouring π-bonded
chains in the second domain is compared. In many cases, the distance is the
same to both adjacent π-bonded chains which means that the up-atoms are
displaced by exactly half a 2×1-unit cell (Fig. 4.1a).
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Figure 4.1: (a+b) Topography images of type III domain boundary separating
two domains with same (a) and with different (b) buckling types [Vbias = -1 V;
It = 0.1 nA; T = 300 K]. At the right side of the images the respective surface
models are illustrated - big red circles: up-atoms (positive buckling), big violet
circles: up-atoms (negative buckling), green circles: down-atoms, yellow circles:
atoms of lower chain.
(c+d) Averaged height profiles of upper (black) and domain lower (red) (see
corresponding lines in topography images (a+b)).
But there are also type III domain boundaries where the displacement to one
neighbouring chain is twice as much as to the neighbouring π-bonded chain on
the other side. While the centred meeting up-atoms can be easily explained by a
model with only one buckling type in both domains (Fig. 4.1a+c) another model
must be taken into account to describe the π-bonded chains meeting with the
up-atoms in the distance relation of 0.42 nm vs. 0.22 nm. By assuming that the
π-bonded chains in one domain are buckled positively while the other domain
consists of negatively buckled π-bonded chains, this distance relation of 0.42 nm
vs. 0.22 nm can be explained perfectly (Fig. 4.1b+d). DFT-optimised structures
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yield 0.447 nm and 0.218 nm for these spatial offset values [31]. In this way, it
is possible to see in the topography measurement whether two domains are
buckled likewise or differently. The actual buckling type may not be determined
by these considerations. All positions visible in Fig. 4.1b would be the same for
a structure with swapped buckling types. For a definite determination of the
buckling type the electronic structure must be considered.
4.2 Comparative study of the electronic structure
The electronic structure of differently buckled domains is studied with high
spatial and energetic resolution. This allows the determination not only of the
band gaps of the two buckling types but also of the crossover between the two
buckling types at domain boundaries, parallel and perpendicular to the chains.
Ab initio calculations of the band structure for both buckling types [31] are used
for comparison with the experimental results.
CITS maps of multi-domain areas of the Si(111)-2×1 surface reveal differences
in the electronic structure of differently buckled domains (Fig. 4.2). Figure 4.2a
shows topography data of a large domain with one type of buckling enveloping
a smaller domain with the other buckling type. The CITS maps at different
voltages display the differing integrated densities of states of the domains. At
the setpoint voltage of Vbias = -1.0 V all domains as expected show the same
tunnelling current (Fig. 4.2b), while at Vbias = -0.3 V the small domain displays
a much higher tunnelling current due to an increased density of states at this
voltage (Fig. 4.2c). This situation is reversed for positive voltages where the
surrounding domains have a higher tunnelling current (Fig. 4.2d).
To study these differences in the electronic structure and the crossover between
the buckling types in more detail, high-resolution I(V)-measurements of different
domain boundaries at 6 K and at room temperature are examined (figures 4.3
and 4.4). The band gaps of the differently buckled domains are determined
using single dI/dV spectra. Spatial profiles of the dI/dV(x,y,V) data set, the
variations of the band gap EG, the valence, and the conduction bands along a
line in the topography data are revealed. dI/dV data in this chapter is obtained
by numerical derivation of I(V) curves. Noise is reduced by averaging over
several spectra in x- and y-direction.
Figure 4.3 shows data of a I(V) map taken at 6 K that includes three domains
which are separated by a type II domain boundary (between left (p) and right
(n1) side in the upper part of Fig. 4.3a+b) as well as a type III domain boundary
(between upper (p and n1) and lower (n2) part of Fig. 4.3a+b). In the topography
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Figure 4.2: CITS data of multi-domain Si(111)-2×1 surface:
(a) Topography image [Vbias = -1 V ; It = 0,15 nA; T = 300 K].
(b-d) Current maps at a voltage of -1.0 V (b), -0.5 V (c), and +1.0 V (d). The
contrast is due to different buckling types in the domains. Note that one colour
depicts different current values in the individual figures as the current ranges
differ a lot between the maps at different voltages.
image (Fig. 4.3a) the type II boundary is visible in a slightly lighter colour of
the two π-bonded chains that form the boundary while the type III boundary is
visible as bright line cutting the π-bonded chains.
At low temperatures of 6 K the different band gaps are well distinguished, as
single dI/dV spectra from the different domains show (Fig. 4.3c). Due to the
high negative doping, EF lies at the lower edge of the SCB for both buckling types
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Figure 4.3: STS data of measurements at 6 K:
(a) Topography image: Red, yellow, and green boxes mark positions of dI/dV
single spectra (c). Red, yellow, and green lines mark positions of spatial profiles
of the dI/dV(x,y,V) data set (d-f). [Vbias = -1 V; It = 0,1 nA; T = 6 K].
(b) Sketch of domains (p: positively buckled domain, n1 and n2: negatively
buckled domains) and domain boundaries (light blue: type II boundary and
dark blue: type III boundary).
(c) Single dI/dV spectra of different domains in (a) – positions marked by
coloured boxes: red: positive buckling (p), yellow: negative buckling (n1), and
green: negative buckling (n2).
(d-f) Spatial profiles of the dI/dV(x,y,V) data set across type III boundary with
same (e; red line) / different (f; yellow line) buckling type in the two domains
and type II boundary (d; green line). Red lines mark positions of band edges.
in agreement with photo emission studies by Himpsel et al. [37]. The band gap
of the π-bonded chains with positive buckling has a width of EGp = 520 (20) mV
while the π-bonded chains with negative buckling exhibit a smaller band gap
of EGn = 290 (20) mV. These values are in qualitative agreement with the results
by Bussetti et al. [6]. The surface band gaps calculated by Pötter and Rohlfing
amount to EtGp = 750 mV and E
t
Gn = 580 mV [31], showing the same band-gap
reduction when changing the buckling from positive to negative. Note that
measured band gaps are systematically smaller than the calculated ones. In the
experiment, the tail of the spectrum makes it difficult to assign absolute values to
band positions. Furthermore, the theoretical approach does not consider spectral
broadening (and possibly level shifts) from electron-phonon interaction (which
might account for 100 meV or more in the present case [69]). Also, the n-type
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doping might reduce the absolute size of the gap, which cannot be considered
in the present theory.
Figure 4.3e shows a spatial profile of the dI/dV(x,y,V) data set across the type
III boundary between the two domains with negative buckling (n1 and n2, red
line in Fig. 4.3a). Both domains have the same band gap EGn. The spatial profile
of the dI/dV(x,y,V) data set across the type III domain boundary separating two
domains of different buckling types (p and n2, Fig. 4.3f) was taken at the position
of the yellow line in Fig. 4.3a. The variation in the dI/dV spectra resembles the
band structure of a hetero structure of materials with different band gaps. The
domain on the left side has the larger band gap EGp of π-bonded chains with
positive buckling while the right domain shows the significantly smaller band
gap EGn of negative buckling.
The type II boundary (Fig. 4.3d) between domains with different buckling types
(p and n1, green line in Fig. 4.3a) affects only the two π-bonded chains that
form the boundary itself while the energetic position of the bands in the neigh-
bouring chain remains undisturbed. This confirms that the interaction between
neighbouring π-bonded chains inside a given domain is negligible [41].
The room temperature spectroscopy maps in Fig. 4.4 contain type III domain
boundaries, one with two positively buckled domains (Fig. 4.4a+d), the other
with both buckling types (Fig. 4.4b+e). The band gaps, extracted from single
dI/dV spectra, taken at various sites and samples, differ more than the low
temperature results. The band gap for positively buckled domains is larger than
for negative buckling. Approximate values are EGp = 300-400 mV for positively
buckled π-bonded chains and EGn = 200-250 mV for π-bonded chains with
negative buckling (Fig. 4.4c).
The spatial profile of the dI/dV(x,y,V) data set across the type III domain bound-
ary separating two positively buckled domains has the larger band gap EGp in
both domains (Fig. 4.4d) while the spatial profile of the dI/dV(x,y,V) data set
across the type III boundary with both buckling types looks similar to the one at
low temperatures (Fig. 4.4e) with the smaller band gap EGn in the left domain
with negative buckling and EGp in the positively buckled right domain.
4.2.1 Position of the surface bands
Going a step further in the analysis of single dI/dV spectra gives us access
to the exact positions of the surface bands for both buckling types within the
bulk band gap (Fig. 4.5a). The determination of the positions is not intuitive
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Figure 4.4: STS data of room temperature measurements:
(a+b) Topography images across type III domain boundary with same (a) /
negative (left side) and positive (right side) (b) buckling type in the two domains.
Red line marks position of spatial profiles of the dI/dV(x,y,V) data set (d+e).
[Vbias = -1 V; It = 0.1 nA; T = 300 K].
(c) Single dI/dV spectra of the different domains in (a) and (b): red: left side in
(a), black: right side in (a), green: left side in (b), and blue: right side in (b).
(d+e) Spatial profiles of the dI/dV(x,y,V) data set along red lines in (a) and (b).
Red lines mark positions of band edges.
because of diverse configurations leading to different energetic positions of
the bulk bands in relation to EF at the surface. We assume that the sample is
in equilibrium (const. EF) and that we can neglect the effect of tip induced
band bending. This assumption is supported by I(V) measurements where we
find no significant impact of Vbias and It on the spectroscopic signatures. At
first, we describe for one buckling type (e.g. positive buckling) the potential
landscape perpendicular to the surface within the rigid band model. For high
n-type doping with phosphorus in the bulk, EF is located in the shallow donor
band ∼45 meV below the BCB [38]. At the surface, there is a surface state
within the bulk band gap. As explicated in chapter 2.2, the energetic difference
between bulk and SCB is different for positive and negative buckling resulting
in different Schottky barriers between surface and bulk (Fig. 4.5b+c). In the
last step we consider the lateral co-existence of negative and positive buckled
areas including the resulting domain boundary. At a large distance from the
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Figure 4.5: (a)Sketch of the relative energetic positions of bulk and surface bands.
(b+c) Band bending of the bulk bands and resulting space charge regions for
domains with positive (b) and negative (c) buckling.
(d) Band positions of bulk bands (blue) and surface bands of positively (red) and
negatively (green) buckled π-bonded chains and after the surface conduction
bands are aligned.
domain boundary the surface conduction band minima are both close to EF
and the bulk bands at the energetic positions of 0.4 eV (positive buckling) and
0.5 eV (negative buckling) respectively above EF (Fig. 4.5d). Directly at the
boundary position the two electronic systems align similar to contact between
two different semiconductors e.g. GaAs/aluminum-arsenide (AlAs) resulting
in surface band offsets at the boundary line and a three-dimensional (3D) space
charge layer in the vicinity. The latter electrostatic problem is defined by the
charge distribution in the surface layer and the space charge layer in the bulk.
The precise nature of this junction depends on the nature of edge states resulting
from broken symmetry at the boundary and perhaps on the ‘electron affinity’
of the two systems. It is not possible to disentangle the source of the different
signatures occurring at a domain boundary on the basis of our measured data,
but from Fig.4.3e+f we can define a length scale at which the contact region may
42
CHAPTER 4. POSITIVE AND NEGATIVE BUCKLING
be neglected: At a distance of more than 5 nm apart from the domain boundary
there is no significant influence on the electronic structure.
In the following analysis, we use a signature of the bulk bands within our I(V)
spectra as reference for all energetic positions. In the voltage regime of our I(V)-
measurements between -1.0 V and 1.0 V, we can distinguish different tunnelling
channels (Fig. 4.6a). For higher voltages, the main contribution to the tunnelling
current comes from the bulk bands (yellow). At small positive voltages the
major tunnelling channel is provided by tunnelling into the empty states of the
Figure 4.6: Single dI/dV spectra [T = 6 K]:
(a) Different major contributions to the tunnelling current IT: Bulk Valence Band
(BVB - yellow), Bulk Conduction Band (BCB - yellow), Surface Valence Band
(SVB - green), and Surface Conduction Band (SCB - green). In the Band Gap (BG
- blue) there is no tunnelling.
(b-d) Alignment for single dI/dV spectra from positively (red line) and nega-
tively (green line) buckled domains: (b) original spectra, (c) multiplication of
y-values with 1.87 for in order to adjust dI/dV-values in surface states, (d) shift-
ing x-values of spectrum from negatively buckled domain by -67.6 meV in order
to align the energetic positions of bulk conduction and valence band.
43
CHAPTER 4. POSITIVE AND NEGATIVE BUCKLING
SCB (green). The fraction of tunnelling into the tails of the BCB is very small and
adds no distinct signature to the dI/dV spectrum. The situation is similar for
negative voltages between the edge of the SCB and higher negative voltages up
to -0.8 V. There the main component of tunnelling current stems from tunnelling
out of the SVB with only a small part of tunnelling current from the BVB. In the
surface band gap (blue) there is only a small amount of tunnelling current due
to tunnelling out of the filled states of the SCB.
The fraction of tunnelling current due to tunnelling through the space charge
region is negligible [70] but leads to a smoothed onset of current into the BCB
instead of a sharp step. In combination with the small density of states (DOS) of
the BCB states and the low transmission into them at the edge of the Brillouin
zone this leads to masking of the bulk band edges by the surface bands and thus
to a seemingly larger gap of the bulk bands. For our analysis this means that we
cannot use the edges of the bulk bands as reference. Instead the strong increase
in dI/dV signal at higher voltages is considered. In addition, at the setpoint of
our measurements (VBias = -1.0 V; IT = 0.1 nA) the distance between sample and
tip is different for the two buckling types, due to the unequal energetic position
of the bulk bands in relation to EF and the resulting difference in the integrated
density of states at the setpoint voltage. To compare the band positions of the
different buckling types it is necessary to ‘adjust’ the spectra.
In the first step, we adjust signal height and energetic position of the dI/dV
spectra assuming that the bulk bands are identical for negative and positive
buckling (Fig. 4.6b-d). To compensate the differing distances, first the dI/dV
values of the curve for negative buckling are multiplied with 1.87 matching the
height of the dI/dV signal from the surface states, assuming that the differential
conductance of the surface states is independent of the buckling type. The bulk
bands have an energetic offset of -67,6 meV between the domains with positive
and negative buckling. As we use the bulk bands as reference, we shift the
dI/dV spectrum from the negatively buckled domain by this value in order to
adjust the bulk bands to the same value.
In the second step, the energetic difference ∆ESCp−SCn between the onset of the
SCB of the negatively buckled π-bonded chains and the onset of the SCB of the
positively buckled π-bonded chains is determined. This is done via a visual
overlay by shifting the spectrum for negative buckling on the voltage scale
until the surface conduction bands of both buckling types overlay exactly. The
amount of the shifting needed is ∆ESCp−SCn. This proceeding is more accurate
than simple metering because there is no need to determine the exact band
edge. The energetic difference ∆ESVp−SVn between the surface valence bands is
determined likewise. We find the surface bands of the π-bonded chains with
negative buckling within the band gap of the π-bonded chains with positive
buckling with ∆ESVp−SVn = 129 (10) mV and ∆ESCp−SCn = 99 (10) mV. These
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values are in excellent agreement with the calculations by Pötter and Rohlfing
where we get ∆EtSVp−SVn = 87 mV and ∆E
t
SCp−SCn = 85 mV [31]. While these
values can be determined with high precision, the determination of the exact
position of the surface bands within the bulk band gap is less exact. This is due to
the fact that the band edges of the bulk bands are concealed by the surface bands,
and that the onset of tunnelling into the bulk bands is smoothed. Extrapolating
the course of the bulk bands in the concealed part, we get an apparent band
gap of 1.21 eV which is slightly larger than the literature value EGB = 1.17 eV
at 6 K [71]. We extract ∆ESVp−BV = 0.21 eV and ∆ESCp−BC = 0.51 eV from our
experimental data for positive buckling. The calculated values ∆EtSVp−BV =
0.0 eV and ∆EtSCp−BC = 0.4 eV(E
t
SV = 0.0 eV, E
t
SC = 0.75 eV, and E
t
BC = 1.1 eV) differ
significantly from the experimental data [31]. This corresponds to the differences
in the surface band gaps, which our experiments yield systematically smaller
than found in theory. As mentioned before, this might result from experimental
difficulties in determining the center-of-mass of a band energy, from neglect
of electron-phonon interaction in our theory, or from n-type doping. Note that
the mid-gap energy of 0.36 eV (from our experiment) agrees very well with the
calculated mid-gap energy of 0.38 eV.
4.3 Apparent Barrier Height
In this section, I(z,V) measurements and the resulting, voltage dependent
ABH(z,V) plots are compared for π-bonded chains with positive and nega-
tive buckling. Figure 4.7 presents the results of I(z,V) measurements in two
differently buckled domains. Figure 4.7a shows a topography image of two
differently buckled domains (left side – positive, right side – negative) separated
by a type IV domain boundary without displacement of the chains at the domain
boundary, in contrast to the type III boundaries investigated in section 4.1. This
kind of domain boundary is very mobile as no breaking of bonds is necessary
for movement. The height difference at a set point bias voltage of Vbias = -0.5 V
is very pronounced (50 pm) due to the availability of SVB states for negative
buckling. Single dI/dV spectra confirm the allocation of the buckling types to
the domains (Fig. 4.7b).
The voltage range of the ABH measurements (Fig. 4.7c+d) allows consideration
of the surface bands and the onset of the bulk bands. The tunnelling current
in the surface band gap strongly depends on the tip sample distance and thus
on the setpoint. While for a setpoint bias voltage in the band gap regime the
tunnelling current is stable enough for measurements, at the setpoint of these
ABH measurements of Vbias = +1.0 V and IT = 0.1 nA, the tunnelling current
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Figure 4.7: Comparison of ABH values of positively (red) and negatively buckled
(green) π-bonded chains:
(a) Topography image (arrows mark positions of ABH measurements) [Vbias =
-0.5 V ; It = 0.1 nA; T = 5.6 K].
(b) Single dI/dV spectra confirm the assignment of buckling types.
(c+d) ABH(z,V) in the voltage range of the surface band gap and the onset of the
bulk bands [Setpoint: Vbias = -1.0 V ; It = 0.1 nA; T = 5.6 K].
is below the noise level in the surface band gap. All I(z,V) measurements
were performed averaging over 10 I(z) measurements at each voltage step.
Plots c+d show the ABH values extracted from the I(z,V) measurements by
calculating φ(z,V) according to equation 3.24. As all considerations take place
on the atomic scale, the ABH might be interpreted as inverse decay length of
the wave function.
The general behaviour of the ABH measurements is the same for both domains.
The lowest value with ∼3.5 eV belongs to the BCB. BVB and SCB show higher
values with ∼4.5 eV and the SVB has the highest ABH with ∼5.5 eV. There is a
difference of nearly 2.0 eV between SVB and BCB states.
In contrast to the distinct ABH differences in the separate bands for positive
buckling, the transitions between the bands are less abrupt in the negatively
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buckled domain. The shift in energy between the onsets of bulk band and SVB
for positive and negative buckling is due to the different surface band structures
(see section 4.2.1).
4.4 Conclusion
Examining domain boundaries with frontally meeting π-bonded chains we
confirm the co-existence of positive and negative buckling on Si(111)2×1 at 6 K
and prove this co-existence also at room temperature. CITS measurements of
multi-domain surfaces demonstrate spatially resolved differences in the elec-
tronic structure of different domains. The surface bands of both buckling types
are located within the band gap of bulk silicon. Single dI/dV spectra show
the different band gaps for positively and negatively buckled π-bonded chains,
EGp = 520 (20) mV and EGn = 290 (20) mV, in qualitative agreement with other
experiments and calculations [6, 27].
The relative positions of the surface bands of differently buckled π-bonded
chains were determined. The surface bands of the π-bonded chains with nega-
tive buckling lie within the band gap of the π-bonded chains with positive buck-
ling, and the energetic differences are ∆SVp−SVn = -129 (10) mV and ∆SCp−SCn =
99 (10) mV. These results are supported by the excellent match with calculations
by Pötter and Rohlfing [31].
The voltage dependent ABH(z,V) shows the same major behaviour for both
buckling types. The transitions between voltage regimes where surface states
dominate the tunnelling process to regimes where the main contribution comes
from the bulk bands is smooth in the case of negative buckling while the posi-
tively buckled domain shows rather sharp changes in the ABH(z,V).
All in all, positive and negative buckling behave very similar in all investigated
properties. The differences are mainly in voltage dependencies caused by the
differences in the positions of surface bands.
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Chapter 5
Mobile domain boundaries
Domain boundaries on Si(111)-2×1 are stationary in most configurations, but
under certain circumstances it is possible to change their position. Especially
for domain boundaries of type III this is unexpected – they are mobile and
may be moved (reversibly) several nanometres between two scanlines although
two bonds per unit cell have to be broken for this re-localisation of the domain
boundary. The energy cost for breaking a bond in bulk Si is assumed to be ∼
2.3 eV [72], resulting in a required energy of ∼ 14 eV per chain and nm under
the assumption that the energy required for breaking a bond in the surface layer
is comparable to the case of bulk atoms.
Such a reversible movement of a domain boundary was first observed by Trapp-
mann et al. [14] in 1999. A domain boundary was found at different positions in
a multi-bias image (Fig. 5.1a). At a sample bias voltage of +1.1 V (forward scan)
it is located some nm further to the left than at -1.1 V (backward scan).
This movement of domain boundaries was not further investigated until in
2011 Studer et al. proposed a low energy pathway for the movement [15]
which is based on a model of the formation of the π-bonded chains from the
unreconstructed, buckled surface. According to Northrup and Cohen, this
formation has an energy barrier of only 0.03 eV per surface atom [72]. Figure
5.1d shows the five steps required to move a domain boundary by one unit cell.
In the first step, the left bond of the five atom ring moves from the surface atom
at site 3 to the ‘down’-atom at site 2. The former ‘up’-atom on site 1 moves
downward in step II resulting in two equal rings of six atoms (corresponding
to the unreconstructed, buckled surface). In step III, starting from this buckled
surface, the bond from former site 4 is re-arranged to the former ‘up’-atom (site
1), leading to exchanged positions of five and seven atom ring with respect to
step I. In the last step, all atoms relax to the positions of the buckled π-bonded
chain reconstruction. Studer assumes a total energy of approximately 0.1 eV per
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Figure 5.1: (a) First measurements of mobile domain boundaries on Si(111)-2×1 at
different sample bias voltages (left image: Vbias = +1.1 V in forward direction
(left to right), right image: Vbias = -1.1 V in backward direction (right to left)) [250
Å× 250 Å; ND = 6 × 1019 cm−3] [14].
(b) Reversible domain boundary movement at different voltages, green arrow
indicates same position in all images [Vbias = +1.1 V / +1.6 V / +2.0 V / -0.9 V /
-1.6 V / -2.0 V; It = 300 pA] [42].
(c) Domain boundary movement reducing the boundary length, green arrows
mark original position of the domain boundary [42].
(d) Model for the mechanism of the domain boundary movement [42].
surface atom for the whole process [42]. This low energy barrier explains the
high mobility of type III domain boundaries.
One cause for movement of domain boundaries is the reduction of energy when
the length of the boundary is reduced by the movement (Fig. 5.1c) [15]. But the
reason for reversible switching of boundary positions for different bias voltages
(Fig. 5.1a+b) remains unclear. Trappmann et al. refer to the scan direction,
different sample charge or tip-sample distance as possible causes [14]. Studer et
al. found a boundary that is moved only at high negative voltages (Fig. 5.1b),
and they exclude tip-sample distance as possible reason for the movement. They
discuss vibrational excitations [73] or the electric field [74] as possible driving
forces [15].
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Figure 5.2: Mobile domain boundary separating equally buckled domains: (a)
Vbias = -1.5 V, (b) Vbias = -2.0 V, (c) Vbias = -2.5 V [It = 0.1 nA; T = 6 K].
In this work, mobile domain boundaries were observed in three different general
configurations. The first one is similar to the strain induced movement already
thoroughly investigated by Studer et al. [15]. The domain boundary separates
two positively buckled domains and is running approximately in (1̄01) -direction
(Fig. 5.2). At high negative voltages between -1.5 and -2.5 V the position is
becoming unstable in the lower part of the domain boundary.
The second configuration, in which we found highly mobile domain boundaries,
is a type IV domain boundary separating one domain with positive buckling and
another one with negative buckling without any displacement of the π-bonded
chains between the two domains (Fig. 5.3). The mobility of a domain boundary
in this configuration is intuitive as not much energy is needed to change from
positive to negative buckling because no bonds have to be broken. There is no
stable configuration for such domain boundaries except when they are pinned
by defects, e.g. P atoms.
Figure 5.3: Domain boundary without displacement of π-bonded chains:
(a+b) Multi-bias image [Vbias = -0.5 V / +1.0 V; It = 0.1 nA; T = 6 K]: The domain
boundary is only visible at -0.5 V (a). The image at +1.0 V shows no displacement
of π-bonded chains (b).
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Figure 5.4: (a) Close view of a mobile domain boundary [Vbias = -1.5 V; It = 0.1 nA;
T = 6 K].
(b) Comparison of the height profiles from the two domains (black and red line
in (a)) indicates different buckling types.
The third configuration, which will be the topic of the main part of this chapter,
is also one with differently buckled domains. But in this case, it is a type III
domain boundary with a displacement of the π-bonded chains, and they are
cut by the boundary. Figure 5.4 shows that the π-bonded chains have a lateral
displacement ratio of 2:1 between upper and lower neighbouring chain in the
other domain. As explained in chapter 4, this indicates differently buckled π-
bonded chains in the two domains. We assume the contrast difference between
the two domains at low negative voltages to be due to the different buckling
types, as the onset of the SVB is at lower voltages for negative buckling, thus
leading to a higher integrated DOS. Strain, as proposed by Studer et al [15], also
results in an asymmetric electronic contrast at the domain boundary. Studer et al.
find that the contrast is reversed when the polarity of the applied bias voltage
is changed. In the differently buckled domains investigated in this chapter, the
higher contrast is in the same domain for all applied voltages, in contrast to
the strain induced signature observed by Studer et al.. Thus, we assume the
influence of strain to be much smaller than the impact of the buckling type.
In order to determine the trigger for the change in position, we investigated a va-
riety of parameters on two different mobile domain boundaries without changes
in the tip configuration during the investigation of one domain boundary (Fig.
5.7 - 5.11). The fast scan direction is always in parallel to the π-bonded chains
unless mentioned otherwise.
In our STM measurements, we are able to access several physical properties by
varying the respective parameters:
Involved sample states: The sample states which contribute to the tunnelling
process depend on the applied sample bias voltage. At high negative voltages
of more than -1.0 V BVB states dominate, between -1.0 and -0.5 V (positive
buckling) or -0.3 V (negative buckling) SVB states provide the major part, and in
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Figure 5.5: Possible triggers for the domain boundary movement:
(a) Depending on the applied voltage, different sample states contribute to the
tunnelling process.
(b) The influence of atomic forces between tip and sample increases with decreas-
ing tip sample distance.
(c) The strength of the tip induced electric field depends on the applied voltage
as well as on the distance between tip and sample.
(d) The amount of involved electrons is higher for decreasing distance between
tip and sample.
(e) The scan direction might influence the boundary position if the tip attracts or
repulses the boundary.
(f) The angle between scan direction and direction of π-bonded chains indicates
whether the trigger is transmitted along the π-bonded chains.
the surface band gap between SVB edge and EF only electrons tunnelling out
of filled SCB states contribute to the tunnelling process. At positive voltages
between EF and approximately 0.8 V tunnelling into SCB states is the major
process, while for higher positive voltages BCB states dominate.
Electric field strength: The strength of the electric field induced by the presence
of the tip scales linearly with the applied voltage. The effect of a change in
the inverse tip sample distance strongly depends on the dimensionality of
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the tip sample geometry. If the tip is modelled as a point charge, the electric
field strength scales quadratically with the inverse tip sample distance, while
modelling the tip as a plate results in a linear scaling.
Atomic forces: The influence of atomic forces between tip and sample may be
addressed by varying the tip sample distance.
Tunnelling current: The amount of electrons involved in the tunnelling process
is controlled via the tunnelling current. Changes in the tunnelling current are
realised by changing the tip sample distance. This causes some difficulties in
disentangling effects due to a variation in the tunnelling current from those
caused by changes in the tip sample distance.
Tip interaction: Comparison between trace and retrace scan of the same mea-
surement reveals whether the tip domain boundary interaction is repulsive or
attractive or none of the two.
Transmission of movement trigger along π-bonded chains: Whether the trigger
for the domain boundary movement is transmitted along the π-bonded chains
may be investigated by performing measurements where the fast tip movement
is parallel to the π-bonded chains and comparing them with measurements
where the fast tip movement took place perpendicular to the π-bonded chains.
5.1 Voltage dependence
Figures 5.6 and 5.7 show a series of topography images of a domain boundary
between positively (left side) and negatively (right side) buckled π-bonded
chains. The domain boundary is running in (11̄0)-direction in the upper and
lower part of the investigated area. As there is a displacement between the
boundary parts, direction and course of the boundary are not fixed in the
middle, where the boundary parts are joined. While upper and lower part of
the boundary are stable, the position in the middle part strongly depends on
the applied sample bias voltage. At high positive or negative voltages of more
then ±1.0 V, the boundary position is fixed in a configuration that allows the
boundary to run in (11̄0)-direction for the most part.
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Figure 5.6: Mobile domain boundary at different positive voltages:
(a) [Vbias = +1.5 V; It = 0.1 nA], (b) [Vbias = +0.8 V; It = 0.1 nA], (c) [Vbias = +0.6 V;
It = 0.07 nA], (d) [Vbias = +0.4 V; It = 0.05 nA]
(e) Height profiles show the extend of the movement.[all measurements at T =
6 K].
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Figure 5.7: The same mobile domain boundary as in Fig. 5.6 at different negative
voltages:
(a) [Vbias = -1.5 V; It = 0.1 nA], (b) [Vbias = -0.8 V; It = 0.09 nA], (c) [Vbias = -0.5 V;
It = 0.08 nA], (d) [Vbias = -0.3 V; It = 0.05 nA]
(e) Height profiles at different positions show the extend of the movement.[all
measurements at T = 6 K].
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Figure 5.8: A second mobile domain boundary at different negative voltages:
(a) [Vbias = -1.5 V; It = 0.1 nA], (b) [Vbias = -0.9 V; It = 0.1 nA], (c) [Vbias = -0.5 V; It =
0.09 nA], (d) [Vbias = -0.3 V; It = 0.06 nA]
(e) Height profiles show the different extend of the movement [all measurements
at T = 6 K].
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With decreasing voltage, the boundary starts to flicker between different config-
urations until at +0.4 V the length of the negatively buckled π-bonded chains is
increased up to 4 nm (Fig. 5.6d+e) and at -0.3 V up to 8 nm (Fig. 5.7d+e). The
movement of the domain boundary is very fast and happens between two scan
lines. The change in position is not triggered in every scan line leading to a
seemingly unstable image.
Figure 5.8 shows a multi-bias series at different negative voltages of a second
domain boundary. All further investigations were performed at this boundary.
In the upper and lower part of the image area, the position of the domain
boundary is stable, and the switching occurs only in ∼ 10 π-bonded chains in
the middle of the image. The buckling of the π-bonded chains is positive on the
left domain and negative in the domain at the right side. The domain boundary
is at exactly the same position for all voltages in the stable part (Fig. 5.8). The
middle part shows the same voltage dependence as the domain boundary in
Fig. 5.7 with a length increase of the negatively buckled π-bonded chains of ∼
5 nm (Fig. 5.8e).
5.2 Tip-sample distance and tunnelling current
In order to distinguish whether the movement of the boundary is directly in-
duced by the applied voltage or by the greater proximity of the tip at lower
voltages, a multi-current measurement was performed at -0.9 V. Because the
movement starts at this voltage, one would expect a stationary boundary for
higher distances (lower setpoint currents) and an increase of mobility for lower
Figure 5.9: Multi-current series with different setpoint currents at the same bias
voltage : (a) It = 0.05 nA, (b) It = 0.1 nA, (c) It = 0.2 nA, (d) It = 0.3 nA, [Vbias =
-0.9 V; T = 6 K].
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distances (higher setpoint currents) if the movement is caused by the proximity
of the tip.
Figure 5.9 shows that this is not the case, the domain boundary is at exactly the
same position for all distances (setpoint currents). As there is no effect, it is not
necessary to disentangle the potential physical causes. This excludes atomic
forces between tip and sample as possible cause for the movement as well as a
strong dependence on the strength of the electric field. The amount of electrons
injected into the π-bonded chain has also no effect on the mobility of the domain
boundary.
5.3 Tip movement: for- and backward scan
In the next step, measurements with the tip scanning from the left to the right
side (trace) and measurements with the tip scanning from the right to the left side
(retrace) at the same bias voltage and setpoint current are compared. All data
sets of the multi-bias measurement were obtained in trace as well as in retrace.
This allows to investigate the impact of the scan direction on the movement.
The tip might repulse the domain boundary. This would lead to a boundary
movement in scan direction. If the domain boundary was attracted by the tip,
the movement would be in the opposite direction.
While at low negative voltages up to -0.6 V there is no difference in the length or
direction of the movement between trace and retrace, at higher negative voltages
there is a slight movement of the boundary toward the tip when scanning in
trace direction (Fig. 5.10). In the retrace images, the domain boundary is
stable, running in (11̄0)-direction. According to this, the tip seems to attract the
negatively buckled π-bonded chains but not the chains with positive buckling.
The small impact of the scan direction on the boundary position is hidden in the
extensive movement at negative voltages below -0.4 V.
5.4 Tip movement: parallel and perpendicular to
π-bonded chains
Figure 5.11 shows data sets of a multi-bias measurement where the tip was
scanning perpendicular to the π-bonded chains instead of along them, which
is the case for the other measurements. The resulting images are very different
compared to the measurements parallel to the π-bonded chains (Fig. 5.8). From
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Figure 5.10: Comparison between trace and retrace movement: (a+c+d) Data sets
of multi-bias series with tip scanning from left to right side, (b+e+f) data sets of
multi-bias series with tip scanning from right to left side.
(a+b) [Vbias = -1.5 V; It = 0.1 nA; T = 6 K], (c+d) [Vbias = -0.9 V; It = 0.1 nA; T = 6 K],
(e+f) [Vbias = -0.4 V; It = 0.07 nA; T = 6 K].
the jagged looking chains in the middle of the images, it is obvious that the
domain boundary is not stationary but moving. But the dependence on the
applied voltage is completely absent, all images show the same configuration in
every part of the image. When the boundary is at a certain position it stays for
some scan lines and during all consecutive scans at different voltages, performed
in each line, until it moves to a different position. Considering the results
from the voltage dependent measurements scanning parallel to the chains, we
conclude that the boundary movement occurs during the measurements at low
voltages and that the different boundary positions are present in the data sets at
higher voltages due to the longer time the boundary stays at one position.
This behaviour leads to the assumption that the movement of the domain
boundaries is initiated by excitations via the tip which are transmitted within
the π-bonded chains but not perpendicular to them.
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Figure 5.11: Data sets with tip scanning perpendicular to the π-bonded chains: (a)
[Vbias = -1.5 V; It = 0.1 nA; T = 6 K], (b) [Vbias = -0.8 V; It = 0.1 nA; T = 6 K], (c)
[Vbias = -0.5 V; It = 0.09 nA; T = 6 K], (d) [Vbias = -0.4 V; It = 0.07 nA; T = 6 K].
5.5 Conclusion
By performing a series of measurements at mobile domain boundaries, varying
several parameters, we were able to gain further information on the cause of the
movement:
• The addressed sample states are crucial for triggering the movement (volt-
age dependence). Only if the major contribution to the tunnelling current
comes from the surface states, the movement occurs.
• The movement of the domain boundaries is always in favour of the nega-
tively buckled domain. The impact is strongest for low negative voltages
above the SVB edge of the positively buckled π-bonded chains but below
the edge of the SVB of negatively buckled chains (voltage dependence).
• The length scale of the movement comes up to several nanometres (low
negative voltage).
• Atomic forces between tip and sample do not trigger the movement (tip
sample distance via setpoint current).
• The strength of the electric field induced by the tip has no significant
influence (no dependence on tip sample distance). This is presumably due
to the fact that the field is easily screened by the metallic surface.
• The movement is not influenced by the amount of current into the π-
bonded chains (no current dependence).
60
CHAPTER 5. MOBILE DOMAIN BOUNDARIES
• The movement is not simply initiated by the tip pushing or pulling the
domain boundary (comparison trace vs. retrace measurements).
• The excitation is carried within the π-bonded chains and suppressed per-
pendicular to them (comparison scan direction parallel vs. perpendicular
to π-bonded chains).
It is obvious that the tip induces the movement of the domain boundary. The
length scale on which the movement occurs corresponds to the typical radius of
our STM tips [61]. Thus the presence of the electric field of the tip is presumed
to reach the π-bonded chains on the other side of the domain boundary at this
distance although the actual tunnelling is restricted to the atom directly beneath
the tip.
The fact that switching to negative buckling seems to be preferable at voltages
which address the surface band gap of the positively buckled π-bonded chains
but the surface states of the negatively buckled π-bonded chains might be
explained by the higher LDOS of negatively buckled π-bonded chains at these
voltages due to the availability of surface states. A similar effect is reported by
Bussetti et al. [6] who find negative buckling only at Si(111)-2×1 samples with
high negative doping. They assume that the occupation of normally empty states
due to the abundance of dopant electrons makes the formation of negatively
buckled Si(111)-2×1 favourable. In accordance with this explanation, we assume
that the movement of the domain boundaries occurs in order to increase the
share of negatively buckled π-bonded chains and thus provide surface states
available for tunnelling in the energetic region of the applied bias voltage.
Note that this movement of a domain boundary in order to enlarge a negatively
buckled domain is favourable only for very special configurations of the domain
boundary. The major part of domain boundaries with a displacement of the
π-bonded chains is stable.
61
CHAPTER 6. SIGNATURES INDUCED BY P-ATOMS
Chapter 6
Signatures induced by P-atoms
In this chapter, signatures induced by single P atoms and correlations between
them are investigated. There is a large variety of configurations in which P atoms
can be found in Si(111)-2×1: First of all, there are four different sites where P
atoms can be positioned in the surface unit cell which have to be considered
separately for the two buckling types (Fig. 6.1a). In addition, the environment
of the P atoms, especially the length of the π-bonded chains plays an important
role. As depicted in Fig. 6.1b, there are several configurations which reduce
the chain length on one or both sides: up- and downward surface steps and all
kinds of domain boundaries. Measurements on ‘quasi-free’ π-bonded chains are
only possible in the absence of these defects. There also may be signatures of P
atoms located in subsurface layers (Fig. 6.1c), as already reported for Sb and Bi
in Si(111)-2×1 [42]. The fourth kind of configuration are P atoms in such small
distances that they influence each other (Fig. 6.1d). In this case, a distinction
has to be made between correlations of P signatures in the same π-bonded
chain ((01̄1)-direction) or in neighbouring π-bonded chains ((2̄11)-direction). In
addition, the influence may be different depending on the layer of the P atom
(surface or subsurface) or for more than two signatures.
6.1 P-atoms at different surface sites in p- and
n-buckled Si(111)-2×1
In this section, P atoms at different surface sites and the impact of the buckling
type on the signatures induced by P atoms is investigated. P atoms in positively
buckled π-bonded chains were thoroughly treated by J. K. Garleff in [43,68]. But
up to now, no such study exists for negative buckling.
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Figure 6.1: P atom configurations:
(a) Four sites in the unit cell of Si(111)-2×1 with positive (left side) and negative
(right side) buckling.
(b-d) black line – π-bonded chain, grey area – bulk Si, orange ball – P atom, red
line – domain boundary.
(b) Surface configurations: (1) free Si(111)-2×1 surface, P atoms in infinite (2) π-
bonded chains, restricted by one (3) or two (4) domain boundaries, and limited on
only one side by a step (5) or on both sides by different surface step configurations
(6).
(c) P atoms in the surface layer and 1-3 layers beneath the surface.
(d) Different configurations of P atoms which might influence each other: both P
atoms in surface layer (1), one P atom in the surface, the other in a subsurface
layer (2), both atoms in subsurface layers (3) and more than two P atoms (4).
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Figure 6.2: P atoms in positively buckled π-bonded chains at different bias voltages
[It = 0.1 nA; T = 6 K]: (a) Vbias = -2.0 V, (b) Vbias = -1.0 V, (c) Vbias = -0.5 V, (d)
Vbias = +1.0 V.
Figure 6.3: P atoms in negatively buckled π-bonded chains at different bias voltages
[It = 0.1 nA; T = 6 K]: (a) Vbias = -2.0 V, (b) Vbias = -1.0 V, (c) Vbias = -0.5 V, (d)
Vbias = -0.3 V, (e) Vbias = -0.3 V, (f) Vbias = -0.1 V, (g) Vbias = +0.1 V, (h) Vbias = +0.3 V,
(i) Vbias = +0.5 V, and (j) Vbias = +1.0 V.
6.1.1 Voltage dependent signature
The signature of P atoms in Si(111)-2×1 strongly depends on the applied sample
bias voltage (Fig. 6.2 and 6.3). This voltage dependence is similar for both
buckling types although the exact voltage values differ. For high negative
voltages, down to a threshold voltage (VT), the P atom appears as a depression
in topography images (Fig. 6.2a+b and 6.3a-c). At negative voltages smaller than
VT a highly anisotropic contrast enhancement appears which is restricted to
one single or two adjacent π-bonded chains and extends about 10 nm along the
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chains (Fig. 6.2c and 6.3d-f). VT differs between positive and negative buckling.
Positive buckling shows VTp = -0.5 V (Fig. 6.2b+c) which is higher than the value
for negative buckling where we find VTn = -0.3 V (Fig. 6.3c+d). These values for
VT coincide with the upper edge of the SVBs for the two buckling types.
At low positive voltages between +0.1 V and +0.5 V, when electrons tunnel from
the tip into the SCB, the anisotropic contrast enhancement disappears and gives
way to signatures which depend on the binding site of the P atom (Fig. 6.3g-i).
P atoms on sites between π-bonded chains (signatures in the lower left of Fig.
6.3e-i) show a depression similar to the signature at high negative voltages. P
atoms in the π-bonded chain have a signature that evolves from the anisotropic
contrast enhancement to one located only at the P atom site (upper right of Fig.
6.3e-i) going from low to higher positive voltages. At high positive voltages of
+1.0 V and more, when the main contribution to the tunnelling current comes
from electrons tunnelling into BCB states, P atoms show as protrusion localized
at the P atom site (see Fig. 6.2d).
The voltage dependence of the anisotropic contrast indicates that the origin
of this contrast might be scattering of electrons near the SCB minimum (at J̄
point) which is just below EF for both buckling types due to the high n-type
doping [37]. This assumption is supported by DFT calculations by M. Rohlfing
which show a strong localisation of the defect state at the site of the P atom
within 1-2 angstrom. Apparently, the charge of the additional electron (from the
P atom) is strongly localised at the P atom and does not spread out along the
Pandey chain (Fig. 6.4). This results in a neutral charge state of substitutional
P atoms in the Si(111)-2×1 surface [45]. The strong localisation of the defect
state within one surface unit cell excludes the interpretation of the 10 nm long
contrast as a signature of the additional electron charge at the P atom site.
6.1.2 Phosphorus atoms at different binding sites
As already described in section 2.1, the Si(111)-2×1 reconstruction offers four
different binding sites in the surface unit cell (Fig. 6.5a+g). P atoms may replace
a Si at all four sites. Additionally, there might be new reconstructions which
reduce energy as found for Sb and Bi in Si(111)-2×1 [42]. At low temperature,
different contrast patterns show up in STM images for voltages above VT and
low negative voltages between VT and EF (Fig. 6.5). While in positive buckling
the two distinctive contrasts are best observed at -1.0 V and -0.5 V, these contrasts
appear at -0.5 V and -0.3 V for negative buckling. Assignation of P induced
contrast patterns in STM images to the four binding sites is done by simple
geometric considerations.
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Figure 6.4: Calculated difference ∆ρ (in arbitrary units) in the electronic charge
density between the surface with and without a P atom on site 1. For better
visibility, the 3D ∆ρ(x, y, z) has been integrated along the surface normal (z),
yielding a two-dimensional (2D) ∆ρ̃(x, y) along the surface [45].
The sites have different mirror symmetries. The mirror axis in (2̄11)-direction
(perpendicular to the chains) is on the up-atom for site 1 and 4 (red arrows
in Fig. 6.5) and on the down-atom for site 2 and 3 (green arrows in Fig. 6.5).
The distinction between P atoms in the π-bonded chain and P atoms in the
second layer is done by comparing multi-bias images of |Vbias| > |VT| and
|Vbias| < |VT|. The contrast pattern for |Vbias| > |VT| (localised depression) is in
the same π-bonded chain as the anisotropic contrast enhancement appearing
for |Vbias| < |VT| when the P atom is located in the π-bonded chain (site 1 and
2). For site 1 and 2 the contrast enhancement is restricted to one π-bonded chain
(black arrows in Fig. 6.5). For P atoms located between the π-bonded chains
(site 3 and 4) there is a small crosstalk on one adjacent
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Figure 6.5: P atoms in positively (a-f) and negatively (g-l) buckled π-bonded chains
at different binding sites and for |Vbias| > |VT| and |Vbias| < |VT| [It = 0.1 nA;
T = 6 K]. Data for positive buckling taken from [68]:
(a+g) Model of the surface unit cell, illustrating site 1-4.
(b) P atom at site 1, (h) P atom at site 2, (c+i) P atom at site 3 and (d+j) P atom at
site 4.
(e) P atom in positively buckled π-bonded chain at site 4 in pushed up recon-
struction.
(f) Model and LDOS distribution via DFT calculations and STM measurements
for Sb at site 4 in pushed up reconstruction [42].
(k) P atom in negatively buckled π-bonded chain at site 2 in pushed up recon-
struction.
(l) Model and LDOS distribution via DFT calculations and STM measurements
for Sb at site 2 in pushed up reconstruction [42].
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Figure 6.6: Enlarged STM images of P atoms in positively buckled π-bonded chains
(left side – Vbias = -1.0 V, right side – Vbias = -0.5 V, [It = 0.1 nA; T = 6 K]) Raw data
taken from [68]:
(a) P atom at site 1, (b) P atom at site 3 and (c) P atom at site 4.
Figure 6.7: Enlarged STM images of P atoms in negatively buckled π-bonded chains
(left side – Vbias = -0.5 V, right side – Vbias = -0.3 V, [It = 0.1 nA; T = 6 K]):
(a) P atom at site 2, (b) P atom at site 3 and (c) P atom at site 4.
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chain (yellow arrows in Fig. 6.5). The depression for |Vbias| > |VT| is located in
this adjacent chain for both sites. According to these considerations, we are able
to assign all P induced signatures to P atoms at site 1-4 (Fig. 6.5b-e and h-k, 6.6,
and 6.7).
Garleff et al. found four different contrast patterns induced by P atoms in
positively buckled π-bonded chains. They were able to assign three of those
contrast patterns to P atoms at site 1 (up-atom in π-bonded chain), site 3 (second
layer atom next to down atom), and site 4 (second layer atom next to up-atom)
(see Fig. 6.5b-d and 6.6) while the fourth contrast was not fully understood [43].
Those contrast patterns were also observed during this work.
P atoms on site 1 show an extended contrast along one π-bonded chain with
a slightly reduced intensity on the two atoms in the middle at -0.5 V and a
depression in the same chain at an ‘up’-atom site for -1.0 V. The symmetry axis
perpendicular to the chain of the elongated contrast is crossing an ‘up’-atom (Fig.
6.5b and 6.6a). On site 2, the features should also be located in the same chain for
both voltages but the mirror axis should cross a ‘down’-atom. Such a contrast
was neither found by Garleff et al. [43] nor in this work. For P atoms an site 3
and 4, the contrast enhancement at -0.5 V extends on two neighbouring chains.
This contrast is stronger in one chain with only a small cross-talk on the other
for site 3. The mirror axis crosses the ‘down’ atom and at -1.0 V a depression
is visible in the chain which shows the weaker contrast at -0.5 V (Fig. 6.5c and
6.6b). P on site 4 leads to equally strong contrasts in the adjacent chains at -0.5 V
and a strong depression at an ‘up’-atom site in one of the chains at -1.0 V. The
symmetry axis crosses an ‘up’-atom (Fig. 6.5d and 6.6c).
The mirror axis in (2̄11)-direction of the fourth signature (Fig. 6.5e) is at the
‘up’-atom, thus the P atom must be located either at site 1 or 4. P. Studer [42]
compared this P induced contrast pattern with one he found for Sb and Bi on
site 4 and found a remarkable agreement (Fig. 6.5f). As Sb and Bi on site 4 form
a new reconstruction where the donor atom is pushed out of the surface, the
suggestion is obvious that this fourth P induced signature in positively buckled
π-bonded chains is a P atom on site 4 in this pushed up reconstruction.
Investigating the contrast patterns of P atoms in negatively buckled domains,
we also found four different signatures (Fig. 6.5h-k and 6.7). These contrasts
patterns can be assigned to substitutional P atoms on site 2, 3, and 4. A signature
fulfilling the geometric requirements of a P atom on site 1 was not found.
Apart from the different voltages at which the contrast patterns occur, the
signatures for P atoms at site 3 and 4 are identical for positive (Fig. 6.5c+d and
6.6b+c) and negative (Fig. 6.5i+j and 6.7b+c) buckling of the π bonded chains.
The signature of a P atom on site 2 shows a distinct indention at the P site at
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-0.5 V, and the anisotropic contrast enhancement visible at -0.3 also is strongly
reduced at the P site and at the two neighbouring atoms (Fig. 6.5h and 6.7a). A
comparison for site 1 and 2 is not possible, as site 1 was only found in positively
buckled domains while site 2 could only be observed in negatively buckled
areas.
The fourth signature is also a P atom at site 2, but with an altered configuration.
At higher negative voltages, a protrusion highly located between two up-atoms
is visible. At -0.3 V, the same protrusion is still visible and in addition there
is also an anisotropic contrast. But the maxima are shifted increasingly to the
up-atom sites with decreasing distance to the P atom (Fig. 6.5k). Comparison
with STM and DFT data for Bi and Sb in Si(111)-2×1 (Fig. 6.5l) [15] leads to the
conclusion that this altered signature might be caused by an upward buckling of
the P atom. According to calculations by Studer et al., which compare the total
energies of the normal and the altered configuration, the upward buckling of
a P atom on site two even is slightly favourable, leading to an energy gain of
0.04 eV [42].
6.1.3 Defect induced states
The spectroscopic signature of P atoms in Si(111)-2×1 is dominated by the
long range signature of electrons scattered at this defect. The additional charge
located directly at the site of the P atom (Fig. 6.4a) does not give rise to a
localised feature visible in dI/dV data. The spectroscopic signature is identical
for P atoms on all sites, according to J. K. Garleff [68]. This is plausible because
the scattering behaviour of electrons is determined by the characteristics of the
SCB and not by the defect at which they are scattered. A comparison for P atoms
on different sites in negative buckling is not possible in this work due to the lack
of dI/dV data. But assumedly the behaviour is similar to P atoms in positively
buckled Si(111)-2×1 and thus the spectral signature the same for all sites.
Figure 6.8 shows data of dI/dV(x,y,V) measurements via lock-in technique of
an upward buckled P atom on site 2 in negatively buckled π-bonded chains
(c+e) and dI/dV(x,y,V) data obtained by numerical derivation along a positively
buckled π-bonded chain with a P atom on site 3 (d+f). The black dI/dV curves
were taken directly above the P atoms, the blue curves shows the signature of
a defect-free, π-bonded chain, and the yellow curves were taken next to the P
atoms, showing a combination of LDOS signatures from black and blue curves.
The spectrum above the P atom shows a strongly enhanced LDOS at -0.25 V
while the LDOS is strongly diminished at -0.37 V for negative buckling. For
positive buckling, the enhancement is located at the same energetic position [68]
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Figure 6.8: Spectroscopy of phosphorus atoms in negatively (a+c+e) and positively
(b+d+f) buckled π-bonded chains. Data for positive buckling taken from [68]:
(a) Topography image of P atom at site 2 (pushed up) in negatively buckled
π-bonded chain [Vbias = -0.5 V; It = 0.1 nA; T = 6 K].
(b) Topography image of P atom at site 3 in positively buckled π-bonded chain
[Vbias = -1.0 V; It = 0.4 nA; T = 8 K].
(c+d) Single dI/dV spectra of P-atom (black), next to P-atom (yellow), and of the
free surface (blue).
(e+f) Spatial profiles of the dI/dV(x,y,V) data set along chain with P-atom [Set-
point: (c+e) Vbias = +0.5 V; It = 0.1 nA; T = 6 K; (d+f) Vbias = -1.0 V; It = 0.4 nA; T =
8 K].
in relation to EF and thus to the SCB minimum. The reduction of LDOS is found
at -0.7 V. The energetic position of the LDOS reduction is below the upper edge
of the SVB for both buckling types.
Figure 6.8e+f shows a spatial profiles of the dI/dV(x,y,V) data sets along a π-
bonded chain with an pushed up P atom on site 2 (e) and a P atom on site 3
(f). The spectroscopic signature at -0.25 V is extended on a length of about 8 nm
with a smooth transition between the signature of the P atom and that of the free
π-bonded chain, similar to the topographic contrast at low negative voltages for
both buckling types. This elongation confirms that the signature is not caused by
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the defect states of the P atom itself, as these are highly localised. The origin of
this signature will be discussed in more detail after the introduction of P induced
signatures under different conditions (long π-bonded chains, subsurface P
atoms).
The high resolution of the spatial profile of the lock-in dI/dV data set in figure
6.8e offers the possibility to investigate the positions of the LDOS maxima at
different voltages with respect to the lattice. According to Garleff et al. [19],
in undisturbed π-bonded chains the LDOS maximum is located at the ‘up’-
atom for all negative voltages and for positive voltages above +0.2 V. At low
positive voltages, the available states are in the SCB and are located at the ‘down’-
atom [19]. This can be seen in the spatial profile of a dI/dV(x,y,V) data set along
a π-bonded chain with a P atom on site 2 in the pushed up reconstruction for
positions more than 4 nm from the P atom site. At positive voltages between
0.10 V and 0.15 V, the LDOS maxima are shifted by half a unit cell with respect
to the positions at negative or high positive voltages of more than +0.40 V. At
the site of the P atom these LDOS maxima are displaced by half a unit cell away
from the P atom toward the adjacent ‘up’-atoms. This displacement is getting
smaller with increasing distance from the P atom until at a distance of 4 nm
the LDOS maxima at +0.1 V are positioned at the ‘down’-atom site again (Fig.
6.8e). The LDOS maxima at higher positive voltages, positioned at ‘up’-atom
sites, show no such shift. This indicates that the shift is not caused by different
positions of ‘up’- and ‘down’-atoms which could be induced due to strain at
the P atom site, but assumedly by the upward buckling of just the P-atom. This
alters the bonding configuration and can influence the electronic structure.
6.2 Phosphorus atoms in quasi-infinite π-bonded
chains
Up to now, all investigations were performed in relatively small domains, re-
sulting in lengths of the π-bonded chains between 10 to 100 nm. One reason
for this is the fact that the preparation of surface areas without steps or domain
boundaries is difficult, and even with an improved technique chance plays an
important role. Figure 6.9 shows large scale images of different surface struc-
tures. In areas with very high step density the π-bonded chains are too short
(<10 nm) for analysis as no assignment of signatures to their origin is possible
(Fig. 6.9a). In areas with broader terraces, the length of the π-bonded chains
strongly depends on the cleavage direction. For cleavage in (1̄10)-direction, the
chains are parallel to the long step edges, thus chain lengths of a few hundred
nanometres are possible (Fig. 6.9b), but the resulting domains are strongly influ-
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Figure 6.9: Different surface structures [600 nm×600 nm; Vbias = -2.0 V ; It = 0.1 nA;
T = 5.6 K]:
(a) Area with very high step density.
(b) Area with broader terraces, cleavage in (1̄10)-direction.
(c) Area with broader terraces, cleavage in (2̄11)-direction.
(d) Area with few steps.
(e) Flat area with two domain boundaries.
(f) Area without steps or domain boundaries.
enced by their small width. Cleavage in (2̄11)-direction results in chains which
run in an angle toward the step edges, and thus the π-bonded chains are much
shorter (Fig. 6.9c). Areas with few surface steps allow the investigation of long
π-bonded chains in large domains (Fig. 6.9d) and in areas without surface steps
(Fig. 6.9e+f) only the presence of domain boundaries might influence the chain
length.
In this section, large areas without surface steps or domain boundaries are
investigated (Fig. 6.9f). The size of the domains exceeds several µm2, controlled
by executing larger movements (≈ 0.5 µm) of the scan head and performing
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a quick examination of the largest possible scan area (600 nm×600 nm). Due
to the higher contrast domain boundaries and adsorbates are clearly visible
even in large scans (Fig. 6.9e). All large domains investigated in this section are
positively buckled.
The signature of P atoms in topography images at different surface sites is
the same in long π-bonded chains as in shorter ones for -1.0 V and -0.5 V (Fig.
6.10 (long chains) and 6.5(short chains)), but the spectroscopic signature (Fig.
6.11) differs significantly from that described by J. K. Garleff [68] and also from
the signature found for P atoms in negatively buckled π-bonded chains. The
dI/dV signature of P atoms in shorter π-bonded chains shows a cigar-shaped
enhancement in the spatial profile of the dI/dV(x,y,V) data set with a length of
∼10 nm, corresponding to the contrast pattern at -0.5 V, and the maximum at
-0.25 V (Fig. 6.8).
In contrast to this, Fig. 6.11 shows signatures of P atoms located in quasi-infinite
π-bonded chains. The data was obtained by a dI/dV(x,y,V) measurement via
lock-in technique. The topography images at -0.5 V show signatures of P atoms
in the surface layer, one at site 1 (Fig. 6.11a) and the other at site 3 (Fig. 6.11b). In
contrast to P atoms in shorter chains, where the maximum of the dI/dV signature
is always found deep in the surface band gap, the maximum is located at -0.10 V
for P atoms on site 1 and 3 in long chains (Fig. 6.11c+d+f). Figures 6.11e+g show
the spatial profiles of the dI/dV data set (d+f) after subtraction of an average
spectrum of the free surface. At the position of the P atom, the additional signal
is reduced for positive voltages lower than +0.2 V and all negative voltages in
the range of the measurement. The main difference between the signatures of a
P atom on site 1 vs. site 3 is that at site 1, there is a voltage range of ∼100 mV
where the dI/dV signal is decreased compared to the free surface around zero
bias voltage for positive and negative voltages. This suggests that the LDOS
decrease around zero bias is caused by the structural change due to the P atom
located in the π-bonded chain and not a general feature of P atoms in Si(111)-2×
1. In addition, all features are a bit weaker for site 3.
Figure 6.10: P atoms in the surface layer of a large free area [Vbias = -0.5 V; It = 0.1 nA;
T = 5.6 K]: (a) Site 1, (b) site 3, (c) site 4.
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Figure 6.11: dI/dV measurement of P atoms in long π-bonded chains.
(a+b) Topography images showing signatures of P atoms on site 1 (a) and site
3 (b). Left side – topography image of P induced contrast [Vbias = -0.5 V; It =
0.1 nA; T = 5.6 K], right side – topography image at the stabilization setpoint of
the dI/dV measurement (black, red, blue, and orange squares mark positions
of single dI/dV spectra (c) and yellow and red lines mark the positions of the
spatial profiles of the dI/dV(x,y,V) data set (d+e).) [Vbias = +0.5 V ; It = 0.1 nA;
T = 5.6 K].
(c) Single dI/dV spectra on the P atom site (black), on neighbouring atom (red),
2 nm away from P atom (blue), and far away from P atom (orange).
(d+e) Spatial profile of the dI/dV(x,y,V) data set (d) and after subtraction of an
average spectrum (e) of a P atom on site 1 (yellow line in a).
(f+g) Spatial profile of the dI/dV(x,y,V) data set (f) and after subtraction of an
average spectrum (g) of a P atom on site 3 (red line in b).
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The increase of the dI/dV signal at low voltages is very sharp while the decrease
is gradual, resulting in a signature which is asymmetric concerning the voltage
dependence but symmetric in distance from the P atom (Fig. 6.11c). Figures
6.11e+g show that the change induced by the presence of P atoms is a significant
increase of LDOS signal at the lower edge of the SCB and below the SCB at
a length of about 7-8 nm in π-bonded chain direction while the LDOS signal
in the SCB above EF is decreased. These signatures stunningly resemble the
spectroscopic signature of bound states caused by single metal atoms on 2D
metal surfaces [75,76] or impurities in a 2D-metal [77,78]. The attractive potential
of the adatom or impurity results in a bound state which is split off from the
bottom of the SCB and energetically lies just below the SCB. The interpretation
of the P induced signature as a bound state will be resumed in more detail after
the consideration of signatures induced by subsurface P atoms.
6.3 Phosphorus in subsurface layers
Large scale multi-bias measurements (200 nm×200 nm) with atomic resolution
reveal additional signatures to those of P atoms in the surface layer (Fig. 6.12).
These signatures show the same voltage dependence as the substitutional P
atoms in the surface but they are weaker and spread out over several adjacent
π-bonded chains. The length of the contrasts in π-bonded chain direction at
-0.5 V is ∼10 nm for all signatures. At a voltage of +1.0 V, these signatures
strongly resemble the contrast pattern of subsurface Sb atoms beneath Si(111)-
2×1 as described by P. Studer [42]. This indicates that the signatures might be
interpreted as P atoms in subsurface layers.
Statistical analysis of the multi-bias images gives a count of the different signa-
tures. The resolution of the images is just at the limit to resolve atoms which,
in some cases, is to inaccurate for an exact determination of the P site of the
atoms within the surface. There are 76 adsorbates, 56 signatures of pushed-up
P atoms at site 4, 11 P atoms on site 1, 34 P atoms on site 3, 33 P atoms on site
4, and 20 P atoms located in the surface layer but without definite assignment
to a surface site. All together there are ∼145 P atoms in the surface layer in the
investigated area of 200 nm×200 nm (black circles in Fig. 6.12). This is more than
the 100 P atoms one would expect for the nominal doping level of the sample
of 6·1018 cm−3 Si crystal. Thus the real doping level of this sample region is
presumably higher than the nominal on of the Si crystal. An estimate is a real
doping level of 1.15·1019 cm−3.
Concerning the signatures of subsurface P atoms, one can distinguish three
slightly different contrast types and assign them to three subsurface layers. In
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Figure 6.12: Topography images from a 200 nm×200 nm multi-bias data set with
atomic resolution (black circles - P atoms in surface layer, red circles - P atoms in
first subsurface layer, orange circles - P atoms in second subsurface layer, yellow
circles - P atoms in third subsurface layer) [It = 0.1 nA; T = 5.6 K]:
(a) Whole image at Vbias = +1.0 V. Red rectangle marks position of zoomed area.
(b-e) Enlarged area with P atoms in the four different layers: (b) Vbias = -2.0 V, (c)
Vbias = -1.0 V, (d) Vbias = -0.5 V, (e) Vbias = +1.0 V.(The entire topography images
for all bias voltages may be found in chapter Appendix)
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the first layer beneath the surface, P atoms show as a slight indention at -2.0 V
(in contrast to the distinct indention at surface sites) and an elongated contrast
at -0.5 V, which is restricted to one to three π-bonded chains. In some cases, a
depression above the P site is visible, similar to the signatures of P atoms in
the surface layer. At +1.0 V the protrusion is weaker and less localised than for
surface P atoms but it is still very distinct (red circles in Fig. 6.12).
The signature of second layer subsurface P atoms may only be guessed at -
2.0 V while it is still well visible at-0.5 V and +1.0 V. In comparison to first layer
subsurface P atoms the signatures are again fainter and less localised (orange
circles in Fig. 6.12).
The third type of signature, assigned to P atoms located three layers beneath the
surface, shows as a slight, spread out protrusion at -0.5 V and +1.0 V. At -0.5 V
this protrusion is still elongated with a length of ∼10 nm in direction along the
π-bonded chains (yellow circles in Fig. 6.12).
The count of these three signatures confirms the assignment to the three subsur-
face layers as there are 125 of the first, 140 of the second, and 144 of the third
kind of signature.
Figure 6.13 shows data of a lock-in dI/dV(x,y,V) measurement which allows
the comparison of the spectroscopic signature of two P atoms in different layers
beneath the surface to the signature of a P atom on site 3 within the surface. The
topography image at -0.5 V (Fig. 6.13a) shows the distinct signature of the surface
P atom at the right side of the image and two different subsurface signatures.
At the left side, there is a weak signature, in the middle a more distinct contrast
enhancement. Figure 6.13c shows a spatial profile of the dI/dV(x,y,V) data set
resolving the spectral signatures of the P atom in the surface layer and the two
subsurface P atoms. While the surface P atom induces a maximum LDOS at
-60 mV, the LDOS maximum is at -30 mV and there is no signal reduction at the
site of the P atom in the spectroscopic signature of the two subsurface P atoms
(Fig. 6.13e). The spatial profile of the dI/dV data set after subtraction of an
average profile without P signature (Fig. 6.13d) shows that the LDOS increase
in the SCB below EF is mirrored by an LDOS decrease in the SCB above EF. The
energetic position of the LDOS maximum for subsurface P atoms is well within
the SCB in contrast to P atoms in the surface layer, where the maximum is at
the bottom of the SCB. In accordance with the interpretation of the surface P
atom signature as localised bound state split off from the bottom of the SCB,
the signature of subsurface P atom is interpreted to be caused by a localised
resonance in the SCB which will be described in more detail in section 6.4. Except
for a lower intensity of the LDOS signal at the P atom in the deeper subsurface
layer, there is no difference in the spectroscopic signature of P atoms in different
subsurface layers.
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Figure 6.13: dI/dV measurement of one P atom in the surface layer next to two
subsurface P atoms:
(a) Topography image showing two signatures of subsurface P atoms and one
signature of a P atom on site 3 [Vbias = -0.5 V; It = 0.1 nA; T = 5.6 K].
(b) Topography image at the stabilisation setpoint of the dI/dV measurement
(red line marks the position of the spatial profile of the dI/dV(x,y,V) data set (c))
[Vbias = +0.5 V ; It = 0.1 nA; T = 5.6 K].
(c+d) spatial profile of the dI/dV(x,y,V) data set (c) and after subtraction of an
average spectrum (d) along the π-bonded chain with the three P signatures.
(e) Single dI/dV spectra at the positions marked by the black (position without
additional features), red (subsurface P atom in deeper layer), blue (subsurface
P atom in high layer), orange (atom next to surface P atom), and green arrows
(surface P atom at site 1).
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In between the P signatures, the LDOS in the surface band gap is vanishing
slowly without a gap at zero bias voltage. This shows that the subsurface P
atoms do not electronically cut the π-bonded chains, in contrast to P atoms at
surface sites [41]. This also shows that the reduced LDOS at the P signatures is
not due to a Coulomb gap as it is found in short π-bonded chains.
6.3.1 Charge state
In contrast to the substitutional P atoms at surface sites, which are in a neutral
charge state [68, 79], P atoms in the 9 nm deep space charge layer are ionised
and thus have a positive charge. While the contrast patterns at ±1.0 V and
-2.0 V agree with the expected signature of a screened positive charge [42], the
elongated protrusion at -0.5 V is harder to explain.
Figure 6.14: Spectroscopic signature of free surface (black), indented position near
P atom (blue), subsurface P atoms (yellow), and P atoms at surface sites (red):
(a) Topography image (arrows mark positions of dI/dV spectra) [Vbias = -0.5 V ;
It = 0.1 nA; T = 5.6 K].
(b) dI/dV spectra in the voltage range of the surface band gap.
(c) dI/dV spectra in the voltage range of the bulk band gap.
(d) dI/dV spectra including peaks from the bulk bands.
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First of all, one would assume the signature of a Coulomb potential to exhibit an
isotropic dependence on distance to the charge resulting in a disk-like contrast as
found for Sb and Bi in Si(111)-2×1 [42] and also for ionised donors in GaAs [80,
81].
The charge state of different sample positions can be compared by considering
their spectral signatures. An additional, localised charge changes the position
of EF in the surface bands. In our measurements, this would be observable as a
shift of the energetic positions of all dI/dV signatures as the sample is assumed
to be in equilibrium and EF constant. In figure 6.14, spectroscopic signatures of
free surface, P atoms in the surface layer, subsurface P atoms, and positions with
a slight indention in the vicinity of P atoms are compared for the voltage regions
of gap states, surface bands, and bulk bands. The spectroscopic signature of
subsurface P atoms is similar to that of P atoms in the surface for all measured
voltage ranges (Fig. 6.14b-d). The main difference is the height of the distinctive
dI/dV signature in the surface band gap which is larger for P atoms in the
surface layer. Although the peak intensity of the peak at +1.25 V is decreased for
all signatures near or above a P atom, there is no peak shift for bulk or surface
bands compared to the free surface which would be expected for a charged
defect. This indicates that either the charge of the ionised P atoms is effectively
screened by the metallic surface or that the binding energy of P atoms in the
first subsurface layers is enhanced, resulting in a neutral charge state as for the
surface P atoms.
The effect of screening of the positive charge might be estimated by applying
the mirror charge model. In this model, the effect of a positive charge in front of a
metal plate at distance z0 is described by assuming a second, negative charge
behind the metal plate at distance -z0 (Fig. 6.15a). According to [82] the induced




















: distance in the plane of the metal plate
εε0 : dielectric constant
∆F : small area of metal plate
q : charge
z0 : distance between charge and metal plate
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Figure 6.15: Mirror-charge model:
(a) Single charge q in front of a metal plate with distance z0.
(b) Ionised P atoms beneath Si(111)-2×1.
(c) Distribution of induced charge density ρ(d) for different for P atoms in differ-
ent subsurface layer, according to the mirror-charge model.
(d) Decrease of ρmax(d=0,z0) for increasing distance z0 between charge and metal
plate.
The situation of the charged P atoms beneath the metallic Si(111)-2×1 surface
is comparable, as the P atoms in the space charge layer are surrounded by a
dielectricum without free charge carriers (Fig. 6.15b). Figure 6.15c shows the
amount and distribution of the induced negative charge in the surface layer
for ionised P atoms in several subsurface layers. The maximum charge density
is quickly decreasing, and the induced charge is located in larger areas for
increasing z0. Thus, a visible effect is expected only for P atoms located in a few
upper layers which is in very good agreement with the results of the count of
different signatures. Within the mirror-charge model, the impact of the screening
charge is restricted on two π-bonded chains for the first layer and growing more
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spread out for lower layers, in accordance with the measured signatures at -2.0 V
and ±1.0 V.
These length scales only explain the extend of signatures at high voltages and for
-0.5 V the width of the signatures perpendicular to the chains, but not the longer
length scale in direction parallel to the π-bonded chains. One explanation could
be that the surface area necessary to provide the charge of one electron is larger
than the extend of the calculated charge density, as the Si(111)-2×1 surface is no
ideal metal with infinite electron density. The additional electrons of all P atoms
in the 9 nm wide space charge layer fill SCB states. According to:
Ne− -SCB = nP · ∆V (6.2)
= 1 · 1019cm−3 · 9nm · 0.665nm · 0.384nm = 0.023 (6.3)
with: nP : doping level
there are Ne− -SCB = 0.023 elemental charges per surface unit cell. Thus,∼50 unit
cells are necessary to screen one ionized P atom. This corresponds to a length
of 19.2 nm if only one π-bonded chain is affected, 9.6 nm for two and 6.4 nm
for three involved π-bonded chains. The strong dependence on the number of
π-bonded chains excludes the induced screening charge as explanation for the
anisotropy of the signatures at -0.5 V because they all have the same length of
∼10 nm.
At voltages between EF and the SVB edge, electrons tunnelling out of the filled
states of the SCB provide the main contribution to the tunnelling current. Figure
6.17a shows the DOS for the two surface states [83]. A summation of the DOS of
the SCB up to 0.023 e− per unit cell results in a band filling of 69 meV.
Figure 6.16: Electrons from the ionised P atoms in the 9 nm deep space charge layer
fill the SCB with 0.23e− per unit cell.
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Figure 6.17: Filling of the SCB with electrons from P atoms in the space charge layer
(red):
(a) DOS of the surface bands [83].
(b) electronic surface dispersion of Si(111)-2×1 [31].
The dispersion of the SCB in π-bonded chain direction is high, confining the
electrons to k|| = 0.052
π
a = 0.43 nm
−1 for this small band filling (Fig. 6.17b).
This corresponds to a wave length λ|| = 7.4 nm. Perpendicular to the π-bonded
chains there is nearly no dispersion, allowing for small wavelengths.
According to these considerations, the surface band structure must be taken
into account in order to explain the anisotropic contrast at -0.5 V, as well as
the localized, isotropic signatures at ±1.0 V and -2.0 V. The positive charges
of the P ions in the space charge layer induce a negative screening charge in
the surface layer. As the minimal wavelength of electrons at EF (Fermi wave-
length (λF)) is λF=7.4 nm in (2̄11)-direction (parallel to the π-bonded chains),
the additional charge is not distributed isotropically but elongated along the
chains for electrons tunnelling out of filled SCB states.
6.4 P atoms induce bound states
Bound states occur when the attractive potential of a defect (adatom or impurity)
leads to a strong localisation of charge carriers in a system of otherwise de-
localised charge carriers, resulting in a reduction of the total energy of the
combined system. The formation of such states was observed for single metal
adatoms on 2-dimensional metal surfaces [75, 76] and also for impurities in
a 2D-metal [77, 78]. Figure 6.18a shows dI/dV spectra of single Ag and Co
adatoms on Ag(111) investigated by Limot et al.. The upper spectrum was
taken on a free Ag(111) surface, and the main feature is the step-like onset of
the surface state band. In the two lower spectra, taken directly above single
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Figure 6.18: (a) Single dI/dV spectra at a free silver (Ag)(111) area (upper spectrum)
and at single Ag and cobalt (Co) adatoms on Ag(111) [75].
(b) Modelled adatom DOS interacting with a surface-state DOS - right image
including lifetime effects: dashed lines – without coupling to bulk states; solid
lines – with coupling to bulk states [75].
(c) Single dI/dV spectra at a surface P atom at site 1 (red), at a subsurface P
atom (blue), and at a position without additional features (black) in quasi-free
π-bonded chains [Vbias = -0.5 V ; It = 0.1 nA; T = 5.6 K].
(d+e) Single dI/dV spectra of a P atom (black) and the free surface (blue) in
domains with positive (d) and negative (e) buckling type [Setpoint: (d) Vbias =
-1.0 V; It = 0.4 nA; T = 8 K; (e) Vbias = +0.5 V; It = 0.1 nA; T = 6 K].
Ag and Co adatoms, this step-like feature is suppressed. Instead a new peak
directly below the surface state with a steep onset near the SCB minimum and
a gradual decrease to lower energies appears. Limot et al. exclude magnetic
effects and atomic orbitals of the adsorbates as potential origins of the new
state. They conclude that the coupling of an energy level of the single adsorbate
atoms to the SCB results in a bound state directly beneath the lower edge of the
surface-state conduction band. This explanation is confirmed by modelling the
interaction between a single adsorbate level and bulk and surface states (Fig.
6.18b). The result is an adsorbate DOS na(E) which is in excellent agreement
with their measurements [75].
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There is also an excellent agreement of these measurements and calculations
with the single dI/dV spectra of P atoms at surface sites in free π-bonded chains
(red line in Fig. 6.18c). The DOS of the SCB is decreased near the lower band
edge, and below the SCB minimum a new, localised state occurs. As the only
condition for the appearance of such a bound state is the coupling of an energy
level of the adsorbate or impurity to the SCB [75], this description may well
be applied to a P atom, which leads to a localised potential in the metallic
Si(111)-2×1 surface.
The coupling of the potential of a P atom in a subsurface layer to the surface state
is weaker, and instead of a split-off bound state a localised resonance appears in
the lower part of the SCB (blue line in Fig. 6.18c). These resonances occur if there
is an attractive potential coupled to a metallic surface which is not strong enough
to cause a bound state but nevertheless localises the electrons near the impurity
in the conduction band. This is caused by resonant scattering of electrons at the
impurity [84].
The signatures induced by P atoms located at surface sites in shorter π-bonded
chains (l≈20-50 nm) may also be interpreted as split-off, localised bound state,
but in this case the bound state is split-off from the SVB instead of the SCB for
positive as well as negative buckling of the π-bonded chains (Fig. 6.18d+e). In
the case of short π-bonded chains the surface states are significantly influenced
by different kinds of surface defects, e.g. step edges, domain boundaries and
adsorbates. The Coulomb gap which is found at EF for shorter π-bonded
chains [41] results in a lack of available SCB states near the SCB edge, and thus it
prevents the coupling between the attractive potential of the P atom and the SCB.
Instead of a donator-like bound state near the SCB an acceptor-like bound state
near the SVB appears.The effect of a coupling between the attractive potential
of the P atom and the SVB is comparable to the coupling to the SCB, as already
observed and calculated for impurities in a 2D metal [78]. The reason for the
identical spatial extend of the donator- and acceptor-like bound states, especially
in direction parallel to the π-bonded chains, lies in the ‘mirrored’ dispersion of
SCB and SVB at their minimum, respectively maximum, at the k-point J.
6.5 Influence of P atoms on each other
When a many-particle system becomes denser, correlations between adjacent
particles get stronger. There are many different consequences which may result
therefrom, e.g. contrast patterns which may no longer be described as a simple
superposition of two single particle contrast patterns or changes in the energetic
positions of defect induced states. In order to consider potential correlations
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Figure 6.19: (a-c) P atoms at site 1 or site 3 in the same π-bonded chain with a
distance of less than 5 nm at Vbias = -1.0 V (a), Vbias = -0.5 V (b), and Vbias = +1.0 V
(c) [It = 0.1 nA; T = 5.6 K].
(d-f) P atoms at site 1 and site 4 in the same π-bonded chain with a distance of
less than 5 nm (upper left side) and in different π-bonded chains above each
other with one empty π-bonded chain in between at Vbias = -1.0 V (d), Vbias =
-0.5 V (e), and Vbias = +1.0 V (f) [It = 0.1 nA; T = 5.6 K].
(g+h) dI/dV measurement of two P atoms at site 3 in a distance of less than 7 nm:
(g) Topography image (green line – position of the spatial profile of the
dI/dV(x,y,V) data set (h)) [Vbias = -0.5 V (left image); It = 0.1 nA; T = 5.6 K].
(h) Spatial profile of the dI/dV(x,y,V) data set (green line in g).
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between P atoms in the surface layer and also below the surface, the positioning
of signatures relative to each other is investigated. Special attention is on P
atoms with low distances along π-bonded chains as the long Fermi wavelength
in π-bonded chain direction may have an effect.
At first, two P atoms in the surface layer are considered. Topography images
show no lower limit to the distance between surface atoms, neither in the same
π-bonded chain nor in two neighbouring chains (Fig. 6.19a-f), and the resulting
contrast pattern is a superposition of two single contrasts. This indicates that
the signatures of P atoms in the surface layer are independent of each other.
An investigation of the spectroscopic signature of two P atoms in the same
π-bonded chain at a distance of 7 nm (Fig. 6.19g+h) supports this assumption.
The P atoms are both positioned at site 3 in the surface layer, and a comparison
with the signature of a single site 3 P atom (6.11), obtained during the same
measurement without any tip change, leads to the conclusion that the electronic
structure of signatures induced by P atoms in the surface layer is not influenced
by the proximity of a second P atom in the surface layer.
The situation is different when signatures induced by P atoms in subsurface
layers are concerned: A close comparison of multi-bias topography images
with Vbias = -0.5 V and Vbias = ±1.0 V (6.19) reveals that there is a threshold
distance (dT) with dT ≈ 10 nm for two subsurface signatures along the π-bonded
chains at -0.5 V. For d<dT, signatures which appear at ±1.0 V are suppressed at
-0.5 V (red circles in Fig. 6.20). The case of correlations between three P atoms in
subsurface layers is depicted in the yellow framed area of figure 6.20. At +1.0 V,
the distance between the middle and the left one is smaller than the minimal
distance (d1<dT) while the distance between middle and left P signature is larger
(d2>dT). At a voltage of -0.5 V, the signature in the middle is shifted to fit dT.
This behaviour was found only in π-bonded chain direction and for subsurface
P atoms, while no such shifting is found perpendicular to the π-bonded chains
or for P atoms at surface sites.
The phenomenon of suppressed or shifted signatures at -0.5 V may be explained
by the high value for λ|| calculated in section 6.3.1. For distances below λ||, the
wave functions of electrons in SCB states may not have two maxima, and the
resonance is suppressed or shifted laterally to fit λ||. The fact that P atoms in the
surface layer show simple superpositions of the contrast patterns indicates that
a major contribution to the P induced contrast is independent of the restriction
of λ|| in the case of surface atoms.
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Figure 6.20: Signatures which are visible at ±1.0 V are suppressed at -0.5 V if the
distance in π-bonded chain direction is shorter than ∼10 nm. Red circles mark
positions of suppressed signatures.
(a-c) High resolution images at -1.0 V (a), -0.5 V (b), and +1.0 V (c).
(d+e) Large scale images at -0.5 V (d) and +1.0 V (e). The green and yellow framed
insets show enlarged images of he framed areas. In the green framed area, the
signatures are suppressed at -0.5 V while the yellow framed area shows a shifted
signature at -0.5 V (orange circles mark the position of the signatures at +1.0 V,
the yellow circle marks the shifted position)(The entire topography images for
all bias voltages may be found in chapter Appendix).
6.6 Apparent Barrier Height
Figure 6.21 presents the results of a series of I(z,V) measurements at different
positions. At each voltage step, an average over 10 I(z) measurements is taken for
all measurements. φ(z,V) is calculated from the I(z,V) measurements according
to equation 3.24 for plots b-m. For the free surface, the indented position next
to P atoms, a subsurface P atom, and a P atom in the surface layer, ABH values
are determined in three different voltage ranges. The range from -2.0 V to +1.5 V
mainly presents signatures from the bulk states. Surface state signatures show
in the voltage range between -1.0 V and +0.7 V and gap states dominate in the
range from -0.5 V to +0.1 V.
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Figure 6.21: Comparison of ABH(z,V) values of free surface (black), position with
reduced height near P atom (blue), subsurface P atoms (yellow), and P atoms at
surface sites (red):
(a) Topography image (arrows mark positions of ABH measurements) [Vbias =
-0.5 V ; It = 0.1 nA; T = 5.6 K].
(b-e) ABH(z,V) in the voltage range of the surface band gap.
(f-i) ABH(z,V) in the voltage range of the bulk band gap.
(j-m) ABH(z,V) with major contribution from the bulk bands.
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The characteristics of the voltage dependence of these ABH measurements are
the same as for the comparison of a positively and a negatively buckled domain
(Fig. 4.7), although the actual ABH values are lower. This may be due to the fact
that the measurements were performed on different samples with different tips.
The ABH is very sensitive to the tip configuration.
The main results of the ABH measurements are the same for all positions. The
BCB shows the lowest value with∼2.5 eV, next come BVB and SCB with∼3.5 eV
and SVB with ∼3.9 eV. The highest ABH values and thus the shortest decay
lengths are found for states in the band gap, there is a difference of nearly
2.0 eV between gap states and BCB. The gap states are also the only part of
the investigated voltage range that shows a difference between the positions.
Subsurface P atoms show an ABH of ∼4.5 eV while the ABH of the free surface
is only ∼3.5 eV in the band gap. Directly above the surface P atom and at the
indented position near a P atom the ABH values are slightly above respectively
below 4.0 eV.
6.7 Conclusion
The signatures of substitutional P atoms in Si(111)-2×1 have been investigated
for different configurations. P atoms at each of the four different sites of the
Si(111)-2×1 surface unit cell exhibit distinct contrast patterns at -1.0 V and -0.5 V
for positive buckling. The assignment of the contrast patterns to the sites is
possible because of geometric relations. These distinct contrast patterns are
identical for positively and negatively buckled π-bonded chains except for
the voltages at which the contrast patterns occur. For negative buckling the
voltages are -0.5 V and -0.3 V. Two contrast patterns of P atoms in pushed-up
reconstructions instead of substitutional sites were identified by comparison
with measurements and DFT calculations for Sb and Bi in Si(111)-2×1, where
signatures of such pushed-up reconstructions are commonly found [42]. The
contrast patterns are also the same for free π-bonded chains and for short ones
with defects in the vicinity.
In defect-free areas, signatures induced by P atoms positioned up to three layers
beneath the Si(111)-2×1 surface are found. The signatures generally resemble
the signatures induced by P atoms in the surface but they are more diffuse.
The origin of the P induced contrast pattern was further investigated using
dI/dV measurements. As the contrast pattern at voltages in the surface band
gap is extended over a length of ≈10 nm, it cannot be a defect state of the P
atom, because the defect states are highly localised on a distance of less than one
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unit cell [45]. Comparison with studies on single metal atoms on metal surfaces
with a dominating surface state [75, 76] and impurities on 2D-metals [77, 78]
leads to the conclusion that these extended contrast are caused by bound states
which result from a coupling of the defect states to the surface states. This is
also the cause for the anisotropic form of the signatures, as the surface band
structure allows only electrons with large wave length of ≈8 nm in π-bonded
chain direction to occupy the lowest part of the SCB and the upper part of the
SVB. Disorder leads to the formation of a Coulomb gap due to the reduced
length of the π-bonded chains, which in turn causes a change in the nature of
the bound state. As coupling to the SCB is suppressed by the presence of the





In order to characterize dopant atoms and surface defects in the Si(111)-2×1
surface, it is essential to thoroughly understand the pure surface itself. While
the electronic structure of the surface unit cell, including the LDOS distributions
of empty and occupied states, is described in great detail in references [19]
and [68], an important question remained unanswered: What is the impact of
the buckling type on the topographic and electronic structure of the Si(111)-2×1
surface? Once this is understood, one can investigate surface defects, such as
domain boundaries, and dopant atoms. Considering the dopant atoms, it is
necessary to understand the way they are placed in the surface (substitutional or
in a new reconstruction or interstitial), their distribution (statistical or clusters)
and their electronic signature. After these questions are answered for individual
dopant atoms in an otherwise defect-free surface, correlations between two or
more dopant atoms and the impact of disorder, such as surface steps, domain
boundaries and adsorbate atoms, may be considered.
In this thesis, three different aspects of the Si(111)-2×1 surface are investigated
in more detail: positive and negative buckling of the π-bonded chains, mobility
of domain boundaries and signatures of P atoms, which are present due to the
n-type doping of the samples. In the first part, domain boundaries are utilised
in order to determine whether two Si(111)-2×1 domains are buckled differently
considering distances between the ‘up’-atoms of frontally meeting π-bonded
chains of the two domains. dI/dV measurements at 6K of domains with long,
defect-free π-bonded chains of both buckling types do not only show the band
gap of π-bonded chains with positive (EGp = 520 (20) mV) and negative buckling
(EGn = 290 (20) mV), but permit also the determination of the relative energetic
positions of the surface bands of the two buckling types. The results of these
measurements are in excellent agreement with DFT-calculations by M. Pötter
and M. Rohlfing [31].
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The tip induced movement of domain boundaries between positively and nega-
tively buckled domains is treated in the second part of this thesis. At low positive
and negative voltages, the position of a domain boundary may be reversibly
altered by up to 8 nm in favour of the domain with negative buckling. The
movement is largest in voltage regions where surface states are available for π-
bonded chains with negative buckling but not for positively buckled π-bonded
chains. The extent of movement is not influenced by the amount of tunnelling
current or the tip sample distance. As a comparison of measurements with the
tip scanning parallel to the π-bonded chains to measurements with a perpendic-
ular scan direction indicates, the trigger for the movement is transmitted along
the π-bonded chains and suppressed perpendicular to them.
The last and major part of this thesis is concerned with the signatures of the
dopant P atoms. These atoms are located, statistically distributed, at substitu-
tional sites in bulk and surface. The Si(111)-2×1 surface offers four different
sites, and all signatures of P atoms in the surface layer can be assigned to one of
these sites. P atoms induce the same contrast pattern for positive and negative
buckling, except for the voltage values at which the contrast patterns occur.
These depend on the surface states which are at different energetic positions for
the two buckling types. We investigated π-bonded chains with a length from
10 nm up to more than 1 µm. In these limits, the chain length does not affect
the topographic contrast patterns of the signatures induced by P atoms at the
different surface sites.
Signatures of P atoms beneath the Si(111)-2×1 surface are attributed to three
subsurface layers. This is supported by counts of signatures which show even
numbers for signatures of P atoms in the surface layer and in the each of the
three subsurface layers, as can be expected from a large number of statistically
distributed donor atoms.
The origin of the contrast patterns at low negative voltages, which extend over
8 nm in π-bonded chain direction, cannot be the defect state of the P atoms
alone, as this defect state is highly localised within less than one surface unit
cell [45]. The comparison of dI/dV measurements of P induced signatures to
dI/dV spectra of single metal atoms on metal surfaces shows that the origin
of these signatures are bound states which split-off from the surface states. As
electrons at the band edges of the surface states must have a minimal wavelength
of λ|| = 7.4 nm in π-bonded chain direction, the bound states also show this
spatial extension.
We can distinguish between three cases where a bound state (or resonance)
occurs: The potential of P atoms located in the surface layer of free π-bonded
chains causes a bound state which splits-off from the SCB and is located directly
beneath the surface band minimum. The potential of subsurface P atoms is
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weaker and results in a surface state resonance in the lower part of the SCB.
The third case are P atoms in the surface layer of short π-bonded chains. Their
potential also induces a bound state, but this bound state is split-off from the
SVB instead of the SCB, due to the presence of a Coulomb gap at EF which




In this appendix, additional and larger STM images are shown. Due to their size,
STM images for only one or two bias voltages of a large-scale multi-bias were
presented in the main part of the thesis.
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Appendix
Figure 7.1: Entire topography image at Vbias = -2.0 V from a 200 nm×200 nm multi-
bias data set with atomic resolution – corresponds to Fig. 6.12b
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Figure 7.2: Entire topography image at Vbias = -1.0 V from a 200 nm×200 nm multi-
bias data set with atomic resolution – corresponds to Fig. 6.12c
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Figure 7.3: Entire topography image at Vbias = -0.5 V from a 200 nm×200 nm multi-
bias data set with atomic resolution – corresponds to Fig. 6.12d
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Figure 7.4: Entire topography image at Vbias = +1.0 V from a 200 nm×200 nm multi-
bias data set with atomic resolution – corresponds to Fig. 6.12e
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Figure 7.5: Additional topography image at Vbias = -2.0 V from a 200 nm×200 nm
multi-bias data set with atomic resolution – same data set as Fig. 6.20d+e
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Figure 7.6: Additional topography image at Vbias = -1.0 V from a 200 nm×200 nm
multi-bias data set with atomic resolution – same data set as Fig. 6.20d+e
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Figure 7.7: Enlarged topography image at Vbias = -0.5.0 V from a 200 nm×200 nm
multi-bias data set with atomic resolution – corresponds to Fig. 6.20d
103
Appendix
Figure 7.8: Enlarged topography image at Vbias = +1.0 V from a 200 nm×200 nm























n-type doping with negative charge carriers
p-type doping with positive charge carriers
STM scanning tunnelling microscopy
AFM atomic force microscopy
MFM magnetic force microscopy
KPFM Kelvin probe force microscopy
LEED low energy electron diffraction
RHEED reflection high energy electron diffraction
LEEM low energy electron microscopy
FIM field ion microscopy
SEM scanning electron microscopy
ARPES angle resolved photo electron spectroscopy
DFT density functional theory
CITS current imaging tunnelling spectroscopy








LDOS local density of states
DOS density of states
BVB bulk valence band
BCB bulk conduction band
SVB surface valence band
SCB surface conduction band
dI/dV differential conductivity
ABH apparent barrier height
EF Fermi energy
λF Fermi wavelength
λ|| Fermi wavelength parallel to π-bonded chains
k|| reciprocal vector corresponding to λ||
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