We consider a spread financial market defined by the multidimensional Ornstein-Uhlenbeck (OU) process. We study the optimal consumption/investment problem for logarithmic utility functions in the base of stochastic dynamical programming method. We show a special Verification Theorem for this case. We find the solution to the Hamilton-Jacobi-Bellman (HJB) equation in explicit form and as a consequence we construct the optimal financial strategies. Moreover, we study the constructed strategy by numerical simulations.
Introduction
This paper deals with an optimal investment/consumption problem during a fixed time interval [0, T ] for a financial market generated by risky spread assets defined through the general multidimensional Ornstein-Uhlenbeck (OU) processes (see, for example, [3] and [1] ). The idea of spread market goes back to the 1980's where the team of Nunzio Tartaglia at Morgan Stanley proposed the pairs trading idea to take advantage of market mispricing to gain profit [6] . Several studies have been using the notion of spread to examine the behaviour of financial market. For example for the precious metals spread, it has been examined the spread of gold future market and the Treasury bill future market by [12] . In addition, it has been studied for oil markets such as [7] have been investigated the long term price relationship between futures prices of crude oil and heating oil. The idea of pairs trading is widely used however the academic research about it is still small [11] . In this paper we are concerned on the time-series approach of pairs-trading. It is been proposed in [6] the mean-reverting Gaussian Markov chain model and [13] has discussed the classical study of pairs trading of Royal Dutch and Shell stocks. Also in other sectors like the microstructioe level within the airline industry (see, for example, [14] ) as well it is known in many hedge funds [4] . Moreover, these problems for Black-Scholes (Bl-Sch) market and stochastic utility market are considered in many papers (see for example [8] , [9] , [5] and [2] ). The affine processes proposed in [5] and [10] to be used in the financial market in the general framework, however, unfortunately we can not use these methods due to the additional variable in the HJB equation corresponding to the risky asset. So in this paper we investigate the optimal investment/consumption problem for logarithm utility functions with no constraints or transaction fees over the whole investment interval [0, T ]. Using the stochastic dynamical programming method in solving this type of problems, we obtain all optimal solutions in explicit form. To this end we studied the Hamilton-Jacobi-Bellman (HJB) equation and we found its solution in an explicit form. We shown a special new verification theorem for this case and making use of this theorem we construct the optimal strategy. The main difference between this model and Black -Scholes model is that in this model we obtained in the HJB equation the additional multivariate spread variables corresponding to the O-U process. By these reasons, we need to develop a new analytical tool method for this optimisation problem.
The rest of the paper is organized as follows. In section 2 we formulate the problem and we define the price process for the Ornstein-Uhlenceck model In section 3 we write the HJB equation. In section 4 we state the main results of the paper. Numerical simulations are given in section 5. The corresponding verification theorem is stated in section 6 Some auxiliary results are stated in the Appendix.
Market model
Let (Ω, F T , (F t ) 0≤t≤T , P) be a standard filtered probability space with (F t ) 0≤t≤T adapted Wiener processes W = (W t ) 0≤t≤T ∈ R m . Our financial market consists of one riskless bond (Š t ) 0≤t≤T and risky spread stocks (S t ) 0≤t≤T governed by the following equations:
where r ≥ 0 is the interest rate for riskless asset, the d vector risky assets 
with negative real eigenvalues i.e. Reλ i (A) < 0. Let nowα t be the number of riskless assetsŠ and α t = (α 1 (t), α 2 (t), . . . , α d (t)) ∈ R d be the number of risky assets at the moment 0 ≤ t ≤ T , and the consumption rate is given by a non negative integrated function (c t ) 0≤t≤T [8] . Thus the wealth process for X t =α tŠt + α t S t is given by dX t =α t dŠ + α t dS t − c t dt , which can be written as
3) . In this paper we use the logarithmic utility functions, i.e., we need the following definition for the admissible strategies. 
We denote by V the set of all admissible strategies. Now for any υ ∈ V and ς = (X, S) ∈ R N , where N = d + 1, we define the objective function as
where E ς is the expectation under condition ς 0 = ς = (x, s). Our goal in this paper is to maximize this function, i.e.
To study this problem we use the stochastic dynamic programming method.
To this end we need to study the value functions (J J J * (ς, t)) 0≤t≤T defined as
where > 0 and E ς,t is the expectation under condition ς 0 = ς = (x, s). Thus we need to study the HJB equation which is given in the following section.
3 Hamilton-Jacobi-Bellman equation
Denoting by ς t = (X t , S t ) ∈ R N where N = d + 1, we can rewrite the wealth and stock equations given in Eq. (2.1) and (2.3) respectively in the following form
whereǎ ∈ R N andb is the matrix of N × m functions such that for any
with the control variable u = (α, c) with α ∈ R d and c > 0. Now, for any= (1 , . . . ,N ) ∈ R N and N × N symmetric matrix M M M = (M M M ij ) 1≤i,j≤N , we set the Hamilton function as
where
In order to study problem (2.4), we need to solve the HJB equation which is given by
To calculate the Hamilton function (3.2), note that
element of the vector X and < Y > ij denotes the (i, j) th element of the matrix Y . Note that due to (3.2), if M M M 11 ≥ 0 or1 ≤ 0 then the Hamilton function H(ς,, M M M ) = +∞. So, we maximize the function H 0 (ς,, M M M , υ) over α and c under condition that M M M 11 < 0 and1 > 0. We obtain that optimal values for this maximization problem are given by
) . Now we replace α 0 i and c 0 into H 0 to obtain the Hamilton function, so we get
From the preceding Hamilton function and the HJB equation (3.3), we obtain
where z(ς, T ) = ln x for any ς ∈ R + × R d . To write the solution for this equation, we need to introduce the d × d matrix g = (g ij ) 1≤i,j≤d which is the solution of the following differentiable equatioṅ
Here, the dot " · " denotes the derivative. Moreover, we set
We show that the equation (3.5) has the following solution 
Main results
First of all we have to study the HJB equation (3.5) to calculate the value function (2.4). Furthermore, to construct the optimal strategies we seť
.
Using these functions we define the optimal strategies υ * = (α * , c * ) as
Here ς * t = (X * t , S t ) and X * t is the optimal wealth process defined by the following stochastic differential equation
where a
and b
Now we show that these processes are optimal solutions for the problem (2.4).
Theorem 4.2. The processes (4.1) and (4.2) are the optimal strategies for the problem (2.4) and
where ρ, g and f are given in (3.6).
Example 1. For one dimensional case where a riskless and risky assets are given respectively by
where r ≥ 0 is the interest rate of the riskless asset, κ > 0 and σ are respectively the mean reverting speed and the volatility for risky assets. Therefore, for κ 1 = κ + r > 0, the optimal strategies and the HJB equation are given by
Moreover, the differential wealth process for this example is given by
where a * (t) =ǎ(S t , t) = r + κ
Example 2. For multidimensional case where the market assets are given by dŠ t = rŠ t dt,Š 0 = 1,
where r is the interest rate for riskless assetŠ, S t is a d−dimensional vector of risky assets , σ 2 , . . . , σ d ) , and the mean reverting matrix A is given by
with negative real eigenvalues i.e. Reλ i (A) < 0. The optimal wealth process (X * t ) 0≤t≤T is defined by the following stochastic equation
Using the preceding stochastic differential equation, the optimal strategies υ * = (α * , c * ) for all 0 ≤ t ≤ T is of the form:
and c 6) whereα t is the number of riskless assetsŠ and α t = (α 1 (t), α 2 (t), . . . , α d (t)) ∈ R d be the number of risky assets S at the moment 0 ≤ t ≤ T .
Remark 4.1. It should be noted that the behaviour of theses optimal strategies are described by the transformed spread process S t = A 1 S t . In the scalar case this is the same as S t . However, in the general multidimensional case we need to take into account all components of the spread processes. 
Numerical Simulation
For 1−dimensional case. Fig. 1 shows the value function z(ς, t) given by Eq. (3.8). The following parameters have been used: T = 1, r = 0.01, κ = 0.1, σ = 0.5 and the initial endowment x = 100. Now, we simulate the optimal strategies α * t and c * t given in Eq. (4.1) with the optimal wealth process x * t . In the following figures, we used different parameters to show the behaviour of the strategies with different values of r,κ and σ. As seen in the figures below, we see that the behaviour of the wealth process is increasing constantly when κ has large values (see Fig. 3a and Fig. 5a ). However, it is clear that the wealth process is decreasing when κ has a quite small value as seen in Fig. 2a and Fig. 4a . In addition we see that the volatility in the investment process increases and decreases depending on the fraction κ 1 /σ 2 . Thus the range of volatility in figures (Fig. 2b, Fig. 3b and Fig. 4b ) is less than Fig. 5b which jumps to 4000 points. This is due to the higher number we get from the fraction which is nearly 50. 
Verification theorem
Now we give some modifications for the verification theorem from [2] . Consider on the interval [0, T ], the stochastic control process given by N −dimensional Itô process
where (W t ) 0≤t≤T is a standard m−dimensional Brownian motion. We assume that the control process υ takes values in some set Θ. Moreover, we assume that the coefficientsǎ andb satisfy the following conditions:
, the functionsǎ(., t, .) andb(., t, ., ) are continuous on R N × Θ; where Θ ∈ R × R + .
V 2 ) For every deterministic vector υ ∈ Θ, the stochastic differential equation dς
with an N × m matrixb, has a unique strong solution.
Now we introduce an admissible control process for equation Eq. (6.1).
Definition 6.1. We set
where a stochastic control process υ = (υ t ) t≥0 = (α t 
We denote by V the set of all admissible control processes with respect to equation Eq. (6.1).
and h h h : R m → [0, ∞) be continuous utility functions. We define the cost function by
where E x,t is the expectation operator conditional on ς υ t = x. Our goal is to solve the optimization problem (2.4) given by
To this end we introduce the Hamilton function, i.e. for any ς and 0 ≤ t ≤ T , with∈ R N and symmetric N × N matrix M M M we set
θ).
In order to find the solution to Eq. (2.4), we investigate the HJB equation
Here, z t denotes the partial derivative of z with respect to t, z ς (ς, t) the gradient vector with respect to ς in R N and z ςς (ς, t) denotes the symmetric hessian matrix, that is the matrix of the second order partial derivatives with respect to ς. We assume the following conditions hold:
H 3 ) Assume that for any υ ∈ V, any 0 ≤ t ≤ T and x,
There exists a unique strong solution to the Itô equation
whereǎ(., t) =ǎ(., t, θ * (., t)) andb(., t) =b(., t, θ * (., t)). Moreover, the optimal control process υ * t = θ * (υ * t , t) for 0 ≤ t ≤ T belongs to V, and
is a solution to this problem.
Proof. For υ ∈ V, let X υ be the associated wealth process with initial value X υ 0 = x. Define a stopping time
Note that condition (6.4) implies that τ n → T as n → ∞ a.s.. By continuity of z(., .) and of (ς υ t ) 0≤t≤T we obtain
To simplify we use the notationǎ t =ǎ(ς t , υ t , t) andb t =b(ς t , υ t , t). Then by Itô formula
(6.8) By using the definition of dς, this equation becomes
Taking the integration for both sides we get
From the following conditions: Then z(., .) becomes
Moreover, taking into account that
We thereby Fatou's Lemma obtain that
Finally, we obtain that
Therefore, z(ς, t) ≥ J * (ς, t) for all 0 ≤ t ≤ T . Similarly, replacing υ in (6.9) by υ * as defined by H 2 − H 3 we obtain
Condition H 4 implies that the sequence (z(ς * τ n , τ n )) n∈N is uniformly integrable. Therefore, by (6.7)
and we obtain
We arrive at z(ς, t) = J * (ς, t). This proves Theorem 6.2.
Remark 6.1. The difference in Theorem 6.2 from the verification theorem from [2] is that the functions f f f and h h h are positive but from the logarithmic utilities these functions are negative. So, we can not use directly the verification theorem in [2] .
Proofs
7.1 Proof of Theorem 4.1
Now, by taking the derivatives of z(ς, t) defined in (3.8) with respect to t and s and apply them into equation (3.5) we obtain
where the dot " · " denotes the first derivative and g is a d × d matrix defined in (3.6) . Then this can be written as
After calculation we get that for s ∈ R d ,
and
The last term in the preceding equation can be written as
Let we denote by H = (h ij ) 1≤i,j≤d , where h = vect(H) a vector in R m such that h = (h 1 , h 2 , . . . , h m ), with h (j−1)d+i =< H > i,j and Z(t) = vect(g(t)) where Z (j−1)d+i = g ij . Therefore, the last equation becomes
This can be written in the following form
where Γ = (γ s,t ) and γ s,t =< A > li 1 1 1 {k=j} + < A > ki 1 1 1 {l=j} , with s = (j − 1)d + i and t = (k − 1)d + l. Therefore, for all m × m matrix Γ, with
where Γ = ( γ s,t ) 1≤s,t≤m . Thus equation (3.6) can be written aṡ
Therefore, the solution of Z(t) is given by
This proves Theorem 4.1.
Proof of Theorem 4.2
We apply the Verification Theorem 6.2 to Problem (2.4) for the stochastic control differential equation ( < σσ > il z xs l − z x s j . By taking z(x, s, t) = (T − t + 1) ln x + s g(t)s + f (t) , with g and f are given in (3.6), we obtain s ġ(t)s+ḟ (t)+rρ(t)+s A (g+g )s+tr(σσ (g+g ))−1−ln ρ(t)+ ρ(t) s (σσ ) −1 s 2 = 0 .
So, z(ς, t) given in (3.8) is the solution to the HJB equaiton (3.3). One can check directly that the strategy ν in with optimal strategy in (4.1) satisfies the conditions H 1 ) − H 3 ). Now to check condition H 4 ) we have to verify that sup 0≤t≤T E ς |z(ς * t , t)| < +∞ .
Thus, as z(ς, t) = (T − t + 1) ln x + s g(t)s + f (t) , and as g(t) and f (t) are bounded functions and X * t is given by X t = x, S t = s < +∞ .
Moreover, note that S τ = e −κ(T −t) s + ξ t,τ and ξ t,τ = σe −κτ τ t e κu dW u .
Since |S τ | ≤ |s| + |ξ t,τ |, one needs to check that sup 0≤t≤T E ln(X * t ) + ξ
