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Abst ract - -Th is  paper is concerned with the monotone method on the periodic boundary value 
problems for integrodifferential equations of Volterra type. This problem has been studied by several 
authors [1-6]. The purpose of this paper is to relax the restrictions as much as possible on the 
coefficients M and N that appear in the one-sided Lipschitz condition. © 2004 Elsevier Ltd. All 
rights reserved. 
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1. INTRODUCTION 
We use the monotone iterative technique, coupled with the method of lower and upper solutions, 
to investigate the existence of extreme solutions of the periodic boundary value problems (PBVP) 
for integrodifferential equations of Volterra type 
u' = H(t, u, Ku) ,  u(0) = u(2~), (1.1) 
where H e C( I  x R x R, R), I = [0, 2~r]; (Ku)(t) = f~ k(t, s)u(s) ds, k e C(D, R+), D = ((t, s ) :  
0 < s < t < 27r}, k0 = max(t,s)eD k(t, s). This problem has been studied by several authors [1-6]. 
The purpose of this paper is to show that the restrictions on the coefficients M and N in the 
one-sided Lipschitz condition can be significantly relaxed. First, a new comparison result is 
established. By a new method a weaker condition can be obtained that guarantees the existence 
and uniqueness of the solution for the corresponding linear periodic boundary value problem. 
Based on this result, the restrictions for M and N can be relaxed and extreme solutions can be 
obtained as l imits of monotone sequences. 
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Let us list the following assumptions for convenience. 
(A1) a, ~ are the lower and upper solutions for PBVP (1.1), respectively, and a _</~, that is, 
a,/3 E C I ( I ,R )  such that 
a'(t) <_ H(t,  a(t), (Ka)(t)) ,  
3'(t) >_ H(t,  3(t), (K3)(t)) ,  
a(o) < a(2~), 
Z(o) _> Z(2~). 
(As) If a(t) < ~ < u < ~(t) and (Ka)(t )  < ~ < v < (K/~)(t), we have 
H(t, u, v) - H(t,  ~t, ~) >_ -M(u  - ~) - N(v  - ~), t E I, 
where M > 0, N > 0 and satisfy one of the following conditions: 
(a) 27rNko((e 2~M - 1)/(27rM) - 1) < M; 
(b) 277(M + lrgko) < 1. 
2. COMPARISON RESULT 
In this section, we show a comparison result on integrodifferential nequality. This result is 
essential for showing the existence of extreme solutions by means of monotone method. 
THEOREM 2.1. Assume that m E C 1 (I, R) satisfies 
m'(t) < -Mm(t )  - N(Km)( t ) ,  t E I, (2.1) 
where M > O, N >_ 0 and one of the following conditions holds: 
(a) 2zcNko((e 2ÈM - 1)/(2~rM) - 1) < M; 
(b) 2~r(M + ~rNko) < 1. 
Then, either m(0) < m(27r) or m(O) < 0 implies that m(t) <_ 0 on I. 
PROOF. Suppose that (a) holds. Consider first the case m(0) < m(27r). Set v(t) = m(t)e Mr, 
then we have v(0) < v(27r) and that v(t) satisfies the following inequality: 
f t v'(t) <_ -N  k*(t,s)v(s)ds, (2.2) 
0 
where k*(t,s) = k(t,s)e M(t-s). It is then enough to show that v(t) < 0 for t E I. If this is not 
true, one of the following two situations will occur: 
(1) v(t) >_ 0 for t E I and v it 0; 
(2) there exist t l ,t2 E I such that v(tl) > O, v(t2) < O. 
For Situation (1), we have, by (2.2), v'(t) < 0 on/ .  Since v(0) _< v(2r) and v(t) is nonincreasing, 
v(t) - C > O. Hence, v(t) = m(t)e Mt implies re(t) = Ce -Me.  This is possible only if C = 0 since 
m(0) < m(2~r). This contradicts (1). 
For Situation (2), if v(27r) > O, there exists t* E [0, 2~r) such that v(t*) = mini v(t) = -e  < O. 
Integrating both sides of (2.2) from t* to 2w, we get 
f2~ fl~ f 
e _ v(2zr) - v(t*) = v'(t)dt <_ -N  k*(t ,s)v(s)dsdt  
t* t* 0 
f2~ f~ 2~Nao re 2ÈM - 1 11 < ~, < eNko e M( t - s )  ds dt = e 
o o M 2~rM 
which is a contradiction. 
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If v(27r) < 0, we also have v(0) < 0 and there exists a { E (0, 27r) such that v(t-) = 0. It is 
clear that v(t*) = mino<t<~v(t) = -e  < 0 with t* c [0, t-). Hence, integrating both sides of (2.2) 
from t* to {, we get 
f f  f~ ft  e2~TNk ° [¢27rM __ 1 1] < e, e = v(t-) - v(t*) = v'(t)dt <_ -N  k*(t ,s )v(s)dsdt  < 
t" t* 0 M 2zrM 
which is a contradiction again. 
Now, we consider the case m(0) < 0. Let also v(t) = m(t)e Mr, then we have v(0) < 0 and it is 
enough to prove v(t) < 0 on I. 
If this is not true, then there exists tl 6 (0, 2~r] such that v(tl) > 0. If v(t) >_ 0 for t E (0,tl], 
then (2.2) follows that v'(t) <_ 0 for t E (0,tl]. We get v(tl) <_ v(O) <_ O, which is a contradiction. 
Hence, there exists t2 E [0, tl) such that v(t2) = min0<t<_tl v(t) = -A < 0. Integrating both sides 
of (2.2) from t2 to tl, we get 
ft l  f* A21rNk0 [e 21rM - 1 1 ] < A, A <v(t l )  +A= f t l v ' ( t )d t<-N k* ( t , s )v (s )dsdt< 
t~ t~ o M 27rM 
which is a contradiction. We hence complete the proof of the theorem for the case that Condi- 
tion (a) holds. 
For the case that Condition (b) holds, the proof of the theorem has been given in [5]. Therefore, 
the proof of the theorem is complete. | 
REMARK 2.1. Theorem 2.1 is an improvement ofthe corresponding comparison result given in [1]. 
Indeed, Lemma 2.1 in [1] requires that M, N, and k0 satisfy one of the following conditions: 
(a') 2~rNko(e 2~M - 1) _< M; 
(b') 27riM + 2~rNk0] < 1. 
It is clear that our current result has relaxed the restrictions to a large measure on M, N, 
and k0. In fact, to compare (a') with (a), we note that 
- 1 (e2 .M _ 1) lie 2ÈM 1 1~ > (e 2~rM -- 1) 21rM -2 " 
This estimation shows that the factor [ (e 2~M --  1)/(2~rM) - 1] in (a) is less than half of the factor 
(e  2~rM --  1) in (a'). As for (b'), we see that the second term 27r2Nko in (b) is equal to half of the 
second term 4r2Nk0 in (b'). 
3. L INEAR PERIODIC  BOUNDARY VALUE PROBLEMS 
We now consider the corresponding linear periodic boundary value problems (LPBVP) 
u'(t) = Hn(t) - Mu(t)  - N(Ku) ( t ) ,  u(0) = u(2~r), (3.1) 
where r/E [a, fl] = {u e C( I ,R )  : a(t) < u(t) <_/3(t)} and Hn(t ) = H(t,  rl(t), (K~)(t))  + M~?(t) + 
N(K~)(t ) .  
THEOREM 3.1. Assume that (A1) and (A2) hold. Then, LPBVP (3.1) has a unique solution 
u e any  n 
PROOF. We first prove that the following linear initial value problems (LIVP): 
u'(t) = Hn(t ) - Mu(t )  - N(Ku) ( t ) ,  u(O) = uo, (3.2) 
have a unique solution u(t; uo) for each u0 c [a(0),/3(0)]. In fact, in the case that Condition (a) 
in (A2) holds, we set v(t) = u(t)e Mt so that LIVP (3.2) is transformed into a fixed-point problem 
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for the operator T :  v E C( I, R) ~ (Tv)(t) ~ uo + (o[Hn(r)eMr - N g k(t, s)eM(r-S)v(s) ds] dr E 
C(I,  R). Then, we have 
]f ~ fr I [[Tv - Twll = max [(Tv)(t) - (Tw)(t)[ = N max k(t, s)eM(r-S)(v(s) -- w(s)) dsdr te l  te l  0 0 
fl , f, < Nko e M(r-s) ds drily - w[[ = 27rNko [e 2ÈM - 1 11 IIv - wll, 
- o o M 21rM 
for v, w E C(I,  R). Hence, T is a contraction in Banach space C(I,  R), in view of (a) in (A2). 
If (b) in (A2) holds, then LIVe (3.2) is equivalent o the operator equation u = Tu, where 
(Tu)(t) = uo + fo[Hn(r) - Mu(r)  - N fo k(r ,s)u(s)ds]dr  for u E C( I ,R) ,  and we have 
f2~r f t  
IITu - Tvll <<_ [M + N k(t, s) ds ] dtllu - vii < 27r(M + 7rNko)ll u - vii , 
0 0 
for u, v E C(I ,  R). Hence, T is also a contraction in C(I,  R) in view of (b) in (A2). We have 
shown that LIVP (3.2) has a unique solution u(t; uo) E C(I ,  R) for each u0 E [a(0), fl(0)]. 
Next, we shall show that u(t; u0) E [a, fl] for each u0 E [a(0), fi(0)]. Let m(t) = a(t) - u(t), 
t E I. Then, we have m(0) < 0 and 
m'(t) = a'(t) - u'(t) < H(t,  a(t), (Ka)(t))  - H(t,  o(t), (K~)(t)) 
- Mrl(t) - N(K~I)(t) + Mu(t )  + N(Ku) ( t )  <_ -Mm(t )  - N(Km)( t ) ,  
for t E I since (A1) and (A2). By Theorem 2.1, we get m(t) << 0 for t E I, thus a(t) < u(t) on I. 
Similarly, we can prove that u(t) < fi(t) on I. 
Further, we show that there exists uo E [a(0), fl(0)] such that the solution u(t; uo) of LIVe (3.2) 
satisfies u(0) = u0 --- u(27r), which means that LPBVP (3.1) has a solution u E [c~,j3]. In 
fact, [a(27r), f~(2~r)] C [a(0), f~(0)] since a(0) < a(27r) < fi(27r) < fl(0). Hence, for each u0 E 
[a(2~r),/~(21r)], L IVe (3.2) has a unique solution u(t; uo) such that u(2~r, uo) E [a(2~r),/~(2zr)]. 
Therefore, the Poincar~ operator P2, : uo --+ u(2~r; Uo), uo E [a(27r), fi(21r)] maps the interval 
[a(2zr), fi(27r)] into itself. In view of the continuous dependence of solution u(t; Uo) for initial 
value u0, it is easy to see that the operator P2~ is continuous and therefore P2r has a fixed point 
u~ E [a(2~r), fi(27r)], i.e., the solution u(t; u~) being such that u(0; u~) = u~ = u(2zr, u~). 
Finally, the uniqueness of solution of PBVP (3.1) follows from Theorem 2.1. In fact, if u,v are 
two distinct solutions of (3.1), then by setting p = u - v we get 
p' = -Mp - NKp,  p(0) = p(2rr). 
Hence, Theorem 2.1 assures that u -- v. The proof of the theorem is now complete. | 
REMARK 3.1. In [1], the result in Theorem 3.1 requires that M, N, and ko in Assumption (A2) 
satisfy the following condition: 
(a") 27rNkoe 2~rM < M. 
It is clear that (a')  is stronger than (a), because (a") is stronger than (a ~) (see Remark 2.1). 
4. MAIN  RESULTS 
Using the monotone iterative method, we obtain the following existence theorem for the extreme 
solutions of PBVP (1.1). 
THEOREM 4.1. Assume that (A1) and (A2) hold. Then, there exist monotone sequences {an(t)}, 
{fin(t)} with a0(t) = ~(t), flo(t) = fi(t) such that limn~c,~ an(t) = p(t), limn--,c~ fin(t) = 7(t) 
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uniformly on I ,  and p, 7 are min imal  and maximal  solutions of  PVBP (1.1), respectively, satisfying 
a(t)  < p(t) <_ 7(t) <__/3(t) on I .  
PROOF. We define a mapping A by At/ = u, where ~/ E [a, f] and u is the unique solution of 
LPBVP (3.1). It is clear that A maps the segment [a, 13] into itself by Theorem 3.1. Further, we 
can show that A is monotonically nondecreasing on [a,/3], that is, if rh, ~2 E [a, f] is such that 
~l(t)  < 712(t) on I ,  then (Aw)(t) <_ (Av2)(t) on I. To show that, we set re(t) = u l ( t )  - u2(t), 
where Ul = Arh and u~ = A~/2. We then have m(0) = m(27r) and for t E I ,  
m ! / = u 1 - u~ = H( t ,  ~1, / ( r / l )  -t- M~I  + NKzh  - Mu l  - NKUl  
- H( t ,  r]2, K~2) - M~12 - NKr]2 + Mu2 4- NKu2 <_ -Mm - NKm,  
since (A2). It follows from Theorem 2.1 that m(t)  < 0 on I,  that is, A771 < A~I2 on I. 
Now, we can define two sequences {an} and {/3n} with a0 = a and /3o = /3 such that 
a~+l = Aan and fn+l  = Afn ,  n = 0, 1, 2 , . . . .  From the nondecreasing property of the map- 
ping A, it is clear that {an} is nondecreasing and {/3n} is nonincreasing, and that any a~ is not 
greater than any fin. Thus, {an} and {fn} are uniformly bounded and obviously they are equicon- 
tinuous. It then follows, by employing standard argument (see [3]), that l imn- ,~ an(t) = p(t), 
l imn-~o/3n(t) = 7(t) uniformly on I,  and that p, 7 are solutions of PVBP (1.1). 
Finally, we prove that p, 7 are minimal and maximal solutions of PBVP (1.1) on [a,/3], respec- 
tively. Let u E [a, f] be a solution of PBVP (1.1), then u = Au.  By the nondecreasing property 
of A, it therefore follows that an _< u < /3n on I for all n, and hence, p < u < 7 on I, and this 
means that p, 7 are extreme solutions of PBVP (1.1). The proof of the theorem is complete. | 
REMARK 4.1. To obtain extreme solutions of PBVP (1.1) as limits of monotone sequences, it
is necessary to add some restrictions to M, N, and k0 in Assumption (A2). In [1] and [2], 
these restrictions are (a ' )  and (b), respectively, and they are the best results we have so far. 
Theorem 4.1 improves (a") into (a). The following example shows that our current result is a 
better result. 
EXAMPLE. Consider the following PBVP: 
f t u' : s inu - k( t , s )u (s )ds ,  u(0) = u(27r), (4.1) 
0 
where k( t , s )  = e -(2È+t+s), ]Co = max(t,s)eD k ( t , s )  = e -2~. It is easy to see that a(t)  :- O, 
0 < t < 27r and f ( t )  - 37r/2, 0 < t < 27r are lower and upper solutions of PBVP (4.1), respectively. 
Furthermore, Assumption (A2) with (a) of Theorem 4.1 holds in which M = 1,N = 1. In fact, 
for a(t)  --- 0 < fi < u < 37r/2 - f ( t ) ,  I (a  = 0 < ~ < v < (31r/2)e-(2~r+t)(1 - e - t )  = K/3, we have 
H(t ,u ,v )  - H(t,  fi,~) = s inu-  s in~-  (v -  9) > - (u -  72) - (v - ~), 
and 
27rNko 
{ 'e  2vM - -  1 
27r M 
1 "~ =l -e  -2~-2 ; re  -2~<1:M.  
Hence, by Theorem 4.1, PBVP (4.1) has solutions between a and f ,  and they can be obtained 
as the limits of monotone iterative sequences. 
Note that Condition (a") is not satisfied since 
27rNkoe 2~M = 2;re-2~e2r = 2;r ~ 1 -: M. 
However, it is obvious that u(t)  - 0 is a solution of PBVP (4.1). 
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