. All of these studies relied on data spanning no more than the last several decades; thus, we greatly extend the study period.
Introduction
What goes up must come down. But has it always had to? In this article, we aim at performing a study of the long-term reversal effect over the longest time period ever done. Using a unique dataset of international equity returns going back to the year 1830, we conduct a truly out-of-sample test of this cross-sectional phenomenon. Not only does this allow us to verify the robustness of the long-term reversal effect, but also allows us to provide some new insights into its nature.
The long-term reversal effect is the tendency of securities with high returns over the past three to five years to underperform relative to securities with low returns through the same period. Discovered originally by De Bondt and Thaler (1985) in U.S. equities, it is one of the most ubiquitous asset-pricing anomalies ever documented. The decade-old global financial crisis, the sovereign bond crisis in the European Monetary Union, and less prominent financial market jitters, have spurred renewed interest in the body of research on this effect. It has been demonstrated not only in individual stocks (Baytas and Cakici, 1999; Blackburn and Cakici, 2017) , but also in national equity indices (Balvers and Wu, 2006; Bhojraj and Swaminathan, 2006; Malin and Bornholt, 2013) , extending for at least a century. Blitz (2016) explores low-volatility strategies dating back to 1873. Urquhart and McGroarty (2016) and Jacobsen and Zhang (2018) investigate calendar anomalies. explore long-term reversal in commodities in more than seven centuries of returns. Finally, Baltussen et al. (2019) evaluate six different strategies over the last 200 years of returns on four different asset classes. However, as far as we are concerned, no study has ever investigated the long-run reversal effect in national equity indices in a sample and timeframe comparable to ours.
The remainder of the paper proceeds as follows. Section 2 describes our data and variables. Section 3 summarizes and discusses the baseline empirical results. Section 4 focuses on the relationship between long-run reversal and other return predictors. Section 5 contains further robustness checks. Section 6 explores the sources of the long-term reversal effect. Finally, Section 7 provides conclusions.
Data and variables
We examine returns on country equity indices from 71 developed, emerging, and frontier markets. For better coverage, as in Baltussen et al. (2019) , we merge two databases. Our primary source is the Datastream Global Equity Indices dataset sourced from Thomson Reuters Datastream. These are proprietary Datastream value-weighted indices that are computed following a consistent procedure and cover the largest firms in each country, representing at least 78%-80% of the aggregate stock market capitalization (Thomson Reuters, 2015) . If the Datastream indices are not available, we use GFD Global Equity total return indices obtained from Global Financial Data (GFD). 1 The GFD indices are compiled based on different historical sources, and for many countries they date back to the 19th century (GFD, 2019) . 2 We include a country index in our sample in a given month when we are able to compute both its return and the long-run reversal signal. Our sample period runs from February 1830 to January 2019, for a total of 2268 months. Admittedly, equity returns in several countries are available even in earlier periods, but to avoid small sample bias we arbitrarily drop the months where data are available from less than seven countries. Fig. 1 depicts the number of countries covered in our study, which increases over time. In total, our sample comprises 54,120 index-month observations.
We rely on monthly returns, which is the highest frequency of return data available for the early part of the study period. At the same time, this frequency forms a compromise between assuring a large number of observations and avoiding the effect of microstructure issues, so it constitutes the most common return interval choice in asset pricing studies (see, e.g., Waszczuk (2014) for review). Furthermore, international equity markets -especially in emerging and frontier markets -may exhibit differing economic conditions, elevated inflation rates, and volatile exchange rates. Hence, we follow Fama and French (2012, 2017) , among others, and we express all the return and price data in U.S. dollars. 3 To be consistent with this approach, we proxy the risk-free rate with the U.S. Treasury bill rate obtained from GFD.
The descriptive statistics of returns on the country equity indices, along with tickers to allow replicability, are reported in Table 1 . Because of the long-run character of the dataset, it suffers from two limitations outlined by Baltussen et al. (2019) . The first limitation is survivorship bias (Brown et al., 1995) . For example, some markets, perhaps significant in the past, might not be available in our sample. Argentina may serve as an example. Although at the beginning of the 19th century its GDP was comparable to that of Germany or France, its stock market at that time is not included in our sample. On the other hand, Goetzmann and Kim (2018) , 1 According to Global Financial Data, all their total return indices are based upon data from securities collected from the original sources. If there was no dividend information available, we excluded the security from the index. Hence, although some of the indexes may theoretically omit some securities with incomplete information, there should be no systematic bias in terms of dividends. For further information on the treatment of corporate actions, see Taylor (2018) . 2 Detailed information on particular indices is available upon request. 3 Notably, this is contrary to the approach of Geczy and Samonov (2017) , who test the momentum effect in international equity indices and rely strongly on local currency returns. In later tests, we show that our results are robust to this methodological modification. who investigate the role of survivorship bias in the GFD database, point out that any bias is rather limited, and Dimson et al. (2008) argue that the combined value of Latin American stock markets did not exceed 1.5% of the world market during the 1900s. The second issue is data quality. Whereas the data on recent returns (from the last several decades) are generally trustworthy, the quality of early time series might be poor. If such quality issues are random, the effect on the results may manifest in two ways. First, the data become noisier. Second, the statistical significance of our tests will decrease. In other words, if the quality issues are not systematically biased, they should weaken rather than strengthen the phenomenon. In particular, they should push our results regarding a long-run reversal towards the null hypothesis.
Finally, in order to further secure our findings against the limitations of our data, we perform a battery of robustness checks that allow for alternative choices of sample and time periods.
Our key return-predictive signal, which represents the long-run reversal effect, REV, is the average continuously compounded return in months −60 to −13. Our estimation period, i.e., the trailing 60 months with the most recent 12 months skipped, follows the measurement approach of Fama and French (1996) , used later in many studies on equity anomalies (e.g., Jacobs, 2015; Hou et al., 2018) and in popular databases with factor returns (French, 2019) . The last 12 months are skipped to disentangle the momentum effect of Jegadeesh and Titman (1993) from the measurement period. Notably, other studies use different ranking periods, from 36 to 60 months, with shorter periods or no periods skipped at all (McLean, 2010; Blackburn and Cakici, 2017) . Our later robustness checks also demonstrate that the long-run reversal effect holds for alternative estimation periods. Finally, contrary to the existing body of research, we rely on average continuously compounded return rather than total returns in the estimation periods. This choice aims to ensure better comparability of the relevant coefficient in regression tests and does not influence the ranking of the indices in the portfolio tests.
Besides REV, we use a range of additional control variables that have been demonstrated to predict future performance of country index returns. The momentum effect, MOM (Bhojraj and Swaminathan, 2006; Balvers and Wu, 2006) , is represented by the average continuously compounded return in months − 13 to − 1. The value effect, VAL, (Asness et al., 1997) is measured by log dividend yield (i.e., the natural logarithm of 1+ dividend yield) obtained from GFD. Previous studies of index return predictability have used a number of different valuation measures such as price-to-earnings or price-to-book value (see., e.g., Zaremba and Szczygielski, 2019) . However, the estimation of such proxies is affected by the absence of fundamental accounting-based data for firms. Therefore, we follow Baltussen et al. (2019) and use dividend yield to capture the value effect. Stock market beta, BETA, (Frazzini and Pedersen, 2014) and idiosyncratic volatility, IVOL, (Bali and Cakici, 2010; Umutlu, 2015 Umutlu, , 2019 , are estimated from the capital asset pricing model (CAPM) (Sharpe 1964) using the trailing 60-months excess returns. The market risk factor, MKT, is proxied by the excess return on the global market portfolio, that is represented by the GFD Developed Market Index (see Section 3 for details). Each month t we regress the index excess return in months − 60 to − 1 on MKT. The estimated slope coefficient represents BETA for month t, and the standard deviation of the residual represents IVOL. The seasonality effect, SEAS, (Keloharju et al., 2016) is the average same-calendar-month effect estimated through the previous 20 years, as available. The skewness of the return distribution, SKEW, (Harvey, 2000) , is the product-momentum skewness coefficient calculated based on months − 24 to − 1. Fama and Schwert (1977) and Ang and Bekaert (2007) argue that interest rate is a strong predictor of future returns. The data on short-term rates are limited, so for better coverage we use yields on ten-year bonds (YLD) sourced from GFD. 4 Finally, it may be theoretically possible that the long-run reversal effect is driven by a reversal in currency returns (Serban, 2010; Barosso and Santa-Clara, 2015) . Hence, to guard against the role of currency reversal, we control for the average continuously compounded return on the foreign exchange rate (FX ) through the same measurement period as used for REV (i.e., − 60 to − 13). The exchange rate change is computed against the U.S. dollar, which is our baseline currency throughout the study. The studies referenced above argue that the country indices with high VAL, MOM, IVOL, SEAS, and YLD, and low BETA, SKEW, and FX outperform country indices with low VAL, MOM, IVOL, SEAS, and YLD, and high BETA, SKEW, and FX.
The descriptive statistics of the major variables used in the study are reported in Table 2 . Notably, Panel C reveals the pairwise correlation coefficients between different variables. We observe that REV does not correlate strongly with other variables, with one notable exception: FX, where the coefficients exceed 0.2. Interestingly, the VAL variable also does not exhibit visible correlations. The average Pearson's (Spearman's) cross-sectional correlation coefficients between the long-run reversal and dividend yield signals amount to only 0.101 (0.029). This observation seems quite surprising, because Asness et al. (2013) , among others, argued that the value and reversal effects may be a manifestation of essentially the same phenomenon. Note. The table shows the statistical properties of the principal variables used in this study: price reversal (REV ), i.e., the average continuously compounded return in months −60 to −13; beta (BETA) estimated through months −60 to −1; the index dividend yield (VAL); price momentum (MOM ), i.e., the average continuously compounded return in months − 12 to − 1; idiosyncratic volatility (IVOL) estimated through months − 60 to − 1; skewness (SKEW ) estimated through months − 24 to − 1; seasonality (SEAS); government bond yield (YLD); and average currency continuously compounded return in months − 60 to − 13 (FX ). Panel A displays the statistics based on the pooled sample of all the index-month observations; Panel B presents the averages of monthly cross-sectional statistics; Panel C reports time-series averages of monthly pairwise correlation coefficients between the variables The above-diagonal (below-diagonal) values are Pearson's product-moment (Spearman's rank based) correlation measures.
Baseline empirical results
We start our empirical investigations with the analysis of simple portfolios from one-way sorts. To this end, each month we rank all the indices available on REV and sort them into quintiles. We then build an equally-weighted portfolio and also form a zero-investment strategy that buys (sells) the indices with the highest (lowest) REV. Although this paper portfolio might not have been tradeable in the past -as short selling opportunities in many countries were generally unavailable -it may serve as a simple litmus test for a monotonic pattern in the cross-section of returns. 5 We evaluate the portfolio returns with the single factor, three-factor and nine-factor models shown below, respectively:
where is the excess return on an index in month t, represents the random error term, and (referred to as ''alpha'') denotes the abnormal return. , , ,
, and represent the return in month t on the factors market, value, momentum, beta, idiosyncratic risk, skewness, seasonality, currency, and yield, respectively, and , , 
Note. The table presents the statistical properties of factor returns considered in this study. Panel A presents the descriptive statistics, Panel B the average returns by centuries, and Panel C the Pearson's product-moment pairwise correlation coefficients. R denotes the mean monthly return, SD the standard deviation of returns, Skew the skewness, Kurt the kurtosis, and Min and Max are maximum and minimum monthly observations, respectively. SR is the annualized Sharpe ratio. N indicates the number of monthly observations. 19 , 20 , and 21 indicate the average monthly returns for 19th, 20th, and 21st centuries, respectively. The model factors are: market (MKT ), value (VAL), price momentum (MOM ), beta (BETA), idiosyncratic volatility (IVOL), skewness (SKEW ), seasonality (SEAS), bond yield (YLD), and long-term currency return (FX ). R, SD, Min, Max 19 , 20 , and 21 are expressed as percentages. The numbers in brackets are t -statistics. The asterisks *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. , , , , , , and denote the corresponding measures of factor exposure. The first model (1) is the standard CAPM from Sharpe (1964), with the market factor return calculated as the excess return on the GFD Developed Market Index, which represents a global equity portfolio. The second model (2) builds on the study of Asness et al. (2013) , who argue that value and momentum are essential factors explaining the cross-section of returns on many asset classes. and represent the returns on zero-investment portfolios going long (short) the tertile of indices with the highest (lowest) values of VAL and MOM, respectively. The last model (3) incorporates all the return predictive signals outlined in Section 2, and nests the models (1) and (2). , , , , , and represent the returns on zero-investment strategies that go long (short) the indices with the highest (lowest) IVOL, SEAS, and YLD and the lowest (highest) BETA, SKEW, and FX. These additional factor portfolios are formed in exactly the same way as the value and momentum factors, i.e., as long-short equal-weighted tertile strategies. The only exception is the BETA factor: in this case, we closely follow the betting-against-beta formation procedure, as in Frazzini and Pedersen (2014) . We sort the indices on beta, weight them according to the de-meaned rank, and go long the leveraged portfolio of low-beta countries, simultaneously shorting the deleveraged portfolio of high-beta countries. The broad nine-factor model (3) is also our default evaluation model in all further tests. 6 The statistical properties of the returns on our asset pricing factors are reported in Table 3 . 
0.11*** 0.06*** 0.05*** 0.08*** 0.08*** −0.03
0.37*** 0.10*** 0.08** 0.08*** 0.44*** 0.08 Note. The table reports the performance of equal-weighted portfolios of country equity indices from sorts on REV, i.e., the average continuously compounded return in months − 60 to − 13. The study period is February 1830-January 2019 (2268 monthly observations). Low (High) indicates the portfolio with the lowest (highest) REV, and H-L is the spread portfolio going long (short) the High (Low) portfolio. R is the average monthly excess return, SD is the standard deviation of excess returns, and SR is the annualized Sharpe ratio. ER MKT and ER MEAN represent de-meaned excess returns on the portfolio. To obtain ER MKT (ER MEAN ), each month we subtract the MKT return (the cross-sectional mean of the returns) from the analysed portfolio return. , 9 , and 9 indicate alphas from the CAPM (1), the three-factor model (2), and the eight-factor model (3), respectively. GRS is the p-value from the alpha-equality test of Gibbons et al. (1989) , and MR is the p-value from the test of monotonic relationship by Patton and Timmermann (2010) . , , ,
are loadings of the nine-factor model on the market (MKT ), value (VAL), momentum (MOM ), beta (BETA), idiosyncratic volatility (IVOL), skewness (SKEW ), seasonality (SEAS), bond yield (YLD), and currency long-term return (FX ) factors, respectively. 2 is the time-series adjusted coefficient of determination. R, Vol, , 3 , 8 , 2 , GRS, and MR are expressed in percentage terms. The numbers in brackets are t -statistics calculated according to the bootstrap (for R) or Newey and West (1987) (for alphas) method. The asterisks *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively.
To further validate the cross-sectional pattern in portfolio returns linked with the long-term reversal effect, we apply two additional tests. First, we calculate the GRS statistic of Gibbons et al. (1989) . This test substantiates whether the alphas on all the cross-sectional portfolios are simultaneously equal to zero. The second check is the assessment of monotonic relationship (MR) given by Patton and Timmermann (2010) . This simulation-based test examines whether there is a monotonic pattern in portfolio returns (or alphas) linked to the underlying sorting variable. Table 4 presents the performance of the univariate portfolios formed on REV. The portfolio with the highest previous long-term returns noticeably underperforms the portfolio with the lowest past returns. The average return on the long-short portfolio, denoted H-L in Table 4 , equals −0.38% (t -stat = −3.23). The effect remains significant after controlling for the risk factors, and the alpha of the nine-factor model (3) amounts to −0.47% (t -stat = −3.89). The zero-investment long-run reversal portfolio also does not exhibit any major factor exposure, and the regression coefficient is significant only for the currency factor. Furthermore, the long-term reversal effect is confirmed by the GRS test, in which the p-values indicate that the null hypothesis of alpha equality is strongly rejected. Nonetheless, the results of the MR tests suggest that the cross-sectional pattern is not strictly monotonic. Indeed, we can see that the mean returns decline monotonically from the first to the fourth portfolio, from 0.79% to 0.27%, but then the average payoff on the fifth portfolio is slightly higher at 0.41%. Nevertheless, the overall results of Table 4 are unequivocal: they clearly point to a negative relationship between past long-term returns and future performance. The long-run market winners markedly underperform as compared to the long-run market laggards. 7 Table 4 provides also one additional insight. We calculate average de-meaned portfolio returns, obtained by subtracting the market portfolio return or an average cross-sectional return from the payoff on the analysed portfolio. This simple exercise aims to ascertain whether the abnormal returns on the long-short portfolios are driven mostly by the long side or short side of the trade. Interestingly, the de-meaned returns are higher in the case of the portfolio with the low long-run return rather than high-long run return. This observation has substantial practical implications because it suggests that a country-allocation strategy could be potentially successfully implemented in a long-only framework. This fact is important, as the short-selling opportunities -especially in small equity markets -may be sometimes limited.
Long-run reversal versus other return predictors
Having demonstrated the cross-sectional pattern in index returns stemming from the long-run reversal effect, we verify that this is a separate asset pricing signal. In particular, we are interested in checking the link between the reversal effect and the value effect. Earlier asset pricing literature presented different views of this issue. Fama and French (1996) argue that the long-run reversal is fully explained by their three-factor model incorporating the value factor, and Asness et al. (2013) regard value and reversal as manifestations of the same phenomenon. Also, in their long-term studies, Asness et al. (2015) and Baltussen et al. (2019) measure the value effect in certain asset classes simply with past long-term returns. On the other hand, Blackburn and Cakici (2017) , who study international stock-level data, show that the long-term reversal effect is actually not explained by the value factor. An examination of data from over 70 countries spanning almost 200 years may shed some additional light on this issue. To check this, we apply three separate tests: (1) cross-sectional regressions in the style of Fama and MacBeth (1973) , (2) panel-data regressions, and (3) an examination of portfolios from two-way dependent sorts.
Cross-sectional regressions
We begin with the Fama-MacBeth regressions. The aim of this exercise is to ascertain the predictive power of different variables, including REV, for the cross-section of returns. To accomplish this, each month we run the regression:
where is the return on stock i; represents the long-run reversal signal for stock i; K represents the set of control variables as discussed in Section 2, also outlined in Section 2; 0 , , and are estimated monthly regression parameters; and denotes the random error term. In our baseline approach, we apply the cross-sectional regressions to monthly USD log-returns on country indices. Nonetheless, for robustness, we also experiment with three alternative specifications. First, we change the FX convention and replace the USD returns with local currency returns, as in Hjalmarsson (2010) and Rapach et al. (2013) . Second, we follow Avramov et al. (2018) and apply risk-adjusted returns rather than raw returns in our regressions, in the style of Brennan et al. (1998) . Specifically, we derive the risk-adjusted returns from a rolling 60-month regression on the MKT factor, following the method of Jacobs (2015) . Third, we perform the cross-sectional regressions in an out-of-sample setting, i.e., excluding the country-month observations that were used in major earlier studies of the long-run reversal in the cross-section of country equity returns. Concretely, we exclude the markets with respective study periods covered in Balvers et al. (2000) , Richards (1997) , Malin and Bornholt (2013) , Balvers and Wu (2006) , and Bhojraj and Swaminathan (2006) .
The results of the cross-sectional Fama-MacBeth regressions are summarized in Table 5 . REV is a strong and robust predictor of returns across all the variants and specifications, including USD returns, local currency returns, and risk-adjusted returns. Notably, the REV coefficient is negative and significant not only in standalone regressions ( and [12] ). 8 The effect holds also in the out-of-sample framework reported in Panel D of Table 5 . Most importantly, the REV effect is not subsumed by the VAL effect, and both variables are significant in the regression. This may suggest that these are actually two independent cross-sectional patterns, rather than different sides of the same coin. 9 7 We also experiment with the 60-month sorting period with only the single most-recent month skipped, as opposed to 12 months in the baseline approach.
In such a scenario, the momentum effect seems to offset the long-run reversal signal, and the overall average return on the differential portfolios amounts to −0.17% (t-stat = −1.44). However, once we control for the momentum effect in the factor pricing models, the abnormal return becomes significantly negative -the nine-factor alpha amounts to −0.46% (t-stat = −4.38).
8 Besides the discussed control variables, we also consider an alternative definition of the long-run reversal relying on the whole return history. In this case, we define the long-reversal signal as the average continuously compounded return from the beginning of the sample until the current period. Nevertheless, these variables prove insignificant in the Fama-MacBeth regressions. When it is considered jointly with REV in bivariate regression similar to specification (1) in Note. The table displays the average slope coefficients from the cross-sectional regressions following Fama and MacBeth (1973) . The dependent variables are month + 1 log-returns on country equity indices. The independent variables are reversal (REV ), momentum (MOM ), value (VAL), beta (BETA), idiosyncratic volatility (IVOL), skewness (SKEW ), seasonality (SEAS), bond yield (YLD), and long-term currency return (FX ). 2 denotes the average cross-sectional adjusted coefficient of determination (in %). N indicates the number of index-month observations. The values in brackets are t -statistics calculated according to the Newey and West (1987) method. The asterisks *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. Panel A reports the standard approach, i.e., the regressions applied to returns expressed in U.S. dollars, Panel B presents the outcomes of the regressions applied to local currency returns, and Panel C shows the results for the regressions on risk-adjusted returns.
Panel data regressions
We now continue with panel data regressions. Petersen (2009) and Skoulakis (2008) indicate that in certain cases it might be more appropriate to employ panel regressions rather than tests in the style of Fama and MacBeth. Hence, to confirm the validity of our results in Table 6 , we run two-way cluster-robust panel data regressions using the following formula (Cameron et al., 2011; Thompson, 2011) :
Similar to formula (4), the dependent variables are the excess returns in month t on an index i (R , ), and the independent variables are the reversal signal ( , ) and the remaining control variables ( , ) in month t. For robustness, we used both the pooled ordinary least squares (OLS) model and fixed-effects model. The outcomes are reported in Table 6 .
Again, similar to the results reported in Table 5 , the REV signal is associated with a negative and significant coefficient. The relationship is strong in all the specifications and, remarkably, it is not subsumed by the value effect proxied by the dividend yield.
Bivariate sorts
Finally, our third approach entails an examination of bivariate portfolios, loosely following the implementation of Long et al. (2018) . In this approach, we build portfolios from two-way dependent sorts, aiming to investigate the role of REV after controlling for other individual variables. To this end, we perform a two-step procedure. In the first step, we rank all the countries in the sample based on different control variables-BETA, VAL, MOM, IVOL, SEAS, SKEW, FX, and YLD-and sort them into tertiles. In the second step, within each of these tertiles, we rank the indices on REV, and sort into further tertiles. In the end, we obtain nine portfolios from two-way dependent sorts. Eventually, we calculate the average REV portfolio returns across the tertiles of the control variables. Also, as in our approach to the analysis of simple portfolios from one-way sorts described in Section 3 (reported in Table 3 ), we build long-short portfolios going long (short) the indices with the highest (lowest) REV. The performance of the bivariate portfolios is reported in Table 7 . Table 5 , then REV retains its significance with an average slope coefficient of −0.15 and the corresponding -value of −2.29. The detailer results are available upon request. 9 A limitation of our approach here is that the results could potentially be somewhat different for other proxies for value, like P/E ratio or P/BV ratio.
Indeed, Kim (2012) and Zaremba and Szczygielski (2019) demonstrate that different value-based signals display slightly different properties and the dividend yield does not appear to be the most efficient one. Nonetheless, we are restricted in our ability to check this by the data availability. However, at least with respect to the dividend yield anomaly, the long-reversal is an independent asset pricing phenomenon. Note. This table reports the coefficients of the panel data regressions with the corresponding t -statistics estimated using two-way cluster-robust standard errors (Cameron et al., 2011; Thompson, 2011) . The dependent variables are month + 1 log-returns on country equity indices. The independent variables are reversal (REV ), momentum (MOM ), value (VAL), beta (BETA), idiosyncratic volatility (IVOL), skewness (SKEW ), and seasonality (SEAS), bond yield (YLD), and long-term currency return (FX ). 2 denotes the average cross-sectional coefficient of determination (in %). N indicates the number of index-month observations. The values in brackets are t -statistics calculated according to the Newey and West (1987) method. The asterisks *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. Panel A reports the results of the pooled ordinary least squares (OLS) model and Panel B demonstrates the results of the fixed-effects model. Note. The table shows the mean excess returns (R) and the nine-factor model alphas ( 9 ), both expressed as percentages, on portfolios from two-way dependent sorts. In the first stage, the country indices are sorted into tertile portfolios based on the control variables indicated in the first column. The study period is February 1830-January 2019 (2268 monthly observations). Subsequently, the indices in each portfolio are sorted into tertiles based on REV, i.e., the average continuously compounded return in months − 60 to − 13, forming nine two-way sorted equal-weighted portfolios. Finally, we calculate average equal-weighted returns on the three portfolios from sorts on REV across the tertiles from sorts on the control variables. The control variables comprise beta (BETA), value (VAL), momentum (MOM ), idiosyncratic volatility (IVOL), skewness (SKEW ), seasonality (SEAS), bond yield (YLD), and long-run currency return (FX ). High (Low) indicates the portfolios with the highest (lowest) REV, and H-L denotes the spread strategy going long (short) the High (Low) portfolio. The numbers in brackets are bootstrap (for returns) or Newey and West (1987) adjusted (for alphas) t -statistics. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
The conclusions from the analysis of bivariate portfolios corroborate our earlier observations from Tables 5 and 6 ; the long-run reversal effect remains robust and strong even after controlling for the other popular return predictors. The strategy continues to Note. The table shows the mean excess returns (R) and the nine-factor model alphas ( 9 ), both expressed as percentages, on equal-weighted spread portfolios going long (short) the countries with the highest (lowest) REV, i.e., the average continuously compounded return in months −60 to −13, assuming the different holding periods indicated in the first column. The portfolios are rebalanced monthly. The study period is February 1830-January 2019 (2268 monthly observations). The numbers in brackets are bootstrap (for returns) or Newey and West (1987) adjusted (for alphas) t -statistics. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively. produce negative and significant mean returns and alphas, even when we take into account the effect of the dividend yield (VAL) or the long-run currency return (FX ). Once again, the bivariate portfolios analysis confirms that REV is a strong return predictor, independent from the other established return-predictive variables.
Further robustness checks
So far, we have established the basic cross-sectional relationship between the past long-term returns and future performance. Indeed, in line with the earlier findings of Bhojraj and Swaminathan (2006) , and Balvers and Wu (2006) , among others, our extensive dataset exhibits a strong and convincing long-term reversal pattern. Now, to see how robust it is to different considerations, we apply a battery of supplementary robustness checks, specifically: (1) alternative holding period, (2) alternative formation and skip periods, (3) subsample analysis, (4) the role of monthly calendar seasonalities, (5) subperiod analysis, (6) and performance through different market states and economic conditions. Besides the simple verification of robustness, these additional analyses may help to uncover some further insights into the determinants of the long-run reversal effect.
Alternative holding periods
We start with alternative holding periods. Table 8 demonstrates the mean returns and nine-factor model alphas on long-short equal-weighted quintile portfolios formed on REV. The portfolios are overlapping and rebalanced monthly, so, for instance, the portfolio with a three-month holding period includes equal proportions of stocks bought three months ago, two months ago, and one month ago.
A quick overview of the results in Table 8 indicates solid robustness of the long-term reversal effect to alternative holding periods. Even when the holding period is extended to 12 months, the mean returns and alphas decline only marginally by about 0.3-0.4%. This phenomenon stems from the nature of the long-run reversal signal, which is persistent over time. This aspect of the long-term reversal strategy is particularly important from a practical perspective. Reducing trading frequency is one of the easiest ways to reduce trading costs. It seems that in this case, the operation could be done without harming the gross performance of the strategy. This might help to mitigate transaction costs which pose a challenge for numerous equity anomaly-based strategies (Chen and Velikov, 2019) .
Alternative formation and skip periods
Having tested alternative holding periods, we now turn to different formation periods. In particular, we examine an array of sorting periods, from 24 to 72 months. In addition, for our basic 60-month approach, we check alternative skip periods, replacing the default 12-month window with some alternatives ranging from 1 to 36 months. Subsequently, we run a standard Fama-MacBeth regression on the REV variables estimated using these alternative versions to check the robustness of cross-sectional return predictability.
The average cross-sectional regression coefficients and their corresponding t -statistics presented in Fig. 2 demonstrate that the reliability of the long-run reversal is independent of the choice of any particular sorting period. The coefficient is different and departs significantly from zero at a significance level not lower than 10% for all the estimation periods ranging from 31 to 72 months. The approach also works reliably for many different skip periods, from 10 to 26 months. If the skip period is shorter, the reversal effect becomes mixed with the momentum signal, so the overall result is unclear. 
Subsample analysis
We continue the robustness checks with subsample analyses. The target of this exercise is to verify that the long-run reversal effect is not driven by some individual extreme markets or some specific parts of our sample. In our subsample analyses, in each month we split our full index universe in half using the median value of a range of different control variables. We source the potential control variables from the asset pricing literature, using those that tend to display some role in long-run reversal. The behavioural view on equity anomalies argues that they are manifestations of investors' limited rationality that cannot be easily arbitraged away. Hence, the long-run reversal effect should be more pronounced in market segments where there are elevated limits to arbitrage. Consistent with this, McLean (2010) proxies the limits to arbitrage with idiosyncratic volatility and shows that the long-term reversal is stronger across the stocks with high specific risk. Alternatively, Hou et al. (2013) use the R 2 coefficient (sometimes referred to as synchronicity) see instead of idiosyncratic risk, and accentuate the role of total volatility. Consistent with these studies, we control, in turn, for each of these three variables: total volatility of trailing 60-month returns, and idiosyncratic risk and R 2 derived from model (1) based on the same estimation period. Finally, the financing rate influences the costs of arbitrage (see, e.g., Brunnermeier and Pedersen, 2009 ), so we also control for the role of the YLD variable.
The limits to arbitrage form one leg of the behavioural framework; the other is investors' irrationality. While any direct measures of investor sentiment are not available for our long-run study period and geographical scope, we are able to focus on several related aspects. In this regard, Chui et al. (2010) link the strength of the momentum effect in different countries with the level of individualism in the society, and Docherty and Hurst (2018) extend it to consider the short-term orientation of the culture. As both concepts accentuate the role of overreaction in the development of momentum, and several authors have argued that the behavioural origins of momentum and reversal are inseparable phenomenon (Barberis et al., 1998; Daniel et al., 1998; Hong and Stein, 1999) , we also control for the roles of individualism and short-termism. To this end, we obtain the Hofstede country scores for individualism and long-term orientation (Hofstede et al., 2010) from Hofstede Insights (2019) . As in Docherty and Hurst (2018) , we estimate the short-termism score as the inverse value of the long-term orientation score.
Furthermore, we also examine whether the long-term reversal effect works in countries under different economic conditions. Admittedly, the availability of reliable economic data from the 19th and early 20th century is limited, so we rely on three basic measures, all obtained from GFC: 12-month consumer price inflation rate (INFL), annual GDP growth (GDP), and an unemployment rate (UNEM ). To avoid potential look-ahead bias, we lag the macro-variables by three months. 10 Finally, we also control for two variables representing development of the market. First, we proxied their size with total market value at the end of preceding month. 11 The smaller markets are usually less liquid, may have lower analyst coverage, and more volatile returns. Second, we differentiated the markets into developed and emerging based on their ''age''. The age, in this case, is defined as the time which has passed since the first market coverage in Global Financial Data or Datastream.
Having collected the control variables, we proceed with the subsample analyses as follows. Each month t we split the returns by the realizations of the control variables in month − 1 and examine the long-run effect within the subsamples. Specifically, we sort the indices in the subsamples into tertiles by long-term reversal and evaluate the returns on these tertile portfolios. The results of all these tests are summarized in Table 9 . 10 Baltussen et al. (2019) rely on a two-month lag when using inflation in some tests of early data. We check alternative lag periods, shortening them and increasing them up to 6 months, but these operations do not qualitatively change our results. 11 The data on the market size is limited to the values obtained from Datastream, i.e., to the study period 1973 -2019. Note. The table shows the nine-factor model alphas ( 9 ), expressed in percentage terms, on portfolios from two-way dependent sorts on REV, i.e., the average continuously compounded return in months t −60 to t −13, and additional control variables. The study period is February 1830-January 2019 (2268 monthly observations). In the first pass, each month we split the full sample into two subsamples of above-median and below-median control variables: country inflation rate, GDP growth, unemployment rate, idiosyncratic risk and R 2 coefficients estimated from the CAPM model based on 60-month period, 60-month volatility of returns, bond yield, Hofstede's short-term orientation and individualism scores (Hofstede et al., 2010) , market value of an index at the end of month t −1, and its ''age'', i.e., time since first coverage in Global Financial Database or Datastream. In the second pass, the portfolio is sorted into tertiles based on REV. The High (Low) are the equal-weighted portfolios from sorts on REV, and H-L is the spread portfolio going long (short) the High (Low) portfolio. The numbers in brackets are bootstrap and Newey and West (1987) adjusted t -statistics for mean returns and alphas, respectively. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
The long-term reversal effect proves to be robust, working effectively in almost all the possible subsamples. In consequence, the mean returns on zero-investment portfolios going long (short) the indices with the highest (lowest) REV deliver a negative and significant return in all the subsamples. Nonetheless, one can observe some variability in the magnitude of the effect. For instance, the long-run reversal profits are visibly higher across the indices of high total and idiosyncratic risk, supporting the earlier findings of McLean (2010) and . Also, the effect is remarkably more pronounced in small firms than in large firms.
Similar pattern is observed by Blackburn and Cakici (2017) for the stock-level data. Fig. 3 . Average long-term reversal returns in different calendar months. Note. The figure displays the mean returns on the long-term reversal strategies in different calendar months. The strategies analysed are zero-investment portfolios of country equity indices which go long (short) the equal-weighted quintile of countries with the highest (lowest) REV, i.e., the average continuously compounded return in months − 60 to − 13. Newey and West (1987) adjusted t -statistics from the simple time-series regression model (6). The study period is February 1830-January 2019 (2268 monthly observations). The independent variables are returns on long-short equal-weighted portfolios going long (short) a quintile of indices with the highest (lowest) REV, i.e., the average continuously compounded return in months t −60 to t −13. The independent variable is the dummy variable taking the value of 1 in the month indicated in the first column or zero otherwise.
Calendar seasonalities
Are there any seasonal patterns in the reversal effect? George and Hwang (2007) , for instance, argue that a large part of the reversal effect comes solely from January returns. To check the role of any specific seasonality, we examine the performance of zero-investment equal-weighted quintile portfolios going long (short) the indices with the highest (lowest) REV in different calendar months. The mean monthly returns, displayed in Fig. 3 , do not reveal any major seasonal pattern.
The effect seems to be reversed in May, but no single month seems to be solely responsible for the reversal effect. To further verify whether the contribution of any particular month significantly departs from the average, we apply an approach similar to Bouman and Jacobsen (2002) , which consists of running a time-series regression with a dummy variable M :
where takes the value of one in the considered month-e.g., in January-or zero otherwise, and K symbolizes different calendar months. A significant slope coefficient, , indicates abnormal returns in a particular calendar month. The results of the dummy regression analysis, presented in Table 10 , do not confirm any significant seasonal pattern. In other words, contrary to the stock-level study of long-term reversal by George and Hwang (2007) , we do not detect any particular calendar month driving the long-term index reversal phenomenon.
Performance in subperiods
In this analysis, we are interested in the stability of the long-term reversal profit over time. Fig. 4 demonstrates the cumulative returns on the long-short equal-weighed quintile long-term reversal portfolios (Panel B), and 10-year rolling returns through our entire study period. A quick look at the charts reveals that the profits are far from stable. The strategy tends to display a decade or two of decent profits, which may be followed by another decade of significant losses. Presumably, not many investors would have nerves strong enough to survive such a losing streak. As we can see in Panel A, the strategy worked pretty well from the 1970s to the 1990s, but this was rather an exception than a rule. For example, we see no clear sign of long-run reversal within the first five decades of our sample. More importantly, the profits are far from evident in the most recent decades: in the 21st century the cumulative returns line stays flat. Table 11 sheds additional light on this issue by displaying the mean returns and alphas in different subperiods and decades. First, Panel A shows the performance of our strategies within the original sample period of 1970 to 1999 tested by Balvers and Wu (2006) and Bhojraj and Swaminathan (2006) , and in the out-of-sample period, that is, 1830-1970 and 2000-2019. The difference in terms of raw returns is dramatic, and this is also clearly visible in Fig. 4 . The mean returns in the original sample period amount to −1.24%; the average out-of-sample return is −0.22%. Nevertheless, the differences may stem from different factor exposure or performance of the correlated factors, as the alphas in both periods are similar.
Panel B details further the subperiod performance by showing the returns and alphas on a decade-by-decade basis. Once again, we observe huge variability in the returns. Whereas the mean returns (alphas) in the 1980s are as high as −2.04% (−1.58%), there are numerous decades in which the strategy shows positive profits and abnormal returns. Finally, Panel C presents the performance by centuries. Notably, the relative outperformance of long-run winners by losers in the 1830s and 1840s leads to insignificance of the whole phenomenon through the entire 19th century in our study period. This instability may pose a significant practical challenge in the strategy implementation, in particular from the perspective of institutional investors whose managers need to consider short-term performance. Table 12 reveals a subperiod analysis from a different angle. In this case, we split the time-series using the median value of a control variable to check the long-run reversal effect in subperiods of different market and economic states. Jacobs (2015) argues Note. The table shows the mean excess returns (R) and the nine-factor model alphas ( 9 ), both expressed as percentages, on the equal-weighted spread portfolios going long (short) the countries with the highest (lowest) REV, i.e., the average continuously compounded return in months t −60 to t −13 in the different time periods indicated in the first column. The study period is February 1830-January 2019 (2268 monthly observations). Panel A focuses on in-sample and out-of-sample periods relative to Balvers and Wu (2006) and Bhojraj and Swaminathan (2006) . Panel B displays the performance in different decades and Panel C concentrates on different centuries. The numbers in brackets are bootstrap (for returns) or Newey and West (1987) adjusted (for alphas) t -statistics. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
that if the equity anomalies exist because they cannot be easily arbitraged away, they should be stronger in periods of elevated limits of arbitrage. Hence, following loosely the measures of limits to arbitrage employed by Jacobs (2015), we check the performance within above-median and below-median average cross-sectional volatility, idiosyncratic volatility, and bond yield, all defined as in Section 5.3. Exploring further the behavioural perspective, again, we do not have access to direct measures of investor sentiment, but we focus on some related issues. Cooper et al. (2004) argue that overreaction is strongest following high past returns, linking it with the performance of anomalies. We check this by defining the high (low) past returns as the above-median (below-median) trailing 24-month returns on the factor. Stivers and Sun (2008) and demonstrate that the reversal effect is stronger in periods of high return dispersion (i.e., of high cross-sectional standard deviation of returns). Again, we check this by dividing the study period into above-median and below-median dispersion subperiods. Finally, we also examine the performance in bull and bear months, that is the months of above-median and below-median factor returns. Finally, as in Section 5.3, we account for different economic conditions by calculating the average cross-sectional annual GDP growth rate, 12-month inflation rate, and the unemployment rate and using these to split the study period into halves. The outcomes of these additional subperiod analyses are presented in Table 12 .
Historically, the long-run loser indices produced lower returns than long-run winner indices, but the effect was not equally strong in all states and not always significant. In line with the view of Jacobs, the phenomenon was stronger in periods of high limits to arbitrage, defined as volatility, high idiosyncratic risk, and high bond yields. Moreover, as hypothesized by Cooper et al. (2004) , we observe higher absolute mean returns following high past returns than following low past returns. These conclusions from the subperiod analysis are in line with the behavioural view of long-term reversal.
Also, as in Stivers and Sun (2008) and , the long-term reversal is strongly pronounced in periods of high dispersion, and almost non-existent in those of low dispersion. These findings resemble firm-level evidence from U.S. markets and results from the reversal phenomenon in commodities. Finally, the outcomes of the performance under different economic conditions are equivocal. On the one hand, the absolute mean returns are higher in times of elevated inflation and unemployment, but on the other hand, the differences between high and low GDP growth periods are rather unclear. Note. The table shows the mean excess returns (R) and the nine-factor model alphas ( 9 ), both expressed as percentages, on equal-weighted spread portfolios going long (short) the countries with the highest (lowest) REV, i.e., the average continuously compounded return in months t −60 to t −1, calculated in different subperiods. The study period is February 1830-January 2019 (2268 monthly observations), and the subperiods represent halves of the full research period. To obtain the subperiod statistics, the time-series of portfolio returns is split by a median control variable into two halves. The control variables include volatility, i.e., the average standard deviation estimated from months t −60 to t −1, the average idiosyncratic volatility estimated from months t −60 to t −1, the trailing 24-month MKT return (past return), the cross-sectional dispersion of returns in month t, the current return the market factor MKT in month t, the average government bond yield, the average inflation rate, the average GDP growth, and the average unemployment rate. The numbers in brackets are bootstrap (for returns) or Newey and West (1987) adjusted (for alphas) t -statistics. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
The role of data source
In this final robustness check, we want to explore the role of data sources. Our study relies on the compilation of returns derived from two types of indices: Datastream Global Equity Indices obtained from Thomson Reuters Datastream and GFD Global Equity indices sourced from Global Financial Data. To assure that the observed patterns do not result from some undefined biases in one of the databases, we replicate the analysis of the portfolios from one-way sorts on REV, formed as in Table 4 , relying on returns on a single class of indices only: Datastream or GFD. Notably, the Datastream sample is much shorter, as the index history goes back only to 1973.
This exercise, reported in Table 13 , confirm the robustness of our outcomes. The long-run reversal phenomenon is clearly visible for both types of indices. In both cases, the differential portfolios display significant negative average monthly returns, amounting to −0.69% (t -stat = −3.58) and −0.40% (t -stat = −3.34) for Datastream and GFD respectively. The corresponding nine-factor model alphas equal −0.55% (t -stat = −2.14) and −0.51% (t -stat = −4.06).
The sources of long-term reversal in equity indices
In this last section, we use our long-run dataset to provide some insight into the sources of the long-term reversal effect in equity indices. In general, the asset pricing literature offers three explanations that could potentially be applicable to equity index reversal: (a) data snooping, (b) underlying risk factors, and (c) behavioural overreaction. Let us take a closer look at each of them.
The concept of data snooping is that many anomalies are actually only statistical artefacts resulting from an intensive search for patterns, and they fare poorly in out-of-sample studies (Dimson and Marsh, 1999; McLean and Pontiff, 2016; Linnainmaa and Roberts, 2018) . There is no way to safeguard against this criticism other than with extensive robustness checks, especially in the period preceding the original sample. Our study demonstrates that the long-term index reversal works in different settings and is robust to many considerations. Indeed, although its performance through time is very unstable, nonetheless, as we demonstrate in Section 5.5, it is significant in the pre-sample period. Hence, we deem the data mining hypothesis not likely to be true. Therefore, we focus on the macroeconomic and behavioural explanations. Newey and West (1987) adjusted (for alphas) t -statistics. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
Macroeconomic risks

Table 14
The role of the macroeconomic risks for cross-sectional return predictability. Note. The table reports the results of cross-sectional regressions following Fama and MacBeth (1973) . The dependent variables are month t log-returns on country equity indices. The independent variables are a reversal (REV ) and three macroeconomic variables: inflation rate (INFL), GDP growth (GDP), and an unemployment rate (UNEM ). 2 denotes the average cross-sectional adjusted coefficient of determination (in %). N indicates the number of index-month observations. The values in brackets are t -statistics calculated according to the Newey and West (1987) method. The asterisks *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. Panel A reports the standard approach, i.e., the regressions applied to returns expressed in U.S. dollars, Panel B presents the outcomes of the regressions applied to local currency returns, and Panel C shows the results for the regressions on risk-adjusted returns.
value, momentum, and their combinations can be attributed to exposure to global macroeconomic risks. The loading is particularly strong for industrial production and inflation risks, among others. Furthermore, Lettau et al. (2019) discovered that the long-run reversal phenomenon is related to macroeconomic variables through the fluctuation of growth in the capital share of national income. Finally, Gracia-Feijoo and Jensen (2014) link the long-run reversal effect with the monetary environment.
To investigate the role of macroeconomic risks as potential drivers of the long-run reversal, we run two tests. First, we run Fama and MacBeth (1973) regressions including the three macroeconomic variables outlined in Section 5.4: GDP, INFL, and UNEM. We aim to ascertain whether poor past performance in returns coincides with, for example, low GDP, which would indicate that the macroeconomic risks subsume the long-run reversal effect. However, the results of this test (shown in Table 14 ) do not support this hypothesis. The REV variable remains a reliable negative predictor of future returns even after controlling for GDP, INFL, and UNEM. This finding remains true in different model specifications, undermining this explanation of the long-term effect based on macroeconomic risks. 12 As our second test, we loosely follow the analysis of Chordia and Shivakumar (2002) , who split the total returns into (i) components predicted by macroeconomic variables, and (ii) unexpected components. To this end, in the first pass we estimate index-by-index regressions of the returns for month t on the global GDP growth, inflation, and unemployment rates for month − 1. As a proxy for these, we use cross-sectional average GDP, INFL, and UNEM variables (lagged by three months), as defined in Section 5.3. In the next pass, we obtain the predictions for months t +1 by combining the first stage estimates with the realizations 12 Supplementary to this, we verify our results with panel-data regressions and bivariate sorts, as in Sections 4.2 and 4.3. These additional analyses yield consistent conclusions; for brevity, we do not report them in detail. Note. The table reports the mean predicted and unexpected components of returns within quintiles of equity indices from sorts on REV, i.e., the average continuously compounded return in months t −60 to t −13. The study period is February 1830-January 2019 (2268 monthly observations). High and Low represent quintiles with the highest and lowest REV respectively, and H-L denotes the difference between High and Low. The predicted and unexpected return components are estimated following Chordia and Shivakumar (2002) , as discussed in Section 6.2. The numbers in brackets are bootstrap t -statistics. The asterisks *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. The analysis is implemented in four different time periods presented in Panels A to D.
of macro variables in months t. In this way, we derive the predicted return components. Subsequently, we calculate the unexpected return components by subtracting the predictions from the actual returns. Finally, we form quintile portfolios in the same way as for Table 4 and compute their payoffs based on predicted and unexpected return components. In particular, we seek to verify which of the two components contributes to the long-run reversal effect: the part driven by macroeconomic exposures, or the unexpected component? The answer to this puzzle is revealed in Table 15 . Clearly, the long-run reversal effect is present only in the unexpected component. The unexpected return in the zero-investment portfolio going long (short) the quintile of indices with the highest (lowest) long-term return is negative and strongly significant, but the predicted return is actually positive. This observation does not support the hypothesis of the risk-based origin of the long-run reversal effect. Furthermore, the conclusions are similar not only for the full sample (Panel A of Table 15 ) and for the original sample of Balvers and Wu (2006) or Bhojraj and Swaminathan (2006) (Panel B) , but also in the out-of-sample period (Panels C and D). To sum up, we find no evidence in support of the risk-based explanation of the long-run reversal effect in equity indices.
Behavioural overreaction
The behavioural models of long-term reversal argue that the effect emerges due to the overshooting effect caused by momentum traders (see, e.g., Hühn and Scholz (2018) or Blackburn and Cakici (2017) ). For example, Hong and Stein (1999) provide evidence that momentum traders push prices of past losers below -and prices of past winners above -their inherent value. Also, Daniel et al. (1998) argue that investors become overconfident and push prices away from their fundamental value. However, the momentum profits are reversed in the long run, and this cycle is a root of the long-term reversal effect. Notably, De Bondt and Thaler (1985) in their seminal paper also link the long-term reversal with behavioural overreaction.
To check whether the long-term reversal has its roots in the overreaction of momentum traders, we run an analysis similar to Gutierrez and Prinsky (2007) . If the momentum investors overreact, leading to subsequent long-term reversal, we would expect their profits to revert in the long run. However, if this hypothesis is invalid, no profit reversal should occur. As in Gutierrez and Prinsky (2007) , we build momentum portfolios and observe their returns in the five years following the initial investment. The momentum strategies are represented by zero-investment portfolios, which consist of buying (selling) an equal-weighted quintile of indices with the highest (lowest) MOM. Along the lines of Jegadeesh and Titman (1993) , we determine cumulative returns for the strategies in the event months, and, for robustness, we supplement it with cumulative alphas. The alphas are obtained from the eight-factor model, i.e., model (3) without the momentum factor , which is incorporated in our test. The results of the tests are depicted in Fig. 5 .
Our outcomes shown in Fig. 5 precisely match the earlier evidence, supporting the view that long-run reversal stems from momentum traders' overshooting of fundamental values. Concentrating first on the examination of the full study period (Panel A), Fig. 5 . Performance of price momentum strategies through 60 months following portfolio formation. Note. The figure shows the cumulative average returns and alphas per month. The strategies represent zero-investment equal-weighted quintile portfolios going long (short) the country indices with the highest (lowest) price momentum signal, MOM, i.e., the average continuously compounded return in months − 12 to − 1. The alpha is derived from the eight-factor model identical to model (3) but excluding the momentum factor ( ). The cumulative log-returns and alphas are displayed in percentages. The analysis is implemented in four different time periods presented in Panels A to D.
we observe that the momentum profits initially increase for approximately the first 12 months, to subsequently reverse and become completely erased after about two years. Interestingly, this reversal of momentum profits is particularly pronounced in the years 1970-1999 -the original study period of Balvers and Wu (2006) and Bhojraj and Swaminathan (2006) . The cumulative mean returns revert from about 5% six months following the portfolio formation to about -20% five years later. Notably, this period coincides with an exceptionally strong reversal effect in Fig. 4 . In the earlier period of 1830-1969 (Panel C) the effect is somewhat weaker, and, consistent with this, Fig. 4 and Table 12 point to a rather unstable momentum performance over this period. Finally, the momentum reversal in Panel D, representing the most recent 20 years, is weak. In line with this pattern, Fig. 4 indicates hardly any reversal pattern over these years. To conclude, our findings corroborate the overreaction hypothesis of the long-term reversal effect in equity country indices.
Concluding remarks
Our study tests the long-run effect in equity indices in the most comprehensive dataset ever used to test this anomaly. Specifically, we analyse returns on equity portfolios from more than 71 countries for the years 1830 to 2019 and demonstrate that the long-term reversal effect is a strong and reliable pattern in the cross-section of index returns. We prove that this is an independent asset-pricing phenomenon not captured by other well-established return predictors, including the value effect measured with the dividend yield. Our results are robust to a large number of methodological considerations, including alternative formation and holding periods, the role of calendar seasonalities, and subsample analyses. Nonetheless, the long-term reversal effect is highly unstable over time and tends to vanish for decades, only to reappear again. Furthermore, it is particularly strong in periods of elevated total and idiosyncratic volatility, as well as following bullish market periods.
We are able to shed some light on the sources of long-term reversal profits. We find no support for the risk-based explanation or data mining view of this phenomenon. Our results do prove consistent with the story of behavioural overreaction. Overall, our results can provide new insights into asset pricing in financial markets and benefit quantitatively-oriented investors with a global mandate. We show that the long-run reversal is not a statistical artefact; rather, it could potentially be translated into profitable asset allocation strategies, though the long periods of consecutive losses may pose a challenge for institutional investors.
