Abstract. Most image retrieval systems only allow a fragment of text or an example image as a query. Most users have more complex information needs that are not easily expressed in either of these forms. This paper proposes a model based on the Inference Network framework from information retrieval that employs a powerful query language that allows structured query operators, term weighting, and the combination of text and images within a query. The model uses non-parametric methods to estimate probabilities within the inference network. Image annotation and retrieval results are reported and compared against other published systems and illustrative structured and weighted query results are given to show the power of the query language. The resulting system both performs well and is robust compared to existing approaches.
Introduction
Many existing image retrieval systems retrieve images based on a query image [1] . However, recently a number of methods have been developed that allow images to be retrieved given a text query [2] [3] [4] . Such methods require a collection of training images annotated with a set of words describing the image's content. From a user's standpoint, it is generally easier and more intuitive to produce a text query rather than a query image for a certain information need. Therefore, retrieval methods based on textual queries are desirable.
Unfortunately, most retrieval methods that allow textual queries use a rudimentary query language where queries are posed in natural language and terms are implicitly combined with a soft Boolean AND. For example, in current models, the query tiger jet allows no interpretation other than tiger AND jet. What if the user really wants tiger OR jet? Such a query is not possible with most existing models. A more richly structured query language would allow such queries to be evaluated.
Finally, an image retrieval system should also allow seamless combination of text and image representations within queries. That is, a user should be able to pose a query that is purely textual, purely based on an image, or some combination of text and image representations. This paper presents a robust image retrieval model based on the popular Inference Network retrieval framework [5] from information retrieval that successfully combines all of these features. The model allows structured, weighted queries made up of both textual and image representations to be evaluated in a formal, efficient manner.
We first give a brief overview of related work, including a discussion of other image retrieval methods and an overview of the Inference Network retrieval framework in Section 2. Section 3 details our model. We then describe experimental results and show retrieval results from several example queries in Section 4. Finally, we discuss conclusions and future work in Section 5.
Related Work
The model proposed in this paper draws heavily from past work in the information and image retrieval fields. This section gives an overview of related work from both fields. A number of models use associations between terms and image regions for image annotation and retrieval. The Co-occurrence Model [6] looks at the co-occurrences of annotation words and rectangular image regions to perform image annotation. The Translation Model [7] uses a classic machine translation technique to translate from a vocabulary of terms to a vocabulary of blobs. Here, blobs are clusters of feature vectors that can be thought of as representing different "concepts". An unannotated image is represented as a set of blobs and translated into a set of annotation words. The Cross-Media Relevance Model [3] (CMRM) also views the task as translation, but borrows ideas from cross-lingual information retrieval [8] , and thus allows for both image annotation and retrieval. The Correspondence LDA Model [2] (CLDA) allows annotation and retrieval. It is based on Latent Dirichlet Allocation [9] and is a generative model that assumes a low dimensional set of latent factors generate, via a mixture model, both image regions and annotations.
The motivation for the estimation techniques presented here is the Continuous Relevance Model [4] (CRMs), which is a continuous version of the CMRM model that performs favorably. Unlike other models that impose a structure on the underlying feature space via the use of blobs, the CRM model uses a non-parametric technique to estimate the joint probability of a query and an image. However, it assumes annotation terms are drawn from a multinomial distribution, which may be a poor assumption. Our estimation technique makes no assumption as to the distribution of annotation terms and thus is fully nonparametric.
The Inference Network retrieval framework is a robust model from the field of information retrieval [5] based on the formalism of Bayesian networks [10] . Some strong points of the model are that it allows structured, weighted queries to be evaluated, multiple document representations, and efficient inference. One particular instantiation of the inference network framework is the InQuery retrieval system [11] that once powered Infoseek and currently powers the THOMAS search engine used by the Library of Congress. Additionally, inference networks for multimedia retrieval in extensible databases have been explored [12] . Experiments have shown that intelligently constructed structured queries can translate into improved retrieval performance. Therefore, the Inference Network framework is a good fit for image retrieval.
Image Inference Network Model
Suppose we are given a collection of annotated training images T . Each image I ∈ T has a fixed set of words associated with it (annotation) that describe the image contents. These words are encoded in a vector tf I that contains the number of times each word occurs in I's annotation. We also assume that I has been automatically segmented into regions. Note that each image may be segmented into a different number of regions. A fixed set of d features is extracted from each of these regions. Therefore, a d dimensional feature vector r i is associated with each region of I. Finally, each feature vector r i extracted from I is assumed to be associated with each word in I's annotation. Therefore, tf I is assumed to describe the contents of each r i in I. Images in the test set are represented similarly, except they lack annotations. Given a set of unseen test images, the image retrieval task is to return a list of images ranked by how well each matches a user's information need (query). Now that the inference network has been set up, we must specify how to compute P (q w |J), P (q r |J), and the probabilities at the query operator nodes. Although we present specific methods for estimating the probabilities within the network, the underlying model is robust and allows any other imaginable estimation techniques to be used.
Model

Image representation node estimation
To estimate the probability of observing an image representation r given an image J we use a density estimation technique. The resulting estimate gives higher probabilities to representations that are "near" (or similar to), on average, the feature vectors that represent image J. Thus, the following estimate is used:
where |r J | is the number of feature vectors associated with J and,
is a multivariate Gaussian kernel. Here, Σ is assumed to be diagonal and is the empirical variance with respect to the training set feature vectors. Note that any appropriate kernel function can be used in place of N .
Term node estimation
Estimating the likelihood a term is observed given an image, P (q w |J), is a more difficult task since test images are not labeled with annotations. Inverting the probability by Bayes' rule and assuming feature vectors are conditionally independent given q w we see that
where P (q w ) = nq w ntot , n qw is the number of feature vectors in the training set q w is associated with and n tot is the total number of feature vectors in the training set. To compute P (r i |q w ) we again use density estimation to estimate the density of feature vectors among the training set that are associated with term q w . Then,
where tf I (q w ) indicates the number of times that q w appears in image I's annotation and N is defined as above. Finally, it should be noted that when Σ is estimated from the data our model does not require hand tuning any parameters.
Regularized term node estimates
As we will show in Section 4, the term node probability estimates used here result in good annotation performance. This indicates that our model estimates probabilities well for single terms. However, when combining probabilities from multiple term nodes we hypothesize that it is often the case that the ordering of the term likelihoods captures more important information than their actual values. That is, the fact that tiger = arg max qw P (q w |J 1 ) is more important than the fact that P (tiger|J 1 ) = 0.99. Thus, we explore regularizing the term node probabilities for each image so they vary more uniformly and are based on the ordering of the term likelihoods. Assuming the term likelihood ordering is important and that for an image: 1) a few terms are very relevant (correctly annotation terms), 2) a medium number of terms are somewhat relevant (terms closely related to the annotation terms), and 3) a large number of terms are irrelevant (all the rest). Following these assumptions we fit the term probability estimates to a Zipfian distribution. The result is a distribution where a large probability mass is given to relevant terms, and a smaller mass to the less relevant terms. We assume that terms are relevant based on their likelihood rank, which is defined as the rank of term w in a sorted (descending) list of terms according to P (q w |J). Therefore, the most likely term is given rank 1. For an image J we regularize the corresponding term probabilities according toP (q w |J) = Z
where R qw,J is the likelihood rank of term w for image J and Z −1 normalizes the distribution.
Query Operators
Query operators allow us to efficiently combine beliefs about query word nodes and image representation nodes in a structure (logical) and/or weighted manner. They are defined in such a way as to allow efficient marginalization over their parent nodes [14] , which results in fast inference within the network. The following list represents a subset of the structured query operators available in the InQuery system that have been implemented in our system: #AND, #WAND, #OR, #NOT, #SUM, and #WSUM. To compute P (q op = true|J), the belief at query node q op , we use the following:
where node q op has n parents π 1 , . . . , π n , p i = P (π i |J), and W = i w i . See [11, 14, 13] for a derivation of these expressions, an explanation of these operators, and details on other possible query operators.
Results
We tested our system using the Corel data set that consists of 5000 annotated images. Each image is annotated with 1-5 words. The number of distinct words appearing in annotations is 374. The set is split into 4500 training images and 500 test images. Each image is segmented using normalized cuts into 1-10 regions. A standard set of 36 features based on color and texture is extracted from each image region. See [7] for more details on the features used. We compare the results of our system with those reported from the Translation, CMRM and CRM models that used the same segmentation and image features. Throughout the results, InfNet-reg refers to the model with regularized versions of the term probabilities and InfNet refers to it with unregularized probabilities.
Image Annotation
The first task we evaluate is image annotation. Image annotation results allow us to compare how well different methods estimate term probabilities. The goal is to annotate unseen test images with the 5 words that best describe the image. Our system annotates these words based on the 5 terms with the highest likelihood rank for each image. Mean per-word recall and precision are calculated, where recall is the number of images correctly annotated with a word divided by the number of images that contain that word in the human annotation, and precision is the number of images correctly annotated with a word divided by the total number of images annotated with that word in the test set. These metrics are computed for every word and the mean over all words and are reported in Table 1 . As the table shows, our system achieves very good performance on the annotation task. It outperforms CRMs both in terms of mean word precision and recall, with the mean per-word recall showing a 26.3% improvement over the CRM model. 
Image Retrieval
For the retrieval task we create all 1-, 2-, 3-word queries that are relevant to at least 2 test images. An image is assumed to be relevant if and only if its annotation contains every word in the query. Then, for a query Q = q 1 , q 2 , . . . , q L we form and evaluate a query of the form #and(q 1 , . . . , q L ). We use the standard information retrieval metrics of mean average precision (MAP) and precision at 5 ranked documents to evaluate our system. Table 2 reports the results. The regularized probabilities result in much better retrieval performance over the unregularized probabilities. Using these probabilities, our system achieves better performance than both the CMRM and CRM models on all 3 query sets for both the MAP and precision after 5 retrieved documents metric. Figure 2 gives illustrative examples of the top 4 ranked documents using the regularized estimates for several structured queries. The first query of Figure 2 , #or(swimmers jet), results in images of both swimmers and jets being returned. The next query shows that a standard query gives good retrieval results. The next two queries demonstrate how term weighting can affect the retrieval results. Finally, the last query shows an example query that mixes text and image representations, with the bird image being part of the query. These results show that the structured operators can be used to form rich, powerful queries that other approaches are not capable of. 
Conclusions and Future Work
We have presented an image retrieval system based on the inference network framework from information retrieval. The resulting model allows rich queries with structured operators and term weights to be evaluated for combinations of terms and images. We also presented novel non-parametric methods for estimating the probability of a term given an image and a method for regularizing the probabilities. Our system performs well compared to other published models under standard experimental evaluation.
There are a number of things that can be done as part of future work. First, better estimates for P (q r |J) are needed. The method described in this paper was used for simplicity. Second, our system must be tested using different segmentation and better features to allow comparison against other published results. Third, more rigorous experiments should be done using the structured and weighted query operators to show empirically what affect they have on overall performance. Finally, it would be interesting to explore a model that combines the current system with a document retrieval system to allow for full text and image search in a combined model.
