We derive an algorithm for maximum-likelihood image estimation on the basis of the expectationmaximization (EM) formalism by using a new approximate model for depth-varying image formation for optical sectioning microscopy. This new strata-based model incorporates spherical aberration that worsens as the microscope is focused deeper under the cover slip and is the result of the refractive-index mismatch between the immersion medium and the mounting medium of the specimen. Images of a specimen with known geometry and refractive index show that the model captures the main features of the image. We analyze the performance of the depth-variant EM algorithm with simulations, which show that the algorithm can compensate for image degradation changing with depth.
INTRODUCTION
Three-dimensional (3D) fluorescence microscopy via the method of computational optical sectioning is a very powerful technique for the visualization of thick biological specimens. In computational optical sectioning microscopy (COSM), the resolution and contrast of the 3D images are improved by computational processing. Several different model-based algorithms for COSM have been derived by us and others. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] The goal of these algorithms is to estimate the specimen function (e.g., the concentration of fluorescent dye) given the recorded image, a mathematical model for the process of image formation and recording, and any known information about the specimen. To keep the computational load practical, researchers make simplifying assumptions in the derivation of the model. Different assumptions as well as different approaches for the inversion of the imaging process result in different algorithms. In general, algorithms based on more accurate models yield better results, but they are also more computationally demanding.
Two simplifying assumptions common to most (if not all) existing algorithms for COSM are linearity and space invariance. Linearity is a reasonable approximation when the vast majority of the photons emitted from a point in the specimen do not interact with other portions of the specimen before being collected by the objective lens. Space invariance is a reasonable approximation when the point-spread function (PSF) of the microscopethe image of a point source of light-does not change significantly over the 3D field of view. When image formation can be approximated as being linear and space invariant, the forward model is a 3D convolution that can be evaluated with fast Fourier transforms. For thick biological specimens, however, space invariance does not necessarily hold. This is because of refraction due to variations in the specimen's refractive index 19, 20 and also because of aberrations due to the increasing imaging depth. 21 Microscope objectives are designed to be free of aberrations only for a plane immediately below the cover slip. Obviously, only the topmost layer of the specimen is immediately beneath the cover slip, whereas focusing the microscope at other depths under the cover slip introduces spherical aberration (SA) 21 (see Fig. 1 below) . The amount of SA introduced increases with three factors: (1) the depth under the cover slip at which the microscope is focused, (2) the degree to which the refractive index in the specimen-mounting medium differs from the refractive indices of the immersion medium and cover slip, and (3) the numerical aperture (NA) of the objective lens. Although there are objectives that can be adjusted to eliminate SA at arbitrary depths under the cover slip, they are free of SA only at the depth for which they are adjusted. Focusing the microscope at planes in the specimen above and below this depth introduces SA. Thus portions of the specimen above and below this depth are imaged with a spherically aberrant PSF. More recently methods have been developed that dynamically compensate for the depth-induced SA as the microscope is focused at different depths. [22] [23] [24] [25] These methods are based on the use of deformable mirrors to counteract the phase error caused by the depth under the cover slip. At this time, however, such methods are still under development.
Most biological specimens are mounted on an aqueous medium (either water or saline solution) with a refractive index of approximately 1.33. For the high-NA objectives (NA Ͼ 1.0) necessary for high resolution, the refractive index of the immersion oil and the cover slip is either n ϭ 1.515 for objectives with NA as high as approximately 1.4 or n ϭ 1.8 for newer objectives with NA ϭ 1.65. The large mismatch in the refractive index of the mounting medium relative to those of the immersion medium and cover slip not only introduces a significant amount of SA but also causes the amount of SA to change significantly with increasing depth under the cover slip at which the microscope is focused. 21, [26] [27] [28] In these cases, space invariance is no longer a reasonable assumption, and the forward model can no longer be approximated by a convolution. Therefore estimating the specimen function assuming space invariance produces artifactual estimated images. Unfortunately, the space-varying model of image formation results in a forward model with a very high computational complexity in terms of CPU time and memory. Thus a reasonable approximation to the spacevarying image formation is necessary. In this paper we present such an approximation and derive a maximumlikelihood (ML) image estimation algorithm based on the expectation-maximization (EM) formalism of Dempster et al. 29 This algorithm can be applied to different fluorescence microscope modalities such as wide field, confocal scanning, and two-photon fluorescence excitation. The imaging model we derived does not include the effects of light scattering and assumes that refractive-index variations throughout the specimen are negligible. With these assumptions, the PSF varies only with the depth under the cover slip at which the microscope is focused.
If the PSF does not change very rapidly with depth, then it is possible to approximate the forward model with a small number of spatially invariant PSFs, each computed at a different depth by allowing a variable number of neighboring pixels to be associated with the same PSF or with the interpolation of two PSFs. Similar approaches that approximate space-variant estimation problems have been reported for astronomical imaging [30] [31] [32] and for other applications.
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The paper is organized as follows. In Section 2 we present an approximate model for depth-varying image formation for fluorescence microscopy. In Section 3 we present the derivation of a new, to our knowledge, EMbased restoration algorithm for depth-varying imaging (which we denote by DV-EM) based on the approximate model presented in Section 2. Section 4 describes simulations for the evaluation of the model and the restoration algorithm. In Section 5 we present results obtained with simulations and compare them with results obtained with the EM algorithm from a space-invariant image formation model (available in our XCOSM v2.5 package 35 ). We conclude the paper in Section 6 with a discussion of the results we present here. Part of the research presented here was also presented in Ref. 36 .
DEPTH-VARIANT STRATUM-BASED IMAGING MODEL
For a 3D PSF that varies only with the depth z i at which the microscope is focused, the image recorded at x i I can be represented by the superposition integral
where In our first approach of sectioning the imagerestoration problem 36 we partitioned the object space O into M nonoverlapping strata, centered at depths z i ϭ Z m , m ϭ 1, 2, 3,..., M, and used an overlap-add method for block convolution 37 to approximate Eq. (1). This approach is inherently stratified and yields results that are not continuous from one stratum to the next. To ameliorate this problem, we now approximate Eq. (1) by interpolating between adjacent strata. Specifically, we partition the object space O into M nonoverlapping strata:
where z o ϭ Z m and z o ϭ Z mϩ1 are the upper and lower boundaries, respectively, of the mth stratum and M is the number of strata. The object is the superposition
where
The thickness of each stratum is chosen such that the PSF does not change significantly throughout the stratum. Thus, if we define a sequence of M ϩ 1 PSFs at
the PSF associated with stratum s m (x o ) is the interpolation of the PSFs at depths z i ϭ Z m and z i ϭ Z mϩ1 given by
We approximate the image of a stratum s m (x o ) as
and the image of the object by the sum of all the strata images as
which requires the computation of 2M 3D convolutions. This approximation improves as the number of PSFs (or, equivalently, the number of strata) increases and is exact when each stratum has only one plane. However, increasing the number of strata increases the computation time and the memory requirements of the algorithm.
RESTORATION ALGORITHM
The EM algorithm for ML estimation based on Poisson statistics 29 has been adapted by us and others to optical sectioning microscopy for a space-invariant imaging model. 5, 6, 12, 15, 16, 38, 39 Using expression (6) to approximate the depth-variant imaging model, we have derived a new algorithm for ML optical sectioning microscopy on the basis of the EM formalism. EM algorithms for ML estimation based on Poisson statistics have been derived for spatially varying 2D image-reconstruction problems in astronomical imaging on the basis of an assumption exactly analogous to the assumption made in our depthvariant model, i.e., that the PSF is spatially varying but is spatially invariant in subregions. 30, 31 Thus the algorithm presented here can be viewed as an extension to three dimensions of the algorithms presented in Refs. 30 and 31.
Following the EM formalism in Ref. 40 , we define the complete data set as N(dx i , dx o ), the number of photons emitted from
For a given pair of points ( 41 with mean
The log likelihood of the complete data set is given by
where terms independent of s(x o ) were dropped. The expectation of Eq. (7) conditioned on the estimate at itera-
, and the recorded data g(x i ) modeled by expression (6) is given by
where (6) and Eq. (5)]. In the maximization step of the EM formalism, an estimate of s(x o ) is computed to maximize Eq. (8), i.e.,
which gives
for m ϭ 1,..., M, where
We write the estimate as the interpolation of two convolution integrals by substituting Eq. (4) into Eq. (10):
and m ϭ 1,..., M. Because the second convolution integral of the term inside the braces, ͕ ͖, in Eq. (11) is used in the computation of stratum m ϩ 1, evaluation of Eq. (11) requires M ϩ 1 convolution operations and not 2M required for the computation of the forward model [expression (6)]. We have implemented all convolutions with fast Fourier transforms. Because of the wide spread of the PSF along the optical axis, padding in the axial direction was performed as we described previously 42 for the EM algorithm. That is, the PSF was zero padded to twice the axial support of the estimated object function, and the latter was mirror-replicated in the z axis to twice its original support. It can be shown by mathematical induction that the estimates obtained by Eq. (11) are not stratified; i.e., they are continuous in z. To this end, let
Then Eq. (11) can be written as
Assume that at iteration k, the specimen estimate , which is a commonly used initial guess for EM-based algorithms], it then follows that all iterates of the specimen estimate should also be continuous. For all the estimated results presented in Section 5, we used an initial estimate equal to 1 for all pixels.
Equation (11) yields an iterative depth-variant EM (DV-EM) algorithm for ML image estimation based on an approximate imaging model. As mentioned earlier, the approximation in the imaging model improves as the number of PSFs (or strata) increases at the expense of increased computation time. Thus the number of strata [Eq. (2)] regulates the trade-off between the computation time and the quality of the estimated specimen function.
The algorithm as well as the synthetic data generation described in Section 4 were implemented with the C programming language and run on an Origin 2100 computer (Silicon Graphics, Inc., Mountain View, California) equipped with four R12000 330-MHz processors and a 5-Gbyte RAM.
EXPERIMENTAL METHODS

A. Synthetic Data
We evaluated the stratum-based model for depth-varying image formation and the restoration algorithm by using synthetic images of numerically generated test objects. This has the advantage that the actual object function is exactly known, and thus the quality of the estimated object function can be readily assessed. We generated the synthetic images with expression (6) by using five planes per stratum. For the different PSFs we assumed a 60ϫ/ 1.4 NA oil-immersion objective with oil of a refractive index equal to 1.515. We computed the PSFs by using the program in our XCOSM v2.5 package 35 for a fluorescent wavelength equal to 530 nm at specified depths in a specimen with a mounting medium different from oil. For all test objects discussed below, zero depth coincides with the location of the cover slip (i.e., the top of the object directly on the cover slip), and depth increases below the cover slip along the optical axis. Unless otherwise noted, we assumed that the mounting medium of the test objects is water (refractive index, n w ϭ 1.33), which is typical for many live biological specimens.
The first numerically generated test object consists of three small spheres (0.45 m in diameter) centered at depths 0.225, 1.125, and 2.025 m on a 128 ϫ 128 ϫ 128 grid with voxels of size 0.09 m 3 [ Fig. 1(a) ]. The spheres are centered in each plane of the 3D image. For the forward model, we used six PSFs computed at depths of 0.45 m apart. We used this test object along with three simpler test objects (with the same grid and voxel size), each of which consisted of a single sphere positioned at a different depth along the optical axis, to demonstrate the depth-variant stratum-based model and the effect of the changing PSF due to imaging depth [ Figs. 1(c)-1(e) ]. The images of the single-sphere objects were obtained by the 3D convolution of each test object with the appropriate PSF at each depth. The asymmetry along the z axis in the images in Figs. 1(b), 1(d) , and 1(e) is due to spherical aberration (SA). The image in Fig. 1(c) is symmetric along the z axis because it was generated with the aberration-free PSF defined at zero depth, which coincides with the top of the sphere in this case. Although the stratum-based model is depth varying, it is essentially linear, and thus the image of the three-sphere object [ Fig. 1(b) ] is the superposition of the images of the three single-sphere objects.
The second test object is a single 4-m-diameter sphere positioned at zero depth on a 256 ϫ 256 ϫ 256 grid with voxels of size 0.06 m
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. For the forward model, we used 15 PSFs computed at depth increments of 0.3 m, assuming that the refractive index of the mounting medium of the object is equal to 1.4. This refractive index was assumed in order to match a real phantom specimen (described in Subsection 4.B), which we imaged in order to evaluate our model (Fig. 2) .
B. Measured Data
We recorded a 3D image of a 4-m-diameter fluorescent microsphere (TetraSpec Kit T-14792, Molecular Probes, Inc., Eugene, Oregon) with a Nikon Eclipse TE200 equipped with a charged-couple device (CCD) camera (Photometrics Quantix 57, Roper Scientific) with 535 ϫ 512 pixels and well size equal to 13 m ϫ 13 m. We used an infinity-corrected Plan Apo 60ϫ/1.4 NA oilimmersion objective lens, with a 0.21-mm working distance, and a 2ϫ Optivar relay lens yielding an effective square pixel with size of 0.12 m ϫ 0.12 m in the image. The step size between focal planes was set to 0.12 m. The refractive index of the immersion oil used in 1.5150. Excitation and emission filters centered at 490 and 530 nm with full width at half-maximum of 20 and 30 nm, respectively, were used. The microsphere, stained with four different fluorescent dyes, is mounted in an optical cement with refractive index n ϭ 1.4.
C. Comparison of Measured and Synthetic Data
We first generated synthetic data with higher resolution than the measured data by using PSFs sampled at a rate higher than the Nyquist spatial sampling rate for the 60ϫ/1.4 NA oil-immersion objective lens. Then, to compare with measured data and mimic the integration over a CCD well that occurs in practice, we averaged an appropriate number of adjacent pixels in the synthetic data to match the lower resolution of the measured data. To permit quantitative comparison of the data, we generated xz sections from the 3D images containing the peak intensity and then scaled each section so that the sections' integrated intensities were equal. We displayed images of measured and synthetic data by normalizing intensities to the interval [0, 1].
D. Image Restoration and Performance Measures
For the evaluation of the restoration algorithm, we reduced the size of the simulations from three dimensions (x, y, z) to two dimensions (x, z), without loss of generality, by using the line-spread function (LSF), f(x, z), of the microscope given by . For this two-disk object, we used six LSFs.
We also used an annulus test object with an outer diameter of approximately 2.4 m and a thickness of 0.6 m on a 128 ϫ 128 grid with square pixels of size 0.06 m 2 . For the annulus object we used eight LSFs. Image restoration with the EM algorithm in our XCOSM v2.5 package, 35 which we denote as the spaceinvariant EM (SI-EM) algorithm, was performed with a single LSF computed from the PSF defined at a zero depth because this is the PSF used routinely in COSM image restoration. For the annulus test object, we also used an LSF computed from the PSF defined at a depth of 1.2 m, which coincides with the center of the annulus. To compare the performance of the DV-EM and SI-EM algorithms, we used in the simulations the same synthetic data, generated with the depth-variant model and multiple (five or eight, depending on the test object) LSFs as defined above.
For the evaluation of the restoration algorithms, we compared the estimated object, ŝ, to the true object, s, at each iteration by using Csiszá r's I-divergence 43 (IDIV) discrepancy measure given by (14) where J is the total number of pixels in the true and estimated objects.
The ability to resolve the two disks in the restoration of the second object was quantified with an average visibility (V) computed at each iteration and given by Fig. 1 . xz-section images through the center of (a) the threesphere test object; (b) the image of the three-sphere object with a 60ϫ/1.4 NA oil-immersion lens predicted by the depth-variant stratum-based model; and images of single-sphere test objects with the sphere centered at depths of (c) 0.225, (d) 1.125, and (e) 2.025 m below the cover slip, obtained by the convolution of each test object with the appropriate PSF at each depth. The spheres have a diameter equal to 0.45 m. where s b is the average pixel value in 3 ϫ 3 pixel areas in the estimated object centered at the centers of the disks in the actual test object and d is the average pixel value in a 3 ϫ 3 pixel area of the estimated object centered halfway between the centers of the disks along the optical axis z.
RESULTS
A. Model Evaluation
For the evaluation of the depth-variant imaging model, we compare in Fig. 2 a measured image of a 4-m bead phantom (see Subsection 4.B) to a model prediction generated as described in Subsection 4.A. Profiles along the z axis through the center of the images are plotted in Fig.  3 . As is evident from these figures, the depth-variant model captures the major feature in the measured image of the bead, i.e., the asymmetry along the optical axis caused by SA introduced by the refractive-index mismatch. Figure 4 shows images of the true annulus test object, its simulated image predicted by the depth-variant model, and the object estimates computed with the DV-EM algorithm derived in Section 3 and the SI-EM algorithm in our XCOSM v2.5 package. 35 This figure indicates that if depth variance is not taken into account in the restoration algorithm, the algorithm produces a very artifactual object estimate [Figs. 4(e)-4(h) ], whereas the DV-EM produces a result that resembles the test object well [Figs. 4(c) and 4(d)]. Vertical profiles through the middle of the images along the z axis (Fig. 5) provide a quantitative comparison of these results. Using the single-valued IDIV discrepancy measure described in Section 4, we compare the object intensity estimated by the two algorithms with the true object intensity. Figure 6 plots the IDIV measure [Eq. (14) ] versus iteration number for the DV-EM and SI-EM algorithms. As is evident from this figure, the two algorithms yield different results after 25 iterations. The SI-EM algorithm yields an estimate that deviates from the actual specimen function as is evidenced by the increasing IDIV after approximately 90 iterations. With the DV-EM, on the other hand, the IDIV keeps decreasing, albeit slowly, up to at least 10 5 iterations. This slow convergence rate is known to be intrinsic to the EM algorithm, regardless of whether the PSF is shift varying. 7, 42 Fig . 3 . Vertical profiles through the center of the images shown in Fig. 2 . A plane indicates an optical section along the z axis. Fig. 4 . xz slices of (a) the true annulus specimen, (b) its simulated image, (c) and (d) specimen estimated with the DV-EM algorithm after 100,000 and 20,000 iterations, respectively, (e) and (f) specimen estimate with the SI-EM algorithm and a PSF at zero depth after 100,000 and 20,000 iterations, respectively, (g) and (h) specimen estimate with the SI-EM algorithm and a PSF at 1.2-m depth after 100,000 and 20,000 iterations, respectively. Images shown are 96 ϫ 96 pixels. 
B. Depth-Variant Expectation-Maximization Algorithm Evaluation
SUMMARY AND CONCLUSIONS
Using the expectation-maximization formalism, we have developed a new algorithm for maximum-likelihood image restoration on the basis of a depth-variant model for optical sectioning microscopy. The model, presented in this paper, takes into account a depth-variant PSF, i.e., a PSF that changes with imaging depth owing to spherical aberration caused by the refractive-index mismatch between the immersion medium of the objective lens and the mounting medium of the specimen.
To reduce the computational complexity of the image formation model and algorithm, we segment the axial Fig. 9 . IDIV discrepancy measure between the true and the estimated objects computed at each iteration of the DV-EM algorithm and the SI-EM algorithm for the two-disk test object. The y axis is normalized by the constant 10 7 , and the x axis is displayed on a logarithmic scale. support of the object space into a small number of strata. The PSFs at the top and bottom of each stratum are associated with all the planes in the stratum. Thus this stratum-based approach yields an approximate model that allows a significant reduction in the number of PSFs needed for the depth-variant image estimation. The accuracy in the model for image formation improves as the number of strata (and thus the number of PSFs) increases. However, the computation time and memory requirements also increase with the number of strata. Thus the number of strata regulates the trade-off between the computation time and the quality of the estimated specimen function.
Simulated images of a 4-m-diameter fluorescent microsphere obtained with our approximate model are similar to images of such a microsphere recorded from the microscope. The recorded image was found to be broader along the z axis than the simulated image. One reason for this might be that the effective NA of the objective lens may be lower than 1.4. This is because the refractive index of the mounting medium of the microsphere is also 1.4. Thus the marginal rays are too close to the critical angle and thus close to total internal reflection. Total internal reflection does not happen suddenly, but rather the reflection coefficient increases as the angle of incidence increases, thus reducing the transmission coefficient. As a result, the effective NA of the objective is reduced. The observed difference between the model and the data suggests that further evaluation of the model is needed by use of different phantom specimens and imaging conditions. In future research we plan to investigate the impact of these differences on the image estimation by applying the DV-EM algorithm to measured data.
Results obtained from simulations show that the DV-EM algorithm can compensate for the depth-varying SA in the synthetic data, whereas the EM algorithm derived on a space-invariant model produces artifactual estimates. We note that, because the synthetic data used in these simulations were generated with the stratumbased model and not the full depth-variant model, the experimental setup is inherently favoring the DV-EM algorithm. If the data were generated with the full depthvariant model, we would expect that the performance of the DV-EM could be worse than the one presented in this paper and that the performance of the SI-EM would be approximately the same or perhaps worse than the one presented in this paper. Thus our conclusions regarding the performance of the SI-EM algorithm would be unchanged. The real issue is the performance of the DV-EM algorithm. Further evaluation of the DV-EM algorithm will need to address this issue by varying the number of strata used in the model and studying the effect of this choice or approximation on the image restoration. Thus future research includes further evaluation of the algorithm with different phantom specimens and investigation of the trade-off regulated by the number of strata used in the image estimation.
The presented DV-EM algorithm assumes that the PSF is known at a number of different depth locations. The determination of the exact PSF in practical applications is an open question that needs to be addressed for each particular application. Fortunately, the specimen in every application is never completely unknown. Some knowledge about the sample thickness and mounting medium is often known and can be used to determine the appropriate depth locations and refractive index for the PSF computation. We note that the dependence on the exact knowledge of the PSF can be eliminated by use of a blind deconvolution approach in which the PSF is estimated along with the specimen. 44 Our long-term goal is to combine blind deconvolution and shift-varying image formation.
On the basis of our results, we conclude that existing COSM restoration algorithms, derived from a spaceinvariant imaging model, cannot fully compensate for the image degradation introduced by SA due to imaging depth. The research presented in this paper is the first step toward depth-variant image estimation for optical sectioning microscopy. Fig. 10 . Visibility measure computed at each iteration of the DV-EM algorithm and the SI-EM algorithm for the two-disk test object.
