Generalizing the P-property of a matrix, Gowda et al. [Gowda, M. S., R. Sznajder, J. Tao. 2004 . Some P-properties for linear transformations on Euclidean Jordan algebras. Linear Algebra Appl. 393 203-232] recently introduced and studied P-and globally uniquely solvable (GUS)-properties for linear transformations defined on Euclidean Jordan algebras. In this paper, we study the invariance of these properties under automorphisms of the algebra and of the symmetric cone. By means of these automorphisms and the concept of a principal subtransformation, we introduce and study ultra and super P-(GUS)-properties for a linear transformation on a Euclidean Jordan algebra.
1. Introduction. A real n × n matrix M is said to be a P-matrix if every principal minor of M is positive. P-matrices have found numerous applications in various fields; see, e.g., Berman and Plemmons [3] , Cottle et al. [4] , and Facchinei and Pang [5] . It is well known that this property can be described in any one of the following ways:
(1) The implication x ∈ R n , x * Mx ≤ 0 ⇒ x = 0 holds, where * denotes the componentwise product. (2) For all q ∈ R n , the linear complementarity problem LCP M q has a unique solution, that is, there exists a unique x ∈ R n such that x ≥ 0, Mx + q ≥ 0, and x Mx + q = 0. (3) The map q → SOL M q is single valued and Lipschitzian on R n , where SOL M q denotes the solution set of LCP M q .
While there are numerous other ways of describing the P-property of a matrix, we will consider here two automorphism invariance properties that are relevant to our discussion. Consider R n with the usual inner product · · and the componentwise product defined by x * y i = x i y i for i = 1 2 n, where x i is the ith component of (column) vector x ∈ R n . Let Aut R n denote the set of all invertible matrices A on R n satisfying the condition A x * y = Ax * Ay for all x y ∈ R n , and let Aut R n + denote the set of all invertible matrices C on R n satisfying the condition C R n + = R n + , where R n + denotes the nonnegative orthant in R n . We say that elements of Aut R n are automorphisms of the algebra R n and those of Aut R n + are automorphisms of the cone R n + . It is easily seen that Aut R n consists of permutation matrices, and any element in Aut R n + is a product of a permutation matrix and a diagonal matrix with positive diagonal entries. Now we observe that if M is a P-matrix, then so are A T MA and C T MC for any A ∈ Aut R n and C ∈ Aut R n + . In other words, the P-matrix property is invariant under automorphisms of the algebra and the (nonnegative) cone.
The space R n together with the usual inner product and the componentwise product is an example of a Euclidean Jordan algebra. A (general) Euclidean Jordan algebra is a finite-dimensional real inner product space V with a bilinear mapping x y → x y satisfying certain properties (see §2.1). In recent times, Euclidean Jordan algebras have become important in the study of conic optimization; see, e.g., Schmieta and Alizadeh [17] . Two examples of Euclidean Jordan algebras that are heavily studied in the current literature are: (1) the space n of all real symmetric n × n matrices with inner product X Y = trace XY = where x 0 ∈ R andx ∈ R n−1 .
In any Euclidean Jordan algebra V , there is the cone of squares K = x x x ∈ V , which is a self-dual closed convex cone. In such an algebra, one can define the automorphism groups Aut V and Aut K in the following way (Faraut and Korányi [6] ): ∈ Aut V if is an algebra automorphism, that is, V → V is an invertible linear transformation satisfying the condition x y = x y for all x y ∈ V , and ∈ Aut K if is a cone automorphism, that is, V → V is an invertible linear transformation satisfying the condition K = K. In a Euclidean Jordan algebra V , K is a symmetric cone, which means that for any two objects x y ∈ int K , there is a ∈ Aut K such that x = y.
In Gowda and Song [7] , the properties (1)-(3) of a P-matrix were extended to a linear transformation defined on n ; they were further extended to Euclidean Jordan algebras in Gowda et al. [10] . It was shown in Gowda et al. that the generalizations of properties (1)- (3), respectively called the P-property, the globally uniquely solvable (GUS)-property, and the Lipschitzian GUS-property, are all different. A generalization of the positive principal minor property was also introduced in that reference.
One objective of this paper is to study the invariance properties of the above P-and GUS-properties under the algebra and cone automorphisms. We will show that the properties that are based on the inner product (such as the GUS-and Lipschitzian GUS-properties) remain invariant under cone automorphisms, but that the P-property (which is based on the Jordan product) fails to have this invariance property. However, all the properties that we study remain invariant under algebra automorphisms.
There is another motivation for the present work. It has been shown (see Gowda and Song [7] ) that the GUS-property implies the P-property but that the converse does not hold. As a sufficient condition for the GUS-property, Gowda and Song introduced the concept of the P 2 -property of a linear transformation on n by means of the following condition:
Parthasarathy et al. [16] show that a strongly monotone transformation satisfies this property. Gowda et al. [9] show that L has this property if and only if for every invertible Q ∈ R n×n , every principal subtransformation of L, defined by L X = Q T L QXQ T Q, has the P-(also the GUS) property. Because the above P 2 -condition is based on the associative property of the ordinary matrix product in n , this property cannot be extended to the context of a (general) Euclidean Jordan algebra. However, noting that L = T L , where (defined by X = QXQ T ) belongs to Aut n + , we extend this property to general Euclidean Jordan algebras via automorphisms of the symmetric cone K. By calling this property the "ultra P-property," we show that the ultra P-property implies the GUS-property. In addition, we show that the Lipschitzian GUS-property implies the ultra P-property under certain conditions. We also define a related "super P-property" by using algebra automorphisms and study some of its properties.
Preliminaries.
2.1. Euclidean Jordan algebras. In this subsection, we briefly recall some concepts, properties, and results from Euclidean Jordan algebras. Most of these can be found in Faraut and Korányi [6] , Schmieta and Alizadeh [17] , and Gowda et al. [10] .
A Euclidean Jordan algebra is a triple V · · , where V · · is a finite-dimensional inner product space over R and x y → x y V × V → V is a bilinear mapping satisfying the following conditions:
x y for all x y ∈ V , where x 2 = x x, and (iii) x y z = y x z for all x y z ∈ V . In addition, we assume that there is an element e ∈ V (called the unit element) such that x e = x for all x ∈ V .
Henceforth, we assume that V is a Euclidean Jordan algebra and call x y the Jordan product of x and y. In V , the set of squares
is a symmetric cone (see, Faraut and Korányi [6, p. 46] ). This means that K is a self-dual closed convex cone and for any two elements x y ∈ int K , there exists an invertible linear transformation V → V such that K = K and x = y. For an element z ∈ V , we write z ≥ 0 if and only if z ∈ K and z ≤ 0 when −z ≥ 0. We write z > 0 if z ∈ int K .
For x ∈ V , we define m x = min k > 0 e x x k is linearly dependent} and rank of V by r = max m x x ∈ V . An element c ∈ V is an idempotent if c 2 = c; it is a primitive idempotent if it is nonzero and cannot be written as a sum of two nonzero idempotents. We say that a finite set e 1 e 2 e m of primitive idempotents in V is a Jordan frame if e i e j = 0 if i = j and
Note that e i e j = e i e j e = 0 whenever i = j. 
The numbers i are called the eigenvalues of x, and the expression 1 e 1 + · · · + r e r is the spectral decomposition (or the spectral expansion) of x.
Example 2.1. Let n be the set of all n × n real symmetric matrices with the inner and Jordan product given by
In this setting, the cone of squares n + is the set of all positive semidefinite matrices in n . Example 2.2. Consider R n n > 1 , where any element x is written as
x with x 0 ∈ R andx ∈ R n−1 . The inner product in R n is the usual inner product. The Jordan product x y in R n is defined by
We shall denote this Euclidean Jordan algebra R n · · by n . In this algebra, the cone of squares, denoted by n + , is called the Lorentz cone (or the second-order cone). It is given by n + = x x ≤ x 0 In a Euclidean Jordan algebra V for a given x ∈ V , we define the corresponding Lyapunov transformation
We say that elements x and y operator commute if L x and L y commute, i.e., Proposition 2.1. For x y ∈ V , the following conditions are equivalent:
(1) x ≥ 0, y ≥ 0, and x y = 0, and (2) x ≥ 0, y ≥ 0, and x y = 0. In each case, elements x and y operator commute.
The Peirce decomposition. Fix a Jordan frame e 1 e 2 e r in a Euclidean Jordan algebra V . For i j ∈ 1 2 r , define the eigenspaces 
Thus, given any Jordan frame e 1 e 2 e r , we can write any element x ∈ V as
where x i ∈ R and x ij ∈ V ij .
Simple Jordan algebras and the structure theorem. A Euclidean Jordan algebra is said to be simple if it is not the direct sum of two Euclidean Jordan algebras. The classification theorem (Faraut and Korányi [6, Chapter V]) says that every simple Euclidean Jordan algebra is isomorphic to one of the following:
(1) The algebra n of n × n real symmetric matrices (Example 2.1), (2) The algebra n (Example 2.2), (3) The algebra n of all n × n complex Hermitian matrices with trace inner product and
The algebra n of all n × n quaternion Hermitian matrices with trace inner product and 
Principal subtransformations and principal minors.
Given a Jordan frame e 1 e 2 e r in a Euclidean Jordan algebra V , we define
for 1 ≤ l ≤ r. It is known that V l (called the eigenspace of e 1 + e 2 + · · · + e l ) is a subalgebra of V with rank l (Faraut and Korányi [6, Proposition IV.1.1]). By means of Peirce decomposition, we have the following representation (see e.g., Gowda et al. [10] ):
a principal subtransformation of L. The determinant of this transformation is called a principal minor of L.
Various P-and GUS-properties.
In Gowda et al. [10] , generalizing conditions (1)- (3) of the introduction, various P-and GUS-properties were introduced. We recall these definitions.
Consider a linear transformation
Given L and q ∈ V , we define the linear complementarity problem LCP L q as follows: Find x ∈ V such that
In the above condition, in view of Proposition 2.1, we can replace 
Lipschitzian GUS ⇒ GUS + positive PM 3. The facial structure of symmetric cones. Let K be the cone of squares in a Euclidean Jordan algebra V . Recall that a nonempty convex set F ⊆ K is a face of K if
It is easy to see that any face of K is necessarily a closed convex (sub)cone in K. Obviously, F = 0 and F = K are faces of K. In this section, we describe the faces of K (Theorem 3.1 below). We believe that the results of this section are known. For lack of precise references and to be complete, we have provided the proofs; the recent paper of Malik [14] also contains similar results. In what follows, for an element a ∈ K, we let a denote the smallest face of K containing a. We have the following result of Barker and Schneider [2] proved in the setting of general closed convex cones.
Proof. Certainly, F ⊇ a . Let x ∈ F be arbitrary. Because a ∈ ri F , there exists z ∈ F such that a is a convex combination of x and z. Because a ∈ a and a is a face of K, we have x ∈ a . Thus, F ⊆ a and hence F = a . Hence,
In view of the previous proposition, for any index k with l + 1 ≤ k ≤ r, we have k<j x kj + i<k x ik = 0. Hence, x = l i=1 i e i + i<j≤l x ij and so x ∈ V l (similarly for y). This proves the result. 
Proof. Fix an index l such that 1 ≤ l ≤ r and consider
and by Proposition 3.3, x and y are in V l . As x and y are also in K, we have x y ∈ K l . Now for the converse. As F = 0 , we can pick x such that 0 = x ∈ ri F . By Proposition 3.1, F = x . Corresponding to x, there exists a Jordan frame e 1 e 2 e r in V such that Because y is arbitrary, we must have x ∈ ri K l . By the first part of the proof, K l is already a face of K, and so by Proposition 3.1,
4. Algebra and cone automorphisms. This section deals with (Euclidean Jordan) algebra and cone automorphisms. The results of this section will be used in the subsequent sections dealing with the main results. They are also of independent interest.
A linear transformation V → V is said to be an algebra automorphism if is invertible and x y = x y for all x y ∈ V . The set of all automorphisms of V is denoted by Aut V . A linear transformation V → V is said to be a symmetric cone automorphism if K = K. Because int K = , such a transformation is necessarily invertible. We denote the set of all automorphisms of K by Aut K . It is immediate that Aut V ⊆ Aut K .
Recall that a linear transformation is orthogonal on V if it preserves the inner product in V . Let Orth V denote the set of all orthogonal transformations on V . It should be noted that Aut V need not be contained in Example 4.1. Consider V = n . In this case, it is known (see Schneider [18] ) that corresponding to any ∈ Aut n + , there exists an invertible matrix Q ∈ R n×n such that
Also, for ∈ Aut n , there exists an orthogonal matrix U such that
In this case, it is known (see Loewy and Schneider [13] ) that if n × n matrix belongs to Aut n + , then there exists > 0 such that
where J n = diag 1 −1 −1 −1 . In particular, if ∈ Aut n , then (because e = e), it can be easily seen that Proof. We start by noting that −1 and T are linear. Because K = K, we have K = −1 K and so −1 ∈ Aut K . Now let x ∈ K be arbitrary. Then, for any y ∈ K, T x y = x y ≥ 0 (because y ∈ K). Thus, T x ∈ K (as K is self-dual). We conclude that T K ⊆ K for any ∈ Aut K . Thus, Proof. Because preserves the Jordan product in V , item (1) follows from the definition of a Jordan frame. We prove (2) . Consider indexes i and j. Because ∈ Aut V ⊆ Aut K , by the previous proposition, e i ≥ 0 and 
where A B = AB − BA. Because x y = y, the second term in the above expression is zero. Thus, the first term is also zero proving the operator commutativity of x and y 2 . This means that there is a common Jordan frame f 1 f 2 f r with respect to which x and y 2 have their spectral representations: x = i f i and y 2 = i f i . Because y ≥ 0, we may write y = y 2 = √ i f i . This means that x and y have their spectral representations with respect to a common Jordan frame, and so x and y operator commute. To show that y is a positive scalar multiple of x, let for simplicity, i = 1. Let g 1 = e 1 
Then, the following statements hold:
Proof. (i)
V l = y ∈ V y e 1 + e 2 + · · · + e l = y
Then, for any x ∈ V , we have
T u e 1 + e 2 + · · · + e l x = T u e 1 + e 2 + · · · + e l x = u e 1 + e 2 + · · · + e l x
Hence, T u e 1 + e 2 + · · · + e l = T u f 1 + f 2 + · · · + f l . From this, it follows that u ∈ W l if and only if T u ∈ V l . This proves the first part of (ii). For the second part, observe that T x y = x y for any x y ∈ V . If x ∈ W l ⊥ , then for any y ∈ V l , we have T x y = 0 because of (i). Hence, 
If e 1 e 2 e r and f 1 f 2 f r are any two Jordan frames in a simple algebra V , then it is known that there is an algebra automorphism ∈ Aut V such that e i = f i for all i; see Faraut and Korányi [6, Theorem IV.2.5]. As the following example shows, this result fails if V is not simple.
Example 4.4. Consider the product algebra V = R× 2 with the Jordan frame e 1 e 2 e 3 , where e 1 = 1 0 , e 2 = 0 E 1 , and e 3 = 0 E 2 ; E 1 E 2 being the matrix in 2 with one in the 1 1 (respectively, 2 2 slot and zeros elsewhere. We claim that there is no automorphism ∈ Aut V such that e 1 = e 2 . Assuming the existence of such a , we may write for all X ∈ V ,
where ∈ R and B ∈ 2 and 1 denotes the projection mapping which takes t X ∈ V to t. As e 1 = e 2 , must be zero. Then, the mapping X → 0 X → 1 0 X = B X satisfies the condition
Because B is orthogonally similar to a diagonal matrix D, the above equality holds for D in place of B. As 1 I = 1 I , we must have 1 1 I = 1, and so B I = 1 which further implies that D I = 1. On the other hand, if
The following result shows that "up to a permutation" one Jordan frame can be mapped to another in any algebra. [6] , there exists i ∈ Aut V i such that 1 e 1i = f 1i for all i and 2 e 2i = f 2i for all i. Clearly, = 1 × 2 belongs to Aut V and e 1 e 2 e r = f 1 f 2 f r .
Automorphism invariance. Given a linear transformation
In what follows, we say that a property "T" is invariant under the automorphisms of the algebra (cone) if L (respectively, L ) has property T whenever L has property T. Proof. Fix L V → V and ∈ Aut K . For any q ∈ V , we claim that
To see this, let x ∈ SOL L q and y = L x + q.
By a similar argument, we can show that SOL L T q ⊆ SOL L q . This proves the claim. Now, item (a) easily follows from the equality of the above solution sets. Just to illustrate, suppose that L has the Lipschitzian GUS-property. Then, the solution map q → SOL L q is single valued and Lipschitzian on V . Because −1 is linear, the map q → −1 SOL L q = SOL L T q is also single valued and Lipschitzian on V , proving the Lipschitzian GUS-property of L.
To prove (b), suppose first that L has the Jordan P-property. Let
Because z is arbitrary in K and K = K, we have x L x ≤ 0. Using the Jordan P-property of L, we get x = 0 and hence x = 0. This proves that L has the Jordan P-property. Now suppose that L has the P-property and let x L x ≤ 0, where x and L x operator commute. Then, there exists a Jordan frame e 1 e 2 e r with respect to which x and L x have their spectral representations, (2) in Proposition 4.2. Because e 1 e 2 e r is a Jordan frame, for all i and j, e i operator commutes with e j . We see that x and L x operator commute. Moreover,
Now, we use the P-property of L to conclude that x = 0 and x = 0. This proves that L has the P-property. Now, suppose that L has the positive principal minor property. Then, for any ∈ Aut V and any Jordan frame e 1 e 2 e r , we have from Proposition 4.3,
is positive by assumption, we conclude, by simple linear algebra arguments, that the determinant of
is positive. Hence, L has the positive principal minor property. This proves (b).
Remark 5.1. (a) By modifying the proof of (b) in the above theorem, we can get the following: Suppose that ∈ Aut V and V
has the P-property on V l (b) In Gowda et al. [10] , the order P-property of a linear transformation L V → V is defined by the condition
where x y = x − x − y + and x y = y + x − y + . It is known that order P ⇒ Jordan P ⇒ P. While the Jordan P and P-properties are invariant under algebra automorphisms, we do not know if the same holds for order P. Then, A is positive stable (that is, the real part of every eigenvalue of A is positive), and hence the Lyapunov transformation defined by L A X = AX + XA T has the Jordan P-property (see Gowda and Song [7] ). Consider the automorphism ∈ Aut K defined by X = QXQ T (see Example 4.1). Then,
By direct computation, it is easily verified that Z L A Z ≤ 0. Hence, L A does not have the Jordan P-property. We conclude that the Jordan P-property is not invariant under cone automorphisms. 
Using these in the equation
T L has the P-property. Suppose that for a q ∈ V , x 1 and x 2 are solutions of LCP L q such that
Proof. By taking the identity transformation for , we see that L has the P-property. First, we consider the case when x 1 + x 2 = e, where e is the unit element in V . Let y i = L x i + q. Then, x i ≥ 0, y i ≥ 0, and x i y i = 0 for i = 1 2. From Proposition 2.1, x i operator commutes with y i i = 1 2 . Also, x 1 + x 2 = e operator commutes with y 1 + y 2 . By the previous proposition, x 1 − x 2 operator commutes with
Now, by the P-property of L, we get x 1 = x 2 We now consider the general case. Because x 1 + x 2 > 0 and K is a symmetric cone, there exists a ∈ Aut K such that It can be easily seen that L has the P-property. If we further assume that
In view of the above corollary, there exists some ∈ Aut K , and L = T L does not have the P-property. This example shows that the P-property is not invariant under cone automorphisms.
6. Ultra P-and super P-properties. It is well known that any principal submatrix of a P-matrix is itself a P-matrix. However, in the context of a general Euclidean Jordan algebra, the P-and GUS-properties are not inherited by principal substransformations, see e.g., Gowda et al. [9, p. 362] . In the context of n , Gowda and Song [7] introduced, as a sufficient condition for the GUS-property, the so-called P 2 -property of a linear transformation L n → n by the implication
It was shown in Gowda et al. [9] that this property is equivalent to saying that for every invertible Q ∈ R n×n , every principal subtransformation of L has the P (equivalently, GUS)-property, where
This P 2 -property, which involves the ordinary (associative) product of three square matrices, cannot be extended to a general Euclidean Jordan algebra as there may not be an associative (triple) product in a general setting. However, we use its equivalent formulation to introduce the so-called ultra P-property (a term used in Gowda et al. [8] ) of a linear transformation by demanding that for every ∈ Aut K , every principal subtransformation of L = T L should have the P-property. We then show that the ultra P-property implies the GUS-property. By replacing the cone automorphisms in the definition of the ultra P-property by algebra automorphisms, we get the definition of super P-property. As we shall see, this property is equivalent to saying that every principal subtransformation of L has the P-property. On n , the super P-property was defined and studied in Gowda et al. [8] using principal subtransformations and algebra automorphisms (of n ). Malik and Mohan [15] characterize this super P-property by considering the faces of the semidefinite cone n + : For every nonzero face F of n + , the transformation L F F = P span F L span F → span F has the P-property. In Theorem 6.3 below, we extend this characterization to arbitrary Euclidean Jordan algebras.
Definition 6.1. Consider a linear transformation L V → V . We say that L has (i) The super P-property (super GUS-property) if for any ∈ Aut V , every principal subtransformation of L = T L has the P-property (respectively, GUS-property); (ii) The ultra P-property (ultra GUS-property) if for any ∈ Aut K , every principal subtransformation of L = T L has the P-property (respectively, GUS-property). Here is our first observation. Theorem 6.1. For any linear mapping L V → V , strong monotonicity ⇒ ultra P ⇒ super P ⇒ P, and strong monotonicity ⇒ ultra GUS ⇒ super GUS ⇒ GUS Moreover, the ultra P-and ultra GUS-properties are invariant under cone automorphisms, and the super P-and super GUS-properties are invariant under algebra automorphisms.
Proof. We (only) show that strong monotonicity implies the ultra GUS-property. Assume that L is strongly monotone. It follows that L = T L is strongly monotone. In fact,
Similarly, for any Jordan frame e 1 e 2 e r in V and any 1 ≤ l ≤ r, L e 1 e 2 e l is strongly monotone. Then, L e 1 e 2 e l has the GUS-property (Gowda et al. [10] ), which in turn, shows that L has the ultra GUSproperty.
We now relate the ultra P-property to the GUS-property.
Proof. Assume that L has the ultra P-property. Fix q ∈ V , and let x 1 and x 2 be two solutions of LCP L q .
Without loss of generality, assume that x 1 + x 2 = 0, otherwise has the P-property. Now, the GUS-property follows from the fact that monotonicity along with the P-property implies the GUS-property (see Gowda et al. [10] ).
Remark 6.2. We note that any Euclidean Jordan algebra of rank 2 is isomorphic to n ; see Corollary IV.1.5 in Faraut and Korányi [6] . In particular, 2 is isomorphic to 3 . This latter statement can be seen directly by considering the algebra isomorphism A 2 → 3 ,
The following theorem generalizes Proposition 2 in Malik and Mohan [15] . Proof. In view of Theorem 3.1, every nonzero face F is given by K l and span F = V l for an appropriate Jordan frame and l. So, the transformation L F F is nothing but a principal subtransformation of L. Thus, (1) and (2) has the P-property on V l . Thus, we have (4) .
To see 4 ⇒ 2 , we take = I in the definition of the super P-property. Proof. Clearly, the super GUS-property implies the super P-property. That the super P-property implies the positive principal minor property follows from the fact that the determinant of a transformation with the P-property is positive (see Gowda et al. [10] ). To see the converse, assume that L is monotone. Then, we proceed as in the proof of part (b) in Proposition 6.1 to show that positive principal minor property implies the super GUS-property.
Concluding remarks. In this paper, we studied the invariance of some complementarity properties under (Euclidean Jordan) algebra and (symmetric) cone automorphisms. We also studied ultra and super P-(GUS)-properties for linear transformations. Known implications between various properties are shown in Figure 1 . 
