model is a Lagrangian persistence-based nowcasting model that has previously shown utility in nowcasting a variety of weather radar data in severe weather and aviation decision support applications. DARTS is based on the discrete Fourier transform and thus provides an inherent means to perform interpolation. In this context, the model is modified such that interpolation can be accurately and efficiently performed by appropriately windowing the input data and evaluating an interpolating polynomial using the fast Fourier transform. The utility of this interpolation methodology for operational use is demonstrated, and its performance is compared with linear and cubic spline interpolation methods. The use of the original DARTS model to perform advection-based interpolation is also investigated. Rainfall rates derived from data collected by the Weather Service Radar-1988 Doppler S-band radar and the X-band radar at the Dallas-Fort Worth test bed were used for the analyses. The results show that the modified DARTS technique yielded normalized standard error values that were close to those of the forward-backward advection approach using the original DARTS model and ran about 2-4 orders of magnitude faster in terms of computation time. The error structure of the interpolation methods in the context of spatial variability and sampling of atmospheric scales represented by the data is also presented. In this sense, utility of the 1-2-km scales was shown, and the modified DARTS-based approach showed the ability to effectively utilize the value in these scales.
methods, such as those using complex empirical orthogonal functions [7] , [8] and fractals [9] , have also been developed for temporal interpolation of meteorological radar data.
Several recent studies have also investigated the use of motion-estimation methods traditionally used for nowcasting to perform temporal interpolation of meteorological radar data. An advection-based temporal interpolation method was developed that forms the interpolated data by advecting the later observation backwards and the most recent prior observation forward according to motion vectors estimated between the two successive radar data frames by the continuity of Tracking of Radar Echoes by Correlation method [10] , [11] . In this approach, motion is estimated for the precipitation and interpolation is performed by weighting the forward-and backward-advected data according to the advection time length. This method showed utility for increasing the accuracy of hourly accumulated rainfall using data collected from May 1 to November 1, 2011, by a C-band radar and three laser-based disdrometers in Denmark [11] . Additional studies also showed utility of the method for improving the accuracy of hourly and daily rainfall accumulation estimates using ten years of data collected by a single Danish C-band radar and a rain gauge network of approximately 65 rain gauges [12] and for fusing observations collected by collocated Danish C-band and X-band radars operating at temporal resolutions of 10 and 1 min, respectively [13] . A similar method, namely the Climate Prediction Center morphing method, uses the correlation between collocated half-hourly interval geostationary satellite IR imagery at two different time intervals to determine cloud motion vectors to propagate precipitation estimates derived from passive microwave data [14] .
The need for high-temporal-resolution radar data (∼1 min or greater) to better depict, understand, and warn about hazardous weather phenomena has been understood for many years [15] , [16] . The Collaborative and Adaptive Sensing of the Atmosphere (CASA) initiative seeks to develop and deploy networks of low-cost, X-band, dual-polarimetric Doppler radars to enhance the ability to observe, understand, predict, and respond to hazardous weather events. The close spacing of these radars gives them the ability to scan low to the ground with very high spatial and temporal resolution [17] . The latest CASA effort is the establishment of an urban test bed in the Dallas-Fort Worth (DFW) metropolitan area. This project, known as the DFW Urban Demonstration Network, is an end-to-end test bed that has the primary goal of improving the detection, prediction, and warning of hazardous weather including flash flooding, severe winds, and tornadoes in a densely populated urban environment [18] .
Due to the distributed processing environment and relatively large high-resolution data sets used by the CASA system, the Dynamic and Adaptive Radar Tracking of Storms (DARTS) nowcasting method was developed as a fast nowcasting algorithm to meet the operational nowcasting requirements to provide useful products to the end users of the system [19] . DARTS estimates motion of a sequence of radar data by solving a linear model based on the discrete Fourier transform (DFT) using least squares estimation. In this context, the fast Fourier transform (FFT) allows for computationally efficient motion estimation for nowcasting or interpolation, scale filtering to improve nowcasting accuracy [20] , and interpolation by applying a window to the input data and zero padding the DFT of the input data [21] .
A method to perform temporal interpolation by appropriately windowing the input data and evaluating an interpolating trigonometric polynomial using the FFT has been incorporated into the DARTS model. The utility of this methodology for interpolating estimated radar rainfall rate fields will be demonstrated using lower and higher resolution data sets, namely data sets collected by the WSR-88D S-band radar located at Fort Worth (International Civil Aviation Organization (ICAO) identifier KFWS), Texas, and the X-band radar located at the University of Texas at Arlington in the Dallas-Fort Worth Test bed (ICAO identifier XUTA), respectively. Performance comparison of the DARTS-FFT method to linear and cubic spline interpolation methods [5] and two advection-based methods will be shown.
The contributions of this paper are summarized as follows.
1) Introduction of a new technique for temporal interpolation of weather radar data by adapting the DARTS model previously used for nowcasting to perform interpolation within the structure of the nowcasting model. 2) Comparison of five interpolation methods for potential operational use for data fusion of radar rainfall estimates. 3) Assessment of the utility of small precipitation scales in the interpolation methods. 4) Presentation of a digital signal processing framework to investigate and characterize scale and sampling characteristics of precipitation patterns represented by radar observations.
II. METHODOLOGY

A. DARTS Model
The DARTS nowcasting technique is built upon the general continuity equation modified for nowcasting. This equation describes the flux and evolution of a precipitation pattern represented by a temporal sequence of radar data fields f (x, y, t) and is described by [22 
where u(x, y) is the east-west component of the velocity field, v(x, y) is the north-south component of the velocity field, and s(x, y, t) can be interpreted as other evolution mechanisms, such as growth and decay of intensity, simplified collectively as additive processes. Using the consequence of the sampling theorem in the context of the relationship between the DFT and Fourier series expansion [23] , (1) can be represented as a discrete linear model, given by [19] , [20] 
where F (k x , k y , k t ) represents the 3-D DFT coefficients of the observed discrete radar field sequence f (n x , n y , n t ), U (k x , k y ) represents the 2-D DFT coefficients of the field of estimated east-west motion vector components u(n x , n y ), V (k x , k y ) represents the 2-D DFT coefficients of the field of estimated north-south motion vector components v(n x , n y ), S(k x , k y , k t ) represents the 3-D DFT coefficients of the sequence of estimated evolution (i.e., growth and decay) fields s(n x , n y , n t ), n represents the index of the discrete spatiotemporal sample, and k represents the harmonic number. T x and T y are the lengths of the east-west and north-south dimensions of the observed gridded reflectivity fields, respectively, T t is the number of reflectivity fields considered for motion estimation (i.e., the temporal span of the sequence of gridded reflectivity fields), and N x and N y are the maximum harmonic numbers of F (k x , k y , k t ) in the horizontal and vertical dimensions, respectively. Equation (2) can be written in matrix form and solved efficiently using linear least squares estimation [19] , [20] . Conceptually, DARTS is a Fourier-based solution to the general continuity equation modified for nowcasting by describing the flux and evolution of a precipitation pattern represented by a temporal sequence of radar reflectivity fields. DARTS resembles a global least squares approach to optical flow formulated in the Fourier domain [24] . The Fourier domain formulation inherently provides the benefit of smoothing normally provided by separate constraints in variational techniques. DARTS differs from other optical flow methods that use the DFT for motion estimation. For example, the method described by [25] uses phase correlation for determining optical flow. This method estimates a relative shift between two images by means of a normalized cross-correlation function computed in the 2-D spatial Fourier domain.
B. Advection Method
For nowcasting techniques such as DARTS, which estimate a motion vector field over the domain where radar observations are rendered, a separate advection method is needed to suitably translate the desired radar data field according to an estimated motion vector field to produce estimated future or interpolated fields. The modified semi-Lagrangian backward scheme is generally regarded to be the most accurate advection method for weather radar data and was thus chosen for use in this paper because: 1) it allows for rotation; 2) it is almost conservative in mass; and 3) it limits the loss of power at small scales that results from interpolation [26] . This iterative approach is applied at every grid point in the interpolated field. The values in the interpolated field are determined by searching backwards in time for the appropriate values in the corresponding observed fields according to the mapping dictated by the motion vector field. Bilinear spatial interpolation is used to compute values in the interpolated field that correspond to locations between grid points in the observed field. In this paradigm, interpolating between images spaced further apart is a direct process where values in the interpolated field are determined by an extended motion vector trajectory whose length is determined by the desired interpolation time. Bilinear spatial interpolation is used at each time step to estimate this extended trajectory. This method is illustrated in [21] .
C. Temporal Interpolation
The formulation described by (2) provides an accurate and efficient means to perform interpolation of the observed radar data sequence. Schafer and Rabiner [27] presented the first study investigating interpolation from digital signal processing instead of a numerical analysis perspective. They showed interpolation of a sequence could be done by zero padding the DFT of that sequence. This topic was further investigated by Fraser [28] , who showed that the accuracy of this method is maintained at short wavelengths very close to the Nyquist limit in contrast to small-kernel convolution methods, which generally have poor accuracy anywhere near the Nyquist limit. Fraser [28] also showed that windowing a sequence of length N = 64 with a Tukey window improved the accuracy of interpolation significantly toward longer wavelengths. While the method introduced by Selva [29] resembles the zero-padding technique for interpolation, he showed the superiority of a trigonometric polynomial interpolation method over the zeropadding technique using a simulated 1-D signal of length N = 1024. Here, we adapt and demonstrate performance of this method using a relatively short sequence of real radar-derived rainfall data. (2) is described by
where f is a real discrete radar data sequence of size (
, and j = sqrt(−1). By the separability property of the multidimensional DFT [30] , the interpolator that follows is represented by
where a is an integer oversampling factor, a ≥ 1, r is an integer, T is the temporal sampling interval (chosen in this study to be normalized to 1),
, which defines the range of nonzero samples in the temporal summation afforded by the windowing process, B g = 2/T − B, where B is the temporal band limit of the sequence such that B T < 1 (chosen in this study to be 0.5), and G is the spectrum of the chosen window function. In this paper, the Hanning window used in [28] is empirically shown to yield the best performance among other common window choices in this application. Equation (4) resembles the conventional zero-padding interpolation algorithm [28] but differs in that there is a periodic repetition of DFT coefficients of the third (temporal) dimension of the radar data sequence f before they are multiplied by the shaping factors G [29] . Advection-based temporal interpolation is done according to motion vector fields u = u(n x , n y ) and v = v(n x , n y ) estimated by (2) . The interpolated data frame is then generated by a time-weighted sum of the later observation advected backwards to the desired interpolation time and the most recent prior observation advected forward to the desired interpolation time, where the linear weighting factor varies between 0 and 1 with the observation closer to the desired interpolation time receiving the most weight. This is expressed as
The advection-based temporal interpolation method described by (5) is illustrated in Fig. 1 .
III. DATA
The locations of the KFWS (S-band) and XUTA (X-band) radars provide overlapping coverage and are depicted in Fig. 2 . Radar data used for analyses were collected during an intense rain event from 0928-1439 UTC 09 Jun 2013 by the KFWS and from 1114-1444 UTC 09 Jun 2013 by the XUTA radars. This yielded 71 observational data frames from the KFWS radar with average temporal resolution of 4.44 min and 221 data frames from the XUTA radar with average temporal resolution of 1 min. The XUTA data were gridded to plan position indicators (PPIs) using the 2
• elevation angle scan with grid spacing of 0.5 km covering an area of dimension ±40 km in the east-west and north-south directions (corresponding to a grid size of 160 × 160). The KFWS data were gridded to PPIs using the 0.5
• elevation angle scan with grid spacing of 1 km covering an area of dimension ±200 km in the east-west and north-south directions (corresponding to a grid size of 400 × 400). We chose to use PPIs instead of Constant Altitude PPIs (CAPPIs) for the following reasons. For radar-based rainfall estimation, radar observations are inherently projected to the ground (in this paper, they are assumed flat for the DFW area) where they are transformed to estimates of rainfall. Thus, the apparent motion of the data is in 2-D. In order to not contaminate the data with further processing, we chose to follow previous work by [31] and [32] and use PPIs generated from radar data corresponding to low elevation angle scans. The differential phase data collected by the radars were converted to instantaneous rainfall rates using the procedure described by [31] and [33] for the XUTA data and by [32] for the KFWS data. A threshold of 0.1 mm h − was applied. Only data frames with at least 5% of points of estimated rainfall above the threshold were considered for evaluation. Example observations are shown in Fig. 3 . 
IV. EXPERIMENTAL PROCEDURE
The efficacy of the temporal interpolation procedures described previously was assessed using the following procedure. The original radar rainfall sequences were temporally downsampled to have coarser temporal resolutions. In order to have available the highest resolution sequence of ground-truth samples for verification, the original data sequences were decimated and interpolate by equal factors. The interpolation procedures, labeled "DARTS-FFT" for the interpolator described by (4), "linear" for standard linear interpolation, "spline" for standard cubic spline interpolation, "DARTS-FBA" for the DARTS forward-backward advection-based method described by (5) , and "DARTS-FA" for the DARTS forward advection-based interpolator (i.e., only the most recent previous observation is advected forward to produce the interpolated data), were performed on sequences of 4-14 frames from these coarser sequences to recover the original temporal resolution. One frame from each sequence was chosen at random according to a uniform distribution for verification against the corresponding original frame (observation) removed from the downsampled sequences at the interpolated times were used for verification. This process is illustrated in Fig. 4 .
The DARTS-FA interpolator can be viewed as analogous to Lagrangian persistence-based nowcasting (i.e., extrapolation of the earlier data frame) and was included in the analysis to compare performance and error structure of interpolation to those of Lagrangian persistence-based nowcasting. Thus, the DARTS-FA and DARTS-FBA methods perform interpolation using the motion field estimated by (2). The DARTS-FFT method does not explicitly estimate motion and is thus not integrated with Lagrangian advection. Following [19] , the maximum harmonic numbers N x and N y in (2), which determine the smoothness of the estimated motion vector field, were each empirically chosen to be about 10% of the respective dimension of the data.
Three quantities were used to assess performance. The normalized bias (NB) and normalized standard error (NSE) quantities were used to assess accuracy, each respectively given by
where f i (n x , n y , n t ) and f o (n x , n y , n t ) are the interpolated and observed rainfall fields, respectively, at sample time n t , and the brackets indicate the average taken over the temporal dimension (i.e., the entire sequence of L-length interpolated sequences without considering the observed frames).
The trend toward higher data resolutions thus puts a premium not only on accurate but also efficient operational radar data processing algorithms. The central processing unit (CPU) time is used to assess the overall efficiency of the interpolation methods. In contrast to elapsed real time (or wall clock time), which is subject to input/output time delay and all other types of waits incurred by the program, the CPU time is the amount of time used to process the instructions of a computer program. The CPU time is given in seconds and represented as [34] CPU Time = IC × CPI F
where IC is the instruction count (dependent on the instruction set architecture and compiler technology), CPI is the average number of cycles per instruction (dependent on the processor architecture), and F is the clock frequency (dependent on the CPU implementation, e.g., nonpipelined and pipelined). All interpolation methods studied were run on the same standard Linux compute server for oversampling (decimation) factors of a = 2, 4, and 6. Scores were averaged over all frame lengths. It should be noted that given the nature of the interpolators, the CPU times given for the DARTS-FFT, linear, and spline interpolators are those required to compute the entire interpolated data sequence. The advection-based methods are iterative; thus, the times given are those required to interpolate a single frame in the data sequence. The CPU times t ta required to interpolate the entire sequence of length L for the advectionbased approaches will be
where t U,V is the time required to compute the motion vectors over one sequence (computed once for all interpolations within that sequence), t advect is the time to perform the advection to the interpolated frame, L is the sequence length, and M = 1 for the forward advection and M = 2 for the forward-backward method given by (5). This will add approximately an order of magnitude to the CPU times presented for the advection-based methods, DARTS-FA, and DARTS-FBA. The error structure of the interpolation is based on the error model for the LP paradigm, given by [35] 
where the total interpolation error t is represented by the sum of orthogonal components gd , which is the error due to growth and decay of precipitation intensity not accounted for by the estimated motion vector field or interpolation method; Δv , which is the error due to the evolution of precipitation pattern motion occurring between the temporal sampling period; and m , which is the collective error due to the data and prediction models. The contributions to m include data sampling and processing effects (e.g., differences in the rainfall estimation methods) and errors in the interpolation method. In this paper, t includes no error isolation and is thus associated with operational performance. Isolation of each of the error sources allows for further study and explanation of the error structure of the interpolation methods. In this context, gd , which was shown to be relatively large [35] , is effectively removed here by rescaling rainfall intensity values at or above the threshold of 0.1 mm h-1 to a value of 1 and below the threshold to a value of 0. This eliminates the error due to differences in intensity and isolates only positional and/or areal difference errors.
The term Δv was shown to be relatively small and linearly related to larger scale data [35] . This source of error can be inferred by the difference in scores between advection-based versus nonadvection-based methods. In this manner, we expect that as the sequence length L increases, the contribution of Δv to t also increases.
The data model error portion of the m term can be analyzed by comparing the SNR and radially averaged power spectra (RAPSD; [20] ) of the observations and interpolated data. Fox and Wikle [36] studied the statistical properties of data model errors in the development of their nowcasting model and found that a zero mean white Gaussian assumption for model errors was incomplete. In such situations, where uncertainty exists about the characterization of the error, it is often relevant to estimate the noise standard deviation via robust scale estimators. Such estimators are said to be robust in the sense that they are not excessively affected by small departures from the assumed model [37] . The median absolute deviation about the median (MAD) estimator is popular in such applications due to its high asymptotic breakdown point (near 50%) and its influence function being bounded by the sharpest possible bound among all scale estimators [38] . It was also defined in [39] as "the single most useful ancillary estimate of scale." Thus, as a complement to the RAPSD, which gives insight into the source of errors relative to precipitation scales, we compute the SNRs using the localized MAD, given by (11) , shown at the bottom of the page, where σ f is the standard deviation of all nonzero rain rate estimates in the frame f and (i , j ) represent all indexes in a 5 × 5 neighborhood around (i, j).
The remaining term in m , the model error, and the characteristics of precipitation scales can be studied by suppressing spatial scales of the data by filtering the data used for interpolation by a moving average filter with edge length of l. In this manner, convergence of the scores between interpolation methods would suggest useful information is available in small scales exploited by one or more of the interpolation methods. In addition to the SNR estimates, this also gives insight into the categorization of noise versus useful small-scale information contained in the data. Furthermore, predictability of precipitation can be inferred by changes in error as the separation between images increases (i.e., as a becomes larger) using the linear and higher order interpolation methods as approximations to the scale structure of precipitation.
V. ANALYSES AND RESULTS
A. KFWS Data
Comparison of interpolated KFWS data to the corresponding observation at 113519 UTC (a = 2) is shown in Fig. 5 . The results of interpolation over the entire data set are shown in Fig. 6 . For the KFWS data, the NB values are shown to be negligible for the DARTS-FFT, linear, and spline interpolators, with NB values for all interpolators being less than 3%, which is acceptable for rainfall estimation applications. The NB and NSE scores decrease as a increases, as expected, likely due to increasing gd and Δv in (10) . The quasi-linear degradation in performance across all interpolators with linearly increasing a suggests a linear relationship between scales, in agreement with the results presented by [35] . The DARTS-FFT method tended to show the least degradation with increasing a, whereas the advection-based methods showed the most likely attributed to the increasing error of these models to estimate motion. Fig. 7 gives insight into the error structure of the interpolators. The RAPSD and results in Table I show that all interpolators are shown to provide some level of filtering to improve SNR estimates. It is interesting to note that the DARTS-FFT and linear interpolations show similar scale structures, yet DARTS-FFT performs significantly better in terms of NSE. This suggests the DARTS-FFT method exploits inherent value in information contained in the small scales and/or is more robust to the noise present in these scales. In general, the scale suppression follows the NSE score ranking at the 2-km scale, except for the linear interpolator that shows more suppression than the spline interpolation but performs worse. The results using data converted to binary by thresholding show most of the error for the DARTS-FFT and spline methods is due to Fig. 3 (a) . positional/areal difference and/or shape errors and the linear interpolation method showed the least, suggesting most of the error is due to differences in intensity. The results using data spatially filtered to a level l = 4 km show relatively equal changes in performance across the methods for the KFWS data suggesting most differences in model performance are attributed to sub-2-km scales.
It is well known that updates rates of WSR-88D data products can be as high as 4-5 min. It is also well known that thunderstorms can evolve within this time period. It may thus be beneficial to interpolate WSR-88D-derived rainfall data to 1-min temporal resolution. Fig. 8 illustrates a demonstration of this capability using the DARTS-FFT method.
B. XUTA Data
Comparison of interpolated XUTA data to the corresponding observation at 113520 UTC (a = 2) is shown in Fig. 9 , and the results of interpolation over the entire sets of the XUTA data are shown in Fig. 10 . The NB scores are seen to be negligible for the DARTS-FFT, linear, and spline interpolators. In terms of NSE, the difference between the DARTS-FFT and DARTS-FBA performance is negligible, with the performance of the DARTS-FBA interpolator coming at the computational expense of about two orders of magnitude (or four orders of magnitude if an entire sequence of length L = 6 is interpolated with a = 2).
Considering the results shown in Fig. 11 and Table II , it is notable that the DARTS-FBA method performed the best in terms of NSE and suppressed scales most heavily of the five interpolators in the 1-2 km range and had the highest estimated SNR among the five interpolators. In the 1-2-km scales, it is seen that the DARTS-FA method exhibits more scale suppression and higher estimated SNR, but worse performance in terms of NSE than the DARTS-FFT interpolator. From these collective results, we can say that the 1-2-km scales are useful and that DARTS-FFT is a more accurate interpolator, able to utilize more value in the smaller scales and/or is more robust to spatial variability present in these scales. The results considering binary thresholding show that most of the error of the DARTS-FFT and spline approaches can be attributed to positional/areal difference and/or shape errors in the interpolated rain rate fields. The remaining approaches show relatively similar changes in performance in terms of NSE. The results considering spatial scale filtering to a level l = 4 km show that performance of the DARTS-FBA approach in terms of NSE was relatively unaffected by the filtering where the other methods were relatively equally improved. This suggests that the DARTS-FBA method is likely more robust to variability found in the smaller scales. The spline method was affected the most, suggesting relatively sensitivity to smaller scale variability.
These results also provide quantitative evidence to suggest that update rates less than 1 min for these data may provide additional observational value. The notion of the (temporal) Nyquist sampling rate in this context depends on motion and evolution of the precipitation patterns represented by discrete radar observations. Schafer and Rabiner [27] found that linear interpolation is only appropriate if the original sampling rate is much greater than the Nyquist rate. Fraser [28] also noted a fundamental difference in the FFT-based interpolation approach versus small-kernel convolution methods, which he stated have poor accuracy anywhere near the Nyquist limit. We thus consider the relative performance of the linear interpolator to that of the DARTS-FFT method as a measure of proximity to the Nyquist rate in this context, where additional observational value gained from faster sampling can be quantified by the difference in performance between the two interpolators. Noting the NSE scores shown in Fig. 10 , we observe a slightly negative linear trend in NSE differences with a decreasing value of a; specifically, we see differences of 0.06, 0.05, and 0.04 as a decreases from values of 6 to 4 to 2. Extrapolation of these differences shows that differences will exist if these data were sampled at a rate faster than 1 min, suggesting potential value in doing so.
VI. SUMMARY AND CONCLUSION
This paper has presented the potential use of the DARTS nowcasting model for interpolation in an operational application. An efficient FFT-based approach within the framework of the DARTS model was developed and showed favorable performance in terms of accuracy and runtime when compared with traditional linear and cubic spline approaches using rainfall rate fields estimated from data collected by the XUTA X-band and WSR-88D S-band radars. The evaluation of an advectionbased interpolation approach that creates the interpolated data frame via a time-weighted sum of the later observation advected backwards to the desired interpolation time and the most recent prior observation advected forward to the desired interpolation time yielded the best performance in terms of NSE for the XUTA data. While this advection-based interpolation approach showed favorable accuracy, this approach requires significantly more computational resources, particularly to achieve higher temporal resolution. The FFT-based approach within the context of the DARTS model yielded the lowest NSE values when considering the KFWS data, slightly higher NSE values than those for the forward-backward advection approach, and ran 2-4 orders of magnitude faster in terms of CPU time than the advection-based approaches. We thus conclude that the DARTS-FFT interpolation method described by (4) is a viable option for performing temporal interpolation of radar rainfall data in real-time operation, particularly for interpolation of WSR-88D data to the 1-min temporal resolution of the CASA radar data (see Fig. 8 ) facilitating potentially fusing data from these two sources.
The error structure of the interpolation methods in the context of spatiotemporal variability of small scales represented in the data was also presented. In this sense, the DARTS-FFTbased approach showed the ability to effectively utilize the value in the 1-2-km scales. While the purpose of the analyses shown in Figs. 7 and 11 was to compare the characteristics of the interpolation methods, the analyses also provide some insight into the spatiotemporal scale characteristic behavior for the temporal interpolation factors used. In principle, the interpolation methods presented could be applied in the spatial domain to increase spatial resolution along with temporal resolution in the same manner.
It was also shown that radar data update periods of less than 1 min may be beneficial for improving observational value of the data. Accordingly, improved processing methods for transforming radar data from polar to Cartesian coordinates and/or the application of a suitable interpolation method to appropriately enhance the spatial resolution of the radar data to coincide with higher temporal resolution should be considered. He has been actively involved with research and development of weather radar systems for over 30 years. He has played a key role in developing the CSU-CHILL National Radar Facility as one of the most advanced meteorological radar systems available for research and continues to work actively with the CSU-CHILL radar supporting its research and education mission and is a Coprincipal Investigator and 
