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We have studied the strongly interacting, two-valley two-dimensional (2D) electron system in ul-
trahigh mobility SiGe/Si/SiGe quantum wells in parallel magnetic fields strong enough to completely
polarize the electron spins thus making the electron system “spinless”. It occurs that the metallic
temperature dependence of the resistivity, although weaker than that in the absence of magnetic
field, still remains strong even when the spin degree of freedom is removed. Several independent
methods have been used to establish the existence of the genuine MIT in the spinless two-valley
2D system. This is in contrast to the previous results obtained on more disordered silicon samples,
where the polarizing magnetic field causes a complete quench of the metallic temperature behavior.
PACS numbers: 71.10.-w, 71.27.+a, 71.30.+h
Spin and valley degrees of freedom in 2D electron
systems have recently attracted much attention due to
rapidly developing fields of spintronics and valleytron-
ics (see, e.g., Refs. [1–4]). The existence of the zero-
magnetic-field metallic state and the metal-insulator
transition (MIT) in strongly interacting 2D electron sys-
tems is intimately related to the existence of these de-
grees of freedom [5–8]. The MIT in two dimensions was
theoretically envisioned based on renormalization group
analysis (see Ref. [5] for a review), and indeed, strong
metallic temperature dependence of the resistivity ρ(T )
at temperatures low compared to the Fermi energy was
experimentally observed in a variety of 2D systems [9–
15]. It is worth noting that the metallic (dρ/dT > 0)
temperature dependence of the resistivity at sub-Kelvin
temperatures (especially, a weak metallic ρ(T ) depen-
dence like, e.g., that of Ref. [16]) does not by itself mean
that the system is in the metallic state at zero temper-
ature and, therefore, additional criteria have been used
to verify the existence of the MIT [17]. Evidence that
the MIT in clean 2D electron systems is driven by in-
teractions is supplied by the observation of a strongly
enhanced effective electron mass near the transition [18–
20]. The importance of the strong interactions in 2D
electron systems has been confirmed recently in the ob-
servation of the formation of a quantum electron solid in
silicon metal-oxide-semiconductor field-effect transistors
(MOSFETs) [21]. The metallic state in single-valley 2D
systems was predicted to be eliminated once the electron
system becomes fully spin-polarized by a magnetic field
parallel to the 2D plane [5]. On the other hand, the elec-
tron spectrum in silicon-based 2D systems contains two
almost degenerate valleys, which should further promote
the metallicity [6–8]. Therefore, the metallic state can,
in principle, survive in these systems in the presence of
spin-polarizing magnetic fields. However, in disordered
2D systems, the irregularities of the interface lead to a
finite intervalley scattering rate 1/τ⊥ that mixes the two
valleys to effectively produce a single valley at low tem-
peratures [22, 23], leading to an insulating state in spin-
polarizing magnetic fields. The suppression of both the
metallic regime and the metallic temperature behavior of
the resistance was experimentally observed in Si MOS-
FETs [17, 24–27], p-type GaAs/AlGaAs heterostructures
[28, 29] and narrow AlAs quantum wells [30] placed in a
parallel magnetic field, B‖ ≥ B∗, strong enough to com-
pletely polarize the electron spins. It is important to note
that carriers in both latter systems occupy only a single
valley. Alternative concepts of the MIT like Wigner-Mott
transition [31], percolation transition [32, 33], and liquid-
solid transition [34] do not explicitly discuss the spin and
valley effects.
Here we report studies of the temperature depen-
dence of the resistivity of the strongly interacting, spin-
polarized (or “spinless”) two-valley 2D electron system
in ultrahigh mobility SiGe/Si/SiGe quantum wells. We
find that the metallic temperature behavior of the resis-
tivity, ρ(T ), although weaker than that in zero magnetic
field [35], remains strong in fully spin-polarizing parallel
magnetic fields, in contrast to that in the best Si MOS-
FETs [17]. Two independent methods (sign change of
dρ/dT and vanishing activation energy and nonlinear-
ity of current-voltage characteristics on the insulating
side) yield critical electron densities for the MIT that
coincide within the experimental uncertainty thus con-
firming the existence of the MIT in a spinless two-valley
electron system. The fact that the spinless electrons be-
have differently as compared to those in Si MOSFETs
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FIG. 1: Resistivity of an electron system in a SiGe/Si/SiGe
quantum well placed in the spin-polarizing magnetic field B∗
as a function of temperature for different electron densities.
The magnetic fields used are spanned in the range between
approximately 1 and 2 T. The critical region around the MIT
is color gradated. The inset shows a closeup view of ρ(T ) for
ns = 2.09× 1010 cm−2.
can be attributed to different intervalley scattering rates:
the level of short-range disorder potential in our sam-
ples is some two orders of magnitude lower than that
in the least disordered Si MOSFETs, hence the inter-
valley scattering rate should be small compared to that
in Si MOSFETs, corresponding to the case of two dis-
tinct valleys. The critical electron density, nc(B
∗), for
the MIT in the spinless electron system is higher by a fac-
tor of about 1.2 compared to nc(0) in zero magnetic field,
which is consistent with theoretical calculations [36]. The
observed metallic temperature behavior is comparable
to that in strongly interacting, spin-unpolarized single-
valley 2D systems in the cleanest p-type GaAs/AlGaAs
heterostructures, which indicates the same role of spins
and distinct valleys with respect to the existence of the
metallic state and the MIT.
The samples studied are SiGe/Si/SiGe quantum wells
of unprecedented quality similar to those described in de-
tail in Refs. [37, 38]. The peak electron mobility in these
samples reaches 240 m2/Vs. The approximately 15 nm
wide silicon (001) quantum well is sandwiched between
Si0.8Ge0.2 potential barriers. The samples were patterned
in Hall-bar shapes with the distance between the poten-
tial probes of 150 µm and width of 50 µm using stan-
dard photo-lithography. Measurements were carried out
in an Oxford TLM-400 dilution refrigerator. Data on the
metallic side of the transition were taken by a standard
four-terminal lock-in technique in a frequency range 0.5–
11 Hz in the linear regime of response. On the insulating
side of the transition, the resistance was measured with
dc using a high input impedance electrometer. Since in
this regime, the current-voltage (I-V ) curves are strongly
nonlinear, the resistivity was determined from dV/dI in
the linear interval of I-V curves, as I → 0.
In Fig. 1 we plot the resistivity ρ(T ), measured in a
parallel magnetic field strong enough to polarize the elec-
tron spins, for 16 different electron densities ns. The
magnetic field for complete spin polarization is density-
dependent and was determined by the saturation of the
ρ(B‖) dependence, which corresponds to the lifting of
the spin degeneracy [39, 40]; the magnetic fields used in
our experiments fell within the range between approxi-
mately 1 and 2 T. At the lowest temperatures, the re-
sistivity exhibits a strong metallic temperature depen-
dence (dρ/dT > 0) for electron densities above a cer-
tain critical value, nc(B
∗), and an insulating behavior
(dρ/dT < 0 with resistivity diverging as T → 0) for
lower densities. The critical region between the insu-
lating and metallic behaviors is color-gradated. Assum-
ing that the extrapolation of ρ(T ) to T = 0 is valid
and taking into account that the curve separating metal-
lic and insulating regimes should be tilted [7], we iden-
tify the critical density for the metal-insulator transition
nc(B
∗) = (1.11±0.05)×1010 cm−2 in a way similar to the
case of B = 0 [35]. The ρ(T ) dependences on the metallic
side of the transition at ns just above the critical den-
sity are non-monotonic: while at temperatures exceed-
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FIG. 2: Main panel: activation energy, Ea, and square root
of the threshold voltage, V
1/2
c , vs. electron density. Solid lines
correspond to the best linear fits. Upper inset: a typical I-V
dependence on the insulating side of the MIT at T = 30 mK.
Lower inset: Arrhenius plots of the temperature dependence
of the resistivity for two electron densities on the insulating
side.
3ing a density-dependent value Tm, the derivative dρ/dT
is negative (“insulating-like”), it changes sign at temper-
atures below Tm. The measurements were restricted to
0.5 K that is the highest temperature at which the sat-
uration of the ρ(B‖) dependence could still be achieved;
the restriction is likely to reflect the degeneracy condition
for the dilute electron system with low Fermi energy. It
is worth noting that the observed metallic temperature
dependence of the resistivity indicates the presence of
electron backscattering and of a short-range disorder po-
tential (see discussions in Ref. [37]).
On the metallic side of the transition (ns > nc(B
∗)),
the maximum resistivity drop with decreasing tempera-
ture below 0.5 K almost reaches a factor of 2 (see the
line plot in the inset in Fig. 1), which is weaker com-
pared to more than an order-of-magnitude drop in this
system at B = 0 [35]. Still, the metallic temperature
behavior of spinless electrons in SiGe/Si/SiGe quantum
wells remains strong and similar to that observed in p-
type GaAs/AlGaAs heterostructures in zero magnetic
field [29, 41].
The critical density for the MIT can also be inferred
from two additional criteria not requiring the extrapo-
lation of the data to T = 0: namely, vanishing of the
activation energy and nonlinearity of the current-voltage
characteristics on the insulating side of the transition
(ns < nc(B
∗)) [42]. The temperature dependences of the
resistivity have an activation character on the insulating
side in the vicinity of the transition (see the lower inset
in Fig. 2); the activation energy Ea is plotted in the main
panel of Fig. 2 as a function of ns. The dependence is lin-
ear, which corresponds to the constant thermodynamic
density of states near the critical point, and extrapolates
to zero at nc(B
∗) = (1.07 ± 0.03) × 1010 cm−2 which
coincides, within the experimental uncertainty, with the
value of nc(B
∗) determined from the temperature deriva-
tive criterion.
A typical I-V curve measured on the insulating side
of the MIT (ns < nc(B
∗)) is shown in the upper inset
to Fig. 2. The V (I) dependence obeys Ohm’s law in a
very narrow interval of currents |I| . 1 pA and almost
saturates at higher excitation currents. Such a threshold
behavior of the I-V curves has been explained within the
concept of the breakdown in the insulating phase [42, 43]
that occurs when the localized electrons at the Fermi level
gain enough energy to reach the mobility edge in an elec-
tric field Vc/d over a distance given by the localization
length, L: eVcL/d = Ec − EF, where d is the distance
between the potential probes. The activation energy and
the threshold voltage are related through the localization
length, which is temperature-independent and diverges
near the transition as L(EF) ∝ (Ec − EF)−s with expo-
nent s close to unity [42]. This corresponds to a linear
dependence V
1/2
c (ns) near the MIT, as seen in the main
panel of Fig. 2. The dependence extrapolates to zero at
the same electron density as the Ea(ns) dependence.
In Fig. 3 we plot the critical density for the MIT as
a function of the magnetic field parallel (B‖, squares)
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FIG. 3: Critical electron density for the MIT as a function of
the magnetic field parallel (squares) and perpendicular (cir-
cles) to the 2D plane. The cutoff resistivity for the MIT was
chosen at ρ = 200 kΩ at a temperature of 30 mK (see text).
and perpendicular (B⊥, circles) to the 2D plane. To de-
termine the critical densities, we have chosen the cutoff
resistivity for the MIT at ρ = 200 kΩ, which is close to
the value of the critical resistivity for the zero-field MIT
at the lowest accessible temperatures (note that the be-
havior of the nc(B) phase diagram is only weakly sen-
sitive to the particular cutoff value). In both cases, the
critical density initially monotonically increases with the
magnetic field; the data for the parallel and perpendicu-
lar magnetic fields coincide up to B ≈ 0.15 T. In higher
parallel magnetic fields, the critical density continues to
monotonically increase before eventually saturating at
B‖ & 0.5 T at the level roughly a factor of 1.2 higher than
that in zero field. This corresponds to fully polarized
electron spins. In perpendicular field, the nc(B⊥) depen-
dence is non-monotonic. It has a minimum correspond-
ing to the Landau level filling factor ν = nshc/eB⊥ = 1,
which is similar to the re-entrant behavior of the insu-
lating phase that was observed earlier in Si MOSFETs
and GaAs/AlGaAs heterostructures [24, 44–47]. Then,
nc(B⊥) monotonically increases with B⊥ so that its slope
reaches ν ≈ 0.3 in the high-field limit. This is in contrast
to the slope of ν ≈ 0.5 observed in more disordered 2D
electron system in Si MOSFETs in the extreme quantum
limit [48] and interpreted as an indication of a single-
particle localization of electrons below half-filling of the
lowest Landau level (for more on this, see Ref. [35]).
For spin-unpolarized electrons in zero magnetic field,
in both Si MOSFETs and SiGe/Si/SiGe quantum wells,
the derivative sign-change criterion and the temperature-
independent criterion based on vanishing activation en-
ergy and nonlinearity of the I-V curves yield the same
critical electron density for the MIT: nc(0) ≈ 8.0 ×
1010 cm−2 in Si MOSFETs [17] and nc(0) ≈ 0.87 ×
1010 cm−2 in SiGe/Si/SiGe quantum wells [35]. However,
spinless electrons behave differently in the two systems,
4which can be attributed to different intervalley scattering
rates. In Si MOSFETs, where the short-range disorder
level is two orders of magnitude higher than that in the
samples studied here, the strong intervalley scattering
mixes two valleys at low temperatures effectively pro-
ducing a single valley, and the derivative criterion does
not at all yield a critical density for spinless electrons.
Since the second criterion mentioned above holds, this
leaves uncertain the existence of a metal-insulator tran-
sition in this system [17]. In contrast, in ultrahigh mobil-
ity SiGe/Si/SiGe quantum wells, the metallic tempera-
ture dependence of the resistivity remains strong, and
both the above-mentioned criteria yield critical densi-
ties that coincide within the experimental uncertainty
confirming the existence of the MIT in this 2D system
of spinless electrons that retain another, valley degree
of freedom. The observed metallic temperature behav-
ior is comparable to that in strongly interacting, spin-
unpolarized single-valley 2D systems in the cleanest p-
type GaAs/AlGaAs heterostructures, which shows that
the role of distinct valleys in the electron spectrum is
equivalent to the role of spins in regard to the existence
of the metallic state and the MIT in two dimensions.
It is interesting to compare the ratio nc(B
∗)/nc(0) of
the measured critical densities for the MIT to that cal-
culated in Ref. [36]. According to the calculations, the
increase of the critical electron density for the Anderson
transition in a strongly interacting 2D electron system
with increasing B‖ is due to the exchange and correla-
tion effects, and the ratio between the critical electron
densities for fully spin-polarized and unpolarized elec-
tron systems is independent of the density of impurities
and is equal to ≈ 1.33. This value is consistent with
our experimental results. Noticeably, a similar, although
somewhat stronger, suppression of the metallic regime
was previously observed in Si MOSFETs where the lo-
calization of fully spin-polarized electrons occurs at the
electron density by a factor of about 1.4 higher compared
to the localization of unpolarized electrons in zero mag-
netic field [17, 24, 49].
In summary, we have experimentally shown that the
strongly interacting, spinless electron system in ultrahigh
mobility SiGe/Si/SiGe quantum wells exhibits a well-
defined MIT that we attribute to the existence of two
distinct valleys in its spectrum. The drop of the resis-
tivity with decreasing temperature on the metallic side
of the metal-insulator transition in the spinless system
is weaker compared to that in B = 0 but is comparable
to the drop in spin-unpolarized single-valley 2D systems
in the cleanest p-type GaAs/AlGaAs heterostructures.
This shows that in ultra-clean strongly interacting 2D
systems, the valleys play the same role as spins in regard
to the existence of the metallic state and the MIT.
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