We analyzed high angular resolution 45.5 GHz images of the W49 North massive star forming region obtained in 1998 and 2016 with the Very Large Array. Most of the ultracompact HII regions show no detectable changes over the time interval of the observations. However, subcomponents B1, B2, G2a and G2c have increased its peak flux densities by values in the range of 3.8 to 21.4 %. Most interestingly, the cometary region C clearly shows proper motions that at the distance of the region are equivalent to a velocity of 76±6 km s −1 in the plane of the sky. We interpret this region as the ionized bowshock produced by a runaway O6 ZAMS star that was ejected from the eastern edge of Welch's ring about 6,400 years ago.
INTRODUCTION
Dynamical interactions in young stellar systems have important consequences to cluster-and stellar evolution (Zinnecker & Yorke 2007; Reipurth 2000; Tan et al. 2014 ). An important signature of such interactions is the existence of a population of runaway stars (Poveda et al. 1967) . A significant fraction of the field O-type stars within a few kpc of the Sun could be runaways (Maíz-Apellániz et al. 2004) . A few massive stars have been reported as runaways in optically-visible clusters such as R136 in the Large Magellanic Cloud (Lennon et al. 2018) and Cygnus OB2 in our Galaxy (Comerón & Pasquali 2007) , inferring travel times 1 Myr, or about the cluster age, which suggests that dynamical ejections are simultaneous to cluster formation. Indeed, for the case of younger, more obscured regions, Rodríguez et al. (2005) reported the dynamical ejection of three massive (proto)stars seen in the radio continuum in the Orion BN/KL region, with a travel time ∼ 500 yr. Refined measurements confirmed the original findings ) and unveiled additional runaway candidates with similar ejection times Luhman et al. 2017) . Other young runaway stars in the vicinity of the Orion Nebula Cluster with longer ejection times have been reported by McBride & Kounkel (2019) and Dzib et al. (2017) .
In this Letter, we report on the existence of a massive runaway moving away from the Welch ring of Ultracompact (UC) HII regions (Welch et al. 1987; De Pree et al. 1997 ) in W49N, one of the most massive, concentrated, and luminous cluster forming regions in the Galaxy (Galván-Madrid et al. 2013; Lin et al. 2016) . We also report on the flux variability of the 7 mm continuum in several of the UC HIIs in the field, and discuss them in the context of the variability study at 3.5 cm presented in De Pree et al. (2018) .
MULTIEPOCH DATA
We analyzed high-angular resolution Q-band VLA data. The older image comes from concatenating data of three projects (AD356, 1995 May 30, D-configuration; AD414, 1998 Apr 11, A-configuration; and TEST, 2001 Apr 09, B-configuration). Since most of the data comes from observations in the A configuration we attribute to these concatenated data an epoch of 1998.28. The more recent Q band image was taken as part of Project 16B-022 on 2016 Sep 28 (epoch = 2016.74) with the VLA in the A configuration. The gain calibrator for 1998 Apr 11 and 2016 Sep 28 was the same, J1922+1530. However, the positions for the gain calibrator between these two epochs differed by ∼ 0. 05. As we will see below, the method used to align the two epochs will correct for these small differences, as well as others coming from tropospheric phase noise and self-calibration.
Both images were taken at a central frequency of 45.5 GHz, with a total bandwidth of 100 MHz for the 1998.28 data and of 2048 MHz for the 2016.74 data. The 1998.28 data were calibrated using the standard AIPS (Astronomical Image Processing System) techniques, while the 2016.74 data were calibrated using the CASA (Common Astronomy Software Applications) package of NRAO and the pipeline provided for VLA 1 observations. The data were self-calibrated and the resulting images have angular resolutions of 0. 055 × 0. 044; PA = 8. • 6 and 0. 081 × 0. 041; PA = 85. • 5, for 1998.28 and 2016.74, respectively. Both images were smoothed to an angular resolution of 0. 1 × 0. 1 to allow a more accurate comparison between them. We also removed in both images faint extended emission with scales larger that ∼ 1 using the AIPS task MWFLT and following the prescription of Rudnick (2002) .
IMAGE ANALYSIS
Comparison of the two images showed an offset of the order of 0. 1 between them. This cannot be attributed to proper motions of the region since these motions have a magnitude of ∼6 mas yr −1 ) and over the 18 year interval between the images it will accumulate to a displacement of order 0. 01. Most likely the displacement between images is due to a combination of the tropospheric conditions during the observations, the small position displacements that can result from self-calibration and the difference in position for the gain calibrator in the two epochs. To align the two images as best as posible we followed two procedures. The positions of the most compact and bright sources (components A, B2 and G2a in the nomenclature of Dreher et al. (1984) and De Pree et al. (1997) ) were compared, finding that the 1998 image was displaced by ∆α = −0. 031 ± 0. 004; ∆δ = −0. 118 ± 0. 009. The second procedure consisted of subtracting the 1998.28 image from the 2016.74 image adding displacements in increments of 0. 01 both in α and δ and searching for the residual image with the smallest rms. A displacement of ∆α = −0. 02; ∆δ = −0. 11 was found to be optimal and we adopted it to compare the two images.
Finally, the absolute flux density calibration at Q band is known to present random variations of the order of 10%. Again we searched for the image subtraction that produced the smallest rms and this was obtained multiplying the 1998.28 image by a correction factor of 1.09. The final difference image shows significant residuals only in association with five components: B1, B2, C, G2a and G2c. Bright sources such as components A1 and A2 cancel out in the subtraction of the two images (see Figure 1 ), indicating that they have not experienced significant changes in position, morphology or emission.
FLUX VARIABILITY
The images associated with components C, B, and G are shown in Figure 2 . In the case of the images of components B and G we find that the subcomponents B1, B2, G2a and G2c appear to have increased their peak intensity by 3.8±1.3%, 4.8±0.7%, 12.0±0.7% and 21.4±1.4%, respectively, over the time interval of the observations. Remarkably, over a similar time period , De Pree et al. (2018) found that at 3.6 cm component G decreased by 20% in peak intensity. This result was obtained with an angular resolution of 0. 8 and it is difficult to directly compare with our results at 0. 1 resolution. The difference images (bottom row of Fig. 2 , center and right columns) show that there are no measurable changes in morphology or position for the G and B sources (that would appear as a set of adjacent negative/positive contours), only the flux increment previously described.
A flux density increment at 7 mm accompanied by a decrement at 3.6 cm can be explained if the radio continuum is -partially -optically thin at the shorter-and optically thick at the longer wavelengths. In this scenario, a sudden increase in the amount of molecular gas to be ionized could result in an ultracompact HII region that is smaller and denser (Peters et al. 2010; Galván-Madrid et al. 2008 ). Since the flux at optically thick wavelengths depends mainly on the angular size and in the optically thin regime depends more strongly on n 2 e , the small HII region could appear fainter at 3.6 cm and brighter at 7 mm. Altogether, the results of De Pree et al. (2018) and ours are consistent with the predictions of Galván-Madrid et al. (2011), who used the radiation-hydrodynamical simulations of Peters et al. (2010) to estimate a ∼15% probability for an increase-and a ∼6% probability for a decrease in the 2-cm flux of UC/HC HII regions over a time span of 20 years. The number of sources with detected time variability is also roughly consistent with the estimations of Galván-Madrid et al. (2011) , who concluded that ∼10% of the sources should have detectable variations within a period of ∼ 10 years.
RADIO SOURCE C AS A RUNAWAY FROM W49N
In contrast to the components discussed above, component C clearly shows proper motions, signaled by the shifted negative and positive contours in Fig. 3 , present at a 10-σ significance level. To estimate the angular size of the displacement, again we took the 1998.28 image and displaced it by increments of 0. 001 both in α and δ. The initial image was subtracted to the displaced image until the residuals were minimized. The best agreement, shown in Fig. 3 , was obtained with a displacement of ∆α = −0. 020 ± 0. 002; ∆δ = +0. 016 ± 0. 002. The total displacement is ∆s = 0. 026 ± 0. 002 at a position angle of 309 • ± 4 • . This displacement is equivalent to a proper motion of 1.41±0.11 mas yr −1 .
The direction of the proper motion of source C matches the axis of its arc morphology (see Figs. 2 and 4), suggesting that the emission arises from a bowshock (e.g., Arthur & Hoare 2006) . At a distance of 11.1 kpc , the proper motions of component C over the time interval of 18.46 yr are equivalent to a velocity in the plane of the sky of 76±6 km s −1 . The position angle of the proper motions suggests that the star was ejected from the eastern edge of Welch's ring (see Figure 4 ). The present angular distance between the component C and the eastern edge of Welch's ring is ∼ 9 , implying that this star was ejected about 6,400 years ago. The other sources in the region do not show significant evidence for proper motions, with an upper limit to their plane-of-the sky velocities of ∼20 km s −1 .
To further test the hypothesis of a bow shock from a runaway star, we modelled the emission profile using the algebraic solution of Canto et al. (1996) . First, a radial profile of the emission was extracted at 120 different position angles. The position of the emission centroid and its uncertainty at each P.A. was obtained through Gaussian fitting. The derived bowshock profile consists of the locus containing all the fitted emission centroids. This profile is then modeled according to the following equation:
where R 0 is the stand-off distance between the apex of the bowshock and the position of the star and θ the different opening angles of the bow-shock profile. R 0 depends on the pressure-momenta balance between the relative motion of the stellar wind and the circumstellar medium as follows:
whereṁ is the mass-loss rate of the star, v w is the terminal velocity of the wind, ρ is the mean density of the circumstellar medium, and v * is the relative velocity of the star through the environment.
To determine R 0 we used a Monte-Carlo Markov-Chain model fitting using the emcee code (Foreman-Mackey et al. 2013), leavingṁ and the projected position angle of the bow shock in the plane of the sky as free parameters. v w was set to 2000 km s −1 , a typical parameter for massive stars (e.g., Kudritzki & Puls 2000) . ρ = µm H n H 2 was obtained from previous mass estimations of the W49N molecular clump which give an average density n H 2 ∼ 10 4 cm −3 (Galván-Madrid et al. 2013), and using µ = 2.4 as the mean molecular weight of the medium. v * is set to 76 km s −1 as determined from the observed proper motions here reported. It should be noted that most massive stars are part of binary systems and that the velocity adopted here is actually the velocity of the bowshock. The true velocity of the star with respect to the medium could be modulated by motions around a companion. Figure 5 displays the histogram of the best-fit values for the mass-loss rate. We obtain a mass-loss rateṁ=2.62×10 −6 ±8.7×10 −7 M /yr, which corresponds to a stand-off distance of R 0 =2216 ±368 au at a P.A. of 300 • (E→N). Figure 5 also displays the bowshock with the best-fit profile over-plotted on the radio continuum map, as well as the derived position of the central star.
We use the model-derivedṁ to estimate that the runaway has a stellar mass M ≈ 33±2 M (Dzib et al. 2013; Vacca et al. 1996) , corresponding to a main-sequence spectral type of O6±0.5. We can compare this spectral type estimate with that obtained by assuming that all the photoionization of component C is due to the UV radiation of the central star. The free-free flux density of component C at 1.3 cm is 0.45 Jy (DePree et al. 2000) . Assuming that the emission is optically-thin and that the electron temperature is 10 4 K, we derive that an ionizing photon rate of 5.8 × 10 48 s −1 is required to keep the photoionization (Snell et al. 2019 ). An O8 ZAMS star can provide this photoionization (Dzib et al. 2013 ). An explanation for the apparent discrepancy between the spectral types derived from the mass loss rate and the ionizing photon rate is that most of the ionizing photons of the central star escape to its SE, where there is no gas to stop the photons. If we assume that only 1/3 of the photons from the central star are absorbed by component C, an O6 ZAMS star is then required and excellent agreement is obtained between the two independent estimates. The assumption that only 1/3 of the ionizing photons are intercepted by component C is consistent with the geometry shown in the right panel of De Pree et al. (2004) report the local standard of rest (LSR) H52α radial velocity of 15 ultracompact HII regions in the zone. Excluding component C, the mean and rms values of these velocities are 11.9±6.5 km s −1 . Component C has v LSR = -8.0±0.7 km s −1 , blueshifted by more than 3σ away from the mean value. This confirms that component C has different motions than the rest of the stellar sources and the dense-gas clump and provides strong supporting evidence of the anomalous kinematics of component C.
The potential well of the W49N region is given by the sum of the molecular gas mass within a 3 pc radius M gas ≈ 1 × 10 5 M and the more uncertain embedded stellar mass M ∼ 10 4 M (Galván-Madrid et al. 2013). Thus, the escape velocity from the embedded cluster is v esc ≈ 17.8 km s −1 . The 3D velocity of source C with respect to the stellar cluster is v C,3D ≈ 78.6 km s −1 . Therefore, source C is clearly able to escape from the W49N clump region and constitutes a massive, runaway young star. If its velocity remains unchanged, source C could escape from the W49N clump within the next 4 to 5 × 10 4 yr, which is an order of magnitude smaller than the 1 Myr age of massive embedded clusters such as W49N.
It is possible that ejection events like the one we report are not uncommon during the span of star cluster formation. Massive runaways have been reported from more evolved (optically visible, ages > 1 Myr) clusters such as R136 in the LMC (Lennon et al. 2018) and Cygnus OB2 (Comerón & Pasquali 2007) , with travel times ∼ 1 Myr, consistent with ours being an earlier example.
SUMMARY
We analyze high-angular resolution 7-mm VLA data of the Welch ring of UC HIIs in W49N obtained in epochs 1998.28 and 2016.74. We find that source C has large proper motions of 1.41 ± 0.11 mas yr −1 toward the NW (P.A.= −51 • ± 4 • ), equivalent to a velocity in the plane of the sky of 76 ± 6 km s −1 . Together with its line-of-sight velocity ≈ −20 km s −1 blueshifted from the mean cluster velocity as previously measured from recombination lines, we infer that source C is a young, massive runaway star, which was ejected from the Welch ring ∼ 6400 yr ago. We estimate the spectral type of this runaway star from both the mass loss rate and the ionizing photon rate and find that both estimates are consistent with an O6 ZAMS type.
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