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CONNECTING EIGENVALUE RIGIDITY WITH POLYMER GEOMETRY:
DIFFUSIVE TRANSVERSAL FLUCTUATIONS UNDER LARGE DEVIATION
RIDDHIPRATIM BASU AND SHIRSHENDU GANGULY
Abstract. We consider the exactly solvable model of exponential directed last passage percolation
on Z2 in the large deviation regime. Conditional on the upper tail large deviation event Uδ := {Tn ≥
(4+δ)n} where Tn denotes the last passage time from (1, 1) to (n, n), we study the geometry of the
polymer/geodesic Γn, i.e., the optimal path attaining Tn. We show that conditioning on Uδ changes
the transversal fluctuation exponent from the characteristic 2/3 of the KPZ universality class to
1/2, i.e., conditionally, the smallest strip around the diagonal that contains Γn has width n
1/2+o(1)
with high probability. This sharpens a result of Deuschel and Zeitouni (1999) [19] who proved a
o(n) bound on the transversal fluctuation in the context of Poissonian last passage percolation,
and complements [9], where the transversal fluctuation was shown to be Θ(n) in the lower tail
large deviation event. Our proof exploits the correspondence between last passage times in the
exponential LPP model and the largest eigenvalue of the Laguerre Unitary Ensemble (LUE) together
with the determinantal structure of the spectrum of the latter. A key ingredient in our proof is
a sharp refinement of the large deviation result for the largest eigenvalue [26, 37], using rigidity
properties of the spectrum, which could be of independent interest.
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1. Introduction
Last passage percolation (LPP) models on Z2 are paradigm examples of models believed to
exhibit the features of the Kardar-Parisi-Zhang universality class. In such models, one studies
the weight and geometry of the maximum weight directed path (called henceforth a polymer or a
geodesic) between two far away points in a field of i.i.d. weights on vertices of Z2. Starting with
the breakthrough work of Baik, Deift and Johansson [5], last two decades have seen an explosion of
results in studying the so-called exactly solvable models in this class; where using some remarkable
bijections leading to exact formulae have been used to obtain the typical longitudinal and transversal
fluctuation exponents of 1/3 and 2/3, and also to establish universal scaling limits that appear in
random matrix theory. Historically, progress was made on understanding the large deviation of the
maximal weight (henceforth called last passage time) around the late nineties [40, 29, 18, 38] before
the typical fluctuation was rigorously understood. However, finer results about how the geometry
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2 R. BASU AND S. GANGULY
of the polymer changes under the large deviation regime was not available until very recently.
With Allan Sly the authors recently showed in [9] that for a large class of models, conditioning
on the lower tail large deviation, i.e., on the event that the last passage time is macroscopically
smaller than its typical value (see precise definitions below) the transversal fluctuation exponent
changes to 1; that this the polymer from 1 to n (for r ∈ Z, the point (r, r) will be denoted by
r) is unlikely to be contained in any strip of width o(n). In this paper we continue the program
of understanding the geometry of polymers under large deviation and focus on upper tail large
deviation regime; i.e., the event where the last passage time is macroscopically larger than typical.
One might heuristically expect that conditioning on the upper tail large deviation event will reduce
the transversal fluctuation exponent (from the typical value 2/3). For the exactly solvable model
of LPP with i.i.d. exponential passage times, we show that it is indeed the case, and obtain the
exact value of the transversal fluctuation exponent to be 1/2.
Unlike the approach in [9], our approach here crucially uses the exactly solvable nature of expo-
nential LPP. Indeed, our proof is based on the fact that the last passage time between two vertices
in exponential LPP has the same distribution as the largest eigenvalue of a certain Wishart matrix,
whose eigenvalues form a determinantal point process (LUE). Using recent breakthroughs in under-
standing of the rigidity of eigenvalues we obtain sharp asymptotics of large deviation probabilities
for the largest eigenvalue of LUE, improving earlier results. This in turn, together with the above
correspondence leads to sharp estimates on the transversal fluctuation of the polymer under upper
tail large deviation. We now move towards precise definition and statement of main results.
1.1. Definitions and Main Results. We consider the following last passage percolation (LPP)
model on Z2: let {Xv : v ∈ Z2} denote a field of i.i.d. Exp(1) random variables. For any up/right
path γ, the weight of the path, denoted `(γ) is given by the sum of the weights on γ, i.e.,
`(γ) :=
∑
v∈γ
Xv.
Let  denote the usual partial order on Z2, i.e., u  v if u is coordinate-wise smaller than v. For
any two points u and v with u  v, the last passage time from u to v, denoted Tu,v is defined by
Tu,v := max
γ
`(γ)
where the maximum is taken over all up/right paths γ from u to v. The almost surely unique
maximizing path, denoted Γu,v, will be called a polymer or a geodesic. As already mentioned
above, it is a paradigm example of an exactly solvable growth model in the KPZ universality class,
and as such has been subject to extensive study. For notational convenience let us denote T1,n by
Tn, and the corresponding geodesic by Γ = Γn. Using connection between exponential LPP and
Totally Asymmetric Simple Exclusion Process (TASEP) and the characterization of the invariant
measures for the latter, Rost [36] showed that Tn ∼ 4n, and it was shown by Johansson [26] that
n−1/3(Tn − 4n) converges weakly to a scalar multiple of the GUE Tracy-Widom distribution.
Together with the weight of the polymer, one is also interested in studying its geometry, in
particular, how closely the polymer sticks to the straight line joining the endpoints of the path.
This is typically measured via the transversal fluctuation of the polymer Γn, defined as follows.
For t = 0, 1, 2, . . . 2n, let Γn(t) = (x(t), y(t)) denote the (unique) vertex of Γn that lies on the
anti-diagonal {x+ y = t}. Transversal fluctuation of Γn at t, denoted Dn(t) is define by
Dn(t) := |x(t)− y(t)| (1)
and the transversal fluctuation of Γn, denoted Dn is defined by Dn := maxtDn(t). It is well-
known [27, 6] that Dn = n
2/3+o(1) (see also [12, 8, 7] for more quantitative results), 2/3 being the
characteristic transversal fluctuation exponent for polymers in the KPZ universality class. Our focus
in this paper is to study how the transversal fluctuation exponent changes in the large deviation
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regime for Tn, i.e., when Tn is macroscopically smaller or larger compared to the typical value.
More precisely, for δ > 0, let Uδ = Uδ(n) denote the upper tail large deviation event
Uδ(n) := {Tn ≥ (4 + δ)n}.
Similarly, for δ ∈ (0, 4), we define the lower tail large deviation event
Lδ(n) := {Tn ≤ (4− δ)n}.
It is known since the work of Kesten [28] that the large deviation speed for the upper tail is n
whereas that of the lower tail is n2. Johansson [26] showed that log-probabilities logP(Uδ) and
logP(Lδ) scaled by n and n2 converge to explicit large deviation rate functions. The upper tail
large deviation was also established in [38].
As mentioned above, we are interested in studying the distribution of Dn conditional on the large
deviation events Lδ or Uδ. In a recent work [9], with Allan Sly, we showed that conditional on Lδ the
geodesic Γ is delocalized with high probability, i.e., the transversal fluctuation exponent is 1. The
argument there was based on the fact that the speed of large deviation for the lower tail is n2 and
did not use integrability of the model, and hence could also be extended to a large class of other LPP
models. For the upper tail large deviation, in the related exactly solvable model of Poissonian LPP
[19] showed that the transversal fluctuation in o(n) with high probability conditional on the upper
tail large deviation regime, but no finer information was obtained. However, heuristically one would
believe that the optimal way of achieving the upper tail large deviation event is to increase the
passage times near the diagonal, and hence the transversal fluctuation exponent should not exceed
2/3 conditional on Uδ. Our main result in this paper is to identify the transversal fluctuation
exponent in the upper tail large deviation regime. We now move towards a precise statement.
There are two usual ways to define a transversal fluctuation exponent, an upper exponent and
a lower exponent which often coincide. For a fixed δ > 0, let us define the upper transversal
fluctuation exponent ξ¯ = ξ¯δ under the large deviation event Uδ as follows:
ξ¯ := inf{ξ′ ≤ 1 : lim sup
n→∞
P(Dn ≥ nξ′ | Uδ) = 0}. (2)
Similarly we define the lower transversal fluctuation exponent ξ = ξδ under the large deviation
event Uδ as follows:
ξ := sup{ξ′ ≥ 0 : lim inf
n→∞ P(Dn ≥ n
ξ′ | Uδ) = 1}. (3)
If ξ¯ = ξ, we say that the transversal fluctuation exponent under Uδ exists and denote the common
value by ξ = ξδ. The following main theorem in this paper shows that ξδ exists and is independent
of δ.
Theorem 1. For each δ > 0, ξδ exists and is equal to
1
2 .
A few remarks are in order: Observe that it is plausible that the transversal fluctuation in the
upper tail large deviation regime should be smaller than 2/3. One might try to heuristically predict
the exponent 1/2 in the large deviation regime using the KPZ relations between the longitudinal
and transversal exponents (see [15]) and predicting that the longitudinal fluctuation is O(1) in the
large deviation regime unlike the typical O(n1/3). We will see later that this is indeed the case.
Note that n1/2 is the scale where the entropy of paths is maximized, and it turns out that the
best strategy to increase Tn is to increase weights in that strip (i.e., in the coupling between the
typical field and the field conditioned on Uδ given by the FKG inequality the weights differ only
in the n1/2-width strip around the diagonal). Even though one expects that the exponent 1/2
is universal for a large class of passage time distribution, our proof will fully exploit the specific
integrability properties of exponential LPP. In contrast with the result of [9], which did not require
exact solvability, and the recent results in [12, 11, 7, 10] which only required the moderate deviation
estimates for the last passage time (that are available for a number of other exactly solvable models
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Figure 1. The blue, red and black paths denote the polymers in the lower tail,
upper tail, and typical conditions. The transversal fluctuation exponents in the
three regimes are 1, 1/2 and 2/3 respectively.
of last passage percolation), the proof of Theorem 1 will be specific to the exponential case. Indeed,
we use the correspondence of the last passage time with the largest eigenvalue of a certain random
matrix ensemble (LUE) obtained in [26]. We can also carry out the argument for Brownian LPP
where there is a similar correspondence to GUE (see Section 8); one believes that the calculations
might be doable in all the models where there is a determinantal structure.
The proof of Theorem 1 is divided into two parts, separately showing ξ¯ ≤ 12 and ξ ≥ 12 . As a
matter of fact for both the directions we shall prove quantitative estimates stated below.
Let us start with upper bounding ξ¯.
Theorem 2. There exists a fixed constant C0 such that for any fixed δ > 0,
lim sup
n→∞
P(Dn ≥ n1/2(log n)C0 log logn | Uδ)→ 0.
The above bound is not optimal and we expect Dn to be a tight random variable at scale n
1/2.
Further elaboration on this point and the reason for the (log n)C0 log logn term above is discussed
later in the article. The statement for the lower bound is more straightforward.
Theorem 3. Fix δ > 0.
lim sup
n→∞
P(Dn ≤ hn1/2 | Uδ)→ 0
as h→ 0.
Clearly Theorem 1 follows from the above two results.
1.2. Large deviation background. Large deviations for random growth models has been studied
classically starting from the work of Kesten [28]. Under general assumptions on the passage time
distribution, it possible to show using Kesten’s argument that the speed of large deviation in n for
the upper tail and n2 for the lower tail. (Kesten’s original argument was for first passage percolation
for which the tail behaviors are reversed). For integrable models of last passage percolation explicit
large deviation rate functions was derived by Deuschel and Zeitouni [19] and Seppa¨la¨inen [38] for
Poissonian last passage percolation using RSK correspondence/ Young Tableaux combinatorics and
connections to Hammersley process respectively. For LPP with exponential and geometric passage
times Johansson [26] obtained the large deviation rate functions using connection to generalized
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permutations, random matrices and orthogonal polynomial ensembles. Seppa¨la¨inen [37] had also
obtained the rate function for the upper tail for exponential LPP using coupling to the totally
asymmetric exclusion process (TASEP). The precise result of Johansson establishing the upper tail
large deviation principle in exponential LPP is recorded next.
Theorem 1.1 ([26]). For δ > 0,
lim
n→∞
1
n
logP(Uδ(n)) = −I(δ)
where
I(δ) = −2 + (4 + δ)− 2
∫ 4
0
log(4 + δ − x)
√
x(4− x)
2pix
dx. (4)
One can verify that I(0) = 0 and further just by differentiating under the integral sign that I(δ)
is a convex function. However notice that I(δ) is not uniformly strongly convex but I ′(δ), I ′′(δ)
converge to 1 and zero respectively as δ goes to infinity. As a matter of fact Johansson obtain a
different expression for I(δ). The expression above was first obtained by Majumdar and Vergassola
[31].
A key ingredient in our proofs is a non-asymptotic quantitative version of Theorem 1.1 (see
Theorem 1.3) below. A significant part of the work in this paper goes into proving this using
connections to Random matrix theory and rigidity properties of the spectrum.
1.3. Key Ingredients. The proof of Theorem 1 combines a number of different ingredients, and
as by products of this proof we also get a number of other results that are of independent interest.
The starting point of the analysis is the well-known remarkable correspondence between the last
passage time in the Exponential LPP model and the largest eigenvalue of a certain complex Wishart
matrix. We recall this correspondence below.
1.3.1. Correspondence to LUE. Let XM×N denote an M×N matrix with standard complex Gauss-
ian entries, where M ≥ N . Let W = WN×N := X∗X denote the complex Wishart matrix, and let
λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂N denote the eigenvalues of W . Recall that T(1,1),(M,N) denotes the last passage
time from (1, 1) to (M,N). The following fundamental correspondence between the last passage
time and the eigenvalues of Wishart matrix was established by Johansson [26].
Proposition 1.2 ([26]). In the above notation, we have
λ̂1
d
= T(1,1),(M,N). (5)
There is a more general correspondence between last passage times with other eigenvalues and
the Wishart minor process [1] but we shall not need that. We shall use Proposition 1.2 in the
following way. The eigenvalues of a complex Wishart matrix form a determinantal point process
on R [26] whose joint density can be explicitly written (see Section 2). We shall need a two-fold
consequence of this information.
1.3.2. Sharp Asymptotics of Large Deviation Probability. One can use the so called Coulomb gas
techniques [31] to obtain the upper tail large deviation rate function for λ̂1 from the joint density
of (λ̂1, . . . , λ̂N ). We shall use fine rigidity results available for the eigenvalues [22, 14] to refine
the calculation to obtain sharp asymptotics of log of the large deviations probabilities for λ̂1 up to
sub-polynomial correction terms.
For our convenience we shall work with scaled eigenvalues. Let λ1 ≥ λ2 ≥ · · · ≥ λN denote
the ordered eigenvalues of the matrix 1MX
∗X. The reason for this scaling is that the empirical
distribution of eigenvalues 1N
∑
δλi converges to Marchenko-Pastur distribution of appropriate pa-
rameter (see Section 2) making certain calculations more transparent. We shall prove the following
two results for large deviation of λ1 that are of independent interest.
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As we shall have the occasion to use different pairs of (M,N) we shall denote the corresponding
probability measures by PM,N . In the case M = N , i.e., where X is a square matrix, we shall simply
denote the probability by PN . In the square matrix case the log probability can be evaluated up
to a constant, and that is our first result in this vein.
Theorem 1.3. Let M = N and and fix δ0 > 0. Then for each δ ∈ (δ0,∞)
logPN (λ1 > 4 + δ) = −NI(δ)− logN +O(1)
as N →∞ where the O(·) term just depends on δ0 and I(δ) be defined by (4).
A similar but less precise result is obtained in the caseM 6= N . Before making a precise statement
let us first explain the result. Recall that if M,N →∞ and NM → y ∈ (0, 1], then λ1 → (1 +
√
y)2
almost surely, and one can also show that 1N logPM,N (λ1 > (1 +
√
y)2 + ε) converges to a precise
large deviation rate function depending on y and ε. However, for our applications, we will need
to deal with the situation where M = N + o(N) which is much more delicate. For y ∈ (0, 1] and
δ > 0, let us define
Jy(δ) :=
∫ (1+√y)2
(1−√y)2
log(4 + δ − x) 1
2pixy
√
((1 +
√
y)2 − x)(x− (1−√y)2) dx; and (6)
Iy(δ) := −(2 + y−1) + log y + 1 + (4 + δ)y−1 − (y−1 − 1)(log(4 + δ))− 2Jy(δ). (7)
We have the following theorem.
Theorem 1.4. There exists a universal constant c > 0 such that for each M,N with 1.1N ≥M ≥
N , and each δ0, L with 0 < δ0 < L and each δ ∈ (δ0, L) we have
logPM,N (λ1 > (4 + δ)) = −NIy(δ) +O((logN)c log logN ),
where y = NM ∈ (0, 1] and the constant in the O(·) term is just a function of δ0 and L.
First, as a sanity check observe that for y = 1, Iy(δ) = I(δ) as is expected. Further we would
like to point here out that the above theorem and hence Theorem 2 is not quantitatively optimal.
The (logN)c log logN term is an artefact of our proof that comes from using the universal rigidity
result of [14] for all eigenvalues. Indeed, one expect the error term in Theorem 1.4 to be also
− logN +O(1) as in Theorem 1.3. We elaborate more on this point later in the section where the
rigidity input Theorem 2.9 is stated.
1.3.3. Comparison of Largest Eigenvalues. Many of our arguments would rely on stochastic com-
parisons of the eigenvalue ensembles of covariance matrices of various dimensions. LetX be as above
i.e., n M ×N matrix with standard complex Gaussian entries and let Y be an (M + 1)× (N − 1)
matrix with standard complex Gaussian entries. Let W˜ = W˜(N−1)×(N−1) := Y ∗Y denote the com-
plex Wishart matrix, and let λ˜1 ≥ λ˜2 ≥ · · · ≥ λ˜N−1 denote the eigenvalues of W˜ . Observe that we
do not scale this matrix. Recall also that λ̂1 ≥ λ̂2 ≥ · ≥ λ̂N denote the eigenvalues of the unscaled
matrix X∗X. We have the following result.
Theorem 1.5. In the above set-up, assume M −N is even. Then there exists a coupling such that
almost surely
(λ˜1, λ˜2, . . . , λ˜N−1) ⊂ (λ̂1, λ̂2, . . . , λ̂N ).
In particular we have λ̂1  λ˜1, and equivalently T(1,1),(M,N)  T(1,1),(M+1,N−1) where  denotes
stochastic domination.
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The statement holds also in the case M−N odd with minor modifications in the proof which are
indicated later. A related discussion involving interlacing inequalities and relating polymer weights
to minor processes appear in [1]. Observe that, Theorem 1.5 is not a consequence of the standard
interlacing results for eigenvalues, as there does not appear to be a natural coupling which has
W˜ as a minor of W . Instead our proof invokes an abstract result of Lyons [30] about stochastic
comparisons of determinantal point processes whose kernels are ordered. We thank Manjunath
Krishnapur for showing us how this result can be used to prove Theorem 1.5. We reproduce this
proof later (See Section 5).
1.3.4. Outline of the argument. We now give a brief description of how the argument proceeds
once we have the above ingredients at our disposal, together with the correspondence given by
Proposition 1.2. Recall that, Dn(t) denotes the transversal fluctuation of the geodesic Γn at the
anti-diagonal {x+y = t}. Observe that for the lower bound it suffices to only control the transversal
fluctuation at the main anti-diagonal, i.e., on the line {x+ y = n}. For the sake of clarity we shall
also restrict our discussion of the upper bound here to this case i.e., upper bounding of Dn(n) only.
The proof of the more general case is similar.
The main idea of the both the upper and lower bound is the same, For v = (v1, v2) with
v1 + v2 = n, let Γ
∗(v) denote the highest weight path from 1 to n that passes through v. The basic
estimate is to compute, up to a sufficient degree of accuracy, the quantity:
P(`(Γ∗(v)) ≥ (4 + δ)n)
P(Uδ(n)) . (8)
As `(Γ∗(v)) = T1,v + Tv,n (up to an error of Xv which we shall show can be ignored), we can
use Theorem 1.4 to obtain an upper bound of the numerator of (8), whereas Theorem 1.3 provides
a lower bound of the denominator. However to compare the upper and lower bounds, using the
connection to eigenvalues, one needs to compare the large deviation rate functions for the largest
eigenvalue of a square and a non-square Wishart Matrix with aspect ration y. This is done in
Section 4 which establishes the following quadratic correction:
Iy(·) = I(·) + Θ(c
2
n
),
where y = n−cn+c . Combined, these provide a upper bound of o(
1
n2
) for the (8) which is thus o(1) even
after summing over all v with |v1 − v2| ≥ n1/2(log n)c log logn.
For the lower bound, we shall focus on the point v∗ = (n2 ,
n
2 ). In this case, we can estimate
both numerator and denominator of (8) using Theorem 1.3. This sharp estimates lets us conclude
that (8) is O(n−1/2) for v = v∗. Using the comparison result Theorem 1.5, we can then obtain
similar estimates for other vs on the main anti-diagonal, and this concludes the proof of Theorem 3.
Observe that Theorem 1.5 is crucial here, as the weaker estimate Theorem 1.4 will not be sufficient
for our purposes.
1.4. Organization of the paper. The rest of this paper is organized as follows. In Section 2
we recall the basic facts about the eigenvalue distribution of a complex Wishart matrix, and some
concentration and rigidity results that we need. In Section 3, we establish the sharp asymptotics
of the large deviation probability for the largest eigenvalue, namely we establish Theorem 1.3 and
Theorem 1.4. Section 5 is devoted to proving the domination result Theorem 1.5. A key estimate
in comparing the rate functions for square and non-square Wishart matrices is obtained in Section
4. Sections 6 and 7 are devoted to the proofs of Theorems 2 and 3 respectively. Various possible
extensions to other models and future research directions are outlined in Section 8. Finally technical
proofs of certain results are included in the Appendix (Section 9).
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2. Eigenvalues of Wishart matrices
In this section we recall the basics about the joint distribution of eigenvalues of complex Wishart
matrix that will be used to prove Theorem 1.3 and Theorem 1.4.
2.1. Joint density of eigenvalues. Let us recall the setting in Section 1.3.2. Let M ≥ N and X
denote an M ×N matrix of i.i.d. complex Gaussian variables with variance 1 (that is the real and
imaginary parts are independent N(0, 12) variables). Clearly
1
MX
∗X almost surely has all positive
eigenvalues. Let λ1 ≥ λ2 ≥ · · · ≥ λN denote the eigenvalues of 1MX∗X. Let ΛN denote the cone
ΛN := {(λ1, λ2, . . . , λN ) ∈ RN : λ1 ≥ λ2 ≥ · · · ≥ λN}.
It is a well-known fact (see [26, 4]) that for λ = (λ1, . . . , λN ) ∈ ΛN the joint eigenvalue density
of the scaled Wishart matrix is given by
f(λ) = fM,N (λ) =
1
ZM,N
V (λ)2
N∏
i=1
λM−Ni e
−M∑Ni=1 λi , (9)
where
V (λ) :=
∏
i<j
(λi − λj),
and the partition function ZM,N is given by
ZM,N =
∏N−1
j=0 j!(M −N + j)!
MNM
. (10)
For convenience of notation, we shall denote the above density by fN in the case M = N .
2.2. Marchenko-Pastur law, and large deviation for the leading eigenvalue. Using (9),
one can show that (see [32, 22]) the empirical spectral measure 1N
∑N
i=1 δλi of the matrix
1
MXX
∗
converges (as M → ∞ and NM → y ∈ (0, 1]) to the Marchenko-Pastur law MPy with parameter y
with the density
dMPy(x) =
1
2pixy
√
(b− x)(x− a) dx; x ∈ (a, b) (11)
where a = (1−√y)2 and b = (1+√y)2. Let us also record the particular case y = 1 of the standard
Marchenko-Pastor law MP separately for convenience.
dMP(x) =
1
2pix
√
x(4− x) dx; x ∈ (0, 4). (12)
Using (12) we can now sketch a quick proof of
lim
N→∞
log
PN (λ1 ≥ (4 + δ))
N
= −I(δ) (13)
using the so called Coulomb gas methods. Together with Proposition 1.2, the above immediately
proves Theorem 1.1 . Our arguments will require a quantitative refinement of the same. Let
LARGE DEVIATION FOR POLYMERS 9
λ(1) = (λ2, . . . , λN ) and V (λ1;λ
(1)) :=
∏
j 6=1(λ1 − λj). Using (9) we write down P(λ1 ≥ (4 + δ))
below.
P(λ1 ≥ (4 + δ)) =
∫
λ1≥(4+δ)
fN (λ)dλ
=
ZN−1,N−1
ZN,N
∫
λ1≥(4+δ)
e−Nλ1
(∫
λ(1):λ2≤λ1
V (λ1;λ
(1))2e−
∑N
i=2 λifN−1,N−1dλ(1)
)
dλ1
=
ZN−1,N−1
ZN,N
∫
λ1≥(4+δ)
∫
λ(1):λ2≤λ1
exp
(
N(−λ1 + 2 log V (λ1;λ
(1))
N
+
1
N
N∑
2
λi)
)
dλ(1)dλ1.
Now, using the fact the empirical spectral measure is close to MP it follows that for large N , the
inside integral is
≈ exp
(
N(−λ1 + 2
∫
log(λ1 − x)dMP(x) +
∫
xdMP(x))
)
,
where ≈ is used to denote approximately whose meaning we will not be making precise since this
is supposed to only be a sketch of the argument. Observe that the term inside the bracket is
maximized at λ1 = (4 + δ) with exponential decay beyond that, and hence it follows that
logP(λ1 ≥ (4 + δ)) ≈ log ZN−1,N−1
ZN,N
+N
(
−(4 + δ) + 2
∫
log(4 + δ − x)dMP(x) +
∫
xdMP(x)
)
.
Observing from (10) that
log
ZN−1,N−1
ZN,N
= 3N +O(1) (14)
and from (11) that ∫
xdMPy(x) = 1 (15)
for all y ∈ (0, 1], (13) follows. To make the above argument rigorous, one needs certain estimates
of how close the empirical spectral distribution is to the Marchenko-Pastur law. We shall need
a quantitative variant of the above which also works for rectangular Wishart matrices, i.e., when
M > N , as long as M −N = o(N). Furthermore, the proof of Theorem 3 will depend on certain
precise polynomial correction given by the extra log factor in the exponent in Theorem 1.3. Below
we record a number of known facts about the empirical spectral distribution of complex Wishart
matrices that we will use later.
2.3. Eigenvalue Rigidity for Wishart Matrices and its consequences. First we need a
result to show that linear statistic of the eigenvalues are concentrated around their expectation
under certain assumption. To this end we have the following sub-Gaussian concentration result for
Lipschitz functionals from [23] which relies on the Gaussian Log-sobolev inequality. Recall the basic
set-up. Let W = 1MX
∗X be a (scaled) complex Wishart matrix with eigenvalues λ1 > · · · > λN
where X is an M ×N matrix of i.i.d. standard complex Gaussian entries. For a function f : R→ R
let us define
tr(f) :=
1
N
∑
f(λi).
Theorem 2.1 ([23]). For any Lipschitz f , there exists C > 0 depending on the Lipschitz constant
of f such that for all M,N and all δ > 0 we have
P
(
|tr(f)− E(tr(f))| ≥ δM +N
N
)
≤ e−Cδ2(M+N)2 .
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Observe that Theorem 2.1 provides concentration of the empirical spectral measure around its
mean. However for our purposes we need to approximate the expected empirical spectral measure
with the “limiting spectral measure” dMPy where y =
N
M (this is an abuse of terminology since y
in N dependent) in a quantitative manner. To this end we record the following two results.
Theorem 2.2 ([22]). Let M = N and let ESM denote the expected empirical spectral distribution of
W . There exists an absolute constant C such that dKS(ESM,MP) ≤ CN−1 for all N where dKS(·, ·)
denote the Kolmogorov-Smirnov distance between two distributions.
We shall use this Theorem to show that for specific choices of sufficiently nice functions f , we
have ∣∣∣∣∫ f dESM− ∫ f dMP∣∣∣∣ = O(N−1).
Note that this would follow immediately, using integration by parts, for functions with ||f ′||1 <∞.
Unfortunately, in our case the function f will be almost linear and hence we cannot apply that
directly. We shall need certain tail estimates on ESM to get around that issue. Towards this we
first record the following standard tail estimate.
Lemma 2.3. There exists c > 0 such that for any L > 4.5, and N,
P(λ1 > L) ≤ e−cLN .
We shall omit the standard proof of the above fact. Observe however that for L sufficiently large,
one can prove this by appealing to Proposition 1.2 and taking a union bound over all paths. The
general case can be proved by appealing to concentration of measure results such as in [39]. A
more refined version of this also proved using sub-additivity later in Proposition 3.1. The following
lemma is an almost immediate consequence of the above result.
Lemma 2.4. There exists a constant C such that
ESM[x,∞] ≤ e−CNx
for all x ≥ 4.5 and N .
Proof. The proof follows from Lemma 2.3 and the bound that ESM[x,∞] ≤ NP(λ1 ≥ x). 
Our next result uses the previous two lemmas to control
∣∣∫ f dESM− ∫ f dMP∣∣.
Proposition 2.5. Let f be a continuous and piecewise C1 function on [0,∞) such that ||f ′||∞ ≤ ∞.
Then there exists absolute constants C3 and C4 independent of f such that∣∣∣∣∫ f dESM− ∫ f dMP∣∣∣∣ ≤ C3AfN +Bfe−C4N
where Af =
∫ 5
0 |f ′(x)| dx and Bf = ||f ′||∞.
Proof. Write f = f1 + f2 where f1 is a continuous function which agrees with f on [0, 5] and is
constant on [5,∞]. Thus∣∣∣∣∫ f dESM− ∫ f dMP∣∣∣∣ ≤ ∣∣∣∣∫ f1 dESM− ∫ f1 dMP∣∣∣∣+ ∣∣∣∣∫ f2 dESM− ∫ f2 dMP∣∣∣∣ ,
Now note that
∫
f2 dMP = 0 since their supports are disjoint. Thus the result follows from the
following two lemmas which bound each of the above terms. 
Lemma 2.6.
∣∣∫ f1 dESM− ∫ f1 dMP∣∣ = O(AfN ).
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Proof. By integration by parts∣∣∣∣∫ f1 dESM− ∫ f1 dMP∣∣∣∣ ≤ ∣∣∣∣∫ |f ′1| |ESM(x)−MP(x)|∣∣∣∣ = O( 1n
)∫ 5
0
|f ′1|. (16)
Here we ignore the boundary terms because ESM(x)→ 1 as x→∞ and MP(x) = 1 for all x ≥ 4.
and f1 is bounded. The 1/n term is then by Theorem 2.2. 
Lemma 2.7.
∫∞
5 f2 dESM = O(Bfe
−CN ).
Proof. Since translating the measure ESM by 1 does not change the above integral, by integration by
parts, the above is
∫∞
5 f
′
2(1−ESM([0, x])dx . The first boundary term is f2(5)(1−ESM([0, 5]) = 0;
the other boundary term vanishes as well since f2 grows at most linearly while (1 − ESM([0, x])
decays exponentially by Lemma 2.4. 
Observe that together with Theorem 2.1 this will imply (for sufficiently nice f)
N∑
i=1
f(λi)−N
∫
f dMP = O(1) (17)
with high probability. This is a quantitative variant of the well-known CLT smooth linear statistics
for Wishart matrices [3]. For our problem we require the following variant as well for M 6= N case
where the centering term is now changed to
∫
f dMPy where y = N/M .
Lemma 2.8. Let f be a continuous and piecewise C1 function on [0,∞) such that ||f ′||∞ ≤ ∞ and
M = N + o(N) < 1.1N. Then there exists constants C3 and C4 depending only on the Lipschitz
constant of f such that ∣∣∣∣∫ f dESM− ∫ f dMPy∣∣∣∣ = C3g(N) + C4N ,
where throughout the sequel for brevity we will denote the term (logN)c log logN appearing in
Theorem 2.9 by g(N). To prove the above, we rely on the following rigidity result about the locations
of the eigenvalues to their classical locations. For j = 1, 2, . . . , N let γj = γj,M,N denote the classical
location of the eigenvalues of 1MXX
∗, i.e., γj,M,N are the solutions of the equations∫ γj,M,N
(1−√y)2
dMPy(x) = 1− j
N
where y = MN . The following theorem which is as extension of Lemma 5.1 of [14] for the case of
non-square Wishart matrices and has the same proof as the latter was communicated to us by Paul
Bourgade. This is a rigidity result which gives comparison between the classical locations γj and
λj .
Theorem 2.9. [14, Lemma 5.1] Let M −N = o(N). For c > 0, let Ec denote the event that{
∃j ∈ [(logN)c log logN , N − (logN)c log logN ] such that |λj − γj | ≥ c(logN)
c log logN
min(j,N + 1− j) 13N 23
}
.
There exists c > 0 such that for all sufficiently large N
P(Ec) ≤ e−(logN)c log logN .
Theorem 2.9 can be used to bound the fluctuation of linear eigenvalue statistic for general Wishart
ensembles, as the following lemma demonstrates.
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Lemma 2.10. Let f : [0,∞)→ R be a Lipschitz function. Let 4 + κ > λ1 ≥ · · · ≥ λN > 0 be such
that λ satisfies the event Ecc of Theorem 2.9 as well as λ1 < 5. Then we have
N∑
i=1
f(λi)−N
∫
f dMPy = O(g(N)) (18)
where the constant in O(·) depends on the Lipschitz constant of f .
Proof. It is clear that from definition of Ec that if f is Lipschitz we have
N∑
i=1
|f(λi)− f(γi)| = g(N)O
(
1
N
N∑
i=1
1
min( jN ,
N+1−j
N )
1
3
)
.
By observing that x−1/3 is integrable at 0, it follows that the term in the bracket on the RHS of
the above display is O(1) and hence it suffices to show that
N∑
i=1
f(γi)−N
∫
f dMPy = O(1).
To this end, observe that
| 1
N
f(γi)−
∫ γi
γi−1
f(x) dMPy(x)| ≤
∫ γi
γi−1
∫ γi
x
|f ′(z)| dz dMPy(x) ≤ 1
N
∫ γi
γi−1
|f ′(z)| dz.
Summing over all i, and using that f ′ is bounded gives the desired result. 
Given the above ingredients we can now finish the proof of Lemma 2.8.
Proof of Lemma 2.8. By Theorem 2.1, there exists a constant C depending on the Lipschitz con-
stant of f such that with probability at least 12 ,
|
N∑
i=1
f(λi)−N
∫
f dESM| ≤ C (19)
Thus for large enough N, (18), implies that with probability at least 1/4, both (18) and (19) hold
allowing us to conclude that | ∫ f dESM− ∫ f dMPy| = O(g(N) + C) = O(g(N)). 
Note that even though one expects logarithmic terms in the rigidity estimates for the location
of the eigenvalues, for smooth linear statistics like on the LHS of (18), one expects cancellations
to occur and the RHS of the same to be O(1). Such results indeed appear in the literature (see for
example [3, Theorem 1.1] which was pointed to us by Ofer Zeitouni). However since in this article
we only aim to establish the fluctuation exponent to be 1/2 according to the definitions (2) and
(3), and the form of Theorem 2.9 helps us obtain some quantitative estimates, we choose to work
with it. In future work we aim to investigate refined questions such as existence of scaling limits
where one would need to rely on estimates such as the ones appearing in [3]. A more elaborate
discussion on such questions is presented in Section 8.
3. Sharp Asymptotics of the Large Deviation Probabilities
In this section we shall prove the key results Theorems 1.3 and 1.4 using the eigenvalue rigidity
results for Wishart matrices . Recall the basic set-up of previous sections, i.e., λ1 is the largest
eigenvalue of 1MXX
∗ where X is an N ×M complex Gaussian matrix of i.i.d. entries. Furthermore
for our purposes we record the following weaker but uniform over δ version of the above theorem
which is just a consequence of subadditivity.
Proposition 3.1. Let M = N and I(δ) be defined by (4). Then for all δ > 0
logP(λ1 > 4 + δ) ≤ −NI(δ) +O(4 + δ).
LARGE DEVIATION FOR POLYMERS 13
Proof. We provide the quick proof here. We start by observing that an := logP(λ1 > 4 + δ) as a
function of n is almost but unfortunately not quite a sub-additive sequence. Recalling (5), we will
consider Tn instead. Now the reason for the failure of the above sequence to be sub-additive is that
the relation T1,n + Tn,n+m ≤ T1,n+m is not deterministically true. Note that this is because the
LHS counts the variable Xn,n twice. Thus to make things sub-additive let T
′
u,v = Tu,v − Xv, i.e.
the last entry of the path is omitted. As before for brevity let T ′n = T ′1,n. Then it is easy to see
that P(T ′n ≥ (4 + δ)n) is sub-additive. Furthermore, the rate functions of T ′ and T are the same,
i.e., for any δ > 0,
lim
an
n
= lim
a′n
n
= −I(δ),
where a′n := logP(T ′n > (4 + δ)n). But the sequence a′n is now sub-additive and hence for every δ,
and any n, we have a′n ≤ −nI(δ). However note that we want to bound an and not a′n. We however
notice that Tn  T ′n+1 and hence
P(Tn ≥ (4 + δ)n) ≤ P(T ′n+1 ≥ (4 + δ)n) ≤ −(n+ 1)I(δ′)
where (4 + δ′)(n + 1) = (4 + δ)n. Thus δ′ = δn−4n+1 = δ − 4+δn+1 . Now one can observe from (4)
that I ′(δ) ≤ 2 for all δ. Thus I(δ′) ≥ I(δ) − O( 4+δn+1). Hence an ≤ −nI(δ) − I(δ) + O(4 + δ) ≤
−nI(δ) +O(4 + δ). 
For the case M 6= N , we shall use Theorem 2.9 instead of Theorem 2.2 and hence get the
stated weaker estimate. As already mentioned above the proofs of Theorems 1.3 and 1.4 are largely
identical, so we shall, for the most part, concentrate on the more general case of Theorem 1.4,
indicating at the end how the sharper result of Theorem 1.3 can be obtained for the case M = N .
We need a series of lemmas to prove Theorem 1.4. We start with obtaining a sharp growth rate
for the partition function.
Lemma 3.2. Let M = N + o(N) and ZM,N be defined by (10). Then we have
log
ZM−1,N−1
ZM,N
= 2N +M −N log N
M
+O(1),
= N(2 + y−1)−N log y +O(1),
Proof. Recalling (10) we observe that
ZM,N
ZM−1,N−1
=
(N − 1)!(M − 1)!(M − 1)(N−1)(M−1)
MNM
Simplifying using Stirling’s approximation:
log
ZM,N
ZM−1,N−1
=O(1) + (−N −M) + (N − 1/2) log(N − 1) + (M − 1/2) log(M − 1)
+ (N − 1)(M − 1) log(M − 1)−NM log(M),
= −2N −M + (N logN +M logM − (N +M) logM) +O(1).

The next lemma shows that conditional on λ1 > (4 + δ), it is exponentially unlikely that λ2 >
(4+ δ/2). We will not use it explicitly but since our methods yield a soft proof of this and we could
not locate such a statement in the literature we record it for future use. For brevity we state the
result only in the case M = N (the proof for the general case is similar).
Lemma 3.3. There exists a constant h := h(δ) > 0 such that we have
− logP(λ1 > (4 + δ), λ2 > (4 + δ/2)) > N(I(δ) + h(δ)).
14 R. BASU AND S. GANGULY
The proof uses the same Coulomb gas methods as in the proof of Theorem 1.3 and hence the
arguments for the lemma will be provided after the latter is presented.
We now proceed towards the proof of Theorems 1.3 and 1.4. The next lemma shall make
precise the heuristic approximation described in Section 2.2. Recall that λ(1) = (λ2, . . . , λN ) and
V (λ1;λ
(1)) :=
∏
j 6=1(λ1 − λj) and the density fM,N from (9). Fix δ > 0 and L > (4 + δ). For
λ1 ∈ [4 + δ, L), let gλ1 : [0,∞)→ R be a piece-wise smooth function such that
gλ1(x) = 2 log(λ1 − x)− x
on [0, 4 + δ/2] and gλ1(x) ≥ 2 log(λ1 − x) − x for each x < λ1 and g(x) is uniformly bounded
in absolute value on the entire interval [0,∞) by a constant which is just a function of δ and L.
Furthermore, it is easy to choose g = gλ1 such that,
sup
x∈[0,∞)
|g′(x)| < C, and
∫ 5
0
|g′(x)|dx < C, (20)
for some some C = C(δ) independent of the choice of λ1 ∈ [4 + δ,∞). For concreteness we take
g(x) =
{
2 log(λ1 − x)− x for x ≤ 4 + δ2
g(4 + δ2), otherwise.
(21)
Thus (20) holds since |g′(x)| < 1 + 2δ for all x. Moreover, because 2 log(λ1−x)−x is decreasing for
x < λ1, we have g(x) ≥ 2 log(λ1 − x)− x for all x ≤ λ1. Thus it follows that for λ1 ∈ (4 + δ, L) we
have ∫
λ(1):λ2≤λ1
V (λ1;λ
(1))2e−
∑N
i=2 λifM−1,N−1dλ(1) ≤
∫
λ(1)
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1). (22)
Clearly, we also have∫
λ(1):λ2≤λ1
V (λ1;λ
(1))2e−
∑N
i=2 λifM−1,N−1dλ(1) ≥
∫
λ(1):λ2≤4+δ/2
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1) (23)
The next lemma gives a bound on the RHS of (22).
Lemma 3.4. Let δ > 0 and L > (4 + δ). Then uniformly in λ1 ∈ [(4 + δ), L] we have
log
(∫
λ(1)
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1)
)
= 2N
∫
log(λ1 − x)dMPy(x)−N +O(logN c log logN ),
log
(∫
λ(1):λ2≤4+δ/2
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1)
)
= 2N
∫
log(λ1 − x)dMPy(x)−N +O(logN c log logN ).
where logN c log logN is the term appearing in Theorem 2.9. Further, if M = N , then the error
terms in the above display can be replaced by O(1).
Proof. Let EESM := EESM,M−1,N−1 denote the expectation with respect to the empirical spectral
measure of an (N − 1) × (M − 1) Wishart matrix followed by an average over the matrix i.e., if
λ˜1 ≥ λ˜2 ≥ . . . λ˜N−1 be the eigenvalues of such a matrix, then for any f
EESM(f) :=
1
N − 2E(
N−1∑
i=1
f(λ˜i)) = E(tr(f)).
By Theorem 2.1 it follows that uniformly over all λ1 ∈ [4 + δ, L] under the measure fM−1,N−1dλ(1),
P(e
∑N
i=2 gλ1 (λi)−(N−1)EESM(gλ1 ) ≥ e(N−1)η) ≤ e−Cη2N2
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for some C = C(δ). Note that here we use crucially the uniform bound on the derivative stated in
(20) required by the hypothesis of Theorem 2.1. Rephrasing we get that for any y > 1,
P(e
∑N
i=2 gλ1 (λi)−(N−1)EESM(gλ1 ) ≥ y) ≤ e−C log2(y).
Integrating over y > 1 we get that,∫
λ(1)
e
∑N
i=2 gλ1 (λi)−(N−1)EESM(gλ1 )fM−1,N−1dλ(1) = O(1).
Note that for the above choice of g in (21), for any value of λ1 > 4 + δ,∫ 5
0
|g′(x)| ≤ C(δ0). (24)
Thus by Lemma 2.8, and the uniformity assumptions on g, ((20)) that,
|EESMgλ1 −
∫
gλ1dMPy| = O
(
logN c log logN
N
)
. (25)
Furthermore, for the case M = N , the sharper result (17) can be used to replace the RHS in
(25) by O( 1N ). Now observe also that by (15), and the fact that the support of MPy is contained
in [0, 4] it follows that ∫
gλ1dMPy(x) = 2
∫
log(λ1 − x)dMPy(x)− 1. (26)
Thus using (22) we obtain that∫
λ(1):λ2≤λ1
V (λ1;λ
(1))2e−
∑N
i=2 λifM−1,N−1dλ(1) ≤
∫
λ(1)
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1) (27)
≤ e−N[2
∫
log(λ1−x)dMPy(x)−1]+O(logNc log logN).
Similarly for the lower bound using (23) we get,∫
λ(1):λ2≤λ1
V (λ1;λ
(1))2e−
∑N
i=2 λifM−1,N−1dλ(1) ≥
∫
λ(1):λ2≤4+δ/2
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1) (28)
≥ e−N[2
∫
log(λ1−x)dMPy(x)−1]+O(logNc log logN),
where for the last inequality we first observe that Theorem 2.1 implies that
PM−1,N−1
[
|
N∑
i=2
gλ1(λi)− (N − 1)EESM(gλ1)| < A,1(λ2 < (4 +
δ
2
))
]
≥ P
[
|
N∑
i=2
gλ1(λi)− (N − 1)EESM(gλ1)| < A
]
,
− P
[
1(λ2 < (4 +
δ
2
))
]
,
≥ 1/2− e−Θ(n),
where the last inequality follows by taking A = O(1) large enough depending on C appearing in
Theorem 2.1. The above bound implies that∫
λ(1):λ2≤4+δ/2
e
∑N
i=2 gλ1 (λi)fM−1,N−1dλ(1) (29)
≥ [e−(N−1)EESM(gλ1 )−A]P
[
|
N∑
i=2
gλ1(λi)− (N − 1)EESM(gλ1)| < A,1(λ2 < (4 +
δ
2
))
]
,
≥ e
−(N−1)EESM(gλ1 )−A
3
≥ e−N[2
∫
log(λ1−x)dMPy(x)−1]+O(logNc log logN),
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where the last inequality uses (25) and (26). For the M = N case, as discussed right after (25),
applying Theorem 2.2 and (16) allows us to replace the O
(
logN c log logN
)
term in (29) by O(1). 
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let H1(λ1) denote the LHS of (22) i.e.,
H1(λ1) :=
∫
λ(1):λ2≤λ1
V (λ1;λ
(1))2e−
∑N
i=2 λifM−1,N−1dλ(1). (30)
It follows from (9) that
P(λ1 > (4 + δ)) =
ZM−1,N−1
ZM,N
∫ L
(4+δ)
e−N(y
−1λ1−(y−1−1) log λ1)H1(λ1) dλ1 + P(λ1 > L). (31)
Using Theorem 1.1, it follows that we can ignore the second term in the above display as it is
exponentially smaller than the first term, if L is sufficiently large. Using (22), Lemma 3.4 and
Lemma 3.2 it follows that
P(λ1 ∈ (4 + δ, L)) ≤
∫ L
(4+δ)
exp
(
−NIy(λ1 − 4) +O(logN c log logN )
)
dλ1. (32)
The upper bound in the theorem follows just by observing that Iy(·) is increasing in λ1 and the
O(·) term is uniform. For the lower bound, observe using (23) and (28) we get
P(λ1 ∈ (4 + δ, L)) ≥
∫ L
(4+δ)
exp
(
−NIy(λ1 − 4) +O(logN c log logN )
)
dλ1, (33)
≥
∫ (4+δ)+1/N
(4+δ)
exp
(
−NIy(λ1 − 4) +O(logN c log logN )
)
dλ1, (34)
≥ exp
(
−NIy(δ) +O(logN c log logN )
)
. (35)

Next we supply the extra ingredients needed for the proof of Theorem 1.3.
Proof of Theorem 1.3. The proof follows the same lines of the proof of Theorem 1.4 by using the
M = N case of Lemma 3.4 in (32) and (33). The goal is to obtain the − logN term in the statement
of the theorem. To do this we discretize the integral appearing in (32) and (33) in steps of 1/N,
i.e., for
P(λ1 ∈ (4 + δ, L)) ≤
N(L−(4+δ))∑
j=0
∫ (4+δ)+ j+1
N
(4+δ)+ j
N
exp (−NI(λ1 − 4) +O(1)) dλ1 (36)
Using a uniform lower bound on the derivative of Iδ for δ > δ0 it follows that∫ (4+δ)+ j+1
N
(4+δ)+ j
N
exp (−NI(λ1) +O(1)) dλ1 ≤ exp(−NI(δ)) 1
N
exp(−I ′(δ)j).
Thus summing the above, it follows that the RHS in (36) is bounded by exp(−NI(δ)−logN+O(1)).
The lower bound follows from the same argument using the M = N case for (33). 
Using similar arguments we now finish the proof of Lemma 3.3
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Proof of Lemma 3.3. The argument is similar to the proof of Theorems 1.4 except we now de-
compose the joint density of n eigenvalues in to the top two and the last n − 2. Similar to (30),
define
H1,2(λ1, λ2) :=
∫
λ(1,2)
V (λ1, λ2;λ
(1,2))2e−2
∑N
i=2 λifM−2,N−2dλ(1,2),
where λ(1,2) := (λ3, . . . , λN ) and
V (λ1, λ2;λ
(1,2)) :=
∏
j 6=1,2
(λ1 − λj)
∏
j 6=1,2
(λ2 − λj).
For the moment fix λ1, λ2 satisfying
λ1 ≥ λ2, λ1 ≥ (4 + δ), λ2 ≥ (4 + δ
2
).
Similar to (20) we will now need to choose two functions gλ1(·) and gλ2(·). We choose gλ1 exactly
as in (20). gλ2 is now chosen by replacing δ by δ/2 in the definition of the former, i.e.,
gλ2(x) =
{
2 log(λ2 − x)− x for x ≤ 4 + δ4
gλ2(4 +
δ
4), otherwise.
(37)
We now get the following bound corresponding to (22),
H1,2(λ1, λ2) ≤
∫
λ(1,2)
e
∑N
i=3(gλ1 (λi)+gλ2 (λi))fM−2,N−2dλ(1,2). (38)
The next result similar to Lemma 3.4 with the exact same proof now gives a bound on the RHS
of (38).
log(H1(λ1, λ2)) = 2N [
∫
log(λ1 − x)dMP(x) +
∫
log(λ2 − x)dMP(x)]− 2N +O(1). (39)
As in (31), for any chosen L > 0,
P(λ1 > (4 + δ), λ2 ≥ (4 + δ
2
)) (40)
≤ ZM−2,N−2
ZM,N
∫
λ1≥λ2,(4+δ)≤λ1≤L,λ2≥(4+ δ2 )
|λ1 − λ2|e−N(λ1+λ2)H1,2(λ1, λ2) dλ1dλ2 + P(λ1 > L),
=
ZM−2,N−2
ZM,N
O(L)
∫
λ1≥λ2,(4+δ)≤λ1≤L,λ2≥(4+ δ2 )
e−N(λ1+λ2)H1,2(λ1, λ2) dλ1dλ2 + P(λ1 > L). (41)
Using Lemma 3.2, plugging in (39) into above and choosing L to be a large enough constant
dependent on δ we get that
P(λ1 ≥ 4 + δ, λ2 ≥ 4 + δ/2) ≤ e−N(I(δ))+I(
δ
2
))+O(1).
The proof of the lemma is now complete by comparing the above upper bound to P(λ1 ≥ (4 + δ))
from Theorem 1.3. 
4. Comparison of Rate Functions
Throughout we have been assuming M − N = o(N) but in this section we will pin down
quantitative dependence of our estimates on M − N. In particular we analyze how the rate
function Iy(·) depends on y. Throughout the following discussion for the ease of notation let
n = N2 ,m1 = n+ c, n1 = n− c for some non-negative integer c. For notational simplification, Pm,n
will denote the probability measure induced by the Wishart matrix of dimensions m× n. We now
proceed to compare Pm1,n1(m1λ1 ≥ (4 + δ)n) and Pn,n(nλ1 ≥ (4 + δ)n) for their direct relations to
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transversal fluctuations of polymers. Also recall g(n) defined right before the statement of Lemma
2.10. Let y = n1m1 and δˆ be such that
(4 + δ)n = (4 + δˆ)m1. (42)
Note that this implies
δˆ = δ − (1− y)
2
(4 + δ) = δ − (4 + δ) c
n
+O(
c2
n2
).
We now state the key proposition of this section.
Proposition 4.1.
Pm1,n1
(
λ1 ≥ (4 + δˆ)
)
= Pn,n (λ1 ≥ (4 + δ)) e−βδ(
c2
n
)+O( c
3
n2
+g(n)),
where βδ = −6−
∫
log(4 + δ − x)dMP+ (6 + δ) ∫ 14+δ−xdMP+ 2 ∫ 40 log(4+δ−x)2pi√x(4−x) dx.
The proof of the above involves several steps of analysis of the rate functions and for the ease of
reader we break it into several steps. By the proof of Theorem 1.4, it follows that
Pm1,n1
(
λ1 ≥ (4 + δˆ)
)
= eA0+A1+A2+A3+A4+O(g(n)),
where
A0 = log
Zm1−1,n1−1
Zm1,n1
, A1 =
(
2n1
∫
log(4 + δˆ − x)dMPy
)
,
A2 =
(
−n1
∫
xdMPy
)
, A3 = (m1 − n1) log(4 + δˆ), A4 = −m1(4 + δˆ).
Similarly let
Pn,n (λ1 ≥ (4 + δ)) = eB0+B1+B2+B3+B4+O(logn),
where Bi is the analogous quantity to Ai when c = 0 i.e., y = 1. (B0 := log(
Zn−1,n−1
Zn,n
)). Thus the
proof of Proposition 4.1 will proceed by comparing A0+A1+A2+A3+A4 with B0+B1+B2+B3+B4
by analyzing:
A0 −B1 = log Zm1−1,n1−1
Zm1,n1
− log Zn−1,n−1
Zn,n
, (43)
A1 −B1 =
(
2n1
∫
log(4 + δˆ − x)dMPy
)
−
(
2n
∫
log(4 + δ − x)dMP
)
, (44)
A2 −B2 =
(
−n1
∫
xdMPy
)
+
(
n
∫
xdMP
)
, (45)
A3 −B3 = (m1 − n1) log(4 + δˆ), (46)
A4 −B4 = −m1(4 + δˆ) +m(4 + δ). (47)
Although in principle the above bounds become better as c increases, the computations cannot
simply rely on perturbative arguments involving Taylor expansion for c. However for our purposes
we only need to show that the bounds do not deteriorate. Thus the abstract coupling result stated
in Theorem 1.5 suffices. This is proved in the following section using abstract facts about general
determinantal point process and could be of independent interest. The precise technical details for
the proof of Proposition 4.1 are provided in the Appendix (Section 9).
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5. Stochastic Inequalities for Point Processes
We will recall some basic facts, terminologies and notations about finite rank determinantal point
processes on R+. However we will be brief in our treatment and we refer the interested reader to [30]
for a well rounded survey on the subject. Let µ be a probability measure on R+. A collection Ω =
(X1, X2, . . . , Xn) of n random points on R+ is said to be a determinantal process with kernel K (and
background measure µ) if there is a projection kernel K of rank n (i.e., K(x, y) =
∑n
i=1 φi(x)φi(y)
for an orthonormal set {φ1, φ2, . . . , φn} in L2(R+, µ)) such that the joint density of (X1, X2, . . . , Xn)
with respect to the product measure µ⊗n is proportional to
f(x1, x2, . . . , xn) = det[K(xi, xj)1≤i,j≤n].
Let φM+N
2
−1, φM+N
2
−2, . . . , φ0 be the orthonormal functions in L
2(R+,MP) obtained by applying
Gram-Schmidt procedure to the functions x
M+N
2
−1, x
M+N
2
−2, . . . , x, 1 in that order. (Note that this
implicitly assumes M − N is even. For M − N odd, one looks at polynomials with half integer
degrees. x1/2, x3/2 . . . . Since our application will only involve the former case we will provide
arguments only in the case M −N being even.) Consider the Kernel
KM,N (x, y) =
M+N
2
−1∑
i=M−N
2
φi(x)φi(y), (48)
i.e., the projection kernel that projects onto the N dimensional subspace of L2(R+,MP) generated
by the functions x
M−N
2 , x
M−N
2
+1, . . . , x
M+N
2
−1. The following fact is well-known, and can easily be
derived from the joint density of eigenvalues of Wishart matrix.
Theorem 5.1. Let M − N be even and let XM×N (M ≥ N) be a matrix of i.i.d. standard com-
plex Gaussian entries. Then the eigenvalues (λ1, λ2, . . . , λN ) of X
∗X forms a determinantal point
process on R+ with background measure e−xdx, and projection kernel KM,N .
Proof. Recall from (9) that for any unnormalized vector λ the eigenvalue density of X∗X at λ is
g(λ) ∝ V (λ)2
N∏
i=1
λM−Ni e
−∑Ni=1 λi
Now for any λ = (λ1, λ2, . . . , λn) an easy calculation using rules of computing determinants
shows that
det [K(λi, λj)]
n
i,j=1 = g(λ).
Thus an easy application of orthonormality of the φis and the Cauchy-Binet theorem (see [30])
shows that λ is a determinantal point process. 
Note also that (48) implies that KM,N  KM+1,N−1 as operators where the inequality holds in the
positive definite sense. We now quote the following result about abstract coupling of determinantal
processes whose kernels are ordered in the positive definite sense.
Theorem 5.2. [30, Theorem 3.8]If K1 and K2 are two locally trace class positive contractions
on L2(R+, µ) such that K1  K2 then PK1  PK2 where PK denotes the determinantal point
process associated with the kernel K and  is used to denote the usual stochastic domination via
the probabilities of increasing events.
As a direct consequence of the above and the discussion preceding that we have the following
stochastic ordering result. If X1 and X2 are two random matrices with standard complex gaussian
entries of dimensions m + 1 × n − 1 and m × n respectively with (λ˜1 ≥ λ˜2 ≥ · · · ≥ λ˜n−1) and
(λ˜1 ≥ λ˜2 ≥ · · · ≥ λ˜n) being the ordered eigenvalue sequence of X∗1X1 and X∗2X2 respectively
following laws Pm1,n1 and Pm,n.
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Corollary 5.3. Pm1,n1  Pn,n and hence in particular λ1 stochastically dominates λ˜1.
Given the above preparations we are now ready to prove Theorems 2 and 3.
6. Proof of Theorem 2: Transversal Fluctuation Upper Bound
Throughout this section, for notational convenience we shall assume that n is even. The reader
will notice that the proofs go through verbatim for n odd by considering the polymer to n + 1
instead. We will also denote (log n)C log logn by h(n) where 2C is bigger than c appearing in the
definition of g(n) defined right before Lemma 2.10. We start by outlining the basic steps. For
v ∈ J1, nK2, let Γn(v) denote the maximal weight path from 1 to n passing through v and let Rn
denote the set of all vertices v = (v1, v2) ∈ J0, nK2 such that |v1− v2| ≥ n1/2h(n). Clearly it suffices
Rn
Figure 2. Figure illustrating the region Rn, described above which the polymer
conditioned on the upper tail event, avoid.
to show that ∑
v∈Rn
P(`(Γn(v)) ≥ (4 + δ)n)
P(Tn ≥ (4 + δ)n) = o(1).
We shall control this sum by separately summing over v ∈ Rn(t) where t ∈ [2n], Rn(t) : Rn ∩Lt
where Lt denotes the line
Lt := {(v1, v2) ∈ Z2 : v1 + v2 = t}. (49)
Recall from (1) that Dn(t) is the transversal fluctuation of the geodesic Γn at time t. Since Γn
is a nearest neighbor path, we have Dn(t) ≤ t for all t, hence it suffices to prove the following
proposition.
Proposition 6.1. For each t ∈ Jn1/2h(n)2 , n− n1/2h(n)2 K, we have∑
v∈Rn(2t)
P(`(Γn(v)) ≥ (4 + δ)n)
P(Tn ≥ (4 + δ)n) = o(n
−1).
For the remainder of this section, let us fix t ∈ Jn1/2h(n)2 , n− n1/2h(n)2 K. We first make the following
basic observation which will be useful.
Observation 6.2. With the above notation; `(Γn(v)) is stochastically dominated by T1,v + T
′
v,n
where T ′v,n is an independent copy of Tv,n.
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Proof. Note that `(Γn(v)) = T1,v + Tv,n −Xv since Xv (the exponential variable corresponding to
v see Section 1.1) contributes to both T1,v and Tv,n. Thus `(Γn(v))  T1,v + Tv,n −Xv +X ′v where
Xv is an independent copy of X
′
v. Now the proof is complete by noticing that Tv,n −Xv +X ′v has
the same law as Tv,n and is independent of T1,v. 
Now the monotonicity result in Theorem 1.5 and the obvious symmetry about the diagonal,
immediately leads to the following observation, which will reduce the task of proving Proposition
6.1 to proving it for one choice of v.
Observation 6.3. Fix t ∈ Jn1/2 h(n)2 , n−n1/2 h(n)2 K. For each v ∈ Rn(2t), `(Γn(v)) is stochastically
dominated by T1,v0 + T
′
v0,n where v0 = v0(t) := (t+
n1/2h(n)
2 , t− n
1/2h(n)
2 ).
Observation 6.3 reduces Proposition 6.1 to the following.
Proposition 6.4. Fix t ∈ Jn1/2 h(n)2 , n− n1/2 h(n)2 K. For v0 as above we have,
P(T1,v0 + T ′v0,n ≥ (4 + δ)n)
P(Tn ≥ (4 + δ)n) = o(n
−2). (50)
Ln = {x+ y = n}
Lt = {x+ y = 2t}
v
w
Figure 3. v and w are two point in Rn(2t) and Rn(n) respectively. The blue
and the red paths denote the best paths passing through v and w. Proposition 6.1
shows that, conditioned on the upper tail event, no such path is likely to be the
global polymer.
We comment at this point that the reduction above is not a necessity, we shall prove upper
bounds on P(T1,v + T ′v,n ≥ (4 + δ)n) that gets progressively worse as v moves away from the
diagonal on Lt; however for a technical convenience it will be easier to restrict our argument for
v = (v1, v2) where |v1 − v2| = o(t ∧ (n − t)). Observe now that, using the sharp non-asymptotic
lower bound for P(Tn ≥ (4+δ)n) obtained in Theorem 1.3, we shall need the following upper bound
of the numerator of (50).
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Proposition 6.5. In the setting of Proposition 6.4, we have
logP(T1,v0 + T ′v0,n ≥ (4 + δ)n) ≤ −nI(δ)−Θ(h(n)).
We first finish the proof of Proposition 6.4 using the above.
Proof of Proposition 6.4. Follows by plugging in the conclusion of Theorem 1.3 and the above upper
bound and noticing that e−h(n) decays to zero super-polynomially in n. 
We now prove Proposition 6.5.
Proof of Proposition 6.5. Towards the proof of Proposition 6.5, let us set εn :=
1
n2
and for j ∈ Z
let Gj (resp. G′j) denote the event that T1,v0 ≥ (4 + δ)t + jεn (resp. T ′v0,n ≥ (4 + δ)(n− t) + j′εn).
Clearly,
P(T1,v0 + T ′v0,n ≥ (4 + δ)n) ≤
∑
j+j′≥−1
P(Gj)P(G′j′). (51)
Moreover let jmax be such that jmaxεn = (4 + δ)n and jmin = −jmax. We now see that we can
restrict the above sum to jmin ≤ j, j′ ≤ jmax. Thus there are O(n3) terms in the sum. Clearly,
there is no loss of generality is assuming t ≤ n2 . We first prove Proposition 6.5 in the special case
of t = n2 . We will then need some extra estimates to extend the same proof for general t.
Observe that by the strict convexity of the rate function I(·) we know that there exists ε =
ε(δ) > 0 such that I(2δ − ε) > 2I(δ). Let j∗ be such that (j∗ − 1)εn = (δ − ε)n/2. It follows that
if max(j, j′) ≥ j∗ then
logP(Gj)P(G′j′) ≤ −n(I(δ) + c), (52)
for some c > 0 and hence those terms contribute at most e−n(I(δ)+c)O(n3) to the sum in (51). Thus
these can be ignored for the purpose of the proof of Proposition 6.5. So from now on we shall
restrict ourselves to the case where max(j, j′) ≤ j∗. Let us also introduce the following notations:
N1 :=
n
2
− n1/2h(n); M1 := n
2
+ n1/2h(n); y :=
N1
M1
.
Fix (j, j′) such that j + j′ ≥ −1 and max(j, j′) ≤ j∗. Note that, by our choice of jmax and the
constraint on (j, j′) it follows that δ + (min(j, j′))2εnn > ε and δ + (max(j, j
′))2εnn ≤ 2δ and we can
apply Theorem 1.4 to conclude that
logP(Gj) = −N1Iy(δ + j 2εn
n
) +O(g(n));
logP(G′j′) = −N1Iy(δ + j′
2εn
n
) +O(g(n)).
Again, to reduce notational overhead let us set δj := δ + j
2εn
n . Now by Proposition 4.1
N1Iy(δj) ≥ n
2
I(δj) + Θ(h
2(n)).
This implies,
logP(Gj)P(G′j′) ≤ −n
(
I(δj) + I(δj′)
2
)
−Θ(h2(n)) +O(g(n)).
By convexity and monotonicity of I(·), and our choice of (j, j′)
I(δj) + I(δj′)
2
≥ I(δ−1) ≥ I(δ)− cεn
n
for some c bounded away from ∞ (as I(·) is continuously differentiable with derivative bounded
by 2). Since there are only O(n3) terms in (51) this completes the proof of Proposition 6.5 for the
case t = n/2.
Note that in the above, t = n/2 was used implicitly to restrict the values of j, j′ to be less than
j∗. However when t is much smaller, j could potentially be much bigger. This calls for some extra
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estimates that we present next. First of all recall that as pointed out after (4), the rate function
Iδ is not quite strongly convex and the hessian decays to zero as δ approaches infinity. We record
the following useful lemma.
Lemma 6.6. Fix any δ > 0. Then there exists C = Cδ > 0 such that uniformly for any α ∈ [0, 1/2]
and δ1 and δ2 such that αδ1 + (1− α)δ2 = δ
α1I(δ1) + (1− α)I(δ2)− I(δ) ≥ Cδ
[
(1− α)(δ2 − δ)2 + α[min((δ1 − δ)2, |δ1 − δ|)
]
Proof. For the moment let us assume δ1 < δ. which implies δ2 ≤ 2δ. Then by Taylor expansion:
I(δ1) ≥ I(δ) + (δ1 − δ)I ′(δ) + I ′′(δ)(δ1 − δ)2
Above we use that in fact I ′′(δ) is decreasing in δ. Now for δ2, similarly we have
I(δ2) ≥ I(δ) + (δ2 − δ)I ′(δ) + I ′′(δ2)(δ1 − δ)2
Since δ2 < 2δ, we can take Cδ = I
′′(2δ) and we are done. However, when δ1 > δ, the situation is
slightly more complicated since α can be really close to zero pushing δ1 towards infinity where the
hessian becomes almost zero. If δ1 < 2δ then the above argument works. When δ1 > 2δ we use the
following bound instead (using I ′(δ) is increasing in δ,)
I(δ1) ≥ I(δ) + I ′(δ)(3δ
2
− δ) + I ′(3δ
2
)(δ1 − 3δ
2
), which by re-arranging
= I(δ) + I ′(δ)(δ1 − δ) + [I ′(3δ
2
)− I ′(δ)](δ1 − 3δ
2
).
The above and the fact that by hypothesis δ1 − 3δ2 = Θ(δ1 − δ), completes the proof in the case
δ1 ≥ 2δ. 
Let vt = (t/2, t/2) and let L1 and L2 be the polymer weights from 1 and n respectively to vt.
The next lemma uses the above lemma to show that for any t1 = t, the excess polymer weight is
more or less distributed proportionally between the polymer to the line {x+ y = 2t1} and beyond.
Let n− t1 = t2 and L1 and L2 denote T1,vt and Tvt,n respectively.
Lemma 6.7. Fix δ > 0. Uniformly for any δ1, δ2 > 0 which satisfy t1δ1 + t2δ2 ≥ nδ,
P(L1 ≥ (4+δ1)t1)P(L2 ≥ (4+δ2)t2) ≤ e−
[
I(δ)n+nΘ
(
t1
t1+t2
(min((δ1−δ)2,(δ1−δ)))+ t2t1+t2 (δ2−δ)
2
)]
+O(4+δ1+δ2).
Proof. As a straightforward consequence of Proposition 3.1 we get
P(L1 ≥ (4 + δ1)t1)P(L2 ≥ (4 + δ2)t2) ≤ e−t1I(δ1)−t2I(δ2)+O(4+δ1+δ2). (53)
Now notice that t1δ1 + t2δ2 ≥ (t1 + t2)δ. So by Lemma 6.6,
t1
t1 + t2
I(δ1) +
t2
t1 + t2
I(δ2)− I(δ) ≥ Θ
(
t1
t1 + t2
min((δ1 − δ)2, (δ1 − δ)) + t2
t1 + t2
(δ2 − δ)2
)
.

We will now consider the above estimates in the context of the sum in (51) by taking δ1 and δ2
to be such that
t1δ1 = t1δ + jεn,
t2δ1 = t2δ + j
′εn.
Since t2 ≥ n2 , it follows that the above choices of δ1 and δ2 can contribute to the sum in (51) only
when (considering the sum in (51) has only O(n3) many terms),
(δ2 − δ)2 ≤ O( log n
n
) and t1(δ1 − δ)2 ≤ O(log n). (54)
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Now recall from Proposition 6.1 that t1 ≥
√
n and hence (δ1 − δ)2 ≤ O(log(n))n . However even
though so far we have focussed only on vt = (t/2, t/2) to finish the proof of Proposition 6.5, we
have to bound the expression
P(T1,v0 ≥ (4 + δ1)t1)P(Tv0,n ≥ (4 + δ2)t2)
where v0 = v0(t) := (t+
n1/2h(n)
2 , t− n
1/2h(n)
2 ). Just by the monotonicity result in Theorem 1.5, the
same bounds as in Lemma 6.7 and hence the conclusions in (54) continue to hold. Now since both
δ1 and δ2 are bounded away from zero and infinity, by Theorem 1.4, and Proposition 4.1 we have
the following conclusion from (53).
P(T1,v0 ≥ (4 + δ1)t1)P(Tv0,n ≥ (4 + δ2)t2) ≤ e−I(δ)n−Θ(t1(δ1−δ)
2+t2(δ2−δ)2)−Θ(h(n)).
The above estimate along with (51), completes the proof of Proposition 6.5. 
7. Proof of Theorem 3: Transversal Fluctuation Lower Bound
The proof will rely on the sharp on-diagonal large deviation in Theorem 1.3 and the monotonicity
result Theorem 1.5 which will allow us to bound the off-diagonal terms by the on diagonal term. As
outlined before, the main work in proving Theorem 3 goes into proving the following proposition.
Proposition 7.1. Fix δ > 0. There exists a constant C = C(δ) > 0 such that we have for all n
sufficiently large
P(T1,v∗ + T ′v∗,n) ≥ (4 + δ)n | Uδ(n)) ≤
C√
n
where v∗ = (n2 ,
n
2 ).
(n2 − x, n2 + x)
(n2 ,
n
2 )
x = c
√
n
Figure 4. Figure illustrating the proof of Theorem 3. The red path denotes the
actual polymer conditioned on the upper tail event. We show that the best path
passing through (n/2, n/2) only has a chance of O( 1√
n
) of being the polymer. The
same conclusion holds for the path passing through (n2 − x, n2 + x) for any x by the
monotonicity result Theorem 1.5.
Using Proposition 7.1, it is now easy to prove Theorem 3.
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Proof of Theorem 3. We shall show that P(Dn(n) ≤ cn1/2 | Uδ(n)) → 0 as c → 0 which clearly
suffices. For v ∈ L(n), let Av denote the event that Γn passes through v. Let L∗(c, n) denote the
set of all v = (n/2 + x.n/2− x) ∈ L(n) such that |x| ≤ cn1/2. Hence it suffices to show that∑
v∈L∗(c,n)
P(Av | Uδ(n))→ 0 (55)
as c→ 0 for all n sufficiently large. It is clear that for each v ∈ L(n) we have
P(Av | Uδ(n)) ≤ P(`(Γn(v)) ≥ (4 + δ)n | Uδ(n)).
Now it follows that
P(`(Γn(v)) ≥ (4 + δ)n | Uδ(n)) ≤
P(T1,v + T ′v,n ≥ (4 + δ)n)
P(Uδ(n)) ,
≤ P(T1,v∗ + T
′
v∗,n ≥ (4 + δ)n)
P(Uδ(n)) .
where the first inequality follows from Observation 6.2 and the second inequality is a straightforward
consequence of Theorem 1.5. The proof is now complete as (55) follows from the above and
Proposition 7.1. 
We now provide the details of the proof of Proposition 7.1.
Proof of Proposition 7.1. We first write down a variant of the sum in (51).
P(T1,v∗ + T ′v∗,n ≥ (4 + δ)n) ≤ 2
∑
i≥0:δ−i≥ε
P(T1,v∗ ≥ (4 + δ−i)n)P(T ′v∗,n ≥ (4 + δi)n). (56)
where δi = δ +
i
n and by the discussion preceeding (52), the above sum can be restricted to the
case neither δ−i is at least ε for some ε = ε(δ) > 0. Using Theorem 1.3 we obtain the following
bound on the RHS of (56).∑
i
e−[
I(δi)+I(δi−1)
2
]n−2 logn+O(1) = O(1)e− logn
∑
i
e−I(δ)n−I
′′(δ) i
2
n
−logn
= O(1)e− logn
e−I(δ)n√
n
.
Thus we are done by observing that the above along with Theorem 1.3 implies that,
P(T1,v∗ + T ′v∗,n ≥ (4 + δ)n)
P(Tn ≥ (4 + δ)n) ≤
O(1)√
n
.

8. Concluding remarks and future directions
We include a discussion of possible extensions of Theorem 1 and outline some directions of future
research. The transversal fluctuation exponent 1/2 we have established for the polymer in the upper
tail large deviation regime should be universal for a large class of two dimensional models of last
passage percolation. However, unlike the lower tail case in [9], since our current method relies on the
connections to random matrices, extending the result to general classes of LPP models remains an
open problem. Nonetheless, for certain exactly solvable models of last two dimensional last passage
percolation, one hopes that our method can be pushed through to obtain the same exponent.
Observe that the main ingredient for the upper bound was to obtain the sharp asymptotics of
the large deviation probability, which in turn used the representation of the last passage time as
the position of the top particle in a certain determinantal process on R (eigenvalues of LUE) and
the explicit joint density of the particles of the same. The key property used in such context was
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the rigidity property of eigenvalues which is true for a vast class of determinantal processes (see
for e.g. [20]). Thus we expect our proof approach to work for other integrable models of last
passage percolation with such connections including the Brownian Last Passage Percolation and
Poissonian Last passage Percolation or the problem of the longest increasing subsequence of random
permutations. We elaborate further on this point below.
The most natural setting to extend our result is that of Brownian last passage percolation or
the so called O’Connell-Yor polymer (see [34, 24] for a precise definition). It is well-known [16]
that in Brownian LPP the passage time Ln,t from (0, 0) to (t, n) is equal in distribution to
√
tλ1
where λ1 is the largest eigenvalue of an n × n GUE matrix whose eigenvalues λ1 > λ2 > · · · > λn
has joint density proportional to V (λ)2e−
1
2
∑
λ2i . It is also well-known [2] that
Ln,n
2n → 1 a.s. and
− log P(Ln,n≥(2+δ)n)n converges to a rate function I˜(δ), which is explicit. Following the same line of
arguments as in the proof of Theorem 1.3 and using rigidity results for GUE eigenvalues [21] one
should be able to show that P(Ln,n > (2 + δ)n) = −nI(δ) − log n + O(1). Satya Majumdar has
informed us that results of a similar flavor have been derived in the physics literature using different
methods in [13, 33]. Observing that Ln,t has the same distribution as
√
tLn,1 for every n ∈ N and
t > 0, and following the same line of arguments as in this paper one should be able to prove results
analogous to Theorems 2 and 3 in this setting as well. However we do not pursue working the
details out precisely in this paper.
For the model of Poissonian last passage percolation on R2 where one studies the length of the
longest increasing path in a Poisson point process, using the RSK correspondence, one can show
that the maximum number of points in an increasing path has the same distribution as the size of
the top row of a Young Tableaux drawn from the Poissonized Plancherel measure [35]. The sizes
of the rows of such a Young Tableaux forms a discrete determinantal process and one might try to
carry our strategy of proof in this case also, invoking rigidity results in such context.
One natural question to ask is if there exists a non-trivial weak scaling limit of the polymer
conditional on the upper tail large deviation event. More precisely, consider the following. Recall
that for t ∈ 0, 1, . . . , 2n, ( t2 + Dn(t), t2 − Dn(t)) denotes the unique point on the polymer on the
anti-diagonal line x + y = t. Consider the process D∗n(s) :=
√
Dn(s2n)√
n
extended to s ∈ [0, 1] by
linear interpolation. Does D∗n conditional on {Tn ≥ (4 + δ)n} converge to a Brownian bridge? We
shall take up this question in a future project where we plan to use various representations for the
evolution of the polymer weight profile to compute the correlation structure of the polymer weight
across different times conditional on the large deviation event. A preliminary step is to show that
the one point distribution of say D∗n(
1
2) is given by a Gaussian Random variable. We believe that it
might already be possible to show using our techniques that the limit, if exists is Ho¨lder 1/2−. We
also wish to point out that even for the typical behavior of the polymer, existence of such a scaling
limit was open for a long time, and was established only very recently in a breakthrough work [17]
starting with the model of Brownian LPP. They also establish that the scaling limit was Ho¨lder
2/3−, as is expected given the typical transversal fluctuation scaling (see also [25]). The scaling
limit there is described as a functional of the so-called Airy Sheet. However the distributional
properties are not very explicit and hence a better understanding of such scaling limits remain an
important research area.
9. Appendix
We finish with the details of the Proof of Proposition 4.1. We start with the following key
estimate.
Theorem 9.1. Let z = 1−√y, and recall (42). Let
I :=
∫
(4 + δˆ − x) dMPy −
∫
(4 + δ − x) dMP.
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Then I = Az +Bz2 + o(z2) as z → 0 where
A = −1 +
∫
log(4 + δ − x) dMP− log(4 + δ);
B = −1
2
−3
2
log(4+δ)+(
1
2
(2+δ)+2)
∫
1
4 + δ − xdMP+
∫
log(4+δ−x) dMP+
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx.
Using the standard change of variable that takes MP to MPy (x→ (1−z)x+z2) and substituting√
y = 1− z we get
I =
∫
4
0
 log
(
(4 + δ − x)(1− z + z22 ) + z
2(x−2)
2
)
(1− z)x+ z2 −
log(4 + δ − x)
x

√
x(4− x)
2pi
dx.
Write I = I1 + I2 where
I1 =
∫
4
0
 log
(
(4 + δ − x)(1− z + z22 ) + z
2(x−2)
2
)
(1− z)x+ z2 −
log(4 + δ − x)
(1− z)x+ z2

√
x(4− x)
2pi
dx; and
I2 =
∫ 4
0
[
log(4 + δ − x)
(1− z)x+ z2 −
log(4 + δ − x)
x
] √
x(4− x)
2pi
dx.
Theorem 9.1 will follow from the next two propositions.
Proposition 9.2. As z → 0, we have I1 = A1z + B1z2 + o(z2) where A1 = −1 and B1 =
−12 + 12(2 + δ)
∫
1
4+δ−xdMP.
Proposition 9.3. As z → 0, we have I2 = A2z +B2z2 + o(z2) where
A2 =
∫
log(4 + δ − x) dMP− log(4 + δ);
B2 = −3
2
log(4 + δ) + 2
∫
1
4 + δ − xdMP+
∫
log(4 + δ − x) dMP+
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx.
We first prove Proposition 9.2.
Proof of Proposition 9.2. Observe that
I1 =
∫
4
0
 log
(
(1− z + z22 ) + z
2(x−2)
2(4+δ−x)
)
(1− z)x+ z2

√
x(4− x)
2pi
dx.
Call the term inside the bracket S. Observe that the numerator of S if of the form log(1+w) where
|w| < 1 for z small enough. By Taylor expanding the numerator of S at z = 0 we get
S =
−z + z2(x−2)2(4+δ−x) +O(z3)
(1− z)x+ z2
where the constant in the O(·) term depends on x but is uniformly bounded above for x ∈ [0, 4]. This
together with the observation that the denominator of S is Θ(x) for z small and that
√
(4− x)/x
is integrable at 0 implies
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I1 = z
∫
4
0
−1 + z(x−2)2(4+δ−x)
(1− z)x+ z2
 √x(4− x)
2pi
dx+O(z3).
We now write I1 = I11 + I12 +O(z
3) where
I11 = −z
∫ 4
0
1
(1− z)x+ z2
√
x(4− x)
2pi
dx; and
I12 = z
2
∫ 4
0
(x−2)
2(4+δ−x)
(1− z)x+ z2
√
x(4− x)
2pi
dx.
To control I11 and I12 we need the following fact:∫ 4
0
1
(ax+ b)
√
x(4− x)
2pi
dx =
−√4ab+ b2 + 2a+ b
2a2
(57)
if a, b > 0. Using this with a = (1− z) and b = z2 gives
I11 = −z z(z − 2) + 2(1− z) + z
2
2(1− z)2 = −z.
Now moving on to I12, observe that simple algebra gives
I12 = −z
2
2
∫ 4
0
√
x(4− x)
2pi((1− z)x+ z2) dx+
z2(δ + 2)
2
∫ 4
0
1
(4 + δ − x)
√
x(4− x)
2pi((1− z)x+ z2) dx.
Using (57) for the first term and observing that we have (by DCT)∫ 4
0
1
(4 + δ − x)
√
x(4− x)
2pi((1− z)x+ z2) dx→
∫
1
(4 + δ − x) dMP
yields
I12 = −z
2
2
+ z2
δ + 2
2
∫
1
(4 + δ − x) dMP+ o(z
2)
as z = 0. Combining with the above gives
I1 = −z +
(
−1
2
+
δ + 2
2
∫
1
(4 + δ − x) dMP
)
z2 + o(z2)
as z → 0 completing the proof. 
We now move towards the proof of Proposition 9.3 which is more involved and we need a number
of preparatory lemmas.
Lemma 9.4. Let
I21 =
∫ 4
0
log(4 + δ − x)
(1− z)x+ z2
√
x(4− x)
2pi
dx.
Then, as z → 0,
I21 =
∫
log(4 + δ − x) dMP+ o(1).
Proof. Observe that
I21 =
∫
log(4 + δ − x) x
(1− z)x+ z2dMP.
Now the proof is completed by noticing that x
(1−z)x+z2 is uniformly bounded for x ∈ [0, 4] and
z ∈ [0, 1], and applying DCT. 
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Lemma 9.5. Let
I22 =
1
2pi
∫ 4
0
log(4 + δ − x)√4− x√
x((1− z)x+ z2) dx.
Then as, z → 0 we have
I22 = log(4 + δ)
1
z
+
log(4 + δ)
2
− 2
∫
1
4 + δ − x dMP−
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx+ o(1).
Proof of Lemma 9.5 involves some heavy computation so we postpone it for the moment and
complete the proof of Proposition 9.3.
Proof. We start by observing that
I2 =
∫ 4
0
log(4 + δ − x)
x
[
x− (1− z)x− z2
(1− z)x+ z2
] √
x(4− x)
2pi
dx
= z
∫ 4
0
log(4 + δ − x)
x
[
(x− z)
(1− z)x+ z2
] √
x(4− x)
2pi
dx
= z
∫ 4
0
log(4 + δ − x)
x
[
1 +
(x− z)
(1− z)x+ z2 − 1
] √
x(4− x)
2pi
dx
= z
∫ 4
0
log(4 + δ − x)
x
[
1 +
zx− z2 − z
(1− z)x+ z2
] √
x(4− x)
2pi
dx
= z
∫
log(4 + δ − x) dMP+ z2
∫ 4
0
log(4 + δ − x)
x
[
x− z − 1
(1− z)x+ z2
] √
x(4− x)
2pi
dx
= z
∫
log(4 + δ − x) dMP+ z2I21 − z2(z + 1)I22.
Using Lemma 9.5 we now have
−(z+1)I22 = − log(4+δ)1
z
+
(
−3
2
log(4 + δ) + 2
∫
1
4 + δ − x dMP+
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx
)
+o(1)
as z → 0. Using this together with Lemma 9.4 we get
I2 =
(∫
log(4 + δ − x) dMP− log(4 + δ)
)
z
+
(
−3
2
log(4 + δ) + 2
∫
1
4 + δ − xdMP+
∫
log(4 + δ − x) dMP+
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx
)
z2
+ o(z2)
as z → 0 completing the proof of the proposition. 
We now move towards the proof of Lemma 9.5. For this proof we shall write I22 = I221 + I222
where
I221 =
1
2pi
∫ 4
0
log(4 + δ − x)√4− x− 2 log(4 + δ)√
x((1− z)x+ z2) dx; and
I222 =
2 log(4 + δ)
2pi
∫ 4
0
1√
x((1− z)x+ z2) dx.
We shall control I221 and I222 separately in the next two lemmas which put together will immediately
imply Lemma 9.5.
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Lemma 9.6. With the above notations we have
I221 =
log(4 + δ)
pi
− 2
∫
1
(4 + δ − x) dMP−
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx+ o(1)
as z → 0.
Proof. Observe first that
| log(4 + δ − x)√4− x− 2 log(4 + δ)|
x3/2
is integrable on [0, 4] since it behaves like 1√
x
near 0. This and observing that (1− z)x+ z2 = Ω(x)
uniformly for x ∈ [0, 4] and for small z implies that DCT is applicable and
I221 =
1
2pi
∫ 4
0
log(4 + δ − x)√4− x− 2 log(4 + δ)
x3/2
dx+ o(1)
as z → 0. Integrating by parts we get
1
2pi
∫ 4
0
log(4 + δ − x)√4− x− 2 log(4 + δ)
x3/2
dx =
[
−2x−1/2(log(4 + δ − x)√4− x− 2 log(4 + δ))
2pi
]4
0
−
∫ 4
0
2x−1/2
2pi
( √
4− x
4 + δ − x +
log(4 + δ − x)
2
√
4− x
)
dx
=
log(4 + δ)
pi
− 2
∫
1
log(4 + δ − x) dMP
−
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx,
completing the proof of the lemma. 
Lemma 9.7. With the above notations we have
I222 =
log(4 + δ)
z
+
log(4 + δ)
2
− log(4 + δ)
pi
+ o(1)
as z → 0.
Proof. We use the following three facts which are easy to verify:
∫ 4
0
1√
x(bx+ a)
dx =
2 arctan
(
2
√
b
a
)
√
ab
∀a, b > 0. (58)
arctan
(
z
2
√
1−z
)
√
1− z =
z
2
+O(z2) as z → 0. (59)
1√
1− z = 1 +
z
2
+O(z2) as z → 0. (60)
Using (58) with a = z2 and b = (1− z) gives
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I222 =
2 log(4 + δ)
2pi
2 arctan
(
2
√
1−z
z2
)
√
z2(1− z)
=
4 log(4 + δ)
2pi
(
pi
2 − arctan z2√1−z
)
z
√
1− z
=
log(4 + δ)
z
√
1− z −
4 log(4 + δ)
2pi
arctan z
2
√
1−z
z
√
1− z .
Using this together with (59) and (60) we get
I222 =
log(4 + δ)
z
[
1 +
z
2
+O(z2)
]
− 4 log(4 + δ)
2piz
[z
2
+O(z2)
]
=
log(4 + δ)
z
+
log(4 + δ)
2
− log(4 + δ)
pi
+O(z)
as z → 0 completing the proof of the lemma.

We are now ready to prove Theorem 9.8 which directly implies Proposition 4.1. Let us recall the
set up: n is a large integer and let 0 ≤ c ≤ n be in N. Set m1 = n+ c, n1 = n− c and y = n1m1 ≤ 1.
Define,
A0 = log
Zm1−1,n1−1
Zm1,n1
, B0 = log
Zn−1,n−1
Zn,n
, (61)
A1 =
(
2n1
∫
log(4 + δˆ − x)dMPy
)
, B1 =
(
2n
∫
log(4 + δ − x)dMP
)
, (62)
A2 = −n1
∫
xdMPy, B2 = −n
∫
xdMP, (63)
A3 = (m1 − n1) log(4 + δˆ), B3 = −(n− n) log(4 + δ), (64)
A4 = −m1(4 + δˆ), B3 = −n(4 + δ), (65)
where δˆ is defined by (4 + δ)n = (4 + δˆ)m1. Our main objective is to prove the following result.
Theorem 9.8. For δ > 0, with the notations as above, we have
4∑
i=0
(Ai −Bi) = −βδ c
2
n
+ o
(
c2
n
)
as cn → 0 for some βδ > 0.
We note down some preparatory facts before starting with the proof of Theorem 9.8 starting by
recalling (43)-(47).
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A0 −B1 = log Zm1−1,n1−1
Zm1,n1
− log Zn−1,n−1
Zn,n
(66)
A1 −B1 =
(
2n1
∫
log(4 + δˆ − x)dMPy
)
−
(
2n
∫
log(4 + δ − x)dMP
)
, (67)
A2 −B2 =
(
−n1
∫
xdMPy
)
+
(
n
∫
xdMP
)
= c by (15), (68)
A3 −B3 = 2c log(4 + δˆ), (69)
A4 −B4 = −m1(4 + δˆ) + n(4 + δ) = 0 by definition of δˆ. (70)
Our main job will be to control A1 − B1 which is done using Theorem 9.1, but first let us go
about the easier tasks of controlling A0 −B0 and A3 −B3.
Lemma 9.9. We have A0 −B0 = c− 6c2n + o( c
2
n ) as
c
n → 0.
Proof. Recall Lemma 3.2 i.e., log
Zm1,n1
Zm1−1,n1−1
= −2n1 −m1 + n1 log n1m1 +O(1). Thus,
log(
Zm1,n1
Zm1−1,n1−1
) = −3n+ c+ (n− c) log(1− 2c
n+ c
) +O(1)
= −3n+ c+ (n− c)(− 2c
n+ c
+
1
2
(
2c
n+ c
)2
+O(
c3
n3
))
= −3n+ c+ (n− c)(− 2c
n+ c
+
1
2
(
2c
n+ c
)2
) +O(
c3
n2
)
= −3n− c+ 6c
2
n
+O(
c3
n2
).

Lemma 9.10. We have A3 −B3 = 2c log(4 + δ)− 2c2n + o( c
2
n ) as
c
n → 0.
Proof. Observe that, by definition of δˆ we have
log(4 + δˆ) = log(4 + δ) + log
(
1
1 + cn
)
= log(4 + δ)− c
n
+ o(
c
n
) (71)
as cn → 0. The lemma follows. 
We now provide the remaining details of the proof of Theorem 9.8.
Proof of Theorem 9.8. Observe that
A1 −B1 = 2n
(∫
log(4 + δˆ − x)dMPy −
∫
log(4 + δ − x)dMP
)
− 2c
(∫
log(4 + δˆ − x)dMPy −
∫
log(4 + δ − x)dMP
)
− 2c
∫
log(4 + δ − x)dMP.
Notice now that
y =
n− c
n+ c
= 1− 2c
n
+
2c2
n2
+O(
c3
n3
)
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as cn → 0. Using the notation from Theorem 9.1, we have
z = 1−√y = c
n
− c
2
2n2
+O(
c3
n3
).
Using this together with Theorem 9.1, we get, as cn → 0 that
A1 −B1 = c
(
2A− 2
∫
log(4 + δ − x)dMP
)
+
c2
n
(−3A+ 2B) + o(c
2
n
),
where A and B are as in Theorem 9.1. Putting this together with (68), (70), Lemma 9.9 and
Lemma 9.10 we get
4∑
i=0
(Ai −Bi) = αδc− βδ c
2
n
+ o(
c2
n
)
where αδ = 2 + 2 log(4 + δ) + 2A− 2
∫
log(4 + δ − x)dMP = 0 by plugging in the value of A from
Theorem 9.1; and, recalling
A = −1 +
∫
log(4 + δ − x) dMP− log(4 + δ);
B = −1
2
−3
2
log(4+δ)+(
1
2
(2+δ)+2)
∫
1
4 + δ − xdMP+
∫
log(4+δ−x) dMP+
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx,
we get
−βδ = −6 + (−3A+ 2B)− 2 = −6−
∫
log(4 + δ − x)dMP
+ (6 + δ)
∫
1
4 + δ − xdMP+ 2
∫ 4
0
log(4 + δ − x)
2pi
√
x(4− x) dx.
Computation of standard integrals show that −β0 = −4. Simple analysis also shows that −β∞ =
−5. Differentiation under integral sign in δ, shows that
−β′δ = −
∫
(6 + δ)
(4 + δ − x)2dMP+ 2
∫
1
2pi(4 + δ − x)√x(4− x) ,
= − (6 + δ)
(4 + δ)3/2
√
δ
+
1√
(4 + δ)δ
< 0.

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