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STFT Short-time Fourier transform kratkočasovna Fourierjeva
transformacija




največji trikotnik v treh koših
CPE central processing unit centralno procesna enota
GPE graphics processing unit grafično procesna enota
HLSL High-Level Shading Language visokonivojski jezik za senčil-
nike
FPS frames per second sličic na sekundo
RGB red, green and blue rdeča, zelena in modra




Naslov: Interaktivna 3D-vizualizacija velikih količin meritvenih podatkov
Avtor: Domen Dolanc
Diplomska naloga opisuje postopek vizualizacije velikih količin časovnih vek-
torskih meritvenih podatkov. Podatke pretvorimo s časovno-frekvenčno trans-
formacijo, da jih lahko analiziramo in zaznamo različne pojave. Težave na-
stanejo, kadar želimo prikazati vse zajete podatke. Cilj diplomske naloge je
zmanjšati količino pretvorjenih podatkov za hiter prikaz in ohraniti njihove
lastnosti. Podatke reduciramo z agregacijo podatkov. Agregacija z iska-
njem maksimalne vrednosti najbolj ohrani lastnosti pretvorjenih podatkov.
Z opisano metodo smo zasnovali večnivojski krožni medpomnilnik, ki redu-
cira podatke po obeh dimenzijah. Vsak naslednji nivo medpomnilnika hrani
reducirane podatke, s katerimi lahko prikažemo daljši časovni interval od
prejšnjega nivoja medpomnilnika. Vizualizacija ob spremembi prikazanega
časovnega intervala preklopi na ustrezen nivo medpomnilnika, s katerega pri-
kazuje podatke. Vizualizacija je bila implementirana s pomočjo DirectX 11,
pri katerem se vse transformacije izvajajo v senčilnikih. Podpira različne
poglede, manipulacije podatkov in splošne uporabniške interakcije, kot so
premikanje po časovni osi, rotacija in premik pogleda ter odčitavanje vre-
dnosti pod kazalcem.
Ključne besede: 3D, vizualizacija, STFT, frekvenčna analiza, časovni meri-
tveni podatki, večnivojski krožni medpomnilnik, agregacija, DirectX, HLSL.

Abstract
Title: Interactive 3D-visualisation of large sets of measurement data
Author: Domen Dolanc
This diploma thesis describes visualisation of large sets of measurement time-
based vector data. The data is transformed from time to frequency domain
so it can be analysed and detect various phenomena. The problem we are
facing is how to display all of the data at once. The goal is to reduce the size
of the transformed data for a fast visualization while preserving its prop-
erties. We reduce the data with data aggregation. The properties of the
transformed data are preserved the most by using the aggregation with max-
imum value. With the described aggregation method a multi level circular
buffer is designed, which reduces the data in both dimensions. Each next
level of our buffer can display a longer time interval of reduced data than
the previous one. The visualisation switches the displayed buffer level when
the length of the time interval changes. The visualisation is implemented
with DirectX 11, where all transformations are done in shaders. It supports
different views, data manipulation and basic user interactions like changing
the time interval, rotation and translation of camera view and reading the
value under the cursor.
Keywords: 3D, visualisation, STFT, frequency analysis, time-based mea-




V industriji se ukvarjajo z meritvami, kjer zajemajo podatke, npr. meritve
zvoka in vibracij med obratovanjem različnih naprav. Poznamo več različ-
nih načinov za analizo teh podatkov, eden izmed njih je tudi Fourierjeva
transformacija za pretvorbo signala iz časovnega v frekvenčni prostor. Ker
se za frekvenčno analizo v nekem določenem časovnem obdobju uporablja
kratkočasovna Fourierjeva transformacija, lahko ob daljših časovnih interva-
lih podatki zasedejo veliko količino prostora v pomnilniku. Za vizualizacijo
kratkočasovne Fourierjeve transformacije se uporablja spektrogram.
Meritve se analizirajo s kratkočasovno Fourierjevo transformacijo za fre-
kvenčno analizo signala skozi čas. V primeru meritve zvoka nas zanimajo
osnovne frekvence in prisotnosti harmonikov. Na daljšem časovnem inter-
valu lahko opazimo prisotnost različnih frekvenc in spremembe magnitud.
Prav tako lahko opazujemo spremembe magnitud pri merjenju vibracij, kot
na primer pri potresih. Sunki prikazujejo odstopanja, ki se odražajo kot dvigi
magnitude. Ti nam lahko pomagajo identificati in klasificirati različne vrste
potresov. Pri meritvah vibracij na strojih nas zanima, s kakšno hitrostjo se
je vrtel motor. Vrtenje bi moralo biti med normalnim delovanjem precej sta-
tično in nespremenjeno. V primeru izpadov ali okvar na strojih se bodo le-te
odražale kot spremembe magnitud ali frekvenc v tem časovnem intervalu.
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Glavni problem predstavlja takšna vizualizacija podatkov, da bi za njo potre-
bovali čim manj prostora v pomnilniku. Shranjene datoteke lahko na trdem
disku zasedejo veliko prostora in jih je nemogoče naložiti v pomnilnik. Za-
radi tega se podatki v pomnilnik naložijo po kosih, pri čemer lahko v danem
trenutku prikažemo le del celotne meritve. Hkrati bi bilo nesmiselno prikazo-
vati vse podatke, saj bi se na zaslonu med seboj prekrivali zaradi omejenega
števila pikslov. Težava pri vizualizaciji podatkov v realnem času je, kako
hitro prikazovati podatke brez zakasnitev in blokiranja meritve.
Cilj diplomske naloge je shranjevanje in nalaganje velikih količin časovnih
podatkov ter hitra vizualizacija spektrograma, ki ohranja lastnosti podatkov.
Z različnimi statističnimi metodami za agregacijo podatkov bomo poskusili
zmanjšati količino podatkov po časovni osi in čimbolj ohraniti njihove la-
stnosti. V primeru prevelike količine podatkov po frekvenčni osi reduciramo
po obeh oseh. Večinoma so najbolj pomembne ekstremne vrednosti, saj te
predstavljajo anomalije med meritvijo, zato nas te točke najbolj zanimajo.
Spektrogram jih mora ohraniti in predvsem poudariti, zato je to primarni cilj
pri izbiri metode za agregacijo. Posamezne metode bomo med seboj primer-
jali in opisali vrsto podatkov pri katerih jih je smiselno uporabiti. Na podlagi
agregacijskih metod bo sledila zasnova večnivojskega medpomnilnika, ki bo
omogočal shranjevanje vseh podatkov po nivojih glede na dolžino časovnega
intervala. Določiti bo potrebno redukcijske faktorje podatkov za posamezen
nivo medpomnilnika, s katerimi bomo našli kompromis med končno veliko-
stjo podatkov in smiselno vizualizacijo. Z njegovo pomočjo se bo naredila
vizualizacija podatkov in učinkovito premikanje po časovni osi.
Spektrogram naj bi omogočal prikaz medpomnilnika v realem času tekom
zajema podatkov ali pa v kasnejši analizi. V realnem času je cilj hitro prika-
zovati podatke brez zakasnitev, hkrati pa beležiti in prikazovati celotno zgo-
dovino. V kasnejši analizi pa je cilj v celoti prikazati vse shranjene podatke
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in omogočiti premikanje po časovni osi. Podpiral naj bi različne poglede in
barvne lestvice. V primeru meritve zvoka se za takšen prikaz standardno
uporablja decibelova skala. Za izpostavljanje vrhov je bolj ustrezna line-
arna skala, v primeru da želimo bolj jasno videti spremembe na manjših
magnitudah pa uporabimo logaritemsko skalo. Za hitro odčitavanje vrhov je
primernejša izometrična projekcija, medtem ko je pravokotna projekcija pri-
mernejša za prikazovanje sledi frekvenc in njenih trendov. Omogočal pa naj
bi tudi uporabniško interakcijo, ki zajema rotacijo in premik pogleda kamere
ter branje vrednosti z miško.
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Poglavje 2
Opis podatkov in metode
reduciranja
2.1 Količina in vrsta podatkov
Podatki so bili pridobljeni z merilnem sistemom Dewesoft [1]. Izhodni po-
datki so rezultat kratkočasovne Fourierjeve transformacije, pri kateri se za-
piše le magnituda v plavajoči vejici z dvojno natančnostjo. Vsak časovni
vzorec predstavlja vektor, ki ima dolžino odvisno od velikosti okna transfor-
macije.
Podatki lahko ob daljših meritvah v pomnilniku zasedejo velike količine pro-
stora. Na primer za kratkočasovno Fourierjevo transformacijo z velikostjo
okna 4096 in korakom 0.1 s potrebujemo 320 kB na sekundo, pri čemer
magnitudo zapišemo v plavajoči vejici z dvojno natančnostjo. V primeru ce-
lodnevne meritve bi zajeli približno 26 GB podatkov. To je ogromna količina
podatkov za shranjevanje in prikaz. Omenjen primer je imel relativno velik
korak, obstajajo pa primeri z veliko manjšim korakom, večjim oknom in z več
vrednostmi hkrati, kot so magnituda, faza, povprečje ter RMS. To dodatno
poveča količino za shranjevanje. V skrajnem primeru lahko meritev traja
teden dni in z velikim oknom, za katero potrebujemo prostora za nekaj 100
GB podatkov. Ponavadi se predhodno pred meritvijo ve trajanje meritve.
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2.2 Pogoste metode za reduciranje podatkov
2.2.1 Podvzorčenje z uporabo statističnih metod
Najbolj preprost način za reduciranje podatkov je podvzorčenje, ki zmanjša
število vseh vzorcev. Vse podatke razdelimo v enakomerno velike koše, pri
čemer uporabimo statistično funkcijo, ki vrne eno vrednost. Ta vrednost
bo opisala vse podatke v tem košu. Z večanjem velikosti koša se večajo
izgube informacij. Izbira statistične funkcije je odvisna od tega, kaj mora
vizualizacija predstavljati. Pri predstavitvi splošnega trenda je primernejša
povprečna vrednost ali mediana, vendar bodo lokalni ekstremi izgubljeni. Za
prikazovanje lokalnih ekstremov sta primernejši maksimalna oz. minimalna
vrednost ali kombinacija obeh. Več vrst podvzorčenja in možnosti izbire
funkcije ter njihova primerjava je opisana v Zoomable Interactive Time Series
Visualization [9]. Podoben pristop je opisan v M4: a visualization-oriented
time series data aggregation [3], v katerem uporabijo štiri vrednosti. Problem
pri tej metodi je, da je rezultat agregacije različno število točk, saj sta lahko
ekstremni vrednosti hkrati mejni v košu. To je za nas neprimerno, ker vedno
potrebujemo enako število točk za vsak časovni vzorec. Sicer bi bil prikaz
podatkov neporavnan ali popačen med časovnimi vzorci.
2.2.2 Namenski algoritmi s spremenljivim številom točk
Ti algoritmi zaradi svoje zasnove vhodne podatke zmanjšajo na različno
število točk. Za nas to ni primerno, saj bo vsak časovni vzorec imel vek-
tor drugačne dolžine. Primera algoritma sta Ramer-Douglas-Peucker [11]
in algoritem LTTB [12]. Ramer-Douglas-Peucker je iterativni algoritem, ki
zmanjša število točk z upoštevanjem maksimalne razdalje med prvotno in
aproksimirano krivuljo. Algoritem sprejme konstantno toleranco, ki pred-
stavlja ustavitveni pogoj. Zaradi tega parametra lahko kot rezultat dobimo
različno število točk, odvisno od vhodne krivulje.
Algoritem Largest-Triangle-Three-Buckets (LTTB) prilagaja velikost koša
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glede na trenutne podatke. V primeru zelo raznolikih podatkov bo koš
manjši, da bi zmanjšal izgubo informacij. V primeru statičnih podatkov
bo koš večji. Dinamična velikost koša je zahteven del algoritma, ki ima enak
problem kot prejšnji algoritem.
2.3 Izbira metode za reduciranje glede na vr-
sto podatkov
Po raziskavi različnih metod in algoritmov za reduciranje podatkov, smo se
odločili za standardni pristop podvzorčenja z uporabo statističnih metod.
Namenski algoritem Ramer-Douglas-Peucker [11] je predstavljal prevelik iz-
ziv za implementacijo, ker je izhod algoritma vektor različnih dolžin. Naša
zahteva je, da imajo vsi časovni vzorci vektorje enakih dolžin. Algoritem
Largest-Triangle-Three-Buckets [12] ne bo najbolj povzel podatke v primeru,
da se magnituda zelo hitro spreminja v kratkem časovnem intervalu.
Agregacija ima prednost, ker celoten nabor podatkov razdelimo na enako-
merno velike koše in nad vsakim uporabimo statistično funkcijo. Rezultat
tega je enakomerno število točk. Ta pristop sodi med preprostejše in ne
zahteva naprednih metod, detekcij anomalij in vedno obravnava vse podatke
enakovredno.
Pri katerikoli vrsti podvzorčenja bomo izgubili določeno količino informa-
cij glede na uporabljeno funkcijo in velikost koša. Odločiti se moramo, koliko
informacij smo pripravljeni izgubiti, da bi čim bolj zmanjšali količino in še
vedno imeli smiseln prikaz. Različne funkcije lahko kot rezultat vrnejo po-
datke, ki so neuporabni za vizualizacijo.
Glede na naš problem in vrsto podatkov je primarna motivacija za izbiro
funkcije ohranjanje in poudarjanje ekstremnih vrednosti. Upoštevali bomo
časovno zahtevnost in zahtevnost implementacije. Pri velikem naboru podat-
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kov je ključno, da so majhne anomalije med meritvijo jasno vidne. Funkcija
mora upoštevati hitre spremembe magnitud. Ob zelo dolgih časovnih inter-
valih mora biti hitra sprememba jasno vidna na predstavitvi, ne glede na čas
trajanja.
Povprečje in mediana
Uporaba povprečja spada med bolj standardne, uporabnejše pristope za vizu-
alizacijo, saj ohrani splošno obliko podatkov. Slabost tega je, da ima lastnost
glajenja, ki se znebi lokalnih ekstremov. Mediana ima v tem primeru še ve-
čjo slabost, saj je metoda bolj odporna na osamelce v podatkih in nanjo
nimajo vpliva kakor pri povprečju. Prednost povprečja je, da ima časovno
zahtevnost O (n) oz. O (m · n), ker agregiramo po n številu vzorcev in m ve-
likosti okna Fourierjeve transformacije. V primerjavi z mediano je hitrejša,
saj ima v našem primeru časovno zahtevnost O (m · n log n). To lahko doda-
tno izboljšamo, če uporabimo quickselect [4], ki ima časovno kompleksnost
O (m · n). Obe funkciji sta neprimerni, ker se znebita ekstremov.
Min in max
Ti dve funkciji sta primerni za izpostavljanje ekstremnih vrednosti. Vsaka
funkcija obdrži le minimalno ali maksimalno vrednost v košu. Zelo primerni
sta za poudarjanje hitrih sprememb, ki se jih predhodno omenjene funkcije
znebijo. Dodatna prednost je enaka časovna zahtevnost kot pri povprečju,
ki je O (m · n). Ti dve metodi bi se morali odrezati precej dobro, če naši
podatki vsebujejo le visoke ali nizke ekstreme. Slabost metod je, da pri izbiri
ene ali druge lahko prikazujemo samo nek nabor ekstremov. V primeru večje
velikosti koša bodo na primer minimumi še bolj izločeni, ker bo večji poudarek
na iskanju maksimumov. To lahko predstavlja problem, če ekstremi v naših
podatkih pogosto nihajo od zelo nizkih do visokih vrednosti.
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Nivo L0 L1 L2 L3
Dimenzije matrike 4096× 25789 512× 3224 256× 403 128× 51
Velikost matrike 402.95 MB 6.3 MB 403 kB 25.5 kB
Faktor po frekvenci / 8× 16× 32×
Faktor po času / 8× 64× 512×
Tabela 2.1: Velikosti agregiranih podatkov in faktorji redukcije po nivojih.
2.3.1 Primerjava funkcij za reduciranje (MATLAB)
Za primerjavo funkcij bomo uporabili MATLAB [5], s katerim bomo naložili
naše podatke in nad njimi izvedli kratkočasovno Fourierjevo transformacijo
(angl. Short-time Fourier transform, v nadaljevanju STFT) ter rezultat več-
krat zreducirali za določen faktor. Nesmiselno je prikazovati okno transfor-
macije, ki je večje kot število točk na zaslonu. Podatke bomo reducirali po
obeh dimenzijah in s tem še dodatno zmanjšali količino podakov.
Za testiranje različnih funkcij agregacije smo uporabili podatke realnih meri-
tev. Meritev je bila narejena med obratovanjam motorja skuterja, pri kate-
rem so se merile vibracije na motorju. Pri kratkočasovni Fourierjevi transfor-
maciji smo uporabili 8192 vzorcev za velikost okna, vendar bo za vizualizacijo
uporabljena samo polovica. Funkcija je vrnila matriko velikosti 4096×25789,
pri čemer je vsaka vrednost zavzela 4 B podatkov. Krajša dimenzija pred-
stavlja frekvenčno os in daljša predstavlja časovno os. Celotna matrika je
zavzela približno 403 MB za 98 s. Podatke bi želeli zmanjšati na velikost,
primerno za vizualizacijo. Po časovni osi bomo vsak nivo reducirali za faktor
8. Frekvenčno os smo najprej reducirali za faktor 8, kasneje pa za 2, pri
čemer smo se omejili na 128 točk. Nadaljno agregiranje bi povzročilo nejasen
prikaz. Rezultati po večkratnem agregiranju, pri katerem je vsak naslednji
nivo dodatno agregiran nad prejšnjim, so vidni v tabeli 2.1. Po večkratnem
agregiranju smo podatke uspešno zmanjšali po obeh dimenzijah. Po zadni
iteraciji smo zreducirali podatke za faktor 16384. Izračunajmo, koliko doda-
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tnega prostora bomo potrebovali za shranjevanje vseh teh nivojev podatkov.
Naj n in m predstavljata dimenziji prvotne matrike podatkov, k1 in k2 pa
predstavljata faktorja reduciranja obeh dimenzij po nivoju. Z enačbo





izračunamo dodaten prostor, ki znaša približno 6.7 MB, kar je 16.6 % glede
na prvotnih 402.95 MB. Maksimalno število nivojev lahko izračunamo tako,
da upoštevamo reduciranje po časovni osi. Vsak nivo vsebuje za k-krat manj
podatkov po časovni osi. Naj n predstavlja število časovnih podatkov v ma-
triki, potem je izračun za maksimalno število nivojev enak logk n.
Implementacija različnih funkcij agregacije je vidna na spodnjih slikah. Upo-
rabili smo agregiranje s povprečjem, mediano in maksimalno vrednost. Ča-
sovno os smo reducirali za faktor 64 in frekvenčno za faktor 8. Slika 2.1
prikazuje primerjavo več funkcij hkrati glede na prvotne podatke. Povprečje
in mediana sta nekoliko zadušila visoke vrednosti in tudi spremenila ma-
gnitude vrhov. Rezultat ni najboljši, ker smo dobili nepravilne magnitude.
Izbira maksimuma prikazuje boljše rezultate, je brez vidnih sprememb in
ohranja vrednosti magnitud. Na prvi pogled bi lahko ta funkcija najbolje
ohranjala lastnosti podatkov. Na podlagi teh primerjav se bo v nadaljevanju
za agregacijo uporabljala maksimalna vrednost. Slabost te metode je, da
se bodo nižje magnitude precej dvignile pri večjih faktorjih. Težavo lahko
rešimo s tem, da hkrati prikazujemo tudi minimalno vrednost. Ker lahko
računanje maksimalne in minimalne vrednosti opravimo hkrati, nam to ne
spremeni časovne zahtevnosti algoritma. Zaradi velike količine podatkov se
splača podatke večkrat reducirati po manjšem faktorju, ker nam to omogoča
boljši prikaz po določenih nivojih. V nadaljevanju bo vsak nivo po časovni
osi manjši od prejšnjega za faktor 8, po frekvenčni pa za faktorje po vrstnem
redu [8, 2, 2]. Slika 2.2 prikazuje, kako lahko večkrat zmanjšamo količino
podatkov, ne da bi to vplivalo na sam prikaz. Vsak nivo ima za 8× manj
podatkov na časovni osi. Od določene točke dalje je izguba informacij zelo
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(a) Prvotni podatki (b) Agregacija s povprečenjem
(c) Agregacija z mediano (d) Agregacija z maksimalno vrednostjo
Slika 2.1: Primerjava različnih funkcij agregacije.
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(a) Prvotni podatki, okno velikosti 4096 (b) 1. iteracija, okno velikosti 512
(c) 2. iteracija, okno velikosti 256 (d) 3. iteracija, okno velikosti 128
Slika 2.2: Primerjava prikaza podatkov po večkratni agregaciji.
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velika, kot lahko vidimo na sliki 2.2d. Ta nivo se precej razlikuje od preosta-
lih, vendar ima tudi zelo majhno količino pripadajočih podatkov. Kot smo
omenili, bodo dvigi minimalnih vrednosti zelo očitni.
Za boljšo primerjavo ponovimo preizkus v 2D-pogledu. Ta pogled nam nudi
manj informacij, saj je veliko preveč točk. Slika 2.3 prikazuje, kako so v
tem pogledu nivoji veliko bolj izraziti. Same sledi frekvenc so bolj jasne, kar
nakazuje, da bo po agregaciji ta pogled veliko bolj jasen.
Kot zgled prikazuje slika 2.4 simulacijo povečave in menjavo med nivoji glede
na stopnjo povečave. Na začetku so podatki prikazani na celotnem časovnem
intervalu in agregirani do 3. nivoja. Vsaka naslednja slika prikazuje večkra-
tno povečavo in s tem prikazovanje iz prejšnjih nivojev. Celoten časovni
interval prikazujemo s slabšo resolucijo, kasneje pa na manjših intervalih po-
datke prikazujemo z večjo resolucijo. To nam omogoča prikazovanje približno
enakih količin podatkov neodvisno od izbranega nivoja. Velikosti matrik po-
datkov, potrebnih za prikaz določenega časovnega intervala, so prikazane v
tabeli 2.2. V tabeli 2.3 vidimo, da smo velikosti zmanjšali za ogromen fak-
tor. Vredno je omeniti tudi, da je bil prikaz v MATLAB-u zelo počasen in
je občasno zablokiral celotno delovanje za nekaj sekund. Prikaz agregiranih
podatkov je bil zelo hiter v primerjavi s časom surovih podatkov.
Faktor povečave 1× 4× 8× 32×
Časovni interval (0 s, 98 s) (0 s, 25 s) (0 s, 12.5 s) (0 s, 3 s)
Čas med vzorcema 1.92 s 0.25 s 0.25 s 29 ms
Nivo prikaza L3 L2 L2 L1
Dimenzije matrike 128× 51 256× 102 256× 51 512× 102
Velikost matrike 25.5 KB 102 kB 51 kB 204 kB
Tabela 2.2: Velikost podatkov po nivojih glede na prikazan časovni interval.
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(a) Prvotni podatki, okno velikosti 4096 (b) 1. iteracija, okno velikosti 512
(c) 2. iteracija, okno velikosti 256 (d) 3. iteracija, okno velikosti 128
Slika 2.3: Primerjava prikaza podatkov po večkratni agregaciji v 2D-pogledu.
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(a) Prikaz L3 na intervalu (0 s, 98 s) (b) Prikaz L2 na intervalu (0 s, 25 s)
(c) Prikaz L2 na intervalu (0 s, 12.5 s) (d) Prikaz L1 na intervalu (0s, 3 s)
Slika 2.4: Simulacija približevanja.
Faktor povečave 1× 4× 8× 32×
Časovni interval (0 s, 98 s) (0 s, 25 s) (0 s, 12.5 s) (0 s, 3 s)
Čas med vzorcema 3.8 ms 3.8 ms 3.8 ms 3.8 ms
Nivo prikaza L0 L0 L0 L0
Dimenzije matrike 4096× 25789 4096× 6448 4096× 3224 4096× 806
Velikost matrike 402.95 MB 100.75 MB 50.38 MB 12.6 MB






Večnivojski krožni medpomnilnik nam omogoča shranjevanje različno redu-
ciranih podatkov po nivojih. Krožni medpomnilnik je podatkovna struktura,
ki uporablja polje s fiksno dolžino in kazalcema na začetek in konec strukture.
Enostavno si ga je predstavljati kot polje, ki ima zlepljena začetek in konec.
Za lažjo predstavo je struktura prikazana na sliki 3.1. Za to podatkovno
strukturo smo se odločili, ker nam omogoča tekoče zapisovanje in branje z
izjemo, da se podatki začnejo prepisovati od začetka, ko dosežemo konec.
Zaradi tega lahko za določen nivo zapisujemo le določeno število vzorcev,
preden se nam podatki začnejo prepisovati. Pri vizualizaciji je to vidno tako,
da lahko naenkrat prikazujemo določen časovni interval.
Posamezen nivo hrani vektorske podatke za različno dolge časovne intervale,
ki so vnaprej določeni glede na redukcijski faktor. Vsi nivoji bodo v po-
mnilniku enakih velikosti, le da bo vsak naslednji nivo zapisoval podatke za
k-krat daljši časovni interval, pri čemer k predstavlja redukcijski faktor. Veli-
kost posameznega nivoja je n ·m, pri čemer n predstavlja dolžino vektorja po
Fourierjevi transformaciji, m pa predstavlja število časovnih vzorcev na nivo.
Zaradi boljših performanc in hitrejšega dostopa se bo za implementacijo upo-
rabilo enodimenzionalno polje. Nov nivo se bo ustvaril vedno v primeru, ko
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bo imel na voljo vsaj dva časovna vzorca. To se bo zgodilo takrat, ko bo tre-







Slika 3.1: Primer krožnega medpomnilnika.
3.1 Struktura medpomnilnika in nivojev
Grafična kartica za izris ne zna upravljati z glavnim medpomnilnikom, zato
potrebuje medpomnilnike, namenjene za izris. Zaradi tega se celotna struk-
tura deli na dva dela in je potreben konstanten prenos podatkov med dvema
tipoma medpomnilnikov. To bomo zagotovili tako, da bomo ob spremembi
podatkov prekopirali glavni medpomnilnik v medpomnilnik na grafični kar-
tici. Naiven pristop bi bil, da za vsak vzorec zapišemo celoten vektor v
glavni medpomnilnik in kasneje celega prekopiramo na grafično kartico. Ta
prenos smo optimizirali tako, da smo glavni medpomnilnik zmanjšali in na
grafični kartici dodali vmesnega, ki je enake velikosti. Prenos poteka tako,
da podatke preberemo in zapišemo v ta manjši medpomnilnik, ki predstavlja
trenutno izbran nivo reduciranih podatkov. Ko je medpomnilnik poln, celega
prekopiramo v vmesnega na grafični kartici in tega prekopiramo na ustrezno
lokacijo v glavnega, ki je namenjen izrisu. Takšna struktura omogoča hi-
trejši prenos ter zmanjša število potrebnih prenosov. Slika 3.2 prikazuje
podrobnejšo hierarhijo in prenos podatkov.
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3.1.1 Struktura pomnilnika za procesor
Struktura celotnega medpomnilnika vsebuje polje takojšnjih podatkov, po-
sameznih nivojev in spremenljivko, ki predstavlja trenutno izbran nivo.
Struktura posameznega nivoja je enaka kot pri takojšnjih podatkih. Vsebuje
polje fiksne dolžine, ki zapisuje podatke, kazalca na trenutni položaj in za-
dnji zapisani element v polju, informacijo o dolžini polja in dolžini vektorja
za posamezen vzorec. Podatki so dvodimenzionalni, vendar jih zapišemo v
enodimenzionalno polje, kjer si izračunamo položaj posameznega elementa
vektorja v polju. Ker na tej strani ne potrebujemo polje celotne velikosti,
saj te podatke potrebuje le grafična kartica, je velikost polja definirana kot
n · k, pri čemer je n dolžina frekvečne osi in k fiksno določena dolžina, ki je
določena z ročnim preiskušanjem (npr. 50).
3.1.2 Struktura pomnilnika za grafično kartico
Struktura medpomnilnika na grafični kartici je bolj preprosta, ker za izris
potrebujemo le podatke iz trenutno prikazanega nivoja in se s preostalimi
ne ukvarjamo. S tem razlogom imamo tukaj samo en nivo, ki vsebuje dva
medpomnilnika. Prvi se uporablja za izris vseh podatkov in ima dolžino
enako dimenziji obeh osi. Drugi se uporablja kot vmesni medpomnilnik in
ima velikost enako kot medpomnilnik, namenjen za procesor.
3.2 Branje podatkov
Branje podatkov med samo meritvijo poteka tako, da se glede na razpoložljiv
časovni interval izbere ustrezen nivo, s katerega se berejo shranjeni podatki.
Dostop do vrednosti v polju je enak kakor pri takojšnjih podatkih, s to raz-
liko, da gledamo trenutni položaj kazalca za ustrezen nivo. Branje v kasnejši
analizi pa poteka tako, da se najprej določi regija prikazanega časovnega in-
tervala in na podlagi tega se izbere ustrezen nivo medpomnilnika. Nato se











Slika 3.2: Hierarhija različnih medpomnilnikov in prenos podatkov.
pa se naložijo v izbrani nivo. Ob premiku časovne osi se spremeni regija
branja datoteke in postopek se ponovi glede na novo regijo.
3.3 Zajem podatkov
Med zajemom se podatki zapisujejo v medpomnilnik za vsak nivo, vendar v
vsakega z različno hitrostjo, ki je določena s časom med dvema vzorcema.
Ta čas je količnik med razpoložljivim časovnim intervalom in dolžino polja
nivoja. Za vsak časovni vzorec se shrani reduciran vektor v plavajoči vejici z
dvojno natančnostjo, v katerega shranujemo le magnitudo. Med zajemom se
podatki po blokih zapisujejo v datoteko, pri čemer je dolžina bloka odvisna
od nastavitev v meritvi. Za vsak blok se zapišejo vzorci po vseh nivojih, ki
so bili zabeleženi v tem času.
Kot primer izračunajmo dodaten prostor, ki je nastal med zajemanjem naše
strukture, in količino podatkov, potrebnih za izris posameznega intervala.
Uporabili smo izhodni kanal, ki ga je ustvarila programska oprema Dewe-
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soft. Kanal je rezultat STFT, pri katerem smo shranjevali le magnitudo v
plavajoči vejici z dvojno natančnostjo, katera je ena vrednost zasedla 8 B.
Po Fourierjevi transformaciji smo dobili vektor dolžine 4096, število časovnih
vzorcev je bilo enako 2000, čas med vzorci je bil enak 50 ms. Tak kanal lahko
prikaže do 100 s podatkov. Čas prikazanih podatkov se izračuna z enačbo
t = n · ts,
pri čemer t predstavlja dolžino časovnega intervala, n število časovnih vzorcev
in ts čas med dvema vzorcema. Vsak naslednji nivo našega medpomnilnika
je bil po časovni osi reduciran za faktor 10 od prejšnjega in vedno omejen
na 512 točk po frekvenčni osi. Torej bo vsak naslednji nivo lahko prikazoval
10× daljši interval od prejšnjega. Najprej smo 10 ur zajemali samo takojšnje
podatke, ki so na trdem disku zasedli približno 22 GB prostora. Kasneje smo
enako dolgo časa zajemali tudi naš medpomnilnik, s tem da je bilo potrebno
podatke zajeti do 3. nivoja. Prva dva nivoja sta se zapolnila in začela
večkrat prepisovati, medtem ko se je tretji nivo napolnil do 36 %. Po enakem
postopku kot za takojšnji pomnilnik izračunamo dodaten prostor, ki znaša
približno 0.3 GB. Prostor se je približno povečal le za 1.3 %, kar je skoraj
zanemarljivo v primerjavi s prvotno količino. Stanje posameznih nivojev
med meritvijo je vidno v tabeli 3.1. Vidimo, da bomo za prikaz takojšnjih
podatkov potrebovali največ 62.5 MB pomnilnika, za vsak preostal nivo pa
do 7.81 MB, s tem da smo zadnji nivo napolnili le z 2.82 MB podatkov. Tako
bomo za prikaz celotne 10 urne meritve potrebovali le 2.82 MB pomnilnika.
Z vidika vizualizacije lahko pogledamo število točk, ki je bilo potrebno za izris
celotne meritve prvotno in po reduciranju. Točk za časovno os pri takojšnjih
podatkih je bilo 720000 in 4096 za frekvenčno. To skupaj znaša skoraj 3
milijarde točk, kar je fizično nemogoče tekoče izrisovati. Zadnji nivo našega
medpomnilnika je imel za časovno os le 720 točk in 512 za frekvečno. V
tem primeru bi za izris potrebovali približno 368 tisoč točk, kar za moderne
grafične kartice ne predstavlja izziva.
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Nivo Takojšnji L0 L1 L2
Razpoložljiv čas 100 s 1000 s 10000 s 100000 s
Čas med vzorcema 50 ms 0.5 s 5 s 50 s
Dolžina vektorja 4096 512 512 512
Število vzorcev v polju 2000 2000 2000 2000
Velikost v pomnilniku 62.5 MB 7.81 MB 7.81 MB 7.81 MB
Skupno število vzorcev 720000 72000 7200 720
Velikost na disku 21.97 GB 281.25 MB 28.13 MB 2.81 MB
Tabela 3.1: Stanje nivojev medpomnilnika med 10-urno meritvijo.
3.4 Iskanje in nalaganje podatkov ob spre-
membi časovne osi
Spreminjanje časovne osi je mogoče na sami vizualizaciji, s katero lahko
približamo v podatke in s tem spremenimo vidno območje ali pa premaknemo
prikaz na določeno območje. Medpomnilnik ob premiku časovne osi zahteva
ustrezne podatke z datoteke in jih ustrezno naloži po nivojih. Za hitro iskanje
hrani položaja začetnega in končnega bloka v datoteki glede na prikazan
časovni interval. Ob vsaki spremembi časovne osi na novo preračuna položaj
mejhnih blokov. Položaj bloka se izračuna po naslednji enačbi
n = t · Fs
B
,
pri čemer n predstavlja položaj bloka, t čas v sekundah, Fs frekvenco vzorče-
nja in B število vzorcev na blok. Glede na nova položaja blokov se z datoteke
prebere odsek podatkov in ga zapiše v pravilen nivo medpomnilnika. Ta po-
stopek se izvede v celoti, tudi ob premiku časovne osi za en vzorec. To je
slabost, saj na novo zahtevamo celoten odsek in ne samo določenega vzorca.
Naslednji korak k optimizaciji bi bil, da preberemo samo nove bloke in v
medpomnilniku na začetku zamenjamo stare bloke z novimi.
Poglavje 4
Vizualizacija
Vizualizacijo vmesnih medpomnilnikov smo implementirali v programski opremi
Dewesoft. Implementirana je v programskem jeziku Delphi [2] s pomočjo Di-
rectX 11 [7]. Za programski jezik Delphi smo se odločili, ker je bila obstoječa
programska oprema implementirana v tem jeziku in bo njena integracija slu-
žila kot dodaten modul k celotni programski opremi. Za DirectX 11 smo se
odločili, ker ponuja več funkcij kot DirectX 9, npr. tesalacijo na grafični enoti,
večnitnost in druge. Hkrati pa je različica dovolj stara, da je podprta na vseh
novejših in večini starejši sistemov. Uporaba DirectX nam je omogočila delo
z grafično enoto, npr. ustvarjanje in rezervacijo medpomnilnikov, pripravo
okolja za vizualizacijo, delo s senčilniki, in zagotovila komunikacijo s samo
grafično enoto. Tako nam je programski jezik Delphi služil za branje po-
datkov in njihovo pripravo, implementacija logike in interakcije ter pripravo
okolja za delo z grafično enoto. Kar se tiče samih transformacij in predstavi-
tev podatkov, je bilo vse implementirano s senčilniki v programskem jeziku
HLSL [8], ki velja za primarni jezik za delo s senčilniki ob uporabi DirectX.
4.1 Namen in zahteve
Glavni namen vizualizacije je možnost prikaza neomejenega časovnega inter-
vala, pri katerem je edina omejitev prostor za shranjevanje na trdem disku.
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Hitrost izrisa predstavlja velik izziv, še posebno med meritvijo, ko podatke
beremo v realnem času. Za tekoč izris smo stremeli k 60 sličicami na sekundo
(angl. frames per second, v nadaljevanju FPS), kar pomeni da en izris potre-
buje povprečno 16 ms in ne sme blokirati meritve. Pri tem mora biti jasna
in učinkovita predstavitev podatkov, ki uporabniku omogoča interakcijo in
njeno manipulacijo. Poleg standardnih uporabnikovih interakcij mora biti
na voljo tudi spreminjanje časovnega intervala bodisi premikanje časovne osi
bodisi približevanje.
Za zgled vizualizacije smo se približali MATLAB-ovi funkciji surf, ki ustvari
3D-predstavitev vhodnih podatkov, to smo vizualno prilagodili barvni shemi
in metodologiji programskega paketa Dewesoft.
4.2 Uporabljene tehnologije
Zaradi manjkajoče podpore 3D-izrisa v programskem jeziku Delphi in neu-
porabnega standardnega pristopa za risanje je bila potreba po vmesniku za
3D-vizualizacijo. Odločali smo se med DirectX in OpenGL, ker imata oba
obsežno dokumentacijo, podporo in ogromno funkcij s primeri uporabe. Iz-
brali smo DirectX, ker nismo potrebovali delovanja na različnih platformah
in zaradi lažje integracije ter podpore v Delphi. Zaradi te odločitve je bil
primarni programski jezik za pisanje senčilnkov HLSL.
4.2.1 DirectX
DirectX je zbirka aplikacijskih programskih vmesnikov za delo z multimedijo,
še posebno s 3D-grafiko na platformah Microsoft. Prva različica je izšla leta
1995 in se je imenovala DirectX 1.0. Zbirka vsebuje vmesnike, kot so Di-
rect3D, DirectDraw, DirectMusic itd. Direct3D ima zelo razširjeno uporabo
3D-vizualizacije v razvoju iger za operacijske sisteme Windows in igralne
konzole Xbox. Ker je Direct3D najbolj popularna komponenta zbirke, ime
pogosto zamenjajo z DirectX. Zaradi tega se pri delu z DirectX smatra, kot
da gre za delo z Direct3D.
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Direct3D se uporablja za prikazovanje 3D grafike pri aplikacijah, pri kate-
rih je hitrost ključnega pomena. Za izrisovanje primarno uporablja strojno
pospešeno izrisovanje, če je le-to podprto na grafični kartici.
4.2.2 HLSL
HLSL (High-Level Shading Language) je primarni jezik za delo s senčilniki pri
uporabi DirectX vmesnikov. Po izdaji različice DirectX 10 je postal standar-
dno obvezen jezik za senčilnike pri uporabi različnih vmesnikov. Senčilniki
(angl. shaders) so vrsta programov, ki so se prvotno izvajali za senčenje
v 3D-prostoru, vendar sedaj služijo za izvajanje specifičnih funkcij, kot so
transformacije objektov, barvanje pikslov itd. Večina senčilnikov je napi-
sanih za delovanje na grafični enoti, pri čemer so različne vrste namenjene
za programiranje različnih nivojev grafičnega cevovoda. Njihovo izvajanje je
zelo hitro, ker se izvajajo paralelno na grafični enoti. Zaradi razširjenosti
uporabe in potreb je programabilnih vedno več nivojev grafičnega cevovoda,
ki je prikazan na sliki 4.1. Vsak posamezen senčilnik se lahko izvaja na
določenem nivoju. Na voljo je več vrst senčilnikov, med njimi so bolj znani:
• senčilnik oglišč (angl. vertex shader), ki se izvede za vsako oglišče,
• senčilnik pikslov (angl. pixel shader), ki se izvede za vsak piksel,
• geometrijski senčilnik (angl. geometry shader), ki se izvede za vsak
primitiv, ki je sestavljen iz več oglišč.
4.3 Izris takojšnjih in vmesnih nivojev med-
pomnilnika
Kot smo že omenili v poglavju 3.1.2, se na grafični kartici ne ukvarjamo s
tem, na katerem nivoju medpomnilnika smo glede na časovni interval, ampak
hranimo le podatke, pripravljene za prikaz. Zaradi tega je postopek za izris
26 Domen Dolanc
Slika 4.1: Izgled grafičnega cevovoda [6].
vedno enak ne glede na izbran nivo medpomnilnika. Ko imamo pripravljene
podatke, moramo grafični enoti povedati, kako nam naj jih prikaže. Glede
na to, da zna grafična enota risati le preproste stvari, kot so točke, črte in
trikotnike, bomo s trikotniki zgenerirali mrežo, ki bo predstavljala površinski
graf. Omenjena mreža je vidna na sliki 4.2. Omeniti je potrebno, da so po-
datki še vedno v frekvenčni domeni glede na čas. Za ustrezno transformacijo
v koordinatni sistem 3D sveta bo poskrbel senčilnik oglišč. S tem razbreme-
nimo procesor z nepotrebnim zaporednim množenjem točk z verigo matrik
in uporabimo moč in paralelnost grafične enote.
Če se vrnemo nazaj na generiranje naše mreže, moramo omeniti, da frekvenca
in čas predstavljata par (x, y) na mreži, magnituda pa predstavlja vrednost
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z, ki je višina oglišča. Za shranjevanje oglišč potrebujemo medpomnilnik
oglišč (angl. vertex buffer), kot del optimizacije še indeksni medpomnilnik
(angl. index buffer). Ta optimizacija nam zmanjša količino informacij za
hranjenje oglišč. Brez indeksnega medpomnilnika bi morali vsako sosednje
oglišče večkrat shraniti v medpomnilnik oglišč za vsak trikotnik. Indeksni
medpomnilnik shrani le zaporedni indeks oglišča v medpomnilniku oglišč in
po potrebi večkrat zapišemo samo indeks našega oglišča. Ko so podatki ustre-
zno zapisani v medpomnilnike, je potrebno DirectX-u samo še sporočiti, naj
grafična kartica iz oglišč izrisuje trikotnike.
V naslednjem koraku se v senčilniku oglišč naša oglišča ustrezno transfor-
mirajo v koordinatni sistem sveta. Naj središče koordinatnega sistema pred-
stavlja središče naše mreže, za dolžino vsake osi določimo smiselno število
enot. Za transformacijo oglišča v koordinatni sistem sveta se za (x, y) kom-
ponento uporabi naslednja enačba:
pos = value−minimum
maximum−minimum
· scale− scale2 ,
ki komponento oglišča umesti na razpon (-scale, scale). Višina oglišča se





Tak način predstavitve osi z je le eden od načinov, opisanih v poglavju 4.4.1.
V tej fazi je na koncu potrebno oglišče transformirati z verigo matrik, kot
so matrika pogleda, projekcije itd., v normaliziran koordinatni sistem, ki
je primeren za izris. Rezultat tega je zgenerirana mreža oglišč, pri čemer
magnitude predstavljajo različne višine oglišč in je pravilno postavljena v
3D-svet. Naslednji korak je izračun barve posameznega oglišča, kar bomo
podrobno opisali v poglavju 4.4.2. Primer izrisa 3. nivoja medpomnilnika,





Slika 4.2: Primer izgleda mreže oglišč s pomočjo trikotnikov.
4.4 Različni prikazi osi z
Zaradi raznolikosti podatkov in njihove uporabe je pomembna implementa-
cija različnih načinov prikaza osi z. Z različnimi prikazi želimo poudariti
določene segmente podatkov: bodisi spremeniti višino oglišča bodisi barvno
drugače poudariti specifične vrednosti. Prikaz lahko spremeni transforma-
cija, ki umesti oglišče v 3D-svet. Pod ta sklop spadajo različne skale, ki
prvotno drugače pretvorijo magnitudo v višino in s tem spremenijo celotno
predstavitev podatkov. Drug sklop poglavja ne uporablja drugačnih trans-
formacij pri izračunu višine oglišča, ampak glede na spremembo barvne in-
formacije drugače poudari določene segmente.
4.4.1 Različne skale
V poglavju 4.4 smo omenili, da različne skale drugače transformirajo magni-
tudo v 3D-svet naše vizualizacije. Drugače izračunajo višino vizualizacije,
kjer spremeni interpretacijo podatkov.
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Slika 4.3: Izris 3. nivoja medpomnilnika 17-urne meritve.
Linearna
Najbolj splošna in najpogosteje uporabljena je linearna skala. Prikazuje li-
nearen odnos podatkov na danem razponu, pri katerem so vrednosti enako
oddaljene med seboj. Primerna je za prikaz nenadnih dvigov magnitude,
kjer so vrhovi bolj poudarjeni in hitro vidni. Slabost tega prikaza je, da
bo celotna vizualizacija skoraj na dnu ob primeru samo enega vzorca zelo
visoke magnitude. Transformacija magnitude v 3D-svet je bila opisana v
poglavju 4.3.
Logaritemska
Logaritemsko skalo uporabimo predvsem, kjer želimo poudariti tudi manjše
vrhove oz. kjer želimo bolj jasno videti kaj se dogaja na manjših magnitudah.













pri čemer smo minimalno vrednost omejili na 1e− 6, da preprečimo deljenje
z nič.
Decibelova
Še ena vrsta logaritemske skale je decibelova. Razlikuje se v tem, da pri-
kaže razmerje med spremenljivo in referenčno vrednostjo. Takšen prikaz se
standardno uporablja pri zvočnih meritvah. Transformacija poteka v dveh
korakih, pri čemer je prvi korak izračun vrednosti decibela iz magnitude.
Izračun je naslednji:






pri čemer je ref fiksno vnaprej določena glede na vhodni kanal. Naslednji
korak je enak kot pri linearni skali, ki uporabi enako transformacijo.
4.4.2 Različne barvne lestvice
Velik pomen vizualizacije ima barvna informacija podatkov. To se še dodatno
izraža v 2D -predstavitvi podatkov, kjer smo tretjo dimenzijo nadomestili z
barvo. Barvne lestvice lahko prikrijejo določene informacije ali jih poudarijo.
Glede na vrsto prikazov podatkov smo implementirali tri barvne lestvice. Vse
so implementirane v senčilniku pikslov, kjer se vsaka normalizirana vrednost
osi z najprej pretvori v barvni model HSV in kasneje še v RGB, ki ima
vsako vrednost na razponu od 0 do 1. Vsaka barvna lestvica drugače pre-
tvori normalizirano vrednost v barvni model HSV, z izjemo črnobele lestvice,
ki vrednost nastavi vsaki komponenti RGB. Senčilnik pikslov bo samodejno
interpoliral vrednosti med dvema ogliščema, ki predstavljata vrednost RGB,
in pravilno izračunal vmesne barve pikslov. Primerjava barvnih lestvic vizu-
alizacije je prikazana na sliki 4.7.
Mavrična barvna lestvica (angl. rainbow)
Lestvica nižje magnitude prikazuje kot hladnejše barve in višje kot toplejše
barve. Odtenek barvnega modela HSV je v razponu od 240◦ do 0◦, medtem ko
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nasičenost in vrednost predstavljata maksimalne vrednosti. Izračun odtenka
HSV je po naslednji enačbi:
H = 240− 240 · zN ,
pri čemer zN predstavlja normalizirano vrednost osi z. Zadnji korak je pre-
tvorba barvnega modela HSV v RGB, ki ga v sklopu naloge ne bomo opiso-
vali. Izračunana vrednosti barvnega modela je vidna na sliki 4.4.
Slika 4.4: Izgled mavrične barvne lestvice.
Vroča barvna lestvica (angl. hot)
Lestvica nižje magnitude prikazuje kot temnejše barve in višje kot svetlejše
barve. Izračuni vrednosti HSV so po naslednjih enačbah:
H =
⎧⎨⎩ 240 · zN + 210 if zN < 0.625240 · zN − 150 else ,
S = min(4− zN · 4, 1),
V = min(zN · 4, 1),
pri čemer ZN predstavlja normalizirano vrednost osi z. Kot zadnji korak
ponovno pretvorimo iz barvnega modela HSV v RGB. Izračunana vrednost
barvnega modela je vidna na sliki 4.5.
Slika 4.5: Izgled vroče barvne lestvice.
Sivinska barvna lestvica (angl. grayscale)
Lestvica izračuna vrednost sivine glede na normalizirano vrednost osi z. Ker
so vrednosti na enakem razponu kot barvni model RGB, se enaka vrednost
direktno zapiše za vsako komponento RGB brez vmesnih transformacij. Iz-
računana vrednost barvnega modela je vidna na sliki 4.6.
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Slika 4.6: Izgled sivinske barvne lestvice.
4.5 Interakcija vizualizacije
Brez uporabniške interakcije bi bila v večini primerov neuporabna, zato je
potrebna podpora splošnih transformacij nad 3D-objekti. Različni programi
za 3D-modeliranje podpirajo 3D-transformacije nad objekti, kot sta rotacija
in premikanje pogleda kamere. Uporabnikove interakcije se razlikujejo med
programi, vendar je najbolj intiutiven način z držanjem klika med premi-
kanjem miške ali pa premikanje koleščka na miški. Preostale funkcije, kot
so spreminjanje pogleda in premik po časovni osi, so bolj specifične, zato
spadajo pod nastavitve vizualizacije.
4.5.1 Različni pogledi (2D, 3D)
Za začetek omenimo, da primarno podatke prikazujemo kot površinski graf,
ki je v 3D -pogledu. Ta nam prikazuje spremembe višin in nudi zanimiv po-
gled nad podatki. Drugi način je 2D-pogled, pri katerem si predstavljamo,
da podatke gledamo od vrha navzdol. Ta pogled nam skrije eno dimenzijo
pogleda in se bolj osredotoča na barvno informacijo prikaza. Ljudje dobro
razlikujemo barve in oblike, zato lahko v tem pogledu hitro interpretiramo
podatke. Pri obeh pogledih smo se odločili za ortografsko projekcijo. Ra-
zlog za izbiro ortografske projekcije v 3D-pogledu je, ker smo želeli, da bi
bile mreža in njene osi preprostejše za interpretacijo in bi si lažje predsta-
vljali koordinati. Spreminjanje pogleda smo implementirali tako, da smo naš
objekt rotirali glede na izbran pogled. V 2D-pogledu smo objekt rotirali za(
−π2
)










v smeri osi y. Za takšen pogled smo se odločili, ker je najboljše
prikazoval podatke glede na začetno lego. Primerjava obeh pogledov je vidna
na sliki 4.8.
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(a) Mavrična barvna lestvica.
(b) Vroča barvna lestvica.
(c) Sivinska barvna lestvica.




Slika 4.8: Primerjava različnih pogledov vizualizacije.
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4.5.2 Rotacije in premikanje pogleda
Kot smo že omenili v poglavju 4.5, spadajo rotacija objekta in premikanje
pogleda kamere med najpomembnejše uporabnikove interakcije.
Rotacijo v 3D-pogledu smo implementirali z držanjem klika na miški med
premikom. Ta način se nam je zdel najbolj intiutiven in uporaben. Podprte
rotacije so po x in y oseh v koordinatnem sistemu objekta, ker rotacija po
osi z spravi objekt v nepravilno lego. Za vsako rotacijo se ustvari rotacijska
matrika, obe se skupaj zmnožita v eno rotacijsko matriko, ki opisuje novo
lego objekta. Vsaka matrika za kreiranje sprejme kot rotacije, ki se izračuna










pri čemer d predstavlja faktor dušenja, da preprečimo prehitro obračanje.
Faktor smo določili s poskušanjem, dokler nismo bili zadovoljni z rezulta-
tom. Skupno matriko v senčilniku zmnožimo s preostalo verigo matrik, pri
tem se vsako oglišče še dodatno rotira v 3D prostoru okrog svojega središča.
Spreminjanje pogleda kamere omogoča približevanje in oddaljevanje od objekta.
Funkcijo smo podprli s premikanjem koleščka na miški. Na začetku je fak-
tor približevanja enak 1, pri tem je kamera prvotno oddaljena od objekta za
vnaprej določeno razdaljo. Ob premiku koleščka se faktor poveča ali zmanjša
za faktor premika, odvisno od smeri. Ta faktor smo določili s poskušanjem,
dokler ni bil rezultat zadovoljiv. Ob spremembi faktorja približevanja smo
na novo ustvarili projekcijsko matriko, ki smo ji na novo izračunali širino in
višino po naslednjih enačbah: height = kzoom, width = height · aspect_ratio.
Razmerje prikaza se izračuna na podlagi dimenzij okna vizualizacije. Kot pri
rotacijah se transformacija v senčilniku naredi samodejno, saj projekcijska
matrika pripada verigi transformacijskih matrik.
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4.5.3 Spreminjanje časovne osi
Glavna funkcija vizualizacije je možnost spreminanja časovne osi. Spremi-
njanje je možno s pomočjo tipk, ki ob kliku podvojijo ali razpolovijo prikazan
časovni interval in premik po časovnici. Ob vsaki spremembi časovne osi se
ponovno po vseh nivojih preberejo vsi podatki in na novo pokliče izris.
Prva funkcionalnost je implementirana s pomočjo dveh tipk z ikono za plus
in minus, ki pomenita približevanje in oddaljevanje od časovnega intervala.
Gumba sta vidna na sliki 4.9. Približevanje nam faktor povečave razpolovi,
medtem ko nam oddaljevanje faktor podvoji. V poglavju 3.4 smo omenili,
da hranimo število bloka začetnega in končnega prikazanega časa. Obe meji
je potrebno na novo izračunati in ponovno naložiti vse podatke (glej algo-
ritem 1). Premikanje časovnice ni implementirano na sami vizualizaciji, saj
Algoritem 1 Izračun začetnega in končnega bloka časovnega intervala.
1: maxTime← getT imeStamp(currMaxBlock);
2: minTime← getT imeStamp(currMinBlock);
3: deltaSamples← maxTime−minTime;
4: newDeltaSamples← round(deltaSamples ∗ factor);
5: tmpMinT ime← minTime + newDeltaSamples/2;
6: tmpMaxTime← tmpMinT ime + newDeltaSamples;
7: adjustToBoundary(tmpMinT ime, tmpMaxTime);
8: minBlock ← getBlockNum(tmpMinT ime);
9: maxBlock ← getBlockNum(tmpMaxTime);
10: if tmpMaxTime− tmpMinT ime ̸= deltaSamples then
11: currMinBlock ← minBlock;
12: currMaxBlock ← maxBlock;
13: end if
je bila že implementirana v programskem paketu Dewesoft in je vidna na
sliki 4.10. Funkcionalnost deluje tako, da na osvetljeno območje držimo klik
na miški in se premikamo po horizontalni smeri. Ob koncu premika se samo-
dejno sproži dogodek, ki vse vizualizacije obvesti o spremembi prikazanega
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intervala. Naša naloga je bila, da ob dogodku ponovno izračunamo številko
bloka glede na čas in ponovno preberemo vse podatke. Omeniti je potrebno,
da ob kliku na gumbe za približevanje tudi sami sprožimo dogodek, ki obvesti
o spremembi časovnega intervala.
Slika 4.9: Gumba za spreminjanje časovnega intervala, ki se nahajata v spo-
dnjem desnem kotu.
Slika 4.10: Izgled časovnice za spreminjanje prikazanega časovnega intervala.
4.5.4 Branje vrednosti z miško (ray casting)
Sama predstavitev podatkov je brez pomena, če ne podpira branja vrednosti.
Branje vrednosti omogoča uporabniku hitro informacijo o vrednosti podatka.
V 3D-pogledu uporabnik težko zgolj z mreže razbere, kakšno vrednost fre-
kvence in časa je imel vrh. Branje vrednosti sestavlja določitev položaja
miške v 3D svetu in ustrezen izris, ki bo uporabniku kot indikacija trenu-
tnega položaja. Pri branju vrednosti smo uporabniku dali možnost branja
vrednosti vzorca in branje med vzorci. Prva možnost poravna koordinate na
vrednost najbljižjega podatka, medtem ko druga ne spreminja koordinat in
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izračuna vrednost med vzorci.
Standardni pristop za branje vrednosti se imenuje streljanje žarkov (angl.
ray casting). Podrobna razlaga algoritma in primerov uporabe je opisana v
Fast and Reliable Mouse Picking Using Graphics Hardware [13]. Ideja pri-
stopa je koordinate miške pretvoriti v koordinate sveta na sprednji strani
vidnega območja (angl. near plane). Ta pretvorba nam da (x, y) par koor-
dinat, vendar nam še vedno manjka z komponenta, ki predstavlja globino
objekta v svetu. To informacijo pridobimo tako, da skozi to točko ustvarimo
vektor, ki potuje skozi naš 3D-svet. Vmes preverjamo, ob katere objekte
žarek trči. Ob trku preberemo globino objekta, s katero dobimo lokacijo v
3D-svetu. Za boljšo predstavo je slika 4.11, na kateri rdeča črta predstavlja
naš žarek, ki trči ob objekt. V našem primeru bi preverjali, katero je naj-
bljižje oglišče, ki ga lahko zadane, in odčitali razdaljo.
Slika 4.11: Vizualizacija streljanje žarka in preverjanje trka [10].
Problem tega pristopa je, ker v pomnilniku ne hranimo vseh podatkov, am-
pak samo zadnjih nekaj vzorcev. Zaradi tega je nemogoče dostopati do vseh
oglišč, da bi preverili, katere je vektor zadel. Ponovno branje celotnega med-
pomnilnika pred vsakem izrisom bi bilo performančno zelo potratno. Name-
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sto da bi preverjali trke z objekti, smo se odločili, da bomo globino pridobili
z medpomnilnika globine (angl. depth buffer). Medpomnilnik globine hrani
globino vseh prikazanih pikslov, s pomočjo katere razlikuje, katera oglišča so
vidna in katera so za drugimi objekti. To lastnost smo izkoristili v našo prid
in smo globino samo odčitali s trenutnega položaja miške. Dostop do medpo-
mnilnika globine smo zagotovili tako, da smo ga z grafične kartice prekopirali
v dvodimenzionalno polje, ki je vseboval vrednosti globine na razponu (0, 1).














· (Mproj ∗Mview)−1 ,
pri čemer par xNDC in yNDC predstavljata normalizirane koordinate miške,
depth prebrano in normalizirano vrednost z medpomnilnika globine na tre-
nutnem pikslu ter Mproj in Mview matriki projekcije ter pogleda.
Omeniti je potrebno, da nam to vrne položaj na izrisu, ki ni nujno pra-
vilna vrednost. V primeru da je vrednost med dvema vzorcema, bo ta med
njima linearno interpolirana, kar pa ni nujno res. Dejanske informacije na
tem položaju nimamo in samo menimo, da bi vrednost morala biti taka.
Izboljšava bi bila biliearna interpolacija med sosednjimi oglišči, vendar je v
sklopu naloge nismo implementirali.
Pri premikanju miške samo po vzorcih je potrebno pretvorjeno vrednost pre-
makniti glede na sosednje oglišče. Ker je želja iskanje najbljižjih vrhov okrog
miške, smo namesto iskanja najbližjega oglišča iskali najvišje oglišče. Iskanje
smo omejili na bližnjo okolico z oknom velikosti 10 x 10 pikslov (glej algori-
tem 2).
Izris vrednosti je preprost, saj izriše le smerne črte okrog mreže in majhen
krog na trenutnem mestu miške ter v zgornjem levem kotu izpiše vrednosti
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Algoritem 2 Iskanje najvišje vrednosti v okolici.
1: for i← x− adjP ixels to x + adjP ixels do
2: for j ← y − adjP ixels to y + adjP ixels do
3: if not inBounds(i, j) then
4: continue;
5: end if
6: normalizedDepth← getNormalizedDepth(i, j);
7: unprojected← unprojectPoint(i, j, normalizedDepth);
8: worldSpace← toWorldSpace(unprojected);
9: objectSpace← toObjectSpace(worldSpace);







osi. Izris trenutnega položaja miške je viden na sliki 4.12. Označen je vrh,
čeprav kurzor miške ni čisto na vrhu.
Slika 4.12: Branje in označevanje vrednosti z miško ter iskanje najbližjih
vrhov.
4.6 Senčenje
Zaradi velikih količin podatkov in različnih barvnih odtenkov je razlikovanje
med barvami pogosto težavno. Pogosto so podatki skriti med preostalimi,
ker nimajo nobene obrobe ali izrazite oblike, ki bi ločila vrhove istih barv.
Problem smo se odločili rešiti s senčenjem podatkov. Celotno izrisano geo-
metrijo bi senčili, da bi se podatki bolj razlikovali med seboj. Ideja je, da
bi za vsak trikotnik izračunali osvetlitveni faktor in ga zmnožili z njegovo
barvo. Rezultat je trikotnik, ki ima svetlejšo ali temnejšo prvotno barvo.
Med našo raziskavo smo našli več vrst senčenja kot sta mehko in trdo senče-
nje ter mapiranje senc (angl. shadow mapping). Implementirali smo mehko
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in trdo senčenje, medtem ko se za mapiranje senc nismo odločili. Razlog
za to je, ker je bil vpliv preveč realističen in ni poudaril podatkov, ampak
je dajal občutek nižjih vrednosti zaradi temnejše barve. Oba postopka sta
skoraj enaka, edina razlika je bila v računanju normal. Pri vsakem bomo
v naslednjih poglavjih bolj podrobno opisali razliko pri računanju normal,
samo računanje osvetlitve bomo opisali v tem poglavju, ker je za oba enak
(glej algoritem 3). Algoritem izračuna intenziteto barve posameznega piksla
Algoritem 3 Računanje osvetlitve posameznega piksla.
1: color ← getColorFromV alue(zV alue);
2: intensity ← dotProduct(normalV ector, lightV ector);
3: colorIntensity ← color ∗ intensity;
4: ambientColor ← ambientFactor ∗ color;
5: shadedColor ← colorIntensity + ambientColor;
6: return shadedColor;
in zraven prišteje ambientno svetlobo. Ambientna svetloba je svetloba, ki
je prisotna, ko je objekt v senci. S tem zagotovimo, da je vedno vsaj delno
osvetljen objekt.
Problem je nastal, ker zaradi tekoče meritve nismo imeli možnosti vnaprej
shraniti normale. Zaradi tega so se morale računati sproti, kar pa je perfor-
mančno predstavljalo velik problem. Odločili smo se, da računanje normal
prestavimo na grafično kartico. Senčilnik oglišč ne ponuja možnosti dostopa
do sosednjih oglišč, zato smo se odločili uporabiti geometrijski senčilnik. S
tem smo zelo pohitrili računanje normal, vendar je bila slabost tega, da je
bil pred izrisom vedno potreben ponoven izračun.
Izkazalo se je, da je bilo trdo senčenje bolj primerno za našo nalogo, če-
prav dajo mehke sence bolj realističen izgled. Razlog je bil, ker je mehčanje
senc dalo občutek glajenja strani vrhov in je rahlo zavajalo uporabnika. Oba
primera senčenja in njuna primerjava so vidni na sliki 4.13.
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(a) Primer podatkov brez senčenja.
(b) Primer podatkov z mehkimi sencami.
(c) Primer podatkov s trdimi sencami.
Slika 4.13: Primerjava brez in s senčenjem podatkov.
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Mehko senčenje
Mehko senčenje je postopek, pri katerem se izračuna osvetlitveni faktor glede
na oglišče. Rezultat so gladke in mehke sence med oglišči brez ostrih robov.
Daje bolj realističen in naraven izgled, vendar je računsko bolj zahtevna
operacija. Izračuna se za vsako oglišče, pri čemer mora imeti izračunano
njegovo povprečno normalo. Povprečna normala je povprečje normal vseh
sosednjih trikotnikov, ki jih oglišče dotika. S tem bo vsako oglišče imelo eno
normalo, ki opisuje povprečno smer sosednjih trikotnikov.
Trdo senčenje
Trdo senčenje je postopek, pri katerm se izračuna osvetlitveni faktor glede
na trikotnik. Rezultat so ostre in trde sence med oglišči z ostrimi robovi.
Računsko je manj zahtevna operacija kot mehko senčenje. Izračuna se za
vsak trikotnik: izračuna se normala trikotnika in se določi za vsa tri oglišča.
S tem si vsa tri oglišča trikotnika delijo normalo.
4.7 Optimizacija izrisa
Hitrost in učinkovitost izrisa je ključnega pomena pri delu s 3D-grafiko. Stre-
meli smo k vsaj 60 sličic na sekundo in brez blokiranja glavnega programa.
Najbolj očitna optimizacija je bila izvajanje v ločeni niti. Za vsako dodano
vizualizacijo na platno glavnega programa se kreira nova nit, ki prevzame
branje podatkov, ustrezno upravljanje medpomnilnikov in pripravi objekte
za izris. S tem smo razbremenili glavno nit programa, preprečili blokiranje
meritve in omogočili delovanje glavnega programa. Nit skrbi za uporabniško
obveščanje ob inicializaciji Direct3D-virov, pb sproščanju virov in ob zame-
njavi vhodnega kanala, pri čemer med čakanjem uporabniku prikaže ustrezno
sporočilo.
Naslednja optimizacija je bila dodatno reduciranje števila oglišč glede na
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velikost prikaznega okna vizualizacije. Kot primer določimo scenarij, pri ka-
terem ima naša vizualizacija dimenzije 500 × 400 pikslov in 2000 oglišč po
časovni osi ter 500 po frekvenčni osi. V tem primeru bi se zgodilo prikriva-
nje oglišč zaradi premajhne resolucije okna in bi jih veliko po nepotrebnem
izrisovali. Ta problem smo rešili tako, da smo pred izrisom podatke še doda-
tno agregirali po enakem postopku kot v prejšnjih poglavjih. Število oglišč
smo omejili maksimalno na velikost prikaznega okna, kjer je število oglišč
po času omejeno na širino okna in število oglišč po frekvenčni osi na višino
okna. Zaradi manjšega števila oglišč in trikotnikov smo zmanjšali velikost
medpomnilnika oglišč, čas prenosa podatkov in pohitrili izris.
Branje podatkov med meritvijo smo optimizirali tako, da smo ob vsakem
klicu izrisa prebrali samo tiste vzorce, ki so bili na novo zapisani od prej-
šnjega branja. S tem smo zmanjšali branje na le nekaj vzorcev namesto
celotnega medpomnilnika za vsak izris. Število novih vzorcev je odvisno od
trajanja prejšnega izrisa, hitrosti izračuna kratkočasovne Fourierjeve trans-
formacije, frekvence vzorčenja meritve itd.
Zadnji korak optimizacij je bil čim večja uporaba senčilnikov. Vse trans-
formacije oglišč, množenje matrik, računanje barv smo izvedli v senčilnikih.
Prednost tega je paralelno izvajanje na grafični kartici, ki je optimizirana za
vektorsko in matrično množenje. Pri računanju senc smo zelo pohitrili izris,
ko smo računanje normal izvajali v geometrijskem senčilniku.
Za preizkus smo se odločili izmeriti čas izrisa 17-urne zgodovine tekoče me-
ritve, pri kateri med izrisom sproti še zajemamo podatke. Nad prihajajočimi
podatki se je naredila kratkočasovna Fourierjeva transformacija z velikostjo
okna 50000 in korakom 0,5 s. Za dodatno obremenitev smo vklopili računanje
senc, pri katerih se za vsak trikotnik izračuna normala in faktor osvetlitve.
Preizkus se je izvajal na računalniku s procesorjem Intel i7-8565U z osnovno
frekvenco 1.8 GHz in 4 jedri ter na grafični kartici NVIDIA GeForce MX250.
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Rezultati so pokazali, da je izračun novih podatkov povprečno potreboval
0.16 ms, izris celotne zgodovine povprečno 0.9 ms in kopiranje izrisa v sliko
za izris v glavnem programu (angl. bit blit) povprečno 5.1 ms na sličico.
Skupni čas je torej 6,16 ms oz. 162 FPS. Če bi bila vizualizacija svoja apli-
kacija, bi se lahko znebili kopiranje izrisa in bi zmanjšali celoten čas izrisa
povprečno na 1,06 ms oz. 943 FPS.
4.8 Možnosti za optimizacijo
V sklopu naloge smo implementirali več vrst optimizacij, vendar jih nekaj
nismo uspeli zaradi pomanjkanja časa in njihove kompleksnosti. Naslednji
korak k optimizaciji bi bil, da bi agregacijo podatkov izvedli paralelno po
blokih in ne zaporedno z navadno zanko. Če imamo pri izračunu Fourierjeve
transformacije zelo veliko okno, npr. nekaj sto tisoč, lahko izračun postane
dolgotrajen postopek. Problem bi lahko rešili tako, da bi razdelili vektor po
blokih in vsakega posebej paralelno agregirali.
Optimizirali bi lahko kreiranje 3D-objektov, kot so napisi, mreža, barvna
lestvica in podatki. Trenutno se objekti ustvarijo zaporedno v eni niti. Iz-
boljšava bi bila, da bi posamezne skupne objekte kreirali v več nitih in jih
na koncu med seboj sinhronizirali. S tem bi bila inicializacija okolja veliko
hitrejša.
Kopiranje rezultata izrisa v glavni program nam predstavlja performančne
težave. Operacija traja dalj časa kot računanje in risanje. Na tem delu bi se




V diplomskem delu smo predstavili rešitev problema prikaza velikih količin
časovnih meritvenih podatkov. Rešitev smo realizirali z večnivojsko medpo-
mnilniško strukturo, ki vsebuje reducirane podatke po časovni in frekvenčni
osi. S preizkušanjem različnih metod agregiranja podatkov smo ugotovili, da
iskanje maksimalne vrednosti najbolj ohranja lastnosti naših podatkov, ki
so rezultat STFT. Na testni meritvi smo podatke uspešno reducirali. Naša
struktura je pri shranjevanju potrebovala približno 1.3 % dodatnega prostora,
pri čemer je izris celotne meritve potreboval približno 0.012 % velikosti shra-
njene meritve.
Za izris podatkov v naši medpomnilniški strukturi smo implementirali in-
teraktivno 3D-vizualizacijo. Vizualizacija predstavi podatke v obliki povr-
šinskega grafa, ki podpira standardne transformacije v 3D-prostoru, kot sta
rotacija in premik pogleda. Uporabniku je na voljo spreminjanje pogleda
podatkov in različni prikazi osi Z. Z njegovo interakcijo smo podprli napre-
dno iskanje vrednosti z miško s pomočjo streljanja žarkov, ki podpira iskanje
najbližjih vrhov in spreminjanje časovne osi, s katero uporabnik spremeni
trenutno prikazane podatke. Kot dodatek k uporabniški izkušnji smo im-
plementirali senčenje podatkov, ki daje občutek realizma in omogoči boljše
razlikovanje med vrhovi. Izris deluje hitro in tekoče z več kot 60 FPS.
47
48 Domen Dolanc
Vizualizacija deluje pravilno, uspešno prikaže reducirane podatke in je imple-
mentirana kot dodaten modul programskega paketa Dewesoft ter je na voljo
vsem uporabnikom. Kljub temu da smo uspešno realizirali nalogo, obstaja
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