Most of the studies on DXJ abilities of medical students [1] [2] [3] have been conducted with a small subset of medical students or with one class in which medical students reasoned through one or two cases.
There are few studies of DXJ ability once medical students leave medical school. Most studies that identify performance problems after medical school 4 focus on professional behavior rather than clinical reasoning problems. Those that investigate clinical reasoning problems of physicians 5 are focused on the nature of clinical reasoning problems rather than on the performance of the population of physicians as a whole.
We would argue that the clinical reasoning abilities of entire classes of medical students are not systematically and uniformly examined during the clinical years of training. Most commonly, faculty members evaluate diagnostic reasoning ability using secondary evidence such as oral case presentations or patient notes. 6 There are problems with this method: (1) oral case presentations or patient notes represent the corporate thinking of the medical team rather than the independent abilities of a single medical student, (2) only a few medical students are asked to give oral case presentations, and the process of selecting students to do this is not systematic, (3) students volunteer to present only when they are confident of their knowledge, thus potentially leading to unduly positive generalizations about clinical reasoning ability because they are based on this sample of volunteered presentations, and (4) many students may never volunteer to present and may not be called on by faculty members to present if they don't volunteer. Finally, every student is not systematically reviewed across a range of cases but, instead, only on those cases they encounter on a given clinical rotation. We believe that medical schools rarely require students to perform totally independently on a systematic set of cases, and, as a result, the schools are seldom in a position to assess the diagnostic reasoning ability of entire classes of medical students.
The purpose of this study was to directly measure the DXJ ability of all senior medical students in one medical school using a free-response written measure of DXJ ability. This measure directly probed medical students' DXJ ability following completion of individual standardized patient cases. Our DXJ measure is based on current conceptualizations of clinical reasoning ability that come from clinical reasoning research, research in psychology on "dual-process" models of thinking, 7 and research on diagnostic errors made by practicing physicians. 5, 8, 9 Purpose Fostering ability to organize and use medical knowledge to guide data collection, make diagnostic decisions, and defend those decisions is at the heart of medical training. However, these abilities are not systematically examined prior to graduation. This study examined diagnostic justification (DXJ) ability of medical students shortly before graduation.
Method
All senior medical students in the Classes of 2011 (n = 67) and 2012 (n = 70) at Southern Illinois University were required to take and pass a 14-case, standardized patient examination prior to graduation. For nine cases, students were required to write a free-text response indicating how they used patient data to move from their differential to their final diagnosis. Two physicians graded each DXJ response. DXJ scores were compared with traditional standardized patient examination (SCCX) scores.
Results
The average intraclass correlation between raters' rankings of DXJ responses was 0.75 and 0.64 for the Classes of 2011 and 2012, respectively. Student DXJ scores were consistent across the nine cases. Using SCCX and DXJ scores led to the same pass-fail decision in a majority of cases. However, there were many cases where discrepancies occurred. In a majority of those cases, students would fail using the DXJ score but pass using the SCCX score. Common DXJ errors are described.
Conclusions
Commonly used standardized patient examination component scores (history/ physical examination checklist score, findings, differential diagnosis, diagnosis) are not direct, comprehensive measures of DXJ ability. Critical deficiencies in DXJ abilities may thus go undiscovered.
Specifically, we were interested in answering three questions:
• What is the level of DXJ ability of medical students shortly before graduation from medical school?
• Are traditional standardized patient examination scores a good proxy measure for DXJ ability (i.e., is the DXJ score redundant with other standardized patient examination scores and, thus, not worth the time and effort required to administer and score it)?
• Do traditional senior clinical comprehensive examination (SCCX) and DXJ performance measures fail the same subset of students when using the same passing standard?
Method

Participants
During the 2009-2010 and 2010-2011 academic years, all fourth-year medical students (n = 67 and n = 70, respectively) who had completed all required clerkships at Southern Illinois University School of Medicine were required to take and pass a 14-case, standardized patient examination as a graduation requirement. These students served as the participants in this study. This examination occurred during the first part of the students' fourth year of undergraduate medical training.
Test materials
Clinical comprehensive examination. [10] [11] [12] Those cases were excluded from this study because, in the SCCX, students were already being asked to write an assessment of the patient using a different scoring scheme. We felt that asking them to do a DXJ also would be redundant. The remaining case focused primarily on management and also was excluded from the analyses for this study.
DXJ item.
For the cases that are the focus of this study, students were required to provide a written justification of their diagnosis. The specific task presented to students was as follows: "Please explain your thought processes in getting to your final diagnosis; how you used the data you collected from the patient and from laboratory work to move from your initial differential diagnoses to your final diagnosis. Be thorough in listing your key findings (both pertinent positives and negatives) and explaining how they influenced your thinking." This task called for a typed free-response answer from students and generally was written in paragraph form. The intent of this task was to require students to reveal their thoughts for inspection and, thus, to provide graders and others with a better indication of students' ability to use their skills in data collection, medical knowledge, and data interpretation in the service of diagnosing patients' problems.
Grading of diagnosis justification responses. Two physician raters, from a group of 15 raters across the two years, independently graded each student's DXJ response for each case, aided by a grading protocol. The grading protocol used for the Class of 2011 is provided in Appendix 1. The protocol was simplified somewhat for grading Class of 2012 responses, based on the experience gained in the previous year. Likewise, the weighting of the DXJ response was increased from 10% to 20% for the Class of 2012. The grading protocol and especially the checklist items used to characterize responses that were judged as borderline or poor were based on research findings regarding diagnostic errors made by practicing physicians 5, 7, 9, 13 and similar errors observed in other professions. 14, 15 One of us (D.K.) trained the raters and served as one rater for all student DXJ responses for all cases. Training of physician raters involved showing them the rating form and how to use it, and giving them instructions to read all student responses and initially sort them into four piles: "excellent responses," "competent responses," "borderline responses," and "poor responses."
For training purposes, the physician raters were then given three examples of student responses to grade (a poor performance, an excellent performance, and an average performance), and their ratings were compared with those of the trainer. Questions about the use of the form were answered at that time as well.
Raters were blinded as to the name and, thus, the performance history of the students who prepared the responses. Because responses were typed, score variation due to clarity of writing was also minimized. One physician graded all the responses for all of the cases. An additional rater graded all student responses for single cases. The ratings for each item on the DXJ rating form were summed to create a DXJ score for the case. The DXJ score used for this study was the average DXJ rating by the two raters.
Data analysis and interpretation
Intraclass correlations were computed to determine the agreement between pairs of raters on a case-by-case basis. The analyses were first done using the consistency model to determine how well raters agreed in ranking the performances. The analyses were then repeated using the absolute agreement model to determine how well the two raters agreed on the absolute score assigned to the response. The mean of the intraclass correlations for the nine cases was computed and reported along with the results for individual cases.
The component scores that are most directly associated with diagnostic reasoning ability (history and physical examination; findings; differential diagnosis; diagnosis; diagnosis justification) were then examined and compared; mean component scores were computed and averaged across cases. Likewise, item-total correlations adjusted for the contribution of each component score were computed to determine the relative contribution of each component to the total score. Additionally, the correlation between each case component score and the total examination score for all 14 cases of the SCCX was computed to determine the contribution of each component to the total examination score, which we considered to be the closest approximation to a gold standard of clinical performance ability for each student.
We also computed the correlation between each traditional standardized patient case component score (history and physical examination checklist score, findings score, differential diagnosis score, and diagnosis score) and the DXJ score to determine whether the diagnosis justification score was a redundant measure that added no new information about medical student diagnostic reasoning and clinical knowledge utilization.
Intraclass correlations (consistency model and absolute agreement) among the nine case scores were computed to determine the similarity of DXJ and SCCX scores for each student across the nine cases.
To compare the similarity of decisions using the two performance measures (SCCX and DXJ), we set a common absolute passing score for each and compared the decisions that would be made with each measure. We used a 65% absolute passing score for each case. A passing score of 65% on the SCCX component means that the student achieved 65% of the points that reflected the standard of care for this case. This absolute standard was established in advance by the SCCX committee on the basis of evidence from the medical literature and collective judgments about acceptable standards of care for the patient. In doing so, committee members were aware of historical class performances on the case when available and current class performance results where committee members were blinded to the identity of students. For the purposes of this study, we also adopted the passing standard of 65% for the DXJ scores. A score of 66.67% on the DXJ translates as a competent performance. Thus, a 65% DXJ passing standard would translate to a borderline performance. Results for groups of students with large discrepancies in DXJ and SCCX scores were then compared.
All measures were reported and analyzed as percent scores, thus avoiding errors of analysis that might result from differing numbers of raw score points being associated with the various component scores.
This
Results
Comparison of DXJ and SCCX scores
The agreement between DXJ raters for each case was measured using the intraclass correlation coefficient (ICC) as a reliability index. Because we used the pooled ratings by the two raters as the best indication of DXJ performance for each case, the ICC reported is an indication of the pooled agreement for pairs of raters. We first determined rater agreement in ranking student DXJ responses. The average ICC representing rankings of student DXJ responses was 0.75, with a range from 0.63 to 0.83 for the nine cases on the Class of 2011 examination. Three cases had a reliability index at or above 0.8. Four had reliabilities between 0.7 and 0.79. The average ICC for ranking of DXJ responses for the Class of 2012 was 0.64, with a range from 0.33 to 0.81 for the nine cases. In only one case was the interrater reliability above 0.8. Two had reliabilities of 0.7 and 0.78, respectively. Seven of the nine cases had reliabilities of 0.6 or above.
Because the absolute score assigned is also important when using criterionreferenced measurement, as was done in this study, we also determined the ICC representing absolute agreement between pairs of raters in assigning DXJ scores. Grading student DXJ responses took an average of 80 seconds per case according to the experience of the one rater who graded all of those responses. Table 1 provides comparative information on traditional SCCX component and DXJ score characteristics for the nine cases. The table indicates the average component score and the range of component scores for the nine cases. As can be seen, the DXJ score generally had the lowest mean, indicating that this was the most difficult task for these medical students. The history and physical examination and the diagnosis tasks seemed to be the easiest tasks as measured.
The DXJ component has a substantially higher correlation with the total case score than does any other component and has the highest correlation with the total SCCX exam score, which is arguably the closest thing to a gold standard measure of clinical performance ability available to us. Because the four traditional SCCX component scores each have similar low to moderate correlations with the DXJ score, none of them seem to be replacements for what the DXJ scores measure.
Charts 1 and 2 indicate the discrepancies that would occur in pass-fail decisions using DXJ and SCCX scores and a 65% passing standard. Chart 1 assumes that a passing standard is set according to the average score across all nine cases, which is one strategy that medical schools use. Chart 2 examines discrepancies that would occur if pass-fail decisions are made at the case level, which is the other commonly used strategy.
In both Charts 1 and 2, the first finding is that, apparently, far fewer students would pass using the DXJ score than would pass using the traditional SCCX score.
The second finding is that use of either of the two scores would lead to the same pass-fail decision in a majority of cases. Most discrepancies that occurred resulted in the student's failing when the DXJ score was used to make pass-fail decisions and passing when the SCCX score was used to make such decisions. However, there were some cases where students would fail on the basis of the SCCX score and pass if the DXJ score was used. (See, for example, results for the Class of 2011 in Chart 2.)
The third key finding is that the number of DXJ performances below the passing standard for the Class of 2012 was lower than was the case for the Class of 2011. Providing students with practice and placing more emphasis on diagnosis justification may be having the desired effect on DXJ performance. The average DXJ score was 7 percentage points below the SCCX score for students in the Class of 2011 but was only approximately 1 percentage point lower than the SCCX score for students in the Class of 2012. Fourteen out of 67 students in the Class of 2011 (21% of the class) had DXJ scores that averaged 20 or more percentage points lower than their SCCX scores, whereas this was true for only 2 students in the Class of 2012 (less than 3% of the class).
On the opposite end of the spectrum, there were five students (7%) in the Class of 2011 who had DXJ scores that averaged 16 percentage points higher than their SCCX scores. The DXJ scores for these five students was higher than the SCCX scores in 37 out of 45 possible cases (82% of the cases). In the Class of 2012, seven students (10% of the class) had DXJ scores that were 10 to 14 percentage points above their SCCX scores. The DXJ scores for these seven students were higher than the SCCX scores in 48 out of 63 cases (76% of cases).
Common DXJ errors observed
Two broad categories of poor or borderline performance emerged. Premature closure was a very common finding among poorly or borderlineperforming students. Students fixated on one single diagnosis and focused their arguments as to why the diagnosis was right, without considering alternative, competing diagnoses, even though they were explicitly instructed to do so.
The second common finding was that poorly or borderline-performing students often failed to recognize and use common symptom patterns to reason clinically. Students tended to use one or two pieces of information and call that a pattern; disconfirming data, pertinent negatives, or even a full use of key positives were not called into play in making their diagnostic argument.
Although there were multiple instances of poor or borderline performance on the DXJ question, there were many students who clearly could reason well diagnostically, meeting all of the expectations specified in the grading protocol presented as Appendix 1.
Conclusions
We are certain that medical school faculty members would agree that one of the most important goals of medical training is to produce doctors who are able to integrate and use their medical knowledge to guide their data collection when interviewing and examining patients, to support interpretation of those data, and to accurately diagnose patients' medical problems. Further, we believe that students' ability to support those diagnoses is the best indication of their clinical competence.
The development and widespread deployment of standardized patient examination technology has improved the opportunity to objectively measure the clinical performance abilities of medical students and residents. However, we would argue that the traditional metrics used in standardized patient examinations (history and physical examination checklist, differential diagnosis, diagnosis) are necessary but not sufficient measures of diagnostic reasoning ability. We would also argue that a test-wise student may get a high score on the history and physical examination checklist for most standardized patient cases by using a data collection strategy on all patients that was rote memorized and applied. Likewise, test-wise students may get the correct diagnosis by choosing a common diagnosis associated with the given chief complaint, with no additional data needed from the standardized patient, given that most standardized patient cases are developed to cover common chief complaints and common diagnoses underlying those chief complaints. Our experience has been that most examinees get the correct diagnosis for standardized patient cases, a claim that is supported by the high diagnosis score for these students as documented in Table 1 . The authors compared scores on an exam that tested students' DXJ ability (i.e., the constellation of their diagnostic abilities) in evaluating patient cases with scores on the cases using traditional SCCX scoring. The chart provides results for two classes and shows that far fewer students would pass using the DXJ score than using the SCCX score, but the use of either score would lead to the same pass-fail decision in a majority of cases. See Chart 2 for a comparison of the two types of scores at the case level. † An example of a discrepancy shown in this chart: For the class of 2011, 30 of the 63 students who would pass using the traditional SCCX scoring would fail using the DXJ scoring. ‡ Competent performance = 66.67%. The authors compared scores on an exam that tested students' DXJ ability (i.e., the constellation of their diagnostic abilities) in evaluating patient cases, with scores on the cases using traditional SCCX scoring. The chart provides results for two classes and shows that far fewer students would pass using the DXJ score than using the SCCX score, but the use of either score would lead to the same pass-fail decision in a majority of cases. See Chart 1 for a comparison of the two types of scores at the examination level. † An example of a discrepancy shown in this chart: For the class of 2011, 225 of the 520 cases that students would pass using the traditional SCCX scoring would fail using the DXJ scoring. ‡ Competent performance = 66.67%.
The results presented here suggest that the ability of fourth-year medical students to provide an adequate justification for their diagnoses may be markedly less advanced than the other skills routinely measured on standardized patient examinations in medical school and probably less advanced than we and other medical faculty would have hoped. If we are to improve these abilities in medical students, we need to employ feasible, direct measures of diagnostic reasoning ability throughout medical school and continue to refine our methods for systematically fostering development of these skills by all medical students. We believe that the physician time required to read and score student responses (160 seconds for two physician raters to read and score an examinee's response for each case) is well worth the time and effort when the goal is to gain insight into a student's ability to understand, diagnose, and defend the diagnosis of a patient's medical problem.
One limitation of this study is that the results are based on the performance of medical students at only one medical school. However, we have no reason to expect that the diagnostic reasoning abilities of students at this school differ from those of students at other schools. In fact, there is some specific evidence to support the expectation that their diagnostic reasoning abilities are similar. 16 A second limitation is that the diagnosis justification question tests primarily the analytic reasoning ability of students. If one embraces the dual reasoning argument from clinical reasoning research as we do, one has to acknowledge that some students might make good diagnostic decisions using pattern-matching ability and not be able to articulate the reasons for those decisions. We accept this possibility but believe that it does not negate the value of attempting to systematically measure DXJ ability of medical students as best we can.
If our results do generalize to other medical schools, they suggest that relying on traditional standardized patient scoring metrics (history and physical examination score plus findings plus differential diagnoses plus diagnosis) is likely to mislead medical school faculty into drawing a more sanguine conclusion about the diagnostic reasoning ability of students near the end of medical school training than would result when using a more direct assessment like the DXJ score.
