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Abstract
Operational modal analysis differs from traditional experimental modal analysis in that it only requires
information of the output responses and the modal parameters (in terms of natural frequencies damping
ratios and mode shapes) are estimated under the assumption of white noise excitation. It presents several
advantages including the availability of modal properties of structure in operation thus representing a
closer picture of the structure and its boundary conditions (which are not that easy to realize in laboratory
conditions). However, lack of input excitation force information presents several challenges as well as the
proper estimation of the frequency response functions and the accurate evaluation of modal parameters
in presence of harmonic components in the excitation. Several methodologies have been developed in the
last years as described in this thesis and the main purpose of the research is to assess their application
in aerospace such as the rotorcraft technology and the environmental testing. Solutions to the main
operational modal analysis limitations are suggested and the implementation of the related algorithms
allows the application on several test cases after their validation. Taking advantages of this improving in
the experimental analysis capabilities, a demanding application within the rotorcraft technology is carried
out. Starting from the already developed Active Pitch Link prototype (based on the Smart Spring concept),
its use for vibration reduction on rotating blade is numerically and experimentally investigated, thanks to
the intensive use of the operational modal analysis for the identification of the real system properties that
give the necessary information for the tuning of the numerical model, that in turn suggests the operative
test conditions.
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Introduction
To telle yow al the condicioun,
Of ech of hem, so as it semed me...
[G.Chaucer, The Canterbury Tales]
The experimental investigations on the structural dynamics have relevant interest in updating the
numerical model, validating computational predictions and assessing the mission specifications. The high
cost associated to the qualification campaign induces severe reductions in the experimental tests. Dealing
with aerospace applications, two different types of experimental tests can be carried out, such as ground
vibration tests and in-flight tests. The actual market demand is just to reduce cost and duration of both
ground vibration and flight tests of aerospace vehicle, while increasing the precision of measurements.
To achieve this goal, new measurement techniques and innovative algorithms are necessary to reduce
the duration of test preparation (test specimen instrumentation, test area layout, etc.) and increase the
accuracy of the results. The experimental modal analysis (EMA) addresses all these tasks by considering
that the excitation and the responses of the system are measurable. The new operational modal analysis
(OMA) developments made possible to identify the modal characteristics of a structure operating in its
actual working conditions, undergone an unknown excitation loading. This leads to a more reliable modal
model with respect to the ones that could be estimated through the ground vibration tests and/or other
experimental modal analysis tests performed in labs. The key idea, behind all the developed approaches, is
represented by the assumption on the input loading, required to be a distributed stochastic load, constant
in a broad frequency band. This assumption is generally considered acceptable, since the white noise
excitation usually characterizes the operating conditions. On the other hand it is too restrictive in case of
1
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rotorcraft applications, because they cannot prescind from the harmonic aerodynamic loads. Moreover the
OMA methodologies are able to estimate the modal parameters, such as the natural frequencies, damping
ratios and mode shapes, but cannot reconstruct the frequency response function of the system, because
the modes cannot be scaled without further information on the system. These two problems related to the
actual OMA state-of-the-art are addressed in this thesis. The overall objective of this thesis is to develop
methodologies able to improve the analyses related to the experimental tests by ensuring a good estimate of
the dynamical behaviour of the vehicle, able to qualify and validate the corresponding numerical model, also
in case of harmonic components embedded in the loading excitation. In this thesis two approaches for the
mode scaling are presented as introduced in Ref.[1] and [2]. They are based on the variation of the mass of
stiffness properties of the structure in order to induce a known variation on the modal parameters that can
be used to reconstruct the loading participation factor, that is unknown in the operating conditions. The
application of these techniques is extended, in this thesis, to the environmental testing as it is commonly
used for the qualification procedure of the space structures to the launch phase. In fact, the mandatory
response analysis preceding the space mission is performed on a vibration benchmark in which the loading
is not known, but the acceleration coming from the launch vehicle is reproduced as a base movement
during the qualification test campaign. In this contest the OMA can be applied to the system responses
when the random excitation is imposed and also the modal parameters can be achieved, providing a full
characterization of the structure.
Several OMA techniques, both in frequency and in time domain, have been developed in recent years to
deal with the experimental investigation carried out on systems in operating conditions, when the excitation
cannot be measured. Belonging to the first group of methodologies, the Frequency Domain Decomposition
(FDD, Ref.[3]) and the Hilbert Transform Method (HTM, Ref.[4]) have been spread around and applied in
the aerospace field. The first one achieves the natural frequencies and the modes from the singular value
decomposition of the response Power Spectral Density (PSD) matrix. HTM is based on the properties of
2
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the Hilbert transform to evaluate the so-called biased frequency response functions from the response PSD.
The unknowing about the excitation entails the un-scaling of these functions, which have the same shape
of the real ones except for a frequency constant gain. The Stochastic Subspace Identification (SSI, Ref.[5])
techniques associate the state-space model of the system to the observed output responses through the
so called orthogonal projection technique. In particular, two approaches has been outlined, that are the
Balanced Realization (BR, Ref.[6]) and the frequency-SSI. They differ from each other in the processing of
the system responses in time or in frequency domain. The first approach provides the observability matrix
of the system starting from the so called Hankel matrix evaluated with the correlation functions among the
output time responses, whereas the second method follows the same procedure in the frequency domain
computing the Vandermonde matrix with the output spectra. All these methodologies are presented in the
thesis, together with several experimental applications. Their intensive use has been possible, thanks to
the development of a numerical platform, called NIMA as Natural Input Modal Analysis.
Further methodologies are presented as extensions to the previously described approaches to improve
their application in the aerospace technology. In particular a solution to those cases with the lack in the
hypothesis concerning the main excitation loading has been assessed with the development of an approach
capable to identify the frequencies at which the harmonic excitation is acting and then to remove its effects
on the system responses, Ref.[7]. The first task is obtained by means of a statistical characterization
of the system responses through the Entropy index, that can be used as a detector of non-Gaussianity
signals. In the second instance the bias Frequency Response Functions gained by the Hilbert Transform
Method are used as base functions to identify the forced responses. This allows the final evaluation of
new FRF, still bias by the white noise broadband excitation, but not more distorted by the operational
contributions. This methodologies is presented, validated through numerical simulation and widely used
in this thesis in order to prove its effectiveness in dealing with several and different situations in which
the stochastic white noise loadings is blended together with high amplitude, with respect to the variance
3
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of the random signal, harmonic excitations. A typical example, in the aerospace field, is the intrinsic
periodic nature of the airloads acting on the rotor blade of a rotary wing aircraft. Indeed, rotary wing
aircrafts are typically characterized by a severe vibration environment, Fig.1. The aerodynamic phenomena
Figure 1: Schematic representation of aerodynamic environment around helicopter in forward-flight, [8].
result in fluctuating aerodynamic loads that, when coupled with the dynamic characteristics and elastic
motion of the blade, create a challenging aeroelastic problem, Ref.[9]. The applications in rotorcraft
technologies involves several aspects that are addressed in the last part of the thesis from the theorethical
numerical and experimetal point of view. In particular the main outcome of the aeroelastic problem is an
excessive amount of noise and vibration transmitted to the fuselage through the rotor hub and shaft. This
excessive level of vibration degrades helicopter performance, pilot/passanger comfort and contributes to
high cost maintenance problems. Moreover, the challenges of the helicopter vibration control problem can
be taken into account, leading to the development of control strategies in response to the high demand
for helicopter vibration suppression from industry. Recent efforts have concentrated on developing active
vibration suppression strategies, Ref.[8]. These include classical Higher Harmonic Control (HHC) [9] and
Individual Blade Control (IBC). In general, active vibration control requires three main steps: definition of
the system, modeling of the system, and design and implementation of the controller, as demonstrated in
4
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the following Fig.2. Hence, the general goal of this research is to start with a more accurate representation
Figure 2: Proposed approach for active vibration control of helicopters [10].
of the helicopter blade aeroelastic system, which can potentially provide means of designing better active
control systems still in the preliminary design phase of an active helicopter rotor. Within the thesis
activities the design validation and testing of a reduced-scale helicopter blade is performed. The purpose
is the validation of the Smart Hybrid Active Rotor Control System (SHARCS), that is an international
project lead by the Carleton University Rotorcraft Research Group, Ref.[11]. The hybrid control concept
introduced by the SHARCS project uses an Active Pitch Link (APL) to control both the structural and
flow properties of the helicopter blade system. In this thesis the identification of the rotating blade is
performed and a control law for vibration reduction is experimentally tested in the existing whirl-tower
facility at Carleton University that has been modified to simulate forward flight conditions. The problem
is addressed from the theoretical, numerical and experimental point of view, taking advantages of the
advanced state-of-the-art of the SHARCS project. It is stressed that the mandatory starting point of this
complex coupled problem, involving the control of the rotorcraft dynamics, is the identification process of
the system, that can be performed during the in-flight conditions taking advantages from the operational
modal analysis methodologies. In this case, the identification of the modal parameters from the operational
response could be skewed, especially the damping ratios, when a natural frequency of the structure is close
5
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to the one of the harmonic excitation loading coming from the rotor. The improvement of operational
modal analysis to accurately identify the modal parameters in such a frequency range, considered critical
for the safe life of the structure, is therefore one of the main concern of researchers.
Outline
The thesis can be divided in three parts:
1. The Operational Modal Analysis methodologies are described starting from a theoretical background
dissertation on vibration analysis. Here the important methodological contributions given to the
modal analysis are introduced and their formulation is explained.
2. The spread validation with aerospace applications is performed in terms of Ground Vibration, Flight,
Whirl Tower, Wind Tunnel, Environmental tests, that are described as they have been carried out
worldwide with the aim of proving the effectiveness of the methodologies by addressing different
problems related to the operating conditions.
3. A detailed dissertation about the rotorcraft applications is included, since the rotorcraft dynamics
is recognized as very critical and require a more accurate description of the theoretical aspects for
the understanding of the performed numerical and experimental analyses. The developed OMA has
been used to drive the identification process of the experimental benchmark and it led to a control
strategy able to achieve vibration reduction as numerically predicted using the individual blade control
approach.
6
Part I
Theoretical Basis
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Chapter 1
Background on vibration analysis
The understanding of the dynamical behavior of a system cannot leave aside the vibration analysis, on
which can be founded and that gives the tools for its understanding. According to D.J.Inman, vibration
is the subdiscipline of dynamics that deals with the repetitive motion of objects relative to a stationary
frame of reference or nominal position (usually equilibrium), Ref.[12]. Furthermore, the basic vibration
properties of the general linear structure form the basis of experimental modal analysis. In this chapter the
”theoretical route” for vibration analysis is shown as suggested by D.J.Ewins in [13]. Fig.1.1(a) illustrates
the three phases through which a typical vibration analysis progresses. A first description of the structure’s
physical characteristics is given in terms of its mass, stiffness and damping properties and this is referred
to as the spatial model. Then the analytical modal analysis of such a model leads to the modal model,
that is a description of the structure’s behavior as a set of vibration modes, in terms of natural frequencies,
mode shapes and damping factors. These are called the normal or natural modes of the structure, since
they always describes the various ways in which the structure is capable of vibrating naturally, without any
external forcing. The analysis of exactly how the structure will vibrate under given excitation conditions is
performed in the third stage in order to obtain a response model. Although innumerable solutions could
be evaluated depending on the imposed excitation, the Frequency Response Functions (FRFs) are usually
9
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Description
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(a) Theoretical Route to Vibration Analysis
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PROPERTIES
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Experimental
Modal Analysis
(b) Experimental Route to Vibration Analysis
Figure 1.1: Comparison between theoretical and experimental approaches in vibration analysis, Ref.[13].
considered as the most representative of the system dynamics. They are defined as the responses of the
structure when a unit-amplitude sinusoidal force is applied to each point of the structure individually and
at every frequency within a specified range. On the other hand, the route to vibration analysis can be
undertaken also in the reverse direction, as shown in Fig.1.1(b). Here the experimental investigations lead
the process from the measurement of the system’s response properties, through the identification of the
vibration modes by applying the experimental modal analysis, to the synthesis of a representative structural
model.
A detailed study of the analytical dynamics has been developed in the past in order to derive a mathematical
formulation of the governing equations describing a mechanical system subjected to vibrations, starting
from the conservative principles of the system’s mass, momentum and total energy, as well as from the
principle of virtual work. Here for the sake of brevity this analytical procedure is not rewritten, and a good
description can be found in many books as Refs.[14]-[15]. Nevertheless some basic equations are pointed
10
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out to head the understanding of the devised mathematical formulation.
1.1 Spatial Model
The second order formulation of a linear system with N degrees of freedom can be written in a matrix
form:
Mx¨(t) +Cx˙(t) +Kx(t) = f(t) (1.1)
where the symmetric matrices M ,C, K represent the mass (or inertia), damping, stiffness matrices,
respectively, with dimension N × N , and the vectors x(t) and f(t) are the displacement and the force
time-varying vectors, respectively. In Eq.(1.1) the contribution of non-conservative forces due to viscous
damping has been taken into account by considering that they are proportional to the velocity as devised by
the Rayleigh’s dissipation function. It is worthwhile to remark that Eq.(1.1) is also known as the Lagrange’s
equation of motion and can be obtained starting from the Newton’s second law (Ref.[15] Sec. 4.3) as well
as from the D’Alembert’s principle (Ref.[15] Sec. 6.5), under the assumptions that the displacements from
the equilibrium position are sufficiently small that the linear force-displacement and force-velocity relations
hold. The system’s matrices in such Lagrange’s equation of motion comes from the definition of the kinetic
energy, T , the Reyleigh’s dissipation function, D, and the potential energy, V , respectively
T =
1
2
x˙TMx˙ (1.2)
D = −x˙TCx˙ (1.3)
V =
1
2
xTKx (1.4)
that are the matrix expressions of functions generally known as quadratic forms of the displacements (in
the latter case) or velocities (in the previous two cases). In particular the kinetic energy is always positive
Throughout the thesis the matrices are represented by upper-case letters in boldface (M), while the corresponding
element is denoted by generic subscript notation (Mij). Similar notation is used for the vectors with lower-case letters in
bold face (v) and for the the elements with subscript (vi).
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definite, so that M is positive definite, since it is the matrix whose elements are the coefficients of a
positive definite quadratic form. On the other hand the potential energy is positive semi-definite, so that
also K is positive semi-definite, by allowing the presence of rigid-body motion in case of the system is
unrestrained.
Finally it should be noted that Eq.(1.1) represents a system of linear second-order differential equations
(with constant coefficients) with the time as independent variable, therefore two initial conditions has to
be considered in order to solve it with a closed form:
x(t = 0) = x0 (1.5)
x˙(t = 0) = x˙0
1.2 Modal Model
Let’s now introduce eigenvalue problem of the system, as the eigenvalue problem associated with matrices
M and K in the form:
Kψ = ω2Mϕ (1.6)
The determinant of Eq.(1.6), also called the characteristic determinant, should vanish to lead to nontrivial
solutions, then
|K− ω2M| = 0 (1.7)
is an equation of order N in ω2 and it possesses in general N distinct roots, referred to as characteristic
values, or eigenvalues. The square roots of these quantities are the system natural frequencies ωn (n =
1, 2, . . . , N) and, associated with every one of them, there is a certain nontrivial vector ψ(n), whose
A function of several variables is said to be positive definite if it is never negative and is equal to zero if and only if all
the variables are zero.
A function of several variables is said to be positive semi-definite if it is never negative and can be zero at points other
than those for which all the variables are zero.
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elements ψ
(n)
i are real numbers, that is a solution of the eigenvalue problem, such that
Kψ(n) = ω2nMψ
(n), n = 1, 2, . . . , N (1.8)
These eigenvectors are also referred to as modal vectors and represent physically the so-called natural
modes. It should be noted that the shape of the natural modes is unique, but not the amplitude, since if
ψ
(n)
i is a solution of the Eq.(1.8), then αnψ
(n)
i is also a solution, where αn is an arbitrary constant. This
is the reason why in the thesis they are usually referred to as mode shapes. The process of adjusting the
elements of the natural modes to render their amplitude unique is called normalization, and the resulting
vectors are referred to as normal modes. A very convenient normalization scheme consists of setting αn,
such that if ϕ(n) = αnψ
(n)
i , then
ϕ(n)TMϕ(n) = 1, n = 1, 2, . . . , N (1.9)
which has the advantage that it yields
ϕ(n)TKϕ(n) = ω2n, n = 1, 2, . . . , N (1.10)
Thanks to the properties of the system matrices, highlighted in the previous Sec.1.1, the natural modes
posses the property of orthogonality with respect to the mass and stiffness matrices:
ψ(r)TMψ(s) = δrsmr, r, s = 1, 2, . . . , N (1.11)
ψ(r)TKψ(s) = δrskr, r, s = 1, 2, . . . , N (1.12)
where δrs is the Kronecker delta , mr and kr are the modal masses and stiffness such that ω
2
r = kr/mr,
for each mode r = 1, 2, . . . , N . If the modes are also normalized according to Eq.(1.9), then they satisfy
the relations
ϕ(r)TMϕ(s) = δrs, r, s = 1, 2, . . . , N (1.13)
ϕ(r)TKϕ(s) = δrsω
2
r , r, s = 1, 2, . . . , N (1.14)
The Kronecker delta δij is defined as being equal to unity for i = j and equal to zero for i 6= j
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A standard modal change of coordinates can be performed, if the modal vectors are arranged in a square
matrix on order N, known as the modal matrix and having the form
ψ =
[
ψ(1),ψ(2), . . . ,ψ(N)
]
(1.15)
and so the linear transformation is:
x = ψq (1.16)
and the Eq.(1.1), can be written in the form
mrq¨r(t) +
N∑
s=1
drsq˙s(t) +mrω
2
rqr(t) = gr(t) (1.17)
where q(t) are recognized as the system modal displacements, g(t) are the associated generalized forces,
coming from the projection of the vector of the applied forces on the modal base (gr(t) =
∑N
s=1 ψ
(r)
s fs(t))
and the modal damping matrix is introduced as
dij := ψ
(i)TCψ(j) (1.18)
since, in general, it is not diagonal, although it is symmetric and positive, see Ref.[16].
1.2.1 Weakly damped linear structures: Reyleigh-Basile hypothesis
Let’s consider the vibration of a weakly damped linear structure, so described by Eq.(1.1) with the assump-
tion that the elements of the matrix C are of an order of magnitude less than those of the matrices M
and K. The generic eigenvalue problem, extended to all the matrices of this system, can be formulated as
(λ2nM + λnC +K)p
(n) = 0 (1.19)
being λn and p
(n) the n-th complex eigenvalue and eigenvector, respectively. According to Ref.[17], if ∆λn
and ∆p(n) are the eigenvalues and eigenvectors increments due to the presence of the weak damping, one
14
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has
λn = jωn + ∆λn (1.20)
p(n) = ψ(n) + ∆p(n) (1.21)
Substituting Eqs.(1.21) and (1.20) into the basic damped eigenproblem, Eq.(1.19), yields
[(−ω2n + 2j∆λnωn + ∆λ2n)M + (jωn + ∆λn)C +K] (ψ(n) + ∆p(n)) = 0 (1.22)
which, once it is recast avoiding the perturbations grater and equal to the second order, using the Eq.(1.8)
gives
(−ω2nM +K)∆p(n) + jωn (2M∆λn +C)ψ(n) = 0 (1.23)
Next, if the Eq.(1.23) is pre-multiplied by ψ(n)T and considering the transpose of the Eq.(1.8), one has
the scalar relationship
ψ(n)T (2M∆λn +C)ψ
(n) = 0 (1.24)
or, by recalling Eq.(1.18)
∆λn = − dnn
2mn
(1.25)
which implies that the first order correction due to the damping on the structural eigenvalues is a real
negative number, since mn > 0 and dnn > 0 for the positiveness of matrices M and C, respectively. Thus
the first order damped eigenvalues are given by
λn = ±jωn − dnn
2mn
(1.26)
implying also that the first order correction for the damped eigenvalues involves the diagonal terms only of
the modal damping matrix Eq.(1.18). Next, in order to evaluate the eigenvector correction ∆p(n) due to
this includes also the terms like D∆λn or D∆p
(n), since the hypothesis of weakly damped structures.
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the damping presence, let’s consider the following modal base representation for such a vector
∆p(n) =
N∑
s=1
s 6=n
γnsψ
(s) (1.27)
where the contribution on the perturbation of the n-th mode on itself has not been obviously considered
in the sum because a simple variation of the eigenvector amplitude cannot be considered, for eigenvector
definition, as a perturbation for the eigenvector itself. Pre-multiplying Eq.(1.23) by ψ(k)T (with k 6= n)
and using Eq.(1.27), one has
ψ(k)T
(−ω2nM +K) N∑
s=1
s 6=n
γnsψ
(s) + jωnψ
(k)T (2M∆λn +C)ψ
(n) = 0, with k 6= n (1.28)
or, considering the orthogonality properties,
(
ω2k − ω2n
)
mkγ
n
k + jωndkn = 0, with k 6= n (1.29)
The previous relationship allows one to evaluate γnk and then to estimate the complex eigenvector p
(n) as
p(n) = ψ(n) + ∆p(n) = ψ(n) +
N∑
k=1
k 6=n
jωndkn
mk (ω2n − ω2k)
ψ(k) (1.30)
which is an approximation for the complex eigenvector which is valid if (ω2n − ω2k) keeps as a finite quantity,
i.e., if the modes are separated in the frequency spectrum. It can be noted that the correction for the
damped eigenvectors involves the out-of-diagonal terms of the modal damping matrix dkn, therefore the
simplified assumption p(n) ' ψ(n) is fully consistent with the assumption on the modal damping matrix
to be diagonal. This damping model is known as Lord-Rayleigh-Basile damping model and it consistently
implies that
ψ(i)TCψ(j) ' δijdjj =: cj (1.31)
and therefore Eq.(1.17) is rewritten as
q¨n(t) +
cn
mn
q˙n(t) + ω
2
nqn(t) = gn(t), with n = 1, . . . , N (1.32)
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then a modal damping coefficient ζn, associated to the n-th mode, can be defined such that
cn
mn
=: 2ζnωn (1.33)
The damping model is often considered proportional and this assumption implies the damping matrix
to be a linear combination of the mass and stiffness matrices, namely
C = αM + βK (1.34)
where α and β are constants, then the matrix (1.15) can be seen as a transformation matrix uncoupling
the system differential equation of motion (1.1). Therefore, the linear transformation Eq.(1.16) decouples
the Eq.(1.1) in N independent equations, such as Eq.(1.32). This assumption on the damping matrix
is usually a reasonable approximation for lightly damped structures, and it is stressed that it entails the
same modal model, because the real eigenvectors do not change and the eigenvalues are complex, as λn
in Eq.(1.20), that using Eqs.(1.25) and (1.33) could be expressed in the form
λn = −ζnωn ± j ωn, n = 1, 2, . . . , N (1.35)
where it has been remarked that the real part is negative to guarantee the system’s stability. A complete
description of other representations of the damping in the structural problem can be found in Ref.[14].
1.3 Response Model
The governing equation of the system in the frequency domain is derived by taking the Fourier transform
of the Eq.(1.1):
[−ω2M + jωC +K]x(ω) = f(ω) (1.36)
The Fourier transform of a integrable time function g(t) is defined as an application from real to complex domains:
g(ω) =
∫ +∞
−∞
g(t)e−jωtdt
where ω = 2pif is the angular frequency expressed in [rad/s] and f is the frequency in [Hz], Ref.[18].
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where the term in the square bracket on the left-hand side is the dynamic flexibility matrix, commonly
recognized as the inverse of the Frequency Response Function (FRF) matrix of the system (H(ω)).
H(ω) =
[−ω2M + jωC +K]−1 (1.37)
Every term of such a matrix Hij(ω) is a function that relates the i-th degree of freedom of the system
response with the j-th degree of freedom of the excitation, as shown in Fig.(1.2). By applying the linear
fj Hij(w) xi
Figure 1.2: Block diagram of the Frequency Response Function.
transformation given by the modal matrix in Eq.(1.15) to the Eq.(1.36), a set of uncoupled equations is
achieved as before
Diag
[−ω2mn + jωcn + kn] q(ω) = g(ω) (1.38)
in which the notation Diag is introduced to denote a diagonal matrix made up of the modal masses mn,
damping cn and stiffness kn and with g(ω) the vector of the modal loads in the frequency domain. By
introducing the modal parameters in terms of the n-th natural frequency ωn and damping ratio ζn, the
Eq.(1.38) can be rewritten as:
Diag
[
mn
(−ω2 + 2jζnωnω + ω2n)] q(ω) = g(ω) (1.39)
where the modal masses are equal to unity if the mode normalization is set as in Eq.(1.13). The analytical
expression of the system Frequency Response Function (H(ω)) comes from Eq.(1.39), since the diagonal
matrix is easy to be inverted, as follows
q(ω) = Diag
[
1
mn (−ω2 + 2jζnωnω + ω2n)
]
g(ω) (1.40)
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and coming back to the physical displacement and force vectors
x(ω) = φDiag
[
1
mn (−ω2 + 2jζnωnω + ω2n)
]
φTf(ω) (1.41)
then by definition
H(ω) = φDiag
[
1
mn (−ω2 + 2jζnωnω + ω2n)
]
φT (1.42)
in which each element of the matrix is a complex function of the frequency variable depending by the
modal parameters:
Hij(ω) =
N∑
n=1
φ
(n)
i φ
(n)T
j
mn (−ω2 + 2jζnωnω + ω2n)
(1.43)
Actually there are multiple definitions of the FRF depending on what the type of responses are con-
sidered: receptance, mobility and accelerance (or inertance) relate the force to displacement, velocity or
acceleration, respectively. In the following, H(ω) will indicate the receptance, the mobility will be derived
as jωH(ω) and the accelerance as −ω2H(ω), without introducing any additional notation. Nevertheless
the analysis of their graphical presentation, as suggested in Ref.[13], is a powerful tool that will be used
in this thesis. In particular, the Bode type of plot, consisting of the two graphics of the FRF Modulus and
FRF Phase versus the Frequency, is represented in Fig.1.3 for a typical damped single degree of freedom
system to highlight the relevant characteristics of such a representation. A detailed explanation of the
Response model can be found in the Sec.2.2 of Ref.[13].
It is important to point out that the Response Model can be considered fully representative of the
system’s vibrations as well as the Spatial and the Modal models, to which it is strictly related by Eq.(1.37)
in the first case and by Eq.(1.43) in the second case.
1.3.1 State-Space Model
The expression of the system’s equation (1.1) can be reformulated in the so-called state-space model,
which is commonly used in the control theoretical formulation, by reducing the order of the differential
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Figure 1.3: Bode diagrams of Frequency Response Functions, Ref.[13].
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equations to one. In particular, in the frequency domain by setting the new variable as follows
x1(ω) =
(
x(ω)
−j ωx(ω)
)
(1.44)
the Eq.(1.36) becomes
− j ωx1(ω) =
[
0 I
−M−1K −M−1C
]
x1(ω) +
(
0
M−1
)
f(ω) (1.45)
that yields to
− j ωx1(ω) = Ax1(ω) +Bf(ω) (1.46)
y(ω) = Cx1(ω) +Df(ω) (1.47)
where
A =
[
0 I
−M−1K −M−1C
]
B =
[
0
M−1
]
C =
[
I
0
]
D = 0 (1.48)
in which A, B and C are called state, input and output matrices and D is usually neglected, because the
effect of the excitation is fully considered in the first equations. Equation (1.47) introduces the variable
y(ω) as the output of the system and, in this case, it is related to the system’s physical displacement
through the output matrix. Nevertheless the system’s velocities or accelerations can be also considered by
modifying the output matrix. Identification algorithms based on a state-space model identify the system
matrices A, B and C from the measurement data. The transfer function matrix between the outputs and
the inputs is then given by the following
H(ω) = C [−j ωI −A]−1B (1.49)
It can be proved that the system’s modal parameters can be evaluated from the eigenvalue problem
associated to the state matrix
Av(n) = µnv
(n), n = 1, 2, . . . , 2N (1.50)
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In fact, if v(n) =
{
v
(n)
1
v
(n)
2
}
, considering the partitions for the state matrix defined in Eq.(1.48), the Eq.(1.50)
results [
0 I
−M−1K −M−1C
]{
v
(n)
1
v
(n)
2
}
= µn
{
v
(n)
1
v
(n)
2
}
(1.51)
that yields
v
(n)
2 = v
(n)
1 µn (1.52)
−M−1Kv(n)1 −M−1Cv(n)2 = µnv(n)2 (1.53)
Combining the last equations and rearranging results
[
µ2nM + µnC + K
]
v
(n)
1 = 0 (1.54)
that is the same expression of Eq.(1.19) with µn = λn and v
(n)
1 = p
(n). Moreover also the Eq.(1.49) can
be manipulated to give the expressions obtained in Eq.(1.42).
1.4 Experimental Modal Analysis
The experimental route to vibration analysis follows a different path with respect the theoretical one.
However, they share the same models, whose understanding is the driving criteria of the experimental
investigations. A general description of how the test setup should be organized in order to evaluate the
structure’s response properties is shown in Fig.1.4. According to the definitions given in Sec.3 of Ref.[13],
each block is described:
Test Structure. It represents the system under investigation. The important preliminary to the whole
process is its preparation with the boundary conditions. Free or grounded conditions are usually
considered for common tests although the reference condition should be the operating one.
Exciter and Power Amplifier. The structure can be excited into vibration in several ways although the
two most commonly used are by an attached shaker or by a hammer blow. The main issue is the
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Signal generator 
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Amplifier
an  acquisition Load cell
Control Exciter
Figure 1.4: General Layout of Experimental Modal Analysis.
insertion error that can follows and the positioning. The Power Amplifier will be necessary in order
to drive the actual device used to vibrate the structure
Transducers. There are many different devices available to measure the excitation forces and the various
responses of interest. Common devices are piezoelectric load cells and accelerometers because of
their wide frequency range of application. Nevertheless also strain gauges can be used as a less
expensive solution.
Signal generator and acquisition. The structure should be excited by a loading that allows the
identification of the vibration properties. The signal generator is a source for the excitation signal,
i.e., harmonic, random, transient (as an impact), according to the aim of the test. It is important
that the generation of the signal is coordinated with the exciter and the acquisition of the transducers
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responses. Therefore, the system has to take into account the issues related to the signal processing,
such as the filtering in the frequency range of interest, the sampling from continuous signal to
discrete values, the synchronous acquisition among the transducers, the leakage of the signal outside
the acquisition time window.
Control Unit. It is in general a computer with a software that drives the test, collects the measured
data and post-processes the results in order to evaluate the starting point for the modal analysis,
such as the Frequency Response Functions or the Impulse Response Functions. The user expertise
is fundamental to tune all the acquisition parameters, such as sampling frequency, range definitions,
transducer sensitivities, filter characteristics, acquisition time, signal windowing, excitation signal.
The practice of performing modal testing requires that all the mentioned items would be thoroughly
looked after. For this reason further details about the signal processing and the system’s estimate procedure
are given in the following.
1.4.1 Some issues on Signal Processing
The signal generator and acquisition is the component, driven by the control unit, that deals with the
signal processing issues, because, as already described, it generates and acquires the analog signals that
need to be converted from or to digital signals. During this process the two main concerns to deal with
are the aliasing and the leakage. The first originates from the fact that the continuous time signals that
have to be sampled contains a theoretically infinite spectrum. High frequency components might then
cause amplitude and frequency errors in the finite and discrete spectrum of the digital signal. If the highest
frequency in a base band signal to be analyzed, fmax, does not meet the Shannon’s theorem,
fmax ≤ fs/2 (1.55)
where fs is the sampling frequency, frequencies above fs/2, will show up as frequencies below fs/2. Figure
1.5 shows as sine waves at f1 = 1 Hz, f2 = 4 Hz and f3 = 6 Hz, sampled at fs = 5 Hz result as three
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Figure 1.5: Effect of aliasing on sine waves sampled at fs = 5 Hz.
identical discrete functions. Aliasing can be avoided by removing all components at frequencies higher
than fs/2. This can be achieved by an appropriate excitation signal (in the assumption that the system is
perfectly linear), but it is generally realized by using a low pass filter with a sharp cut-off. Since filters with
a perfect cut-off at fs/2, i.e., filters that cut all higher frequencies to zero without influencing the lower
frequencies, do not exist, they are often set at 0.8fmax.
Leakage errors originate from the fact that measurements have to be taken during a finite observation time
T . The discrete Fourier transform then assumes that the observed signal is periodic with period T . If this
condition is not met, a leakage error occurs. The assumption of periodicity of the time signal with period
T results in a discrete Fourier spectrum with samples at frequencies n/T . If a pure harmonic signal with
only one component f1 = n1/T is considered, all the frequency lines in the spectrum coincide with zeros
of the continuous spectrum except for f1. Therefore, the result is an exact reproduction of the correct
spectrum. On the contrary, if the wave is not periodic within the observation window (that means that its
frequency f2 6= n/T , ∀n), the frequency lines resulting from the periodicity assumption do not coincide
with the zeros of this spectrum and, therefore, the discrete spectrum does not coincide with the exact. The
real energy at frequency f2 is spread (leaked) to nearby frequencies causing an amplitude error. In the time
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domain the non periodicity of the signal in the observation window causes discontinuities at all multiples
of T : the assumed (periodic) signal differs from the exact signal, hence errors in the spectrum can also be
expected. Since any signal can be expressed as a linear combination of pure harmonic components (both
sine and cosine), leakage will occur whenever a signal contains non-periodic frequency components. The
only solution to the leakage problem, is to make sure that the signal is periodic or completely observed
within the observation window. Generally this is very difficult to achieve. For systems with a perfect linear
behaviour, it can be accomplished by exciting the structure with a periodic signal. Excitation signals as
burst random also minimize this problem, because they let the damped system enough time to reach the
rest within the observation window. Increasing the the observation time T has the double positive effect
of improving the periodicity of the signal and decreasing the frequency step ∆f . Nevertheless this usually
involves long experimental test campaign adding measurement noise. Common practice is the use of time
windows, other than the rectangular one, in order to fix the leakage problem. The application of time
window cannot be avoided, because when measuring time signals only a part of the total signal can be
considered, i.e., a time record of length T . This process is equal to multiplying the actual signal with a
rectangular time window. More suitable choices can reduce the leakage error by enforcing the signal to be
periodic. The selection of a window is always a compromise between a good estimate of the amplitude
values and a good spectral resolution. It is important to stress that the only solution to the leakage is to
make sure that the signal is periodic or completely observed within the observation window. The use of
widows only offers a partial solution and will yield distorted measurements. In Fig.1.6 some representative
windows commonly used with random, pseudo-harmonic or impact signals are depicted. In particular, the
first one is the rectangular window that corresponds to no window. When compared to the hanning window,
a wider frequency range is achieved within which the function does not decrease more than 3dB.
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1.4.2 Some issues on the estimate of the system
Following the experimental route the system estimate procedure starts from the experimental data coming
from the tests, such as impulse or random responses to evaluate the response model. Then the modal
analysis gives the directions to evaluate the modal model from the response model, such as the experimental
modal analysis (EMA, also referred as Input-Output) or the operational modal analysis (OMA, also known
as Output-Only). This last one constitutes the core of the thesis, so it will be addressed in the next Chapter
2. Finally, from the previous estimates, the spatial model can be reconstructed. This procedure is usually
known as model updating but it will be skipped in the following for the sake of brevity.
1.4.2.1 Response Model estimate
The response model is fully characterized by the Frequency Response Function (FRF) matrix or by its inverse
Fourier transform, which is the impulse response function matrix. Although they could be theoretically
evaluated from direct measurements, it is experimental practice deriving them also from the system’s
responses in the time or frequency domain. In the first case the impulsive test has to be carried out, with
the hammer as exciter, whereas the second approach allows the use of any signal that, sent to the shaker,
is capable to vibrate the structure. This is the case of random tests, in which the stochastic excitation can
be synthesized within the investigation frequency bandwidth. The issue of insertion error due to the exciter
has been already introduced, but it should be stressed that the theoretical pure impulse, capable to excite
all the investigation spectrum, is difficult to be achieved experimentally. Therefore, the procedures based on
stochastic signals are widely applied in EMA and they also represent the only possibility for OMA, because
its main hypothesis is a white noise excitation. The main objective is the evaluation of the FRFs Hij(ω)
from the system’s response at the i-th experimental point with respect to the j-th excitation point within
the frequency range of investigation, ω ∈ [0, fmax], being No the number of outputs (i = 1, 2, · · · , No)
and Ni the number of inputs (j = 1, 2, · · · , Ni). From the measurements of two output responses, yi
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and yk, i, k = 1, 2, · · · , No in the time domain, it is possible to evaluate the output correlation function
Ryiyk(τ), as a function of the time lag τ :
Ryiyk(τ) = lim
T→∞
1
T
∫ +T/2
−T/2
yi(t)yk(t+ τ)dt (1.56)
The Power Spectral Density (PSD) function, Gyiyk(ω), is defined as the Fourier transform of the correlation
function, but according to the Wiener-Khintchine relation it can be also evaluated from the spectra of the
responses Yi and Yk, i, k = 1, 2, · · · , No in the frequency domain:
Gyiyk(ω) = lim
T→∞
Y ∗i Yk
T
(1.57)
where * denotes the complex conjugate. It is usually referred to auto or cross correlation and PSD function
if i = j, or i 6= j, respectively. Identical definitions are used for the input responses, referred as Rfjfk
and Gfifk for correlation and PSD, respectively. By combining the output and input PSD functions two
different estimates of the FRF, commonly recognized as H1 and H2, can be derived, Ref.[19]:
H1(ω) =
Gyf
Gff
(1.58)
H2(ω) =
Gyy
Gfy
(1.59)
In practice the use of alternative ways of calculating the FRF from the auto- and cross-PSD gives advan-
tages, as the reduction of uncorrelated noise on the input or the output signals achieved by averaging.
Since those FRF estimates are least square approximations, a corresponding correlation function can be
defined and it is called coherence. The latter is a measure of the least square error and, for a single input,
it is defined as:
γ(ω) =
H1
H2
=
|Gfy|2
GffGxx
(1.60)
The coherence varies between 0 and 1, with a value of 1 indicating that a perfect linear relationship exists
between the two compared signals (input and output). A coherence less than 1 can be due to uncorrelated
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noise in the measurements of the input or output, nonlinearity of the system under investigation, leakage,
delays in the system not compensated in the analysis. It is a good practice the use of H2 (H1) if a good
estimate of the peak of resonance (anti-resonance) is required since extraneous noise on the input (output)
do not influence the estimate. One more FRF estimate is commonly used, since its formulation is unbiased
with respect to both input and output noise:
Hv(ω) =
Gyy − κGff +
√
[Gffκ−Gyy]2 + 4|Gfy|2κ
2Gyf
(1.61)
in which κ = Gnyny/Gnxnx is the ratio between the auto-PSD of the noise acting on the output and the
auto-PSD of the noise acting on the input; if it is not known, it is usually taken to 1.
1.4.2.2 Modal Model estimate
The role of the Experimental Modal Analysis (EMA) is the identification of the vibration modes from the
system’s responses. Several methodologies have been developed and implemented, but their description is
beyond the aim of this thesis. Therefore, a brief overview of the modal parameter estimation algorithms
considered representative is presented with the suggested references as in Ref.[20]. During the last three
decades the methods have evolved from very simple single degree of freedom (SDOF) techniques to methods
that analyze data from multiple-input excitation and multiple-output responses (MIMO) simultaneously in
a multiple degree of freedom (MDOF) approach. In the class of MDOF methods, a major grouping is
usually done based on the domain in which the data are treated numerically resulting in time-domain
and frequency-domain methods. One of the first MDOF time-domain algorithms specifically designed for
MIMO modal parameter estimation was the Ibrahim Time-Domain (ITD) method Ref.[21]. This method
uses impulse response function data to identify modal parameters by means of an eigenvalue problem. When
originally proposed, it built the eigenvalue problem using free-response time data and it was adapted for an
automated model order selection in order to minimize the required user-interaction, by means of the Modal
Confidence Factor (MCF), Ref.[22]. Later another well-known time-domain algorithm was formulated with
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the name Eigensystem Realization Algorithm (ERA) Ref.[23]. It starts from the state space formulation
described in Sec.1.3.1 to derive the minimum realization of the system matrices. The original formulation
requires the singular value decomposition of the so-called Hankel matrix, which is constructed from the
impulse response function data, while the faster ERA/DC variant uses autocorrelation functions as data,
as introduced in Ref.[24]. The theoretical background of this method is also related to the most recent
Stochastic Subspace Identification (SSI) algorithms, Ref.[25], widely used also in the OMA framework,
as it will be shown in the next Chapter. Another class of time-domain system identification methods,
having its roots in the domain of control theory and applications, are the so-called autoregressive moving-
average (ARMA) models, that provide a parsimonious description of a (weakly) stationary stochastic-
process in terms of two polynomials, one for the auto-regression and the second for moving averages. The
general ARMA model was described in the 1951 thesis of Peter Whittle, Ref.[26], and can be studied in
Ref.[27]. A much faster time-domain method is the Least Squares Complex Exponential (LSCE) algorithm
first introduced by Ref.[28] as an extension of Prony’s method Ref.[29], which states that the roots of
an underdamped system always occur in complex conjugate pairs and therefore can be used to form a
characteristic polynomial with real coefficients. From the impulse response function data at subsequent
discrete time instants, these coefficients can be computed and the roots then result in the system poles. A
MIMO version of the LSCE is referred to as the polyreference-LSCE (p-LSCE) Ref.[30]. It is fast and does
not require initial estimates for the modal parameters. Moreover, based on auto- and cross-correlations
between output measurements, this algorithm can also be successfully applied for the modal parameter
estimates from output-only measurements, as in the next Sec.2.1. The only unknown is the number of
modes that must be considered in the analysis, or rather the model order, for which an iterative procedure
is usually build by letting this value changing. This requires the distinction between the physical and
computational modes for which a so-called stabilization chart was proposed. The stabilization diagram is a
useful tool to determine the order of the system, that is the number of considered modes in the estimation
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procedure. It is built by comparing the modal parameters calculated from models of consecutive order and
by defining them as stable if the relative error is less than an arbitrary small fix threshold. For low noise
levels the PLSCE in combination with the stabilization chart is suitable for an accurate modal parameter
estimate. However, for high noise levels the estimation process becomes susceptible to errors and results
can differ significantly depending on the user’s experience.
In frequency-domain analysis a number of important features, such as overlap averaging, data windowing
and frequency band selection, considerably reduce computation and storage requirements. A classical
MDOF method is the Least Squares Frequency-Domain (LSFD) algorithm, based on the expression of
the response model in term of the modal parameters as in Eq.(1.43). In the case that the poles are not
known, this method is nonlinear in the parameters resulting in a nonlinear least squares problem that has
to be solved using an optimization algorithm. Good starting values are required to reduce the number
of iterations. This method as such never became popular, except in combination with other methods
providing an estimate of the poles, because, if this is the case, it reduces to a linear Least Squares problem
yielding global estimates for the mode shapes, as shown in Sec.2.1 for OMA applications. As in the time-
domain, a number of frequency-domain methods use a state space parametrization. A frequency-domain
version of the ERA method (ERA- FD), is presented in Ref.[31], which formulation is closely related to the
time-domain algorithm. The primary data for the ERA-FD are the FRFs forming a complex block matrix
from which, through an SVD, a state model is derived and transformed to the modal space. As for the
ERA method, frequency-domain versions of time-domain subspace identification schemes having a reduced
computation and storage requirements were proposed. Starting from MIMO frequency response function
measurements, frequency-domain algorithms based on discrete-time deterministic subspace identification
have been described in Ref.[25]. The Complex Mode Indicator Function (CMIF), Ref.[32], that uses a
SVD of the frequency response function matrix, has gained some popularity because of its simple use.
The CMIF is a plot of the log-magnitude of the singular values of the FRF matrix as a function of the
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frequency. Peaks in the CMIF plot indicate the damped natural frequencies. Based on the assumption
that near a resonance the FRF matrix is dominated by a single term in Eq.(1.43), it follows that the mode
shape and modal participation factor vectors are found from the left and right singular vectors associated
with the largest singular value. Since the CMIF is a multiple input algorithm, it can detect multiple roots
resulting in several significant singular values peaking at a specific frequency. It should be noticed that, for
the case of multiple poles, the singular vectors corresponding to the singular values significantly differing
from zero are not the actual mode shapes. Instead, these are given by a (unknown) linear combination of
the singular vectors. A similar approach, working on the output PSD functions instead of the FRFs, will
be described in the next Chapter as an OMA method called Frequency Domain Decomposition (FDD). A
large number of frequency-domain estimators are based on a matrix fraction description model and one
of them is briefly discussed in the following, since it is the method used in this thesis as a reference for
the Operational Modal Analysis. This is the PolyMAX algorithm developed by LMS and implemented in
the Test.Lab software as described in Ref.[33]. The PolyMAX method is a further evolution of the Least-
Squares Complex Frequency-domain (LSCF) estimation method, [34]. The most important advantage of
the LSCF estimator over the available and widely applied parameter estimation techniques is the fact that
very clear stabilization diagrams are obtained with a relatively small computational effort. A thorough
analysis of different variants of the common-denominator LSCF method can be found in Ref.[20]. It was
found that the identified common-denominator model closely fitted the measured FRF data. However,
when converting this model to a modal model Eq.(1.43) by reducing the residues to a rank-one matrix
using the singular value decomposition (SVD), the quality of the fit decreases. Another feature of the
common-denominator implementation is that the stabilization diagram can only be constructed using
pole information (eigenfrequencies and damping ratios). Neither participation factors nor mode shapes
are available at first instance. The theoretically associated drawback is that closely spaced poles will
erroneously show up as a single pole. These two reasons provided the motivation for a polyreference
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version of the LSCF method, which is PolyMAX. Time-domain methods, such as the polyreference Least-
Squares Complex Exponential (p-LSCE, Ref.[34]) method, typically require impulse responses (obtained as
the inverse Fourier transforms of the FRFs) as primary data, while PolyMAX uses directly the measured
FRFs as primary data. The latter estimator consider the scalar matrix-fraction description for the measured
FRFs, better known as a common-denominator model:
H(ω) =
∑p
γ=0 z
γβγ∑p
γ=0 z
γαγ
(1.62)
where H(ω) ∈ CNo×Ni is the matrix containing the FRFs between all Ni inputs and all No outputs;
βγ ∈ CNo×Ni are the numerator matrix polynomial coefficients; αγ ∈ C are the denominator polynomial
coefficients and p is the model order. Please note that a so-called z-domain model (i.e. a frequency-domain
model that is derived from a discrete-time model) is used in Eq.(1.62), with:
z = ejωts (1.63)
where ts is the sampling time. Equation (1.62) can be written down for all values ω of the frequency axis of
the FRF data. Basically, the unknown model coefficients αγ, βγ are then found as the least-squares solution
of these equations (after linearization). Once the denominator coefficients αγ are determined, the poles
and modal participation factors are retrieved as the eigenvalues and eigenvectors of their companion matrix.
This procedure is similar to what happens in the time-domain LSCE method and allows for constructing a
stabilization diagram for increasing model orders and using stability criteria for eigenfrequencies, damping
ratios and modal participation factors. Although theoretically the mode shapes could be derived from the
model coefficients αγ, βγ, a so-called pole-residue model is also considered:
H(ω) =
N∑
i=1
[
ϕ(i)ψ(i)T
j ω − λi +
ϕ(i)∗ψ(i)H
j ω − λ∗i
]
− LR
ω2
+UR (1.64)
where N is the number of modes; ϕ(i) ∈ CNo are the mode shapes; superscript ∗, T , H respectively denote
complex conjugate, transpose, and hermitian of a matrix; ψ(i) ∈ CNi are the modal participation factors
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and λi are the poles, which occur in complex-conjugated pairs and are related to the eigenfrequencies ωi
and damping ratios ζi as follows:
λi, λ
∗
i = −ζiωi ± j ωi
√
1− ζ2i (1.65)
LR, UR ∈ <l×m in Eq.(1.64) are respectively the lower and upper residuals modelling the influence of
the out-of-band modes in the considered frequency band. The interpretation of the stabilization diagram
yields a set of poles λi and corresponding participation factors ψ
(i). Since the mode shapes ϕ(i) and the
lower and upper residuals are the only unknowns, they are readily obtained by solving Eq.(1.64) in a linear
least-squares sense. This second step is commonly called least-squares frequency-domain (LSFD) method.
All the previously discussed estimators belong to the class of so-called deterministic algorithms, which in
essence are curve fitting techniques. Using however a stochastic approach yields a more realistic description
of real-life experiments. By taking knowledge about the noise on the measured data into account in the
cost function, it is possible to derive estimators with significant higher accuracy compared to the ones
developed in the deterministic framework. Most of the described stochastic estimators start from the
Fourier transform of the input (force) and response time sequences measured using a periodic excitation
signal derived in an errors-in-variables framework, from which a sample mean and sample variance can be
derived as in Ref.[35]. Based on this information, the model parameters can be derived using the so-called
frequency-domain Maximum Likelihood Estimator (MLE) developed by Schoukens and Pintelon, Ref.[36],
and extended to multivariable systems by Guillaume, Ref.[37]. From the combination of the MLE and the
PolyMAX algorithm a new identification approach has been recently developed. It is called PolyMAX plus
and its description can be found in Ref.[38].
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Figure 1.6: Rectangular window compared to typical windows used for random, pseudo-harmonic or impact signals.
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Chapter 2
Operational Modal Analysis
The development of Operational Modal Analysis techniques allows estimating the modal parameters of a
structure using vibration responses only. Thus, the costs associated to the test campaign are reduced and,
in addition, an increase of the accuracy of the modal signature is achieved due to possibility to evaluate
the behavior of the system under the actual boundary conditions and excitation levels, both provided from
the operating conditions. Several techniques, both in frequency and in time domain, have been developed
in recent years, under the main common assumption that the excitation has to be stochastic with the same
spectral characteristics of the white noise. Among the methods it is worth recalling the Frequency Domain
Decomposition (FDD, Ref.[3]), the Hilbert Transform Method (HTM, Ref.[39]) and two methods belonging
to the Stochastic Subspace Identification (SSI, Ref.[40]), in which the state-space model is associated to
the observed output responses through the so-called orthogonal projection technique in the time domain,
Ref.[6], or in the frequency domain, Ref.[5].
Moreover a new method capable to deal with operational conditions in which the excitation cannot be
considered as white noise has been developed starting from the HTM and it is presented as modified HTM.
It is applicable when some tones are added to the shochastic broadband excitation and corrupt the system’s
responses. This method finds a wide application in rotorcraft as well as wind turbine technology, which are
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characterized by multi-harmonic excitation embedded in a white noise loading.
Finally, for the sake of completeness, it should be noted that the mode shapes gained using the OMA are
unscaled, because of the unknown excitation level, that means that also the frequency response functions
gained by the only responses are biased by a scaling factor depending on the modal masses. Some procedures
capable to extract these modal parameters by performing more than one test have been developed and are
dealt in this chapter. They are based on the modal parameter variations induced by a mass or stiffness
change and are named Constant Mode Shapes, CMS, Ref.[2], and Receptance Based Normalization, RBN,
Ref.[1].
2.1 Basic Theory behind Operational Modal Analysis
The OMA bases its identification algorithms on the experimental modal analysis, by substituting the Fre-
quency Response Functions (or the impulse response functions) with the Power Spectral Density functions
(or the correlation functions). This substitution is possible thanks to the main assumption on the white
noise behaviour of the excitation. The effectiveness of this practice is proven in Ref.[34]. Consider the
response model in the frequency domain as introduced in Eq.(1.43), where the frequency response function
is expressed as a function of the modal parameters:
Hij(ω) =
N∑
n=1
(
φ
(n)
i φ
(n)
j
mn (jω − λn) +
φ
(n)∗
i φ
(n)∗
j
m∗n (jω − λ∗n)
)
(2.1)
in which the complex conjugate pairs are explicit. From the measurements of the output responses, yi,
i = 1, 2, · · · , No, (No being the number of measurement points) over Nt time samples, it is possible to
build the output spectral density function matrix, Gyy(ωk) ∈ CNo×No , k = 1, · · · , Nt/2 from the evaluation
of the spectral density functions, Gyiyj(ωk), defined between the i-th and j-th output responses, at the
k-th spectral line, as:
Gyy(ωk) =
 Gy1y1(ωk) . . . Gy1yNo (ωk)... . . . ...
GyNoy1(ωk) . . . GyNoyNo (ωk)
 (2.2)
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For stationary stochastic processes this power spectral density function matrix among the outputs, Gyy(ω),
is
Gyy(ω) = H
H(ω)Gff (ω)H(ω) (2.3)
where Gff (ω) is the power spectral density function matrix among the inputs, Ref.[41] Sec.7.4. Under
the assumption of uncorrelated and white noise inputs, Gff (ω) is not frequency dependent and equals a
constant matrix Gff . Combining Eqs.(2.1) and (2.3) yields an expression that decomposes the output
power spectral density matrix into modal components, Ref.[34]:
Gyiyj(ω) =
N∑
n=1
(
φ
(n)
i ψ
(n)
j
(jω − λn) +
φ
(n)∗
i ψ
(n)∗
j
(jω − λ∗n)
+
ψ
(n)
i φ
(n)
j
(−jω − λn) +
ψ
(n)∗
i φ
(n)∗
j
(−jω − λ∗n)
)
(2.4)
where ψ(n) is the output-only reference vector of the n-th mode. This reference vector is a complex
function of the terms of the Gff matrix and the system’s modal parameters and, hence, does not allow
the estimate of the modal participation factor (or modal masses). Equation (2.4) forms the basis for the
frequency domain OMA techniques, where the unknown input is assumed to be white noise. It shows that
if the terms related to unstable poles (the ones with positive real part) are not considered Eq.(2.4) reduces
to Eq.2.1 and the output PSD function matrix can be decomposed into modal components, as is the case
of the FRF matrix.
Taking the inverse Fourier Transform of Eq.(2.4) yields the output correlation function matrix Ryy(τ), for
positive and negative time lags τ :
Ryiyj(τ) =

N∑
n=1
(
φ
(n)
i ψ
(n)T
j e
λnτts + φ
(n)∗
i ψ
(n)H
j e
λ∗nτts
)
for τ ≥ 0
N∑
n=1
(
ψ
(n)
i φ
(n)T
j e
λn|τ |ts + ψ(n)∗i φ
(n)H
j e
λ∗n|τ |ts
)
for τ < 0
(2.5)
where ts is the sampling period. Equation (2.5) forms the basis for the time domain OMA techniques,
since it shows that the output correlation functions (for τ > 0) can be expressed as a sum of decaying
sinusoids (or pseudo-harmonic functions), as in the case with the impulse response function.
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2.1.1 Frequency domain
Starting from Eq.(2.4) in the frequency domain, by varying the model order n from 2 to a certain arbitrary
high value, a transfer function is evaluated by founding those polynomial expressions of the numerator
(B(n)(ω)) and denominator (A(n)(ω)) of degree n that minimize the quadratic error with respect to the
given complex frequency function. This procedure solves the problem of minimizing the sum of the squared
error between the actual and the desired frequency function points, F (ωk) for k = 1, . . . , Nf , with Nf
frequency points:
min
B,A
Nf∑
k=1
∣∣∣∣F (ωk)− B(ωk)A(ωk)
∣∣∣∣2 (2.6)
Then the transfer function in terms of polynomial expressions is converted in the partial fraction expansion:
B(ω)
A(ω)
=
n∑
j=1
Rj
ω − pj +K(ω) (2.7)
where K(ω) is the direct term. At this point, the n roots of the denominator give the system’s poles. An
iterative procedure is implemented so that for each model order n the results are compared with the ones
coming from the previous step and the so-called stabilization diagram is built, as represented in Fig.2.1.
Estimated poles corresponding to physically relevant system modes tend to appear for each estimation
order with nearly identical values, while the so-called mathematical poles, i.e. poles resulting from the
mathematical solution of the Eq.(2.6) but meaningless with respect to the physical interpretation tend to
disperse. These mathematical poles are mainly due to the presence of noise on the measurements and
can be classified as unstable if they differ from the previous ones more then an arbitrary fixed threshold
(usually about 5%). The columns of ’s’ on the chart suggest which poles have to be selected during the
identification process of the modal parameters. After that, an algorithm that evaluate the modes from
the residues can be implemented in order to minimize the error between the experimental matrix of the
response functions and the theoretical expression of these functions in terms of the modal parameters:
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Figure 2.1: Stabilization diagram for the selection of the system’s poles in NIMA.
H(s) =
Nm∑
i=1
(
φ(i)L(i)T
s− λi +
φ(i)∗L(i)H
s− λ∗i
)
+
1
s2
LR + UR (2.8)
H(s) = V [sI−Λ]−1 L + 1
s2
LR + UR (2.9)
in which LR and UR are the Lower Residuals and the Upper Residuals, respectively. Since the system’s
poles are known, Eq.(2.9) can be written as
b = xA
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with the aim of putting apart the unknowns, as:
b(NoNref )×(Nf ) =

H11(s1) . . . H11(sNf )
...
. . .
...
HNo1(s1) . . . HNo1(sNf )
...
H1Nref (s1) . . . H1Nref (sNf )
...
. . .
...
HNoNref (s1) . . . HNoNref (sNf )

(2.10)
x(NoNref )×(2Nm+2) =

R
(1)
11 . . . R
(Nm)
11 R
(1)∗
11 . . . R
(Nm)∗
11 LR11 UR11
...
. . .
...
...
. . .
...
...
...
R
(1)
No1
. . . R
(Nm)
No1
R
(1)∗
No1
. . . R
(Nm)∗
No1
LRNo1 URNo1
...
...
...
...
R
(1)
1Nref
. . . R
(Nm)
1Nref
R
(1)∗
1Nref
. . . R
(Nm)∗
1Nref
LR1Nref UR1Nref
...
. . .
...
...
. . .
...
...
...
R
(1)
NoNref
. . . R
(Nm)
NoNref
R
(1)∗
NoNref
. . . R
(Nm)∗
NoNref
LRNoNref URNoNref

A(2Nm+2)×(Nf ) =

1
s1−λ1 . . .
1
sNf−λ1
...
. . .
...
1
s1−λNm . . .
1
sNf−λNm
1
s1−λ∗1 . . .
1
sNf−λ∗1
...
. . .
...
1
s1−λ∗Nm
. . . 1
sNf−λ∗Nm
s−21 . . . s
−2
Nf
1 . . . 1

(2.11)
where Nf is the number of spectral lines of the experimental functions, No is the number of measurement
points, Nref is the number of points used as references. Taking into account that the matrices are generally
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complex valued, it is more convenient to rewrite their expressions as follows:
b =

<HT11 + j=H
T
11
...
<HTNo1 + j=H
T
No1
...
<HT1Nref + j=H
T
1Nref
...
<HTNoNref + j=H
T
NoNref

(2.12)
x =

<RT11 + j=R
T
11 <R
H
11 + j=R
H
11 LR11 UR11
...
...
...
...
<RTNo1 + j=R
T
No1 <R
H
No1
+ j=RHNo1 LRNo1 URNo1
...
...
...
...
<RT1Nref + j=R
T
1Nref <R
H
1Nref
+ j=RH1Nref LR1Nref UR1Nref
...
...
...
...
<RTNoNref + j=R
T
NoNref <R
H
NoNref
+ j=RHNoNref LRNoNref URNoNref

(2.13)
A =

α< + jα=
β< + jβ=
γ< + jγ=
< + j=
 (2.14)
Therefore the problem results:
<HT11 =H
T
11
...
<HTNo1 =H
T
No1
...
<HT1Nref =H
T
1Nref
...
<HTNoNref =H
T
NoNref

= (2.15)

<RT11 =R
T
11 <R
H
11 =R
H
11 LR11 UR11
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
<RTNo1 =R
T
No1 <R
H
No1 =R
H
No1
LRNo1 URNo1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
<RT1Nref =R
T
1Nref <R
H
1Nref =R
H
1Nref
LR1Nref
UR1Nref
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
<RTNoNref =R
T
NoNref <R
H
NoNref =R
H
NoNref
LRNoNref
URNoNref

[
α< + β< α= + β=
−α= + β= α< − jβ<
γ< 0
< 0
]
Finally, the residual terms come from the least-square resolution of the equation:
x˜ = A˜†b˜
where the number of spectral lines is much higher of the unknown residual terms.
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2.1.2 Time domain
Classical resolution methods in the time domain for the impulse response functions can be applied to the
correlation functions Ryiyj(τ) in Eq.(2.5) for τ > 0 to estimate the system’s poles λn and modes ϕ
(n) by
rewriting the discrete functions in a more compact form:
Rij(k∆τ) =
2N∑
n=1
C
(n)
ij e
λnk∆τ (2.16)
in which the sum is expanded to 2N terms to take into account the complex conjugate pairs. The
parameters of this expression can be found by applying the Prony’s method because a polynomial of order
2N in terms of eλn∆τ can be written as:
β0R
k
ij + β1R
k+1
ij + . . .+ β2N−1R
k+2N−1
ij = −Rk+2Nij (2.17)
where Rkij = Rij(k∆τ) and if k = 1, . . . , l. A linear system of l equations based on the Hankel matrix can
be built to determine the coefficient βn, n = 1, . . . , 2N :
Rijβ = R¯ij (2.18)
This procedure uses a single correlation function, but, since β are global quantities, the modal parameters
can be derived from all the correlation functions. Hence, if p responses are considered and q of them
are adopted as reference, the associated Eq.(2.18) for all the q × p correlation functions results into one
system: 
R11
R12
...
Rqp
β = −

R¯11
R¯12
...
R¯qp
 (2.19)
A solution in a least-square sense can be found for β using pseudo-inverse techniques, provided that
lqp ≥ 2N . Using all qp correlation functions allows to obtain more accurate modal parameters estimation.
Since the order N necessary to properly represent the dynamics of the system is not known a priori, the
pole identification is performed for several orders, and a stability diagram is built as previously described.
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Once the system’s poles have been identified, the residual terms can be evaluated. If a set of q correlation
functions Rij(k∆τ) is considered for a unique reference signal j, then Eq.(2.16) yields:
Ri(k∆τ) =
2N∑
n=1
C
(n)
i e
λnk∆τ (2.20)
where i = 1, . . . , q, k = 1, . . . , L − 1 and L is the number of time instances of the correlation functions
considered for the mode extraction. If Vn = e
λn∆τ is defined, the previous equation can be put in the
matrix form:
V1 V2 · · · V2N−1 V2N
V 21 V
2
2 · · · V 22N−1 V 22N
...
. . .
...
V L−11 V
L−1
2 · · · V L−12N−1 V L−12N


C
(1)
1 · · · C(1)q
C
(2)
1 · · · C(2)q
...
...
C
(2N)
1 · · · C(2N)q
 =
 R
(1)
1 · · · R(1)q
...
...
R
(L−1)
1 · · · R(L−1)q
 (2.21)
In this expression, Rki are obtained from the measurements and Vn are known from the pole identification
step. Equation (2.21) is a complex system of equations where the coefficients Vn and C
(n)
i appear as
complex conjugate pairs. Hence, it would be sufficient to consider L = N time samples of the correlations.
In practice, in order to average out numerical errors and noise, more time samples are considered Rki
(L >> 2M) and the residues are computed as the least-squares solution of Eq.(2.21).
2.2 Frequency Domain Decomposition
This method starts from the Eqs.(2.2) and (2.4). Because such a response spectral matrix is Hermitian,
G∗yiyj(ωk) = Gyjyi(ωk), with real positive diagonal elements, the singular value decomposition of the output
spectral density matrix, for each of the k-th available spectral lines, could be written as, Ref.[3]:
Gyy(ωk) = Uk(ωk)Σk(ωk)U
H
k (ωk) (2.22)
in which Uk(ωk) ∈ CNo×No is the matrix of left singular vectors and Σk(ωk) ∈ R+(No×No) is the diagonal
matrix of singular values. Under the hypothesis that the structure behaves as a single degree of freedom
system around the peak of resonance, ωn, the rank of Gyy(ωk) tends to one as the current frequency ωk
approaches one of the system’s natural frequencies, ωn.
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By comparing Eq.(2.4) and Eq.(2.22) when ωk = ωn, a good estimate of the mode shape can be
achieved from the singular vector corresponding to the only non-zero singular value.
Moreover, from Eq.(2.5), the correlation matrix can be written in terms of the modal parameters.
If such correlation functions are evaluated by an inverse Fourier transform of the power spectral density
matrix in the neighborhood of the identified natural frequency, and the mode shapes are well separated, then
they correspond to the free decay of an equivalent SDOF system. Therefore, the logarithmic decrement
technique can be applied to estimate the damping ratio, Ref.[13, 42]. This technique is based on the fact
that the natural logarithm of the ratio of successive drops in the amplitude of a pseudo-harmonic signal
can be used to estimate the damping. In Fig.2.2 the impulsive response of a SDOF system is shown as
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
-1
0
1
t
x (
t )
x
i+1
- e- n n t
 e- n n t
x
i
x
i+2
Figure 2.2: Damping estimate using the Logarithm Decrement technique.
pseudo-harmonic function with frequency ωn and damping ζn. Such a function can be written as
x(t) = e−ζnωnt cos
(
ωn
√
1− ζ2n t
)
(2.23)
The function’s local maxima and minima xi correspond to those values in which the cosine function is
equal to 1 or -1, therefore they lies on the natural exponential envelope represented in Fig.2.2. Moreover
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they correspond to the values of the independent variable t that is equal to the integer multiples of the
semi-period T/2 = pi
ωn
√
1−ζ2
. Equation (2.23) for t = iT/2 becomes
xi = x(t = iT/2) = e
−ζnωniT/2 (2.24)
and taking the natural logarithm, it results
log xi = − ζpi√
1− ζ2 i (2.25)
This means that the damping ζ can be found from the angular coefficient of the linear trend obtained by
plotting the logarithm of the absolute values of the maxima and minima xi against the index i, with i = 0
when t = 0.
2.3 Stochastic Subspace Identification
The goal of the Stochastic Subspace Identification (SSI) methods is the evaluation of the dynamical
behavior of the system represented by the state space formulation (Sec.1.3.1):
x(k + 1) = Ax(k) + Bf(k) (2.26)
y(k) = Cx(k) (2.27)
in which the state vector is x ∈ <2N , the output vector is y ∈ <No and, consequently, the state matrix
is A ∈ <2N×2N and the output matrix is C ∈ <No×2N ; for the sake of simplicity, the input belongs only
to the first equation, the input matrix is B ∈ <2N×Ni and f ∈ <Ni represents the white noise excitation
vector, where N is the number of degrees of freedom of the system. The estimation of the system’s modal
parameters is easily evaluated by calculating the eigenvalues and the eigenvectors of the state matrix A,
that, in turn, can be obtained starting from the observability matrix of order p, Op ∈ <pNo×2N , that is, by
definition:
Op =

C
CA
...
CAp−1
 (2.28)
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Thus, the C matrix can be extracted from the first No lines of Op, and CA from the next ones. As a result
the estimation of the A matrix is obtained by a least square procedure. Two different algorithms, Balanced
Realization (BR-SSI) and frequency domain (f-SSI) methods, can be used to evaluate the observability
matrix starting from the system responses in the time or in the frequency domain. In the first case the
starting point is the Hankel matrix of the correlation functions evaluated with the time system responses.
In the frequency approach the Vandermonde matrix is used because it is composed by the spectra of the
system responses. More details could be found in Refs.[5, 6].
2.3.1 Balanced Realization
The Hankel matrix of orders p and q is computed by choosing Nref outputs as references
Hpq =
 R1 . . . Rq... . . . ...
Rp . . . Rp+q−1
 (2.29)
in which Rm ∈ <No×Nref are the correlation function matrices defined as 1.56 and evaluated as follows:
Rijk = E[yik+m , yjm ] =
1
Nt − k
Nt−k−1∑
m=0
yim+kyjm
for i = 1..No and j = 1..Nref . It is possible to demonstrate that [6]:
Hpq = OpCq (2.30)
in which Cq ∈ <2N×qNref is the controllability matrix of order q:
Cq =
[
G AG . . . Aq−1G
]
(2.31)
where the elements of the matrix G ∈ <2N×Nref , Gij are the expected values E[xik+1 , yjk ]. The singular
value decomposition of the Hankel matrix could be approximated by:
Hpq =
[
U1 U2
] [ S1 0
0 S2
] [
VT1
VT2
]
≈ [U1] [S1]
[
VT1
]
(2.32)
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where the S1 ∈ <`×` matrix contains highest ` singular values in decreasing order. Combining Eq.(2.30)
and Eq.(2.32), the observability matrix can be estimated as follows:
Op = U1S
1/2
1 (2.33)
The illustrated procedure is repeated by increasing the number of ` because the system order is not known.
A comparison among the poles corresponding to different iteration steps allows to plot the stabilization
diagram to distinguish stable poles as structural modes.
2.3.2 Frequency domain
The Vandermonde matrix is computed from the spectral responses as follows
z−p1 Y1 z
−p
2 Y2 . . . z
−p
N YN
z−p+11 Y1 z
−p+1
2 Y2 . . . z
−p+1
N YN
...
...
. . .
...
z−11 Y1 z
−1
2 Y2 . . . z
−1
N YN
Y1 Y2 . . . YN
z1Y1 z2Y2 . . . zNYN
...
...
. . .
...
zp−11 Y1 z
p−1
2 Y2 . . . z
p−1
N YN

def
=
[
Y−
Y+
]
(2.34)
It is possible to demonstrate, [5], the following equation:
Y+/Y− = OpX (2.35)
in which Op is the system observability matrix introduced in Eq.(2.28) and the expression A/B is shorthand
for the projection of the row space of the matrix A[p×j] on the row space of the matrix B[q×j]. This
projection can be performed as follows:
Y+/Y− = Y+YH− (Y−Y
H
− )
−1Y− (2.36)
otherwise by QR factorization: [
Y+
Y−
]
=
[
RHB 0
RHAB R
H
A
] [
QA
QB
]
(2.37)
Y+/Y− = RHABQA (2.38)
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The observability matrix is estimated by considering the following approximation:
Y+/Y− =
[
U1 U2
] [ S1 0
0 S2
] [
VT1
VT2
]
≈ [U1] [S1]
[
VT1
]
(2.39)
and by using Eq.(2.33). Let varying the model order through the parameter `, as for the time domain
approach, the stabilization diagram is built and the structural modes are identified as the stable poles.
2.4 Hilbert Transform Method
The advantage in using the Hilbert transform is primarily the capability that it provides of estimating the
imaginary part of a causal function starting from its real part, Ref.[18]. The polar representation of a
driving point FRF is given by
Hii(ω) = |Hii(ω)|e−jφii(ω) (2.41)
or, by introducing the natural logarithm, it can be expressed as
ln [Hii(ω)] = Gii(ω)− jφii(ω) (2.42)
in which Gii(ω) = ln|Hii(ω)| is the gain function. Considering that the real part of the FRF is an even
function and the imaginary part is an odd function, the gain and the phase are, therefore, even and odd,
respectively. As a result, the left-hand side of the Eq.(2.42) can be expressed as the sum of a pair of
Hilbert transform functions:
φii(ω) = −Gˆii(ω) (2.43)
The gain function is also related to the spectral density function as:
Gyy(ωk) = H(ωk)Gff (ωk)H
H(ωk) (2.44)
The Hilbert transform of a signal x(t) is defined as the Cauchy principal value of
xˆ(t) = H[x(t)] = 1
pi
∫ +∞
−∞
× x(τ)
t− τ dτ (2.40)
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where the input spectral density matrix, defined between the Ni inputs, i.e., Gff (ωk) ∈ CNi×Ni , is assumed
to be derived from a white noise excitation. This implies that Gff (ωk) is frequency independent and
Gff (ωk) = Gff , where Gff is a diagonal matrix when the input excitation is uncorrelated in the space
domain. As a consequence, by applying the natural logarithm and performing the Hilbert transform,
Eq.(2.44) becomes:
H [ln(Gyiyi(ω))] = 2H [ln |Hii(ω)|] (2.45)
in which the input spectral density contribution, Gfifi , is null, as the Hilbert transform of a constant is
zero. Combining the previous Eqs.(2.43) and (2.45) it is possible to write
φii(ω) = −1
2
H [ln(Gyiyi(ω))] (2.46)
Therefore, the FRF at the i-th driving point is achieved by evaluating the modula and the phase functions
from the response Power Spectral Density, PSD, function Gyiyi as:
|Hii(ω)|2 =:
˜|H ii(ω)|2
Gfifi
=
Gyiyi(ω)
Gfifi
(2.47)
φii(ω) = −1
2
H [ln(Gyiyi(ω))] (2.48)
where the unknown input PSD function Gfifi gives the bias on |Hii(ω)| with respect to ˜|H ii(ω)|. Therefore,
the bias FRF in the i-th driving point is estimated by:
H˜ii(ω) =
√
Gyiyi(ω)e
jφii(ω) (2.49)
The off-diagonal terms of the FRF are derivable from the comparison between the commonly used H1 and
H2 estimators, Refs.[39]. The response of the j-th degree of freedom when a loading is applied at the i-th
degree of freedom, for deterministic signals, is given by
Hji(ω) =
Xj(ω)
Fi(ω)
(2.50)
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that could be rewritten as
Hji(ω) =
X∗i (ω)Xj(ω)
X∗i (ω)Fi(ω)
(2.51)
This equation is also equivalent to the following relationship:
Hji(ω) =
X∗i (ω)Xj(ω)
F ∗i (ω)Fi(ω)
X∗i (ω)
F ∗i (ω)
(2.52)
that is
Hji(ω) =
Gyiyj(ω)√
GfifiH
∗
ii(ω)
(2.53)
Therefore the off-diagonal terms of the bias FRF matrix can be obtained:
H˜ij(ω) =
Gxixj(ω)
H˜ii(ω)
(2.54)
Obviously, the estimated functions are unbiased depending on the unknown input forces, but it is
important to stress that the bias constant on the operational FRF does not affect the modal parameter
estimates, because they are not dependent on the biasing level. The modal parameters are evaluated with
a least square approximation, considering the expression of FRF in pole-residue terms, Eq.(1.43). In the
frequency range of definition of the FRF, the number of modes, Nm, is not known, therefore a stabilization
diagram is introduced to estimate it by means of an iterative procedure. It is worth remarking that the
structural properties are independent from the order used to describe the system, thus stable poles are
representative of natural frequencies, Ref.[34].
2.5 Modified Hilbert Transform Method
The methodology proposed in this section improves the already developed operational modal analysis
method, HTM described in the previous section 2.4, to deal with harmonic excitations embedded in a
stochastic white noise loading ([7, 43, 44, 45, 46]). First, it will be shown how to identify the presence
of a harmonic excitation by statistically characterizing the output responses. The effects of the harmonic
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components could be distinguished from the non-deterministic excitation in the output responses because of
different probability density functions, detected, in turn, by the statistical function called“Entropy”, Ref.[47].
Then, an approach capable to remove the effects of the harmonic excitations in the modal parameter
estimate will be presented. This method starts from the availability of a parametric representation of the
biased frequency response function gained by the so called Hilbert Transform method. The capability to
improve the OMA procedures is initially investigated through several numerical analyses in which both the
accuracy of statistical index and the effects of the harmonic removal in the modal parameter estimate
are investigated. The effectiveness of the used statistical procedure will be compared with the so called
“Kurtosis” index, already used in previous works, Refs.[48, 49], whereas a comparison among the modal
parameter estimates achieved by different methodologies is performed for an assessment of the proposed
approach.
2.5.1 Statistical tools
In this section, some background on the statistical approach used to characterize stochastic signals are
briefly introduced. More details could be found in Refs.[47, 50]. Let be p(x) a one dimensional probability
density function, pdf, characterizing a random process of the value x, with the well known properties that
p(x) ≥ 0, ∀x and ∫∞−∞ p(x)dx = 1. A measure of the uncertainty associated with this variable could be
expressed in terms of the Entropy of such a pdf, S, derived from Ref.[47]:
S = −
∫ +∞
−∞
p(x) log [p(x)] dx (2.55)
When the random process is described by n discrete values of the pdf, pi, . . . , pn, then the Entropy could
be defined, in analogy with the previous expression, as:
S = −
n∑
i=1
pi log (pi) (2.56)
This formulation is commonly recognized as entropy as defined in physical applications of statistical me-
chanics, i.e., in Boltzmann’s thermodynamic theorem. Shannon introduced the entropy by elaborating
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a model of communication, as a parameter to quantify the loss of information occurring during a data
transfer process due to the presence of noise. In this thesis an application of this statistical tool to detect
the presence of non-gaussianity in a stochastic process is provided. An important property of the Entropy
for discrete pdf is that it is null if and only if all the pi are zero, but one, and then this non-zero pdf has to
have unitary value. Thus, the Entropy vanishes only when the occurrence is certain, otherwise it is positive.
This property could be extended to a continuous distribution p(x) by setting to zero the left-hand side of
Eq. 2.55, when considering a uniform distribution over a unit domain. Moreover, it could be demonstrated
that the Entropy has a maximum value when the random process, with standard deviation σ, is represented
by a gaussian distribution of values, that is when the pdf can be written as:
p(x) =
1√
2piσ
e−
x2
2σ2 (2.57)
For this type of random process, the maximum value of the Entropy, SG, depends only on the standard
deviation and is given by:
SG = log
(
σ
√
2pie
)
(2.58)
Therefore a pdf will always have an Entropy value belonging to the [0, SG] interval. To prove this property
the function S(x) has to be maximized with the constraints:
σ2 =
∫
p(x)x2dx (2.59)
1 =
∫
p(x)dx (2.60)
This requires, by the calculus of variations, maximizing
∫ [−p(x) log p(x) + λp(x)x2 + µp(x)] dx (2.61)
The condition for this is
− 1− log p(x) + λx2 + µ = 0 (2.62)
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and consequently, adjusting the constants to satisfy the constraints in Eqs.(2.59-2.60):
p(x) =
1√
2piσ
e−
x2
2σ2 (2.63)
that is the Gaussian pdf.
This statistical analysis could be also performed using time responses of a rotating structure character-
ized by the presence of a harmonic contribution blended in a stochastic random process. It is worth noting
that the pdf of the response of a linear system to stochastic independent excitations is well approximated
by the gaussian model (central limit theorem). On the contrary, the response of the system to a harmonic
excitation is (practically) deterministic with the same frequency of the excitation, provided its energy level
is high enough with respect to the one of the random process. In addition, it is reasonable to expect that
the Entropy of the response signal evaluated at the frequency of the excitation would be non maximum
because it involves deterministic realizations. Therefore, the Entropy associated to the response of a ro-
tating structure will be maximum in all the frequency range of interest, whereas it will be lesser than the
maximum at the frequency of the harmonic excitation, for a given standard deviation of the time response.
The advantages of using this Entropy index to identify harmonic components acting in a random process
have been validated by comparing its behavior with the Kurtosis statistical index, defined in Ref.[50], and
already used in Ref.[49]. In order to give information on how a random process having a mean value µ is
similar to a gaussian one, the Kurtosis index is defined as:
γ =
1
Nσ2
N∑
i=1
(xi − µ)4 (2.64)
where N is the number of the realizations. It is worth noting that, for normal or gaussian distributions,
the Kurtosis value is 3. Therefore, a modified Kurtosis value, γ∗ is generally considered so that:
γ∗ = γ − 3 (2.65)
In this way, γ∗ gives a measure of how far a stochastic process is from the gaussian. It is shown in Ref.[49]
that this modified Kurtosis value is equal to −1.5 when a pure harmonic signal is considered.
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Briefly, from the analysis of the Entropy (or the Kurtosis) index as frequency functions, the detection
of the harmonic excitations is achieved. In particular, when a local minimum (or the value of −1.5) is
reached for the Entropy (Kurtosis), then the frequency of the deterministic, and, hence, of the harmonic,
component is identified. The last problem that has to be addressed is how the Entropy (or the Kurtosis)
statistical index, associated to the responses of the system under investigation, is calculated as frequency
functions. Fig.2.3 shows the methodology to follow in order to evaluate such a function. It can be divided
in two steps: the first is the definition of a set of band-pass filters centered at each frequency available
in the analysis, which is a running filter, the second is the statistical characterization of the filtered time
responses. The importance in the definition of the filter is strictly related to the accuracy of the achieved
Figure 2.3: Evaluation of the entropy index as a frequency function.
entropy (or kurtosis) function. This motivation should lead to a filter with high order and narrow band, but
these are conflicting with the necessary computational effort. The expertise suggests that a butterworth
filter with order 6 and width around 1 [Hz] leads to enough accurate entropy functions. In the following
56
2 Operational Modal Analysis Modified Hilbert Transform Method
section 3.4, some numerical examples will show the sensitivity of the results to the filter characteristics.
It is important to note that the statistical properties of the time series are not affected by this filtering
processing, so the pdf preserves its shape and consequently the entropy (or the kurtosis) values keep their
role in identifying the deterministic corruptions in the stochastic signals.
2.5.2 Harmonic removal
The previous representation of the biased FRF gained by applying the HTM, Eqs.(2.49) and (2.54), gives an
important tool for removing the effects of harmonic loadings in the considered operational data. Indeed,
once the harmonic excitations (both their operational frequencies, ωopn , and their number, Nop), are
identified from the evaluation of the frequencies where the output signal has non-gaussian behavior, as
described in the previous section, it is possible to neglect their contributions to the formation of the biased
FRF, H˜(ω). Assuming that the number of modes M is given by the sum of the elastic modes Nm and the
operational modes Nop, so that M = Nm + Nop, the harmonic-free frequency response function,
∅
H (ω),
could be expressed as:
∅
H (ω) = H˜(ω)−
O
H (ω) (2.66)
where the operational frequency response function,
O
H (ω), is defined as:
O
H (ω) :=
Nop∑
n=1
[
R(n)
jω − λopn
+
R(n)∗
jω − λ∗opn
]
(2.67)
where λopn = ζopnωopn +jωopn
√
1− ζ2opn . The matrices of the residuals, R(n), and the equivalent damping
ratios, ζopn , are estimated using the standard residue/pole least-square technique in frequency domain from
the knowledge of the operational frequency, ωopn , already estimated by analyzing the Entropy statistical
index. It is worth noting this estimate takes into account possible structural couplings, responsible for
dynamic energy loss, and the effects of a limited observation recording time of the output responses,
which, in turn, introduces an equivalent damping on the estimate of the frequency response functions [51].
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2.6 Modal Mass Estimate
In the OMA the dynamic properties of the system are identified without any measurement of the input
excitation, but assuming it behaves as white noise in the frequency band of interest. All the explained
methodologies can be implemented to evaluate the natural frequencies, the damping ratios and the mode
shapes, except for the modal masses, because of the unknown excitation loading. A way to avoid this
problem is performing more than one experimental test in which the mass or stiffness properties of the
structure are perturbed. Two different approaches could be considered starting from Eq.(1.8), when a
variation of the mass or stiffness is introduced:
(K + ∆K) ϕ¯(n) = λ¯n (M + ∆M ) ϕ¯
(n), n = 1, 2, . . . , N (2.68)
where ϕ¯(n) and λ¯n represent the system’s eigenvector and the eigenvalue (as in Eq.(1.35) after the perturba-
tion. These approaches are named Constant Mode Shapes, CMS, [2], and Receptance Based Normalization,
RBN, [1].
2.6.1 Constant Mode Shapes
Under the assumption that mass or stiffness variations do not induce a mode shape variation, by combining
the Eqs.(1.8) and (2.68), with λ¯n = λn + ∆λn, one gets:
(∆K − λn∆M )ϕ(n) = ∆λn (M + ∆M)ϕ(n), n = 1, 2, . . . , N (2.69)
Therefore, modal mass, mn, could be evaluated pre-multiplying by ϕ
(n)T and rearranging:
mn = ϕ
(n)TMϕ(n) =
ϕ(n)T
(
∆K − λ¯n∆M
)
ϕ(n)
∆λn
, n = 1, 2, . . . , N (2.70)
If ∆K = 0, it results:
mn = −ϕ(n)T∆Mϕ(n) λ¯n
∆λn
, n = 1, 2, . . . , N (2.71)
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The main limitation of this method is that the mode shape variation induced by the mass or stiffness
variation is neglected. Therefore, if for example the system variation is induced by adding masses on the
structure, particular attention is required by the positioning of the masses themselves in order to minimize
the mode shape variations.
2.6.2 Receptance Based Normalization
Equation (2.68) can be rewritten as, see [1]:
(
K − λ¯p (M + ∆M )
)
ϕ¯(p) = 0, p = 1, 2, . . . , N (2.72)
Rearranging this equation in order to separate the dependency on the natural frequencies of the perturbed
system, H(jω = λ¯p) in Eq.(1.37), is it possible to write:
λ¯p
(
K − λ¯pM+
)−1
∆Mϕ¯(p) = ϕ¯(p), p = 1, 2, . . . , N (2.73)
By introducing the expression of the receptance in terms of the modal parameters of the system, which
is Eq.(1.43) for jω = λ¯p , equation (2.73) becomes
Nm∑
k=1
ϕ(k)
(
ϕ(k)T∆Mϕ¯(p)
)
λ¯p
λk − λ¯p
γk = ϕ¯
(p), p = 1, 2, . . . , Nm (2.74)
where γk = m
−1
k are the unknown scaling factors. Equation (2.74) is a linear system for each p-th normal
mode. If No ≤ N system responses are available and Nm ≤ N modes are investigated, the overall
equations are Nm × No and the unknown quantities are Nm. Therefore, the resolution of the Eq.(2.74)
can be performed in the least square sense. Hence, it has to be noted that this method requires that
Nm ×No >> Nm, otherwise the resolution of the Eq.(2.74) is not accurate.
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Chapter 3
Numerical Test Case
All the Operational Modal Analysis methodologies described in the previous Chapter 2 have been imple-
mented in a single numerical platform called NIMA (Natural Input Modal Analysis) thanks to the work
done in last years by students and Professors of the University ”La Sapienza”at the Department previously
known as ”Aerospace and Astronautics Engineering”. A reviewed version of such a code is described in this
chapter together with the novel methods presented in this thesis. In order to verify the applicability of the
proposed approaches and describe their implementation in the numerical platform NIMA, numerical test
cases are analyzed as benchmark.
3.1 Numerical model
The main objective is the validation of the suggested methodologies and the quantification of their accuracy
estimating the modal parameters without considering the input measurements. The numerical simulations
are performed considering a known 4 DOF lumped parameter system, whose natural frequencies are shown
in Tab.3.1, and the modal damping is constant and equal to 1.0 %. The knowledge of the system parameters
allows the estimate of the accuracy of the methodologies. Nevertheless the responses of the system to a
white noise excitation have to be simulated numerically avoiding computational problems. The system is
implemented as modal model with viscous damping using Simulink and the block diagram is represented
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Table 3.1: Experimental natural frequencies for the 4 DOF numerical system.
Mode # fn [Hz]
1 5.0
2 6.9
3 12.8
4 20.0
in Fig.3.1, where the input is a normal distributed random in the frequency range of investigation and is
applied on the second spatial DOF. Then, the transpose of the matrix of the modes is used to project
the loading on the modal domain, represented by the four single transfer functions with unitary numerator
and denominator depending on the poles, as in Eq.(1.42). Finally, the spatial responses are obtained from
the modal ones by means of the modal matrix. All the responses are saved to the Matlab workspace
together with the sampling time, but only the one corresponding to the first DOF is outputted in Simulink.
The analytical modal parameters are compared with the estimates coming from the OMA approaches that
Figure 3.1: The Simulink block diagram of the 4 DOF modal model.
operate using only the responses. The Matlab ode3 solver is used to evaluate the system’s responses
with a fixed time step equal to 0.0016 s to obtain a thorough simulation. This solver corresponds to a
third-order Runge-Kutta method and the time step is chosen to ensure an accurate integration, although
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it corresponds to the 625 Hz sampling frequency. It has to be noted that the for the experimental tests the
signal’s frequency bandwidth is usually chosen no wider than double the value of the maximum frequency
of interest (avoiding aliasing), that is in this case around 40 Hz. Therefore, a decimation of the system’s
responses can be performed to narrow the bandwidth to about 1/8. It has to be noted that the decimation
implies first a filtering of the responses and then a down-sampling. Although this process can always be
performed, it is necessary in this case only to ensure that the data coming from the numerical simulation
are representative of typical experimental situations. The simulation time is set to achieve 218 samples, in
order to have enough samples after the decimation. Therefore, the time signals analyzed with the NIMA
platform are the four system’s responses depicted in Fig.3.2, with sampling time equal to 0.0128 s and
length equal to 215.
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Figure 3.2: The time responses of the 4 DOF modal model with white noise excitation.
3.2 The main code
NIMA is a numerical platform developed in Matlab language with Graphical User Interface. It needs an input
file with the system responses arranged in a matrix with dimensions equal to the number of samples times
the number of channels times the number of the run (if a multi-run test is performed) and a scalar variable
with the sampling time. Moreover, information about the geometry and the channel setup are necessary to
65
The main code 3 Numerical Test Case
build the animation of the mode shapes. All the parameters requested by the methodologies are explained
in the following whenever they are used to give advice on their selection. The main code, running from
the Matlab workspace, starts with a first home window in which it is possible to choose the analysis to
perform. In particular all the OMA methodologies are implemented as described in the following sections
in addition to the presentation of the novel techniques developed to deal with the presence of harmonic
components in the excitation and the evaluation of the modal masses. The flow diagram of the code is
represented in Fig.3.3, in which the relations among the different subroutine are shown.
modes f-SSIFDD HTMmodes SSI-BR
correlation 
matrix
NIMA pre-check zero meandecimation
...
harmonic 
excitation
modified
 HTM
post processing
modal masses
second 
test
PSD 
matrix
Figure 3.3: Flow diagram of the NIMA code.
Starting from the time histories, the first computational effort is the estimate of the correlation or
power spectral density functions. This step involves the averaging procedure, since these functions can be
computed by dividing the time series in overlapped blocks in the time or frequency domain, respectively.
As Fig.3.4 shows, the higher the number of blocks, the higher is the the number of averages that can be
performed on the PSD function with lower resolution, which is varying from about 0.02 Hz (of the blue
line) to 0.15 Hz (of the cyan line). Once the PSD function matrix, or its inverse Fourier transform (the
correlation function matrix) is evaluated, NIMA can directly estimate the modal parameters as described
in Sec.2.1. This implementation in the code is depicted in Fig.3.5 in the frequency and time domain,
respectively.
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Figure 3.4: Sensitivity of the PSD function on the number of blocks.
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Figure 3.5: Flow diagram of the pole and residue estimate procedure in NIMA.
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In particular, an iterative procedure is implemented to find the best-fitting of the PSD or correlation
functions in the frequency or time domain, respectively. Whereupon the stabilization diagram is build
to drive the selection of the system poles and then the residual terms are evaluated as an estimate of
the mode shapes. Then, the modal parameters can be used to synthesize the PSD and the correlation
functions as their analytical expressions. Nevertheless the NIMA code can also use the experimental PSD
and correlation matrices to implement the other OMA methods, such as Frequency Domain Decomposition
(FDD), Hilbert Transform Method (HTM), Stochastic Subspace Identification (SSI) in frequency (f-) or
time domain as Balanced Realization (BR-). Further details about them follow in the next sections.
There is an auxiliary branch in the NIMA’s flow diagram of Fig.3.3. It performs some preliminary checks
on the time histories, such as the zero mean, the resize of the data length to a power of two samples,
the definition of the geometrical position of the sensors. Moreover, in this part the identification of the
harmonic components in the excitation is included by means of the entropy index evaluation. The results
coming from this statistical characterization of the time histories are coupled with the ones obtained by
the HTM and the modified algorithm is implemented as discussed in the following.
3.3 OMA methodologies
3.3.1 Frequency Domain Decomposition
The flow chart of the subroutine FDD as implemented in NIMA is represented in Fig.3.6. This method
works in the frequency domain, so it starts from the PSD function matrix. Then, in a cycle, the singular
value decomposition of the PSD matrix is evaluated for each spectral line, for k = 1, · · · , Nf , being Nf
the overall frequency points in which the PSD matrix is known. It should be noted that, if the original
time histories (of length Nt) have been divided in B blocks to average the noise, than Nf is not anymore
the same of the original data, but Nt/2B. The trend of the singular values with respect the frequency
is characterized by several peaks, since the system behaves as a SDOF nearest the resonance. Therefore,
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the selection of the relative maxima gives the estimate of the natural frequencies and the corresponding
singular vectors yield the mode shapes.
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Figure 3.6: Flow diagram of the FDD code.
In Fig.3.7 the trend of the singular values in the frequency domain is shown in decibel to highlight
the difference between the maximum value and the others. The picking of the peaks gives the natural
frequencies and, as a consequence, the corresponding singular vector is the estimate of the mode shape.
Since Eqs.(2.4) and (2.22) suggest that in the neighbourhood of the natural frequency the system behaves
as a Single Degree of Freedom, the singular vectors are not expected to change; then the bandwidth around
each peak is selected as the frequency range in which the MAC between the singular vectors is higher then
0.95. In Fig.3.7 these intervals are highlighted by adding the circles on the maximum singular value trend.
The inverse Fourier transform of each sequence provides the SDOF correlation functions and the logarithmic
decrement technique estimates the damping ratio as the exponent of the best-fitting exponential function
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of the relative maxima and minima in absolute value, as it can be seen in the bottom part of the Fig.3.7.
In Tab.3.2 the results are summarized. The relative error is about 0.15 % on the natural frequencies and
7 % on the damping ratio. The maximum error is related to the second mode, for which the threshold of
the MAC value fixed at 0.95 is too high for the selection of the bandwidth for the use of the inverse fourier
transform of the SDOF PSD, providing the SDOF correlation function. If it is lowered to 0.9, the natural
frequency and mode shape estimates do not change, as expected, but the damping ratio becomes just 1 %.
Table 3.2: Natural frequencies and damping ratio of the 4 DOF numerical system estimated by FDD.
Mode # fn [Hz] ζn [%]
1 5.01 1.08
2 6.91 1.10
3 12.79 0.97
4 19.98 0.94
Figure 3.7: FDD estimate algorithm - frequency trend of the maximum singular value of the PSD matrix, peak picking, and
SDOF pseudo-harmonic functions of the modes.
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3.3.2 Balanced Realization - Stochastic Subspace Identification
The flow chart of the implementation of the code is shown in Fig.3.9, as described in Sec.2.3.1. There
is a first evaluation of the Hankel matrix of orders p and q (with p = q since all the measurement points
are considered as references). In the selection of this parameter it has to be considered that the higher is
the value, the higher can be the model order used for the stabilization diagram, but also the higher is the
complexity of the mathematical model, so more spurious solutions have to be expected. In this case it is
set to 12, since the system is very simple.
This approach directly estimates all the modal parameters (natural frequencies, damping ratios and
mode shapes); so the stabilization diagram, as shown in Fig.3.8, is built by considering the relative error of
the poles and the MAC of the shapes with the thresholds for the stable poles of 5 % and 10 %, respectively.
The results are summarized in Tab.3.3. It can be noted that the stabilization diagram is very clear and the
Table 3.3: Natural frequencies and damping ratio of the 4 DOF numerical system estimated by BR-SSI.
Mode # fn [Hz] ζn [%]
1 5.00 0.91
2 6.90 1.10
3 12.80 0.90
4 20.01 0.94
selection of the columns with stable poles is easy, although some spurious solutions are found also in this
numerical case.
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Figure 3.8: BR-SSI estimate algorithm - stabilization diagram of the system’s modes.
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Figure 3.9: Flow diagram of the Stochastic Subspace Identification code in the time and frequency domain.
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3.3.3 Frequency domain - Stochastic Subspace Identification
In this case, the flow chart in is very similar to the previous one. Fig.3.9 shows the presence of the extra
computational effort required by the QR factorization to evaluate the projection of Eq.(2.36). Then, the
algorithm goes on with the evaluation of the observability matrix and with its realization in terms of the
system’s matrices C and A for an increasing value of the system’s order.
The stabilization diagram is drawn once the iterative procedure ends by comparing the modal parameters
of consecutive iterations, as in Fig.3.10. The selected columns give the results summarized in Tab.3.4,
where relative errors less than 1 % and 10 % are evalauted for the natural frequencies and damping ratios,
respectively.
Table 3.4: Natural frequencies and damping ratio of the 4 DOF numerical system estimated by f-SSI.
Mode # fn [Hz] ζn [%]
1 5.00 0.90
2 6.90 1.10
3 12.80 0.88
4 20.01 0.92
3.3.4 Hilbert Transform Method
The Hilbert Transform method is implemented as in Fig.3.11 where the evaluation of the bias Frequency
Response Function matrix is achieved thanks to the Hilbert transform. Only the output responses are used
to synthesize the full 4× 4 bias FRF matrix, according to the procedure described in the previous section
2.4; in Fig.3.12, the H˜24 is reported as reference with a blue line. Then, the modal parameter identification
is performed as shown in Fig.3.5 and the stabilization diagram of the poles is built as in Fig.3.12. Using
the selected poles and recalling the full FRF matrix among all the responses, the modes are estimated from
the residual terms and the FRF functions can be re-synthesized as the green line shown in Fig.3.12. The
modal parameters estimated from one column of the bias FRF matrix using the residue/pole fitting in the
frequency domain, are practically the same as the reference ones, see Tab.3.5.
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Figure 3.10: f-SSI estimate algorithm - stabilization diagram of the system’s modes.
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Figure 3.11: Flow diagram of the HTM code.
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Table 3.5: Natural frequencies and damping ratio of the 4 DOF numerical system estimated by HTM.
Mode # fn [Hz] ζn [%]
1 5.00 0.83
2 6.92 1.23
3 12.80 0.93
4 20.00 0.85
5 10 15 20 25
0
5
10
15
20
25
30
LEGEND
 f : stable freq.
 s : stable s s
s
s s
s s
s s s
s s s s s
s s
s s
s s
s s s s s
s s s s s s
s s s s
s s s s s s
s s s s s
s s s s s s
s s s s
s s s s s
s s s s
s s s s
s s s s s s
s s s s s s
s s s s
s s s s
s s s s s s
s s s s s s
s s s s
s s s s s
s s s s s
f
f
f
f
f
ff
f f
f f
f f
f
f f
Frequency [Hz]
m
o d
e l
 o
r d
e r
 
 
experimental FRF |H
42
|
synthesized FRF |H
42
|
Figure 3.12: HTM estimate algorithm - stabilization diagram of the system’s poles and synthesis of the FRF with the residual
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3.4 Modified Hilbert Transform Method
The previous excitation loading is enriched by adding a sinusoidal signal, with a proper amplitude, pulsating
at 6.64, 9.96 and 13.28 Hz, respectively to simulate the 2/rev, 3/rev, 4/rev forcing frequencies of a structure
rotating at nominal angular speed equal to 3.32 Hz. As a consequence, the resulting dynamic signature of
the system is modified. The presence of the operational spikes in correspondence of the three frequencies
characterizing the harmonic excitations could be easily found from the“skewed”frequency response function
depicted in Fig.3.13.
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Figure 3.13: Estimate of the skewed frequency response function in the case of harmonic excitations blended with the white
noise loading.
3.4.1 Identification of the harmonic loading
The capabilities of the Entropy index to identify such operational frequencies are then investigated. The
non-gaussianity test is carried out on the output responses. A narrow-band filter is introduced in the time
domain in order to find those frequencies to which the signals have an operational nature, that is they
could not be considered as typical gaussian responses. Therefore, for all frequencies available in the test
a Butterworth filtering is carried out, Ref.[48]. Then, the Entropy statistical index is calculated for each
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of the running frequencies. The presence of harmonic excitations in the output signals is clearly exploited
from the several minima reported in Figs.3.14 and 3.15, where the Entropy index is plotted as a function
of the frequency for different widths and orders of the Butterworth filter. The sensitivity of the local
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Figure 3.14: Lumped parameter system - Effects of the width of 6th order Butterworth filter in the harmonic identification
by the entropy approach.
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Figure 3.15: Lumped parameter system - Effects of the order of the Butterworth filter, frequency width = 0.50 Hz, in the
harmonic identification by the entropy approach.
minima to the width of the Butterworth filter becomes negligible as it reduces to values less than 0.5 Hz.
Concerning the effects of the order of the filter, it is shown a practical exact identification of the operational
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frequencies from filter order equal or above 6. In order to validate the use of the Entropy statistical index
for the identification of the harmonic components, the same signal analysis is carried out using the Kurtosis
index. Both the effects of the frequency width and the order of the filter are analyzed. As reported in
Figs.3.16 and 3.17, the behavior of such harmonic loading identification is similar to the previous one.
Nevertheless, it seems that the Entropy index is more robust because it does not require a prescribed value
for the harmonic identification, but only the minimum condition, as in case of the Kurtosis index, in which
γ∗ should reach the value of −1.5 when approaching the frequency of a harmonic component.
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Figure 3.16: Lumped parameter system - Effects of the width of 6th order Butterworth filter in the harmonic identification
by the Kurtosis approach.
3.4.2 Harmonic removal
Once the operational frequencies have been correctly identified by the proposed Entropy index, the possi-
bility to estimate the biased frequency response functions from the skewed ones is further investigated. It
is worth noting these biased FRFs do not suffer from the presence of the operational spikes, and, therefore,
they are named“harmonic-free”FRFs. The accuracy of the proposed harmonic removal is shown in Fig.3.18
and Fig.3.19, where the comparison between the different estimates of the frequency response functions is
depicted. The estimate of the biased

H42 (f) is practically coincident with the reference biased H˜42, as in
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Figure 3.17: Lumped parameter system - Effects of the order of the Butterworth filter, frequency width 0.50 Hz, in the
harmonic identification by the Kurtosis approach.
Fig.3.13, here not reported for clearness of the pictures. Finally, the effects of the harmonic removal in
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Figure 3.18: Effect of the harmonic removal from the skewed FRF.
the modal parameter estimates are analyzed. For this investigation, different operational frequencies are
considered in order to assess the accuracy of the method as the operational frequency get closer to one
of the natural frequencies. As expected, the estimate of the natural frequencies is not impaired by the
presence of the harmonic excitation, provided they are different. On the other hand, a sensitivity of the
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Figure 3.19: Effect of the harmonic removal from the skewed FRF, detailed view around the second mode.
Table 3.6: Lumped parameter system - Sensitivity of the damping ratio estimates to frequency of the harmonic loading.
Estimates from the skewed FRF ;˜ from harmonic-free FRF .
Ωop/Ωn ∆ζ˜n [%] ∆

ζn [%]
0.95 1 1
0.96 7 1
0.97 23 2
0.98 53 3
0.99 80 10
1.00 100 N.A.
damping ratio to the operating conditions is found out. For each condition, identified by the ratio between
the operational frequency and the natural frequency of interest, Ωop/Ωn, the error in the damping ratio
estimate from the reference, numerically set to the value 1.5 %, is reported in Tab.3.6. The estimates have
been carried out considering both the skewed FRF, ∆ζ˜n, and the harmonic-free FRF, ∆

ζn. When the
operational frequency is far enough from the natural frequency of the system, about 5 % in the presented
numerical test case having mode shapes well separated, it seems there are no significant influences on
the modal parameter estimate by the presence of the spike in the frequency response function. As the
operational frequency get closer to the natural frequency, the estimate of the damping ratio could be
substantially wrong, more than 80 %. On the contrary, the same damping ratio estimate performed on the
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harmnonic-free FRF, results practically insensitive to the presence of the spike induced by the operational
working condition. Indeed, the last column of Tab.3.6 is characterized by very low values of errors. Finally,
the occurrence of an operational frequency coincident with the natural frequency results in the inability
to estimate the damping ratio. Considering the skewed FRF, the resulting damping ratio has an imma-
terial value due to the operational condition; of course there is no pole to estimate when considering the
harmonic-free FRF due to its removal by the proposed procedure.
3.5 Modal Mass estimates
In this section, the effectiveness of the considered approaches to properly scale the mode shapes in op-
erational modal analysis is evaluated by considering the model described in Ref.[1]. A 5-DOF lumped
parameter system, with unitary masses, constant stiffness equal to 100 (in some consistent set of measure-
ment unit) and with a damping ratio of 1 %, equal for each mode, is considered. The reference natural
frequencies for this system are reported in Tab.3.7. In order to simulate the effects of the incompleteness
Table 3.7: Experimental natural frequencies for the 5 DOF numerical system.
Mode # fn [Hz]
1 0.45
2 1.32
3 2.08
4 2.68
5 3.05
in both the available degrees of freedom and in the mode set (as in the experimental conditions) sev-
eral combinations of such parameters have been considered. In the following numerical analyses only the
first and the fifth degree of freedom and only the modes 1, 2, 3, and 5 are retained. It is worth noting
that, for this simple numerical example, the modal masses estimated by the considered scaling procedures
are practically coincident with the theoretical ones when modifying the structure in each of the 5 DOF
and considering the complete mode set. The effects of the different modal mass estimates are evaluated
in terms of the correlation between the resulting frequency response functions that could be synthesized
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Figure 3.20: Comparison between the FRF estimates with uniform perturbation mass of 10% of the system’s mass.
by the knowledge of all the modal parameters. Following Ref.[34], this correlation is expressed in terms
of the normalized complex product of the synthesized, from the Output-Only analysis (HCMS or HRBN
where CMS refers to the constant mode shape method, whereas RBN refers to the receptance-based mass
normalization method), and the measured, from the traditional Input/Output analysis (HIO), frequency
response functions:
χ = correlation =
∣∣∣∑Nfi=1HOO(ωi)H∗IO(ωi)∣∣∣2(∑Nf
i=1HOO(ωi)H
∗
OO(ωi)
)(∑Nf
i=1HIO(ωi)H
∗
IO(ωi)
) (3.1)
where the superscript * indicates the complex conjugate and Nf is the number of spectral lines available
from the test. For the sake of brevity, only two representative cases are here reported. The first one
considers a perturbation of the mass by 0.25 (consistent unit), occurring in each of the available degrees of
freedom, that is DOF 1 and 5 for a total of a 10 % mass variation of the system. Then, the modal masses
are evaluated by using both considered mass perturbation approaches. The resulting FRFs synthesized by
the full modal model just estimated are compared with the reference ones in Figs.3.20.
As one can see, the accuracy of both approaches in estimating the frequency response functions using
an incomplete modal data is excellent. Nevertheless, the CMS approach seems slightly more accurate
with respect to the RBN, as reported in Table 3.8, where the average correlations, evaluated around the
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Figure 3.21: Comparison between the FRF estimates with localized perturbation mass of 10% of the system’s mass.
resonance are reported. The frequency points around the natural frequencies used to compute the average
correlations are depicted with circles, in each of the considered FRFs, whereas in Eq.(3.1) the HIO is equal
to the reference FRF. This behaviour is probably due to the numerical approximation induced by the RBN
approach, which required the solution of a least-square scheme. Indeed, the accuracy of the least square
solution is affected by the lack of information due to the missing mode shape. On the contrary, the CMS
method is insensitive to the completeness of the modal basis, used in the scaling process as it operates
considering each mode individually.
Table 3.8: Accuracy of the scaling methods - Uniform perturbation mass.
Method
Correlation [%]
H11 H51 H55
CMS 99.89 99.97 99.99
RBN 92.91 96.61 99.53
In the last numerical case, the mass perturbation is represented by the same 10 % mass change as the
previous case, but this time a lumped mass of 0.5 (consistent unit) is added only to the 5th degree of
freedom. As in the previous case, the overall accuracy in the estimate of the modal masses, and, in turn,
the frequency response function estimates, are in excellent agreement, see Figs.3.21.
When the correlation analysis between the FRFs is performed, a slight reduction in the accuracy of
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the CMS method is found. As reported in Table 3.9, the effects of the changes of the mode shapes, as a
consequence of a localized mass perturbation imposed to the system, on the identification of the modal
masses result in a reduction of less than 2 % in the average correlation between the synthesized FRFs. This
could viewed as the limiting factor in the CMS scaling method due to the violation of the hypothesis of
the insensitivity of the mode shapes to the mass perturbation.
Table 3.9: Accuracy of the scaling methods - Localized perturbation mass.
Method
Correlation [%]
H11 H51 H55
CMS 98.81 98.74 99.54
RBN 99.91 99.90 99.97
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Chapter 4
Ground Vibration Tests
The Operational Modal Analysis methodologies described in Chapter 2 are validated against the Exper-
imental Modal Analysis approach as described in Sec.1.4, by performing Ground Vibration Tests on a
life-expired Lynx Mk7 airframe at the Bristol Laboratory for Advanced Dynamics Engineering (BLADE) at
the University of Bristol. These tests give the possibility to assess the methodologies described in this thesis
with respect to the industrial standard on a real scale one structure. Moreover, the novel methodology
developed to deal with harmonic components embedded in the stochastic white noise excitation has been
validated by simulating in the laboratory the sine excitation as superimposed to the random broadband
loading.
4.1 Experimental Setup
The structure under investigation is a life-expired Lynx Mk7 (XZ649) airframe, which is represented in
Fig.4.1. It was previously used at QinetiQ as a dynamic test structure, and later transfered to the Bristol
Laboratory for Advanced Dynamics Engineering, BLADE, at the University of Bristol. Results from a shake
test campaign on this specific helicopter can be also found in Ref.[52]. The same airframe was also used as
main test structure for the earlier GARTEUR AG14 programme whose primary aim was to explore methods
and procedures for improving finite element models of helicopter type structures through the use of error
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Figure 4.1: The Lynx Mark 7.
location, model updating and dynamic testing, as reported in Ref.[53]. The aircraft configuration under
examination consists of the bare baseline airframe with engines and gearboxes removed. Moreover, in order
to simplify the structure to a fundamental built state and to minimize any rattles that might impair the
quality of the dynamic measurements, the majority of the original non-structural components and materials
such as seats and avionics have been removed. In contrast to the configuration used in Ref.[53], the skids
are not removed from the airframe in the present test and the boundary conditions are provided by placing
the entire structure on a set of 6 deflated inner tubes (3 for each skid as in Fig.4.2), rather than suspension
by bungees. This boundary configuration can be considered acceptable, the main purpose of this test
being to make an EMA-to-OMA correlation rather than the validation of a finite element model against
the experiments. Each skid is connected to the main cabin by means of a single hinge on the front section,
while a leaf-spring suspension directly connects the two skids to the bottom of the rear cabin.
LMS SCADAS III hardware system was employed as the signal analysis tool unit with a total of 32
channels available. The airframe was spatially-discretized in 14 geometrical points, giving the wireframe
shown in Fig.4.3. Each point carries the lateral and vertical (Y and Z respectively) degrees of freedom,
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Figure 4.2: Boundary condition on the airframe: deflated inner tubes were used to simulate free-free condition.
for a total of 28 output (response) channels. Given the limited number of channels available, no fore-
aft direction measurement were included in the acquisition. Acceleration responses at these 28 locations
were recorded using PCB-ICP transducers characterized by an average 100 mV/g sensitivity. This specific
configuration is the outcome of a pretest analysis based mainly on engineering judgement which was aimed
at capturing the lowest most significant global modes of the airframe. In the Input/Output experimental
modal analysis (EMA) the airframe was excited by means of two model v406 electrodynamic LDS shakers
acting simultaneously. One shaker (identified by SN) was placed at the lower-port-side of the cockpit-nose
junction, in order to provide loading along the vertical direction. The second shaker (ST), which excites
the latter direction, was placed at the tailboom-fin junction, as shown in Fig.4.4. Special care was paid to
ensure that the two sources of excitation, acting simultaneously on the system, remain uncorrelated around
the resonances where structure-shaker coupling-interaction may become more evident. This Multiple-Input
Multiple-Output (MIMO) configuration chosen to carry out the EMA analysis not only gives the airframe
a properly space distributed input energy, but it is more likely to be the case during operational conditions,
where the structure is generally exposed to both spatial and temporal stochastic loading environments (e.g.
aerodynamic turbulence). In order to ensure minimum leakage error effects, a burst-random signal was
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Figure 4.3: The grid of points used as spatial discretization.
chosen as the excitation input. Several loading configurations were considered to investigate the linearity of
the behavior of the vibrating structure with respect to the input excitation and the reciprocity properties,
Ref.[13]. Finally, the insertion error due to the shaker-stinger-structure interaction has been evaluated.
The level of burst-random excitation loading, which represents the percentage of the observation time in
where the random signal is active and after which the input signal is equal to zero, has been carefully
selected to ensure that the responses will die away completely in the time window where the input is not
active anymore. When performing an Output-Only modal analysis, the time responses due to a multiple
random excitation environment (SN and ST shakers active), were collected for an estimation of the modal
parameters using the operational modal analysis techniques. The responses were collected by performing
two averages in the time domain, in order to reduce the presence of noise in the data. A summary of the
main acquisition parameters used in the experimental investigation, both in the EMA and OMA analysis,
is reported in Tab.4.1.
Furthermore, an inertial shaker is added inside the cockpit, as shown in Fig.4.5, to provide a harmonic
excitation at fixed frequencies with different amplitudes, in order to investigate the effectiveness of the
modified operational modal analysis methods. The performed experimental investigations considered several
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Figure 4.4: Scheme of shaker positions used on the airframe.
Table 4.1: Main parameters for Input/Ouput and Output-Only tests.
Parameter EMA OMA
Input signal Burst Random 90% Random
Input levels [V] 3 vary
Sample frequency [Hz] 128 128
Spectral lines 4096 16384
Observation time [s] 64 256
Window Uniform -
Averages 10 2
Estimator Hv -
amplitude of the harmonic (sine) excitation in order to evaluate the limits of the OMA methods to deal
with harmonic excitations blended with the broad band random loading. For this purpose a sine-to-random
ratio (SRR) dimensionless parameter is introduced to characterize the excitation provided to the helicopter
structure. This parameter takes into account both the input energy provided as sinusoidal excitation by
the inertial shaker and the random input energy from the nose and tail shakers. Such excitation energy
levels are taken proportional to the measured root mean square value (σ) of the force signals recorded by
the load cells placed in correspondence of the shakers. Denoting with σI the root mean square value of
the sine excitation from the inertial shaker, and with σT and σN the root mean square value of the tail
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Figure 4.5: Positioning of the inertial shaker providing the harmonic excitation on the Lynx Mk7 airframe.
Table 4.2: Sine to random ratio (SSR) values .
Nose Shaker Tail Shaker Inertial Shaker
SRR [N/N] σN [N] σT [N] σI [N]
0.50 10 10 10
1.75 10 10 35
3.50 5 5 35
5.83 3 3 35
17.50 1 1 35
and the nose shaker respectively, the SRR index is given by:
SRR =
σI
σT + σN
(4.1)
Several sine-to-random ratio (SRR) values are considered in order to investigate the effects of different
sine excitation levels vibrating at 11 Hz, see Tab.4.2. Then, six more tests are performed by tuning the
frequency of the harmonic excitation closer and closer to the natural frequency corresponding to the second
vertical mode of the structure (23.0 Hz). In this case only two SSRs values are considered, i.e., 1.75 and
3.5, for each sine signal at 22.0 Hz, 22.9 Hz and 23.12 Hz.
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4.2 Preliminary Tests
A major concern in shake test experimentation is to ensure the linearity of the system response with respect
to the input amplitude level. As a general criterion, it is assumed that the level of the random signal should
guarantee the responses to be an order of magnitude higher than the prevailing noise level. A linearity
check can be performed later by doubling the level of the first guessed excitation level. No remarkable
difference should be found when comparing the FRFs derived from different input levels. As depicted in
Fig.4.6, where the FRFs corresponding to the output responses at node 30 in direction Y and Z, when
exciting with the horizontal and vertical shakers, no remarkable difference in the estimates is reported for
different excitation levels (represented with the two different values of the amplifier gain equal to 1 V and
3 V). Also, the reciprocity properties of the whole system under investigation seem to be consistent, as
shown in Fig.4.7, where a comparison between corresponding FRFs are depicted. In order to investigate the
occurrence of possible inconsistencies, due to the shaker-stinger-structure interaction, a first test was run
having one shaker active, while the other was attached but inactive, whereas in the second test the inactive
shaker was completely detached from the structure. Cross-checks between different experiments have been
performed for different point FRFs, to explore such effects. As shown in Fig.4.8, very little interaction
between the structure and the excitation system is identified at frequencies above 25 Hz. Indeed, the
FRFs are practically superimposed both in the lateral and in the vertical directions, regardless the activated
shaker.
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Figure 4.6: Linearity check using two different amplifier gain, denoted as 1V and 3V: FRF of a point on the tail boom.
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Figure 4.8: Insertion errors activating and attaching the shakers independently.
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4.3 Experimental Modal Analysis Estimates
Experimental modal analysis was performed by exciting the structure with both the nose (SN) and the tail
(ST) shakers, setting the amplifier level to the value of 3 V, whereas all the other acquisition parameters
are reported in Tab.4.1. Because each experimental point measured the acceleration in the lateral (Y )
and in the vertical (Z) directions, a total number of 2 × 28 = 56 FRFs were obtained and used for the
identification of the modal parameters. Using the LMS-PolyMax analysis method, 9 mode shapes were
identified in the frequency band [0 − 35] Hz, as reported in Tab.4.3. Specifically, two main “rigid-body”
Table 4.3: Natural frequencies, damping ratios and mode shape descriptions estimated with EMA approach.
Mode # fn [Hz] ζn [%] Description
1 4.8 4.6 Rigid mode vertical
2 5.4 5.0 Rigid mode roll
3 8.9 1.4 1st lateral bending
4 10.0 1.4 1st vertical bending
5 14.4 0.7 Fuselage rigid roll mode, tail boom bending
6 18.5 0.9 2nd lateral bending
7 23.0 1.8 2nd vertical bending
8 25.7 2.0 Tail boom lateral bending
9 30.6 3.6 3rd vertical bending
mode shapes were identified, at natural frequencies of 4.8 and 5.4 Hz. These modes represent the rigid
vertical plunging and rotation about the longitudinal axis, respectively, due to the coupling of the airframe
structure with the inner tubes used as device to obtain the boundary condition of a quasi-free-free structure,
see Figs.4.9 and 4.10. The values for such natural frequencies are quite close to the first global elastic
mode shape of the structure with a natural frequency of approximately 9 Hz, which means that the inner
tubes were stiffer than had been intended and so do not provide an ideal representation of the desired
free-free boundary condition. Suspending the structure by means of bungees would be a better solution
and it is recommended to do this for future tests. Nevertheless, it is stressed that the final aim is to
cross-correlate two sets of experiments, rather than to validate a specific finite element model for which
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Figure 4.9: Vertical rigid mode shape due to inner tubes at fn = 4.8 Hz.
Figure 4.10: Roll rigid mode shape due to inner tubes at fn = 5.4 Hz.
the choice of the boundary conditions are much more critical. In addition to the expected lateral and
vertical bending modes, and the clearly identified 3rd vertical mode (at 30.6 Hz), two more modes were
identified with natural frequencies of 14.4 and 25.7 Hz respectively that were not predicted by independent
numerical analysis. The first of these two modes, shown in Fig.4.11, exhibits a rigid rotation of the main
cabin about the longitudinal axis, coupled with an elastic lateral bending motion of the tail boom. This
particular motion is likely to be caused by the skids-fuselage interaction. The second mode, having a natural
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frequency of 25.7 Hz, appears to be mainly a tail boom lateral bending, which involves also a combination
of the 2nd lateral-and-vertical-bending fuselage mode shapes, Fig.4.12. Finally, the consistency of the
Figure 4.11: Coupling of the fuselage rigid roll with the tail boom mode due to the skids at 14.4 Hz.
Figure 4.12: Coupling of the fuselage rigid roll with the tail boom mode due to the skids at 25.7 Hz.
modal database identified in this EMA analysis, given by evaluating the orthogonality properties of the
identified mode shapes, is presented in Fig.4.13 where the Auto Modal Assurance Criterion, AutoMAC,
matrix is shown. As can be seen, the AutoMAC values are practically zero except for the diagonal elements
(which should be 1.00). Thus, a weak spatial aliasing is detected, requiring then to increase the number
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of the measurement points if a more accurate identification of higher order modes is required.
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Figure 4.13: Orthogonality check with auto-MAC matrix in the EMA analysis.
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4.4 Operational Modal Analysis Estimates
In this section, the estimates obtained by applying the previously-described OMA techniques to the data
gathered by engaging both the nose and the tail shakers, are directly compared with the EMA findings
shown previously. Both EMA and OMA tests correspond to an amplifier gain setting to 3V. The outcome
of this computation is summarized in Tabs.4.4, 4.5, and 4.6. The first two tables report the estimates of
the natural frequencies and damping ratios, whereas in Tab.4.6 the orthogonality of the estimated mode
shape with respect to the corresponding modes identified in the EMA analysis, is reported in terms of the
Modal Assurance Criterion (MAC) value. Both the natural frequencies and the damping ratios, identified by
the different estimation techniques, are in very good agreement with the corresponding modal parameters
evaluated with the EMA techniques. This good agreement is shown in Tab.4.7, where the average errors,
defined as εfn =
fEMAn −fOMAn
fEMAn
and εζn =
ζEMAn −ζOMAn
ζEMAn
for the natural frequencies and damping ratios
respectively, are more than acceptable except for those referring to the rigid body modes. The correlation
between all the modes identified by the Balance Realization OMA technique (BR-SSI), for example, with
the ones from the EMA technique is given in Fig.4.14, where a qualitative indication of the good level of
correlation achieved is shown. Furthermore, a qualitative comparison between the mode shapes is also
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Figure 4.14: Orthogonality check with MAC matrix between the EMA and OMA experimental analysis.
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Table 4.4: Comparison between the natural frequency estimates.
fn [Hz]
Mode # EMA FDD f-SSI HTM BR-SSI
1 4.8 4.6 4.7 5.0 4.9
2 5.4 5.6 5.6 5.4 5.5
3 8.9 9.0 9.0 9.0 8.9
4 10.0 10.1 10.0 10.0 10.0
5 14.4 14.4 14.4 14.4 14,4
6 18.5 18.5 18.4 18.5 18.6
7 23.0 23.1 23.0 23.1 23.1
8 25.7 25.8 25.5 25.7 25.7
9 30.6 30.5 30.6 30.6 31.1
Table 4.5: Comparison between the damping ratio estimates.
ζn [%]
Mode # EMA FDD f-SSI HTM BR-SSI
1 4.6 2.5 3.1 2.3 5.42
2 5.0 3.8 5.1 2.9 5.98
3 1.4 1.2 1.0 1.8 1.46
4 1.4 1.4 1.2 1.8 1.49
5 0.7 0.9 0.6 0.8 1.05
6 0.9 0.9 1.0 0.9 1.31
7 1.8 1.1 1.4 1.5 1.66
8 2.0 2.8 1.8 2.3 3.01
9 3.6 1.7 2.1 2.9 2.86
Table 4.6: Comparison between the MAC values.
MAC wrt EMA
Mode # FDD f-SSI HTM BR-SSI
1 0.90 0.92 0.90 0.93
2 0.92 0.90 0.93 0.99
3 0.94 0.95 0.97 0.97
4 0.99 1.00 0.99 1.00
5 0.99 0.99 0.98 1.00
6 0.99 0.95 0.98 1.00
7 0.89 0.91 0.97 0.96
8 1.00 0.98 1.00 1.00
9 0.85 0.89 0.89 0.86
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Table 4.7: Relative error between the natural frequencies and damping ratios across several estimation techniques.
Mode #
FDD f-SSI HTM BR-SSI
εfn εζn εfn εζn εfn εζn εfn εζn
[%] [%] [%] [%] [%] [%] [%] [%]
1 5.0 45.7 1.2 32.6 4.2 50.0 2.0 17.9
2 2.8 24.0 4.1 2.3 0.0 42.0 2.5 19.7
3 0.6 14.3 0.6 32.1 1.1 28.6 0.3 4.6
4 0.9 0.0 0.4 10.8 0.0 28.6 0.5 6.6
5 0.1 23.1 0.3 14.3 0.0 14.3 0.0 49.8
6 0.2 5.3 0.6 13.0 0.0 0.0 0.3 45.4
7 0.5 38.9 0.1 21.9 0.4 16.7 0.3 7.6
8 0.3 38.2 0.8 8.0 0.0 15.0 0.2 50.5
9 0.3 52.8 0.0 41.7 0.0 19.4 1.5 20.6
given in Figs.4.15 to 4.19. In order to assess the distance between the EMA and the OMA experimental
Figure 4.15: Comparison between OMA (left) and EMA (right) modes shape for 1st vertical bending.
models, an accuracy index is used, defined as:
Accuracy Index =
|| ε ||2
Nm
in which Nm is the number of the identified normal modes and || ε ||2 is the Euclidean norm of the relative
error between the actual OMA and reference EMA for both the natural frequency and the damping ratio
of each mode, as reported in Tab.4.7. This index gives a measure of the accuracy of each OMA method
with respect to the EMA approach, such that lower values means an agreement between the two methods.
These values are summarized in Figs.4.20(a) and 4.20(b), where the accuracy indices are reported as red
bars and blue bars for the frequency-domain and the time-domain OMA approaches, respectively. As
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Figure 4.16: Comparison between OMA (left) and EMA (right) modes shape for 1st lateral bending.
Figure 4.17: Comparison between OMA (left) and EMA (right) modes shape for 2nd vertical bending.
expected, the natural frequencies estimated by the OMA techniques are closer to the EMA estimates than
the damping ratios. Specifically, the maximum discrepancy for the natural frequencies is of 0.65, which
is one order of magnitude lower then that dealing with the damping ratios. Although the approaches in
time- and frequency-domains behave similarly, it seems that BR-SSI (time-domain) and HTM (frequency-
domain) approaches are characterised by the highest accuracy for the natural frequency estimates. The
excitation corresponding to the operating flight condition could not be reproduced in the laboratory, so in
order to assess the reliability of the OMA methodologies to deal with data recorded during flight tests,
similar experimental analyses have been performed by varying the input level provided by the shakers. The
loading conditions do not seem to influence the OMA modal parameter estimates, as long as the excitation
is white noise and the system is linear. Indeed, as depicted in the Figs.4.21 and 4.22, the FRFs evaluated
by the Hilbert Transform Method do not change their shape with respect to the input level, and the only
appreciable variation is the scale factor due to the primary limitation of the OMA - that is, its inability
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Figure 4.18: Comparison between OMA (left) and EMA (right) modes shape for 2nd lateral bending.
Figure 4.19: Comparison between OMA (left) and EMA (right) modes shape for 3rd vertical bending.
to evaluate the load participation factors. It is also remarkable that these analyses are able to highlight
the presence of a little interaction between the shaker and the structure above the 25 Hz, as shown in the
preliminary test section by comparing the FRFs coming from EMA analyses.
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Figure 4.21: Bias frequency response function of a point on the tail boom in Y direction evaluated by the Hilbert Transform
Method for different loading conditions.
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Figure 4.22: Bias frequency response function of a point on the tail boom in Z direction evaluated by the Hilbert Transform
Method for different loading conditions.
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4.5 OMA Methods in the Presence of Harmonic Loading
In this section, the accuracy of the OMA methods in the estimate of the modal parameters when using sine
corrupted output data (as described in Sec.4.1) is investigated. At first the identification of the frequencies,
at which the harmonic loading is acting, is performed with the the proposed entropy method, then the
removal of their effects on the system’s responses is implemented in order to evaluate the modal parameters
comparable with the ones gained in the previous sections 4.3 and 4.4. Moreover, several combination of
the methodologies, considered the actual state of the art, were considered and summarized as follows :
NF: Non-filtered time-histories are analysed with a traditional OMA technique (BR-SSI).
TSA: Time Synchronous Averaging Filtering Technique is implemented according to Ref.[54] and [55] in
order to filter the time-histories to analyse with a traditional OMA technique (here represented by
BR-SSI).
ERAH: The extension of the eigensystem realisation algorithm to the case of harmonic excitation (ERAH)
is implemented according to [56] and it is applied to the non-filtered time-histories.
HTM: Hilbert Transform Method as described in Sec.2.5.
4.5.1 Harmonic identification and removal
The capability to identify the harmonic contribution blended in a random noise response is here investigated
considering the approaches presented in Sec.2.5.1. By applying the entropy approach, the frequencies of the
harmonic excitation are evaluated. In Fig.4.23 the entropy index is plotted as a function of the frequency,
for each of the considered SRR values, when the inertial shaker provides a sine excitation at 11 Hz. For
this analysis, a filter frequency width equal to 1.5 Hz and a filter order equal to 6 are chosen. A clear
identification of the frequency of the sine excitation blended with the random loading signal is clearly
For the sake of clarity, the bold labels here defined will be used as default notation for any figures and tables in the
following sections of this chapter.
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Figure 4.23: Entropy index for several Sine to Random Ratio values with fsine = 11 Hz.
identified at 11 Hz corresponding to the local minima of the entropy index, regardless the considered values
of the SRR. Moreover, it seems that also the 22 Hz harmonic excitation (multiple of the fundamental one)
is characterizing the dynamic response of the airframe. Higher order harmonics are not identified probably
due to the the low level of their amplitudes with respect to the random excitation. It could be noted that
the lower SRR values, the lower the effects of the deterministic excitation on the responses. In fact, until
the root mean square value of the harmonic force is higher then the others, two minima in Fig.4.23 can
be easily distinguished at 11 Hz or 22 Hz, but the last case (depicted in purple) where the presence of
a weak harmonic excitation is barely identified only at 11 Hz. The capabilities of the proposed entropy
index to detect sine excitations close to a natural frequency is then investigated. The airframe structure
is excited, in different runs, by the inertial shaker with a sine signal having the frequency of 22.00 Hz,
22.90 Hz and 23.12 Hz, respectively. As reported in Fig.4.24, the entropy index is capable to distinguish
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the frequency of the sine excitation (marked in black) from the natural frequency (marked in red), even
when such frequencies are very close. In Fig.4.24b and c the difference is less than 0.5 %.
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Figure 4.24: Entropy index for several frequencies of the harmonic excitation.
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(a) OMA - HTM (b) EMA
Figure 4.25: Comparison between harmonic blended/harmonic free biased FRF in the Hilbert Transform Method, fsine =
11 Hz.
Once the frequency of the sine excitation has been identified as in the previous section 4.5.1, its
contribution is removed from the biased frequency response function, following the approach proposed in
Sec.2.4. First, the effects of such harmonic removal process is reported in Fig.4.25, where a comparison
between the (generical) bias FRFs blended with the harmonic excitation and the ones with such contribution
removed is reported. For this case, the SRR value is equal to 1.75, whereas the harmonic excitation
frequency is set equal to 11 Hz. In the right-hand-side part of such a figure, it is shown that no remarkable
differences are reported in the FRF obtained with the traditional EMA approach, except the presence of
the harmonic peak corresponding to the external excitation. On the contrary, some differences in the
FRFs are noticed in the operational modal analysis framework (left-hand-side part of the figure). These
differences affect both the amplitude of the FRF in the neighborhood of the frequency of the harmonic
excitation and (marginally) the FRF around the peak of resonance. Then, the modal parameters are
derived in order to evaluate possible effects on the modal parameter estimates of the harmonic removal
process. When considering the FRFs from the EMA investigation, in presence of the sine excitation at
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11 Hz superimposed to the random broadband loading, the harmonic removal process does not change the
FRF around the resonance peaks. This leads HTM to estimate (practically) the same modal parameters
of Sec.4.4, with the same uncertainty level.
4.5.2 Estimate of the modal parameters
The effects of the harmonic component in the excitation on the modal parameters is investigated by
increasing the SRR and changing the frequency, as described in Sec.4.1.
Sensitivity to the SRR on the estimates
Deriving the modal parameters using the output responses only, not only the effect of the harmonic
excitation is reported, but also the sensitivity to the SRR is observed. In Fig.4.26 and 4.27 the natural
frequencies, damping ratios, and the mode shapes, estimated by a standard OMA method from the harmonic
blended data when SRR is set to 0.5, are compared with those corresponding to the case with SRR equal
to 17.5. The differences in such modal parameters, especially the damping ratios, are practically acceptable
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Figure 4.26: Comparison between the natural frequency and the damping ratio estimates using the OMA method, corre-
sponding to SRR = 0.50 and SRR = 17.50, fsine = 11 Hz.
and they become negligible when considering the mode shapes, as reported in the MAC table of Fig.4.27
where the correlation between the two sets on mode shapes is shown. Nevertheless, it seems that the modes
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Figure 4.27: Comparison between the mode shape estimates using the ERA method, corresponding to SRR = 0.50 and SRR
= 17.50, fsine = 11 Hz.
more affected by the presence of the harmonic loading are the rigid ones. It is worthwhile to remark that
the obtained estimates take advantages from the user expertise, who has to choose the modal parameters
from the stabilization diagram, avoiding the so-called operational modes, as well as the numerical solutions
corresponding to non-physical modes. This is the reason why the a-priory knowledge of the frequency of
the harmonic excitation, as provided by applying the proposed entropy index methodology, is an important
issue. A comparison between the stabilization diagrams evaluated with SRR values equal to 0.50 and
17.50 is provided in Fig.4.28, where both the structural, the operational and the spurious poles (depicted
in yellow) are clearly mixed. In such a figure, the red circles correspond to those poles whose natural
frequencies and damping ratios differ less than 0.5 % and 5 %, respectively, and whose mode shapes does
not change (MAC ≥ 0.9), by increasing the model order. The green dots correspond to such poles that
satisfy only two of the previous three comparison criteria.
A further investigation is carried out in order to evaluate the sensitivity of the considered estimating
processes to the amplitude of the sine excitation. Among the several possibilities, the effects on the estimate
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Figure 4.28: Comparison between the stabilization diagrams, in the BR-SSI Technique, fsine = 11 Hz.
of the first vertical mode (whose natural frequency is estimated at about 10 Hz) is considered. The response
data are processed with all considered methodologies and compared with the modal parameters obtained
from the traditional Input/Output experimental modal analysis considered, again, as references. From
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Figure 4.29: Comparison between the natural frequency and damping ratio estimates corresponding to the 1st vertical mode
at several SRRs with respect to the EMA estimates, fsine = 11 Hz.
Fig.4.29a it is found out that an error not exceeding about 1.2 % is expected in the estimate of the natural
frequencies, when not considering the effect of the harmonic loading. On the contrary, lower errors (in
average) are evaluated when considering the presence of the harmonic excitation. Specifically, the ERAH
approach shows higher relative errors for all the considered SRR values, whereas practical no errors are
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found when considering the Hilbert Transform Method for all the SRR values, except for the higher one.
Comparing the damping ratio estimates, reported in Fig.4.29b, an average error less than 20 % is obtained
when the presence of the harmonic excitation is not considered. When the harmonic removal procedures
are considered, the average error reduces to about 10 %. Finally, from Fig.4.30, it seems that more than
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Figure 4.30: Comparison between the mode shape estimates corresponding to the 1st vertical mode at several SRRs with
respect to the EMA estimates, fsine = 11 Hz.
90 % in the correlation between the mode shapes is achieved using the MAC value. It is shown that the
ERAH and the HTM approaches give the same mode shape as the Input/Output-based estimating method.
Sensitivity to the closeness of the fOP to the fn
In this section the effects of the distance between the frequency of the harmonic excitation, fOP , and the
natural frequency, fn, are reported. Among many available cases, the effects of the harmonic excitation
close to the second vertical bending mode (whose reference natural frequency is 23 Hz, from Tab.4.3)
are reported. The analyses are carried out considering an operational frequency approaching the natural
frequency from a distance of about 4 % and getting as close as 0.4 %. Moreover, two SRRs values are
considered, i.e., 1.75 and 3.50 to better characterize the situation. Specifically it can be noted that when
fsine = 22.00 Hz, the errors are similar to those evaluated for fsine = 11.00 Hz, for both considered SRR
values. This means that no coupling between the excitation frequency and the system’s pole is achieved.
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Therefore, the OMA approaches could be applied without losing accuracy in the estimates, unless dealing
with poles with very low damping ratios. Moreover, when the forcing frequency gets closer and closer to
the natural frequency (no matter if approaching from lower or higher frequencies) the estimates will suffer
of low accuracy, especially the damping ratios. As an example, see the values of the blue bars in Figs.4.31
and 4.32 for fsine = 22.90 Hz and fsine = 23.12 Hz. Although a general improvement on such estimates is
gained by applied the OMA methods, high values of the relative errors still characterize the ERAH estimates
(depicted in yellow in the figures). On the other hand, very accurate estimates are achieved with HTM in
evaluating the poles, but less reliability is verified in the mode shapes. The removal of the contribution of
the operational FRF, from the biased FRF, allowed an estimate of the mode shape not so well correlated
with the corresponding reference, yielding a MAC value about 70 %, when the frequency of the harmonic
excitation is practically superimposed to a resonant frequency (the frequency resolution of almost 0.06 Hz).
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Figure 4.31: Comparison between the natural frequency and damping ratio estimates corresponding to the 2nd vertical mode
at several frequencies of the harmonic excitation with respect to the EMA estimates, SRR = 1.75.
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Figure 4.32: Comparison between the natural frequency and damping ratio estimates corresponding to the 2nd vertical mode
at several frequencies of the harmonic excitation with respect to the EMA estimates, SRR = 3.50.
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Figure 4.33: Comparison between the mode shape estimates corresponding to the 2nd vertical mode at several frequencies
of the harmonic excitation with respect to the EMA estimates.
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Chapter 5
Whirl Tower Tests
As explained in Chapter 2 and numerically or experimentally shown in Chapters 3 and 4, the OMA method-
ologies have issues when dealing with structures operating with stochastic white noise loadings blended
together with high amplitude, with respect to the variance of the random signal, harmonic excitations. A
typical example, in the aerospace field, is the intrinsic periodic nature of the airloads acting on the rotor
blade of a rotary wing aircraft. In this case, the identification of the modal parameters from the operational
response could be skewed, especially the damping ratios, when a natural frequency of the structure is close
to the harmonic excitation loading frequency. They could not be even estimated at all in the case of the
operational and natural frequency concurrence. The improvement of OMA methods to accurately identify
the modal parameters in such a frequency range, considered critical for the safe life of the structure, is
therefore one of the main concern of researchers. The methodologies proposed in this thesis improve the
Hilbert Transform Method to deal with such harmonic excitations. They allow the identification and the
removal of harmonic excitation, acting together with a broad band stochastic loading, by statistically char-
acterizing the output responses and improving the estimate of the FRF. This approach is applied to the
data from the whirl tower experimental tests, carried out at German Aerospace Center, DLR, in Braun-
schweig. In these tests, the dynamic excitation of the rotating frame is provided by the perturbations
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arising from the operating conditions characterized by both stochastic and harmonic contributions. It is
worth remarking that the rotating speed of the system not only influences the frequencies of the harmonic
input forces, but also the stiffness of the blade and, consequently, the natural frequencies of the struc-
ture. This simultaneous variation could result in a superimposition of structural and operational modes.
Therefore, the identification of a rotating blade is performed by considering the so-called fan plot, that
shows the natural frequencies of the blade as depending on the rotating speed, see Ref.[57]. It should be
stressed that the experimental identification of the fan plot is a difficult problem to address because of the
intrinsic dependance of the system spatial model parameters (in terms of the mass, damping and stiffness
properties) to the operating parameters, such as the rotating speed. This is the reason why the OMA is
able to fix this problem once the effects of the harmonic excitation can be evaluated and distinguished
from the modal behaviour.
5.1 Test setup
The tests are carried out at the Whirl Tower Test facility of the German Aerospace Center, DLR located in
Braunschweig, Germany. The test specimen consists of a rotor model blade installed on a test rig having
a 30 KW DC shunt-wound motor and by a weight mounted on the opposite side of the rotating blade
to balance the rotating system at different (clockwise) rotating speeds, Fig.5.1. The rotating blade is
equipped with both strain gauges (14 full or half bridge channels) and accelerometers (2 ICP channels).
The torsional deformation is recorded by two strain gauges, arranged on the opposite sides of the upper
and lower blade shell in an angle of ±45 degrees, located at 6 spanwise positions. Moreover, 3 sets of
strain gages are added to record the flapwise bending deformation, Fig.5.2. The data transfer is achieved
by a 24 slip rings and by a proper telemetry system. The experimental investigations have been carried out
by varying the rotational speed of the system, Ω, in order to obtain the fan plots of the modal parameters
of the structure. The reference value (due to the tower configuration) is Ω0 = 1043 RPM and five speed
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Figure 5.1: General view of the Whirl Tower test setup.
Figure 5.2: Sketch of the positions of the sensors.
ratios are considered: Ω/Ω0 = 0.00, 0.24, 0.48, 0.72, 1.00.
5.2 Identification of the harmonic loadings
The first step of the approach requires the identification of possible harmonic loadings from the broad band
white noise response characterizing the motion of the rotating blade. Therefore, the same non-gaussianity
test, as described in the previous chapters for numerical and experimental tests, is performed on the
output response signals (the total recording time was 80 s). For all the frequencies, fj, j = 1, · · · , Nf ,
available in the test (being Nf = 2
14 the number of the available frequency lines), a Butterworth filtering
has been carried out so that the Entropy statistical index could be calculated for each frequency fj.
From the several minima reported in Figs.5.3 and 5.4, where the Entropy index is depicted for different
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widths and orders of the Butterworth filter respectively, it was possible to evaluate the frequencies of the
harmonic excitation characterizing the working condition of the rotating blade. The sensitivity of the
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Figure 5.3: Rotating blade - Effects of the width of a 6th order Butterworth filter in the harmonic identification by the
entropy approach.
local minimum to the width of the Butterworth filter becomes negligible as it reduces to values between
1 and 3 Hz. For frequency widths less than 1 Hz the accuracy of the estimate of the statistical index is
greatly reduced. For higher ranges smoother plots are obtained impairing an accurate identification of
the frequencies of the harmonic excitations. An accurate identification of the operational frequencies is
achieved with filter orders as low as 4. For higher filter orders the computational costs become too high. It
is worth noting the presence in the output responses of harmonic excitations whose frequencies differ from
the multiple of the fundamental angular velocity, Ω0 = 109.33 rad/s (or f0 = 17.4 Hz). The summary of
the identified operational frequencies is reported in Tab.5.1. Since this is the first time that the statistical
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Figure 5.4: Rotating blade - Effects of the order of the Butterworth filter, frequency width 1.0 Hz, in the harmonic identifi-
cation by the entropy approach.
Table 5.1: Operational frequency estimate when Ω = Ω0.
#op 1 2 3 4 5 6 7 8 9 10 11
ωop/Ω0 1.00 1.14 1.53 2.00 2.14 2.28 2.53 3.00 3.14 3.53 4.00
characterization of the responses is performed for the identification of the harmonic loading in the rotating
frame, the previous findings are compared with those that could be achieved by using the Kurtosis index.
As reported in Figs.5.5 and 5.6, the behavior of such harmonic loading identification give almost the same
results as the Entropy index. Also using these experimental data, it seems that the Entropy index is more
robust than the Kurtosis due its request for a local minima for the harmonic identification rather then the
stricter request of the Kurtosis-based approach (that is the achievement of −1.5).
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Figure 5.5: Rotating blade – Effects of the width of 6th order Butterworth filter in the harmonic identification by the Kurtosis
approach.
5.3 Harmonic removal and estimate of the modal parameters
Once the frequencies of the harmonic excitations have been identified, the next step of the procedure
is devoted to the identification of the biased frequency response functions of the vibrating structure by
applying the Hilbert Transform method described in the previous Chapter 2. In Fig.5.7 the driving point
FRF evaluated at the root of the blade rotating at the nominal angular frequency Ω0 is depicted together
with the Entropy statistical index for finding of the operational frequencies; the dashed-vertical lines cor-
respond to frequencies multiple of Ω0. In addition, the Kurtosis statistical index has been added to the
previous picture so that a comparison between the proposed identification method and the one developed
by other researchers could be carried out. The operational contributions to the structural responses are
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Figure 5.6: Rotating blade – Effects of the order of the Butterworth filter, frequency width = 1.0 Hz, in the harmonic
identification by the Kurtosis approach.
clearly identified by the several spikes superimposed to the frequency response function. These spikes are
characteristic of operational modes shapes that should be viewed, in turn, as normal modes with practical
null damping ratios. Furthermore, the presence of spurious, with respect to the multiple of the funda-
mental rotating frequency, operational frequencies can be also identified. These frequencies correspond to
the spectral lines where the gaussian test, performed on the output response failed, i.e., the frequencies
that correspond to a local minimum value of the Entropy index or close to the value of γ∗ = −1.5 for
the Kurtosis index. The effect of not considering such harmonic excitations in the dynamic signature of
the rotating blade is depicted in Fig.5.8, where the initial driving point frequency response function, H˜ii,
is plotted together with the operational FRF,
O
H ii, and the harmonic-free FRF,

H ii. The positive effect
of the proposed procedure in estimating the dynamic properties of the rotating blade allows one a clear
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Figure 5.7: Rotating blade – Harmonic Excitation, Kurtosis, Entropy and Frequency Response Function; Flapping strain
gauge at the root of the blade.
identification of the true elastic modes, by using the

H ii, therefore, reducing the possibility of a wrong
estimate of the operational modes. In Fig.5.9, where a zoom of the previous picture is shown, the contri-
bution of the harmonic excitation to the frequency response function is highlighted. The behavior of the
approach has been validated by identifying the dynamic characteristics at different rotating speeds of the
blade. As one would expect, the estimate of the rotating natural frequencies of the blade does not exhibit
any remarkable differences with respect those already identified in Ref.[58]. In Fig.5.10, it is shown how the
different harmonic loads, acting at the different multiple of the fundamental frequency (namely the 1/rev,
2/rev, 3/rev etc.), interfere with the intrinsic dynamic behavior of the rotating blade. When the n/rev line
(n = 1, 2, . . . ) intersects one of the lines representing the rotating frequency of the system as a function
of the rotational speed, a coarse identification of the pole of the system is expected due to the detrimental
action of operating harmonic loads. Although the natural frequencies seem to be not much affected by
the harmonic excitations, probably due to the fact that none of the harmonic components (practically)
overlap with the rotating frequencies, the damping ratio estimates exhibit a strong influence of the rotating
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Figure 5.8: Rotating blade – Effect of the removal of the harmonic excitation in the flapping strain gauge at the blade root.
condition. As reported in Tabs.5.2 to 5.5, where the damping ratios identified in Ref.[58] (denoted with the
subscript OLD) have been compared with the new estimates (subscript NEW ) for each rotating speed
considered in the test, remarkable differences, denoted as ∆ζ = ζNEW−ζOLD
ζNEW
∗ 100, are found. According
to the fan plot of Fig.5.10 and to Tab.5.2, the first flapping mode, IF , suffers the 1/rev excitation in the
neighborhood of the third, Ω/Ω0 = 0.48, and fifth, Ω/Ω0 = 1.00 rotating speed conditions. Although
it is evident from the fan plot the effect of the 1/rev harmonic excitation on the damping ratio estimate
Table 5.2: Rotating blade – Damping ratio estimations - First flapping bending mode.
Ω/Ω0 ζOLD [%] ζNEW [%] ∆ζ [%]
0.00 1.97 1.97 0.00
0.24 2.38 2.40 0.83
0.48 1.50 1.74 13.79
0 .72 1.09 1.10 0.91
1.00 0.38 1.20 68.33
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Table 5.3: Rotating blade – Damping ratio estimations - Second flapping bending mode.
Ω/Ω0 ζOLD [%] ζNEW [%] ∆ζ [%]
0.00 3.06 3.06 0.00
0.24 0.59 0.60 1.67
0.48 0.26 0.63 58.73
0 .72 0.28 0.45 37.78
1.00 0.57 0.57 0.00
Table 5.4: Rotating blade – Damping ratio estimations - Third flapping bending mode.
Ω/Ω0 ζOLD [%] ζNEW [%] ∆ζ [%]
0.00 0.38 0.38 0.00
0.24 0.62 0.63 1.59
0.48 0.21 0.62 66.13
0 .72 0.13 0.71 81.69
1.00 0.41 0.52 21.15
Table 5.5: Rotating blade – Damping ratio estimations - First torsional mode.
Ω/Ω0 ζOLD [%] ζNEW % ∆ζ %
0.00 0.59 0.59 0.00
0.24 0.49 1.01 51.49
0.48 0.54 0.58 6.90
0.72 0.25 0.55 54.55
1.00 0.26 0.31 16.13
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Figure 5.9: Rotating blade – Detailed view of the FRF around one mode of interest.
of the third rotating speed condition, the reason of the huge difference for the maximum rotating speed,
Ω/Ω0 = 1.00, is not so clear. Indeed, the effects of harmonics acting at non integer-multiples of the
fundamental frequency, due to their completely different dynamics, should be taken into account to justify
this finding. Similar considerations could be taken when dealing with the damping ratio estimates for the
second and third flapping modes, IIF and IIIF , for which the 2/, 3/, and 4/rev harmonic excitations
are responsible for great differences in the estimates. The torsional mode, IT , has been found despite
the interference of the 4/rev and higher harmonic excitations, see Fig.5.10. The effect of removing the
deterministic component at the 4/rev, corresponding to a rotating angular frequency of Ω/Ω0 = 1.00, is
reported in Fig.5.9 where not only a variation of the amplitude of the peak and the shape of the FRF is
detected, but also an increase of the damping ratio of about 15 % is estimated (see the last row of Tab.5.5).
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Figure 5.10: Fan Plot of the rotating blade.
A general view of the damping mechanism of the rotating blade for different rotating speeds, is depicted in
Fig.5.11, where, for each mode and rotating speed, the damping ratio estimates achieved by the proposed
approach (red-solid lines) are compared with those previously evaluated in Ref.[58] (blue-dashed lines). It
is worth noting that the values of the damping ratios estimated by the developed approach are noticeably
higher than those reported in Ref.[58] when the mode of interest approaches the frequency of the harmonic
excitation. This is probably due to the fact that operational modes are characterized by (theoretical) null
value of the equivalent damping ratio.
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(a) I-Flapwise Bending Mode.
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(b) II-Flapwise Bending Mode.
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(c) III-Flapwise Bending Mode.
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(d) I-Torsional Mode.
Figure 5.11: Damping Ratio Fan Plots - Red solid line: estimate from“harmonic-free” FRF. Blue dashed line: estimate from
“harmonic-adultered” FRF.
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Chapter 6
Wind Turbine Tests
The modified Hilbert Transform Method is here presented to identify the dynamic properties of a composite
horizontal axis wind turbine blade using data recorded during its working conditions. In this case, the system
is characterized by harmonic component excitations blended with white noise spectra loading so that the
operational modal analysis would be not applicable. The unknown harmonic contributions are identified
and their effects on the time responses removed for a clearer estimate of the modal parameters. The
considered data are gained from a Fiber Bragg Grating (FBG) integrated with the wind turbine blade. The
FBG transducers have many advantages over other conventional sensors. Providing real-time information
about structural integrity and operational load they can be used in conjunction with appropriate methods to
decrease the costs of wind turbines by optimizing their maintenance schedule for service life. This chapter
discusses the capabilities of the proposed operational modal analysis procedure included in the Natural
Input Modal Analysis (NIMA) code. It can be jointly used with data from FBG transducers to track the
changes in the natural frequencies, damping ratios and mode shapes of the rotating wind turbine blade
for structural health monitoring. Experimental data are provided by the wind tunnel test campaign carried
out at the Mechanical and Aeronautical Engineering Department of Clarkson University in Potsdam (NY-
USA). The dynamic of the wind energy generator are experimentally estimated using the FBG transducers
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at different rotating blade speed and upstream wind velocity.
6.1 Introduction
The trend to minimize the Cost-of-Energy (COE) and increase efficiency is leaning towards increasing the
swept area of the wind turbine.[59] However, this growth leads to an increase in the operational structural
loads involved and necessitates a reliable method for monitoring the wind turbine blades. It is quite
difficult and costly to perform inspection and maintenance work on turbines, primarily due to their height
and their installation location, often remote such as in the case of offshore sites. Monitoring the health
of these structures is paramount to improve safety, minimize down time and lower frequency of sudden
break downs,[60] and to move from a costly schedule-based maintenance towards a more cost-effective
condition-based maintenance. The capabilities to monitor the state and health of the structure might
also help to fabricate lighter and/or larger blades by providing more conservative margins of safety,[61]
and by allowing to harvest more energy.[62] With respect to conventional resistive strain gauge, Fiber
Bragg Grating (FBG) transducers are not affected by electromagnetic interference, potentially reducing
the external noise in signal and monitoring larger structures. Fiber optic signal also removes the need for
localized signal amplification and signal conditioning. Furthermore, this kind of sensors have an increased
lighting safety due to the fact that fiber optics are strong conductors of electricity.[63] A distribution of
FBGs over a structure has been successfully used to detect transverse crack evolution.[64] The FBG can
also be used to detect impact damage in a composite structure.[65] An FBG array can be Wavelength
Division Multiplexed, which creates an expected characteristic wavelength range for each FBG in a fiber
array.[66] This scheme of sensing allowed up to 64 FBG sensors per interrogator on our hardware, however
the practical limit is about 100 per channel.[67]
In the present experimental study, the effectiveness of FBG sensors to provide real-time wind turbine
strain measures in field operation is investigated. The experiment involves pseudo-operational wind tunnel
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testing, in order to validate the effectiveness of using FBGs as practical transducers useful for operational
modal analysis, hence, for a possible use in structural health and load monitoring of wind turbines. The wind
tunnel test facility allows the rotation of a wind turbine blade at different angular speeds in order to achieve
different operating conditions of the rotating structure as well as different upstream wind velocities. Since
it is not possible to measure the input excitation during the experimental tests, i.e., the aerodynamic forces
applied to the rotor, then the standard modal analysis techniques cannot be applied. Since the considered
wind turbine blade is rotating in the wind tunnel under the action of uncertain flow conditions, all the
standard identification procedures based on EMA or OMA may be corrupted by operational frequencies,
at least at the frequencies equal to multiples of the blade rotating speed times the number of blades of
the wind turbine rotor, in this case three. Nevertheless, the advantages of the Entropy index statistical
analysis and the capabilities of the harmonic removal strategy provide a method to investigate the modal
behaviour of such a system.
6.2 Fiber Bragg Grating Principles of Operation
The Fiber Bragg Grating is made by periodic etching of an optic fiber resulting in a sensor with the same
diameter as the original fiber and marginally changing its structural properties [66]. The etched areas have a
changed refractive index compared to the remaining silica glass fiber.[67] Depending on the characteristics,
FBG acts as a filter of specific wavelengths. The equation to calculate the FBGs characteristic wavelength
is:
λB = 2neΛ (6.1)
with λB being the characteristic wavelength, ne being the effective refractive index of fiber core and Λ
being the grating period. The wavelength that is filtered from the spectrum by the FBG, is reflected back
toward the light source. In the used scheme, the reflected light spectrum is measured.
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To correlate the change in wavelength with the strain, the following equation is used:
∆λB = λB [(αf + ξf ) ∆T + (1− pe) ε] (6.2)
where αf is the coefficient of thermal expansion, ξf is the thermo-optic coefficient, and pe is the strain-
optic coefficient of the optical fiber, whereas ∆T is the change in temperature, and ε is the strain. It
is worthwhile to remark that the response of the FBG to strain and temperature are linear and additive
requiring less calibration.[67] The equation for finding pe is:
pe =
(
n2e
2
)
[p12 − ν (p11 + p12)] (6.3)
where p11 and p12 are the components of the strain-optic tensor, and ν is Poisson’s ratio. Generally
germano-silicate glass has a strain-optic coefficient of 0.22 [68] With the assumption that there is no
change in temperature during the experiments, the strain are computed as
ε =
1
1− pe
∆λB
λB
(6.4)
6.3 Test setup
The dynamic properties of a small wind turbine, manufactured by ARI Green Energy, are experimentally
identified in the lab with the aid of the developed operational modal analysis method. The first objective
is the verification of the capability of the measurements from FBG coupled with the operational modal
analysis technique to estimate the modal parameters when exciting the structure with a random signal
both in time and in the space domain, keeping the wind turbine blade in non-rotating conditions. This
experiment is quite useful because it proves the capability of the operational modal analysis to estimate
the modal parameters directly from the FBG output response measurements only; it provides the necessary
background to develop the knowledge needed for the dynamic identification of the blade properties during
the wind tunnel tests and during its real operational conditions. Once the use of the FBG transducers is
assessed, the effects of the operating conditions are evaluated in the rotating frame.
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The test setup is shown in Fig.6.1. The blade is three feet in length and it is molded from Short
Figure 6.1: Wind tunnel test setup for the ARI Green Energy wind turbine rotor.
Glass Fiber Reinforced Plastic, SGFRP. The ARI wind energy rotor with its supporting truss, made by steel
bars, is located at the open-section wind tunnel outlet. By the use of the charge controller and E-load,
it is possible to control the electrical load of the generator, thus the angular speed of the rotor. For the
non-rotating tests the dynamic excitation is provided by crawling fingers to have a dynamic identification
of the whole rotor-tower system. One optic fiber is glued at each blade for a total of three FBG measuring
lines. The locations of the strain measurements vary from four to eight, depending on the blade, for a
total of 20 degrees of freedom, see Fig.6.2.
Moreover, as a reference case in the non-rotating configuration, a multi-run test is carried out using
three accelerometers of sensitivities around 10 mV/g. Two of them are placed on the supporting truss in
the wind and lateral directions and are used as references for 21 different runs. The last one is moved in
7 different locations for each of the 3 blades and a roving accelerometer test is performed.
The considered sampling frequency of both FBG and accelerometer transducers is 625 Hz, whereas the
length of the data is 215 time samples.
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Figure 6.2: Detailed view of the ARI Green Energy wind turbine rotor with blade and sensor position numbering.
6.4 Dynamics of the non-rotating system
The simultaneous acquisition of the data measured by the accelerometers and the FBG allows the identi-
fication of the system’s modal signature in the non-rotating condition. The identified natural frequencies
and damping ratios are reported in Tab.6.1 as they are evaluated by the OMA for both the kind of sensors.
No remarkable differences can be highlight in the system’s poles identification proving that the results
are not sensitive to the transducer, at least in terms of the natural frequencies and damping ratios. This
consideration is not valid if the mode shapes were considered. In fact, the mode shapes can be easily
identified by considering the results provided by the accelerometers, as represented in Fig.6.3. On the
other hand, the FBG sensors give a measure of the strain along the surface in the fiber axial direction and
the displacement modes cannot be reconstructed in this case, as the structure has a full 3D strain tensor
and the sensors follow different local coordinate frames. Nevertheless, the strain shapes achieved in the
non-rotating test case are used as a reference also for the rotating conditions. From their comparison with
the displacement shapes (provided by the accelerometers) a characterization of the modes is then obtained.
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Table 6.1: Natural frequency and damping estimates of the wind generator rotor.
Mode # fn [Hz] ζn [%] Description
1 4.58 1.20 1st bending/torsion
2 10.68 0.60 1st collective bending mode
7 47.30 1.00 2nd collective bending/torsion mode
9 78.74 0.13 3rd collective bending mode
The rotor dynamics is well correlated with the isolated blade dynamics. The first and the second
collective bending modes originate from the corresponding bending modes of the isolated blades. A third
collective mode can be identified as the fourth main mode of the rotor, whereas the third bending mode
of the blades is coupled with the torsion mode.
In addition to the modes associated to the vibration of the blades of the rotor, it is also possible to
identify the dynamic properties of the supporting truss structure. This is possible by taking advantage
of the accelerometers mounted on the truss structure and the nacelle of the rotor since the FBG sensor
are distributed only on the rotor blades. Both lateral, LAT, and longitudinal, LONG (with respect to the
flow direction) bending modes, whose natural frequencies and damping ratios are reported in Tab.6.2, are
identified.
Table 6.2: Natural frequency estimates of the supporting truss.
Mode # fn [Hz] ζn [%] Type
3 12.51 0.54 LAT
4 15.87 1.90 LONG
5 39.37 0.51 LAT+LONG
6 43.64 0.52 LONG+LAT
8 50.05 0.20 LONG
6.5 Wind turbine dynamics in the rotating frame
The dynamic behavior of the wind turbine is evaluated at different wind speeds and different operating
angular speeds of the rotor. The flow speed of the wind tunnel is controlled by the rotating speed of its fan,
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(a) First bending/torsion mode fn = 4.58 Hz; ζn =
1.20 %
(b) First collective bending mode - fn = 10.68 Hz; ζn =
0.60 %
(c) Second collective bending/torsion mode - fn =
47.30 Hz; ζn = 1.00 %
(d) Third collective bending mode - fn = 78.74 Hz;
ζn = 0.13 %
Figure 6.3: Mode shapes of the wind generator assembly.
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whereas the angular speed of the wind generator is controlled by the electrical current flowing in a given
(constant current mode) electronic load (E-Load) bank, and by the flow field itself. Three rotating speeds
of the wind tunnel fan are selected, i.e., 345, 400, and 450 RPM. For each of the considered fan speeds,
three electrical loading conditions are considered, i.e., 2.00, 1.00 and 0.28 A for a total of 9 test conditions.
It is worthwhile observing that the rotor angular speed increases as the electrical load current decreases.
Moreover, because of the presence of the electrical controller, the rotor angular velocity cannot be set
constant. In these operating conditions a measure of the performances of the energy generator, in terms
of electrical power, are recorded and summarized in Tab.6.3. Moreover, the non-rotating frame vibration
Table 6.3: Electrical power generated by the ARI wind turbine in the reference conditions.
FAN [RPM] Current [A] Voltage [V] Power [W] Rotating frequency [Hz]
345 2.00 18.3 36.6 4.73
345 1.00 22.0 22.0 5.42
345 0.28 24.6 6.89 5.87
400 2.00 25.4 50.8 6.33
400 1.00 28.5 28.5 6.87
400 0.28 30.6 8.57 7.25
450 2.00 31.5 63.0 7.71
450 1.00 34.3 34.3 8.16
450 0.28 36.2 10.14 8.47
levels of the hub in the lateral and wind directions are measured, taking advantages of the non-rotating
accelerometers on the supporting truss. The estimate of the vibration levels corresponding to the main
harmonic excitations is carried out by evaluating the Power Spectral Density (PSD) functions for each
operating condition. It should be noted that the supporting system is excited by the wind turbine rotor
and also by the blowing wind. Therefore the time signals are stochastic and the PSD functions need to
be evaluated instead of the Fourier Transform, in order to estimate the frequency responses of the system.
Moreover the noise effect is reduced by averaging the functions about 24 times. The rotating speed of the
wind turbine rotor is calculated using the Hall sensor located between the rotating and the non-rotating
systems. The considered harmonic components are integer multiples (from 1 to 6) of such rotating speed,
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since the rotor has three blades. As expected the vibration coming from the wind turbine rotor is mainly
due to the first, the third and sometimes the sixth multiple of the rotational speed, see Fig.6.4. The
vibration in the lateral direction is usually much higher than in the wind direction, with the exception of
the second and the third condition (fan speed equal to 345RPM, electric load equal to 1.00A and 2.00A).
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Figure 6.4: Vibration level in the non rotating frame in lateral and wind directions for several operating conditions in the
reference operating conditions.
The identification of the modal parameters of the rotating blades corresponding to the nine operating
conditions, identified by the value of the rotating speed of the wind tunnel fan (Fan), the electrical
current flowing in the wind generator load (Load) and the corresponding operational rotating speed of the
rotor (Ω0), is reported in Tabs.6.4 (natural frequencies) and 6.5 (damping ratios) respectively. Only the
dependency of the first modes of the rotor is shown, as one can see from the mode index reported in the
previous tables.
The corresponding root loci are shown in Figs.6.5 and 6.6, displaying each real/imaginary pair corre-
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Table 6.4: Natural frequency estimates of the wind energy rotor for different operating conditions.
Fan [RPM] Load [A] Ω0 [Hz] fn1 [Hz] fn2 [Hz] fn7 [Hz] fn9 [Hz]
345 2.00 4.73 4.88 11.29 47.61 79.20
345 1.00 5.49 4.96 11.75 48.83 79.45
345 0.28 5.95 5.10 11.90 49.00 80.26
400 2.00 6.41 5.60 12.30 49.59 80.26
400 1.00 7.02 5.95 12.51 49.74 80.50
400 0.28 7.32 6.10 12.82 49.90 80.70
450 2.00 7.76 6.41 13.50 50.10 80.60
450 1.00 8.24 6.71 13.73 50.50 80.90
450 0.28 8.55 6.50 14.30 51.30 81.60
Table 6.5: Damping ratio estimates of the wind energy rotor for different operating conditions.
Fan [RPM] Load [A] Ω0 [Hz] ζn1 [%] ζn2 [%] ζn7 [%] ζn9 [%]
345 2.00 4.73 1.20 2.50 1.80 1.10
345 1.00 5.53 1.60 2.00 1.70 0.60
345 0.28 5.95 1.50 1.80 1.50 0.65
400 2.00 6.41 1.80 1.20 1.50 0.80
400 1.00 6.98 1.80 0.60 1.80 0.80
400 0.28 7.32 1.90 0.50 1.40 0.80
450 2.00 7.78 0.70 0.60 1.50 0.90
450 1.00 8.24 0.60 0.60 1.00 1.20
450 0.28 8.58 0.80 0.70 1.20 0.80
sponding to each pole of the system evaluated at each working condition with the electrical Load and the
Fan speed as parameters, respectively. The imaginary parts (and then the natural frequencies) of the poles
of the wind energy generator associated to the dynamics of the rotor blades increase as the rotational speed
increases due to the stiffening effects of the centrifugal force. On the contrary, the imaginary parts of the
poles corresponding to the truss dynamics (modes #3 and #4, depicted in red and cyan, respectively) are
marginally affected by the rotating speed, because, as expected, there is no stiffness contribution of the
centrifugal force to the non-rotating part of the structure. Therefore, the corresponding natural frequencies
remain practically unchanged. Nevertheless, due to the different energy dissipation mechanisms associated
to the different working conditions, a change in the real part of the poles of the truss structure is reported.
Furthermore, potential wind turbine system instabilities are analyzed from the fan plot, depicted in
Fig.6.7. In this picture, the previously identified natural frequencies (normalized with respect to the
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Figure 6.5: Experimental root loci of the ARI wind generator with respect to the electrical load at fixed Fan speed. In the
non rotating condition (depicted by the blue crosses) the electrical load has to be considered infinity.
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Figure 6.6: Experimental root loci of the ARI wind generator with respect to the Fan speed at fixed electrical load conditions.
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maximum operating angular frequency) and those corresponding to the ones characterizing the dynamics
of the truss structure, are reported as functions of the (normalized) average angular speed, Ω0. Also,
straight lines representing constant angular velocities, for different multiple values of the actual angular
speed, rev, i.e., 1/, 3/, and 6/ rev, are added to the picture with black marks. In the event that one
of the natural frequencies of the rotating system is close to one of these straight lines (to be viewed as
the frequency lines corresponding to the frequencies of the forcing -aerodynamic- loads exciting the rotor
blade) possible instabilities are expected leading then to unavoidable structural failure.
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Figure 6.7: Experimental fan plot of the ARI wind generator.
The most critical operating conditions, identified in Fig.6.7, are those corresponding to the coupling of
mode #1 (see Tabs.6.1 and 6.2 for details on mode numbering) with the loading exciting the structure at
the frequency 1/rev, mode #4 with the 3/rev, and mode #7 with the 6/rev, respectively. These critical
operating conditions are considered to check the capabilities of the proposed harmonic removal approach
to deal with wind turbine systems whose dynamics is monitored by FBG sensors. First, the operational
frequencies are checked by the entropy index. The operational frequencies, fop, of Tab.6.6 are identified for
each of the performed test by using a band-pass filter, of order 6 with a width equal to 1.0 Hz, applied to
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Figure 6.8: Experimental damping ratio behaviour with respect to the rotating speed of the ARI wind generator.
the time histories recorded for all FBG sensors. As the E-Load controller is responsible of the electrical load
applied to the wind energy generator, the rotor blade is characterized by a non-constant rotational speed,
as detected by the entropy index and indicated in Tab.6.6. Several operational frequencies are absent.
Indeed, although the average values Ω0 of the operating frequencies could be identified by the Hall RPM
sensor and is used as reference in the previous Tabs.6.1 and 6.2, the change in the rotating conditions
of the rotor do not introduce a practical deterministic contribution detectable by the entropy index when
merged with the non-deterministic response of the rotating rotor.
Table 6.6: Estimate of the operational frequencies using the Entropy index for different operating conditions.
Fan [RPM] Load [A] fop [Hz]
345 2.00 4.9 - - - - 208.2
345 1.00 5.7 10.7 - 21.9 27.8 -
345 0.28 6.2 11.3 12.3 17.9 23.9 -
400 2.00 6.6 13.2 19.6 25.8 - -
400 1.00 6.7 7.4 14.4 - - -
400 0.28 7.7 14.6 22.0 29.7 - -
450 2.00 7.2 8.1 15.8 - - -
450 1.00 7.8 8.6 16.2 - - -
450 0.28 8.0 8.9 16.8 17.6 - -
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Moreover, other operational loads are exciting the wind turbine other then those due to the aerodynamic
load at frequencies equal to multiples of the fundamental 1/rev. This is the case, for example, of the working
condition corresponding to the wind tunnel fan rotating at 345 RPM with an electrical load of 0.28 A in
which two operational frequencies are detected at 11.3 Hz and 12.3 Hz. Finally, Fig.6.9 shows the biased
FRF corresponding to FBG located at the root of one blade (blade number 2), obtained from time histories
corresponding to wind tunnel fan operated at 450 RPM and an electrical loading of 0.28 A applied to
the wind energy generator (red curve). As discussed earlier, the contribution of the operational frequency
response function,
O
H (ω) (black dotted curve), is removed from the biased FRF, H˜(ω), to obtain the
harmonic-free FRF,

H (ω), depicted in blue.
Figure 6.9: Harmonic removal process - FBG located at the root of blade 2, wind tunnel fan operated at 450 RPM, load
0.28 A.
The major effect of the harmonic removal process consists in a better identification of the pick of
resonance and a more accurate damping ratio estimate. However, for the case under investigation, the
coupling between the mode shapes and the operational modes does not appear so critical as the changes
in the poles of the system are practically immaterial. Nevertheless, the previously identified changes in
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the operational frequencies noticed during the recording phase and for different operating conditions are
responsible for a low accuracy identification due to the fact that the system under investigation is not in
steady-state working conditions. On the other hand, the actual capability of the proposed identification
procedure applied to the FBG sensor technology to monitor the dynamic behavior of the wind energy
generator working under actual operating is properly demonstrated. This justify their use in successive
tests to be performed in real field operations.
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Chapter 7
In-Flight Tests
The Operational Modal Analysis (OMA) can be used for the identification of the dynamics of aerospace
vehicles, in terms of natural frequencies, damping ratios and mode shapes, during flight tests, using only
the output responses due to the aerodynamic environment. The loading acting on the flying helicopter is
composed by the contributions of both the white noise excitation and the aerodynamic harmonics acting
at discrete operational frequencies equal to the multiple of the fundamental angular velocity of the rotor.
As a result, the system cannot be considered excited by a pure white noise input and then the OMA
methodologies cannot be theoretically applied to the output responses to estimate the dynamical behavior
of the helicopter. The approach developed in this thesis is capable to deal with this problem, since the
Entropy index is introduced to identify such operational frequencies, and then the effects of the removal
of the harmonic contributions from the Frequency Response Functions (FRF) can be evaluated. In order
to assess the overall accuracy in the modal parameter estimates, an experimental investigation, carried
out on a helicopter UAV flying at different conditions, i.e. in- and out-of-ground effect hovering and
forward flight at several advance ratios, is presented. The modified HTM is applied to the acceleration
responses recorded on the helicopter fuselage during the flight and the improvements of this OMA method
are investigated in evaluating the modal parameters of the helicopter, especially in the frequency range
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Figure 7.1: Experimental Setup of the Flight tests on the helicopter UAV.
that could be considered critical for the safe life of the structure, i.e. when the resonance is close to the
harmonic excitation.
7.1 Experimental Setup
The objective of the experimental investigations is a sensitivity analysis of the effects of the flying condi-
tions on the modal parameters of the fuselage of the Bergen ”Industrial Twin” rotorcraft. Different flight
conditions are experienced, i.e. in- and out-of-ground effect hovering and forward flight at several advance
ratios, for at least 30 s each. This UAV helicopter, see Fig.7.1, is capable to complete missions lasting
about 30 minutes carrying an 11 Kg payload. The helicopter is propelled by a two-stroke 52 cc. bi-cylinder
engine developing about 8 Hp useful to drive both the two-bladed main rotor and the two-bladed tail rotor.
The main and the tail rotor blades are made by a carbon fiber composite material. Their dimensions are
810 × 94 mm and 130 × 36 mm respectively. The main fuselage structure is made by an aluminum alloy
and bakelite. The flight test data are measured using the LMS SCADAS Mobile hardware, which allows
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Figure 7.2: Entropy index for different Hovering conditions.
the simultaneous acquisition of 8 accelerometer signals and the record of data about position and speed of
the helicopter measured by the GPS. Two different experimental setups are considered in order to analyze
hovering and forward flight conditions. In the first case, the overall mass of the rotorcraft with the payload
is about 14 Kg; the sensors are located at four positions on the tail boom and on the fuselage along the
vertical and lateral directions. In the second case, the overall mass was about 11 Kg and the accelerometer
sensors were placed only along the vertical direction. The location of the accelerometers is illustrated in
Fig.7.1, in which the sensors are indicated with the number used during the test: the numbers refer to the
lateral and vertical direction.
7.2 Hovering conditions
During the flight tests the helicopter experiences three hovering at different altitudes, 2 m, 10 m and 15 m,
among which the first one is in-ground-effect (IGE) and the others are out-of-ground-effect (OGE). The
overall recorded accelerometer signals are subdivided in three time intervals of about 60 s with 215 samples.
A sixth order Butterworth filtering, centered at each frequency available in the test, is carried out, so that
the Entropy statistical index can be calculated as a frequency function for each measurement point and
flight conditions. In Fig.7.2 the Entropy index is depicted for the different hovering conditions for the
accelerometers at the end of the tail boom in vertical and lateral direction. From the several minima it
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Table 7.1: Operational frequencies during the hovering flight conditions.
#fop 1/rev [Hz] 1.8/rev [Hz] 2 [Hz] 2.8/rev [Hz] 3/rev [Hz]
Hovering 1 (IGE) 25.5 45.9 51.0 71.4 76.5
Hovering 2 (OGE) 25.8 46.6 51.6 72.2 77.4
Hovering 3 (OGE) 26.0 46.8 52.0 72.8 78.0
Figure 7.3: Third Hovering: Effect of the removal of the harmonic excitation in the FRF corresponding to the lateral
accelerometer at the end of the tail boom.
is possible to evaluate the frequencies of the harmonic excitation characterizing the working condition of
the rotorcraft, see Tab.7.1. It is worth noting the presence of spurious, with respect to the multiple of the
fundamental rotating frequency, operational frequencies. There are not remarkable differences between the
output accelerometer signals, as a consequence the harmonic excitation spread around all the structure.
The operational frequencies are affected by the weak variation of the rotational speed of the rotor with the
altitude. The evaluation of the biased frequency response functions of the vibrating structure, skewed by
the presence of the harmonic loading, is performed by applying the Hilbert Transform method described in
the theoretical part. Once the operational frequencies are identified using the non-gaussianity test, their
contribution can be removed to achieve the so-called harmonic-free FRF. In Fig.7.3, the driving point FRF,
evaluated at the end of the tail boom is depicted to put in evidence the effects of the harmonic removal;
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the dashed-vertical lines correspond to the operational frequencies. These contributions to the structural
responses are usually represented by the spikes superimposed to the frequency response function and they
could be viewed, in turn, as normal modes with practical null values of the associated damping ratios.
Finally, the modal analysis is performed to evaluate the true normal modes of the helicopter in terms of
natural frequencies, damping ratios and shapes, see Tab.7.2. The natural frequencies of the first lateral and
Table 7.2: Normal modes of the helicopter during the hovering flight conditions.
1 2 3 4 5
Mode # fn ζn fn ζn fn ζn fn ζn fn ζn
[Hz] [%] [Hz] [%] [Hz] [%] [Hz] [%] [Hz] [%]
Hovering 1 (IGE) 12.2 2.1 18.8 2.1 32.3 1.0 — — 63.9 1.2
Hovering 2 (OGE) 12.5 1.9 20.0 1.6 32.3 0.8 38.7 1.9 64.0 1.2
Hovering 3 (OGE) 12.5 1.5 20.0 1.8 32.3 0.7 38.7 1.9 64.7 1.0
vertical bending modes of the helicopter, that are the first and the third ones in Tab.7.2, are not influenced
by the flight condition, while the correspondent damping ratios decreases of about the 30 % from the first
to the third hovering. On the contrary, the second and the fourth mode seems to suffer from the ground
effect. In the first case, the IGE natural frequency is lesser by about 6 % from the corresponding OGE
hovering values. Moreover, in the second case, the normal mode cannot be estimated as it was not excited
by the operating conditions.
7.3 Forward Flight conditions
The helicopter flew for 400 s performing the same flight path at different velocities. The whole recorded
signals are divided into 14 data blocks corresponding to different flight phases, see Tab.7.3. The last
condition corresponds to out-of-ground effect hovering flight and has been performed to collect the data
for a reference null advance speed. The statistical analyses of all the accelerometer responses allow the
evaluation of the frequencies in which the harmonic loading is acting at each flight configuration, see Fig.7.4.
An accurate investigation of such operational frequencies is carried out by changing the characteristics of
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Table 7.3: Forward flight conditions.
# 1 2 3 4 5 6 7
Speed [m/s] 1.7 4.7 4.6 6.4 7.9 11.4 12.7
Advance ratio 0.013 0.036 0.035 0.049 0.061 0.087 0.098
# 8 9 10 11 12 13 14
Speed [m/s] 16.1 14.6 20.8 12.5 13.5 7.5 0.00
Advance ratio 0.124 0.113 0.160 0.096 0.104 0.058 0.00
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Figure 7.4: Evaluation of the harmonic excitation loading using the Entropy index for different forward flight conditions.
the Butterworth filter in terms of its order, from 4 to 10, and frequency width, from 0.5 to 3.0 Hz. For
the sake of brevity, only the results coming from the analyses of the fifth flight configuration are shown in
Fig.7.5, in which it is worth noting that the approach is not so sensitive to Butterworth filter parameters
provided. For the performed experimental tests, the filter frequency width greater than 0.5 Hz centered
in each frequency line of the analysis and a filter order at least of 4 is seen to be satisfactory. Then, the
harmonic-free FRFs are obtained by removing the effects of the operational frequencies. In Fig.7.6, the
results of the harmonic removal are presented for the 13th flight configuration. In particular, the driving
point FRF of the vertical accelerometer located at the end of the tail boom is depicted before and after
156
7 In-Flight Tests Forward Flight conditions
0.5
0.75
1
 
 
0 10 20 30 40 50
0.25
0.5
0.75
1
Frequency [Hz]
 
 
order 4
order 6
order 8
order 10
0.5 [Hz]
1.0 [Hz]
1.5 [Hz]
2.0 [Hz]
2.5 [Hz]
3.0 [Hz]
Figure 7.5: Forward Flight with advance ratio 0.061: Effects of the order of the Butterworth filter, frequency width equal to
2.0 Hz, in the harmonic identification by the Entropy approach.
the application of the removal procedure. The harmonic-free FRF,

H (ω), is depicted by the blue line and
it is obtained from the difference between the HTM skewed FRF, H˜(ω), and the harmonic FRF,
O
H (ω),
represented by the red and the dotted black line, respectively. Because only the vertical accelerometers are
recorded, a modal analysis on a such complex structure is quite difficult. Nevertheless, the estimate of the
variation of the natural frequency and the damping ratio of the first vertical bending mode of the fuselage
with respect to the speed are reported in Fig.7.7. The modal parameter variation seems to linearly vary
with respect to the speed of the helicopter; in particular, the natural frequency increases about 4 % and
the damping ratio decreases about 40 %. Similar trend can be highlighted by examining the normal modes
of the tail boom in the frequency range of the analysis, see Fig.7.8: the natural frequencies increase about
6 % and 7 %, the damping ratios decreases about 90 % and 30 %, respectively.
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Figure 7.6: 13th Forward Flight: Effect of the removal of the harmonic excitation in the FRF corresponding to the vertical
accelerometer at the end of the tail boom.
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Figure 7.7: First vertical bending mode natural frequency and damping ratio with respect to the advance ratio of the forward
flight.
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(b) 2nd vertical mode
Figure 7.8: Natural frequencies and damping ratios of the normal modes of the tail boom with respect to the advance ratio
of the forward flight.
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Chapter 8
Environmental Tests
Environmental tests are widely used to qualify structures for space missions, because the benchmark test
facilities allow the replication of the loading conditions acting on a system during the different phases of the
mission. In this chapter, an Output-Only-based technique is proposed to estimate the full modal parameters,
in the frame of the environmental test-ing, to increase the accuracy of the dynamic identification and to
reduce the overall time and cost associated to the qualification process. The Hilbert Transform Method
is applied for the estimate of the ”biased”Frequency Response Functions, FRFs, whereas the evaluation of
the modal masses associated to each mode is carried out by the application of various mass perturbation
methods as described in Sec.2.6. The robustness of these approaches will be assessed through environmental
tests carried out on spacecraft structures, such as a robotic arm intended for space applications and a
tank prototype of the Vega launcher. The accuracy of the proposed method will be finally evaluated by
comparing the FRF estimates, obtained with the Output-Only approach, with the ones gained using the
standard Input/Output technique.
8.1 Introduction
Space structures are requested to undergo environmental testing in order to be qualified for flight. During
these tests, the capability of the structures to withstand the rigors of structural and airborne vibrations are
161
Introduction 8 Environmental Tests
verified. These tests are carried out to check that when exciting the base of the structure with a known
acceleration profile, the output accelerations, evaluated at selected points of the structure, are below a
prescribed level and that the lower peak of resonance is at a higher frequency than a prescribed value.
Both the maximum acceleration responses and the minimum resonance frequency are launcher dependent,
see Launcher User’s Manuals belonging to Arianespace. Generally, two main tests are provided during
the environmental testing, which are the design qualification tests, and the acceptance tests. The first
test campaign, allows the designer to demonstrate that the structural model is capable to withstand the
vibration levels characterizing the launch. In addition, by estimating the natural frequencies of the system
and by measuring the corresponding output responses, the mathematical model validation could be carried
out. The last type of tests, performed on the flight model, are essentials to prove that the equipments,
considered in their flight conditions, safely operate without any degradations when subjected to the high
level vibration environment characterizing the first phase of the launch. Both the qualification and accep-
tance tests consider three type of base excitations, Ref.[69]. In the so called sine tests, the structure is
excited by a progressive sweep of frequencies and amplitudes, whereas in the random tests such a harmonic
base excitation is randomized. Finally, in the third type of excitation, shock test, the base gives the system
a sharp and severe excitation in order to simulate the shocks felt during the separation stages and/or the
engine firings. Referring to the qualification tests, the developments of the Operational Modal Analysis
methods give a new prospective to the theoretical model validation, because of their capabilities to esti-
mate the modal parameters only from the measurements of the system outputs. Therefore, recalling the
main hypothesis of all the OMA approaches concerning the input excitation, which is a broad band white
noise excitation, and considering the random vibration tests, it should be possible to derive the modal
parameters of the vibrating structures in their actual operating conditions, directly from the environmental
testing. The test article is fixed to a supporting base, which provides the required random base excitation.
This base motion is assumed to stochastically excite the structure with a frequency independent spectra.
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Under this hypothesis the Hilbert Transform Method is applied for the estimate of the ”biased” Frequency
Response Functions, FRFs, between the unknown excitation loading and the corresponding response accel-
erations. As a result, it is possible to derive the natural frequencies, damping ratios and mode shapes by
means of residue/pole least-squared technique in the frequency domain. Nevertheless, because the intrinsic
impossibility of the OMA approaches to estimate the modal masses, and because of no input excitations
are measured, the full modal model could not be available from these tests. In this thesis, a novel test
procedure is proposed to overcome this limitation, by taking advantages of previous works, Refs.[70], [2]
and [71], available in literature. This novel possibility allows the designer to obtain the full modal model
of the structure directly from random tests, that, in turn, could be used to improve the accuracy in the
theoretical/numerical validation phase in structural updating problems, in model synthesis, not considering
the overall cost reduction that could be achieved by optimizing this novel test procedure. The proposed
approach is based on the estimate of the modal masses, by applying the mass-change methodologies to
obtain the complete set of the dynamic parameters of the tested structure in terms of frequency response
functions. This modal scaling techniques, already applied to a lumped parameter numerical model as in
Sec.3.5, is performed on spacecraft structures such as the tank prototype of VEGA launcher and a model
of a robotic arm intended for space operations.
8.2 AVUM tank prototype
The experimental investigations described in this section are performed during a test campaign at the AVIO
facilities in the establishment of Colleferro (Rome, Italy). The AVUM tank prototype filled with a inert
liquid propellant is put up the vibration bench as shown in Fig.8.1 with 42 accelerometers placed along
two meridians at 0 deg and 90 deg with respect to the reference system and indicated with G00 and G90
in Fig.8.2. Several OMA approaches are used to estimate the modal parameters of the structure in which
the random excitation is provided by tapping fingers as a first experimental investigation. In addition,
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Figure 8.1: Experimental layout of the AVUM tank prototype.
a traditional hammer test is performed to the structure in order to have a reference set of FRFs. The
input loading excites the system at the North Pole, in the x-direction, and measured by a load cell, with
sensitivity equal to 2.3mV/N. Both the input and output signals are recorded and processed using the LMS
Scadas III and the LMS Test.Lab Impact Testing. In order to assess the accuracy of the modal parameters,
estimated using the OMA approaches, a comparison with those gained with the Input/Output testing is
performed. As reported in Tab.8.1, a good correlation is obtained between the different estimates except
for the damping ratios, where major differences, but acceptable, are identified. Then, the structure is
Table 8.1: Relative errors between the Output-Only Random and hammer test of the AVUM tank prototype.
Output-Only Method Mode 1 Mode 2 Mode 3
εfn [%] εζn [%] εfn [%] εζn [%] εfn [%] εζn [%]
FDD 0.15 0.91 0.15 41.91 0.15 49.86
HTM 0.14 11.36 0.03 10.64 0.12 21.62
BR-SSI 0.15 6.36 0.08 3.83 0.01 11.76
f-SSI 0.15 8.18 0.04 1.49 0.12 5.41
tested with a random base excitation in the vertical axis. In this case, the time responses were are recorded
by the LDS-Dactron acquisition system, available at the AVIO laboratories, during the random excitation
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Figure 8.2: Location of the measurement points of the AVUM tank prototype.
provided by the shaker. The length of the time histories was about 51s corresponding to 216 = 65536
samples. The natural frequencies and damping ratios estimated by the OMA approaches differ from the
previous ones, as a reduction of about 3.86 % and 1.13 % for the natural frequencies and an increase of
the damping ratios of about 172.73 % and 33.33 %, for the first axial and lateral modes respectively are
found. This is probably due to the interaction of the AVUM tank prototype structure with the shaker that
provides the base excitation and due to an higher participation of the liquid contained in the vibrating tank
with respect to the previous tests where the system was kept at rest in the test configuration. Both these
phenomena contribute to increase the mass of the system and to dissipate the elastic energy.
The experimental setup allows also to perform a sine sweep test in vertical direction to detect the reso-
nance frequencies of the AVUM tank prototype . The observed natural frequencies perfectly agree with the
last random test, proving not only the effectiveness of the OMA analysis, but also the interaction between
the tested structure and the moving shaker. It is worth noting that, thanks to the OMA, it is possible to
identify the damping coefficients directly from data recorded during the environmental random test with
the structure configuration much closer to the operating conditions than the configuration traditionally
used for the standard Input/Output experimental modal analysis. Then, the behaviour of the mode scaling
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Figure 8.3: Mass perturbation for the mode scaling of the AVUM tank prototype.
procedures is tested by perturbing the AVUM tank prototype with a lumped mass of 9.9 Kg placed on the
North Pole, along the symmetry axis, as shown in Fig.8.3. It has to be noted that this concentrated mass
perturbation was the only experimentally achievable during the test campaign, although it is intrusive and
did not allow to perform a complete second test campaign. Therefore, only one more test is performed
with few sensors to evaluate the variation of the poles. The robustness of the scaling procedures to the
accuracy of mode estimating process is here reported. This task has been pursued by introducing some
uncertainties in the modified mode shapes, that is the mode shapes corresponding to the mass perturbed
structure. Specifically, the reference mode shapes, identified by the OMA method, are randomly modified
by using a normal with zero-mean value probabilistic density function, pdf, with a prescribed value of the
variance. Therefore, the perturbed modal parameters were achieved by exciting the structure with a ran-
dom load carried out with tapping fingers. The resulting frequency response functions are then compared
Table 8.2: Natural frequency shifts due to mass perturbation of the AVUM tank prototype.
Mode 1 Mode 2 Mode 3
∆fn/fn % 5.88 22.20 6.82
with the corresponding ones obtained with the traditional Input/Output method. Obviously, by referring to
this specific test setup, the generality of the findings is not impaired because of the already demonstrated
capability of the OMA approaches to identify the modal parameters directly from the environmental testing
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setup. As a consequence of the mass perturbation, an average natural frequency shift of about is 10 %,
with a maximum value of more than 20 %, corresponding to the second mode, is obtained, as reported in
Tab.8.2. Two different uncertainty scenarios of the mode shapes are reported for brevity. In the first one,
the variance of the pdf is set to 1/30, to which corresponds a random variation of each component of the
considered modes less than 10 % of the maximum displacement (equal to 1). This could be considered
as a practically immaterial change in the modal base as the correlation between the reference and the
modified modes is almost unitary when evaluated with the MAC value. The FRFs derived by these modal
data are depicted in Fig.8.4, where the one estimated with the well known H2 algorithm (denoted with
IO - Experimental) in the experimental Input/Output testing is compared with the one synthesized with
the modal basis from Input/Output analysis (IO - Synthesized) together with those achieved in the OMA
(denoted as OO - CMS and OO - RBN for the two Output-Only methods respectively). The same analysis
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Figure 8.4: Comparison between the different FRF estimates for the AVUM tank prototype (variance 1/30).
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is carried with the last uncertainty scenario which considers an higher variance of the pdf value that is set
equal to 5/30, see Fig.8.5. In this case, the random uncertainties involve a mode variation of about 80%
in terms of the MAC value. Both approaches are capable to correctly estimate the FRFs directly from
Figure 8.5: Comparison between the different FRF estimates for the AVUM tank prototype (variance 5/30).
operational data. The CMS method is more robust with respect to the RBN approach due to the choice
made on the type of the mass perturbation. Nevertheless, this last method showed a more than acceptable
behaviour in the FRF estimate, especially in the neighbourhood of the peak of resonance.
8.3 Robotic Arm
The tested manipulator is a part of a set-up built in the Guidance and Navigation Lab at the Universita`
di Roma ”La Sapienza” to simulate (in 2d) the behavior of robotic arms devoted to grasping missions and
to validate the relevant guidance and control laws. Palmerini et al. gave more rationale and theoretical
aspects of this project in Ref.[72].
Figure 8.6 provides a sketch of a preliminary set-up with (a) the arms, (b) the stepper motors, (c) the
gear, equipping the shoulder motor to limit the speed and increase the torque, (d) the cradle to host the
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Figure 8.6: Vertical axis test setup of the robotic arm.
elbow motor, (e) the power supplies. The overall set-up includes also the limited friction table, the printed
circuit boards to drive the stepper motors, a dissipating section to distribute the heat generated by the
motor circuitry, and an electronic board introduced to decouple the high current power section form the
PC used to control and command the set-up. In this experimental analysis, the environmental test facility,
run by the Department of Mechanical and Aerospace Engineering of the University of Rome ”La Sapienza”,
was used to excite the structure with a prescribed random base excitation and to record the required time
histories. It is formed by an electro-dynamic shaker (Dong Ling, model ES-6-200 capable to provide 6 kN
random force, 12 kN shock force, and 6 kN (peak) sine force. The system is completed with a slip table of
size 700×700 mm for horizontal vibrations and with a 300×300 mm square head expander for the vertical
excitation. The test operations are fully controlled within the environmental testing tool available in the
LMS - Test.Lab software. Also for the robotic arm, an accuracy analysis has been performed by carrying
out both the Input/Output and the operational modal analysis with data directly recorded during the
random-base vibration tests, carried out in the vertical direction, as shown in Fig.8.6. Ten accelerometers
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Figure 8.7: Stabilization diagram with HTM.
Table 8.3: Effects of the mass perturbation of in the robotic arm.
Mode # fn [Hz] f˜n [Hz] ∆fn [%]
1 5.86 5.46 7.3
2 29.1 28.3 2.8
3 61.8 59.5 3.9
are uniformly spaced on the arms with the control placed on the head expander. During the random
environmental test, the shaker provides a constant base excitation from 5 to 2000 Hz with rms equal to
1 g. In the Input/Output test, the experimental setup is the same but the shaker do not provide excitation;
the FRFs are measured by hitting the structure with the hammer on the inner arm.
The HTM is capable to clearly identify the modal parameters from the bias FRFs coming from the
accelerometer responses, as shown in Fig.8.7 where the stabilization diagram together with one normalized
FRF is plotted. The effects of the operating conditions on the dynamic characteristics of the robotic arm
is summarized in Fig.8.8, where the changes in the first three poles are shown in the root locus plot. Both
the effects of the increase of the moving weight and the increase of the energy dissipation are found as the
natural frequencies reduce and the damping ratios exhibit an increase of their values in a similar fashion as
in the previously considered test case.
Then, the mass of the system is perturbed by adding 17 gr at each node, for a total of about 1 %
170
8 Environmental Tests Concluding Remarks
1 2 3 4 5 6
0
10
20
30
40
50
60
70
80
90
damping ratio [%]
n a
t u
r a
l  f
r e
q u
e n
c y
 [ H
z ]
 
 
Input - Output
Output - Only
Figure 8.8: Sensitivity of the poles of the robotic arm to the operating conditions.
increase of the mass of the vibrating structure. The corresponding natural frequency shifts are reported
in Tab.8.3, whereas the mode shapes are practically un-changed, according to the average MAC value
of about 90 %. Finally, the modal masses were estimated with the two methods and then the frequency
response functions synthesized. As one can see from Fig.8.9, the considered approaches gave almost the
same representation of the dynamic behavior of the structure, confirming their robustness also in this test
case. From the same picture, it is evident the detrimental effects on the system identification process
of not considering the structure under its actual operating working conditions. Indeed, the shifts of the
poles reported in Fig.8.9 have the consequence of a poor correlation between the OMA and Input/Output
analyses both with respect to the pole placement, and with respect to the level of vibrations.
8.4 Concluding Remarks
Environmental tests are widely used to validate the theoretical (and/or numerical) model and to qualify
structures for space missions. Due to the relevant costs associated to this task, the novel application of
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the operational modal analysis is of great interest from the point of view of the industries because not
only a reduction of the cost is foreseen, but also an optimization of the design phase could be achieved.
The proposed approach, based on the identification of the biased frequency response functions using the
OMA and the mass perturbation approach, for the mode shape scaling, is capable to identify a full set
of modal parameters, i.e. natural frequencies, damping ratios, mode shapes, and modal masses. The
method has been already tested using a numerical model in Sec.3.5 and in this chapter it is implemented
for two different experimental tests carried out both in the AVIO laboratories and in the laboratories of
the Department of Mechanical and Aerospace Engineering of the University of Rome ”La Sapienza”. The
presented test activities, one related to the AVUM tank system, and the other related to the robotic arm
intended for space applications allowed the assessment of the proposed approach highlighting the effects
of the shaker-structure coupling, and the effects of incompleteness of the estimated modal basis. The
overall good agreement of the frequency response functions obtained with the proposed approach with
those estimated with the ”traditional” Input/Output method is an important evidence of the robustness of
the OMA methods.
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Part III
Application in State-of-the-art Rotorcraft Technology
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Introduction
In helicopters, Ref.[9], the main source of vibration is due to the unsteady aerodynamic loads produced
by blade vortex interaction and dynamic stall effects in the forward flight condition. These nonlinear
aerodynamic effects generate the periodic forced vibration of the blades that is characterized by a broad
band spectrum. In steady-state forward flight, due to the ”filtering” characteristics of the hub, vibration is
mainly characterized by a higher harmonic excitation of the helicopter airframe at the frequencies nNb/rev,
where n is an arbitrary integer number and Nb is the number of the blades. This excitation, generated by
higher harmonic loading of the blades in the rotating frame, cannot be suppressed easily. In general, the
vibration level is low in hover flight and increases with the forward flight, in fact limiting the maximum
speed of the aircraft.
Different designs been suggested for the control of helicopter vibration, either passive or active. In
particular two approaches belonging to the latter group are known as higher harmonic control (HHC)
and individual blade control (IBC), according to their philosophy. In the first group, the time-dependent
pitch control is introduced in the non-rotating frame through the helicopter swashplate. In the second,
group each blade is individually controlled in the rotating frame. Following this control strategy, the Smart
Hybrid Active Rotor Control System (SHARCS) project was conceived to demonstrate the feasibility of
such ”hybrid”control system for the simultaneous reduction of vibration and noise on helicopters, Ref.[11].
The objective is to design and build a scaled rotor for whirl tower and wind tunnel testing featuring three
active control subsystems:
• Active Pitch Link (APL) to change the blade’s modal frequencies and/or damping;
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Figure 8.10: The SHARCS blade with three individual control means [11].
• Actively Controlled Flap (ACF) to actively modify the flow;
• Actively Controlled Tip (ACT) to alter the strength and the location of vortices at the blade’s tip to
control Blade Vortex Interaction.
The first two systems are primarily used to reduce vibration, whereas the third to reduce noise. Figure 8.10
illustrates the SHARCS blade with the three IBC systems.
The present work focuses in the APL subsystem, which is based on the idea that by actively changing
the dynamic stiffness of the pitch link it is possible to control the vibration transmitted into the airframe.
Within the SHARCS project, the achievement of an actively controlled pitch link has been supported by
the development of the Smart Spring, as a spring with variable stiffness controlled by a piezoelectric device,
Ref.[73]. The Smart Spring patented concept, as represented in Fig.8.11, allows to change the stiffness of a
system adaptively in the range of [k1, (k1 + k2)] by activating the smart material (piezoceramic) actuator.
The main advantage of such configuration is that despite the small stroke, the large force of a piezoelectric
actuator can be efficiently utilized. As described in Ref.[74], in Fig.8.11, the primary spring designated by
k1 is attached to a moving structure that has a built-in sleeve. An external vibratory force F (t) is applied to
the structure having mass m1. A piezoelectric actuator is attached to the secondary spring designated by
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Figure 8.11: The Smart Spring concept [73].
k2, which is inserted into the sleeve. When the actuator is off, the sleeve can move freely and the dynamic
response is determined by the single primary mass-spring system consisting of m1 and k1. When the actuator
is powered, a normal force N(t) is generated to engage to the structure the secondary mass-spring system,
consisting of m2 and k2. If the resultant friction force µN(t) is sufficiently large, the two springs become
fully coupled and a combination of two springs in parallel is obtained. Therefore, the stiffness of the system
increases from its original value k1 to the final value k1 +k2 and the mass of the system increases from m1
to the final value m1 + m2. The dynamic friction force µN(t) applied on the sleeve can be controlled by
an external voltage stimulus to the actuator, forcing the secondary mass and spring designated by m2 and
k2 to become increasingly coupled with the primary mass-spring system. If sliding of the secondary mass
against the contact surfaces of the sleeve in the primary mass is present, the resulting change in stiffness
is coupled with an increase of effective mass and damping as seen by the structure designated as m1.
As a result, the voltage applied to the piezoelectric actuator could continuously control the combinations
of stiffness, damping, and mass. It is important to stress that the Smart Spring concept does not use
actuators to perform work against the inertial and excitation loads but is only required to adaptively vary
the effective structural impedance properties at the boundary condition. It is this change of the flexural
characteristics that allows the control of the dynamic response of a structure. The primary advantage in
the Smart Spring system, compared to other piezoelectric actuator based approaches, is that the Smart
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Spring does not rely on the piezoelectric actuators to achieve high stroke and force simultaneously. Rather,
the device only requires the actuators to produce micro displacement to generate relatively high actuation
forces. The Smart Spring is suitable to be used as APL since it can be electrically controlled and can
operate as a solid conventional pitch link in the event of the failure of power supply, actuator or spring.
In this thesis the APL concept is addressed from the theoretical, numerical and experimental point of
view, taking advantages of the SHARCS project. In particular a reduced-scale model helicopter blade has
been designed, produced and instrumented to be tested in the non-rotating and rotating conditions. The
identification of its dynamical behaviour is performed as means of experimental and operational modal
analysis in free-free, cantilever and rotating conditions, using several pitch links in the whirl-tower facility
of the Carleton University, which has been also modified to simulate in a simplified way forward flight
conditions. Two theoretical models, developed within the SHARCS project, are presented. The first,
implemented in the GAST numerical tool, has an accurate formulation of the rotating beam model and is
used in this contest to numerically achieve the fan plot of the SHARCS blade. The other model implements
the Individual Blade Control approach for the pitch link. In this latter case the structural model can be
seen as a simplified model of the previous one, but its results are representative of the vibration reduction
achievable with the APL. The numerical findings are compared with the results obtained from the extensive
experimental test campaign that brought to satisfactory, also if still preliminary, vibration reduction though
an open-loop control strategy.
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Chapter 9
The rotating beam model in the GAST code
An aeroelastic model has been developed within the SHARCS project for the prediction of the dynamical
properties of the helicopter rotor in order to be able to take into account the effects of both the flow
and the structure on the noise and vibration. Starting from the original model, developed by National
Technical University of Athens and Centre for Renewable Energy Sources, Ref.[75], some improvements
have been added in order to model the actively controlled smart helicopter rotor, Ref.[76]. In this aeroelastic
tool, named GAST, the structural dynamics of the flexible helicopter blade undergoing significant elastic
displacements has been described by the second order nonlinear flap-lag-torsion slender-beam differential
model introduced by Hodges and Dowell, Ref.[77]. The dynamic and structural coupling of the different
components is performed in the context of a multi-body analysis. Therefore, in addition to their structural
deflections, each deformable component is allowed to undergo rigid body motions under kinematic and
load constraints specified by its connection to the remaining structure. The main purpose of this code is
the simulation of the dynamics of the full actively controlled system, which includes the Active Pitch Link
and the flow control surfaces, such as blade flap and tip. In this chapter, a description of the model of the
rotating blade is given as it is implemented in GAST.
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9.1 Strain-displacement relations expressed in second order
The second order nonlinear beam model is formulated as described in the following. First the field of
displacement for the arbitrary point on the beam is defined. Let [OGXY Z] be the inertial frame and
[Oxyz] be the local co-ordinate system of a beam, with its y axis lying along the un-deformed beam axis
(shear centre axis) and x and z defining the two bending directions of the beam. As shown in Fig.9.1, a local
Figure 9.1: Beam coordinate system definition.
co-ordinate system [O′ξηζ] is also defined, that follows the section’s pre-twist and elastic deflections. The η
axis of this co-ordinate system is tangential to the deformed beam axis at any radial position, whereas ξ and
ζ define the local principle axes of the section. The blade model is formulated as an Euler-Bernoulli beam
where the plane defined by ξ and ζ axes (cross-section plane at the deformed state) will be perpendicular
to the deformed beam axis. At the undeformed state y and η coincide, whereas ξ and ζ differ from x and z,
respectively, by the value of the angle that defines the principal axes of each section. The position vector
of any arbitrary point on the deformed beam, with respect to the inertia frame, is given by:
r = ρ+A

u
y + v
w
+E

ξ
−λθ′
ζ

 (9.1)
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where λ(ξ, ζ) is the warping function of the cross section, u, v, w the local deflections, θ the torsion
angle about y axis, E is the transformation matrix between [Oxyz] and [O′ξηζ], A is the transformation
matrix between [OGXY Z] and [Oxyz] and ρ is the position vector of the origin of [Oxyz] with respect
to [OGXY Z]. A and ρ are associated with the motion that the local system of the beam undergoes
with respect to the inertial frame. Thereby, they consist of rigid body motions (e.g. azimuth rotation and
pitching) or motions of preceding bodies attached to the body considered. It can be shown that, up to a
second order approximation, E is given by the expression:
E=

cos (θt + θˆ − u′w′)
(
1− u′2
2
)
u′ sin (θt + θˆ − u′w′)
(
1− u′2
2
)
−u′ cos (θt + θˆ) + w′ sin (θt + θˆ) 1− u′22 − w
′2
2
−u′ sin (θt + θˆ)− w′ cos (θt + θˆ)
− sin (θt + θˆ)
(
1− w′2
2
)
w′ − cos (θt + θˆ)
(
1− w′2
2
)
 (9.2)
where the prime denotes differentiation with respect to y, θt denotes the local twist angle and θˆ the local
torsion angle about η axis that is equal to:
θˆ = θ +
∫ y
0
u′′w′dy (9.3)
The Green’s strain tensor εij can, then, be defined according to:
drTdr − drT0 dr0 = 2
{
dξ dη dζ
}
ε

dξ
dη
dζ
 (9.4)
where r and r0 are the position vectors of the same point on the deformed and the un-deformed beam,
respectively. The above expression yields the strain-elastic displacements relations (second order accuracy):
ε22 = v
′ +
u′2
2
+
w′2
2
− λθ′′ + (ξ2 + ζ2)
(
θ′t +
θ′2
2
)
+
−u′′
(
ξ cos(θt + θˆ) + ζ sin(θt + θˆ)
)
+ w′′
(
ξ sin(θt + θˆ)− ζ cos(θt + θˆ)
)
(9.5)
ε21 =
1
2
θ′(ζ − ∂ξλ) (9.6)
ε23 = −1
2
θ′(ξ + ∂ζλ) (9.7)
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From Eq.(9.5-9.7), the stress-elastic displacements relations can be obtained through application of Hooke’s
law, which in the assumption of a homogenous and isotropic material takes the form:
σηη
σηξ
σηζ
 =
E 0 00 G 0
0 0 G

εηη
εηξ
εηζ
 (9.8)
where εηη = ε22, εηξ = 2ε21 and εηζ = 2ε23. Integration of the normal and shear stresses, over the cross
section surface A, provides the resultant loads of the section with respect to the local deformed beam
co-ordinate system. Under the assumption that terms up to second order are retained (with the exception
of some higher order terms that are not always negligible), the following relations are obtained:
Axial Force
Fη =
∫
A
σηηdξdζ =
= EA
(
v′ +
u′2
2
+
w′2
2
)
− u′′
(
EAζ cos(θt + θˆ) + EAξ sin(θt + θˆ)
)
+
+EIt
(
θ′tθ
′ +
θ′2
2
)
+ w′′
(
EAζ sin(θt + θˆ)− EAξ cos(θt + θˆ)
)
(9.9)
Bending Moment
Mξ = −
∫
A
ζσηηdξdζ =
= −EAξ
(
v′ +
u′2
2
+
w′2
2
)
− EItξ
(
θ′tθ
′ +
θ′2
2
)
+ ECξθ
′′ +
+EIξξ
(
u′′ sin(θt + θˆ) + w′′ cos(θt + θˆ)
)
(9.10)
Mζ =
∫
A
ξσηηdξdζ =
= EAζ
(
v′ +
u′2
2
+
w′2
2
)
− EItζ
(
θ′tθ
′ +
θ′2
2
)
− ECζθ′′ +
−EIζζ
(
u′′ cos(θt + θˆ)− w′′ sin(θt + θˆ)
)
(9.11)
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Torsion Moment
Mη =
∫
A
(ζσηξ − ξσηζ) dξdζ + (θt + θ)′
∫
A
(ξ2 + ζ2)σηηdξdζ +
(∫
A
λσηηdξdζ
)′
=
= GItθ
′ + EIt(θt + θ′)
(
v′ +
u′2
2
+
w′2
2
)
+ EIt2θ
′2
t θ
′ − (EC∗θ′′)′ +
+(θt + θ)
′EItξ
(
u′′ sin(θt + θˆ) + w′′ cos(θt + θˆ)
)
+
+(θt + θ)
′EItζ
(
u′′ cos(θt + θˆ)− w′′ sin(θt + θˆ)
)
+
−
(
u′′
(
ECζ cos(θt + θˆ) + ECξ sin(θt + θˆ)
))′
+
+
(
w′′
(
ECξ cos(θt + θˆ)− ECζ sin(θt + θˆ)
))′
(9.12)
where the beam structural properties involved in the above relations are defined as follows,
EA =
∫
A
Edξdζ, EAξ =
∫
A
Eζdξdζ, EAζ =
∫
A
Eξdξdζ
EIξξ =
∫
A
Eζ2dξdζ, EIζζ =
∫
A
Eξ2dξdζ, GIt =
∫
A
G(ξ2 + ζ2)dξdζ
EIt =
∫
A
E
(
ξ2 + ζ2
)
dξdζ, EIt2 =
∫
A
E
(
ξ2 + ζ2
)2
dξdζ (9.13)
EItξ =
∫
A
Eζ
(
ξ2 + ζ2
)
dξdζ, EItζ =
∫
A
Eξ
(
ξ2 + ζ2
)
dξdζ
EC∗ =
∫
A
Eλ2dξdζ, ECξ =
∫
A
Eλζdξdζ, ECζ =
∫
A
Eλξdξdζ
9.2 Equations of structural equilibrium
Consider a differential element of the beam with cross section A and width dy (see Fig.9.2) and let δP
denote the linear density of the external aerodynamic forces exerted on it, dF the net elastic internal
forces, g the acceleration of gravity. Then, the balance of forces with respect to the blade local co-ordinate
system [Oxyz] takes the form:∫
ρAT r¨dA︸ ︷︷ ︸
pi
dy = dF +
∫
A
ρgdAdy + δP dy︸ ︷︷ ︸
pedy
(9.14)
where the dot denotes differentiation in time, ρ is the mass density of the beam structure. The left hand
side of Eq.(9.14) is the total inertial forces pi and the second and the third term of the right hand side
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Figure 9.2: Kinematics and dynamics of deformable beams.
are the external forces pe (aerodynamic and gravitational). Similarly the balance of the moments with
reference to the origin of the differential element dy takes the form:
∫
ρATrp ×AT r¨dA︸ ︷︷ ︸
qi
dy = dM + dre × (F + dF ) +
∫
A
ρrp × gdAdy + ra × δP dy︸ ︷︷ ︸
qedy
(9.15)
where ra is the local position of the aerodynamic center, rp = r − rae , and dre = rbe − rae , with re the
position vector of point on the deformed elastic axis given by Eq.(9.1) for ζ = 0 and ξ = 0. The left
hand side of Eq.(9.15) is the total inertial moment qi and the last two terms of the right hand side are
the external moment qe. The vector equations of equilibrium (9.14) and (9.15) are written in component
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form relative to the undeformed axes x, y and z. The equilibrium equations of the forces are:
pix = F
′
x + p
e
x
piy = F
′
y + p
e
y (9.16)
piz = F
′
z + p
e
z
Similarly, the equilibrium equations of the moments are:
qix = M
′
x + Fz − Fyw′ + qex
qiy = M
′
y − Fzu′ + Fxw′ + qey (9.17)
qiz = M
′
z − Fx + Fyu′ + qez
The balance of moments in the z and x directions are used for eliminating the shear internal forces Fx
and Fz appearing in the force equilibrium equations in x and z directions, respectively. In this way, the six
equilibrium equations can be reduced to four equations for the four independent deflections u, v, w and θ:
pix + (q
i
z)
′ = M ′′z + (Fyu
′)′ + pex + (q
e
z)
′
piy = F
′
y + p
e
y
piz + (q
i
x)
′ = −M ′′x + (Fyw′)′ + pez + (qex)′ (9.18)
qiy + q
i
xu
′ + (qiz)
′ = M ′y +M
′
xu
′ +M ′zw
′ + qey + q
e
xu
′ + qezw
′
The internal loads provided by Eqs.(9.9)-(9.12) are expressed in [O′ξηζ]. Therefore, before substituted in
Eq.(9.18) they have to be transformed in [Oxyz]. This is done through the rotation matrix E in Eq.(9.2):MxMy Fy
Mz
 = E
Mξ FξMη Fη
Mζ Fζ
 (9.19)
Finally, substituting Eqs.(9.19) into Eqs.(9.18) and retaining terms up to second order, the following beam
equations are obtained:
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Force x
pix + (q
i
z)
′ − pex − (qez)′ =
(
Mζ cos(θt + θˆ)−Mξ sin(θt + θˆ)
)′′
+ (Fηu
′)′ =
=
((
EAζ cos(θt + θˆ) + EAξ sin(θt + θˆ)
)(
v′ +
u
′2
2
+
w
′2
2
)
+
+
(
EItζ cos(θt + θˆ) + EItξ sin(θt + θˆ)
)
θ′tθ
′ +
−
(
ECζ cos(θt + θˆ) + ECξ sin(θt + θˆ)
)
θ′′ +
−
(
EIζζ cos
2(θt + θˆ) + EIξξ sin
2(θt + θˆ)
)
u′′ +
−1
2
(EIξξ − EIζζ) sin(2(θt + θˆ))w′′
)′′
+ (Fηu
′)′ (9.20)
Force y
piy − pey = F ′y =
=
(
EA
(
v′ +
u
′2
2
+
w
′2
2
)
+ EIt
(
θ′tθ
′ +
θ
′2
2
)
+
+
(
EAζ cos(θt + θˆ) + EAξ sin(θt + θˆ)
)
u′′+
+
(
EAζ sin(θt + θˆ)− EAξ cos(θt + θˆ)
)
w′′
)′
(9.21)
Force z
piz + (q
i
x)
′ − pez − (qex)′ = −
(
Mξ cos(θt + θˆ) +Mζ sin(θt + θˆ)
)′′
+ (Fηw
′)′ =
=
((
EAξ cos(θt + θˆ)− EAζ sin(θt + θˆ)
)(
v′ +
u
′2
2
+
w
′2
2
)
+
−1
2
(EIξξ − EIζζ) sin(2(θt + θˆ))u′′+
−
(
EIξξ cos
2(θt + θˆ) + EIζζ sin
2(θt + θˆ)
)
w′′+
+
(
EItξ cos(θt + θˆ)− EItζ sin(θt + θˆ)
)
θ′tθ
′+
−
(
ECξ cos(θt + θˆ) + ECζ sin(θt + θˆ)
)
θ′′
)′′
+(Fηw
′)′ (9.22)
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Moment y
qiy + q
i
xu
′ + (qiz)
′ − qey − qexu′ − qezw′ =
= M ′η −M ′ξ
(
cos(θt + θˆ)u
′′ − sin(θt + θˆ)w′′
)
−M ′ζ
(
sin(θt + θˆ)u
′′ + cos(θt + θˆ)w′′
)
=
=
(
GItθ
′ + EIt(θt + θˆ)
(
v′ +
u
′2
2
+
w
′2
2
)
+ EIt2θ
′2
t θ
′+
−
((
EItζ cos(θt + θˆ) + EItξ sin(θt + θˆ)
)
u′′
)
(θt + θ)
′+
+
((
EItξ cos(θt + θˆ)− EItζ sin(θt + θˆ)
)
w′′
)
(θt + θ)
′
)′
+
−
(
EC∗θ′′ +
(
ECζ cos(θt + θˆ) + ECξ sin(θt + θˆ)
)
u′′+
+
(
ECξ cos(θt + θˆ)− ECζ sin(θt + θˆ)
)
w′′
)′′
+
+
(
EAξ cos(θt + θˆ)− EAζ sin(θt + θˆ)
)(
v′ +
u
′2
2
+
w
′2
2
)
u′′+
−
(
EAζ cos(θt + θˆ) + EAξ sin(θt + θˆ)
)(
v′ +
u
′2
2
+
w
′2
2
)
w′′+
−1
2
(EIξξ−EIζζ) sin(2(θt + θˆ))(u′′2+w′′2)−(EIξξ−EIζζ) cos(2(θt + θˆ))u′′w′′ (9.23)
As compared to the equations of the standard first order beam model, the right hand side of Eqs
(9.20)-(9.23) (which corresponds to the internal loads of the beam and it is therefore associated with
its stiffness characteristics) contains additional nonlinear higher-order terms. The terms related to the
warping of the cross sections are underlined with a single solid line. Terms (Fηu
′)′ and (Fηw′)
′ in force x
and force z equations are also nonlinear. However, they are considered first order since the traction force
is expected to be high for a rotating blade. These terms correspond to the blade bending softening due
to the centrifugal loads. Additional nonlinear second-order terms also appear in the right hand side of the
equations which are related to the inertial and external loads. Especially with regard to the inertial loads,
nonlinearities are associated with the rigid body dynamics of the system, defined through the matrices
A and ρ in Eq.(9.1), as well as the structural dynamics of the highly deflected beam, as it is expressed
through the nonlinear rotation matrix E. Among the different second-order structural terms appearing in
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Figure 9.3: Explanation of bending-torsion coupling effect in case of large flapping deflection.
Eqs.(9.20)-(9.23) those expected to be of higher significance as the blades become more and more flexible
are the ones underlined with a double solid line. The term in Eq.(9.21) and the first term in Eq.(9.23)
correspond to the coupling of the blade torsion with the blade tension. As indicated by Eq.(9.5), the torsion
of the blade generates axial strains εηη and stresses σηη and vice versa (see Eq.(9.12)), the axial stresses
contribute to the pitching moment Mη. The last terms in Eq.(9.23) are related to the bending-torsion
coupling. As the bending displacements of the blade increase, the local bending moments Mξ and Mη
generate torsion moment about the undeformed blade axis y (see Fig.9.3). The magnitude of this pitching
moment primarily depends on the bending curvatures u′′ and w′′. It also depends on the offset of the cross
section tension axis from the elastic axis.
Equations (9.20)-(9.23) are a system of four differential equations in the four variables u, v, w, θ with
derivative till the fourth order with respect to y. Moreover, the inertial forces and moments on the left
hand side are expressed as a second order derivative in time of the state variable. Also the external
aerodynamic forces and moments contain a dependency on the state variables and their derivative in
space and time. As a consequence, these contributions add more nonlinear and coupling terms among the
equations. This resulting aeroelastic system of equations can be integrated in the space domain using the
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Galerkin approach adopting the in-vacuum non-rotating modes of the blade as shape functions. If q is the
vector of the modal amplitudes (Lagrangian coordinates), Mˆ , Cˆ and Kˆ are the linear time-invariant mass,
damping and stiffness structural and aerodynamic contributions, and fˆ represents the set of all nonlinear
and/or time-dependent coefficient terms, then the set of the nonlinear ordinary differential equation is
written as:
Mˆ q¨ + Cˆq˙ + Kˆq = fˆ (q, q˙, q¨, ψ) (9.24)
where the azimuthal position of the blade ψ has been considered time dependent: ψ = Ωt. Because a
periodic solution is sought, the harmonic balance approach can be used to solve these equations in the
time domain. An iterative numerical procedure was set up for this purpose, due to the intrinsic nonlinear
nature of the considered system of equations.
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Chapter 10
Individual Blade Control approach to attenuate rotor
vibration
In this chapter, the mathematical linear model of a single beringless blade modeled as a flexible rotating
beam with two degrees of freedom (flapwise bending and torsion) is described as in Ref.[78]. A sim-
plified aeroelastic model of a helicopter rotor subjected to unsteady aerodynamic loads is described and
implemented in order to show the capability in the vibration reduction of a control strategy acting on the
boundary condition of each blade. In the first part, the linearized structural dynamics of a blade for which
the stiffness of the boundary conditions may be actively changed is presented. In the second part, an
unsteady aerodynamic model for the forward flight condition based on Theodorsen’s theory is introduced.
According to this model, the airloads are divided into two sets: the motion-dependent and the disturbance
airloads. Then, the assembly of the aeroelastic model is performed and its resolution is described.
10.1 Simplified blade structural dynamic model
A linear mathematical model of a single rotating blade including only the vertical displacement w and
torsion angle θ degrees of freedom (DOF) can be derived by the system of Eqs.(9.20)-(9.23) if terms up
to the first order accuracy are retained and if the terms related to the warping of the cross section are
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neglected:
Fw + Fi = (K11w
′′ +K21θ′)
′′
+ (Fηw
′)′ (10.1a)
Mθ +Mi = (K21w
′′ +K22θ′)
′
(10.1b)
in which Fw and Mθ are the applied force and moments and will be obtained in the next section, Fi and
Mi are the inertial force and moments and the symmetric matrix K is
K =
[
EIξξ cos
2 θt + EIζζ sin
2 θt (EItξ cos θt − EItζ sin θt)θ′t
(EItξ cos θt − EItζ sin θt)θ′t GIt + EIt2θ′2t
]
(10.2)
The aeroelastic dimensionless equations are cast in the state-vector form, according to the Hellinger-
Reissner-Washizu formulation, Ref.[79]:
M ′ = H + νFηϕ (10.3a)
H ′ = νmw¨ − Fw (10.3b)
ϕ′ = D11M +D12τ (10.3c)
w′ = −ϕ (10.3d)
τ ′ = νmr2θ(θ + θ¨)−Mθ (10.3e)
θ′ = D21M +D22τ (10.3f)
in which the structure compliance coefficients Dij come from the inversion of the matrix K as expressed in
Eq.(10.2) and the independent variables are the spanwise coordinate and time. The equations (10.3a-10.3f)
are written in a non-dimensional form (bars were omitted for sake of simplicity), using the normalization
shown in Tab.10.1. The rotational parameter ν in Eqs.(10.3) is defined as mΩ2R4/(EIref ).
The boundary conditions associated with the above set of six first-order differential equations in space
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Table 10.1: Dimensionless parameter definition.
Parameter Normalization Description
Cϕ,θ Cϕ,θ(EIref )/R
2 flexibility constants of the boundary conditions
Dij DijR(EIref ) compliance coefficients i, j = 1, 3
Fw R
3Fw/(EIref ) applied forces per unit of length
H R2H/(EIref ) cross-section shear force resultant
M RM/(EIref ) cross-section flapwise bending moment
Mθ R
2Mθ/(EIref ) applied moments per unit of length
Fη Fη/(mrefR
2) cross-section tension
m m/(mref ) running mass
r r/R spanwise coordinate
rθ rθ/R cross-section radius of gyration about the elastic axis
w w/R cross-section flapwise bending displacement
τ Rτ/(EIref ) cross-section torque
are listed in Eqs.(10.4) , where they are normalized for the interval 0 ≤ r ≤ R:
M(0) = 1/Cϕϕ(0) (10.4a)
M(1) = 0 (10.4b)
H(1) = 0 (10.4c)
w(0) = 0 (10.4d)
τ(1) = 0 (10.4e)
τ(0) = 1/Cθ(θ(0)− θc) (10.4f)
in which the the collective (θ0) and cyclic (θ1c and θ1s) pitch control are introduced as a function of the
azimuth angle ψ:
θc = θ0 + θ1c cosψ + θ1s sinψ (10.5)
The lumped flexibility constants of the elastic springs in flapwise bending and torsion appear explicitly
193
Simplified blade structural dynamic model 10 Individual Blade Control approach to attenuate rotor vibration
in Eqs.(10.4a) and (10.4f), respectively. By varying these constants (Cϕ and Cθ) from zero to infinity,
boundary conditions spanning from the perfect cantilever to the hinged blade can be simulated. More
interesting, IBC can be introduced via the latter two parameters. According to this method proposed in
Ref.[78], the mechanical impedance of the boundary conditions is actively controlled to tailor the blade
aeroelastic response. In order to accomplish this task, the flexibility parameters are adapted by a function
dependent on the azimuth angle: {
Cϕ
Cθ
}
=
{
Cϕ0
Cθ0
}
+ k(ψ)
{
∆Cϕ
∆Cθ
}
(10.6)
The integrating-matrix method (Ref.[80]) offers a systematic means of integration for the governing equa-
tions in space. According to this method, the equations are discretized at N equally-spaced co-location
points taken along the integration path. An N ×N matrix operator J based on polynomial interpolation
is introduced. If f(x) is a non-dimensional function defined on the interval 0 ≤ x ≤ 1, the operator J has
the property:
{f} = J {∂f/∂x}+ f(0){1} (10.7)
where {f} is a N×1 vector of discrete quantities. The boundary conditions are introduced with additional
N ×N matrix operators such that:
B0{f} = f(0){1}; B0J ≡ 0 (10.8)
B1{f} = f(1){1} (10.9)
J1 = (B1 − I)J (10.10)
Each one of Eqs.(10.3a-10.3f) is pre-multiplied by J , resulting in a set of algebraic equations where the
unknowns are the constants of integration in Eq.(10.7). Next, the latter equations are successively pre-
multiplied by B0 and B1 and the boundary conditions in Eqs.10.4 are used to solve for the constants of
From here on, the notation {·} represents a N × 1 vector of discrete quantities coming from the application of the
integrating-matrix method.
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integration, yielding :
{M(0)} = −B1J{H} − νB1Jdiag{Fη}{ϕ} (10.11a)
{H(0)} = −νB1Jdiag{m}{w¨}+B1J{Fw} (10.11b)
{ϕ(0)} = Cϕ{M(0)} (10.11c)
{w(0)} = {0} (10.11d)
{τ(0)} = −νB1Jdiag{mr2θ}{θ + θ¨}+B1JMθ (10.11e)
{θ(0)} = Cθ{τ(0)}+ {1}θc (10.11f)
where the diagonal matrices (diag{·}) are constructed with the discrete values of the corresponding pa-
rameters defined at the N location points taken along the blade. In Eq.(10.11a), the geometric stiffness
term due to the blade local tension can be readily calculated:
νdiag{Fη} = diag{νFη} = diag{νJ1diag{m}{r}} (10.12)
The constants of integration are substituted in these algebraic equations:
{M} = −J1({H}+ νdiag{Fη}{ϕ}) (10.13a)
{H} = −J1νdiag{m}{w¨} − {Fw}) (10.13b)
(I + νCϕB1Jdiag{Fη}) {ϕ} = Jdiag{D11}{M} − CϕB1J{H}+ Jdiag{D12}{τ} (10.13c)
{w} = −J{ϕ} (10.13d)
{τ} = −J1(νdiag{mr2θ}{θ + θ¨} − {Mθ}) (10.13e)
(
I + νCθB1Jdiag{mr2θ}
) {θ} = Jdiag{D21}{M} − CθB1J(νdiag{mr2θ}{θ¨} − {Mθ}) +
+Jdiag{D22}{τ}+ {1}θc (10.13f)
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From the six dependent variables in Eqs.(10.13), only two (associated with the primary degrees of
freedom) are sufficient to close the formulation of the problem. Here, the Nx1 vectors defining the flapwise
bending slope ({ϕ}) and torsion angle ({θ}) distribution along the blade are chosen as the dependent
variables. After straight-forward algebra, the remaining states are solved in terms of the chosen ones,
yielding:
νDMx¨+ (I + νDZ)x+DJ2q + k(ψ)∆D(νMx¨+ νZx+ J2q) = Eθc (10.14)
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where
xT =
[{ϕ}T , {θ}T ] (10.15)
qT =
[{Fw}T , {Mθ}T ] (10.16)
ET =
[{0}T , {1}T ] (10.17)
D =
Jdiag{D11}J1 + Cϕ0B1J Jdiag{D12}J1
Jdiag{D21}J1 Jdiag{D22}J1 + Cθ0B1J
 (10.18)
M =
J1diag{m}J 0
0 diag{mr2θ}
 (10.19)
Z =
diag{Fη} 0
0 diag{mr2θ}
 (10.20)
∆D =
∆CϕB1J 0
0 ∆CθB1J
 (10.21)
J2 =
[
J1 0
0 −I
]
(10.22)
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10.2 Blade Aerodynamics
The unsteady aerodynamic loads can be divided into two sets; the first set represents the airloads dependent
on the airfoil motion (flapwise bending and torsion); the second set collects airloads that can be considered
motion-independent due to effects such as Blade-Vortex-Interaction and dynamic stall. However, other
airloads that are due to non-modeled effects could also be included in the second set, as the objective of
the proposed IBC system is basically ”disturbance rejection” under an unknown (broadband) spectrum of
exogenous excitation.
10.2.1 Motion-dependent Airloads
The present model is based on the classical unsteady aerodynamic theory for two dimensional thin airfoils in
incompressible flow due to Theodorsen (Ref.[81]). An approximation is also introduced in the lift deficiency
function due to the time varying free stream velocity in forward flight. For relatively small variations in the
free stream velocity (small advance ratio or radial stations not very close to the hub), the lift deficiency
function is nearly the same as the original Theodorsen function C(k) if the reduced frequency k = ωb/U is
based on the local velocity U , being b the semichord. The Theodorsen function is represented in Fig.10.1
and can be expressed as
C(k) =
H
(2)
1 (k)
H
(2)
1 (k) + jH
(2)
0 (k)
(10.23)
in which H
(2)
n are the Hankel functions of the second kind and can be written in terms of the Bessel
functions as
H(2)n (k) = Jn(k)− iYn(k), n = 0, 1 (10.24)
The non-dimensional motion-dependent lift (L¯M) and pitch moment (M¯Ma )(about a point distant ab
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Figure 10.1: Theodorsen’s function of the quasisteady circulatory lift.
from the mid-chord position, Fig.10.2) per unit of blade span can be expressed by (Ref.[9]):
L¯M = L¯C + L¯NC = C(k)L¯Q + L¯NC (10.25)
M¯Ma =
(
1
2
+ a
)
L¯C + pib¯
(
a ¨¯w −
(
1
2
− a
)
U¯ θ˙ + ˙¯Uθ − b¯
(
1
8
+ a2
)
θ¨
)
(10.26)
where C(k) is the Theodorsen’s function as in Fig.10.1 and the quasi-steady circulatory lift is
L¯Q = a0
(
U¯2θ + U¯ ˙¯w + b¯
(
1
2
− a
)
U¯ θ˙
)
(10.27)
with a0 the blade section lift slope, and the non circulatory lift is
L¯NC = pib¯
(
˙¯Uθ + U¯ θ˙ + ¨¯w − ab¯θ¨
)
(10.28)
In forward flight, the velocity is the UT component shown in Fig.10.3
U¯ = r¯ + µ sinψ (10.29)
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Figure 10.2: Unsteady pitching and heaving motion of the airfoil.
giving
U¯2 = (r¯2 + µ2/2) + 2µr¯ sinψ − µ2/2 cos (2ψ) (10.30)
˙¯U = µ cosψ (10.31)
According to the previously stated justification, the reduced frequency is based on the local velocity
k = ωb/U = nb¯/U¯ ≈ nb¯/r¯ (10.32)
The latter approximation is satisfactory for the blade radial stations such that 0 ≤ µR/r ≤ 0.7. For the
plausible advance ratio of µ = U cosα/ΩR = 0.14, this restriction is such that the airloads produced at
stations less than r/R = 0.2 are inaccurate, and, thus, will be neglected.
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Figure 10.3: In-plane velocity components in forward flight; UT = r + µ sinψ and UR = µ cosψ.
10.2.2 Motion-independent (Disturbance) Airloads
At this point, the only assumption that is made about the disturbance airloads is that they may be expressed
as a Fourier series of the harmonics of the blade revolution:
{
L¯
M¯a
}D
=
∞∑
n=−∞
{
L¯
M¯a
}D
n
einψ (10.33)
where
{
L¯
M¯a
}D
n
=
1
2pi
∫ 2pi
0
{
L¯
M¯a
}D
(ψ,Mach, µ, k, · · · )e−inψdψ , n = 0,±1, · · · ,±∞ (10.34)
10.3 Aeroelastic Model Assembly
In Eqs.(10.25) and 10.26, the lift is defined positive upwards, and the pitch moment positive nose-up.
Following the sign convention adopted in the previous section 10.1, Fw = −L and Mθ = M . Therefore
201
Aeroelastic Model Assembly 10 Individual Blade Control approach to attenuate rotor vibration
the term expressed in Eq.10.16 can be rewritten as follows
q = qM + qD =
νγ
2
Ib
[−I 0
0 b¯I
](
1
a0
{
L¯
M¯a
}M
+
{
L¯
M¯a
}D)
(10.35)
where the normalization shown in Tab.10.2 has been used and the Lock number γ = ρa02bR
4/Ib and
the rotational parameter ν = mΩ2R4/(EIref ) have been introduced. Recalling Eq.(10.3d), and using
Table 10.2: Dimensionless parameter definition.
Parameter Normalization Description
b b/R blade semi-chord
Ib Ib/mR
3 blade mass moment of inertia
L L/Ω2R2ρb Lift per unit of length
Ma Ma/Ω
2R2ρb2 Aerodynamic pitch moment per unit of length
s s/Ω Laplace variable
U U/ΩR airflow local velocity
Eqs.(10.25)-(10.30), after the discretization procedure Eq.(10.35) yields a set of 2N differential equations
where the values of ϕ and θ at the discretization points are the dependent variables (Eq.10.36). These
equations can be appended to Eq.10.14 to obtain the complete set of aeroelastic governing equations. The
nondimensional time (azimuth angle ψ = Ωt) is the remaining independent variable.
J2q=
νγ
2
Ib
(
QL2 x¨+(Q
L
1+Q
NL
1s sinψ)x˙+(Q
L
0+Q
NL
0s sinψ+Q
NL
02c cos 2ψ+Q
NL
01c cosψ)x+J2q
D
)
(10.36)
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where
QL2 = pi/a0 J2 Q
NC
2 J3 (10.37)
QL1 = J2
(
diag{Ck}QC1 + pi/a0 QNC1
)
diag{r}J3 (10.38)
QL0 = J2 diag{Ck}QC0 diag ({r2}+ 1/2{µ2}) J3 (10.39)
QNL1s = J2
(
diag{Ck}QC1 + pi/a0 QNC1
)
diag{µ}J3 (10.40)
QNL0s = 2 J2diag{Ck}QC0 diag{µ}diag{r}J3 (10.41)
QNL02c = −J2diag{Ck}QC0 1/2 diag{µ2}J3 (10.42)
QNL01c = pi/a0 J2 Q
NC
0 diag{µ}J3 (10.43)
QNC2 =
[
diag{b¯} diag{a b¯2}
−diag{ab¯2} −diag{(1/8 + a2)b¯3}
]
(10.44)
QNC1 =
[
0 −diag{b¯}
0 −diag{(1/2− a)b¯2}
]
(10.45)
QNC0 =
[
0 −diag{b¯}
0 diag{b¯2}
]
(10.46)
QC1 =
[
I −diag{(1/2− a)b¯}
−diag{(1/2 + a)b¯} diag{(1/4− a2)b¯2}
]
(10.47)
QC0 =
[
0 −I
0 diag{(1/2 + a)b¯}
]
(10.48)
diag{Ck} =
[
diag{C(n b¯/r¯)} 0
0 diag{C(n b¯/r¯)}
]
(10.49)
diag{r} =
[
diag{r¯} 0
0 diag{r¯}
]
(10.50)
diag{µ} =
[
diag{µ} 0
0 diag{µ}
]
(10.51)
J3 =
[
J 0
0 I
]
(10.52)
203
Aeroelastic Model Assembly 10 Individual Blade Control approach to attenuate rotor vibration
In the former equations, it is worthwhile to note that when the advance ratio equals to zero (hover con-
dition), the ”nonlinear” terms (denoted by the superscript NL) reduce to zero, resulting in a set of linear,
constant coefficient differential equations.
The state vector can be expanded into complex Fourier series of the harmonics of the blade revolutions:
x =
∞∑
n=−∞
xne
inψ (10.53)
where the complex coefficients, given by
xn =
1
2pi
∫ 2pi
0
x(ψ)e−inψdψ, n = 0,±1, · · · ,±∞ (10.54)
are related to the coefficients of the sine (subscript ’s’) and cosine (subscript ’c’) Fourier expansions:
xn =
1
2
(xnc − ixns) (10.55)
x−n = x∗n (10.56)
The Fourier series expansion (Eq.(10.53)) is substituted into Eqs.(10.14) and (10.36). Moreover the control
signal is expressed as Fourier series and substituted in Eq.10.14:
k(ψ) =
∞∑
p=−∞
kpe
ipψ (10.57)
where a phase lag is incorporated in the complex constant:
kp = κpe
ip∆ψ (10.58)
The harmonic balance technique is used to eliminate the time dependence. A set of algebraic equations is
obtained after some algebra:
xn + D
2∑
j=−2
Gj(n)xn+j + ∆D
∞∑
p=−∞
kp
2∑
j=−2
Gj(n− p)xn+j−p =
= Eθc + DJ2q
D
n + ∆DJ2
∞∑
p=−∞
kpq
D
n−p , n = 0,±1, · · · ,±∞ (10.59)
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where
G0(n) = −νn2M + νZ + νγ
2
Ib(−n2QL2 + inQL1 + Q0) (10.60)
G1(n) =
νγ
4
Ib(−(n+ 1)QNL1s + iQNL0s + QNL01c ) (10.61)
G−1(n) =
νγ
4
Ib((n− 1)QNL1s − iQNL0s + QNL01c ) (10.62)
G2(n) = G−2(n) =
νγ
4
QNL02c ) (10.63)
A clear way of achieving control authority at the critical frequency n = nb is to set p=j in Eq.(10.59). In
this case, the useful harmonics of the control signal are limited to the first 2 (−2 ≤ p ≤ 2):
κp =
1
2pi
∫ 2pi
0
κ(ψ)e−ipψdψ, n = 0,±1,±2 (10.64)
where κ(ψ) is the signal driving the actuator device. Moreover, at the critical frequency the collective and
cyclic control inputs are not affected by the IBC input (as suggested in Eq.(10.59)). Hence,[
I + DG0(n) + ∆D
2∑
j=−2
kjGj(n− j)
]
xn + D
2∑
j=−2
Gj(n)xn+j =
= DJ2q
D
n + ∆DJ2
2∑
j=−2
kjq
D
n−j , n = 0,±1, · · · ,±∞ (10.65)
The complete solution of the problem demands the infinite set of algebraic equations to be solved. Of
course, the set can be truncated at a finite number of harmonics, but because one is only interested in
obtaining results for a determined harmonic (n = nb), Eq.(10.65) needs to be solved for a reduced set of
frequencies (nb − 2 ≤ n ≤ nb + 2). It is worthwhile to point out that this procedure yields a set which is
complete only for the critical frequency, and inaccurate results are obtained for the remaining harmonics.
Hence, the 10N algebraic equations involving the central, and the neighboring upper two and lower two
harmonics of the state vector are cast into a matrix form:
Az = b (10.66)
205
Aeroelastic Model Assembly 10 Individual Blade Control approach to attenuate rotor vibration
where
zT = [xTnb−2,x
T
nb−1,x
T
nb
,xTnb−1,x
T
nb+2
] (10.67)
bT = [bTnb−2,b
T
nb−1,b
T
nb
,bTnb−1,b
T
nb+2
] (10.68)
A =

A0(nb − 2) A1(nb − 2) A2(nb − 2) 0 0
A−1(nb − 1) A0(nb − 1) A1(nb − 1) A2(nb − 1) 0
A−2(nb) A−1(nb) A0(nb) A1(nb) A2(nb)
0 A−2(nb + 1) A−1(nb + 1) A0(nb + 1) A1(nb + 1)
0 0 A−2(nb + 2) A−1(nb + 2) A0(nb + 2)
 (10.69)
with
bn = DJ2q
D
n + ∆DJ2
2∑
j=−2
kjq
D
n−j (10.70)
A0 = I + DG0(n) + ∆D
2∑
j=−2
kjGj(n− j) (10.71)
Aj(n) = DGj(n), j = ±2,±1 (10.72)
It should be noted that A is a 10N×10N band matrix that can be always inverted and, since the equations
are still written in physical coordinates, the solution of the Eq.(10.66) gives directly the two dependent
variables ϕ and θ at the target harmonic n = nb.
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Chapter 11
Design and Validation of a reduced-scale model
helicopter blade
A description of the design, instrumentation and identification of the SHARCS blade is summarized in this
chapter. The original design of the SHARCS scaled rotor can be found in Ref.[11]. In this thesis only
the APL is considered and, for this reason, the blade and also the rotor are not exactly the same as in
the complete project. What described in the previous chapters from the theoretical point of view is here
numerically and experimentally achieved on a mock-up. The main characteristics of the blade are given,
as they reflect the real structure and its numerical model. Then, a numerical procedure is implemented to
extract the inertial and stiffness properties of different cross sections and to build the 1D model suitable
to be implemented in the GAST numerical procedure as illustrated in Chapter 9. Some simulations are
performed in order to evaluate the natural frequencies of the blade rotating at several speeds and the
numerical fan plot is obtained. Concurrently in this chapter also the experimental activities carried out at
Ottawa (Ontario, Canada) in the laboratories of the Rotorcraft group of the Carleton University and of the
Canadian National Research Council are presented. A first identification of the blade’s modal properties
is performed by considering free-free boundary conditions. The hammer test is described as well as the
results with the aim of understanding the behavior of such a component itself. Then the blade is mounted
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on the whirl tower and the effect of the actual boundary conditions is investigated. Two aspects have to
be taken into account in this analysis: the definition of the boundary condition of the blade with respect
the hub in the rotating frame in a reference condition and the effects of changing the pitch link on this
condition. Moreover, the rotating tests are performed at different rotating speed and the root locus of
the system’s poles is estimated by applying the developed operational modal analysis methodology. The
capabilities of the modified HTM to track the changes in the natural frequencies, damping ratios and mode
shapes of the rotating scaled helicopter blade are investigated in order to asses the overall efficiency of the
OMA methodology. Furthermore, the experimental findings are compared to those numerically achieved
using the reference solution provided by GAST in solving the dynamics of a rotating blade.
11.1 The Blade
The importance in projecting a blade can be found in the necessity of having a test specimen full in-
strumented in order to be able to measure its responses in the operating conditions and then identify its
dynamical behavior. The design of the blade is performed taking into account that the blade should reflect
stiffness and inertial properties of a real blade in a reduced scale because it has to be coupled with a
reduced-scale prototype of the APL. Moreover, it has to be tested in the whirl tower facility available at
the Carleton University, so the rotor radius is set to 0.86 m. The blade section is a NACA0015 airfoil, with
a constant chord of 81 mm along the blade, with the exception of the sections next to the root. The 15 %
thickness airfoil was selected to maximize the internal space inside the blade, so that the blade interior
could contain the sensors and their wires. Another parameter that must be considered, at this point, is the
Lock number, which represents the ratio of inertial and aerodynamic forces and is defined as
γ = ρa02bR
4/Ib (11.1)
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where, ρ is the freestream density, a0 is the lift curve slope of the blade airfoil, 2b is the chord-length, R
is the radius and Ib is the mass moment of inertia of the blade around the flapping hinge,
Ib =
∫ R
0
mr2dr (11.2)
where m is the mass per unit length and r is the radial location. If the Lock number is set to 5, which is
typical for scaled helicopter rotors, a condition to evaluate the mass moment of inertia of the blade around
the flapping hinge is found. The blade has a linear pre-twist distribution with a total twist of 6.75 degrees,
and a zero twist distribution between 65 % and 90 % of rotor radius. The original SHARCS rotor is defined
to have 4 blades, with a root cut-out of 126 mm.
To satisfy the design requirement of aerodynamic cleanness, the sensors and all their wires should be
housed inside the blade. This leads to a C-shaped spar, monocoque composite blade design as shown in
Fig.11.6. The composite skin is made of carbon fibre laminas with varying lay-ups along the chord. Thus,
the lay-up from the leading edge to the 13 % of the chord length consists of 10 symmetric layers oriented
as [0◦|0◦|−45◦|90◦|+45◦] from the outside with respect to the radial direction; while from the 35 % of the
chord length to the trailing edge it consists of 6 symmetric layers oriented as [0◦| − 45◦| + 45◦]. Leading
edge ballast made of Tungsten is added at the nose of the blade to move forward the center of gravity of
the section. The blade root is reinforced by introducing a composite structure spanning the whole blade
thickness, called the root coupon. This enables the smooth distribution of the loads between the upper and
lower skins (Fig.11.1). The root coupon consists of 78 layers (39 for each half-blade) that progressively
decrease from the root to about the 10 % of the span .
The blade is manufactured in two shells: the upper and lower part of the profile, starting from pre-
impregnated plies of carbon fibres, cut and molded into the NACA profile. Figure 11.2 shows a representa-
tive cutting scheme and the molds. Once the two parts are cured in the autoclave, they are instrumented
as described in the next section and then they are bonded together, including the balancing masses and
The stacking sequence at the root is [0◦|0◦|0◦| − 45◦|90◦|+ 45◦|+ 45◦|90◦| − 45◦|0◦|0◦|0◦|+ 45◦|0◦|0◦|+ 45◦|90◦| −
45◦| − 45◦|90◦|+ 45◦|0◦|0◦|+ 45◦|0◦|0◦|0◦| − 45◦|90◦|+ 45◦|+ 45◦|90◦| − 45◦|0◦|0◦|0◦|0◦|0◦|0◦].
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Figure 11.1: Illustration of the root coupon reinforcement of the blade root.
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Figure 11.2: Template and molds of the SHARCS blade.
the foam. In the end the tip is filled with resin and the full blade is machined to make fixing holes at the
root and to smooth the edges.
11.1.1 Sensor positioning
In order to monitoring the behavior of the blade during the tests, it is equipped with strain gauges along the
flap, torsion and lead-lag direction at several spanwise positions: 3 for the first two directions and 2 for the
last one, Fig.11.3. All sensors are arranged in a full-bridge configuration in order to maximize the signal to
noise ratio and achieve the temperature compensation. Therefore, the deformations are measured by four
strain gauges arranged on the opposite sides of the upper and lower blade shell, as shown in Fig.11.4, with
an angle of ±0o degree for the flap and lead-lag and an angle of ±45o degree for the torsion with respect
to the span direction of the blade. The labels of the wire connections follows the convention explained in
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3F2T 4F 3T
Figure 11.3: Strain gauges positioning inside the blade - F for flap, T for torsion and L for lead-lag degree of freedom.
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Figure 11.4: Strain gauges mounting scheme inside the blade.
Fig.11.5.
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Figure 11.5: Strain gauges full bridge configuration.
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11.2 Numerical model
An accurate model of some cross sections of the blade is performed starting from the described layout.
The 2D profile of the characteristic section is represented in Fig.11.6. The geometrical discretization, the
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0
5
x 10-3
[m]
[ m
]
Figure 11.6: Blade’s constant cross section geometry.
staking sequence and the material properties are used to write the input file suitable for the Variational
Asymptotic Beam Section (VABS) analysis program, as developed at the School of Aerospace Engineering
of the Georgia Institute of Technology, Ref.[82]. VABS is a code implementing various beam theories based
on the concept of simplifying the original nonlinear three-dimensional (3D) analysis of slender structures into
a two-dimensional (2D) cross-sectional analysis and a one-dimensional (1D) nonlinear beam analysis using
a powerful mathematical method: the variational asymptotic method. VABS takes a finite element mesh
of the cross section including all the details of geometry and material as inputs to calculate the sectional
properties: structural and inertial. The sectional properties, such as the mass and stiffness matrices, are
given in an output file. The elements in the mass matrix are arranged as follows:
µ 0 0 0 µxm3 −µxm2
0 µ 0 −µxm3 0 0
0 0 µ µxm2 0 0
0 −µxm3 µxm2 i22 + i33 0 0
µxm3 0 0 0 i22 i23
−µxm2 0 0 0 i23 i33
 (11.3)
The system of coordinate in VABS is defined with x1 along the direction of the span and points to the tip, x2 is along
the direction of the leading-edge to the trailing edge and points to the direction of the leading edge, and x3 can be determined
by the right hand rule.
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It can be seen that the first three elements of main diagonal of the mass matrix represent the mass per
unity length µ of the section of the blade. Then from the 2 × 2 sub-matrix at the bottom-right corner,
the mass momentum of inertia about the two axes i22 and i33 can be extracted as well as the product of
inertia i23. Moreover, the location of the mass center (xm2, xm3) is given by the bottom-left 3× 3 corner
(or top-right 3 × 3 corner, since the matrix is symmetric). The sum of the two in-plane cross-sectional
mass moments of inertia is the square of the mass-weighted radius of gyration, r2θ .
The 4 × 4 stiffness matrix expresses the following constitutive relation for the classical beam model,
which can be compared with the ones obtained in Eqs.(9.9-9.12) for θt = 0 since the twist angle of the
cross section is not considered here:
Fη
Mη
Mξ
Mζ
 =

EA EIt EAξ −EAζ
EIt GIt EItξ −EItζ
EAξ EItξ EIξξ −EIξζ
EAζ −EItζ −EIξζ EIζζ


v′
θ′
w′′
u′′
 (11.4)
From the main diagonal of the stiffness matrix the tensional, torsional, out-of-plane and in-plane bending
coefficients can be extract: EA, GIt, EIξξ and EIζζ as introduced in Eq.(9.13). Moreover, the out of
diagonal terms not equal to zero indicate the presence of coupling among tension torsion and bending
coming from the non coincidence of the section tension center (on the neutral axes) and the shear center
(on the elastic axis).
The results in terms of the equivalent 1D inertial and stiffness properties are indicated in Tabs.11.1
and 11.2. They are used to generate the 1D model of the blade used in the next sections 11.6 and 12.3,
Table 11.1: The 6× 6 mass matrix of the constant cross section of the blade evaluated by VABS.

2.49E − 01 0.00E + 00 0.00E + 00 0.00E + 00 −5.19E − 06 8.81E − 03
0.00E + 00 2.49E − 01 0.00E + 00 5.19E − 06 0.00E + 00 0.00E + 00
0.00E + 00 0.00E + 00 2.49E − 01 −8.81E − 03 0.00E + 00 0.00E + 00
0.00E + 00 5.19E − 06 −8.81E − 03 4.53E − 04 0.00E + 00 0.00E + 00
−5.19E − 06 0.00E + 00 0.00E + 00 0.00E + 00 3.79E − 06 −2.83E − 07
8.81E − 03 0.00E + 00 0.00E + 00 0.00E + 00 −2.83E − 07 4.49E − 04

together with similar results obtained for other 2D cross sections, characterizing the root region.
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Table 11.2: The 4× 4 stiffness matrix of the constant cross section of the blade evaluated by VABS.

Extension Twist Out-of-plane In-plane
Bending Bending
9.07E + 06 1.02E + 02 1.66E + 02 −3.03E + 05
1.02E + 02 1.73E + 02 4.38E − 03 −3.29E + 00
1.66E + 02 4.38E − 03 1.37E + 02 −9.42E + 00
−3.03E + 05 −3.29E + 00 −9.42E + 00 1.53E + 04

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11.3 Experimental Modal Analyses of the blade
The blade is suspended by means of bungee chords and it is excited by an instrumented hammer (with a
sensitivity of 2.25 mV/N) along the normal direction in order to minimize the coupling among the rigid
and the elastic modes. Two sets of tests are carried out to evaluate the modal dynamics in terms of the
out-of-plane bending and torsion degrees of freedom (described by the Z direction) and in terms of the
in-plane bending degree of freedom (described by the Y direction), by turning the blade inside the elastic
suspensions and by keeping the same position (next to the root, point 5 according to the geometry in
Fig.11.7) and direction of the hammer when hitting the blade. In the first case, three measuring runs are
repeated by changing the position of four accelerometers (with an average sensitivity of 10 mV/g) for a
total of 12 measured channels along the Z direction (by means of roving technique). Then, after a rotation
of 90 degrees of the blade, one more run is performed in the Y direction with the same accelerometers.
All tests are performed using the LMS Scadas 3 acquisition system and the LMS Test.Lab software. The
acquisition parameters are summarized in Tab.11.3 for the two cases. The modal parameters are evaluated
Table 11.3: Main parameters for the experimental modal tests of the full blade.
Parameter Z direction Y direction
Input signal Impulse along Z Impulse along Y
Input window Force exponential Force exponential
Sample frequency [Hz] 1024 2048
Spectral lines 4096 4096
Observation time [s] 8 8
Output Window Exponential Exponential
Averages 10 10
Estimator Hv Hv
by applying the LMS Polymax algorithm and the results are described in Tab.11.4, where the out-of-plane
and in-plane bending modes are indicated with the label flap and lead-lag, respectively, according to the
nomenclature used for the blade in the operating conditions. It should be noted that the rigid modes are
more than one order of magnitude lower than the elastic ones, then it is reasonable to assume that the
216
11 Design and Validation of a reduced-scale model helicopter blade Experimental Modal Analyses of the blade
Table 11.4: Free-Free full-blade natural frequencies, damping ratios and mode shape descriptions.
Mode # fn [Hz] ζn [%] Description
1 1.4 4.6 Rigid Lead-Lag mode
2 3.9 1.9 Rigid Pitch mode
3 39.0 5.0 1st flap-torsion mode
4 66.3 3.13 local tip flap mode
5 79.0 5.0 local root flap mode
6 193.3 4.9 1st torsion 2nd flap mode
7 204.1 11.0 2nd flap mode
8 291.3 6.13 1st torsion mode
9 375.7 5.1 3rd flap mode
10 431.8 1.2 1st Lead-Lag mode
11 523.0 1.4 2nd Lead-Lag mode
boundary conditions do not affect the estimates and the blade can be considered in the free-free condition.
Strong coupling of the flap and torsion mode shapes is found. This can be seen as a consequence of the
layer stacking sequence of the composite material, described in Sec.11.1. The 3rd and 6th mode shapes
are represented in Fig.11.7, where the 1st torsional mode is coupled with the 1st and 2nd flap mode, in (a)
and (b) respectively. Moreover, it should be noted that the leading edge exhibits less displacements than
the trailing edge, as expected, because of the presence of the distributed masses inside the blade, which
are placed next to the leading edge, and the extra-layers of the composite material, as shown in Fig.11.6.
This effect can be noted also in Fig.11.8 for the pure torsional mode, by considering that the marker with
label root is placed next to the leading edge of the root.
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root
5
(a) 3rd Mode
root
5
(b) 6th Mode
Figure 11.7: Coupling between torsion and the 1st or 2nd flap mode of the full blade.
root
5
(a)
root
5
(b)
Figure 11.8: 1st torsional mode of the full blade.
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Figure 11.9: General view of the Whirl Tower test chamber with the blade.
Figure 11.10: The Whirl Tower Monitor and Control Room.
11.4 Whirl Tower Test Setup
The rotating tests are carried out at the Whirl Tower Test facility of the Carleton University in Ottawa,
Canada, Ref.[83]. The test specimen consists of the blade described in the previous sections installed on a
test rig, as depicted in Fig.11.9. The tower is driven by a 60 HP, 575 V 3-phase, 1800 RPM motor, which
is controlled via a variable frequency drive/transformer. The whirl tower is located in a test chamber with
a diameter of 15 ft. The protective walls were constructed from Armorcore level 3 panels, a glass-fibre
based protective panel developed for withstanding gunshots. The whole whirl tower facility is monitored
by live video and live data collection viewed from an isolated control room, see Fig.11.10. The whirl tower
is deliberately designed in a way so that the lowest natural frequency is beyond the nominal rotating speed
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Figure 11.11: The Whirl Tower flexible coupling and 8-channel slip ring assembly.
(a) V-link (b) USB Base Station
Figure 11.12: Microstrain V-link acquisition system.
of 1550 RPM. This allows continuous testing without any blackout periods in terms of the rotational
frequency. To achieve low baseline vibration, the main shaft is driven directly via a flexible coupling. The
rotor hub houses both a wireless telemetry system as well as an 8-channel slip ring assembly from Shleifring,
see Fig.11.11.
The wireless system consists of three Microstrain V-link (Wireless Voltage) Nodes, each capable of
transmitting data from 9 differential and 12 strain gauge channels. The nodes are able to store and stream
all data gained from the measurement channels simultaneously. The sampling frequency is set at 512 Hz,
according to the range of measurement of the strain gauges. The experimental tests are carried out by
varying the angular velocity of the system, Ω, in order to investigate the influence of the rotating speed on
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the modal parameters of the blade. The reference value is Ω0 = 1550 RPM and seven speed ratios were
considered besides the arrest, that are Ω/Ω0 = 0.00, 0.26, 0.39, 0.52, 0.65, 0.77, 0.90, 1.00. The acquisition
time for each rotating condition is 128 s.
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11.5 Fan plot estimate
The approach described in the Sec. 2.5 is used for the identification of the dynamic properties of the rotating
structure through tests in which the input excitation cannot be measured. The identification procedure to
be followed for the experimentally evaluation of the fan-plot is the same adopted in Chapter 5 where, for
the first time, the Operational Modal Analysis has been applied with this purpose on data recorded during
whirl tower tests. In particular the presence of harmonic components in the excitation loading requires
a first identification of the so-called operational frequencies and then their removal from the operating
frequency response functions according to the modified Hilbert Transform Method. Finally, the modal
parameters can be estimated for each rotating condition and the fan plot of the natural frequencies and
damping ratios can be built.
11.5.1 Identification of the harmonic loadings
The first step for the characterization of the rotating blade dynamics is the identification of the harmonic
components blended in the white noise excitation. The non-gaussianity test was performed from the output
response signals, as described in a previous section, in order to identify possible harmonic loadings blended
in the broad band white noise response, mainly originated from the air turbulence during the motion of the
rotating blade.
Following the approach described at the end of Sec.2.5.1, a narrow-band filter is introduced in the time
domain in order to find those frequencies to which the signals have an operational nature, i.e., they could
not be considered as typical gaussian responses. For all the frequencies, fj, j = 1, · · · , Nf , available in the
test (being Nf = 2
16 the number of the available frequency lines), the entropy statistical index is calculated
by applying a Butterworth filter.[48] The presence of harmonic excitations in the output signals is clearly
observable from the several minima reported in Fig.11.13, where the entropy index is plotted as a function
of the frequency for different orders of the Butterworth filter. From the previous analyses, it is observed
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Figure 11.13: Identification of the harmonic excitation occurring at Ω = 0.26Ω0 by the entropy approach using Butterworth
filters with different orders.
that the local minimum does not depend on the order of the Butterworth filter used to obtain the entropy
index as a frequency function. An accurate identification of the operational frequencies is achieved with
filter orders as low as 4, thus keeping low the computational costs. The identified operational frequencies
are found matching the n/rev excitation components for each of the considered rotational speed, that is
Ω = 0.26 Ω0 = 400 RPM = 41.89 rad/s (or f0 = 6.67 Hz) in the Fig.11.13. In Tab.11.5 all the harmonic
loading estimates (fnop) are summarized with the corresponding rotating speed of the system (Ω), the
n/rev excitations measured at each test. It could be noted that not all multiples of the rotating speed are
founded for each configuration, that means that sometimes those harmonic energy contributions are not
high enough with respect to the random noise excitation, so their influence on the time responses of the
system can be neglected.
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Table 11.5: Operational frequency estimates fop, for each rotating condition Ω.
Ω/Ω0 0.26 0.39 0.52 0.65 0.77 0.90 1.00
f 1op/Ω - - 1.00 1.00 1.00 1.00 -
f 2op/Ω 2.00 2.00 2.00 2.00 2.00 2.00 2.00
f 3op/Ω 3.00 3.00 3.00 3.00 3.00 3.00 -
f 4op/Ω 4.00 4.00 4.00 4.00 4.00 4.00 4.00
f 5op/Ω - 5.00 5.00 - 5.00 - -
f 6op/Ω 6.00 6.00 6.00 - - - 6.00
f 7op/Ω - - 7.00 - - - -
f 8op/Ω 8.00 - 8.00 - 8.00 8.00 8.00
f 9op/Ω - - 9.00 - - - -
f 10op /Ω 10.00 - 10.00 - 10.00 - 10.00
11.5.2 Estimate of the modal parameters
Once the harmonic excitations characterizing the operating conditions of the rotating blade are identified,
the operational modal analysis method is applied to estimate the modal parameters. The Hilbert Transform
Method is used to calculate the biased frequency response functions of the vibrating structure as described
in the previous section. In Fig.11.14, the driving point FRF H˜, evaluated at the root of the blade rotating
at the nominal angular frequency Ω0, is depicted in red together with the harmonic-free FRF

H in blue
and in black the FRF
O
H coming from the operational frequencies evaluated using the entropy index, as in
the last column of Tab.11.5 for Ω/Ω0 = 1.00. These operational contributions to the structural response
are removed and then the modal parameters are estimated by using

H, evaluated from Eq. 2.67.
The positive effect of the proposed procedure in estimating the dynamic properties of the rotating blade
by using the

H ii allows a clear identification of the true elastic modes, reducing the possibility of a wrong
estimate of the operational modes. Fig.11.15 shows the sensitivity of the natural frequencies to the rotor
speed, for each identified mode (F is for flapwise bending mode, L is for lagwise bending mode, whereas T
is for torsional mode). The poles corresponding to the null rotating velocity are evaluated by performing
the operational modal analysis of the time responses recorded by randomly exciting the structure with
crawling fingers. In addition, straight lines, corresponding to different integer multiples of the fundamental
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Figure 11.14: Frequency Response Function of the flapwise strain gauge at the root of the blade for Ω0 = 1550RPM .
frequency (namely the 1/rev, 2/rev, 3/rev etc.), are reported so that possible intersection between the
natural frequencies and the operating frequencies could be detected. When the n/rev line (n = 1, 2, . . . )
intersects one of the line representing the dependency of the rotating frequency of the system as a function
of the rotational speed, then a coarse identification of the pole of the system is expected due to the
detrimental action of operating harmonic loads.
From the analysis of the strain gauge sensors, the first consideration about the modal signature of the
rotating blade involves the strong coupling between the torsion and the in- and out-of-plane bending. In
fact, with the exception of the first flapping and the first torsion modes (depicted with the blue and the
orange lines, respectively), all the modes are detectable by the flap, lead-lag and torsion sensors although
with different participation that allows the definition of the type of the modes. The reason for this behavior
can be found in the composition of the blade, which determines the complex behaviour, as seen also in
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Figure 11.15: Experimental Fan Plot of the rotating blade for the natural frequencies.
the free-free boundary conditions in Sec.11.3. It should be stressed that the sensor sensitivity is likewise
important because the strain gauges measure an equivalent bending or torsional strain at each position
with four sensors, by assuming that the stiffness properties are locally constant. This does not take into
account the possible discontinuities along the inner surface and the thickness. Nevertheless, the estimated
modes are characterized by different relative amount of strain in each degree of freedom and they can be
classified as torsional or bending modes according to the deformation with higher contributions. Therefore,
the fan plot in Fig.11.15 shows the increase of the natural frequencies due to the rotating speed as major
effect of the increase of the stiffness of the blade due to the rotation. Unfortunately, the number of lead-lag
sensors is only two and during the test they experienced lack of accuracy as they presented a drift, shown
in Fig.11.17. Therefore, the identification of the in-plane bending modes is not possible.
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Figure 11.16: Experimental Fan Plot of the rotating blade for the damping ratios.
A final remark has to be made on the fan plot showing the damping. The rotor speed interferes with the
intrinsic dynamic behavior of the rotating blade by changing the real part of the system poles. According
to the fan plot of Fig.11.16, the damping ratios seem to decrease as a consequence of the growing angular
velocity, hence, the system tends to reduce the stability margin with the increase of the rotor speed.
11.6 Numerical simulations of a rotating blade
The GAST code is used in order to obtain a reference solution of the fan plot and comparisons with the
experimental results coming from the whirl tower tests. The investigations are performed on the model
of the rotating blade with a second-order accuracy described in the Chapter 9, with the characteristics
obtained using VABS, described in Sec.11.1. In particular, an eigenvalue problem of the Eq.(9.24) is
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Figure 11.17: Experimental time history of the Lead-Lag sensor.
performed for each rotating speed, neglecting the aerodynamics.
The effects of the rotating speed on the natural frequencies of the blade is presented in the fan plot
of Fig.11.18, where the values of the natural frequencies (along the y axis) and of the rotating velocity
(along the x axis) are divided by the reference angular speed, that is Ω0 = 1550RPM , in consistent units.
The label of the modes have been chosen according to the shapes evaluated in the non-rotating condition
. In particular the flapping, lead-lag and torsional modes have been denoted with the letters F, L and T
respectively. The added black straight lines correspond to different integer multiples of the fundamental
frequency (namely the 1/rev, 2/rev, 3/rev etc.). The proximity of the natural frequencies with these lines
can result in an unstable condition since they represent the frequencies of the forcing -aerodynamic- loads
exciting the rotor blade. The rotational speed affects not only the natural frequencies of the blade but
also the coupling among the modes. This effect is highlighted for the fourth mode in Fig.11.19, where the
torsion is coupled with the out-of-plane bending.
11.6.1 Numerical - Experimental Comparison
The fan plot experimentally evaluated with the application of the modified Hilbert Transform Method
to the strain gage measurements in the rotating frame can be compared with the numerical simulations
performed using the GAST numerical platform. It is worth to remark that this comparison can be done
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Figure 11.18: Numerical Fan Plot of the natural frequencies of the rotating beam.
only between the fan plot of the natural frequencies, since the numerical simulations do not consider a
structural modal damping.
By comparing the experimental with the numerical fan plot, it can be noted a different number of
the natural frequencies of the blade. A richer and more complex scenario characterizes the experimental
tests with respect to the numerical simulations. Nevertheless, a very good correlation in the non rotating
condition is obtained for the flapping as well as for the torsional modes. The lack of accuracy in the
lead-lag estimation is due to a very poor quality of the signals recorded from the only two lead-lag sensors.
A good correlation can also be noted in the evaluation of the evolution of the natural frequencies for the
effect of increasing the rotating speed for Ω/Ω0 < 0.5. Beyond such condition, the aerodynamic effects
become considerable and the in-vacuum condition of the numerical tests cannot be considered still valid.
In fact, the experimental normal modes evaluated using the operational modal analyses are an estimate of
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(a) Non rotating condition Ω = 0 (b) Rotating condition Ω = Ω0
Figure 11.19: Third Flapping mode.
the actual aeroelastic modes in the hover condition of the tests.
The first mode of the blade is a pure out-of-plane bending and it is characterized by a very high
numerical-experimental correlation, as shown in Fig.11.20. In the fan plot both the numerical and the
experimental solutions increases with analogous trend next to the 1/rev. The normal mode experimentally
estimated by the flapping strain gage sensors shows maximum value at the root and decreases spanwise.
None contribution comes from the torsional sensors at this frequency. Also, the numerical solution do not
show any torsional contribution and the flapping displacement is clearly related to the first out-of-plane
bending mode shape.
On the contrary, the second flapping mode is coupled with the first torsional mode and in Fig.11.21
this behaviour is also observed by the numerical mode shape, in terms of displacements (with an easy
understanding of the motion) and also by the experimental mode shape, in terms of strain gauges. In fact,
in this case the torsional contribution is as high as the bending and both show the maximum value next to
the root. Not as easy to recognize is the typical shape of a second flapping mode, but it has to be taken
into account that the nodal point of the strain could be moved to the tip of the blade. The fan plot, in
this case, has a fork shape, since the numerical and the experimental solutions start together when the
blade is at rest and then diverge for Ω > 600 RPM . The reason for this behaviour has to be sought in the
absence of the aerodynamics in the numerical simulations, which becomes more important as the rotating
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(a) fan plot
(b) numerical displacement (c) experimental flapping strain
Figure 11.20: Experimental - Numerical comparison: Evolution of the natural frequency with the rotating speed and mode
shape of the 1st out-of-plane bending (flapping) mode.
speed increases.
Similar considerations comes from the third flapping mode, as shown in Fig.11.22. It is worth to note
that also in this case the experimental and numerical poles diverge with the increase of the rotating speed
and the mode shape is characterized by high coupling between the torsion and bending displacement as
well as strain.
Finally, Figure 11.23 shows the comparison for the first torsional mode. In this case only the torsional
displacement and strain participate to the mode shape, so there is no coupling as in the case of the first
flapping mode. Again in this case the fan plot shows good agreement between the experimental and the
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numerical situations with the exception of the maximum speed at which it can be experimentally estimated,
Ω/Ω0 = 0.9, because the width of the frequency band is not wide enough to include this last value of the
experimental fan plot. Both numerical and experimental analyses evaluate a very high natural frequency
for this mode. This finding implies that a weakening of the blade could be made in a future prototype
such as a changing of the stacking sequence of the composite material using layers at 25◦ instead of 45◦,
for example.
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(a) fan plot
(b) experimental flapping strain (c) experimental torsion strain
(d) numerical displacement
Figure 11.21: Experimental - Numerical comparison: Evolution of the natural frequency with the rotating speed and mode
shape of the 2nd out-of-plane bending (flapping) mode.
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(a) fan plot
(b) experimental flapping strain (c) experimental torsion strain
(d) numerical displacement
Figure 11.22: Experimental - Numerical comparison: Evolution of the natural frequency with the rotating speed and mode
shape of the 3rd out-of-plane bending (flapping) mode.
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(a) fan plot
(b) numerical displacement (c) experimental flapping strain
Figure 11.23: Experimental - Numerical comparison: Evolution of the natural frequency with the rotating speed and mode
shape of the 1st torsional mode.
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Chapter 12
Active Pitch Link Validation
In this chapter, the activities carried out to prove the effectiveness of the Active Pitch Link (APL) developed
within the SHARCS project are summarized. The APL is an actively controlled Smart Spring used instead
of the pitch link with the aim of modify the torsional characteristics of the blade to reduce vibration.
Therefore, it is stressed that the thorough identification of the system is the important task to accomplish
to evaluate a control law able to use the variable pitch link in order to reduce the vibrations. Hence,
the influence of the APL to the normal modes of the rotating blade is investigated. At first, the solid
pitch link is substituted by different elastic pitch links in order to evaluate the capability in changing the
dynamical behaviour of the system. Tests in the non-rotating and rotating conditions are carried out and
the results are shown in Sec.12.1. Moreover, from the characteristics of the blade described in Sec.11.1
and used to validate the fan plot, the simplified 1D model described in Chapter10 is implemented with the
individual blade control strategy acting on the pitch link with variable stiffness. In the last section, the
preliminary tests oriented to the vibration reduction are performed. An open-loop control law is presented.
The obtained preliminary results on the vibration reduction are presented and compared with the numerical
counterparts.
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12.1 The Elastic Pitch Link
An assessment of the effect induced by the APL is performed by first introducing an elastic pitch link
with three springs of different stiffness instead of the solid rigid pitch link. In this case, it is not actively
controlled, so the identification of the modal properties of the system can be performed for each spring as
reference configurations. Fig.12.1 shows the elastic pitch link connected to the blade in the experimental
configuration on the whirl tower.
Figure 12.1: Adaptive Pitch Link connected to the blade during whirl tower tests.
The influence of the pitch link stiffness on the dynamic behavior of the system is evaluated by estimating
the modal parameters of the system first in the non-rotating condition and then at each rotating speed.
The stiffness values of the different springs used instead of the solid pitch link are the following: kAPL1 =
254 kN/m, kAPL2 = 163 kN/m, kAPL3 = 88 kN/m.
12.1.1 Non-rotating experimental investigations
A preliminary evaluation of the effect of softening the pitch link stiffness with respect to the rigid one
has been performed in the non rotating configuration. A modal survey (based on the traditional input-
output analysis) is performed in order to evaluate the effects on the dynamics of the blade of including
the APL. The prototype of the Smart Spring is used in order to actuate the APL. The “OFF” and “ON”
APL conditions, achieved by electrically controlling the piezoceramic device inside the pitch link through
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the slip rings, allow to engage the rigid or the elastic link, respectively. The dynamic identification is
performed in the non-rotating configuration because a known and measurable input has to be considered.
The input-output experimental modal analysis is performed using the LMS SCADAS III and the LMS
Testlab spectral acquisition software. The excitation is provided by a Bruel & Kiaer amplifier driven shaker
(Type 2712/4808) connected to the trailing edge of the blade and 20 output positions are recorded with
ICP PCB Piezotronics accelerometers through 5 runs, see Fig.12.2. It has to be noted that the sensors are
placed on the blade along the leading and the trailing edge, on the upper and lower side of the APL and on
the main shaft in the vertical direction. The sampling frequency is 2048 Hz and the frequency resolution is
Figure 12.2: Experimental setup of the non rotating tests.
0.0625 Hz; the input loading is a random signal and is measured using an ICP PCB Piezotronics load cell.
Either the force or the acceleration time signals are windowed by the hanning function and the Frequency
Response Functions are evaluated using the Hv estimator by averaging 20 times in order to optimize the
signal to noise ratio.
The effect of softening the pitch link stiffness is investigated taking the advantages of the non rotating
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(a) 1st mode: fn = 50.7 Hz, ζn = 0.4 % (b) 2nd mode: fn = 165 Hz, ζn = 1.6 %
(c) 3rd mode: fn = 284 Hz, ζn = 2.4 % (d) 4th mode: fn = 425 Hz, ζn = 1.8 %
Figure 12.3: Normal modes of the non-rotating beam with the APL.
configuration, as a larger amount of sensors can be considered and a better resolution can be achieved
because of the wider frequency band of the accelerometer responses with respect to the strain gauges.
The modal analysis, performed on the FRF, highlights the coupling between the flap and torsion dynamics.
Figure 12.3 shows the normal modes, in which the bending displacement is coupled with the torsional one
and also a relative displacement between the top and the bottom part of the APL is involved. Moreover,
from the analyses of the frequency response functions, the differences between the configuration with the
rigid and the elastic pitch link are investigated. Although, almost all elastic modes of the blades seem
to be not affected by the rigid and elastic pitch link, one mode shows a variation. The different mode
shapes corresponding to the different APL configurations (solid/elastic pitch link) are shown in Fig.12.4.
It is worth remarking that to this mode shape variation does not correspond a remarkable change of the
natural frequency, whose value remains about 194 Hz regardless the value of the stiffness of the pitch link.
In particular, the pitch mode of the blade becomes a complex mode shape involving bending and torsion
strains, as noted by comparing the picture on the left with the one on the right, corresponding to the solid
and the elastic pitch link respectively. It can be noted that the pitch link shows an elastic displacement
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when the torsion of the blade is involved, whereas it is subjected to a rigid movement in the other cases.
This is also the case of the rigid pitch link mode shown in Fig.12.4(a) The related damping ratio, as
evaluated using the Polymax LMS estimator, is very high, about 6 %, implying that an energy transfer
from the blade to the mechanism inside the Smart Spring is occurring. Actually, the behaviour of the APL
(a) Solid Pitch Link (b) Elastic Pitch Link
Figure 12.4: Effect of the pitch link on the mode shape from the input/output non rotating test.
seems to be more similar to a variable damping system than to a variable stiffness system because of the
high values of the stiffness considered.
12.1.2 Rotating experimental investigations
Analogous results come from the analyses of the experimental tests in the rotating conditions. Data
corresponding to several rotating velocities with different pitch links are collected and analyzed taking
advantages of the developed modified OMA method capable to deal with harmonic excitation. The results
are obtained for the rigid and elastic pitch link as in the previous Sec.11.5. Here they show that the
flapwise and the lagwise dynamics are not influenced by the stiffness of the pitch link, as expected. On
the contrary, the first torsional mode shows a weak dependence on the pitch link stiffness as represented
in Fig.12.5, where the fan plot is depicted for each stiffness of the elastic pitch link. The first torsional
natural frequency of the blade in both rotating and fix configuration varies because of different pitch links
correspond to different boundary conditions of the blade and different pitch stiffness distribution along the
blade. According to Fig.12.5, these variations are estimated but their values are too small with respect the
reference rotating speed Ω0. In order to increase these effects, a more flexible blade in torsion should be
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Figure 12.5: Effect of the pitch link on the fan plot of the rotating blade.
considered, or else a softer spring. Nevertheless, the mode shapes corresponding to the elastic pitch links
look different with respect the ones obtained with the rigid pitch link. As it could be noted in Fig.12.6a
(for Ω/Ω0 = 0.77 but valid also for the other conditions), when the solid pitch link is considered, only the
torsional strain gauges show significant signals. On the contrary, in presence of an elastic pitch link, all the
flapping and the torsional strain gauges measure consistent values, resulting in the complex coupled mode
shape represented in Fig.12.6b.
12.2 APL with open-loop control strategy
In this section, the experimental investigations carried out to simulate the IBC though the APL are pre-
sented. Inside the whirl tower test room a fan is activated with the aim of simulating the perturbations due
to the forward-flight, see Fig.12.7, by inducing a discontinuity of the vertical flow of about 14 m/s. This
vertical disturbance is acting for about 16 deg along the azimuth coordinate and increases the vibration
level of the whole system, especially at the 1/rev and 2/rev frequencies.
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(a) Rigid Pitch Link (b) Elastic Pitch Link
Figure 12.6: Effect of the pitch link on the mode shape from the rotating test at Ω/Ω0 = 0.77.
Figure 12.7: Fan simulating the forward flight inside the whirl tower test room.
During the tests the APL is connected to the main rotor through a rigid bracket, as shown in Fig.12.1.
A full bridge strain gauge is put on the APL bracket in order to measure the transmitted vibration as means
of a bending strain, as shown in Fig.12.8 from the top and the bottom. The behavior of the APL is also
monitored through a Hall sensor measuring the axial displacement of the smart spring, to guarantee that
the driving system correctly fed power through the slip rings.
When the fan is activated the evaluation of the system’s modal parameters through the OMA is not
possible anymore because, as expected, the multi-harmonic excitation is too high with respect the random.
Moreover, the hall sensor on the APL shows that the device is not capable to work properly at high speed
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(a) Top view (b) Bottom view
Figure 12.8: Instrumentation of the APL bracket to measure the vibration coming to the rotor hub.
Figure 12.9: The ATtiny85/V micro-controller used inside the whirl tower test room to control the APL.
due to the centrifugal force acting on the internal mechanism preventing the quick variation of the smart
spring from the rigid to the elastic condition of the APL. For these reasons the effects of the control action
are investigated only at the n/rev frequencies, and for rotating speeds in the range from 600 RPM to
800 RPM. Figure 12.5 showed that in this range a weak variation in the fan plot is induced by the elastic
pitch link: the green and the red lines, representing the 163 kN/m and 254 kN/m springs only, depart
from the blu line (the reference condition with the rigid pitch link) in the range 0.3 < Ω/Ω0 < 0.5.
An open-loop control law is implemented in order to activate the pitch link with the same frequency
of the 2/rev in-phase with respect to the fan azimuth angle. This azimuthal control action is obtained
by adding a programmable AVR 8-bit micro-controller (the ATtiny85/V in Fig.12.9) on the hub that
according to the blade position drives the APL. The input is the signal coming from a hall sensor placed
on the supporting structure of the whirl tower. It measures a spike every time the magnet under the APL
bracket approaches a certain reference azimuth position. The spike is triggered with the blade approaching
the fan and at every cycle this time instant is collected and averaged with the previous one in order to
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predict the next. Then the output is sent from the micro-controller to the APL though the Amplifier and
the slip rings. The easy and fast control action calculate also the A/D conversion of the signals, therefore,
a RC filter is added to ensure the aliasing effects to do not occur. The time required to the system to
elaborate the control action is taken into account, to avoid the overlapping of information. Once the
program is compiled on the micro-controller and the executable file is stored in its internal memory, it can
be placed on its board on the hub and it is ready to work. Since the adopted strategy is open-loop, the
other available input channels are used to switch the control strategy among the OFF, ON and activate
the 2/rev control from the control room.
All Figures 12.10-12.13 show bar plots, in which the amplitude of the strain average auto spectral
density (evaluated by performing 35 averages) at the 2/rev is depicted for each condition (rigid, elastic and
active pitch link) using the available sensors inside the blade. Moreover, the auto power spectral density
of the bending strain evaluated on the bracket is shown as a measure of the vibration variation induced by
the APL at the 2/rev. In all the conditions the strain distribution measured by the sensors inside the blade
shows a maximum at the root, so this value, achieved with the rigid pitch link, is used to normalize the
results, except for those coming from the test at 600 RPM with kAPL1 , in which the first torsional strain
gauge did not work.
Figures 12.11 and 12.10 show the results achieved at 600 RPM using kAPL1 and kAPL2 , respectively.
In particular, the softer spring gives better results. It can be noted that the elastic pitch link changes the
distribution of the strain inside the blade, as expected, since it changes its boundary conditions. Then,
the control action drives this variation in a beneficial way aiding the dissipation of the vibrational energy.
This action is fundamental when the static variation of the boundary condition alone is not sufficient, as in
the case with kAPL1 . Here, in fact, the spring is too stiff to let the flap strain increase, see Fig.12.11(b).
Nevertheless, also in this case, the active control is capable to reduce the strain inside the blade and, as a
consequence, to reduce the vibration measured at the pitch link bracket. It is important to note that when
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Figure 12.10: Average strain variation at the 2/rev for Ω0 = 600 RPM and k2 = 163 kN/m due to the pitch link.
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a reduction of the vibration occurs as a consequence of the APL action, also a variation of the distribution
of the strain inside the blade is generally achieved. This effect can be seen by comparing the spanwise
trend of the bending or torsion strain in the reference condition with the trend in the controlled condition.
If the Fig.12.10(b) is considered, the sharp peak of the strain measured at the root when the solid pitch
link is engaged becomes of the same intensity of the strain measure in the mid section when the control is
acting. This lead to a flat profile of the strain, to which also the strain measured next to the tip concurs.
For higher or lower rotating speeds, Fig.12.12 and 12.13, the vibration reduction at the bracket is very
low (almost null at 800 RPM) and, in fact, it is the result of an inconsistent variation of the bending and
torsion trend. At Ω = 800 RPM the flap strain does not change and the torsion seems to increase a little.
At Ω = 500 RPM the situation is less critical, and the bending strain for both rigid and active pitch link
is almost the same, but the torsion strain decreases. This leads to a global small variation of the vibration
transmitted to the bracket.
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Figure 12.11: Average strain variation at the 2/rev for Ω0 = 600 RPM and with kAPL1 = 254 kN/m due to the pitch link.
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Figure 12.12: Average strain variation at the 2/rev for Ω0 = 800 RPM and kAPL1 = 254 kN/m due to the pitch link.
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Figure 12.13: Average strain variation at the 2/rev for Ω0 = 500 RPM and kAPL2 = 166 kN/m due to the pitch link.
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12.3 Aeroelastic numerical simulations of the IBC
A numerical procedure is implemented to solve the simplified aeroelastic problem described in Chapter 10.
The blade’s two degrees of freedom model is implemented with equivalent inertial and stiffness properties of
the one used for the numerical evaluation of the fan-plot in Sec.11.6.1. This model is considered represen-
tative of the blade, that has been used for the experimental activities described in the Sec.11.5 and these
numerical investigations are presented to explain how the Individual Blade Control, described in Chapter
10, acting on the boundary conditions affects the rotor vibration. In particular the spanwise variation of
the dimensionless bending and torsional stiffness used for the simulations is depicted in Fig.12.14, together
with the dimensionless mass distribution. These properties are given considering the blade discretized with
50 elements of the same length. The aerodynamic variables are set by considering the properties of the
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Figure 12.14: Dimensionless stiffness and inertial distributions of the beam model.
NACA 0015 profile, the air density as ρ = 1.225 kg/m3 and the advance ratio as µ = 0.14. The Lock
number is γ = 5 as for the true blade. Several simulations are carried out by varying the rotating speed
from 600 RPM to 800 RPM and the stiffness of the pitch link to the values of kAPL1 = 254 kN/m and
kAPL2 = 163 kN/m, as in the experimental test cases. For each configuration three conditions are consid-
ered: the rigid, the elastic and the active pitch link. The first one corresponds to the cantilever condition,
with infinity stiffness of the boundary conditions; this means that Cθ0 = 0 and ∆Cθ = 0 in Eq.(10.6). The
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second one consider a torsional spring with stiffness Cθ0 = kAPL1 or Cθ0 = kAPL2 as pitch link. In the last
case an open-loop control is applied by means of a harmonic signal acting at the 2/rev.
Figures 12.15 and 12.16 show the results for Ω = 600 RPM. It can be noted that the effect of changing
the rigid pitch link with an elastic one, as expected, is detectable from the non-null value of the torsion
angle in r = 0. On the contrary, the bending angle and displacement are still null. Although larger
effects are obtained with the softer spring, in both cases the elastic boundary condition let the bending
responses increase, otherwise the control acting at the 2/rev reduces them. This reduction is small, but
still appreciable and shows that a softer spring has to be preferred. The variation of the torsion angle
can be interpreted just as a variation of the equilibrium condition, given by the stiffness of the boundary
conditions. In fact, the spanwise distribution does not change. This is due to the high values of the blade
torsional stiffness distribution with respect to the bending ones. Therefore, with these blade properties,
due to the coupling between torsion and bending, the vibration reduction can be achieved more from the
flapping motion than from the torsion.
If higher rotating speeds are considered, the operating deflection shapes change because they depend
by the frequency at which the system is excited, as can be noted from the distribution of the bending along
the radial coordinate in Figs.12.17 and 12.18, for both the considered boundary conditions. Nevertheless,
the torsion angle does not behave in this way, because of the high values of the torsional stiffness. In fact,
it has to be considered that the first bending mode of this blade in the non-rotating condition is about
225 Hz, much lower the considered 2/rev, that is about 27 Hz. In these cases, the effect of the elastic pitch
link on the vibration is almost the same that the one achieved for lower speed. The better performances
are observed in the case of the active controlled boundary condition.
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Figure 12.15: Influence of the IBC on the spanwise distribution of the torsion and bending slope and displacement for
k = kAPL1 and Ω = 600 RPM.
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Figure 12.16: Influence of the IBC on the spanwise distribution of the torsion and bending slope and displacement for
k = kAPL2 and Ω = 600 RPM.
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Figure 12.17: Influence of the IBC on the spanwise distribution of the torsion and bending slope and displacement for
k = kAPL1 and Ω = 800 RPM.
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Figure 12.18: Influence of the IBC on the spanwise distribution of the torsion and bending slope and displacement for
k = kAPL2 and Ω = 800 RPM.
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12.3.1 Numerical - Experimental Comparison
As a final assessment a comparison with the numerical investigations described in Sec.12.3 can be performed
by considering the Fig.12.19, in which the results coming from the theoretical model are shown together
with the experimental results, in the reference condition, which is with the rigid pitch link. A first remark
should be make about the numerical distribution of the strain, that is evaluated as a derivative of the
rotation with respect to the radial coordinate. This corresponds to consider that plane sections remain
plane and perpendicular to the neutral axis during bending, so for the bending bar the radial displacement
u(r, z) can be expressed as
u(r, z) = u0(r) + zϕ(r) (12.1)
where ϕ is the bending rotation, according to the notation introduced in Chapter 10, and z is the distance
from the neutral axis. The strain results:
ε =
∂u(r, z)
∂r
=
∂u0(r)
∂r
+ z
∂ϕ(r)
∂r
= ε0rr + z
∂ϕ(r)
∂r
(12.2)
The gauges measure the strain on the surface, so z = ±t/2, being t the thickness of the profile, and the full
bridge configuration cancels the pure axial strain ε0rr. Therefore the bending strain experimentally evaluated
is comparable with the radial derivative of the bending rotation ϕ numerically evaluated, unless considering
the thickness as a scale factor to be included in the dimensionless factor. It should be noted that the
numerical results in Fig.12.19 follow the same path of the experimental values, at least in correspondence
of the measuring points. Indeed, the 1-D model of the blade, although very simple, is capable to describe
the reference condition of the rotating blade, in which the rigid pitch link is used and the 2/rev is considered
as target frequency.
In Fig.12.20 the numerical evaluations of the strain variations along the radial coordinate are represented
by means of the bar plots, considering coordinates along the span next to the experimental sensor positions.
These variations represent the effect of the elastic and active pitch link, evaluated with respect the rigid one,
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Figure 12.19: Average vibration distribution of the dimensionless bending and torsion strain obtained from the numerical
simulations and from the experimental analyses for Ω = 600 RPM with rigid pitch link.
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Figure 12.20: Average vibration variation on the dimensionless bending and torsion strain distribution due to the pitch link
and obtained from the numerical simulations for Ω = 600 RPM with kAPL1 = 254 kN/m and kAPL2 = 166 kN/m.
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when the rotating speed is 600RPM. In particular, positive values correspond to an increase of the strain
and are achieved by using the uncontrolled elastic pitch link with both kAPL1 and kAPL2 . On the other
hand, the negative values, obtained in the controlled condition, indicate that a reduction of the vibration is
achieved. The same behavior has been described from the experimental results, in particular Figs.12.10 and
12.11 refer to the same operating conditions. It should be noted that there is not numerical-experimental
correspondence between the absolute values of these strain variations, so only a quantitative comparison
can not be made. Nevertheless as an overall evaluation it can be noted that the effects on the bending
are about two order of magnitude higher than the effects on the torsion, although the variation in the
boundary conditions affects the pitch link. As already highlighted previously, also in this case the coupling
between torsion and bending plays the main role and allows the IBC to reach its purpose.
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The History of every major Galactic Civilization
tends to pass through three distinct and recognizable phases,
those of Survival, Inquiry and Sophistication,
otherwise known as the How, Why and Where phases.
[D.Adams, The Hitchhiker’s Guide to the Galaxy]
The state-of-the-art in the field of vibration testing has been presented together with the developed
methodologies. Within the Operational Modal Analysis the two major limitations regarding the applica-
tion in presence of harmonic excitation and the scaling of the mode shapes have been addressed and the
suggested solutions have been theoretically, numerically and experimentally validated. The mathematical
formulations are described together with their implementation. Moreover, a numerical platform for the
Operational Modal Analyses has been elaborated and it has been widely used.
In particular, it has been shown as the variation of the spatial properties of a structure (in terms of mass or
stiffness) induces a modal variation that allows the evaluation of the modal masses. The numerical inves-
tigations showed how two different methods can be proficiently used and the experimental activities gave
the proof that they can be applied in environmental testing for space structures to increase the amount of
information on the test specimen necessary to validate a numerical finite element model of the structure.
A novel approach has been suggested and validated to identify the harmonic loadings acting on the struc-
ture by using the entropy statistical index. Moreover, a method on the application of the Operational
Modal Analysis in case of colored noise (composed by these identified harmonic components and white
noise) has been developed as a modified Hilbert Transform Method.
Several applications with different sensors (accelerometers, strain gauges, Fiber Bragg Grating), different
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test articles (helicopters, blades, wind turbine) and several working conditions have been carried out with
good results.
The complex rotorcraft applications have been deeply investigated starting from the mathematical formula-
tion until the manufacturing aspects, passing through the design and validation of the entire experimental
setup. The problem of vibration reduction has been considered and, starting from the formulation of the
Individual Blade Control problem for the Active Pitch Link, numerical and experimental results showed
the effectiveness of the suggested control strategy. It should be stressed that all these results have been
possible thanks to the application of the Operational Modal Analysis during the whole developing process
because it provided the experimental parameters necessary to tune the numerical simulations.
In conclusion, the importance of the Operational Modal Analysis for the aerospace applications has been
proved and its capabilities to deal with different operating situations have been investigated.
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