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Abstract: We reconsider the holographic model featuring a superconducting dome on
the temperature-doping phase diagram with a modified view on the role of the two charges.
The first type charge with density ρA make the Mott insulator, and the second one with
ρB is the extra charge by doping, so that the complex scalar describing the cooper pair
condensation couples only with the second charge. The presence of the dome is due to the
three point interaction: two different charge carriers and the cooper pair condensation.
The Tc increases with their coupling. We also consider the effect of the quantum critical
point hidden under the dome using the geometry of hyperscaling violation. Our results
show that the dome size and optimal temperature increase with z whatever is θ, while
we get bigger θ for larger (smaller) dome depending on z > 2 (z < 2). We also point out
that the condensate increases for bigger value of θ but for smaller value of z.
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1 Introduction
Holographic duality, also known as the gauge/gravity duality [1–3], has brought many
insights in understanding strongly interacting electron systems, especially for condensed
matter physics. For example, the way to calculate transports and spectral feature of
strongly correlated system has been suggested and new mechanism of superconductivity
has been suggested. See ref. [4, 5] and references therein.
One important problem is to understand the phase diagram of the high Tc super-
conductivity: various high-Tc compounds all fit into a universal phase diagram where
normal, superconducting, anti-ferromagnetic and pseudogap phases compete [8] and co-
exist. Recently, a holographic model was suggested which qualitatively realizes the phase
diagram in the temperature-doping plane [6]. A simplified model was proposed in [7]
where the non-abelian gauge field is replaced by a higher power of scalar field that breaks
the translation symmetry. Here metal insulator transition is still realized although anti-
ferromagnetic origin of the insulating phase is undermined. In this model the metallic
phase was characterized by the DC conductivity decreasing with temperature, and the
pseudo-insulator characterized by the DC conductivity increasing with temperature (see
the phase diagram in Figure 1(b).
In this paper, we reinterpret the model such that it is more consistent with the doped
Mott insulator: we assume that as illustrated in Figure 1 (a), ρA only contributes to the
electrons in Mott insulator, so that it does not contribute to conductor or superconductor.
On the other hand, the doped charges of density ρB contribute to the density of state near
the Fermi surface, so that when x = ρB/ρA is large enough, charge from the impurities
begins to make the superconductor. With this setup, we studied the roles of the couplings
on the phase diagram and evaluated parameteric dependence of the critical temperature
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(a) two charges (b) Phase diagram (c) pseudo-insulator
Figure 1: (a) The density of the states for doped Mott insulator. The degrees of freedom
in the red region are provided by non-moving charge with density ρA, while those of the
blue region is provided by the doped charges ρN . (b) Phase diagram in the temperature-
doping plane. The line connecting (x0, 0), (0, T0) denotes the phase boundary of the
pseudo-insulating phase. (x1, x2) is the interval of the superconducting dome. (xO, TO)
denotes the optimal Tc. (c) The metal pseudo-insulator transition happens when the
peak-position Tp is at 0. Here we used α = 1 and x = 3.
at the optimal doping. It turns out that what makes the superconducting dome is the
three points coupling between the density of cooper pair and two kind of charges, namely
Lint = −cχ2FµνGµν , (1.1)
where χ is the amplitude of the complex scalar describing the cooper pair condensation,
and F and G are the field strengths of the two gauge fields created by the two kinds of
charges. Increasing the coupling c makes the dome higher and bigger, therefore increasing
this coupling is the key to increases the Tc. Also we find that by increasing the coupling
b of the interaction term Lint = bχ2GµνGµν , one can make the width of the dome smaller
to resemble the cuperate case.
Since the superconducting dome is believed to cover a quantum critical points (QCP),
it is very interesting to explore the effects of dynamical exponents of the QCP. The hy-
perscaling violating geometry is precisely the geometry that realizes the symmetry of a
general class of QCP. We generalize the model of [7] to a holographic model with hyper-
scaling violating geometry using the solution [15], where a black hole solution is derived
with a dynamic exponent z and a hyperscaling violating exponent θ. We investigate the
exponent dependence of the dome size as well as that of the superconducting condensate.
We found that the dome size and optimal temperature increase with z whatever is θ,
while we get larger dome for bigger θ if z > 2 and vice versa. We also point out that the
condensate increases for bigger value of θ but for smaller value of z.
The paper is organized as follows. In section 2, we first review the doped holographic
superconductors with broken translational symmetry. Then, we investigate impact of the
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coupling on the phase boundary, on the endpoints of the superconducting dome and on
the optimal Tc. In section 3, we extend M. Baggioli and M. Goykhman‘s model to the
doped holographic superconductor with hyperscaling violation. In section 4, we focus on
the superconducting condensate for θ = 0 and θ = 1. The section 5 is the summary and
discussion. In the Appendix A, we show that two methods to obtain the superconducting
dome are equivalent. In the Appendix B, we show the role of a in the superconducting
dome. In the Appendix C, we collect α dependence of the critical temperature.
2 Coupling dependence of the critical temperature
We first briefly review the doped holographic superconductors with broken translational
symmetry. Kiritsis and Li introduced a doped holographic model with a momentum
dissipation [6] and find the superconducting dome. There are two U(1) gauge fields Aµ
and Bµ, two neutral scalar φ
I = αxI , (I = x, y), the complex scalar field ψ = χeiθ. Aµ =
(At(u), 0, 0, 0) is the bulk dual of the density of the charge carrier. Bµ = (Bt(u), 0, 0, 0) is
the bulk dual of the density of impurity. The neutral and massless scalars are responsible
for the breaking of translational symmetry. The complex scalar field represents the order
parameter for superconducting phase transition. x = ρB/ρA is called as dope parameter.
u denotes holographic coordinate which is dual to the renormalization scale. The action
is written as
S =
1
16pi
∫
d4x
√−g
(
R +
6
L2
+ Lc + Ls
)
(2.1)
Lc = −ZA(χ)
4
AµνA
µν − ZB(χ)
4
BµνB
µν − ZAB(χ)
2
AµνB
µν (2.2)
− 1
2
(∂µχ)
2 −H(χ)(∂µθ − qAAµ − qBBµ)2 − Vint(χ) (2.3)
Ln = −2m2V (X) . (2.4)
There are two choices for (qA, qB): (1, 0) or (0, 1). However, the density ρA only contributes
to the Mott insulator, so (0, 1) is the better choice for the couplings between the gauge
fields and the complex scalar. Here
H(χ) =
nχ2
2
, ZA(χ) = 1− aχ
2
2
, ZB(χ) = 1− b χ
2
2
, ZAB(χ) =
c χ2
2
. (2.5)
Vint(χ) =
M2χ2
2
. (2.6)
In this paper, we consider the non-linear Lagrangian
V (X) =
X
2m2
+ (
X
2m2
)5 , X =
1
2
gµν∂µφ
I∂νφ
I . (2.7)
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The corresponding equations of motion are as follows:
Rµν − ZA
2
AνσA
σ
µ −
ZB
2
BνσB
σ
µ −
ZAB
2
(AνσB
σ
µ + AµσB
σ
ν )
− 1
2
∂µχ∂νχ−H(∂µθ − qAAµ − qBBµ)(∂νθ − qAAν − qBBν)− 1
2
gµνL = 0 ,
∇ν(ZAAνµ + ZABBνµ) + 2qAH(∇µθ − qAAµ − qBBµ) = 0 ,
∇ν(ZBBνµ + ZABAνµ) + 2qBH(∇µθ − qAAµ − qBBµ) = 0 ,
∇µ∇µχ− 1
4
∂χZAA
2 − 1
4
∂χZBB
2 − 1
2
∂χZABA ·B − ∂χH(∂µθ − qAAµ − qBBµ)2 − ∂χVint = 0 .
We obtain the solutions by solving the background equations of motion,
ds2 =
L2
u2
(
−f(u)e−τ(u)dt2 + dx2 + dy2 + du
2
f(u)
)
, (2.8)
f(u) =
(u− uh) (2u2 (α2L2u2h − 2) + u3u3h (ρ2A + ρ2B)− 4uuh − 4u2h)
4u3h
, (2.9)
At(u) = ρA(uh − u) , Bt(u) = ρB(uh − u) . (2.10)
We emphasize that we take (qA, qB) = (0, 1) in this paper. But for the comparison, we
also calculate for the (1, 0) case. There are three phases on the temperature and doping
plane: superconducting, metallic and pseudo-insulating (see the phase diagram in [8]).
As a generalization and comparison to the results in [7], it is interesting to discuss how
much impact of the parameters a, b, c, α on x0, T0, x1, x2, xO, TO.
The DC conductivity can be calculated analytically [9, 10] and the result is given by:
σDC = 1 +
ρ2Bu
2
h
2α2(1 + 5
u8hα
8
(2m2)4
)
. (2.11)
Here we denote the location of horizon as uh. Following [11–13], we choose the non-
linear Lagrangian and obtain the pseudo-insulating phase by the change from metallic
(dσDC/dT < 0) to pseudo-insulating (dσDC/dT > 0) as shown in Figure 1 (c). We vary
the ratio x and evaluate the movement of the peak-position. Our results imply that Tp
decreases as x increases.
Now, we discuss the instability of a normal phase of the bulk system to determine
whether a boundary system has a superconducting phase. The effective mass is read off
where BF bound is violated. We first derive instability analytically in the normal state
at zero temperature. Two endpoints x1 and x2 can be determined by the violated AdS2
BF bound, namely m2effL
2
2 < −1/4.
We first discuss the role of c in the simplified model
ZA(χ) = 1 , ZB(χ) = 1 , ZAB(χ) =
c χ2
2
. (2.12)
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Figure 2: Role of c. We plot the superconducting phase with different c =
0, 0.01, 0.2, 0.5, 1, 1.5, 2 a = b = 0. No dome without c. Larger dome with increasing
c. Notice that c→ 0 is a singular limit.
(a) Role of b (b) left endpoint x1(b) (c) right endpoint x2(b)
Figure 3: (a) The role of b. The dome-shaped superconducting phase with the the
coefficient b. Dome size increases for large ZB. (b,c)The left endpoint x1 and the right
endpoint x2. We fix a = 10, c = 14/3, α = 0. The dashed line represents (1, 0), and the
solid line represents (0, 1).
The superconducting dome occurs c 6= 0 and the dome expands as c increases, which
implies c generates the decreasing slope (see Figure 2). Our result shows that the super-
conducting expands as c increse. The coupling c is crucial to high Tc.
Then, we discuss the case of a 6= 0 , b 6= 0. We find that the behavior of endpoints is
the same for (1, 0) or (0, 1). Especially, x1 moves left and x2 moves right when c increase
to make the dome bigger. However, x1 moves right and x2 moves left to make the dome
smaller, when b increase (see Figure 3-Figure 4). The dependence on b is similar to that
on a, as one can see in Appendix B. This is because a and b are symmetric in our model.
However, we notice Changing α doesn’t make much difference in Appendix C.
Therefore, the superconducting dome is studied in a finite-temperature normal phase
– 5 –
(a) Role of c (b) left endpoint x1(c) (c) right endpoint x2(c)
Figure 4: Role of c : (a)The dome-shaped superconducting phase with the the coefficient
c appearing in the expansion (2.5). (b,c) The left endpoint x1 and the right endpoint x2
of the superconducting region. We fix a = 10, b = 4/3, α = 0 and choose different c. The
dashed line represents (1, 0), and the solid line represents (0, 1).
background. We begin with the lineared equation of motion for χ. The scalar χ rep-
resents the order parameter for superconducting phase transition (see more details in
[6, 14]). Then we look for the finite temperature black brane solution to determine the
superconducting dome, which satisfies the two boundary conditions. It is regular at the
horizon, so it demands the expansion as follow
f(u) = f ′(uh)(u− uh) +O(u− uh)2 ,
χ(u) = χ(uh) + χ
′(uh)(u− uh) , τ(u) = τ(uh) + τ ′(uh)(u− uh) ,
At = ρA(uh − u) , Bt = ρB(uh − u) .
We solve the lineared equation for δχ, which is considered as a probe on the AdS-RN
background
δχ′′(u) +
(
f ′(u)
f(u)
− 2
u
)
δχ′(u)
+
f(u) (u4(a+ x(bx+ 2c))− 2M2) + 2nu2(u− uh)2(qA + qBx)2
2u2f(u)2
δχ(u) = 0 . (2.13)
There are five independent parameters uh, χ(uh), τ(uh), ρA, ρB. This scaling symmetry
can be used to set τ(uh) = 0, and we also set ρA = 1 , ρB = x. Actually, we are left with
two independent parameters x and uh, namely doping and temperature. By instituting
into equations of motion for δχ, we solve background equations of motion numerically
out to large value of r. Based on this initial condition. Then, we obtain the source free
– 6 –
solution from horizon to the boundary. Afterwards, we keep the doping parameter x
fixed, and find the maximal Tc (see Appendix for details). As a result, we could conclude
that the superconducting dome is expanding as the couplings ZA(χ) = 1− aχ22 , ZB(χ) =
1 − bχ2
2
, ZAB(χ) =
cχ2
2
increase. If the cross term vanishes (c = 0, ZAB = 0), there is
no superconducting instability. The optimal temperature TO with (qA, qB) = (1, 0) is
always smaller than the case of (0, 1). This result is not surprising because the coupling
ZB = 1 − bχ22 is stronger than the coupling ZA = 1 − aχ
2
2
in our choice. By the same
reason, the superconducting dome of (0, 1) theory is bigger than the one with (1, 0) one.
3 The doped superconductor with hyperscaling violation
In the previous section, we studied the doped holographic superconductor with broken
translational symmetry, it would be natural to extend the present analysis to the case of
hyperscaling violation. We begin with the black hole solutions in Einstein-Maxwell-axion-
dilaton theory with a dynamic exponent z and a hyperscaling violation exponent θ [15].
In this model, a U(1) gauge field is considered as an auxiliary gauge field, leading to a
Lifshitz-like vacuum. The neutral and massless scalars φI : φx = αx , φy = αy generate
momentum relaxation. We generalize this model by introducing a perturbative charge
scalar ψ = χeiφ in four-dimensional bulk spacetime. Now there are three gauge fields. A1
is the auxiliary gauge field, and A2, A3 are the physical gauge fields which provide the
finite chemical potentials. A2 is the bulk dual of the density of the charge carrier ρA, and
A3 is the bulk dual of the density of impurity ρB. The new doping parameter is defined
as
y =
x
1 + x
, x = ρB/ρA . (3.1)
Here 0 < y < 1. Since x is large in the superconducting dome, we consider y instead of x
in the following calculation. The action is written as
S =
1
16pi
∫
d4x
√−g[R + 6
L2
− 1
4
(eλ1φ)F 21 −
1
4
(eλ2φ +
aχ2
2
)F 22
− 1
4
(eλ3φ +
bχ2
2
)F 23 −
1
2
cχ2
2
F2 · F3 − 1
2
(∂χi)
2 +H(χ)(∂µθ − qAA2 − qBA3)2
− Vint(χ)− 1
2
(∂φ)2 − 1
2
eηφ(∂φI)2 + V eγφ
]
(3.2)
Here we define the following coupling and potential
H(χ) =
nχ2
2
, Vint(χ) =
Mχ2
2
.
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Following [15], we have
q1 =
√
2
√
−2 + z + z2 + θ − zθ
Z1 = e
λ1φ = u−(θ−4) , Z2 = eλ2φ = u(θ−2z+2) , Z3 = eλ3φ = u(θ−2z+2)
Y = eηφ =
1
Z2
, φ =
√
(2− θ)(2z − 2− θ) ln 1
u
, V = (z − θ + 1)(z + 2− θ)u−θ
The matric ansatz is
ds2 =
1
u2−θ
(
− f(u)
u2(z−1)
e−τ(u)dt2 + dx2 + dy2 +
du2
f(u)
)
,
A1 = a1(u)dt , A2 = a2(u)dt , A3 = a3(u)dt ,
χ = χ(u) , θ ≡ 0 . (3.3)
where u is the radial bulk coordinate. We obtain the solution as follows,
f(u) = 1− m
uθ−z−2
− α
2
(θ − 2)(z − 2)uθ−2z +
(ρ2A + ρ
2
B)(θ − 2)
2(θ − 2)u2θ−2z−2 (3.4)
m = − 1
u2+z−θh
(− 1 + α2
(−2 + z)(−2 + θ)u−2z+θh − (ρ
2
A+ρ
2
B)(−z+θ)
2(−2+θ)u−2−2z+2θh
)
(3.5)
a1(u) =
q1
2 + z − θ (
1
u2+z−θ
− 1
u2+z−θh
)
a2(u) = − ρA
u−z+θ
+ µA , a3(u) = − ρB
u−z+θ
+ µB ,
When z = 1, θ = 0, f(u) return to the form in [7]. Following [6], we fix a = 10, b =
4/3, c = 14/3, n = 1, α = 1, M2 = −5/4. The superconducting dome survives the
translational symmetry breaking [7]. Our calculation shows the result still holds even for
hyperscaling violating background. When z = 1, θ = 0, our result could return to the one
in [7]. The phase diagrams with different z and θ is presented in Figure 5-Figure 7. The
numerical optimal temperatures TO with different z and θ are presented in Table 1. The
relation between the optimal temperature TO and dynamical z with different θ is shown
in Figure 8. It shows that TO increase as z increase. The result is in agreement with the
numerical calculation without the mass of the probed scalar field in [16]. TO decrease as
θ increases when z < 2. However, we have the opposite behavior when z > 2. Figure 5
and Figure 7 also indicate that for z < zc the optimal Tc decreases as θ increases, while
for z > zc, TO increases as θ increases. The result is not in agreement with the previous
work [16–18]. The difference is expected because our model is quite different from their
model. There is only one gauge field in their model, so superconducting dome can not be
generated.
– 8 –
Figure 5: Phase diagram on the temperature-doping plane with different θ and fixed
z = 1. In this figure, solid lines are for (qA, qB) = (1, 0), and dashed lines are for
(qA, qB) = (0, 1). Black and red θ = 0, 0.1, respectively. The critical temperature decreases
as θ increases.
Figure 6: Phase diagram on the temperature-doping plane with different z and fixed
θ = 0. In this figure, solid lines are for (qA, qB) = (1, 0), and dashed lines are for
(qA, qB) = (0, 1). Black and red represent z = 1, 1.2, respectively. The critical temperature
increases as θ increases.
4 Condensate for hyperscaling violation
We start with AdS black hole with dynamic exponent and hyperscaling violation exponent.
The Hawking temperature is determined by
T =
f ′(r0)
4pi
. (4.1)
Therefore we define temperature as T = r0. Consequently, we rewrite the equations of
motion for At, Bt, χ in terms of the scaled fields: At → Atr0 , Bt → Btr0 , χ →
χ
r0
, µ → µ
r0
.
According to µ → µ
r0
= µ
T
, fixing µ by changing T is equivalent to fixing T by changing
µ. In order to simplify the following computations, we fix r0 = 1. At the horizon, we
– 9 –
Figure 7: Phase diagram on the temperature-doping plane with different θ and fixed
z = 2.4. In this figure, solid lines are for (qA, qB) = (1, 0), and dashed lines are for
(qA, qB) = (0, 1). Black and red represent θ = 0.2, 0.4, respectively. The critical tempera-
ture increases as z increases.
Figure 8: Relation between the optimal temperature TO and z, θ. The maximum critical
temperature defines the optima doping. Left: (qA, qB) = (1, 0). Right: (qA, qB) = (0, 1).
demand the following expansion
At = α0(r − 1) + α1(r − 1)2 + α2(r − 1)3 ,
Bt = β0(r − 1) + β1(r − 1)2 + β2(r − 1)3 ,
χ = γ0 + γ1(r − 1) + γ2(r − 1)2 .
– 10 –
Meanwhile we can impose the boundary condition At = Bt = 0, A
′
t = α0, B
′
t = β0, χ = γ0.
The horizon regularity keeps conditions for equations of motion
ZA (2A
′′
t + τ
′A′t) + ZAB (2B
′′
t + τ
′B′t) + 2χ
′(Z˙AA′t + Z˙AB B
′
t)− 4 qAH
qAAt + qB Bt
u2 f
= 0 ,
(4.2)
ZB (2B
′′
t + τ
′B′t) + ZAB (2A
′′
t + τ
′A′t) + 2χ
′(Z˙B B′t + Z˙AB A
′
t)− 4 qBH
qAAt + qB Bt
u2 f
= 0 ,
(4.3)
χ′′+
(
f ′
f
−2
u
−τ
′
2
)
χ′− L
2
u2 f
V˙int+
eτ u2
2 f
(
˙¯ZA A¯
′2
t +
˙¯ZB B¯
′2
t +2 Z˙AB A
′
tB
′
t
)
+
eτ H˙
f 2
(qAAt+qB Bt)
2 =0 .
(4.4)
After solving the conditions for α0, β0, γ0, α1, β1, γ1, α2, β2, γ2, we are left with three inde-
pendent parameters α0, β0, γ0. By integrating out to infinity, these solutions of (4.2-4.4)
for given α0, β0, γ0 behave as
χ =
χ1
r
+
χ2
r2
,
χ1 = r χ(r), χ2 = −r2(r χ(r))′ ,
At = µA − ρ
r
, Bt = µB − ρ
r
.
We set χ1 = 0 and µA = 1 to determine a curve. Along this curve, we can calculate χ2 and
µB at infinity [19]. Somewhere along this curve χ2 could be zero. To determine critical
point, µc is defined by χ1 = χ2 = 0. Based on the approach in [20, 21], we explore the
superconducting condensate with the dynamic exponent z and the hyperscaling violation
exponent θ. Here we vary 1/µ instead of varying temperature, and study the supercon-
ducting condensate with θ = 0 for bosonic case and θ = 1 for fermionic case. The cooper
pair condensate < O > presented in Figure 9 suggests that the couplings ZA and ZB are
positive for all radial position in the case of broken translational symmetry and hyperscal-
ing violation. The condensate becomes easier for bigger value of θ, but it is suppressed by
z. The behavior is in agreement with the result in [16, 17]. However, the superconducting
dome expands and the optimal temperature increases when z increases in Section 3. The
results are not contradictory, since < O > is not only a function of Tc [22] but also the
function of z and θ [16, 23, 24]. As z increases, the Fermi surface of cuprates becomes a
Fermi arc, which means that it cannot be in a closed shape [25, 26]. So the number of
superconducting electrons decrease. Consequently superconducting condensate decreases.
– 11 –
Figure 9: The cooper pair condensate < O > with fixed α = 1 , x = 2. The blue line is
for z = 1, θ = 0. The orange line is for z = 3/2, θ = 0. The green line is for z = 3/2, θ = 1.
The condensate increases for bigger value of θ, but it is suppressed by z.
5 Conclusion and discussion
In this paper, we have studied the holographic theory which has the ability to realize
the doped high-temperature superconductors. Based on the previous work on pseudo-
insulator and superconducting phases on the doping-temperature plane, especially insta-
bility conditions at zero temperature and at finite temperature, we further evaluate the
impact of coefficients a, b, c, α on the corner region of pseudo-insulator and the supercon-
ducting dome with broken translational symmetry. Afterwards, we extend our analysis to
the case with a dynamic exponent and a hyperscaling violation exponent. Besides, we also
calculate the superconducting condensate to verify the region of the couplings ZA , ZB.
We find which parameter has the most influence on the boundary of the pseudo-
insulating phase (x0, T0), two endpoints (x1, x2) of the superconducting dome and the
optimal temperature (xO, TO). As noted in Figure 3 and Figure 11, we notice that the
left endpoint x1 is more sensitive to a, but the right endpoint x2 is more sensitive to
b. Furthermore, our result indicates that the superconducting dome is expanding as
the couplings ZA, ZB, ZAB increase. The result is an advance in the research on high-
temperature superconductivity.
In our calculation, qB can be chosen to be zero, so ρB can be considered as the density
of spin doping. The main progress of this paper is to show that the superconducting
dome-shaped region with (0, 1) is much bigger than the one with (1, 0). Our numerical
calculation also shows the superconducting dome survives when θ 6= 0. Let us combine
– 12 –
our results with [6, 7]. The superconducting phase with hyperscaling violation is in
qualitative agreement with the case of θ = 0. The depth of the superconducting dome
increase as the dynamical exponent z increase. The depth first decrease then increase as
the hyperscaling violation exponent θ increase. So the other important progress of this
paper is that the superconducting dome-shaped region built in [6] can be expanded by
hyperscaling violation exponent θ if z is large enough.
However, there are still some issues concerning the instability of our holographic setup
in our calculations. First, gauge field Bµ is used to mimic the charge change due to doping.
The rising part of the superconducting dome is attributed to the increasing of charge. So
what about the descend part of the superconducting dome? Unfortunately, it seems
hard to find out the reason of the descend part, since the Lagrange indicates there is a
symmetry between Aµ and Bµ. Second, our numerical results about the superconducting
dome imply that y = 1+x
x
can approach to 0.85, namely ρB  ρA. It suggests doping
charge is dominant in this case. We leave these issues to a future study.
Appendix A: Methods to obtain the superconducting dome
In this appendix, we verify two methods to obtain the superconducting dome are equiv-
alent. There are two methods to determine the superconducting dome. One is to keep
the doping parameter x fixed. Then we obtain the maximal temperature indicated by
•. The other method is to keep the horizon uh fixed. Then we obtain the maximal x
indicated by  and minimal x indicated by M. There is one-to-one match between the
critical temperature T and doping x. Figure 10 shows that these two methods are equiv-
alent. The endpoints of the superconducting region are x1 ≈ 1.17 and x2 ≈ 7. The result
indicates that temperature gradually approaches to zero when x increases. If ZA, ZB, ZAB
are independent of χ, the dome vanish and the critical temperature always increases. In
order to simplify the calculations, we choose the former method in this paper.
Appendix B: Role of a in the superconducting dome
In this appendix, we will show the role of a in Figure 11. Most of the calculations are
unchanged as we have calculated in Section 2. The left endpoint x1 moves right and the
right endpoint x2 moves left when b increase. The superconducting dome expands when
a decreases.
Appendix C: α dependence of the critical temperature
In this appendix, we deal with the optimal point (xO, TO) and the superconducting dome
with different coefficient α. We plot the dependence of the boundary of the pseudo-
insulating phase (x0, T0) with the translational symmetry broken by the neutral scalars.
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Figure 10: The dome-shaped region of the superconducting instability. We use two
methods to obtain the critical temperature Tc as a function of doping parameter x. Here
we fix the parameters as M2 = −5/4,m = 1, a = −10, b = −4/3, c = 14/3, n = 1, ρA =
1, α = 0, ρB = x and (0, 1).
(a) Role of a (b) left endpoint x1(a) (c) right endpoint x2(a)
Figure 11: Left side: The dome-shaped superconducting phase with the the coefficient
a appearing in the expansion (2.5). Dome size increases for large ZA. Right side: The left
endpoint x1 and the right endpoint x2 of the superconducting region. We fix b = 4/3, c =
14/3, α = 0 and choose different a. The dashed line represents (1, 0), and the solid line
represents (0, 1). We find x1(a) is increasing function.
As illustrated in Figure 12, the pseudo-insulating phase occurs only if α ≥ αc (αc ≈
0.567358). Figure 12 Notice that the superconducting phase with (qA, qB) = (1, 0) was
already studied in [7], and our result in this case is consistent with theirs as one can see
in Figure 13.
– 14 –
(a) α dependence of x0 (b) α dependence of T0
Figure 12: The boundary of the pseudo-insulating phase x0 and T0 with the translational
symmetry broken by the neutral scalars.
(a) Role of α (b) left endpoint x1(α) (c) right endpoint x2(α)
Figure 13: The roles of α.(a) Changing α doesn’t make much difference, but inter-
changing qA and qB makes a big difference. Two curves for α = 0 and α = 0.5 cross at ?.
(b,c)The left endpoint x1 and the right endpoint x2 of the superconducting region. We
fix a = 10, b = 4/3, c = 14/3 and choose different α. The dashed line represents (1, 0),
and the solid line represents (0, 1).
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