I. INTRODUCTION
Silicene, a monolayer of silicon atoms forming a twodimensional (2D) honeycomb lattice, has been predicted to be stable 1 and several attempts have been made to synthesize it. 2, 3 This new material has attracted considerable attention 4 due to the fact that it has Dirac cones which are similar to those of graphene. 5 However, contrary to graphene, silicene has a strong intrinsic spin-orbit interaction (SOI) which together with its buckled geometry leads to a gap approximately 1.55 meV wide 6, 7 in the low-energy Dirac-like band structure. The buckled structure is a remarkable property of silicene that graphene does not possess and can facilitate the control 7, 8 of its band gap by the application of an external perpendicular electric field E z . Accordingly, silicene can overcome difficulties associated with potential applications of graphene in nanoelectronics (lack of a controllable gap) due to the available spin and valley degrees of freedom. This and its compatibility with silicon-based technology led to studies of important effects, such as the spin-and valley-Hall effects, 6, [9] [10] [11] [12] the quantum anomalous Hall effect, 8, 13 and spin-valley coupling, 14 to name but a few. For a recent review see Ref. 15 .
Spintronics aim to inject, manipulate, and/or use the spin degree of freedom in electronic devices. In contrast with graphene, the large value of SOI in silicene 16 not only can lead to spin-resolved transport but also to a cross correlation between the valley and spin degrees of freedom. Furthermore, silicon has a longer spin-diffusion time 17, 18 and spin-coherence length 19 compared with graphene, 20 thus making silicene appear more suitable for spintronics applications.
In earlier works, several novel features have been studied, such as ferromagnetic (FM) correlations 21 and resonant transport through double barriers 22 in graphene, the anomalous magnetoresistance, 23 a valley-polarized quantum anomalous Hall effect in the presence of exchange, 24 and the conductance 25 across FM strips on the surface of a topological insulator, and valley and spin transport in FM silicene. 26, 27 However, several important effects of the electric and exchange fields on transport of Dirac fermions in FM silicene have not been studied so far. Contrary to graphene, the field E z greatly influences the transport properties of FM silicene because its band structures near the K and K 0 points shift in different ways. 13 This makes possible the control of spin and valley transport.
In this work, we systematically study charge, spin, and valley transport in silicene with a FM insulator on top of the sample and a metallic gate above it. The normal metal gate allows one to control the Fermi level locally and create a tunable barrier in silicene. First, we show that the charge conductance g c through the junction can be either an oscillatory or a monotonically decaying function of the junction width d. One can interpolate between these two qualitatively different behaviours of g c by varying E z . Second, we show that g c develops a transport gap with increasing E z in an interval symmetric with respect to the Dirac point (DP). The physical origin of this gap is the fact that E z acts like an extra "barrier": it does so for E z large enough that transport via evanescent modes is completely suppressed. Notice that our subject differs from that of Ref. 28 in which different exchange fields apply to the two sublattices but no barrier is present and transport is not considered. Here we study transport properties in the presence of barriers and exchange fields which are the same for both sublattices and exist only in the barrier regions. In this way we can control the charge, spin, and valley conductances and the spin/valley polarizations by varying the barrier parameters and/or the exchange fields. Our study also differs from that of Ref. 24 which involves a uniform exchange field and no barriers.
Furthermore, we demonstrate that the presence of the FM insulator induces exchange splittings in silicene which are similar to those in graphene. 21 Due to the exchange splittings, the spin polarization near the DP increases with E z or M and becomes nearly perfect above certain of their values. In addition, the spin and valley polarizations can be inverted either by changing the gate voltage U from negative to positive or by reversing the direction of M. We also study the case of two magnetic gates a distance b apart. We find that the spin-up and spin-down conductances become identical when the exchange fields are in opposite directions and of equal magnitude resulting in the absence of exchange splittings. The results constitute a significant extension of our recent work. 29 In particular, the valley polarization in itself, the spin and valley polarization reversals just stated, an interpretation of the conductance behaviour vs the field E z , with the help of the band structure near the two valleys, and some other results on single and double barriers are not part of this work.
The rest of the paper is organized as follows. In Sec. II, we present the calculation of the spin-and valley-resolved conductance through a FM junction in silicene and show that the charge conductance can be controlled with E z . In Sec. III, we discuss the effects of the exchange field on the charge, spin, and valley transport, while in Sec. IV, we present our results for a double FM junction. Finally, we conclude with a summary in Sec. V.
II. TRANSPORT THROUGH A FERROMAGNETIC JUNCTION
We study ballistic electron transport across a FM strip in silicene with a metallic gate above it which extends over a region of width d (see Fig. 1(a) ). The effective Hamiltonian of low-energy fermions is given by 16 H
Here, n ¼ 61 distinguishes between the two valleys, K and K 0 ; D ns z ¼ D z À ns z k so , and t F % 5 Â 10 5 m/s is the Fermi velocity. The first term in Eq. (1) is the familiar Dirac-type Hamiltonian. The second term describes the intrinsic SOI in graphene, through k so , and controls the SOI gap through the perpendicular electric field term D z ¼ 'E z with 2' % 0.46 Å the vertical separation of the two sublattices that is due to the buckled structure. The third term represents the barrier potential due to the gate voltage, and in the last term M is the proximityinduced exchange field due to a FM film. Furthermore, s z ¼ 61 represents spin-up (") and spin-down (#) states, and s i are the Pauli matrices of the sublattice pseudospin.
A. Tunnelling probability
We assume that the electric field is applied only in region II, 0 < x < d, while D z ¼ 0 in regions I and III. Due to the translational symmetry along the y axis, the eigenfunctions of Eq. (1) in regions I, II, and III can be written in terms of incident and reflected waves: 
Here, c F ¼ ht F k F and E F is the Fermi energy measured from the DP. Furthermore,
The momentum of the incident particle makes an angle h ¼ arctanðk y =k x Þ with the x axis. The corresponding angle inside the barrier is / ¼ arctanðk
and
Due to the translational invariance along the y axis, the transverse momentum is conserved:
The transmission amplitude associated with a particular spin in a particular valley, t ns z , is determined from the continuity of the wave function at x ¼ 0 and
The transmission at an angle of incidence h is T ns z ¼ jt ns z j 2 and has the form
where
Note that T ns z ðhÞ ¼ 1 for k 0 x d ¼ np with n integer, independent of the value of h, as in the case of graphene. However, in contrast to graphene, for normal incidence (h ! 0 and / ! 0), we find that the transmission depends on the barrier height and deviates from unity 
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We note that for a high barrier and any value of k 0 x d; T ns z ð0Þ ! 1 for either zero or nonzero D z and M. Furthermore, by setting D z ¼ k so ¼ M ¼ 0 we get a ¼ 1 and the well-known graphene result T ns z ð0Þ ! 1:
The conductance pertinent to a particular spin in a particular valley through the barrier is obtained as
with W the sample width along the y direction. The (dimensionless) spin-resolved conductance is defined as
the valley-resolved one as
and the charge conductance as
Throughout this section, we take E F ¼ 40 meV, corresponding to a carrier density n e ' 5 Â 10 À3 /nm 2 , d ¼ 110 nm, and k so ¼ 3.9 meV.
We show g " and g # in Fig. 2 as functions of U/E F for zero electric and exchange fields,
As can be seen, in the absence of a FM film, g " and g # are identical because the band structures at both K and K 0 points are the same. This holds even for d z 6
¼ 0. The spinresolved conductance exhibits resonance structure, for a high barrier or deep well, and oscillates between 2/3 and 1 away from the DP, see Eq. (17) . This is due to the enhanced tunneling of Dirac fermions near normal incidence. The resonances are due to quasibound states which exist inside the potential barrier as in the case of graphene. 30 Note also that g "(#) exhibits a pronounced dip at the DP where the dominant contribution to transport is mainly due to evanescent modes, as explained in more detail in Sec. II B. At the DP, we have U/E F ¼ 1 and for k F d ) 1, we find that the spin-and valley-resolved conductance is given as (see Appendix A for details)
erf(x) the error function. As can be seen from Eq. (15), transport via the evanescent modes is progressively suppressed with increasing d or E z and thus d z .
B. Tuning the conductance
From Eq. (8), we note that for a given h, T ns z ðhÞ has an oscillatory (monotonically decaying) dependence on d provided k 0 x is real (imaginary). From Eq. (9), we see that k 0 x becomes imaginary whenever k . This is also the origin of the large spin polarization discussed in Sec. III. In Fig. 3(d) , we show the valley-resolved conductances, g K and g K 0 , for the same value of d z as in (c). It is seen that they exhibit a similar behaviour, i.e., g K 0 oscillates while g K decays with d.
The tuning of the charge conductance can be understood from the band structures at the K and K 0 points as d z increases, see 
Note that g " ¼ g # because the band structures at both K points are the same in the absence of the FM film.
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at both K and K 0 points shift upward. For d z ¼ 10.8, the bands at the K point shift so that E F lies in the gap. However, at the K 0 point, E F still crosses the spin-down band. Consequently, only evanescent modes contribute to g " leading to its monotonically decreasing behavior, while the current is entirely carried by spin-down electrons at the K 0 point leading to an oscillatory behaviour of g # , as shown in Fig. 3(c) . If d z is further increased above the critical value d c z ¼ 11:9, E F will be in the gap at both K and K 0 points and both g " and g # and consequently g c will decay with d.
C. Transport gap
In Fig. 5(a) , we show the charge conductance g c as a function of U/E F , in the absence of a FM insulator, for d z ¼ 0 and d z ¼ 6. It is seen that g c develops a transport gap as the electric field increases from zero. It occurs because near the DP, ðjU=E F j % 1Þ k 0 F becomes imaginary for small d z , while away from it higher d z is needed. Away from the DP, the difference jE F À Uj that appears in k x j increases), the evanescent modes for points away from the DP are gradually damped out; this creates the transport gap and the conductance vanishes. From Eq. (6) we see that for M ¼ 0, the gap is described by
with d F ¼ jD ns z j=E F and is symmetric with respect to the DP.
The transport gap appears in all spin-and valley-resolved conductances labeled by a particular n and s z . Equation ( Fig. 5(c) Fig. 5(a) .
III. INFLUENCE OF THE EXCHANGE FIELD
Below we examine the effects of the exchange field M on the spin-and valley-resolved conductances. Throughout this section, we use E F ¼ 40 meV and d ¼ 110 nm.
A. Spin-resolved conductance
In Fig. 6(a) , we show the spin-resolved conductances g " , g # , and the charge conductance g c as functions of U/E F for m ¼ M/E F ¼ 0.058 and d z ¼ 0. This value of m corresponds to exchange splitting M ¼ 2.32 meV. As can be seen, the effect of M is to shift g " and g # relative to each other resulting in a broadening of the dip in g c near the DP. Also, the shift of g " and g # drastically affects g c for high barriers or deep wells, i.e., for jU=E F j ) 1. Specifically, the relative shift of g " and g # splits each resonance of g c into two spinresolved peaks with smaller amplitude, as will be discussed in the context of Fig. 7(a) .
In Fig. 6 (b), we show g " , g # , and g c as functions of U/E F for m ¼ 0.058 but for finite d z ¼ 6. We note that both g " and g # develop transport gaps which are also shifted relative to each other, as expected. We also note that the effect of a finite d z is to shift the oscillations of g c to the right relative to those for d z ¼ 0 while their amplitudes decrease. This is shown more clearly in Fig. 6(c) where we plot g c versus U/ E F for m ¼ 0.058 and the values of d z used in (a) and (b).
The relative shift of the oscillations in g " and g # is shown in Fig. 6(d) for the same parameter values as in (a). It is seen that g " and g # can differ substantially at a given value of U/E F . We also note that all conductances are periodic functions of U/E F , see explanation below.
Far from the DP, jU=E F j ) 1, we obtain an approximate analytical expression for the spin-and valley-resolved conductance (see Appendix B) (17) is in very good agreement with the exact numerical calculation of g c (see dashed, red line in Fig.  7(a) ). From expression (17), we see that g c is periodic in g with period p/k F dd k , which implies that it is a periodic function of U/E F for fixed M with period T u ¼ p ht F =E F dd k . It is also periodic in M/E F with the same period. For the parameter values used in this section, we get T u ¼ 0.235. 
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In Fig. 7(a) , we show g c versus U/E F for d z ¼ 0 and several values of m. The curves are shifted upward in steps of 0.5. The dashed (red) line is calculated using the approximate expression (17) for m ¼ 0. As can be seen, as m increases, each peak of g c gradually splits into two spinresolved peaks, a distance 2 m apart, of much smaller amplitude. This was also noted in the case of graphene. 21 As shown in Fig. 7(b) , by further increasing M, such that m ¼ T u /2, the two spin-resolved peaks merge again to form one peak of large amplitude as in the case of m ¼ 0. However, the peaks are now shifted by T u /2 on the U/E F axis relative to those for m ¼ 0. For m ¼ 3T u /4, the peaks resolve again and become similar to those for m ¼ T u /4 shown in (a). For m ¼ T u , the spin-resolved peaks merge again but are also shifted by T u on the U/E F axis, i.e., they coincide with those for m ¼ 0.
In Fig. 7(c) , we show g c as a function of m for several values of U/E F which are close to the first peak in (a). Note the periodic variation of g c as m increases with period T u . We also note that for m ¼ T u /2 % 0.117, there is a minimum in g c , whereas, as shown in (b), the two spin-resolved peaks merge to one of large amplitude. This minimum corresponds to the first minimum in g c for m ¼ T u /2 in (b). Thus, a splitting of the conductance peaks occurs at the maxima of g c vs m. This finding could be useful for the experimental determination of the exchange field for which proximity-induced splittings can be observed in ferromagnetic silicene.
B. Valley-resolved conductance
In Fig. 8(a) , we show the valley-resolved conductances g K ; g K 0 , and the charge conductance g c ¼ g K þ g K 0 as functions of U/E F for d z ¼ 6 and m ¼ 0.04. Contrary to the spinresolved conductance, in the barrier (well) region, the field M splits the resonances of g K and g K 0 into spin-resolved peaks of smaller amplitude. The splitting of the peaks of g K 0 in the barrier region is shown more clearly in Fig. 8(d) , where we plot g K and g K 0 versus U/E F for the same parameter values as in (a). This is due to the fact that the valley symmetry is broken when m 6 ¼ 0, which implies that the bands at K and K 0 points shift in a different way as d z increases resulting in spin-resolved transport in one valley but not in the other.
In Fig. 8(b) , we show g K ; g K 0 , and g c as functions of U/E F for d z ¼ 6 and m ¼ T u /4 ¼ 0.058. In this case, the shift of g K and g K 0 relative to each other is such that it causes splitting of the peaks of g c , which is similar to that in Fig. 6 . This is shown more clearly in Fig. 8(c) where we plot g c as a function of U/E F for m ¼ 0.04 and T u /4 corresponding to (a) and (b).
C. Spin polarization
As usual, the spin polarization p s is defined as
For 0 < p s 1, the transmitted current is spin-up polarized, while for À 1 p s < 0, its polarization is reversed. In Fig. 9(a) , we show the spin polarization p s as a function of U/E F for m ¼ 0.22 and increasing values of d z . It is seen that p s becomes more pronounced with increasing d z . This is mainly due to the fact that the spin-split conduction bands in the ferromagnetic region shift in a different way at the K and K 0 points with increasing d z , i.e., they shift upward faster at one valley than at the other one. Thus, for large d z , only a single spin band contributes to the current giving rise to large spin polarization. In addition, p s becomes more pronounced because the evanescent modes are gradually suppressed as d z increases. For sufficiently large d z , the charge current becomes fully spin-polarized with spin-up electrons below the DP and spin-down electrons above it. The change of sign in p s is directly related to the relative shift of the conductances g " and g # . Thus, the spin current can be controlled by the electric field and p s can be inverted by changing the gate voltage U from negative to positive. The spin polarization can also be controlled by varying the exchange field. This is shown in Fig. 9(b) where we plot p s versus of U/E F for d z ¼ 5 and increasing values of m. As in (a), fully spin-polarized current can be achieved for sufficiently large m, which is a consequence of the broken valley symmetry. In passing, we note that p s becomes more pronounced with increasing width d.
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The spin polarization can also be tuned by changing the direction of the exchange field from positive to negative. This is shown in Fig. 10(a) where we plot p s as a function of U/E F for d z ¼ 8 and m ¼ 60.22. As can be seen, p s is inverted by simply reversing the direction of the exchange field. For m ¼ 0.22, the transmitted current is spin-up (spindown) polarized below (above) the DP, while for m ¼ À0. 22 , it becomes spin-down (spin-up) polarized. In Fig. 10(b) , we show the valley polarization in (a) . It is seen that the sign of p v can also be switched by reversing the direction of m. However, the regions of near-perfect valley polarization are shorter than those of p s . In Fig. 10(c) , we show p s as a function of m for U/E F ¼ 61.7 and d z ¼ 8. It is seen that as m changes sign, the spin polarization also changes sign. Above (below) the DP (U/E F ¼ 61.7), p s becomes negative (positive) as m becomes positive. As mentioned above, this is directly related to the relative shift of the conductances g " and g # . This is shown in Figs. 10(d) and 10(e), where we plot g " and g # , as functions of U/E F , for m ¼ 0.06 and À0.06, respectively. For m ¼ À0.06, the shift of g " and g # relative to each other is opposite to that for m ¼ 0.06. As a result, the sign of p s changes when m is reversed. Similar considerations hold for p v . These findings could be used to realize a silicene-based, high-efficiency spin-and valley-filter.
IV. DOUBLE FERROMAGNETIC JUNCTION
In this section, we study a double ferromagnetic junction shown schematically in Fig. 1(b) . The magnetic gates, both of width d and a distance b apart, extend over regions II and IV, We assume that E z is applied only in these regions and vanishes everywhere else.
The eigenfunctions are of the same form as those for a single ferromagnetic junction (see Sec. II A). In regions I, III, and V, k F is given by Eq. (5) 
where h ¼ arctanðk y =k x Þ is the angle that the incident particle makes with the x axis, and / i ¼ arctanðk ðiÞ y =k ðiÞ x Þ the angle inside the first or second barrier. Applying the continuity of the wave function at the interfaces leads to a system of eight equations with eight unknowns which are solved numerically to obtain the transmission. We also defined the longitudinal momenta as in Eq. (9) , that is, k
In the numerical calculation, we used d ¼ 100 nm, b ¼ 50 nm, and E F ¼ 40 meV. We also set d z ¼ d zero at V/E F % 1. This occurs because the two barriers together increase the effective width which causes a drastic suppression of transport through the evanescent modes. Also, increasing d z from zero leads to a transport gap similar to that for a single barrier. It has the same form as that for a single barrier and be found from an equation similar to Eq. For barriers (wells) of unequal height (depth), the conductance has a richer structure. In Fig. 12(c) , we show g " as a function of V/E F for U 1 ¼ V with U 2 ¼ 1.2 V (solid, blue curve) and U 2 ¼ 0.8 V (dashed, red curve). The electric and exchange fields are taken to be zero. First, it is seen that the dips are broadened and shift away from the DP. Second, the oscillation pattern in the barrier region becomes more complex and irregular. We also observe a beating pattern with progressively larger oscillations with increasing depth of the wells. We attribute the beating to the interference of Dirac fermions with slightly different energy due to the asymmetry of the two wells. This pattern is similar to that found for asymmetric electrostatic wells in graphene. 31 In Fig. 12(d) , we show g " , g # , and g c as functions of V/ E F for U 2 ¼ 1.2U 1 . The electric and exchange fields are such that d z ¼ 6 and m 1 ¼ m 2 ¼ 0.05. It is seen that both g " and g # exhibit beating patterns in the well region. Also, the relative shift of g " and g # leads to irregular oscillations of g c , especially in the barrier region, which cannot be used to determine the exchange splittings.
We demonstrate now the effect of the exchange fields on the spin-resolved and charge conductances. In Fig. 13(a) , we show g " , g # , and g c as functions of V/E F for d z ¼ d 
As can be seen, the exchange fields shift g " and g # relative to each other resulting in splitting of the peaks in the charge conductance, as in the case of a single barrier. However, the amplitudes of the oscillations in g " and g # become much larger than those for a single barrier (see Fig. 6(b) ). This is also reflected in the oscillations of g c which are also slightly irregular.
In Fig. 13(b) , we show g " , g # , and g c as functions of V/ E F with the exchange fields in opposite directions, m 1 ¼ 0.05 and m 2 ¼ À 0.05. Interestingly, we find that g " becomes identical to g # , i.e., the exchange fields do not shift g " and g # relative to each other. It is as if the exchange fields have opposite effects. This is due to the particular combination of M i and s z which enters the wave vectors k ðiÞ F . Specifically, the effect of a positive M i on spin-up electrons is identical to that of a negative M i on spin-down electrons, i.e., s z M i is positive in both cases. This explains the equality g " ¼ g # and the absence of splitting in g c . The absence of splittings leads to zero spin polarization through the double junction. At the same time, we note that the amplitudes of the oscillations in g " and g # are strongly suppressed. 
V. SUMMARY
We studied ballistic transport through silicene single or double ferromagnetic junctions and showed that they exhibit novel phenomena that are distinct from their counterparts in graphene. In particular, we showed that the charge conductance g c can be tuned by an external perpendicular electric field E z . Above a critical E z , g c changes from an oscillatory to a monotonically decreasing function of the junction width d. We also showed that g c develops a transport gap with increasing E z . These novel features could be used for the realization of electric-field-controlled switching.
Furthermore, it was shown that the presence of the ferromagnetic insulator induces exchange splittings in the peaks of g c , and g c is a periodic function of the barrier potential U and of the exchange field M. The periodicity of g c in M offers an alternative method for the experimental determination of M for which exchange splittings can be observed. Importantly, fully spin-polarized current can be achieved near the Dirac point for sufficiently large E z or M. The spin and valley polarizations can be inverted by changing either the gate voltage U, from negative to positive, or by reversing the direction of M. As for the value M ¼ 2.32 meV, it is a little lower than that reported for graphene. 21 These findings could be used to realize a high efficiency silicene-based spin and valley filters. We have also verified numerically, using the finite-temperature version of Eq. (11) , that our results are not affected for temperatures up to T % 120 K provided scattering by phonons or impurities is negligible.
For a double ferromagnetic junction, we showed that g c can also be tuned by E z . Furthermore, for wells with unequal depths, we found that the conductance exhibits a beating pattern which is attributed to interference effects of Dirac fermions with slightly different energies. The directions of the magnetizations play a significant role. Specifically, when the exchange fields in the two junctions are in opposite directions but have equal magnitudes, the g " conductance becomes identical to the g # one and there is no exchange splitting in the charge conductance g c . We expect that our results will be tested by appropriate experiments. field D c z ¼ ns z k so 6jE F À U þ s z Mj mentioned in Sec. II B. Inserting Eq. (A4) into Eq. (A5) and using d a % jd ns z j þ u 2 = 2jd ns z j we find g ns z % ð4p=qÞ 1=2 e À2k F djd nsz j erfð ffiffi ffi q p Þ;
where q ¼ k F d=jd ns z j; erf(x) is the error function. Equation (A6) is in very good agreement with the exact numerical calculation presented in Fig. 4(b) as long as d ns z $ D ns z 6 ¼ 0. It can be seen that, for any spin or valley index, g ns z exhibits a monotonically decaying dependence on d z as long as d z > 1. It also exhibits a similar dependence on the width d of the barrier for fixed d z .
