Abstract. Financial fraud is an important problem because it can detrimental firm in the modern business world. An audit is carried out to prevent and be responsible for detecting fraud. External audit is one of the audit practices conducted outside of the firm internal audit by visiting firms in carrying out the work of financial report audit data. The application of machine learning can be used as a solution in the use of data analysis methods needed to solve these problems. This study proposes a Support Vector Machine (SVM) method by combining the Ensemble Bagging model to improve single classification performance. Data comes from 14 different corporate sectors with 777 records. The results showed that the Ensemble Bagging model could improve the accuracy of classification performance from the Support Vector Machine (SVM) method and achieved the highest accuracy of 89.95%. Based on the results of the accuracy obtained, the Support Vector Machine (SVM) method with the Ensemble Bagging model can be used to detect fraud in the firm.
Introduction
Financial fraud is a crime committed to gain individual or group profits and is an important problem because it can detrimental the firm in modern business world. Audit is an evaluation of the firm carried out by competent, objective and impartial parties, which are referred to as auditors. The aim is to verify that the subject of the audit is completed or running in accordance with the standards, regulations, and practices that have been approved and accepted. Audits can be carried out both internally and externally, internal audits are carried out by firms auditing from various segments and so that the firm's operating procedures run efficiently [1] . Whereas, external audits are carried out for the process of checking financial records and ensuring that the firm's financial statements are compiled following common accounting rules and working principles [2] .
The Fraud Detection System (FDS) should not only detect fraud cases efficiently, but also save costs in the sense that the costs invested in screening transactions should not be higher than the losses due to fraud that occur [3] . In minimizing costs in audit practices to detect financial fraud, it is important to use statistical data analysis methods such as machine learning.
Machine Learning has been applied in many aspects of computational financial analysis [4] . Some financial areas where machine learning has been applied include: prediction of bankruptcy [5] [6], credit card fraud [3] [7] , loan decisions [8] , financial fraud [9] , etc. However, this research is related to the use of machine learning, which is to detect a firm financial fraud because it is one of the most interesting and important issues for the company to conduct a more in-depth study.
Several applications of machine learning that have been applied in detecting fraud, including research [2] using Bayes Net and J48 because they provide stable results in testing K-Fold validation as the feasibility of classification for conducting risk assessments that are efficient in determining decisions on audit field work because accuracy of up to 93%. Research [10] uses three classification methods: Decision Tree (DT), Logistic Regression (LR), and Artificial Neural Network (ANN) to carry out the fraud detection classification process, although the three methods are good at classification, but ANN shows more performance both of the other two classification methods. Research [11] uses and compares three classification methods: Support Vector Machine (SVM), Decision Trees (DT), and Neural Network (NN) to predict auditor choices, based on evaluation of 10-Fold cross validation, Decision Tree outperforms two other classification methods , achieving an average accuracy rate of 83.73%. In addition, the classification method to provide good performance enhancements can use an ensemble model based on some training to solve the same problem and then the output of a single classification is combined into one classifier [12] , [13] , [14] .
In this reasearch, the classification in detecting firm fraud was proposed to use the Ensemble Bagging model with the Support Vector Machine (SVM) method. By implementing Ensemble Bagging in classification using the Support Vector Machine (SVM) method, it is expected to provide an increase in the level of accuracy in classification.
Material and Methods
External audit is a problem in classification to determine decisions regarding financial statements between two classes of claims "legitimate" and "fraud" [15] . Classification results are an important process in assisting auditors in firm management. Therefore, external audits are very important to be implemented for firm to minimize the risk of financial fraud.
a. Proposed Framework
The work flow of the complete audit modeling process will be presented in Fig 1. The results of the proposed framework can help to detect financial fraud in the firm and provide a basic description of decision making for firm risk assessment during audit planning.
Fig.1. The Work Flow of Modeling Process

b. Classification Using Support Vector Machine (SVM)
Support Vector Machine: SVMs are the most widely used technique for classification of different type of type datasets. It searches for data in a space i.e. boundary between two classes that are present at the edge of an area and pass them as support vectors. It is a preferred technique for classification [16] . SVM is fundamentally a classification technique. The system is trained to determine a decision boundary between classes of "legitimate" and "fraudulent" claims. Then each claim is compared with that decision boundary and is placed into either legitimate or fraudulent class [17] .
The concept of the SVM diagram is shown in Fig. 2 . Processing of SVM is divided into linear divisibility and linear non-divisibility.
Fig.2. Support Vector Machine (SVM) Concept Diagram
Linear Divisibility
Let the training set be (x1, y1), ..., (xl, yl), x ∈ R n , y ∈ {1, −1}, in which x is the input variable, and the data will classify a super-plane into two categories, one is 1, and the other is −1. If such data can be distinguished correctly, and the nearest vector of each classification is at a maximum distance from the super plane, then the super plane is most suitable for divisibility. We express the super plane with the following formula: ' , 1
Linear Non-Divisibility
Imports the concept of the cost function as related to wrong classifications in order to calculate the super plane most suitable for divisibility, which can be expressed as Eq. (6) :
Where -is the error item of wrong classification, C is a given parameter value, and Lagrange relaxation can be obtained, as in Eq. (7) :
Where α, β are Lagrange constants.
c. Ensemble Bagging
The ensemble method can reduce classification errors effectively, and is believed to perform well compared to the use of a single classifier. The main idea of the ensemble method is to combine several sets of models that solve a similar problem to obtain a more accurate model [14] . Compared to an individual classifier, they only learn and train a set of data only. But ensemble classifiers learn and train the various data generated from the original dataset and the results will build a set of hypotheses from the data trained and produce better accuracy.
Several Ensemble classification techniques have been developed such as Bagging, Boosting, Random Forest, and Rotation Forest. However, this study only focuses on Ensemble Bagging classification techniques because the algorithm used is the simplest but can overcome instability in complex models with relatively smaller data sets.
Bagging (Bootstrap Aggregating) algorithm creates M bootstrap samples :1, :2,. . . , :; randomly drawn from the original training set : of size n. Each bootstrap sample : of size n is then used to train a base classifier Ci. Predictions on new observations are made by taking the majority vote of the ensemble .* built from .1, .2,…, .; [18] . Works of the ensemble bagging algorithm is given in Fig.3 . Specificity is defined as the number of fraud case predictions to the total number of fraud cases.
Specificity =TN/ (TN + FP) (8) Sensitivity is defined as the number of legitimate predictions compared to the total number of legitimate transactions. In fraud detection, the most important measure is specificity or fraud detection rate, as a higher value of recall means a lowest financial loss to the firm. Sensitivity =TP/ (TP + FN) (9) Accuracy gives the overall efficacy of the proposed system. It is defined as the total number of predictions to the total number of cases. The accuracy level of the model can be given with the following equation (10) . 
c. Experimental Result
The fraud detection models were trained and tested using Phyton GNU v.3.4.3. We have used K-fold cross validation (k=10) in the process of training and testing the different models. The average performance results are then recorded. This methodological approach ensures that all data were represented once as a test data and several times as a training data producing accurate results. Table 3 . show the classification results on the Support Vector Machine (SVM) classification model resulting in an accuracy of 87.26%. Furthermore, the results of the proposed model, Ensemble Support Vector Machine (SVM) using the Bagging method resulted in an accuracy of 89.95%. The application of the classification method using the Ensemble Support Vector Machine (SVM) method achieved an increase with a higher level of accuracy in the data set of 2.69%.
Conclusions
In this research, proposed an Ensemble Bagging model with Support Vector Machine (SVM) method in order to see the results of performance in terms of the level of accuracy in detecting fraudulent acts that occur in the company through an external audit. Data is collected from 14 different company sectors with 777 records to be implemented in the proposed method. Based on the results obtained, the accuracy possessed by the support vector machine method can be increased to 89,95% by using Ensemble Bagging, so that the Support Vector Machine (SVM) method with Ensemble Bagging model can be used to detect corporate financial fraud.
For future work, the authors expect to improve classification performance through a machine learning approach using different ensemble model to produce better performing classifications.
