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Abstract
Median filters are non-linear filters that fit in the generic category oforder-statistic filters.
Median filters are widely used for reducing random defects, commonly characterized by impulse
or "salt and
pepper"
noise in a single image. Motion estimation is the process of estimating the
displacement vector between like pixels in the current frame and the reference frame. When
dealing with a motion sequence, the motion vectors are the key for operating on corresponding
pixels in several frames.
This work explores the use of various motion estimation algorithms in combination with
various median filter algorithms to provide noise suppression. The results are compared using
two sets of metrics: performance-based and objective image quality-based. These results are
used to determine the best motion estimation / median filter combination for image sequence
restoration.
The primary goals of this work are to implement a motion estimation and median filter
algorithm in hardware and develop and benchmark a flexible software alternative restoration
process. There are two unique median filter algorithms to this work. The first filter is a
modification to a single frame adaptive median filter. The modification applied motion
compensation and temporal concepts. The other is an adaptive extension to the multi-level
(ML3D) filter, called adaptive multi-level (AML3D) filter. The extension provides adaptable
filter window sizes to the multiple filter sets that comprise the ML3D filter. The adaptive
median filter is capable of filtering an image in 26.88 seconds per frame and results in a PSNR
improvement of 5.452dB. The AML3D is capable of filtering an image in 14.73 seconds per
frame and results in a PSNR improvement of 6.273dB. The AML3D is a suitable alternative to
the other median filters.
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Chapter 1 : Introduction
As the demand for DVD and digital content increases, the need for digital film restoration
also increases. The desire to preserve old films from degradation is one example of the need for
efficient digital film restoration. The cellulose nitrate based film used during the silent picture
era is highly volatile and susceptible to age degradation. Whilemodern films, which use acetate
or plastic as the primary backing, are much more stable, they are still susceptible to degradation.
This susceptibility to degradation over time increases the need for efficient digital film
restoration. In general, physical transportation through the film gate of the projection apparatus
causes all types of films to suffer some form of degradation every time they are projected.
Typical problems that arise during the digital acquisition phase are blotches, dirt and sparkle,
dust, noise, frame jitter, line scratches, and faded color. Blotches, dirt and sparkle, dust, and
noise are commonly referred to as random defects. The use of digital film restoration was
limited in the past due to high associated costs, extensive processing times, and the manual
nature of the restoration process. As technology advances, computer scientists have developed
algorithms capable of handling a number of various impairments such as blotches and dust,
frame jitter, line scratches, and color fading. These advancements will reduce the extensive
processing time, thus reducing the high costs that are associated with digital film restoration.
The technological advancements also help automate the restoration process making it easier to
implement in the film post-production industry.
The primary emphasis of this work is restoration ofrandom defects, in particular impulse
noise. The restoration process depicted in this work consists of two primary stages, motion
estimation and image restoration. In this work, restoration process is analogous to noise
reduction and suppression. The first stage of the restoration process involves the application of a
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motion estimation algorithm to find the dominant cameramotion between frames. It is necessary
to use two frames of the image sequence to calculatemotion vectors. Each set ofmotion vectors
is associated with two specific frames and a certain direction. The final stage of the restoration
process is to restore information previously corrupted by the random defects. Random defects
are classified as impulsive distortions. A common approach to counteracting impulsive noise
and distortions is the application of spatio-temporal median filters. With the motion vectors
known, motion compensated median filters can provide adequate restorative properties while
remaining computationally efficient.
The random defect restoration process can be implemented in many ways. This work
implements two forms of the random defect restoration process, a simpler hardware
implementation and a more involved software implementation. When considering the random
defect restoration process for a software implementation, it is apparent that it is well suited for an
object-oriented programming paradigm. The object-oriented approach allows for several
similarly interfaced modules to be prototyped and compared with ease. Additionally, it allows
for flexibility of the individual components comprising the restoration chain. The restoration
processing chain is also well suited for implementation in hardware. For the hardware
implementation, specific components were implemented in VHDL and targeted towards the
Xilinx Virtex FPGA architecture. The actual hardware used for testing and benchmarking
purposes was theWildStar PCI boardmanufactured by Annapolis Micro-Systems. The WildStar
PCI is a commercial, off-the-shelf reconfigurable computing platform that contains three Xilinx
Virtex class FPGAs of varying gate densities. The test board utilized Xilinx Virtex-E 1000
FPGAs with a speed grade rating of 7. Speed grade rating is how Xilinx differentiates their
various chips. The higher the speed grade, the faster the chip can operate and the more costly it
is. The Xilinx Virtex-E FPGA is available in three speed grades, 6, 7, and 8, where 8 is the
fastest and 6 is the slowest. A speed grade 7 is capable ofprocessing at amaximum frequency of
133MHz.
A component approach was utilized for both the hardware and software designs. This
approach allows components to be considered first in software before implemented in hardware.
This is advantageous since software implementations are less time consuming than hardware
implementations. An advantage to implementing components in hardware is that they feature a
higher performance than comparable software components. The bulk of the work can be divided
into two categories, motion estimation and spatio-temporal filtering techniques. Each category
can be further divided into the various approaches taken for the hardware and software
implementations. The following is a brief summary of each chapter.
The second chapter is titled TechniquesforMotion Estimation ofImage Sequences. This
chapter provides an introduction to motion estimation as well as a brief summary of the various
approaches to motion estimation. Motion estimation is discussed first because of its utter
importance when detecting random defects. Also, motion estimation is discussed first since the
performance of the overall restoration process is highly dependent on the performance of the
motion estimator. Additionally, the motion field can be beneficial for other restoration tasks,
such as line scratch suppression. An investigation of the various types ofmotion estimation and
specific algorithms is discussed in this chapter. The motion estimation components implemented
in both software and hardware are also explained in this chapter.
The third chapter is titled Techniquesfor Spatio-Temporal Filtering ofImage Sequences.
Median filters excel at removing impulsive distortions that characterize random defects. When
utilizing the motion field calculated by the motion estimator, the median filter can operate on
identical pixels in all the frames in the sequence. There are many variations of the classic Tukey
median filter. A brief investigation and synopsis of the some of the variations ofmedian filter
algorithms are included in this chapter. The spatio-temporal filtering components implemented
in both software and hardware are also explained in this chapter.
The forth chapter is titled Software Implementation of the Restoration Process. This
chapter elaborates on the various components that comprise the software implementation of the
restoration process. The flow of data throughout the various components is also discussed.
Additionally, any tradeoffs and caveats as it relates to the software will be stated in this chapter.
The fifth chapter is titled Hardware Implementation of the Restoration Process. This
chapter details the functionality and operation of the various components that comprise the
hardware implementation of the restoration chain. A thorough discussion concerning the
WildStar PCI board, its physical components and connections, and the placement of each
implemented component is included in this chapter. Additionally, the interactions between the
WildStar PCI board and the host computer are explained. Also, a detailed depiction of the flow
of data through the WildStar PCI board is included. All of the hardware components are
expounded, including any tradeoffs, optimizations, and caveats pertaining to the components
operation.
The sixth chapter is titled Results and Conclusions. This chapter shows results from both
the hardware and software restoration chains. Also, a breakdown of the processing time for the
restoration chain is provided. Image quality based statistics for various image sequences will
also be presented in this chapter. In addition, a discussion of the results will be included in this
chapter. Example images from the various test sequences, as well as from the corrupted image
sequences and resultant filtered image sequences, are provided. Finally, conclusions, future
improvements, and alternatives are discussed.
The appendix is titled Example Restoration Results. This appendix provides a large
collection of images. Example images are provided for five image sequences that have
undergone the restoration process in the available combinations.
Chapter 2: Techniques for Motion Estimation of Image
Sequences
In order to approach motion estimation, it is necessary to understand that image
sequences are the input to the process. An image sequence is an ordered set of frames sampled
at specific time intervals that represent a specific scene. There are various standards for the
temporal sample rate that depends on how and where it will be displayed. Motion picture film
uses a projection rate of 24 frames per second, or a sample rate of
y24th
of a second. The North
American television standard, NTSC format, uses a projection rate of 29.97 frames per second.
The European television standard, PAL format, uses a sample interval of
y25th
of a second [32].
It is necessary to have a sample rate between 20Hz and 30Hz to produce smooth and realistic
motion when interpreted by a human observer.
The restoration process consists of applying various algorithms to consecutive frames of
the degraded image sequence. Since the sample rates of most formats are relatively high, the
difference, as seen by a human observer, between consecutive frames is relatively small.
However, scene changes result in large amounts of information change. Due to this fact, the
algorithms that encompass the restoration process take full advantage of the high amount of
temporal correlations to improve overall performance. This takes a conventional two-
dimensional spatial problem and transforms it into a three-dimensional spatial-temporal problem.
This closely relates the sequence restoration process with motion estimation. Therefore, the
overall performance of the restoration process is closely related to the performance of the motion
estimator.
Motion estimation is treated as a separate process from the image sequence noise
suppression process. The motion in a sequence is estimated first, and then all subsequent
processing utilizes the calculated motion field. This separation is done to aid the noise
suppression process. Pixel correspondence between frames is critical for noise suppression to be
highly effective. The motion estimation stage is used to provide this pixel correspondence
information for use in the later noise suppression stage.
One of the more common models for image sequences is the translational model. The
translationalmodel is
where In (x) is the gray level of the frame n at the pixel location specified by the vector x and
din.i is the displacement vector between the current frame (n) and the previous frame (n-1).
Therefore, the gray level intensity of each pixel in the current frame can be predicted from
shifted versions of the pixels in the previous frame. This means that the only parameter required
by this image sequence model is the motion vector d. Thus, using the translational image
sequencemodel is reduced to motion estimation [1].
Many current techniques are based on the translational model and its characterizing
equation (2.1). However, this method requires that pixels be detectable in both the current and
previous frames. With motion in the frames, some new pixels are revealed and old pixels
disappear or are occluded. The most prevalent types ofmotion, such as panning, rotation, and
zooming can be represented in the translational model and are depicted in Figure 2.1. As can be
seen in Figure 2.1, there are regions of new information and regions of missing information.
These regions make motion estimation interesting since motion vectors cannot be calculated.
Figure 2.1 shows only simple linear motion. It is possible to have nonlinear and complex
motions. For instance, multiple objects in a frame moving different directions will result in
multiple motion vectors, as well as different regions ofuncovered and occluded data.
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Figure 2.1: SampleMotion Between Frames
2.1 Motion Estimation
Motion estimation is a complex process that until recently did not receive the attention it
warranted due to computational requirements. Simply put, motion estimation is the process of
estimating the displacement vector between like pixels in the current frame and the reference
frame. The foundation of motion estimation is optical flow, which is concerned with spatial-
temporal variations. Most motion estimation techniques require two assumptions. The first
assumption is that the illumination is uniform along the motion trajectory. This assumption can
also be expressed as j;X(%,t) = 0 , where X(%,t ) is the image, is the motion trajectory, and t
is the temporal component [2]. Therefore, gray level intensity changes are only related to motion
and not lighting variations, such as shadows. The second assumption is that occlusion issues are
neglected. Occluded and uncovered regions cause complications when applying the optical flow
methods. More precisely, those regions result in no optical flows being found in the reference
frame. Motion estimation techniques can be divided into three categories: correspondence or
block matchingmethods, optical flow or gradient based methods, and pixel recursive methods [1
- 10]. Since the image sequences are two-dimensional projections of the true three-dimensional
scene, it is also possible to approachmotion estimation as either a 2D or a 3D problem.
2.2 BlockMatchingMethods
Block matching is one of the more common approaches to motion estimation [1] [2] [3]
[4] [7] [25]. Block matching motion estimation techniques are also referred to as
correspondence matching or region matching methods. Block matching is popular for four
distinct reasons. First, block matching motion estimators are simple to implement. Also, they
typically require integer operations only. Additionally, block matching motion estimators can
handle any displacement size regardless of the search area [1]. Also, block matching methods
are well suited for the block-based structure of many coding techniques. Block matching
methods are fairly robust in the presence of noise due to averaging over the blocks and larger
search area [1] [2].
The key assumption ofblock matching methods is that all of the pixels in a small region
of the image undergo the same translation motion. This allows the image to be divided into
smaller regions of usually equal dimensions. The dimensions commonly used for the N*N
blocks are 4x4, 8x8, and 16x16. However, larger block sizes are possible. Once the image has
been divided into smaller blocks, the motion vector for each block is determined. The motion
vector is determined by matching the block in the current frame with a set of identically sized
blocks in the previous frame according to some search criteria. This can be a computationally
intensive process depending on what restrictions are imposed by the search criteria.
Most implementations of block matching estimators are integer implementations, which
result in whole pixel accuracy of the motion vectors. Fractional implementations, either fixed
point or floating point, result inmotion vectors that are accurate at the sub-pixel level. However,
in order to be accurate at the sub-pixel level, interpolation is required [1].
Block matching techniques are based on minimizing the displaced frame difference
(DFD) over a block. The DFD is defined as
DFD{x,v) = I{x)-In_l{x+ v) (2.2)
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where v is a displacement vector, / is the current frame, and/ ./ is the previous frame [1].
There are many difference-based criterion besides minimizing the DFD that are suitable
for block matching techniques. A common matching criterion or distortion function is theMean
Absolute Error (MAE). To compute the MAE, the average of the summed difference between




where A and B are blocks of sizeM*N [4]. The best match occurs when the MAE is minimized.
The second matching criterion is the Mean Square Error (MSE) [4], which is very similar to the
MAE. The only difference between the MSE and MAE is that the difference between
corresponding pixels is squared before being summed.
1 M N 2
MSE=^21[A^y)-B(x,y)] . (2.4)
A lower MSE corresponds to a better match. Thus, the MSE should also be minimized like the
MAE. A third matching criterion is the Pixel Difference Classification (PDC). To compute the
PDC [4], each pixel in the target block is compared to the corresponding pixel in the candidate
block. The pair ofpixels is then classified as matching or not. The pair is considered matching
if their difference is less than some specified threshold. Mathematically, the PDC is defined as
M N
PDC = ^[ord(\A{x,y)-B{x,y)\<t)], (2.5)
x=\ y=\
where the outcome oford(x) is 1 ifx is true and 0 otherwise. A higher PDC value means a closer
match. Therefore, the best match occurs when the PDC is maximized. The final matching
criterion discussed is integral projections. Integral projections are calculated by summing pixel








It is possible to reuse values that were calculated for a particular candidate block when
calculating overlapping candidate blocks. This feature is more beneficial when a full search is
performed and is less useful with limited search algorithms [4].
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The simplest blockmatchingmethod consists ofbreaking a frame into equal sized blocks.
Then, for each block, the corresponding neighborhood in the next frame is searched to minimize
the selected matching criterion. This method is commonly referred to as full search block
matching [2]. The full search does not search the entire image as the name may imply. It
searches every pixel in a defined neighborhood surrounding the current block. Consider the
following circumstance. Suppose an image is divided into blocks of sizeM*N pixels and the
motion vector is restricted to a maximum displacement ofd in both the horizontal and vertical
directions. This limits the search window to a size of (2d + l)(2d +1) to find the correct motion
vector. This means that the full search block matching method requires (2d + 1) searches. The
amount of necessary computations makes the full search block matching method unsuitable for
most real-time applications [3]. To reduce the number of necessary operations, alternative
search methods are used.
Extensive research has been done to develop new search methods for finding suitable
block matches while reducing the total number of required searches. These reduced search
algorithms limit the search area to a smaller set of candidate blocks and select the closest
matching block from the reduced candidate set. Since only a smaller set of candidate blocks are
searched, these techniques are classified as sub-optimal algorithms [4]. Most sub-optimal
algorithms can be categorized by their approach taken to reduce the computational complexity.
Signature based approaches attempt to reduce the number of operations needed to locate a
matching block by using several search stages and matching criteria. Another approach to
reducing computational complexity is coarse quantization of motion vectors [4]. Coarse
quantization ofmotion is possible since humans have difficulty interpreting fastmoving objects.
12
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Figure 2.2: Full Search BlockMatchingWindow Size
Therefore, slower moving objects are more important and the best matching block should be
found for that motion vector. Fast moving objects can use less than ideal block matches.
Another approach to the reduction of the search area hinges on the principle of locality. In this
case, the principle of locality suggests that good matches are likely to be found in the vicinity of
other good matches. The final category of approaches to reduce the computational complexity is
quadrant monotonic [4]. In the quadrant monotonic model, the assumption is made that the
value of the matching criterion increases as the distance from the minimum distortion point
increases. This means that candidate blocks closer to the true optimal block will match better
than those farther away. Also, the distortion function can be viewed as a function of the distance
from the block [4].
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An excellent way to understand sub-optimal algorithms is to examine one in-depth. For this
purpose, the orthogonal search algorithm was chosen [7]. The orthogonal search algorithm is a
hybrid of two other sub-optimal approaches, the 2-D logarithmic (TDL) search and the three step
search (TSS). The orthogonal search algorithm has two stages of operation, a vertical stage and
a horizontal stage. The initial step size is |_yj , where d is the maximum allowable displacement
[3]. The initial step of the orthogonal search algorithm is to evaluate the distortion function for
the initial center block and the two candidate blocks on both sides of theX axis. Recall that the
distortion function is a function of the original block and the candidate block. This evaluation is
the horizontal stage. In following horizontal stages, the center block does not need to be
reevaluated. The block that has the lowest distortion function becomes the new center block.
Next, the distortion function is evaluated for the two candidate blocks on either side of the Y
axis. This evaluation is the vertical stage. Once the horizontal and vertical stages have been
completed, the step size is logarithmically decreased if it is greater than 1 and a new iteration of
horizontal and vertical stages is done. If the step size is less than or equal to 1, the better of the
two vertical candidate blocks is selected as the best matching block [4]. In general, the
orthogonal search algorithm requires l +4x|~log2(J + l)] searches [3].
2.3 GradientBasedMethods
Gradient based methods formotion estimation were developed independently for both the
video coding and computer vision fields in the late 1970's [1] [6]. This approach has become the
primarymeans ofmotion estimation for the computer vision field. Gradient basedmethods have
some desirable advantages. The primary advantages are that they are computationally efficient
14
and produce motion field estimates for each individual pixel. Since motion field estimates are























Figure 2.3: OSAwith Displacement of 7 andMinimum Distortion Function at (-1, -1)
Gradient based methods are intimately related to the optical flow equation. For this
reason, gradient based methods are also commonly referred to as optical flow methods. The




where x(,t) is the continuous image sequence, is the coordinate vector along the motion
a a( a a Y
trajectory, t is the continuous temporal coordinate, V =
operator, and
(^K)
is the spatial gradient
"<*'>-(s*-!4
(2-8)
is the velocity vector along the motion trajectory [2]. The optical flow equation is one means of
describing the assumption that the image intensity is constant along motion trajectories. Since
the optical flow equation contains two unknowns, it is not possible to apply it directly to
determine motion estimates without further constraints. Additional constraints take the form of a
smoothness constraint, which are categorized as either global or local [6].
It is also possible to derive the optical flow equation without utilizing gradients. In order
to derive the optical flow equation, let the spatio-temporal intensity of the image be I(x,y,t) .
At some time later, t +dt, a pixel may move to a new location, (x+ dx,y + dy) . Retaining the
assumption that the image intensity is constant, the following occurs:
I(x,y,t) = l(x+dx,y+dy,t+dt). (2.9)
Through a Taylor series expansion of the right-hand side, the following is obtained:
I(x,y,t) = I(x,y,t) +dxIx+dyIy+dtIt+---, (2.10)
where Ix = , / = , and /, = . By ignoring the higher order terms of the Taylor series
dx dy dt




In this case, the terms u and v represent the motion of a point projected onto the image plane. In
most optical flow methods, a solution to equation (2.1 1) is obtained byminimizing the square of
the energy,
E/(u,v) = (uIr+vIy+Ilf. (2.12)
Since the optical flow equation is under-constrained, a smoothness constraint is utilized. The
common form of the smoothness constraint is
E2{u,v) = (u-uk)2+(v-vk2) (2.13)
where k is a neighboring pixel. Equation (2.13) uses the assumption that the motion of an object
is smooth over the neighborhood. To determine themotion vector, the total energy is found
E2=a2E/+E2
(2.14)
where a is a parameter for determining the weight between the optical flow term and the
smoothness term.
To improve the performance of motion estimation, modern optical flow based methods
utilize a hierarchical approach to obtain motion estimates. Besides improving the speed of
obtaining motion estimates, the hierarchical approach also aids in handling large pixel motion
between frames. When deriving the Taylor series of the optical flow equation the assumption is
made that the magnitudes of the optical flows are small. The hierarchical approach computes
motion estimates on reduced resolution images. From this, the motion fields are projected onto
the higher resolution layers. This process is repeated until either there are no higher layers or the
desired flow field is obtained.
17
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Figure 2.4: Hierarchical Framework for EfficientMotion Estimation
All gradient based methods have common disadvantages that arise from their intricate
dependence on the optical flow equation. Additional disadvantages are due to the complex
nature of robust numerical differentiation techniques for differentiating the image intensity
function. The assumption that image intensity is constant along the motion trajectory causes
gradient based methods to be susceptible to noise problems [8]. Additionally, the inclusion of
the smoothness constraint can conflict with the discontinuous nature of the projected motion
field. Most gradient base methods are unable to effectively cope with the discontinuities of the
motion field resulting in a "smoothed
over"
motion field [2]. Gradient based methods are also
susceptible to the aperture problem. The aperture problem occurs when there is insufficient
intensity variation in a region to find a unique solution to the problem. In other words, multiple
motion candidates exist for the observed image data. This means that it is not possible to








Figure 2.5: Aperture Problem
Two optical flow motion estimation algorithms were considered, one for each of the two
types of smoothness constraints. The first motion estimation algorithm examined was the Horn-
Schunck algorithm. The Horn-Schunck algorithm utilizes a global smoothness constraint to
further constrain the optical flow equation [6]. Since the Horn-Schunckmethod was selected for
software implementation, further elaboration is provided towards the end of this chapter. The
second motion estimation algorithm investigated was the Lucas-Kanade algorithm. The Lucas-
Kanade algorithm utilizes a local smoothness constraint to further constrain the optical flow
equation [34]. This approach assumes that a constant model can be used to describe the optical
flow of a small window Q. The windowing function is defined as W(x),xgQ.. The
windowing function favors pixels that are closer to the center of the window. Since the
Lucas-
Kanade algorithm uses a local window to determine the optical flow, the approach is also






When equation (2.15) is solved, the following solution is obtained:
ArW2Av =ArW2b. (2.16)































where the sums are taken of the
window q [5] [34]. The Lucas-Kanade algorithm calculates the optical flow at point x by
identifying the intersection of all the flow constraint lines related to the pixels in the same
window as x. Since the Lucas-Kanade algorithm assumes that the flow within the local window
is constant, the flow constraint lines will intersect [8].
2.4 Pel-Recursive BasedMethods
Pel-recursive techniques for motion estimation build on the concepts used in gradient
based methods. Pel-recursive techniques were developed because the Taylor series derivation of
the optical flow equation (2.11) is only valid for small amounts ofmotion. Most pel-recursive
based motion estimators are of the predictor-corrector type and actively take into account the
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effects ofnoise on the motion estimation process. Since pel-recursive methods actively consider
the effect ofnoise, the image intensity at point (x, v) at time t is
I{x,y,t) = I(x-u,y-v,t-At) +b(x,y,t) (2.21)
where (u,v) is the displacement vector for the time interval At, and b(x,y,t) is additive noise
[9]. Pel-recursive methods usually take the form
da(x,t;At) = db(x,t;At)+u(x,t;At) (2.22)
where da(x,t;At) is the estimated motion vector at location x and time t, db{x,t;At) is the
predicted motion vector, and u(x,t;At) is the update term. The estimated motion vector is
updated recursively through a number of iterations. An estimated motion vector is obtained for
the pixel (x, t) before proceeding to the next pixel [3].
The example pel-recursive based method described is theWiener basedmotion estimator
(WBME). Since WBME is a pel-recursive based method, it is built around the Taylor series
expansion
/,W = //I_1(x)+drV/_1(x) + en_1(x) (2.23)
where d is the motion displacement vector. The primary idea behind pel-recursive based




/B(x) = /n_1(x+ d,.)+u,.rV/B_1(x+d,.)-t-e_1(x-t-d/).
The WBME handles the higher order of the Taylor series expansion by directly considering the
effect of Gaussian white noise on the solution. The WBME solution selects u,
= Lz; , which
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minimizes the expected value of the squared error between the true update u, and the estimated
update u, . The objective function, (2.25), is minimized with respect to L.
[(u,.-u;)r(u,.-u,.)]. (2.25)





where G represents the gradient measurements, z is the displaced frame difference (DFD), <?ee is
the variance of the Gaussian white noise, and <J2U is the variance of the estimate u, . The
derivation of Equation (2.26) can be found in [35]. Once the update is estimated, the
displacement vector is updated for use in the next iteration, d.+1 = d, +u,. . The iterative process
continues until the algorithm converges on a final result [1].
2.5 SelectedMotion Estimation Algorithms
Earlier it was stated that the motion estimator plays an significant role in the restoration
process. Therefore, it is vital to consider the overall goal of the restoration process. There are
two approaches that are considered for use in the restoration process. The first approach consists
of estimating the dominant camera motion between frames. With the camera motion
compensated, this allows for the random defects in the image sequence to be viewed as
stationary defects. The second approach includes estimating dense motion fields. When dense
motion fields are estimated, both camera motion and secondary inter-frame motion are dealt
with. The primary concept behind each approach is that the motion estimate should allow for
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like pixels from multiple frames to be utilized in the restoration process. A motion estimation
algorithm was selected for each of the two approaches.
2.5.1 Simplified Black's Motion Estimation Algorithm
The algorithm selected for the first approach is a simplification ofBlack's estimator [10].
The primary goal of this motion estimator is to estimate the translation vector, dp = [dpx,dpy),
that characterizes the dominant camera motion between two successive frames. This motion
estimator uses an approach similar to the block matching motion estimators previously
discussed. Since the overall camera motion was of interest, a large block size was used. The
block size used wasM*N, whereM is 5/6
th
of the image width andNis 5/6
th
of the image height.
The reference block is located in the center of the current frame. Since this motion estimation
algorithm is a block based approach, the location of the block in the next frame needs to be
varied in order to find the minimum distortion function value. The maximum allowable motion
displacement is set to
X2th
of the image dimensions. The factor of
X2th
of the image
dimensions comes from the fact that the block size is 5/6
*
of the image dimensions. When the
block is centered, that allows for yn
th
of the image on the outside. We constrain the algorithm
to only operate on known pixels, therefore the maximum allowable motion displacement is set to
yn
th
of the image dimensions. The block in the next frame can be placed anywhere in the
region (0-(%Af-l),0-(%iV-l)) . Since the overall camera motion is of interest, the majority
of the frame is treated as the block to be minimized. The maximum displacement is determined
by splitting the remaining area of the frame that is not used in the block. The pixel difference
classification (PDC) distortion function was used. As shown in equation (2.5), the PDC
determines the number ofmatching pixels whose difference exceeds a predetermined threshold.
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The threshold is determined experimentally. This was done using image sequences with
a known motion vector. The threshold was varied each time motion estimation was performed.
From the set of thresholds used, thresholds around Xo
*
of the maximum level of intensity
resulted in the dominant motion vector that had the least deviation from the known motion
vector. Finding the motion estimate was treated as two separate one-dimensional problems.
Thus, theminimum distortion functionwas first found for the X component of the motion vector.
Next, the minimum distortion function was determined for the Y component of the motion
vector. Brent's method for one-dimensional parabolic interpolation was used to find the
minimum distortion function [11].
2.5.2 Horn-Schunck Motion Estimation Algorithm
The second motion estimator selected was one that results in a dense motion field. The
specific algorithm selected was the Horn-Schunck motion estimation algorithm. The Horn-
Schunck algorithm is an optical flow approach that utilizes a global smoothness constraint. The
Horn-Schunck algorithm was introduced in 1980 by Berthold K.P. Horn and Brian G. Schunck
[6]. Their approach was the first attempt to calculate dense motion fields using the optical flow
equation directly. Even though it was the first optical flow technique, this algorithm is still
respected for the accuracy of the resulting densemotion fields that it generates. The overall goal
of the Horn-Schunck algorithm is to calculate the velocity of each pixel in both directions, X and
Y. The velocity of each pixel is its motion vector.
Prior to delving into the actual Horn-Schunck algorithm, some simplifying assumptions
must be made. In order to avoid brightness variations due to shading, the surface is assumed to
be flat. Additionally, the incident illumination is assumed to be uniform across the entire




Starting windowedarea pixel located in rectangle:
(0.0). (1/6Width. 0),
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Figure 2.6: Windows Area Selection in Frames
discontinuities. This assumption guarantees that the image intensity is differentiable [6]. These
assumptions are necessary for this method ofmotion estimation to perform correctly.
With some assumptions made, focus can now be turned towards further constraining the
optical flow equation. If every pixel could move independently, it would be nearly impossible to
accurately calculate pixel velocities. However, this is not the case since pixels are part of a
larger physical object of finite size. The objects undergo rigid motion or deformation.
Therefore, pixels next to the object will have similar velocities causing the overall velocity field
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of the image to vary smoothly in most areas. Discontinuities of the velocity field can occur at
object edges and points where occlusion occurs. The purpose of the smoothness constraint is to
limit the difference between the velocity of a single pixel and the average velocity over a small
neighborhood of pixels containing the initial pixel. Alternatively, the sum of squares of the









dx2 dy2 dx2 dy2
defined as V2w = 7+
7 V2 [6].
The optical flow constraint is derived from the fact that the image intensity for a
particular pixel is constant or = 0 where I(x,y,t) is the intensity at pixel (x,y) at time t.
This can be expanded to
dl dx dl dy dl . ._ __.
+ - + = 0. (2.27)
dx dt dy dt dt
By letting u= , v = , and Ix, Iy, and It be the partial derivatives for the respective
dt dt
dimension, equation (2.27) becomes
Ixu + Iyv + I,=0. (2.28)




Without the inclusion of the smoothness constraint, it would not be possible to calculate the flow
velocity (u,v) [6].
There are many ways to perform the numerical differentiation necessary for determining
the partial derivatives Ix, Iy, and i,. The method used in the Horn-Schunck algorithm averages
four differences between points in the cube (x,y,t) . Since the estimates for Ix, Iy, and It should
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be consistent, the estimates need to use the same point and time [6]. To determine the partial








































Another important process is estimating the Laplacians of u and v. The approximation
used in the Horn-Schunck algorithm takes the form ^2u~K{uxyJ-uxyt) and
V2v ^(v^^ ~vx,y.t) wnere " and v are local averages. The local
averages are defined as:
Kyj =
g
[Ux-l.y,t + Ux.y-U + Ux+X.yJ + "xjh-U ]
+TT|_M*-l,j'-l,(
"*"
M*-I.j>+1./ +W*+l,y-U + Mx+1,^+1,( J
(2.32)
(2.33)
Vx,yj =-[Vx-l,y,, + Vx,y-U + Vx+l,y,t
+ Vx,y+U ]
+-[Vl,H.' +Vx-ly+U +Vx+l,y-U +V*+l,,+u]
Recall that the overall goal of the Horn-Schunck algorithm is to find the best optical flow
that represents the motion between frames. The best optical flow can be found by minimizing
the sum of the errors related to the optical flow equation and the errors related to the smoothness
constraint. The error related to the optical flow equation is
E0=Ixu + Iyv+It. (2.34)
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The error related to the smoothness constraint is
E2=(u-uf+(v-v)2. (2.35)
Now that the errors to be minimized have been identified, it is important to assign a weighting
factor to each error. Since most images suffer from some acquisition corruption, such as
quantization error and noise, the optical flow error cannot be zero. The optical flow error will
have an error magnitude that is proportional to the amount of noise in the image. This leads to
the selection of a suitable weighting factor,
a2




In order to minimize equation (2.36), it is necessary to differentiate
E2






+ 2(lxu + Iyv+It)lx (2.37)
= (v-v)+ 2 (lxu + Iyv+It)lx (2.38)
dv
Equations (2.37) and (2.38) can be written as
(a2+I2+Iy2)(u-u) = -Ix(lxu + Iyv + Il) (2.39)
(a2+Ix2+Iy2){v-v) = -Iy(lxii+ Iyv + Il) (2.40)
When written in this form, it is evident that the value selected for
a2
can greatly affect the
outcome when the image intensity is small. In order to prevent spurious errors due to haphazard
adjustments of the weighting factor, the parameter should be initialized to the expected amount




A pair of equations exists for each point in the image and it is possible to solve the two
equations simultaneously using standard numerical methods. However, that approach is quite
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computationally intensive. It is easier to find a solution for the optical flow using iterative
methods, namely the Gauss-Seidel method. In each iteration, a new set of velocity estimates
(M"+1,v"+1)for the estimated derivatives Ix, Iy, and It, and the average of the previous velocity













The new velocity estimates are not directly dependent on the previous estimates at the same
point [6].
Overall, the Horn-Schunck algorithm utilizes an iterative approach to determine a dense
motion field. In order to determine the dense motion field, the error related to the optical flow
equation and the error related to the global smoothness constraint need to be minimized. The
Horn-Schunck algorithm requires the use of numerical differentiation techniques in order to
calculate the partial derivatives Ix, Iy, and It. The Horn-Schunck algorithm results in a dense
motion field that accurately depicts themotion between two successive images.
With an understanding of motion estimation and the two selected motion estimation
algorithms, the simplified Black's and Horn-Schunck, attention is turned to the second stage,
noise suppression. Spatio-temporal and median filtering concepts for noise suppression are
covered in Chapter 3.
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Chapter 3: Techniques for Spatio-Temporal Filtering of Image
Sequences
Restoration of an image sequence is not an insignificant process. As digital video
becomes more important in the areas of communication and entertainment, the need for efficient,
high quality image sequence restoration increases. Conventional two-dimensional still image
restoration has been an area of active research since the early 1960's [21]. This research has
resulted in elaborate image processing algorithms that remove blur, noise, and impulsive
distortions from a still image [20]. Image sequence restoration has been studied since the late
1970's [29]. Over the years, the increase in computational power and the widespread availability
ofpowerful computers has made image sequence restorationmore practical [22] [23].
The initial work related to image sequence restoration was mainly concerned with the
suppression ofwhite noise. This work tended to utilize motion information fairly rudimentarily
with very little motion compensation being implemented. Suppression of white noise was
achieved by simple weighted frame averaging with the absence ofmotion. When motion was
present in an area, very little or no averaging was performed on the area [22].
The next approach to image sequence restoration was explored by Thomas Huang in
1981 [24]. He applied a simple correspondence motion estimator in his research. To suppress
white noise, Huang implemented a three tap temporal finite impulse response filter that utilized
the motion information. Additionally, he attempted to address the suppression of impulsive
distortion through the inclusion of a three tap temporal median filter. Overall, Huang's approach
showed drastic improvements over previous methods that did not include motion compensation
techniques [24].
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Early image sequence restoration was primarily concerned with the suppression of
additive white noise. However, there are other types of defects that require attention as well.
The focus of this work is the restoration of random defects, also referred to as impulsive
distortions. For years, these random defects have been a problem area for television engineers.




is the random appearance of light or dark flashes and is an excellent example of a type
of random defect.
3.1 Temporal Filtering
The use of temporal filtering for image sequences is still popular due to its computational
efficiency. There are many approaches to temporal filtering and they all satisfactorily reduce
noise. One such temporal filtering approach was implemented by Boyce [25]. Boyce's method
utilized a motion compensated frame averaging filter. To calculate the motion vectors, a block
matching motion estimator was used. The motion estimator was designed to be robust to noise.
This is done by requiring the final match to be solely due to the object motion and not due to
noise [25]. Noise filtering in the Boycemethod is accomplished through frame averaging. More
specifically, frames are averaged before and after the current frame. The overall result
2
of the noise suppression is close to the theoretical maximum noise attenuation of where
o2
is the noise variance andN is the number of frames [16]. The robustness of themotion estimator
in the presence of noise directly affects the result of the Boyce filtering method. Boyce's
filteringmethod is one of themany variations ofmotion compensated temporal filtering.
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Another approach to temporal filtering is the use of aWeiner filter. TheWeiner filter is
extremely effective at suppressing noise. TheWeiner filter has the ability to suppress more noise
than frame averaging filters when using the same number of frames. There have been many
different experiments pertaining to the implementation ofJVtap Weiner filters and how effective
their application is for image sequence restoration [13] [23] [26]. The observed signal of a
Weiner filter takes the form
s{x,y,t)
=
l(x,y,t) + e(x,y,t), (3.1)
where s(x,y,t) is the noisy image sequence, I(x,y,t) is the original clean image sequence, and
e(x,y,t) is the added Gaussian white noise with a variance of
a2
. Most temporal Weiner




2[s(x,y,t)-I (x,y,t)]+I (x,y,t), (3.2)
where l[x,y,t) is theWeiner filter estimate of the clean signal l(x,y,t) ,
o2
is the variance of
l{x,y,t), and I (x,y,t) is the mean of the unknown original signal l(x,y,t). To improve
performance, motion compensation is included in the Weiner filter. Overall performance is
improved through the use of additional image information provided by the other frames in the
image sequence. The mean and variance can be calculated by the following equations where xn
and yn are the corresponding motion vectors from the current frame to frame n, where n is any
other frame is in the image sequence.
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The Weiner filter reduces noise by adding a portion of the difference between the noisy signal
and the averaged signal to the averaged signal. The portion that gets added is directly
proportional to the suspected ratio between the original signal variance and the noisy signal
variance. As the observed signal variance decreases, the Weiner filter result approaches that of
the averaged signal [13]. The overall result of motion compensated Weiner filtering is an
improvement over the original image sequence. However, the selection of the motion estimator
directly impacts the output of theWeiner filter.
3.2 Spatio-Temporal Filtering
Purely temporal filtering does have its advantages. It can provide noise reduction while
minimizing image detail loss. However, if the motion is not tracked and used in the temporal
filter, image detail can be easily eliminated. By utilizing spatial information as well as temporal
information, the filter should be able to provide improved noise reduction in addition to
improved image detail preservation.
Many research papers have focused on extending the effectiveness of conventional two-
dimensional spatial filters that excel at noise reduction and applying them to three-dimensional
filters. One such paper was done by Kataggelos et al. [12]. Several two-dimensional noise
filters were modified to utilize temporal information, thus creating spatio-temporal filters. The
parameters for the various filters were selected to subjectively improve image quality. The work
presented by Sezan et al. [13] attempted to filter noise and blur in an image sequence in an
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optimal manner. The approach used was unique and utilized a three-dimensional Weiner filter,
but modified it in a novel way. The filtering of the image sequence was done in the frequency
domain. To transform the image sequence into the frequency domain, a two-dimensional fast
Fourier transform (FFT) was used. This is of interest because full three-dimensional frequency
domain Weiner filters use three-dimensional FFTs. The motion estimator used in conjunction
with the filter was the Fogel motion estimator, which is a multi-resolution optical flow based
estimator [27]. The results of their method showed improvements, which is encouraging for
frequency domain based image sequence restoration.
3.3 Median Filtering
Temporal and spatio-temporal filters work well for reducing additive noise, however,
they do not adequately address impulsive noise. Impulsive noise is of interest since it is one of
the primary characteristics of random defects. Median filters are widely used for reducing
impulsive or "salt and
pepper"
noise.
In 1974, Tukey proposed the initial median filter [30]. Median filters are non-linear
filters that fit in the generic category of order-statistic filters. Order-statistic filters operate on a
window of pixels. The first step in the filtering process is to sort the pixels in the current
window in ascending order. The output of the order-statistic filter is then selected by the chosen
statistic. For example, the upper quartile or lower quartile can be used as the output value. For
the median filter, the median value is selected for the output value. The output of the median
operation is dependent on the number ofvalues in the set.
Median Value :
N Odd Values (2JV+1)
N+(N+1) , . (3.6)1 ' Even Values (2N)
N
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Median filters are popular because of advantages inherent in the median operation. For
instance, the median operation preserves edges well and results in less image blurring than
conventional linear filters of the same window size. In addition, the median operation is resilient
to outlying values and is also effective at removing impulsive distortions, such as "Dirt and
Speckle"
and salt and pepper noise. However, depending on the window size of the median
filter, fine details can be lost. This is due to the nature of the median operation. Since the
median operation rejects isolated impulses, fine details could be interpreted as an isolated
impulse. This results in eliminating or smoothing over ofdetails smaller than halfof the window
size. Repeated application of the median filter reduces the amount of intensity variation of
pixels. An increased amount of image smoothing and a decrease in pixel variation are both
results from choosing a larger window size for the median filter. To counteract that
shortcoming, smaller window sizes are desired. Most median filter implementations use a small
window size of 3x3 [1] [15] [16] [28] [30].
Variations on the original median filter have been developed in order to improve results.
The original median filter did not utilize any temporal information. When filtering an image
sequence, the filter window can be modified to include pixels not only from the current frame,
but also from the previous and future frames. In addition to utilizing temporal information, it is
possible to utilize motion information to improve the filtering results. By utilizing motion
information, it is possible to place the filter window of each frame in an identical position. This
allows the median filter to operate on the same pixel within the three frames when the motion
information is provided.
To improve the ability to retain fine detail in the image sequence, the median filter can be
modified to include a multiple level architectural approach, which was introduced by A.
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Nieminen, P. Heinonen, and Y. Nuevo in 1987 [28]. Multi-level median filters (MMF) utilize a
hierarchical approach and consist ofmultiple stages of operations that funnel down to a single
value. The overall goal of theMMF is to retain the fine image detail that a conventional median
filter would eliminate. The topology and the number of stages ofMMF vary depending on each
implementation. MMF is able to preserve fine detail due to the various orientations selected for
each sub-filter window. A typical topology and sub-filter orientation is depicted in Figure 3.1.
Figure 3.1 is a 2-stage MMF where the light gray squares are the selected pixels in the sub-filter
window and the dark gray pixel indicates the resulting pixel. In this case, the center pixels are
common between the sub-filter windows. Compared to a conventional median filter, the MMF
rejects a slightly smaller amount of impulsive distortion, but it also better retains the fine detail.
Figures 3.2-3.5 show the performance of a traditional median filter and a multi-level median
filter. Figure 3.2 displays the original image whereas Figure 3.3 shows the original image
corrupted with 10% salt and pepper noise. Figure 3.4 demonstrates the results of the corrupted
image being filtered by a traditional 3><3 median filter. Figure 3.5 displays the result of the
corrupted image being filtered by a MMF that has the topology depicted in Figure 3.1. The
example results are performed on a single image and therefore do not utilize temporal or motion
information. Figure 3.4 shows results that are less impulsive in noise when compared to Figure
3.5. However, Figure 3.4 is blurrier and more smoothed over than Figure 3.5. In other words,
Figure 3.5 retains more fine detail than Figure 3.4. However, Figure 3.5 does retain some
impulse noise.
Newer median filter algorithms are utilizing adaptive techniques improve overall
performance. The adaptive approaches are typically able to adjust their window sizes
accordingly to remove detected impulses [36] [39]. Newer algorithms include: morphological
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signal-adaptive median (MSAM) filter [36], polynomial approximation (PA) filter [37],
progressive switchingmedian (PSM) filter [38], and conditional signal-adaptive median (CSAM)
filter.
3.4 SelectedMedian FilteringAlgorithms
A majority of this work consists of the implementation of six temporal median filter
algorithms. All of the selected filters utilize the temporal information provided by the image
sequence to suppress impulse noise and reduce random defects. In addition to using the temporal
information, motion compensation is included in each of the filters to ensure that like pixels are
processed. Of the six filters implemented, four filters were based on existing algorithms. The
remaining two filters also used existing algorithms, but weremodified to improve overall
'
Median Filter Median Filter Median Filter
Median Filter
Figure 3.1: Example 2-StageMMF Topology with 3 Sub-FilterWindows
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Figure 3.2: Original Image of Peppers
Figure 3.3: Corrupted Image with 10% Salt and Pepper Noise
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Figure 3.4: Corrupted Image Filtered with 3x3Median Filter
Figure 3.5: Corrupted Image Filtered withMMF
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performance. These two filters are an original research effort. The remainder of this chapter
focuses on describing the selected median filtering algorithms in detail.
3.4.1 Motion Compensated Median Filter Algorithm
The motion compensated median filtering algorithm is primarily a temporal based filter.
As previously stated, the original median filter was proposed by Tukey in the early 1970's [30].
Unlike conventional median filters, this filter only utilizes a single value from each frame. The
median operation is still used to determine the output value from the three available pixels.
Motion vectors are used to ensure that like pixels are being used in each frame. When the
motion vector causes a pixel to fall outside the real image area, the resulting filtered pixel is set
to the original pixel value. Since there are not enough pixels available to determine whether the
median is a valid value or an impulse distortion, the value should not be altered. The
mathematical description of the motion compensated median filter is shown in equation (3.7).
The motion compensated median filter was implemented in both hardware and software. The
topology and pixel selection for the motion compensated median filter is depicted in Figure 3.6.
Since spatial information is not utilized, the amount of fine detail retention is minimized. Also,
by not utilizing multiple pixels from each frame, the ability to reject impulsive distortions is
reduced.
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In equation (3.7), the following notions are used: xcp is theX component of the motion vector
from the current frame to the previous frame, yCP is the Y component of the motion vector from
the current frame to the previous frame, xCN is theX component of the motion vector from the
current frame to the next frame, yCN is the Y component of the motion vector from the current
frame to the next frame, P is the previous frame, C is the current frame, and TV is the next frame.
These notations will be used as the convention for describing the remaining filter algorithms.









Figure 3.6: Diagram DepictingMotion CompensatedMedian Filtering
3.4.2 Multi-level (ML3D) Filter Algorithm
The ML3D filter was originally proposed by B. Alp, P. Haavisto, T. Jarske, K. Oistamo,
and Y. Neuvo in 1990 [14]. The ML3D filter is a multi-level median filter that consists of two
stages of filtering and three sub-filters. The ML3D filter is a
spatio-temporal median filter. The
sub-filter windows contain minimal information from the surround frames while using an
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extensive amount of information from the current frame. The original ML3D filter was not a
motion compensated implementation. When the algorithm was proposed, motion estimation was
still considered impractical, as well as time consuming and computationally intensive. However,
with modern technology, motion estimation is now more practical. A motion compensated
implementation of the ML3D algorithm can be obtained with some minor modifications. Since
spatial information is included in the filter, the fine detail retention is diminished. However,
given that multiple filter windows are used, a larger amount of fine detail can be retained as
compared to a conventional median filter of comparable window size. An advantage to
including spatial information is an increase in the ability of the filter to reject impulsive
distortions. The mathematical description of the motion compensated ML3D filter is shown in
equations (3.8) through (3.10). The topology and pixel selection for the motion compensated
ML3D filter is depicted in Figure 3. 7. For this research, the ML3D filter was implemented as







































Jk Previous Frame Center (x+X^y+Y,)
Current Frame Center (x,y)
^1 Next Frame Center (x+X2,y+Y2)
[f Input Pixel
M Output Pixel
Figure 3.7: Diagram DepictingML3D Filtering
3.4.3 Extended Multi-Level (ML3Dex) Filter Algorithm
The ML3Dex filter was originally proposed by A. Kokaram in 1993 [1]. The ML3Dex
filter is an expansion of the original ML3D filter. The enhancement of the ML3Dex filter is
achieved by adding additional sub-filter windows to the filter topology. The ML3Dex filter is a
multi-level median filter that consists of two stages of filtering and five sub-filters. The
ML3Dex filter is a spatio-temporal median filter that was not originally a motion compensated
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implementation. With some minor modifications, a motion compensated implementation of the
ML3Dex algorithm can be obtained. By adding the two sub-filter windows, the ML3Dex
algorithm aims to improve the performance of the filter in the presence of blotches. The
ML3Dex filter also improves on the ability of the filter to suppress line scratches. The two
additional sub-filter windows are comprised ofminimal information from the current frame and
a large amount of information from the surrounding frames. The ML3Dex filter excels at
suppressing impulse distortions while maintaining a large amount of fine detail. The
mathematical description of the motion compensatedML3Dex filter is shown in equations (3.11)
through (3.16). The topology and pixel selection for the motion compensated ML3Dex filter is
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Figure 3.8: Diagram DepictingML3Dex Filtering
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3.4.4 Arce Bi-directional Multi-level Median Filter Algorithm
The Arce Bi-directional multi-level median filter was originally proposed by G.R. Arce
and E. Malaret in 1989 [15]. The Arce Bi-directional MMF is a multi-level median filter that
consists of two stages and four sub-filter windows. The sub-filter windows were selected in
order to enhance the rejection of constant impulse distortions as well as Gaussian noise. The
original Arce Bi-directional MMF was a non-motion compensated, spatio-temporal median filter.
By carefully selecting the sub-filter windows, the Arce Bi-directional MMF was made robust to
motion. The sub-filter windows were selected in a direction orthogonal to the three frames, the
current and surrounding frames. When motion occurs, the sub-filters operate exclusively as
spatial operators. This is because the pixels in the surrounding frames have very little in
common with the pixels in the current frame. With some minor modifications, a motion
compensated implementation of the Arce Bi-directional algorithm can be obtained. When
compared to basic median filtering, the Arce Bi-directional MMF is good at suppressing impulse
distortions while maintaining a large amount of fine detail. The mathematical description of the
motion compensated Arce Bi-directional MMF is shown in equations (3.17) - (3.21). The
topology and pixel selection for the motion compensated Arce Bi-directional MMF is depicted in
Figures 3.9. The motion compensated Arce Bi-directional MMF is one of the available filters in
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If any pixel locationis outside
the physical image dimensions
(3.21)
Otherwise
3.4.5 Adaptive Median Filter Algorithm
The original adaptive median filter algorithm is described in Digital Image Processing by R.C.
Gonzalez and R.E. Woods [16]. The original adaptive median filter algorithm was designed for
filtering a single image and not an image sequence. Conventional median filters efficiently filter
noise when large amounts of impulsive noise are not present. On the other hand, the adaptive
median filterwas designed to handle a large density of impulse noise. The adaptive median filter
also aims to retain as much fine detail as possible while smoothing non-impulsive noise. The
adaptive median filter was designed with three main purposes in mind. Those are to remove
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Figure 3.9: Diagram Depicting the First Stage ofArce Bi-directional MMF
thinning and thickening of edges. The adaptive portion of the algorithm comes from its ability to
vary the size of the filter window. The size of the filter window is increased when a set of
criteria is violated. Recall that the adaptive median filter was designed for operation on a single
image, not an image sequence. In order to use the algorithm on image sequences, some
additional modifications are necessary. The approach taken was a multi-staged approach. The
first stage of the modified adaptive median filter is to apply the original adaptive median filter
designed for single images on each of the three frames. The next stage is to apply the previously
discussed motion compensated median filter to the adaptively filtered frames. The adaptive
median filter for single images is a two step algorithm. The following notation is used for
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describing the adaptivemedian filter algorithm: S^ is the current window with a center placed at
(*>) *mi is the minimum pixel intensity in the window Sv, i^ is the maximum pixel
intensity in the window 5^ , imed is the median pixel intensity in the window S^ , i is the pixel
intensity at (x,y) , and 5max is themaximum window size allowed for S .
AdaptiveMedian FilterAlgorithm
Stage 1: If (/merf-/min)>0and (i^-i^KO then
Go to Stage 2




Else, Filtered Value (x,y) = i^
Stage2: If (ixy-imiD)>0 and {ixy-im3K)<0 then
Filtered Value (x,v) = i^
Else, Filtered Value ( jc,y) = imed
Now that the algorithm has been detailed, it is appropriate to discuss how and why it
works. The algorithm treats the values i^n and /^ as
"impulselike"
noise components
regardless of whether they are the lowest or highest obtainable values. The purpose of the first
stage is to determine whether the value imed is an impulse or not. If i^n < imed < i^ is true, then
imed cannot be an impulse value. Since imed is not an impulse value, the algorithm goes to the
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second stage. The purpose of the second stage is to determine whether the current value, i^ , is
an impulse value. This is done using the same assumption as in the first stage, imiD < iv < i^ . If
this is true, then iv is not an impulse value. In this algorithm, the output of the filter is the
original value if it is not an impulse value. The output is chosen in this manner in order to
reduce the amount of distortion. If i^ is an impulse value, then i^
=
imin or i^
= imXi . In this
case, the pixel value is known to be an extreme and should be replaced with the median value,
Led wmch is known to be a non-impulse value from the first stage. This replacement occurs for
every pixel in a traditional median filter. The replacement results in unnecessary loss of detail.
By preserving the original value, if it is not an impulse, the detail is not unnecessarily
diminished.
Now, assuming z^ < imed <^ is false, then imed is considered an impulse value. In this
case, the window size is incremented and compared to the maximum window size. If the new
window size exceeds the maximum allowable window size, the output of the filter is the original
value. If the new window size is permissible, the first stage is repeated. The repetition of the
first stage continues until either themedian value is not an impulse or themaximum window size
is reached. This algorithm does not guarantee that the output value of the filter is not an impulse
value. However, the smaller the noise variance is or the larger the maximum window size will
improve the chance that the second stage will be reached [16].
3.4.6 Adaptive Multi-Level (AML3D) Filter Algorithm
The final algorithm being described is the AML3D filter. The AML3D filter is a unique
modification of the original ML3D algorithm discussed earlier in section 3.4.2. The AML3D
filter is a new filter that utilizes components of the adaptive technique previously described in
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section 3.4.5. The adaptive portion arises by varying the size of the filter window used from the
current frame only. Throughout the algorithm, the window used from the previous frame and the
following frame remains constant. The algorithm requires that a maximum window size be
specified. The maximum window size must be an odd value and have a minimum size of three,
which allows for a 3><3 filter window for the current frame.
The algorithm starts by first determining if the pixels of interest in the previous and
following frames are actually located within the physical dimensions. If either the pixel in the
previous frame or the pixel in the next frame is not available, the resulting pixel from the filter is
assigned to 0. If the required pixels are available, the adaptive portion of the algorithm is started
by initializing the working window size to the minimum size of three. The next step of the
algorithm is to make a copy of the pixels that are included in the filter window of the current
frame. The maximum and minimum intensities are then found for the current set of filter
windows. The maximum and minimum intensities are used in determining whether the current
window size is adequate or whether a larger window size is required. Next, the three sets of
filter windows, shown in Figure 3.10, are assembled and the median value of each is found.
Determining whether or not the new value is an impulse value can be done if the median,
maximum, and minimum intensities are known. An impulse occurs when the following
conditions are met: (median (Wl)-iiriia)<0, (median(Wl)-ima)>0, (median (W2) -i^)<0,
(median(W2) -imax)>0, (median (median (Wl),median (W2) , W2>) - i^ ) < 0 , or
(median(median(Wl),median(W2),W3)-imax)>0, where Wl, W2, and W3 are the various filter
windows comprising the AML3D topology, imin is the minimum intensity found using all of the
available pixels, and imax is the maximum intensity found using all of the available pixels. When
any of the previous conditions are not met, the working window size is incremented by 2. The
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process of creating the filter windows is repeated until either the filtered result is not an impulse
or the maximum windows size has been exceeded. When the maximum window size has been
exceeded, the output of the filter attempts to select a non-impulse value as its output. When
median(W\)
=
W3, the output of the filter is median(W2). When median(W2)
= W3, the
output of the filter is median (Wl) . If neither of the previous two cases occurs, the output of
the filter is the original value.
AML3D FilterAlgorithm
For each pixel in the dimensions (x,y) , do the following:
Check if (x,y) is not physically located in previous or next image.
If true, the output of filter is 0 and the next pixel needs to be processed.
Else, set the current window size to 3.
While current window size < maximum window size do:
Create the 3 filter windows (W\,W2,W3) and calculatemedian values.
Find theminimum and maximum intensities present in the current windows.
If the output of theML3D topology is not an impulse, it becomes the new value.
Else, increment the current window size by 2.
If current window size > maximum window size then, determine the output as follows:
If median (W\)
= W3, then new value is median (W2) .
Else if median(W2)
= W3, then new value is median(W\) .
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Figure 3.10: Diagram Depicting the AML3D Filter
3.4.7 Summary of Selected Median Filter Algorithms
The original median filter proposed by Tukey utilized a filter window from a single
image [30]. For this work, the motion compensated median filter only uses one pixel from each
of the three images. Motion vector information is utilized to locate the current pixel in the
preceding and succeeding frames. The ML3D filter proposed by B. Alp, P. Haavisto, T. Jarske,
K. Oistamo, and Y. Neuvo is a MMF that utilizes three images [14]. For this work, the ML3D
filter was extended to utilizemotion vector information. TheML3DEx filter was proposed by A.
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Kokoram in 1993 [1]. TheML3DEx is an extension of theML3D filter. As with the ML3D, the
ML3DEx does utilize three images, but did not originally utilizemotion vector information. The
Arce Bi-Directional MMF is a spatio-temporal filter introduced by G.R. Arce and E. Malaret in
1989 [15]. For this work, the Arce Bi-Directional MMF was extended to utilize motion vector
information. The adaptive median filter used in this work was described by R.C. Gonzalez and
R.E. Woods [16]. This adaptive filter was originally designed for single images. For this work,
it was extended to utilize three images, as well as motion vector information. The final filter is
the AML3D filter. This filter is proposed in this work. It is a combination of the ML3D filter
with the adaptive median filter. The AML3D filter utilizes an adaptable window size concept
from the adaptivemedian filter and applies it to theML3D filter. As like the other filters, motion
vector information is used to operate on like pixels in the three images.
With the six median filter algorithms described in detail, attention is now turned to how
the selected motion estimation algorithms and median filter algorithms are combined to provide
an image sequence restoration process. The software restoration package is detailed in the
subsequent chapter, Chapter 4.
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Chapter 4: Software Implementation of the Restoration
Process
The purpose of this research is to develop algorithms and implement them in order to
restore image sequences from random defects. The primary focus of this research is to eliminate
impulsive noise that is highly characteristic of random defects. Various techniques necessary to
perform the restoration of the image sequence have been described in the previous two chapters.
Attention will now be turned towards the implementation of these techniques.
The initial implementation of the restoration chain was done in software utilizing
object-
oriented programming techniques. The software implementation was written in C++ using the
Standard Template Libraries. The software was designed for execution on multiple hardware
platforms. The software was compiled using the GNU Compiler Collection resulting in
executables for a SUN UltraSparcIII running Solaris, as well as an Intel x86 PC running Linux,
and was optimized to obtain the peak performance.
The input to the restoration chain is a sequence of images. The software supports two
image formats: the Cineon file format by Eastman Kodak and Digital Moving-Picture Exchange
(DPX) [17] [18]. The Cineon file format is the predecessor of the DPX file format. The Cineon
file format was created in order to store frames captured from the Cineon telecine scanner and
print frames to the Cineon laser film printer. The Cineon file format was designed to support
multiple bit-rates and pixel packing formats [17]. The Cineon file format is commonly used to
store 10-bit RGB packed images. This means that for every 32-bit double word one pixel
containing each of the three colors can be stored. The Cineon file format also supports both little
endian and big endian byte ordering methodologies through the use of a magic number at the
beginning of the file header. Additionally, the image data stored using the Cineon file format is
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uncompressed [17]. The DPX file format was standardized by the Society ofMotion Picture and
Television Engineers (SMPTE) in February 1994 and is defined in SMPTE-268M [18]. The
DPX file format is an extension of the Cineon file format that allowed for the addition of new
features. Given that Cineon was designed with the movie picture industry in mind, only RGB
color space is used. Since DPX is also intended for use in the television industry, luminance-
chrominance (YCrCb) color space is supported. DPX supports: variable resolution; a variety of
pixel packing formats; bit depths of 1, 8, 10, 12, and 16-bit integer values and 32 and 64-bit
IEEE floating point values; image orientation; and many other features. Since DPX is designed
as an exchange format, both little endian and big endian byte ordering methodologies are
supported [18].
The restoration chain was designed to operate on a single channel of color, primarily
grayscale images. To accommodate the processing of color images, the images are converted






Once the image is converted into YCRCB color space, the processing is performed on the
luminance channel, since it closely resembles the grayscale version of the scene. When the
processing is completed, the image is converted back to RGB color space by going through the
inverse 3x3 matrix [19].
1 1.4022 0
1 -0.7145 -0.3456
1 0 1.771 CR
(4.2)
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The software restoration package is command-line driven. Several different execution
arguments are used to vary the operation parameters. The software restoration package is
executed by running the program restore. Two different modes of operation are available. The
first mode of operation functions on three frames only. This mode of operation is selected by
using the -s option and then specifying the three files that comprise the image sequence to be
used in processing. This mode of operation will result in a single image. The second mode of
operation operates on entire directory of images. Conventionally with Cineon and DPX images,
each image is a single frame of a scene. Thus, naming the first frame 00001 and simply
increasing the number for each successive frame is a commonly used naming convention. The
software checks the entire directory for missing files in the sequence, as well as ensuring that a
minimum of three images are in the sequence. This mode ofoperation is selected by using the
-
d option and then specifying the directory that contains the image sequence. The restored images
are stored by default in the directory named results under the current operating directory. The
default storage directory can be overridden by using the -r option and specifying the desired
storage directory name. If the directory does not exist, it is created when possible. The restored
images have the same file name as the original image. Since the software restoration chain is
designed to handle both grayscale images and color images, additional command-line arguments
are needed to determine which mode of processing is to be used. By default, grayscale image
processing is used. Grayscale image processing is selected by using the -g option. Color image
processing is selected using the -c option. In depth timing details
for the various components of
the processing chain are provided through the use of
the -T option. The timing option provides
average times for image reading, color space conversion, motion estimation, image filtering, and
image writing.
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The various filters can be selected by using the -/ <filter type> option and specifying the
numerical equivalent of the desired filter. Motion compensated median filtering is selected by
the using -fO option. The application of the ML3D filter is selected by using the -f I option.
The ML3Dex filter is selected for use in processing by adding -f2 to the command line. The
Arce Bidirectional multi-level median filter is applied to the image sequence through the use of
the -f3 argument. The adaptive median filter is selected by using the -f4 option. The adaptive
ML3D (AML3D) filter is applied to the image sequence by adding -f 5 to the command-line.
Only one type of filter can be applied to the image sequence during a run. By default, themotion
compensated median filter is applied to the image sequence if the -/option is not used. The
maximum filter window size for the adaptive filters is specified using the -w <filter size>
option. The maximum filter window size must be an odd number that is larger than 3. The
defaultmaximum filter window size is 7.
The motion estimator used in the restoration chain is also selectable. By default, the no
motion estimation is used in the restoration chain. The various motion estimators are selected by
using the -m <motion estimator type> ormotion option. Motion estimation is omitted by using
the -m 0 option. The simplified Black's motion estimator is explicitly selected by using the -m 1
option. When the simplified Black's motion estimator is used, the threshold used for the PDC
distortion function is specified by using the -t <threshold> option. By default, a threshold of 30
is used for the simplified Black's motion estimator. The Horn-Schunk motion estimator is
selected by using the -m 2 option. When the Horn-Schunk motion estimator is used, the number
of iterations is specified using the -p <passes> option. By default, 20 passes are used for the
Horn-Schunk motion estimator. In addition to the number of iterations, the Horn-Schunck
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motion estimator requires the a weighting factor to be set by using the -a <alpha> option. By
default, 0.50 is used for the a weighting factor for the Horn-Schunck motion estimator.
4.1 Software Interaction Diagram
Since the software restoration chain was written in C++ using object-oriented
programming techniques, it is possible to describe the overall flow of information and
interactions between objects by using simple diagrams. The image processing chain is initialized
through the restore block, which parses the command-line arguments and determines the correct
processing flow. Two different processing flows exist. The first processing flow processes three
images of the sequence, which is the minimum number of images to operate on. The second
processing flow processes all of the images in the specified directory. This processing flow
expects a sequence of images that contains an incrementing numeric portion of the file name.
This method checks for gaps in the sequence prior to executing and if any are found, the
execution is halted. Image reading and writing is handled by two classes, ImageReader and
ImageWriter. In addition to obtaining the image data, the classes are also responsible for color
conversion between RGB color space and YCrCb color space. In order to aid in benchmarking,
the Timer class is used as a computerized stopwatch to determine how much time is spent
performing specific activities.
Since the restoration process can be divided nicely into two distinct sections, motion
estimation and image filtering, two abstract classes are used to encapsulate themain functionality
of the sections. The various types ofmotion estimators inherit from theMotionEstimate virtual
class. Polymorphism is used to redefine the estimation functionality needed to perform the
specific motion estimation algorithm. Three classes inherit from the MotionEstimate virtual
class are BlackEstimate, HomEstimate, and NullEstimate. BlackEstimate encapsulates the
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simplified version of Black's motion estimator. HomEstimate is the instantiation of the Horn-
Schunck motion estimator. NullEstimate is used when for comparison and provides motion
vectors with no displacement. The various types ofmedian filters inherit from the Filter virtual
class. The inherited classes make use of polymorphism to redefine the filtering functionality to
implement the specific median filtering algorithm. The MedianFilter class implements the
motion compensated median filter algorithm. The ML3D multi-level median filter algorithm is
implemented using the ML3DFilter class. The ML3DexFilter class encapsulates the ML3Dex
multi-level median filter algorithm. The Arce bi-directional multi-level median filter algorithm
is encapsulated in the ArceFilter class. The AdaptiveFilter class implements the proposed
adaptive median filter algorithm modified for use on image sequences. The proposed adaptive
ML3D multi-level median filter algorithm is implemented in theAML3DFilter class implements.
With an understanding ofhow the software restoration process operates and its associated
workflow having been provided, attention can be directed towards the hardware restoration
process. The hardware restoration process is detailed in the following chapter, Chapter 5.
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int main( int argc char "argvfl )
void usage( char 'name )
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*file3, const char *store_dir, int threshold, filterjype
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DirFilter( const char'dir, const char *store_dir, int
threshold, filterjype whichjilter, int time, Int
window_size, bool color, mejype whioh_me, int passes
float alpha )
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private: void getHeader(const char *fn, imgjype
'imageFormat, uint32J 'hSize, uint32J *vSize)
private: uint16J *stripToSingleChannel(uint32J color,
uint16J*frame)
private: void convertRGBtoYCC(uint16J "frame, uint16_
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Figure 4.2: Software Interaction Diagram Focused on Image Reading andWriting
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virtual void estimate!) = 0
void setlmages( uint16J *c, uin16J *n)

















private: uint32J brents(int32J ax, int32J
ex, bool which, int16J *xmin)
private: uint32J exceedThreshold( const
int32J widthOffset, const int32J
heightOffset )
HornEstimate( uint32J in_pass, float
in_alpha )
-HomEstimate
void setPasses( uint32J pass )

































Figure 4.3: Software Interaction Diagram FeaturingMotion Estimation Components
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void setlmages(uint16J *im1, uin16J *im2, uint16J *im3)
void setMV(int16J *dxA, int16J *dyA, int16J *dxB, int16J *dy)
void setDimensions(uint32J w, uint32J h)
uint16J "getFilteredlmage()
virtual void filter() = 0
protected: uint16J median_3(ulnt16_t*p)
protected: uint16J medianJ3(uint16J *p)





































private: uint16J *adaptive(uint16J "frame
private: void block_stats(uint16J "frame,
int pixel, int line,
uint16J*
median, uint16_|t






private: uint16J "makejilock) int pixel, in
line)
private: Int max_window
Figure 4.4: Software Interaction Diagram Featuring Filtering Components
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Chapter 5: Hardware Implementation of the Restoration
Process
With the software implementation of the restoration chain completed, two algorithms
were selected to be implemented in hardware. The algorithms selected for hardware acceleration
were the simplified Black's motion estimation algorithm, which is detailed in section 2.5.1, and
the motion compensated median filter algorithm, which is detailed in section 3.4.1. The
algorithms are targeted for the commercial WildStar PCI reconfigurable computing platform,
which is manufactured by Annapolis MicroSystems [31]. The hardware and the implementation
of the hardware accelerated algorithms are detailed in the remainder of the chapter.
5.1 Description ofHardware Platform
5.1 .1 Overview ofWildStar PCI Hardware
The hardware platform being targeted is the WildStar PCI reconfigurable computing
engine. The WildStar PCI board is a commercial-off-the-shelf (COTS) productmanufactured by
Annapolis MicroSystems. The WildStar PCI is a single slot computer board that utilizes a 64-bit
PCI connection. The WildStar PCI can be configured in a variety of configurations. The
common component of all the variations of the WildStar PCI is the use of Xilinx Virtex type
field programmable grid arrays (FPGAs), either Virtex or Virtex-E. The WildStar PCI contains
three FPGAs or processing elements. The size of the processing elements can be varied
depending on the configuration. The minimum configuration is a Virtex XCV400, which has
approximately 470,000 system gates and 82,000 bits of dual-port block RAM. The maximum
configuration is a Virtex-E XCV2000E, which has approximately 2.5 million system gates and
655,000 bits of dual-port block RAM. The most common configuration is a Virtex-E
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XCV1000E, which has approximately 1.5 million system gates and 393,000 bits of dual-port
block RAM. The Virtex based WildStar PCI systems have a maximum processing rate of
100MHz, where as the Virtex-E basedWildStar PCI systems have a maximum processing rate of
133MHz. The WildStar PCI contains two types of memory, local memory and mezzanine
memory. Local memories are mounted on the same physical board as the processing elements.
Each WildStar PCI can hold up to four banks of local memory, two banks connected to the left
processing element (PE1) and two banks connected to the right processing element (PE2). The
local memories have a 32-bit data bus. They also come in a variety of size configurations; 0MB,
1MB, 2MB, or 4MB per bank. Mezzaninememory is contained on an external module. Like the
local memories, the mezzanine memory module contains four memory banks. The memory
banks are organized so that the two banks are paired together. The paired banks are
interconnected using a crossbar, which allows the same memory bank to be accessed from
multiple processing elements. Mezzanine memory modules can be placed between the left and
the middle processing elements and the middle and right processing elements. The data bus that
connects the left and right processing elements to the memory banks are 64-bits wide. The data
bus that connects the middle processing element to the memory banks is 32-bits wide. The
mezzanine memory modules come in a variety of size configurations; 0MB, 2MB, or 4MB per
bank for a total of 0MB, 8MB, and 16MB per module. The maximum memory configuration
available using the WildStar PCI is 48MB. The memory used is synchronous ZBT SRAMs
capable of operating at 100MHz. The WildStar PCI has a maximum bandwidth of 6.4 gigabytes
per second [31].
The WildStar PCI board is connected to the host computer through the use of a 64-bit,
33MHz PCI expansion slot. Each of the processing elements is directly connect to the PCI bus
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through a local address data (LAD) bus. The LAD bus provides address and data information to
each processing element. This is used to perform registered input and output between the
processing elements and the host computer. Each processing element has a maximum of
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addresses. Data is provided to the processing element at a rate of 32-bits per cycle. In addition
to registered LAD I/O, direct memory address (DMA) transactions are possible to each
processing element. The processing element must utilize an internal 66MHz clock when DMA
transactions are used [31]. Prior to initiating a DMA transaction, the processing element is
configured with the address range of the memory space that will be written to. The maximum
theoretical transfer rate of DMA transactions is 300MB per second. However, the DMA
performance is directly related to the host computer's DMA controller chipset. A bandwidth rate
of 150MB per second is common formost available systems.
Four different clocks, K, M, P, and U, are provided to the processing elements. The K
clock is used for transactions across the PCI bus and is run at either 33MHz or 66MHz. The M
clock is used for memory transactions. It is user programmable with a minimum frequency of
25MHz and a maximum frequency that is identical to the maximum frequency of the processing
element. The P clock is divided version of theM clock and is intended to be themain processing
clock. It also has a minimum frequency of 10MHz and amaximum frequency that is identical to
the maximum frequency of the processing element. The U clock is a user defined clock that has
a minimum frequency of 0.32MHz and a maximum frequency equal to that of the processing
element [31].
In addition to the memory expansionmodules, theWildStar PCI has an expansion slot for
an additional 10 card. The 10 card contains a single processing element and 2 banks of ZBT
synchronous memory. It also contains three 10 connections that utilize 38-pin matched
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impedance connectors (MICTOR). The 10 card provides amaximum bandwidth of 1.6GB per
second and can be used to connect theWildStar PCI board to otherWildStar PCI boards or to the
outsideworld [31].
The configuration used for WildStar PCI the hardware implementation consisted of
various components. It utilized three Xilinx Virtex-E XCV1000E FPGAs that have a speed
grade of 7. The configuration also contained four banks of local memory, each 2 megabytes in
size. It also contained two mezzanine memory modules where each contained four banks of
synchronous ZBT memory, each 4 megabytes in size. Although available on the test board, the
10 card expansion module was not utilized. There are also various layouts and connections
provided on theWildStar PCI hardware. These will be addressed in the next section.
5.1 .2 Diagram ofWildStar PCI Hardware
Figure 5.1 shows the physical layout of the actual WildStar PCI hardware used and
Figure 5.2 shows the physical layout of the mezzanine memory module. Both mezzanine
memory expansion slots are occupied by amezzaninememorymodule.
10 Card Expansion Slot PE1/PE0Mezzanine PE2/PE0 Mezzanine
Figure 5.1: WildStar PCI Test Board
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Figure 5.2: WildStar PCI MezzanineMemoryModule
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Figure 5.3: Block Diagram ofWildStar PCI Connections
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Figure 5.3 depicts the connections that are available on the WildStar PCI board. All
three processing elements are connected to the host computer's PCI bus through a 32-bit LAD
bus. PE1 is connected to PE2 via two systolic buses. Each systolic bus is 36-bits wide and is bi
directional. PEO is connected to PE1 and PE2 through two different 2-bit, bi-directional buses.
If additional connections are needed between PEO and the other processing elements, it is
possible to shunt the mezzanine memory modules to provide a 54-bit, bi-directional bus [31].
However, when the mezzanine memory is shunted, it is no longer available to read or write.
After the layout and connections available are examined, the next step is to choose algorithms
that will benefit from this performance. This is discussed in the next section.
5.2 Detail Investigation ofHardwareAlgorithms
In forming the hardware restoration process, it is important to first choose the algorithms
and to then decide how and where the algorithms should be implemented in the hardware. The
hardware restoration process is fixed in its operation. The hardware restoration process only
makes use of the simplified Black's motion estimation algorithm (2.5.1) in conjunction with the
motion compensated median filter (3.4.1). The flow of data through the restoration process will
be examined first. This examination aids in determining how to partition the design of the
restoration process to best correlate with the WildStar PCI, which is the selected hardware
platform.
5.2.1 Data Flow Analysis of Hardware Design
Each algorithm can utilize an entire processing element since only two algorithms are
being implemented. It is essential to determine which processing element each algorithm should
use. In order to make an educated decision, it is important to understand the flow of image data
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through the system and to know which frames are required at each stage of the restoration
process.
The first step of the hardware restoration process is motion estimation. In the hardware
implementation, this is accomplished by using the simplified Black's motion estimation
algorithm (2.5.1). In order to operate, motion estimation requires two frames to determine the
motion between. After motion estimation is finished, the hardware restoration process is
completed by using a motion compensated median filter (3.4.1). In order to operate, the motion
compensated median filter requires the motion vectors produced in the previous stage, as well as
three additional frames. Whenever a new frame is required for processing, it must be sent to
WildStar PCI hardware. To achieve higher performance, the frame is sent through a DMA write
transaction. Once restoration of a frame has been completed, it is duplicated from the hardware
through a DMA read transaction. Figure 5.4 provides an overview of the image flow through the
hardware restoration process as well as the partitioning of the process.
It is possible to partition the design with just a high level look at how image data flows
through the hardware. Since median filtering requires three frames to perform and results in a
whole new frame, the only processing element with enough memory available is PEO. Motion
estimation can be placed in PE1 because it only operates on two frames. In doing this, beneficial
side-effects arise. Since motion estimation is more time consuming than median filtering, the
overall performance of the hardware restoration process will benefit from the wider data bus that
connects the processing element to the mezzanine memories. The 64-bit data bus that connects
the processing element to the mezzanine memories allows the motion estimation algorithm to
operate on six pixels in parallel, whereas the 32-bit data bus connection would only allow three
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pixels to be operated on. Figure 5.5 provides a brief look at the flow of data through the system







Figure 5.4: Overall Image Flow and Design Partitioning
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Figure 5.5: Memory Flow and Processing Element Responsibilities
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5.2.2 Detailed Investigation of PE1 Design
The responsibility of the left processing element (PEI) is to calculate the dominant
camera motion between two frames. As previously stated, this is accomplished by using the
simplified Black's motion estimation algorithm. This algorithm can easily be partitioned into
several components. A total of five components were created to comprise the entire simplified
Black's motion estimation algorithm: Brents, ExceedJThreshold, Calc_Start_Addr,
Row_Buf_Read, and ThresholdjCompare. All of the components work in unison to perform the
motion estimation. Figure 5.6 shows a block diagram of the components placed in PEI of the
WildStar PCI.
The Brents component is a hardware implementation of Brent's method for one dimensional
parabolic interpolation. All of the arithmetic operations required within this component are
implemented using Xilinx LogicCORE blocks. Xilinx CORE Generator is used to implement
parameterized LogicCORE blocks that are highly optimized implementations of various logic
blocks. The various arithmetic blocks included in the Brents component use the minimum
number of bits required to retain the needed resolution and are used for multiple calculations.
They also make use of pipelined implementations. A very large state machine is used to
coordinate the flow of data through the Brents component. Brent's method is used to find the
minimum point of a parabolic function. The function that is minimized for the simplified
Black's motion estimator is the PDC. The PDC is implemented in the ExceedJThreshold
component. The ExceedJThreshold component examines a windowed section of the two frames.
For each pixel, the difference between the code values of each frame is calculated and is then
compared to a user-specified threshold. The overall output of the ExceedJThreshold component
is a running count of the number of pixels that are in excess of the threshold. Also embedded
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within the implementation of the ExceedJThreshold component is a memory controller used for
interfacing with the external ZBT SRAM. The Calc_Start_Addr component is used to calculate
the starting memory address and pixel offset for the windowed section of each frame. This
starting address information is provided to the Row_Buf_Read component. The RowJBuf_Read
component is responsible for reading the entire windowed section of the two frames and
providing six pixels from each frame per clock cycle. The entire frame read occurs in one
continuous burst read operation. The six pixels of each frame provided from the Row_Buf_Read
component are sent to the ThresholdjCompare component. The ThresholdjCompare
component is responsible for actually implementing the PDC and maintaining the threshold
count. The Brents component is executed twice, once for each direction of the image. The
primary output of the Brents component is the dominant motion between the two frames. The
dominantmotion is represented as two, 9-bit, signed integer vectors.
The top level design of the PEI architecture contains an additional state machine that
controls the Brents component. The motion estimation process automatically starts after the
mezzanine crossbar has been toggled twice and every subsequent crossbar change. The state
machine is also responsible for determining which mezzanine memory is treated as the previous
frame and which is treated as the current frame. The top level design also contains several host
accessible registers. The registers are used to configure the various parameters required for
operation of the simplified Black's motion estimator. The registers are also used for the host to
obtain the results of themotion estimation. Figure 5. 7 describes the eight available registers and
their contents.
The final implemented design of PEI utilizes two different clock domains, the K clock





















Figure 5.6: BlockDiagram ofWildStar PCI PEI
Address Direction Name Portion Purpose
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Starting memory address for static window
Starting pixel offset for static window
Number ofrows to read in the window
0x7FF4 Read dx 8-0 X component of the motion vector
0x7FF5 Read dy 8-0 Y component of the motion vector
0x7FF6 Read count 210 Number ofpixels exceeding the threshold
0x7FF7 Read done 0 Motion estimation completed
Figure 5.7: RegisterMap forWildStar PCI PEI
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where as the M clock domain is flexible. The K clock domain is only used to interface between
the processing element and the host computer. The actual motion estimation algorithm operates
in the M clock domain. Therefore, it is desirable to have the fastestM clock operating frequency
as possible. The final implemented design of PEI has an M clock operating frequency of
100MHz and uses roughly 35% of the available slice logic on a Xilinx Virtex-E 1000E-7 part.
Of the 35% of the used slice logic, 28% is used as flip-flops and 19% is configured as four input
Look Up Tables (LUT). The overall slice usage is equivalent to approximately 130,000 logic
gate cells.
5.2.3 Detailed Investigation of PEO Design
The responsibility of the center processing element (PEO) is threefold. The first
responsibility is to handle DMA write requests for new frames. The new frames are packed so
that there are three 10-bit pixels to each 32-bit memory block in the host. PEO's second
responsibility is to handle DMA read requests for the filtered result frame. The primary
responsibility of PEO is to perform the motion compensated median filtering of the frames.
Figure 5.8 shows a block diagram of the components that are placed in PEO of theWildStar PCI.
There are six main portions of the top-level architecture of PEO: one for handling DMA
writes, another for handling DMA reads, a portion for handling host input and output, a part for
performing the motion compensated median filtering, a section for copying frames from the PEI
mezzanine memories to the PE2 mezzanine memories, and the final allotment is for controlling
the memory connections and mezzanine crossbar status. The DMA write portion is handled
through the use ofDMA_Write_Mux_IF and DMA_Write_Mem32_Bridge components provided
as part of theWildStar PCI VHDL models. The DMAJrite_Mux_IF provides access to DMA
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Figure 5.8: Block Diagram ofWildStar PCI PEO
with a 32-bit memorywhich in this case is one of the PEI mezzanine memories. The DMA read
portion is handled through the use of DMA_Read_Mux_IF and DMA_Read_Mem32_Bridge
components, which are also provided as part of the WildStar PCI VHDL models. The
DMA_Read_Mux_IF provides access DMA data to the host. TheDMA_Read_Mem32_Bridge is
used to bridge the DMA_Read_Mux_IF with a 32-bit memory, which in this case is also one of
the PEI mezzanine memories. Memoryjvlux components are used to interface with the
mezzanine memories. The Memory_Mux component allows multiple clients to utilize the ZBT
SRAM and use a priority based arbitration scheme. The higher priority memory client is
connected to either the DMA_Read_Mem32_Bridge or the DMA_Write_Mem32_Bridge. The
mezzanine memories contain two memory banks, the left and the right. Therefore, one bank is
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connected to the DMA_Read_Mem32JBridge for reading the result frame and the other bank is
connected to the DMA_Write_Mem32_Bridge for writing the next frame for processing [31].
The top-level architecture provides several host accessible registers. The host interface is
provided by the LAD_Mux_Regfile and the LAD_Mux_IF components which are provided as part
of theWildStar PCI VHDL models. The LAD_Mux_Regfde component is the interface between
the PCI (LAD) bus and the top-level architecture [31]. The top-level architecture provides
fourteen registers to be used for configuring the operation of the motion compensated median
filter and for checking the internal status of the processing element. The register map for PEO is
shown in Figure 5.9.
Address Direction Name Portion Purpose
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0x7FFA Read PE2 XBar Mode 1-0 Current PE2 crossbar mode
0x7FFB Read DMA Write Done 0 Status bit forDMAWrite completed
0x7FFC Read copying 0 Status bit for frame copy
0x7FFD Read side 0 Status bit for where the frames are located
Figure 5.9: RegisterMap forWildStar PCI PEO
Also included in the top-level architecture are several small state machines that are use to
control the mezzanine memory connections and the crossbar mode. The crossbar state for the
PEI mezzanine memory is directly controlled by the host. During each cycle that the
PEl_XBar_Toggle_EN register is asserted the PEI mezzanine memory state is advanced. The
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crossbar state for the PE2 mezzanine memory is
controlled completely within the processing
element. The PE2 mezzanine crossbar state is advanced
when either a DMA frame write has
been completed or a frame has been successfully copied from the
PEI mezzanine memory to the
PE2 mezzanine memories. The mezzanine memory connection can vary depending on the
current state ofprocessing. During the frame copying process, one set of signals is connected to
the mezzanine memories. Once the frame copying process has been complete, another set of
signals is connected to the mezzanine memories to allow for the reading of the three frames.
This also allows for the resultant frame necessary for performing motion compensated median
filtering.
In order to maintain three frames in the mezzanine memories, it is necessary to move the
frame from where it was originallywritten in the PEI mezzanine memory to the PE2 mezzanine
memory. The frame copying process is accomplished using the copyjrame component. The
copyjrame component can duplicate a frame from either PEI mezzanine memory to both PE2
mezzanine memories in a single burst read and write sequence. The single burst operation
minimizes cycle downtime and improves data throughput between the memories. The copy size
of the frame is also configurable and is adjusted by the host.
The final portion of the top-level architecture is responsible for applying the motion
compensated median filter algorithm to the three frames available in the mezzanine memory
banks. The motion compensated median filter algorithm is comprised of fourmain components,
readjrame, median3, validate_address, and writejrame. The readjrame component is
responsible for concurrently reading the three frames available in the mezzanine memory blocks.
The image data is provided from the readjrame component in a single unbroken sequence block
at a rate of three pixels for every clock cycle. The data is then fed from the readjrame
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component to the median3 component. The median3 component computes the median of three
values. The median value can be computed in a fully parallel implementation by using three
comparators, A>B , B>C, and C> A. By examining the outcome of three comparisons, the
median value is determined. This is shown in equation (5.1).
Median =
A ((A > B) and (C > A)) or (B > C)
C ((B > C) and (C > A)) or (A > B) (5.1)
B Otherwise
Since the readjrame component provides three pixels on each output, three
instantiations of the median3 component are required. The validate_address component is used
to determine which of the three pixels of a frame are valid and which are not valid. Two
validate_address components are needed, one for the previous frame and one for the following
frame. The validate_address requires several input parameters. The parameters are the motion
vector between the current frame and the frame being checked and the image dimensions. If a
pixel has been determined to be invalid by the validate_address component, the median value
can not be used. This is due to the fact that not all pixels are available to compute the median.
In this case, the original pixel value of the current frame is retained. Otherwise, the new value of
the resultant frame is passed on as an outcome of the median3 component. The writejrame
component is responsible for writing the resultant frame to the mezzanine memory. The
writejrame component is fed three pixel values in parallel. The writejrame component
embeds the memory interface logic required to write the packed resultant frame to themezzanine
memory. Thewritejrame component can write a variable size image.
The final implemented design still utilizes two different clock domains, the K clock
domain and the M clock domain. The K clock domain is restricted and can only run at precisely
66MHz, where as the M clock domain is flexible. The K clock domain is only used to interface
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between the processing element and the host computer. The actual motion compensated median
filtering algorithm operates in the M clock domain. Therefore, it is advantageous to have the
fastestM clock operating frequency as possible. TheM clock domainmust be matched with the
various processing elements on theWildStar PCI board. The final implemented design has anM
clock operating frequency of 100MHz and uses roughly 33% of the available slice logic on a
Xilinx Virtex-E 1000E-7 part. The slice usage is broken down such that 16% of the slice logic is
used as flip-flops and the other 14% of the slice logic is configured into four input LUTs. The
overall slice usage is approximately 160,000 logic gate cells.
5.3 Host Software Roles and Responsibilities
The host software serves a vital role in orchestrating the flow of image data throughout
the WildStar PCI board. The host software provides much of the same run-time parameters as
the software restoration process. These are: grayscale or color sequence selection, timing
statistics, and the resultant directory. The host software for the hardware restoration process
does not have the capability to select the type ofmotion estimation or median filter algorithm
that is to be applied to the entire image sequence. This added flexibility is not required due to
the structured nature of the hardware implementation. There are two primarymodes of operation
that are still being used. The first one only operates on three frames to produce one resultant
frame. The other one that operates on a directory of frames producing a new resultant sequence.
The host software is responsible for providing image data to the hardware and
orchestrating its usage throughout the restoration process. The host software can be divided into
three main processing segments, an initialization portion, amain processing portion, and a clean
up portion. The initialization portion of the host software is responsible for providing the
hardware with the necessary image data to produce a resultant frame, as well as specific run-time
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parameters. The processing elements must be properly initialized with the required run-time
parameters. One parameter required by both processing elements is the image dimensions. In
addition, PEI requires the PDC threshold value to be initialized and the image dimensions to be
divided by twelve.
After the run-time parameters of the hardware have been configured, the image data can
be sent to the hardware. In order to do that, the frame must be read from storage. If the image
sequence is a color sequence, the image must be converted from R G B to Y CR CB. In this case,
only the luminance information is sent to the hardware. Prior to sending the frame to hardware,
itmust be arranged so that there are three pixels to every 32-bit unsigned integer, leaving the top
2-bits unused. With the frame properly packed, it can now be sent to the hardware through a
DMA write transaction. After each frame write, the PEI mezzanine crossbar status is
incremented to the next state.
Once two frames have been written to the hardware, the motion estimation process can
begin. The next packed frame can be transferred to the hardware in parallel with the motion
estimation process being performed. At this point, the hardware is continually polled to check
for the completion of the motion estimation process. Once the motion estimation process is
completed, the results are read from PEL The PEI mezzanine crossbar status is then
incremented to the next state.
Once two sets of motion vectors have been obtained, motion compensated median
filtering can be performed. Upon completion of median filtering, the resultant frame is
transferred from the hardware to the host. The resultant frame then needs to be rearranged so
that it contains three new pixels for every original 32-bit unsigned integer value in the frame.
Also, conversion back to R G B from Y Cr Cb is necessary if a color sequence is being
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processed. At this point, the unpacked resultant frame needs to be written back to the storage
device.
The host software uses several functions to interact with the hardware. The host software
is responsible for programming the processing elements on the hardware, as well as resetting the
processing elements to a known state. The libraries provided by Annapolis MicroSystems for
controlling the WildStar PCI provide capabilities for all major interactions, such as DMA read
and write transactions and LAD register reads and writes.
With a solid background in motion estimation and median filtering techniques to
necessary to construct a noise suppression process, and how the software and hardware were
designed to do that process, focus will be placed on how well that noise suppression process
functions. In the following chapter, timing-based performance and image quality results are
presented. In addition to these, possible further work and a concluding summary are provided.
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Chapter 6: Results and Conclusions
Throughout the previous chapters of this work, emphasis was placed on conveying the
necessary material required to understand the proposed random defect restoration process. This
chapter provides information on performance and image quality statistics for both the hardware
and software restoration processes. This is followed by a section of concluding remarks that
encompasses the knowledge and understanding gained through completing this work. In
addition, areas of improvement will be recommended and new methods for implementation will
be suggested.
6. 1 Image Sequence Selection and Preparation
Before presenting the results it is important to investigate the variety of image sequences
that will be processed. Both color and grayscale image sequences were selected in order to test
all aspects of the restoration process. The motion context of the image sequences were varied to
cover a wide range of motion, starting at very little or no motion, then moving to primarily
dominant cameramotion, and eventually ending at large inter-framemotion.
An original, virtually uncorrupted version of each image sequence was used as a baseline.
Each baseline sequence was artificially corrupted with a variety of noises, noise intensities, and
artifacts. The types of noises artificially added to the image sequences were impulse or salt and
pepper noise and Gaussian noise. The location of the noise was randomized between frames of
the sequence. There is no standard set of image sequence available in the proper format.
Therefore, artificially generated image sequences were used. Each sequence was artificially
corrupted with impulse noise with various parameters. The probabilities for pepper noise were
identical to that of the salt noise, which were 1%, 2%, 5%, 10% and 25%. A total of five
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variations of impulse noise were used. For Gaussian noise, three variations on the variance were
used, 1%, 5%, and 10%, and three variations for the mean were used, -1%, 0%, and 1%. This
led to a total ofnine variations ofGaussian noise being used.
Name | Dimensions [Total Frames I Color 1 Motion Content |
{^^^^^^^Mi^HHMiH^^MHHil^HMMBHiHH
13days 1828 x 1332 10 Color Low Motion
bw 2048 x 1536 9 Grayscale Minimal Motion
martial 2048 x 1536 10 Grayscale Medium Motion
NASA 1536x1536 10 Color MediumMotion
Walk 1920 x 1440 9 Color HighMotion
Table 6.1: Table ofProperties of the 13 Days Image Sequences
Figure 6.1: Original Image from 13 Days Sequence
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Figure 6.2: Original Image from BW Sequence
Figure 6.3: Original Image fromMartial Sequence
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Figure 6.4: Original Image from NASA Sequence
Figure 6.5: Original Image fromWalk Sequence
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6.2 Performance and Timing Based Results
With the selection and preparation of the image sequences discussed, attention can now
be turned towards gathering meaningful performance statistics. Various performance statistics
were gathered for both the software restoration process and the hardware restoration process.
They were obtained by using one primary test computer platform. The test platform utilized was
a Sun E450 enterprise class server that contains three Sun UltraSparcII processors, which run at
480 MHz and contains two gigabytes ofECC SDRAM. For high performance storage, the E450
server utilized a multi-link Fibre Channel connector in order to link to a Sun StorEdge T3 Array
containing 560 gigabytes of storage space. The E450 server was running Sun Solaris 8 as its
primary operating system. All necessary software was compiled using the GNU compiler
collection. For all final compilations, aggressive compiler optimizations were enabled and all
unnecessary features, such as debugging information, were disabled. Even though the Sun E450
test platform is amultiprocessor system, only a single processor is used since the software is not
amultithreaded solution.
For each image sequence available, several time-based statistics were measured. The
time-based statistics being measured are as follows: total time for processing the entire image
sequence, average time per frame, total and average time reading images from storage, total and
average time writing images to storage, total and average time spent calculating motion vectors,
and total and average time spent applying the selected median filter algorithm. Some additional
timing statistics were measured for the hardware implementation. They were the total and
average time spent performing DMA read transactions and the total and average time spent
performing DMA write transactions. Also measured was the average FPS (frames per second)
rate for all image sequences for both hardware and software implementations. For brevity, only
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some example performance and timing based results are contained in this section. For complete
performance and timing based results for all the image sequences, please consult the
Performance and Timing Based Results appendix included on the accompanying CD.
To better interpret the times produced for the hardware implementation, some additional
explanation is necessary. Since the hardware implementation is highly parallelized, several
functions are operating at the same time. Referring back to Figure 5.5, one can understand what
processes are occurring in parallel. The following is an example of what occurs when the
hardware is running inwith a full pipeline. First, themotion estimation process andmedian filter
are started. Next, the hardware is continually polled to see when the resultant frame is ready.
Once the median filter is complete, the resultant frame is read from the hardware in a DMA
transaction. That image is then written to the disk. The next image is then read from the disk
and packed for being sent to the hardware. Next, the hardware is checked to see if it is ready for
the next frame. Once it is ready for the next frame, the frame is sent to the hardware via another
DMA transaction. While all of this occurs, the hardware is still performing motion estimation.
Once the DMA write transaction has been initiated, the hardware is polled to check for
completion of motion estimation. Once it is complete, the motion vectors are read from the
hardware and the process is started anew.
In the following tables, the filenames describe the type of noise they contain. For
example, bw_gaussian_v01_m01 means the image contains Gaussian noise with a variance of
1% and a mean of 1%. Another example would be bwjmpulse_p05_s05, where that image
contains impulse noise where the probability of
"pepper"
















bw_gaussian_vO I_m00 10.17 4.54 j 3.57 6.97 1.94 2.53 0.74
bw_gaussian_v0 l_mO 1 10.10 4.59 j 3.56 6.98 1.95 2.54 0.73
bw_gaussian_vO 1_m-01 10.14 4.52 3.56 6.95 1.94 2.53 0.73
bw_gaussian_v05_m00 10.33 4.59 3.55 7.05 2.01 2.54 0.74
bw_gaussian_v05_mO 1 10.29 4.57 3.57 7.04 1.98 2.52 0.74
bw_gaussian_v05_m-0 1 10.23 4.60 3.57 7.01 1.96 2.56 0.74
bw_gaussian_v 1 0_mOO 10.27 4.53 3.59 7.03 1.98 2.52 0.74
bw_gaussian_v 1 0_mO 1 10.21 4.52 3.53 6.99 1.97 2.50 0.73
bw_gaussian_vlO_m-01 10.24 4.51 3.57 7.00 1.97 2.52 0.74
bw_impulse_p01_s01 10.17 4.51 3.50 6.89 1.91 2.50 0.75
bw_impulse_p02_s02 10.14 4.52 3.56 6.94 1.93 2.53 0.73
bw_impulse_p05_s05 10.08 4.49 3.54 6.90 1.92 2.51 0.74
bw_impulse_p 1 0_s 1 0 10.13 4.51 3.55
v
6.92 1.92 2.51 0.74
bw_impulse_p25_s25 10.12 4.50 3.57 6.92 1.94 2.53 0.74






Motion Vectors Median Filtering
bw_gaussian_vO l_m00_black_adaptive 278.15 4.56 3.45 45.56 224.56
bw_gaussian_vO l_mO l_black_adaptive 260.50 4.61 3.46 47.84 204.57
bw_gaussian_vO l_m-0 l_black_adaptive 259.39 4.54 3.44 47.59 203.79
bw_gaussian_v05_m00_black_adaptive 260.38 4.61 3.45 47.36 204.94
bw_gaussian_v05_m01_black_adaptive 262.27 4.56 3.45 47.99 206.25
bw_gaussian_v05_m-01_black_adaptive 260.37 4.58 3.48 47.60 204.70
bw_gaussian_v 1 0_m00_black_adaptive 259.97 4.56 3.46 46.28 205.65
bw_gaussian_v 10_m0 l_black_adaptive 261-01
_,
4.55 3.48 46.48 206.48
bw_gaussian_vl0_m-01_black_adaptive 260.75 4.57 3.46 46.12 206.58
bw_impulse_pO l_sO l_black_adaptive 260.06 4.58 3.46 47.46 204.54
bw_impulse_p02_s02_black_adaptive 277.96 4.58 3.46 46.16 223.75
bw_impulse_p05_s05_black_adaptive 272.91 4.58 3.46 46.14 218.71
bw_impulse_plO_slO black adaptive 269.03 4.58 3.45 46.66 214.32
bw_impulse_p25_s25_black_adaptive 312.53 4.55 3.46 46.54 257.95
Table 6.3: Table ofTotal Times for BW Sequence on Software
Black's Method forMotion Estimation and Adaptive
Implementation Using
Median Filter
The following tables are compilation of all of the results. For each sequence, all of the
recorded statistics were averaged. These average statistics were then averaged with the other
sequences to provide a general approximate performance value. The averaging was done three
ways, one containing only grayscale image sequences, one containing only color image
sequences, and one containing all image sequences.
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Name J Entire Sequence | ReadTime f w2STfMotion Vectors
:
Median Filtering
HW (Median - Black) 18.53 6.97 J 9.48 13.31 3.11
Median - Black 81.90 6.79 9.15 46.26 19.69
Arce - Black 133.92 6.56 9.15 46.30 71.90
ML3D - Black 135.33 6.56 9.14 46.26 73.35
AML3D - Black 171.14 6.56 9.15 46.28 109.14
ML3Dex - Black 257.09 6.56 9.15 46.24 195.13
Adaptive - Black 261.09 6.53 9.04 46.31 199.21
Median - HS 2286.18 6.51 9.16 2250.79 19.70
ML3D - HS 2339.47 6.46 9.16 2250.08 73.75
Arce - HS 2341.56 6.49 9.19 2253.56 72.31
AML3D - HS 2374.63 6.46 9.17 2249.71 109.28
ML3Dex - HS 2462.34 6.44 9.18 2251.07 195.64
Adaptive - HS 2464.04 6.43 9.09 2249.26 199.25
Table 6.4: Table ofTotal Times for Averages of Each Sequence
.:
;FPS
HW (Median -Black) 2.51 0.74 1.28 1.59 0.42 0.4638
Median - Black 11.08 0.72 1.24 5.50 2.65 0.0909
Arce - Black 18.11 0.70 1.24 5.51 9.71 0.0556
ML3D - Black 18.30 0.70 1.24 5.50 9.91 0.0551
AML3D - Black 23.12 0.70 1.24 5.50 14.73 0.0440
ML3Dex - Black 34.76 0.70 1.24 5.50 26.37 0.0291
Adaptive - Black 35.26 0.69 1.23 5.51 26.88 0.0289
Median - HS 308.94 0.69 1.24 267.82 2.66 0.0033
ML3D - HS 316.15 0.68 1.24 267.74 9.96 0.0032
Arce - HS 316.38 0.69 1.25 268.12 9.77 0.0032
AML3D - HS 320.89 0.68 1.24 267.69 14.75 0.0032
ML3Dex - HS 332.74 0.68 1.24 267.85 26.44 0.0031
Adaptive - HS 332.94 0.68 1.23 267.63 26.89 0.0031
Table 6.5: Table ofAverage Times for Averages ofEach Sequence
By looking at the complete listing of performance and timing results, several
generalizations can be made. Since there are two different processing paths, this naturally
separates how the generalizations and observations will be discussed. First, the performance of
the hardware implementation will be looked at. By looking at the results for all hardware-
processed runs, it is evident that the processing time is highly correlated with the image size.
Therefore, the larger the image is the longer processing takes. Also, the overall performance is
highly dependant on the color processing option selected. Since color processing requires more
memory and computation, it is obviously slower than grayscale processing. Therefore, color
processing can greatly impact the throughput of the system. The software preprocessing of the
images greatly increases the overall execution time. Also, a large portion of the overall
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processing time is spent waiting for the motion estimation to complete. The other major
bottleneck of the system is file reading and writing. What is interesting is that it takes
substantially less time to perform a DMA write to the hardware than a DMA read from the
hardware. Even though cornmunication time is important, all image writes to the hardware were
done in parallel with other computations. Referring back tofigure 5.4, the host is responsible for
performing image handling. Since the current solution is not threaded, image handling most
occur prior to other operations. Currently, the major bottleneck is image handling. If image
handling was threaded, it would no longer be the major bottleneck. In that case, the major
bottleneck is motion estimation
Now attention will be turned to the results for all the software-processed runs. Like the
hardware-processed runs, the size of the image and color content greatly affects the overall
performance. Depending on the desired restoration process path selected, the most
computationally intensive portion varies. In the software implementation, the amount of time
reading and writing the images is a small portion of the overall processing time and is fairly
constant. Therefore, when considering the computational complexity, image handling is ignored.
By far, themost computationally intensive portion of the restoration process is the Horn-Schunck
motion estimator. Whenever it was selected over the Black's motion estimator, the overall time
spent calculating motion vectors increased by almost 50 percent. The median filter algorithms
also varied in computational complexity. The computational complexity of the median filter
algorithm is as follows (most to least), the adaptive median filter, the ML3Dex filter, the













Best HW (Median - Black) 1.44 HW (Median - Black) 3.23 HW (Median -Black) 2.51
Median - Black 11.13 Median - Black 11.04 Median - Black 11.08
Arce - Black 19.15 Arce - Black 17.41 Arce - Black 18.11
ML3D - Black 19.36 ML3D- Black 17.59 ML3D - Black 18.30
AML3D - Black 25.60 AML3D - Black 21.48 AML3D - Black 23.12
ML3Dex - Black 38.08 Adaptive - Black 32.24 ML3Dex - Black 34.76
Adaptive - Black 39.79 ML3Dex - Black 32.54 Adaptive - Black 35.26
Median - HS 358.37 Median - HS 275.98 Median - HS 308.94
Arce - HS 366.17 ML3D-HS 282.60 ML3D - HS 316.15
ML3D - HS 366.46 Arce - HS 283.19 Arce- HS 316.38
AML3D-HS 372.47 AML3D-HS 286.50 AML3D - HS 320.89
ML3Dex-HS 385.22 Adaptive - HS 297.14 ML3Dex - HS 332.74
Worst Adaptive - HS 386.63 ML3Dex-HS 297.76 Adaptive - HS 332.94
Table 6.6: Table ofRanked Overall Performance for Filter /Motion Estimation
Combination
Table 6. 6 provides an ordered ranking of the overall performance for each median filter and
motion estimation combination. The first portion is the median filter algorithm applied. The
selected motion estimation algorithm follows this. For example, Arce
- HS means that the Arce
Bi-directional MMF was applied using motion vectors determined using the Horn-Schunck
estimator. Overall performance is determined by the time required for the entire sequence to be
processed. Therefore, the median filter and motion estimation combination that requires the least
amount of time to complete the restoration process is deemed to be the best performing
combination. Likewise, the combination that requires the most amount of time is considered the
worst performing. Table 6.6 breaks it down at the average grayscale, color, and all image
sequences levels. Overall, the combination of the motion compensated median filter and Black's
motion estimator implemented in hardware was the best performing combination. This shows
that optimized hardware implementations can be more efficient than software solutions for use
on general purpose computing platforms. The best performing software implementation is also
the combination of the motion compensated median filter and Black's motion estimator. This is
due to the fact that themotion compensated median filter requires the least amount of operations
per pixel. It is interesting to note that the presence of color content did not drastically change the
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order of performance. The selection ofmotion estimation algorithm greatly impacts the overall
performance. With an understanding of the performance and timing based results, attention can
now be turned towards image quality.
6.3 Image Quality BasedResults
This section will focus on image quality based results. For each of the noise added image
sequences and the resultant filtered image sequences, multiple image quality based statistics are
calculated. The two primary image quality statistics calculated and presented here are the root
mean square error (RMSE) and the peak signal-to-noise ratio (PSNR). The RMSE is calculated
by using the following equation:
whereN is the number ofpixels in the image, F is the altered image, and G is the original image.
The altered image is either the image that contains artificially added noise or the resultant filtered
image. The PSNR is calculated by using the following equation:
whereMaxCV is the maximum code value available, which in this case is 1023 and RMSE is the
root mean square error for the altered image. The resulting PSNR is expressed in decibels (dB).
These are measures of image quality are not subjective and therefore do not necessarily agree
with what a person may observe. For brevity, only some example image quality results for the
BW image sequence are contained in this section. For image quality based results for all the
image sequences, please consult the Image Quality Based Results appendix on the accompanying
CD.
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In the following tables, the filenames describe the type of noise they contain. For
example, bw_gaussian_y01_m01 means the image contains Gaussian noise with a variance of
1% and a mean of 1%. Another example would be bwjmpulse_p05_s05, where that image
contains impulse noise where the probability of
"pepper"













bw_gaussian_vO l_m00 58.696 24.8253 60.2045 24.6286 54.8264 25.4178
bw_gaussian_vO l_mO 1 67.738 23.5809 69.2084 23.4087 64.3893 24.0213
bw_gaussian_vO l_m-0 1 50.1153 26.1981 51.571 25.9906 45.6026 27.0179
bw_gaussian_v05_m00 131.724 17.8042 124.484 18.2967 121.221 18.526
bw_gaussian_v05_m0 1 140.667 17.2337 133.962 17.659 130.871 17.8607
bw_gaussian_v05_m-0 1 122.983 18.4006 115.115 18.9767 111.684 19.2377
bw_gaussian vlO mOO 186.361 14.7904 173.803 15.3968 171.191 15.5279
bw_gaussian vlO mOl 195.265 14.385 183.392 14.9303 180.839 15.0517
bw_gaussian_v 10_m-0 1 177.597 15.2088 164.285 15.8861 161.612 16.0281
bw_impulse_pO l_sO 1 80.6565 22.0647 23.9064 33.2869 14.2445 37.1517
bw_impulse_p02_s02 114.01 19.0587 24.3936 33.0468 16.9728 35.6182
bw_impulse_p05_s05 180.307 15.0773 27.3238 31.8713 23.7837 32.6791
bw_impulse_plO slO 254.969 12.0678 33.0887 30.0344 33.3647 29.7376
bw_impulse_p25_s25 403.151 8.08815 47.9448 26.661 76.586 22.5159
Table 6.7: Table of Image Quality Statistics for IIW Image Sequence using Adaiitive and















bw_gaussian vOl mOO 58.696 24.8253 1.5085 -0.1967 -3.8696 0.5925
bw_gaussian vOl mOl 67.738 23.5809 1.4704 -0.1722 -3.3487 0.4404
bw_gaussian vOl m-01 50.1153 26.1981 1.4557 -0.2075 -4.5127 0.8198
bw_gaussian_v05_m00 131.724 17.8042 -7.24 0.4925 -10.503 0.7218
bw_gaussian v05 mOl 140.667 17.2337 -6.705 0.4253 -9.796 0.627
bw_gaussian v05 m-01 122.983 18.4006 -7.868 0.5761 -11.299 0.8371
bw_gaussian_v 1 0_m00 186.361 14.7904 -12.558 0.6064 -15.17 0.7375
bw_gaussian vlO mOl 195.265 14.385 -11.873 0.5453 -14.426 0.6667
bw_gaussian vlO m-01 177.597 15.2088 -13.312 0.6773 -15.985 0.8193
bw_impulse_p0 1_s01 80.6565 22.0647 -56.7501 11.2222 -66.412 15.087
bw_impulse_p02 s02 114.01 19.0587 -89.6164 13.9881 -97.0372 16.5595
bw_impulse_p05_s05 180.307 15.0773 -152.9832 16.794 -156.5233 17.6018
bw_impulse_p 10_s 10 254.969 12.0678 -221.8803 17.9666 -221.6043 17.6698
bw_impulse_p25_s25 403.151 8.08815 -355.2062 18.57285 -326.565 14.42775
Table 6.8: Table of Image Quality Improvements for BW Image Sequence usingAdaptive
and AML3DMedian Filters using Black's Method forMotion Estimator
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Table 6.9 through Table 6.11 are compilation of all of the results. For each sequence, all
of the recorded statistics were averaged. These average statistics were then averaged with the
other sequences to provide a general approximate performance value. The averaging was done
three ways, one containing only grayscale image sequences, one containing only color image







Noise Noise 156.331 17.698 _ _
Median Horn-Schunck 126.598 19.839 -29.733 2.140
Median Black's 122.191 20.262 -34.141 2.563
Arce Horn-Schunck 112.650 21.849 -43.681 4.150
Arce Black's 109.705 22.294 -46.626 4.595
ML3DEx Hom-Schunck 89.896 23.310 -66.436 5.612
ML3D Horn-Schunck 98.719 23.398 -57.613 5.700
ML3DEx Black's 88.041 23.696 -68.291 5.998
Adaptive Hom-Schunck 86.870 23.750 -69.461 6.051
ML3D Black's 96.584 23.905 -59.748 6.207
Adaptive Black's 85.335 24.280 -70.997 6.581
AML3D Horn-Schunck 85.054 24.415 -71.277 6.717
AML3D Black's 84.160 24.757 -72.172 7.059









Noise Noise 150.127 17.988 - -
Median Horn-Schunck 123.676 19.803 -26.451 1.815
Median Black's 118.509 20.441 -31.618 2.452
Arce Horn-Schunck 112.076 21.176 -38.051 3.187
Adaptive Horn-Schunck 103.183 21.236 -46.945 3.248
AML3D Hom-Schunck 99.781 22.244 -50.346 4.255
Arce Black's 107.669 22.254 -42.458 4.266
MOD Hom-Schunck 99.907 22.272 -50.221 4.284
ML3DEx Hom-Schunck 92.252 22.479 -57.875 4.490
Adaptive Black's 96.252 22.688 -53.875 4.700
ML3DEx Black's 88.095 23.522 -62.032 5.534
AML3D Black's 95.419 23.737 -54.708 5.748
ML3D Black's 95.533 23.803 -54.594 5.814
Table 6.10: Table of Iniage Quality Statistics for Co or Sequences Averaged
By looking at the complete listing of image quality statistics and improvements, several
generalizations can bemade. As was the case with the performance and timing based results, the
image quality results are highly related to the method of motion estimation utilized. The
resultant images that were processed using the modified Black's method for motion estimation










Noise Noise 152.609 17.872 . _
Median Hom-Schunck 124.845 19.817 -27.764 1.945
Median Black's 119.982 20.369 -32.627 2.497
Arce Hom-Schunck 112.306 21.445 -40.303 3.572
Adaptive Hom-Schunck 96.658 22.242 -55.951 4.369
Arce Black's 108.484 22.270 -44.125 4.397
ML3D Hom-Schunck 99.431 22.723 -53.177 4.850
ML3DEx Hom-Schunck 91.310 22.811 -61.299 4.939
AML3D Hom-Schunck 93.890 23.112 -58.719 5.240
Adaptive Black's 91.885 23.325 -60.724 5.452
ML3DEx Black's 88.073 23.592 -64.535 5.720
ML3D Black's 95.953 23.844 -56.656 5.972
AML3D Black's 90.915 24.145 -61.694 6.273
Table 6.11: Table of Image Quality Statistics for All Sequences Averaged
method. Also, the type of noise affected the level of improvement. The image sequence
restoration process was designed with impulse-like noise in mind. Therefore, the restoration
process should fair better with the image sequences corrupted with impulse noise rather than
Gaussian noise. The only technique that resulted in images with a worse PSNR was the motion
compensated median filter. It is interesting to note that the all occurrences where the resultant
images were degraded in quality were ones that had Gaussian noise being corrected by the
simple median filter. The median filter excels at handling impulse noise but struggles with other
types. However, with some modifications, it is possible to utilize a median filter to improve
other types of noise. The color content of the image sequence also affects the overall
improvement of the restoration process. Grayscale image sequences had a larger level of
improvement than did color image sequences.
Table 6.12 provides an ordered ranking of the image quality improvements for each
median filter and motion estimation combination. The first portion is the median filter algorithm
applied. This is followed by the selected motion estimation algorithm. For example, Arce
- HS
means that the Arce Bi-directional MMF was applied using motion vectors determined using the
Horn-Schunck estimator. Table 6.12 breaks it down at the average grayscale, color, and all















Best AML3D- Black 7.059 MUD - Black 5.814 AMUD - Black 6.273
AML3D-HS 6.717 AML3D- Black 5.748 MUD - Black 5.972
Adaptive - Black 6.581 ML3DEx - Black 5.534 MUDEx - Black 5.72
ML3D- Black 6.207 Adaptive - Black 4.700 Adaptive - Black 5.452
Adaptive - HS 6.051 ML3DEx - HS
L 4.490 AMUD
- HS 5.240
ML3Dex - Black 5.998 MUD - HS 4.284 MUDEx - HS 4.939
ML3D-HS 5.700 Arce - Black 4.266 MUD - HS 4.850
MUDex-HS 5.612 AMUD - HS 4.255 Arce - Black 4.397
Arce - Black 4.595 Adaptive - HS 3.248 Adaptive - HS 4.369
Arce- HS 4.150 Arce-HS 3.187 Arce - HS 3.572
Median - Black 2.563 Median - Black 2.452 Median - Black 2.497
Worst Median - HS 2.140 Median - HS 1.815 Median - HS 1.945
Table 6.12: Table ofRanked Overall Improvement for Filter /Motion Estimation
Combination
estimator has the best improvement rating for grayscale and all image sequences. This
combination is the second best combination for restoring color sequences. It is interesting to
note that both adaptive methods work best on grayscale sequences, but are not for color ones.
Now that the image quality based and performance based results have been detailed, overall
conclusions and observations can be discussed.
6.4 General Conclusions
This section will provide some general conclusions that can be garnered from this
research. For brevity, only some example resultant images for the BW image sequence are
shown here. For a more in-depth look at some example results of the restoration process, please
refer to the Appendix.
The selection ofmotion estimation algorithm is very important to the overall performance
of the restoration process. The Horn-Schunck method for motion estimation is a very good
optical flow method for calculating motion vectors. However, this method does not seem
appropriate for a real-world restoration process. The Horn-Schunck motion estimator is too
computationally intense and there is not even an improvement in image quality to deem it
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needed. Therefore, of the two motion estimation algorithms implemented, the Black's motion






Figure 6.6: More Sample Resultant Images from BW Sequence
All images are of the
4th
frame. The image has been cropped for display. (A) is the original
image. (B) is corrupted with impulse noise with 2% salt and 2% pepper. (C) through (H) use
Black's method for motion estimation. (C) utilizes the motion compensated median filter. (D)
utilizes the ML3D filter. (E) utilizes the ML3Dex filter. (F) utilizes the Arce filter. (G) utilizes







(G) - Black's/Adaptive (H)
- Black's/AML3D
The next thing to consider is what is the overall best median filter? Considering
performance and image quality is a simple way of understanding the benefits and costs
associated with the various restoration processing options. However, when attempting to select
the best optimum filter for your needs, it's important to consider several things. The first thing
to consider is time. If time is not an object, then pick the best median filter for the image
sequence content. If the image sequence contains only grayscale data, the AML3D filter is
recommended. If the image sequence contains color data, the ML3D filter is recommended. If




use the AML3D filter. If time is of the essence and any improvement is better than none, the
hardware restoration process is designed for this need. A case supporting the merits of each
median filter can be made. In the end, the real reason for choosing the filter is the human
observer. You should select a median filter that filters only when needed. That is why the
AML3D filter is the overall recommended filter. Both adaptive median filters operate onlywhen
needed, but the AML3D provides a better image improvement and on average, is less
computationally intensive.
The novel work in this research is the two new median filter designs; the motion
compensated Adaptive median filter and the motion compensated AML3D filter. The adaptive
median filter does show image quality improvements over some of the other median filtering
options. However, these improvements come at a large amount of processing time. Taking the
adaptive nature of the adaptive median filter and applying it ML3D filter is how the AML3D
filter was derived. The AML3D filter is computationallymore time consuming than the original
ML3D filter. This is expected, since the adaptive nature is in addition to the original
computation time of the ML3D filter. However, the additional computation time may be worth
the addedwait to the restoration process, since the image quality is generally improved.
A good way to examine the overall performance of the filters is a time versus image
quality plot. Figure 6. 7 is one such chart for the runs that utilized the simplified Black's motion
estimator. The AML3D filter is farthest out on the image quality axis, followed by the ML3D
filter. The ML3D filter requires less time than the AML3D filter. The ideal location on this
chart is the lower right corner. However, none of the available filters are capable of this. Figure
6.8 shows the comparison for the runs that utilized the Horn-Schunck motion estimator. The
AML3D andML3D filters are still the two best filters for use with this motion estimator.
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Time versus PSNR Improvement for All Sequences
Simplified Black's Motion Estimator
no




















Figure 6.7: Time / Quality Plot for Simplified Black's Motion Estimator


















Figure 6.8: Time / Quality Plot for Horn-SchunckMotion Estimator
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6.5 Path Forward
This section will provide some general thoughts on areas of further research and
improvement. The hardware utilized would go through a technology update. This research was
done on Xilinx Virtex-E family chips. This is now considered a low end FPGA. There are
several newer varieties ofFPGAs that could be used. The newer FPGAs have higher clock rates,
and therefore faster processing speed. Also, they have several new features. The Virtex II series
of FPGAs have more embedded memory and have hardware multipliers. The Virtex II 8000
(XC2V8000) has 510% more system gates, 770% more block RAM available, and 190% more
Configurable Logic Blocks (CLB) when compared to a Virtex-E 1000 (XCV1000E). Also, the
XC2V8000 has 168 embedded 18 bit x 18 bit multipliers. The recently announced Virtex 4
series of FPGAs will have more CLBs and up to 500 MHz performance. The Virtex 4 series
delivers twice the density and up to twice the performance of any FPGA in the industry currently
in production. The Virtex 4 series also adds Xtreme DSP slices, where each Xtreme DSP slice
contains an 18 bit x 18 bit multiplier, adder logic, and a 48 bit accumulator. In addition to
improvements in FPGA, there have been improvements inmemory. TheWildStar board utilized
up to 48 megabytes of synchronous ZBT SRAM running at 100 MHz. It is possible to update
the memory to double data rate (DDR2) SDRAM that runs at 333 MHz or even quad data rate
(QDR) SRAM that runs at 333 MHz. Also, the PCI interface to the board could be upgraded to
PCI-X
In addition to upgrading the actual hardware, the tools that are used to develop the
hardware algorithms are available. Several tools are available now to accelerate development
time of complex algorithms in hardware. One such tool is System Generator for DSP by Xilinx.
System Generator for DSP is integrates with MATLAB Simulink to provide bit and cycle true
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simulation of all Xilinx FPGAs. System Generator for DSP provides a high level abstraction to
the underlying hardware. There are additional tools out there to accelerate the FPGA design
cycle. One such tool is DSP Builder by Altera, which can create VHDL or Verilog output for
Altera FPGAs. Another tool Corefire by Annapolis MicroSystems. Corefire provides a custom
set of building blocks that are tailored to the specific hardware available on various Annapolis
MicroSystem boards. The blocks are connected to create the hardware design that is needed. In
addition to design acceleration tools, advancements in synthesis and place and route tools can be
utilized.
With improvements to hardware tools discussed, attention will be turned towards
improving software performance. The test machine utilized would be updated to the current
generation of technology. Instead of utilizing a Sun server class system, a generic x86-based
platform running Linux could be used. The Sun StoreEdge T3 is still a high-end network
attached storage. However, it may be more beneficial to utilize a high-end Ultra 320 SCSI drive
or Serial ATA drive that is located in the machine. This will help eliminate any bottlenecks
occurred in the Fibre Channel adaptor and PCI backplane. The next major change to the
software that would be done is to introduce threading. Most of the operations could be done in
separate threads that communicate and coordinate with each other. Ideally, the software should
be able to perform all the tasks concurrently: read the next image from the storage location,
perform motion estimation on the next set of images, apply the selected filter to the required
images using the previously calculated motion vectors, and write the resultant image back to
storage. In a dual processor system, a processor could be assigned formotion estimation and one
could be used for applying the filter. In addition to threading, it is possible to parallelize certain
functions of the various median filters or even the motion estimation algorithms. For instance, a
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MMF design may be broken down so that a single processor is responsible for each smaller
section of the entire filter. With the simplified Black's motion estimator, it would be possible to
dedicate a processor to finding the X component of the motion vector and one processor for the
Y component.
There are several improvements that would be made to the actual restoration process
chain. The first change would be to add new types ofmotion estimation algorithms. The Horn-
Schunck algorithm could be replaced with a newer pyramid based optical flow algorithm. With
the pyramid-based method, the user can select and tune how fine or coarse they want the motion
vectors to be found. With the pyramid structure, motion vectors are found at varying levels of
granularity. They can be found at the whole image level, half, quarter, or eighth image level, or
even as fine as the per pixel level. This algorithm would be implemented in both software and
hardware, however the hardware would be more constrained to suit the particular hardware.
Also, an MPEG style block-matching algorithm should be implemented as well. This would
allow a finer motion vector while not being too complex. This block-matching algorithm should
have the capability to operate at different macro-block levels. It would also be implemented for
both the hardware and the software restoration process.
In addition to changes to the motion estimation algorithm, changes to the filtering
algorithms should be done. For the hardware restoration process, implementations of the ML3D
filter and the AML3D filter should be done. Additional restrictions around the window size for
the AML3D filtermay be necessary in order to tailor the algorithm to specific hardware. For the
software restoration process, it would be beneficial to provide some noise screening and
characterization functionality. Prior to motion estimation, if a noise pre-filter was applied to the
image, the motion estimation results should be more accurate. If a noise characterization stage
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was added to the software restoration process, it would be possible to select the filter that is best
suited for the type of noise found. Work would be required to classify the noise and determine
which filters or set of filters can handle it the best. Ideally, different types of filters would be
implemented. Currently, only median filters are implemented since this work focused on
random defects, which are commonly characterized as impulse noise. Impulse noise is not the
only type ofnoise. There aremany varieties ofnoise. For each variety ofnoise, there should be
a filter that is designed to handle it.
The final thing that would have been beneficial to do is add some subjective image
quality results. The human observer does not interpret noise the same way a computer would.
Therefore, it would be useful to interpret the results more as a human would see them. Since in
the end, the image sequencewill be for people to watch.
6.6 Summary
Overall, this research shows that motion compensated median filtering is a viable
solution for reducing the impact of random defects in image sequences. Motion estimation is
necessary to provide the needed pixel correlation in the impulse noise suppression stage. The
choice of the motion estimation algorithm has less impact on the image quality than expected.
However, the motion estimation algorithm greatly affects the overall throughput of the
restoration process. The Horn-Schunck motion estimator requires approximately 53 times longer
than the simplified Black's motion estimator to find the motion vectors for one frame. The
simplified Black's motion estimator is the preferred method, as it is faster and provides better
image quality than the Horn-Schunck method. The two new median filters, the motion
compensated adaptive median filter and themotion compensated AML3D filter, have been found
beneficial. The additional computation time of the AML3D filter is worth the added wait to the
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restoration process, since the image quality is generally improved. The adaptive median filter is
capable of filtering an image in 26.88 seconds per frame and results in a PSNR improvement of
5.452dB. The AML3D is capable of filtering an image in 14.73 seconds per frame and results in
a PSNR improvement of 6.273dB. The AML3D is a suitable alternative to the original ML3D.
The AML3D is 48.6% slower per frame than the ML3D, but has a 5.04% PSNR improvement
over the ML3D. The AML3D provides the best overall image quality. At higher densities of
impulse noise on grayscale sequences, the adaptive median filter and AML3D filter provide
excellent capability of recovering a virtually unusable picture. The two best-suitedmedian filters
for image sequence restoration from random defects are the ML3D filter and the AML3D filter.
The recommended best practice for color sequences is the ML3D filter used in conjunction with
the simplified Black's motion estimator. The recommended best practice for grayscale or
unknown color content sequences is the AML3D filter used in conjunction with the simplified
Black's motion estimator. If throughput is the major concern and impulse noise is than 1%, the
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Appendix: Example Restoration Results
This appendix contains several example results from the restoration process. For each
example image provided, the original image, the artificially corrupted image, and all available
filtered result combinations are provided.
(A)
- Original (B) - Noise















Figure Appendix.1: Sample Images from 13 Days Sequence
All images are of the
5th
frame. The images have been resized to 10% of the original size. (A) is
the original image. (B) is corrupted with impulse noise with 5% salt and 5% pepper. (C) through
(H) use Black's method formotion estimation. (I) through (N) use the Horn-Schunck method for
motion estimation. (C) and (I) are the filtered results using the median filter. (D) and (J) are the
filtered results using the ML3D filter. (E) and (K) are the filtered results using the ML3Dex
filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the filtered results
using the Adaptive filter. (H) and (N) are the filtered results using the AML3D filter.
114
(A) - Original (B) - Noise
(C)
- Black's/Median (D)-Black's/ML3D
Figure Appendix.2: More Sample Images from 13 Days Sequence
All images are of the
5th
frame. The image has been cropped for display. (A) is the original
image. (B) is corrupted with Gaussian noise with a variance of 1% and a mean of 1 . (C) through
(H) use Black's method for motion estimation. (I) through (N) use the Horn-Schunckmethod for
motion estimation. (C) and (I) are the filtered results using the median filter. (D) and (J) are the
filtered results using the ML3D filter. (E) and (K) are the filtered results using the ML3Dex
filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the filtered results
using the Adaptive filter. (H) and (N) are the filtered results using the AML3D filter.
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(E) - Black's/ML3DEX (F) -
Black'
s/Arce










(C) - Black's/Median (D) -
Black'
s/ML3D
Figure Appendix.3: Sample Images from BW Sequence
All images are of the
4th
frame. The images have been resized to 10% of the original size. (A) is
the original image. (B) is corrupted with impulse noise with 1% salt and 1% pepper. (C) through
(H) use Black's method formotion estimation. (I) through (N) use the Horn-Schunckmethod for
motion estimation. (C) and (I) are the filtered results using the median filter. (D) and (J) are the
filtered results using the ML3D filter. (E) and (K) are the filtered results using the ML3Dex
filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the filtered results









(A) - Original (B) - Noise
(C) - Black's/Median (D) - Black's/ML3D
Figure Appendix.4: More Sample Images from BW Sequence
All images are of the
4th
frame. The image has been cropped for display. (A) is the original
image. (B) is corrupted with impulse noise with 2% salt and 2% pepper. (C) through (H) use
Black's method for motion estimation. (I) through (N) use the Horn-Schunck method formotion
estimation. (C) and (I) are the filtered results using the median filter. (D) and (J) are the filtered
results using the ML3D filter. (E) and (K) are the filtered results using the ML3Dex filter. (F)
and (L) are the filtered results using the Arce filter. (G) and (M) are the filtered results using the
Adaptive filter. (H) and (N) are the filtered results using the AML3D filter.
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(E) - Black's/ML3DEX (F) -
Black'
s/Arce







(A) - Original (B)
- Noise
(C)
- Black's/Median (D) - Black's/ML3D
Figure Appendix.5: Sample Images fromMartial Sequence
All images are of the
8th
frame. The images have been resized to 10% of the original size. (A) is
the original image. (B) is corrupted with impulse noise with 25% salt and 25% pepper. (C)
through (H) use Black's method for motion estimation. (I) through (N) use the Horn-Schunck
method formotion estimation. (C) and (I) are the filtered results using the median filter. (D) and
(J) are the filtered results using the ML3D filter. (E) and (K) are the filtered results using the
ML3Dex filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the
filtered results using the Adaptive filter. (H) and (N) are the filtered results using the AML3D
filter.
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(E) - Black's/ML3DEX (F) - Black's/Arce
(G) - Black's/Adaptive (H)-Black's/AML3D
(I) -HS/Median (J) - HS/ML3D
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(K)-HS/ML3DEX (L) - HS/Arce
(M)- HS/Adaptive (N)-HS/AML3D
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(A) - Original (B) - Noise
(C) - Black's/Median (D)-Black's/ML3D
Figure Appendix.6: More Sample Images fromMartial Sequence
All images are of the
8th
frame. The image has been cropped for display. (A) is the original
image. (B) is corrupted with impulse noise with 1% salt and 1% pepper. (C) through (H) use
Black's method formotion estimation. (I) through (N) use the Horn-Schunck method formotion
estimation. (C) and (I) are the filtered results using the median filter. (D) and (J) are the filtered
results using the ML3D filter. (E) and (K) are the filtered results using the ML3Dex filter. (F)
and (L) are the filtered results using the Arce filter. (G) and (M) are the filtered results using the
Adaptive filter. (H) and (N) are the filtered results using the AML3D filter.
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(E) - Black's/ML3DEX (F) - Black's/Arce





(K)-HS/ML3DEX (L) - HS/Arce
(M) - HS/Adaptive (N)
- HS/AML3D
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(A) - Original (B)-Noise
(C) - Black's/Median (D)-Black's/ML3D
Figure Appendix.7: Sample Images fromNASA Sequence
All images are of the
7th
frame. The images have been resized to 10% of the original size. (A) is
the original image. (B) is corrupted with Gaussian noise with a variance of 5% and zero mean.
(C) through (H) use Black's method for motion estimation. (I) through (N) use the Horn-
Schunck method for motion estimation. (C) and (I) are the filtered results using the median
filter. (D) and (J) are the filtered results using the ML3D filter. (E) and (K) are the filtered
results using theML3Dex filter. (F) and (L) are the filtered results using the Arce filter. (G) and









(M) - HS/Adaptive (N)-HS/AML3D
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(A) - Original (B)-Noise
(C) - Black's/Median (D)-Black's/ML3D
Figure Appendix.8: More Sample Images from NASA Sequence
All images are of the
8th
frame. The image has been cropped for display. (A) is the original
image. (B) is corrupted with Gaussian noise with a variance of 5% and a mean of 1%. (C)
through (H) use Black's method for motion estimation. (I) through (N) use the Horn-Schunck
method formotion estimation. (C) and (I) are the filtered results using the median filter. (D) and
(J) are the filtered results using the ML3D filter. (E) and (K) are the filtered results using the
ML3Dex filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the
filtered results using the Adaptive filter. (H) and (N) are the filtered results using the AML3D
filter.
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(E) - Black's/ML3DEX (F) - Black's/Arce
(G) - Black's/Adaptive (H)-Black's/AML3D
(I) -HS/Median (J)-HS/ML3D
133




(A) - Original (B) - Noise
(C)
- Black's/Median (D) -
Black'
s/ML3D
Figure Appendix.9: Sample Images fromWalk Sequence
All images are of the
3th
frame. The images have been resized to 10% of the original size. (A) is
the original image. (B) is corrupted with impulsive noise with 5% salt and 5% pepper. (C)
through (H) use Black's method for motion estimation. (I) through (N) use the Horn-Schunck
method formotion estimation. (C) and (I) are the filtered results using themedian filter. (D) and
(J) are the filtered results using the ML3D filter. (E) and (K) are the filtered results using the
ML3Dex filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the
filtered results using the Adaptive filter. (H) and (N) are the filtered results using the AML3D
filter.
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(E) - Black's/ML3DEX (F) - Black's/Arce
(G) - Black's/Adaptive (H) - Black's/AML3D






(A) - Original (B) - Noise
(C) - Black's/Median (D)-Black's/ML3D
Figure Appendix.10: More Sample Images fromWalk Sequence
All images are of the 3 frame. The image has been cropped for display. (A) is the original
image. (B) is corrupted with impulsive noise with 10% salt and 10% pepper. (C) through (H)
use Black's method for motion estimation. (I) through (N) use the Horn-Schunck method for
motion estimation. (C) and (I) are the filtered results using the median filter. (D) and (J) are the
filtered results using the ML3D filter. (E) and (K) are the filtered results using the ML3Dex
filter. (F) and (L) are the filtered results using the Arce filter. (G) and (M) are the filtered results
using theAdaptive filter. (H) and (N) are the filtered results using the AML3D filter.
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(E) - Black's/ML3DEX (F)- Black's/Arce
(G)
- Black's/Adaptive (H) - Black's/AML3D
(I) -HS/Median (J)-HS/ML3D
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(K) - HS/ML3DEX (L)-HS/Arce
(M) - HS/Adaptive (N)
- HS/AML3D
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