Summary Principal component analysis (PCA) is a widely used technique for data analysis and dimensionality reduction. Eigenvalue decomposition is the standard algorithm for solving PCA, but a number of other algorithms have been proposed. For instance, the EM algorithm is much more efficient in case of high dimensionality and a small number of principal components. We study a case where the data are high-dimensional and a majority of the values are missing. In this case, both of these algorithms turn out to be inadequate. We propose using a gradient descent algorithm inspired by Oja's rule, and speeding it up by an approximate Newton's method. The computational complexity of the proposed method is linear with respect to the number of observed values in the data. In the experiments with Netflix data, the proposed algorithm is about ten times faster than any of the four comparison methods.
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Theory In PCA and principal subspace methods, the data matrix X is decomposed into a matrix product of smaller matrices A and S such that the sum of squared reconstruction errors is minimized. Typically the row-wise mean is removed from X as a preprocessing step.
We study a case where some of the values in the data are missing, that is, we would like to find A and S such that X ≈ AS for the observed data values. The rest of the product AS represents the reconstruction of missing values. We propose a novel algorithm that uses the squared reconstruction error over observed values as a cost function. The cost is then iteratively minimized using an approximated Newton's method. The computational complexity is linear with respect to the number of observed values in the data and to the number of principal components.
As a comparison method, the imputation algorithm (see e.g. [1] ) completes the data matrix by using the current estimate AS, and solves A and S by standard eigenvalue decomposition of the complete data matrix. The two steps are iterated until convergence. This is computationally expensive if a large part of the data is missing.
Another comparison method, the EM algorithm [2] , alternates between updating A and S. When either of these matrices is fixed, the other one can be obtained from an ordinary least-squares problem. EM is very efficient in the fully observed case, but in case of missing values, it involves lots of matrix inversions.
Experiments Collaborative filtering is the task of predicting preferences (or producing personal recommendations) by using other people's preferences. The Netflix problem [3] is such a task. It consists of movie ratings given by 480189 customers to 17770 movies. There are 100480507 ratings from 1 to 5 given so 98.8% of the values are missing. We looked for 15 principal components from the data using a number of methods and compared their computational performance. The imputation algorithm and the EM algorithm took many hours per iteration, but the methods based on direct minimization of the reconstruction error were faster. Figure  1 shows the learning curves. The proposed speed-up gave about a tenfold speed-up compared to the gradient descent algorithm.
Discussion
The developed algorithms can prove useful in many applications such as bioinformatics, speech processing, and meteorology, in which large-scale datasets with missing values are very common.
Overfitting is a serious problem for large-scale problems with lots of missing values. This happens when the value of the reconstruction error is small for training data, but the quality of prediction is poor for new data. We study this more thoroughly in a related paper [4] .
