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1. Einleitung
1.1 Phasenu¨berga¨nge
Phasenu¨berga¨nge sind eines jener Pha¨nomene, die die Vielzahl der uns umgebenden Natur
maßgeblich beeinflussen. Die große Bedeutung, die ihnen bei der Erkla¨rung von Prozes-
sen in der Physik, der Werkstofforschung, der Meteorologie, der Molekularbiologie bis
hin zur Medizin und Kosmologie zukommt, haben die Phasenu¨berga¨nge zu einem wichti-
gen interdisziplina¨ren Forschungsgebiet werden lassen, das sich gegenwertig in stu¨rmischer
Entwicklung befindet. Um den Bereich der hier interessierenden Probleme einzuschra¨nken,
wird zuna¨chst zwischen Gleichgewichts- und Nichtgleichgewichtsphasenu¨berga¨ngen unter-
schieden. Bei Gleichgewichtsphasenu¨berga¨ngen bewirkt eine entsprechende Auslenkung
des Systemzustandes aus dem Gleichgewicht, zum Beispiel durch A¨nderung der thermo-
dynamischen Randbedingungen, eine Phasenseparation, die durch Entstehen eines ra¨um-
lich inhomogenen Zustandes gekennzeichnet ist, dessen zeitliche Entwicklung die Relaxa-
tion in den neuen Gleichgewichtszustand beschreibt.
Fernab vom Gleichgewicht ko¨nnen in multistabilen Nichtgleichgewichtssystemen ra¨um-
lich separierte Zusta¨nde auftreten, die als Nichtgleichgewichtsphasen angesehen wer-
den ko¨nnen [12]. Die Bildung solcher Phasen la¨ßt sich durch Reaktions–Diffusions–
Gleichungen beschreiben. Die interessanten Probleme der Nichtgleichgewichtspha-
senu¨berga¨nge sollen hier jedoch nicht in den Mittelpunkt gestellt werden.
Die thermodynamischen Phasenu¨berga¨nge werden nach einer von Ehrenfest 1933 vorge-
nommenen Klassifizierung in Phasenu¨berga¨nge erster und zweiter Art unterteilt [22].
Dabei betrachten wir homogene Stoffe, also Stoffe aus einer bestimmten Atom- oder Mo-
leku¨lsorte; inhomogene Stoffe schließen wir hier erstmal aus. 1exIn Abbildung 1.1 sind
einige in der Natur vorkommenden Phasen aufgefu¨hrt. Die augenfa¨lligen Phasen bei Zim-
mertemperatur sind Gas, Flu¨ssigkeit und Festko¨rper. Bei hohen Temperaturen wird ein
Gas ionisiert, es entsteht ein Plasma aus Ionen und freien Elektronen. Daru¨ber hinaus
gibt es noch zahlreiche weitere Phasenu¨berga¨nge, zum Beispiel die U¨berga¨nge Graphit–
Diamant, weißes Zinn–graues Zinn, Paramagnet–Ferromagnet, Flu¨ssigkeit–Suprafu¨ssig-
keit und Normalleiter–Supraleiter.
Der U¨bergang zwischen zwei Phasen kann diskret oder kontinuierlich erfolgen. Dazu bezie-
hen wir uns auf ein einfaches Phasendiagramm. Ein solches Phasendiagramm oder auch
Zustandsdiagramm ist in Abbildung 1.2 dargestellt. Dieses Diagramm ist ein typischer
Vertreter fu¨r eine große Gruppe von Stoffen. Wenn der Phasenu¨bergang diskret verla¨uft,
so kann man die Phasen im Diagramm durch eine Linie trennen. Ein solches Beispiel stellt
die Dampfdruckkurve dar. Sie trennt die flu¨ssige von der gasfo¨rmigen Phase. Sie endet
fu¨r jeden Stoff im kritischen Punkt. Im Bereich hoher Temperaturen und hoher Dru¨cke
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Abbildung 1.1: U¨bersicht u¨ber einige ausgewa¨hlte Phasen, die in der Natur auftreten. Die
qualitative Temperaturskala bezieht sich nur auf die links angefu¨hrten Phasen. (nach Fließbach
1995)
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Abbildung 1.2: Phasendiagramm eines einfachen Stoffes. (nach Fließbach 1995)
ist eine Unterscheidung zwischen gasfo¨rmig und flu¨ssig nicht mehr mo¨glich. La¨ngs der
Sublimationskurve findet man keinen kritischen Punkt. Da sich die Atomstrukturen bei
hinreichend hohen Dru¨cken auflo¨sen, ist diese Kurve auch nicht beliebig weit fortsetzbar.
Phasenu¨berga¨nge erster Art sind diskontinuierlich. Bei ihnen a¨ndert sich der Ordnungspa-
rameter (zum Beispiel die Dichte) sprunghaft. Ebenso zeigen die die Phase charakterisie-
renden thermodynamischen Potentiale, wie innere Energie oder Enthalpie, ein unstetiges
Verhalten. Beispiele sind Verdampfungs-, Schmelz- und Kondensationsprozesse, Kristali-
sation und spinodale Entmischung.
1.1. Phasenu¨berga¨nge 7
In dieser Arbeit wird eine Substanz besonders untersucht: Das Wasser. Die Ursachen sind
sowohl historische, als auch Gru¨nde der Einfachheit, da es sich bei Wasser um einen be-
kannten und jedem zuga¨nglichen Stoff handelt. Die Phasenumwandlungen des Wassers
sind Erscheinungen des Alltages. Beispiele sind: das Kochen von Wasser in einem Kessel,
die Bildung von Reif in einer kalten Winternacht, das Schmelzen von einem Eiswu¨rfel in
einem Drink. Wasser geht in Dampf, Dampf in Eis, Eis in Wasser u¨ber. Das Leben wa¨re
ohne den sta¨ndigen Wandel des Wassers kaum denkbar.
Phasenu¨berga¨nge zweiter Art werden auch als kontinuierliche Phasenu¨berga¨nge bezeich-
net, da sich die entsprechenden thermodynamischen Potentiale als Funktion der Tem-
peratur stetig a¨ndern. Die Ableitungen dieser Gro¨ßen, wie die spezifische Wa¨rmekapa-
zita¨t, weisen jedoch einen Sprung auf. Aus der Vielfalt der Phasenu¨berga¨nge zweiter
Ordnung seinen als Beispiele der U¨bergang zwischen ferromagnetischen und antiferro-
magbetischen Phasen und Ordnungs–Unordnungs–Phasenumwandlungen in Festko¨rpern
genannt. Die Grundlage der theoretischen Deutung von Phasenu¨berga¨ngen zweiter Art
bildet die Landau–Theorie, die auf der Einfu¨hrung eines Ordnungsparameters basiert.
Im Rahmen der vorliegenden Arbeit wenden wir uns der Beschreibung von Pha-
senu¨berga¨ngen erster Ordnung zu. Wird eine homogene Phase durch A¨nderung der ther-
modynamischen Randbedingungen aus ihrem Gleichgewichtszustand gebracht, dann kann
es zu einem Phasenu¨bergang kommen, der je nach Entfernung vom Gleichgewicht durch
verschiedenen Mechanismen beschrieben werden kann.
Die Phasenumwandlungen von Wasser sind Phasenu¨berga¨nge erster Art, die kontinuier-
lich ablaufen. Wenn man einen Kessel mit Wasser erwa¨rmt, wird das Wasser gleichma¨ßig
umgewandelt. Die latente Wa¨rme der Umwandlung von Wasser in Eis (q ∼ 334 J/g) , ist
die Energie, die frei wird, wenn ein Wassermoleu¨l in ein fcc-Gitter gepackt wird.
Ein Modell, das zur Charakterisierung von Gas–Flu¨ssigkeit–Phasenu¨berga¨ngen genutzt
wird, ist das van der Waals–Gas. Die Eigenschaften des van der Waals–Gases sind durch
die thermische und kalorische Zustandsgleichung gegeben. In Abbildung 1.3 sind verschie-
dene Isothermen im p − V -Diagramm skizziert. Im Vergleich zum idealen Gas sind die
Isothermen nach rechts verschoben, durch den Term des spezifischen Eigenvolumens in der
van der Waals Gleichung. Der attraktive Teil der Wechselwirkung fu¨hrt zur Absenkung
des Druckes. Fu¨r hohe Temperaturen ist dieser Term klein und es kommt nur zu einer
geringen Verformung der monoton abfallenden Isothermen. Fu¨r niedrige Temperaturen
fu¨hrt dieser Term dagegen zu einem Umbiegen der Isotherme bei sinkendem Volumen.
Somit hat die Isotherme ein Maximum. Da das Volumen aber bei p → ∞ gegen das Ei-
genvolumen strebt, muß die Isotherme schließlich wieder nach oben gehen.
Da die Isothermen stetig ineinander u¨bergehen, muß es genau eine Isotherme geben, fu¨r
die Minimum und Maximum zusammenfallen. Die Temperatur dieser Isothermen wird als
kritische Temperatur Tkr bezeichnet. Die kritischen Werte fu¨r Wasser sind Tkr = 647 K,
fu¨r den Druck pkr = 22.11 MPa und fu¨r das Volumen 1/Vkr = ρkr = 0.323 g/cm
3.
Nun kann es der Fall sein, daß bei einer Isothermen drei Lo¨sungen fu¨r das Volumen existie-
ren. Es stellt sich nun die Frage, welche dieser drei Lo¨sungen im Gleichgewicht tatsa¨chlich
vorliegt?
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Abbildung 1.3: Isothermen des van der Waals–Gases fu¨r einige Werte von der reduzierten Tem-
peratur T/Tkr. Oberhalb der kritischen Temperatur (T > Tkr) fallen die Isothermen monoton
ab, fu¨r T < Tkr haben sie ein Minimum und ein Maximum. (nach Fließbach 1995)
Um Aussagen treffen zu ko¨nnen, fu¨hrt man eine Maxwellkonstruktion durch. Damit die
Stabilita¨t eines Systems erfu¨llt ist, muß die Kompressibilita¨t immer positiv sein.
κT = − 1
V
(
∂V
∂p
)
T
> 0, also
(
∂p
∂V
)
T
< 0 (1.1)
Wu¨rde dies nicht der Fall sein, wa¨re das System mechanisch instabil, da es fu¨r kleine
Schwankungen im Volumen keine ru¨cktreibende Kraft besitzt. Dies fu¨hrt dazu, daß wir
alle Isothermenabschnitte mit einem positiven Anstieg als unphysikalisch ansehen. In Ab-
bildung 1.4 ist eine einzelne Isotherme dargestellt. Wenn man nun den Bereich der positi-
ven Steigung ausschließen wu¨rde, besitzt die Horizontale immer noch zwei Schnittpunkte
zwischen dem Minimum und dem Maximum. Fu¨r hinreichend niedrigen Druck erhalten
wir nur einen Schnittpunkt. Dieser entspricht der gasfo¨rmigen Phase. Die Lo¨sung fu¨r die
flu¨ssige Phase ergibt sich bei ho¨heren Dru¨cken. Fu¨r eine Isotherme mit einem Maximum
und einem Minimum kann man zeigen, daß es einen bestimmten Druck gibt, in denen die
beiden Phasen im Gleichgewicht sind. Dieser Druck wird eindeutig durch eine Maxwell-
konstruktion festgelegt. Fu¨r unseren Kessel bedeutet dies folgendes: Wir starten mit der
flu¨ssigen Phase und erho¨hen die Temperatur, dabei nimmt der Druck ab. Dabei bewegt
sich das System entlang des linken Teils der Isothermen genau bis zum Punkt pd. An die-
sem Punkt sind die beiden Phasen im Gleichgewicht. Die infinitesimale Drucka¨nderung
fu¨hrt zur kontinuierlichen Umwandlung von zuna¨chst 100% Wasser in 100% Dampf. Die
Gleichgewichtszusta¨nde, die das System dabei durchla¨uft, ergeben die in Abbildung 1.4
eingezeichnete Horizontale.
Im Bereich der mehrfachen Lo¨sung ist die theoretische Isotherme durch die Horizontale
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Abbildung 1.4: Phasenu¨bergang im van der Waals–Modell: Die flu¨ssige Phase entspricht dem
linken Teil der Isothermen, die Gasphase wird durch den rechten Teil der Isotherme dargestellt.
Der waagerechte Teil entspricht dem U¨bergang von der flu¨ssigen zur gasfo¨rmigen Phase. Die
Lage dieser Gerade ist gerade so gewa¨hlt, daß die Fla¨cheninhalte, die mit der theoretischen
Isotherme eingeschlossen werden, gleich groß sind. (nach Fließbach 1995)
p = pd(T ) zu ersetzen. Dadurch fallen jetzt die Teile mit negativem Anstieg ebenfalls
heraus. Sie entsprechen nicht dem Gleichgewichtszustand, sind also thermodynamisch in-
stabil. Solche Nichtgleichgewichtszusta¨nde ko¨nnen aber von einem System unter gewissen
Umsta¨nden bzw. Bedingungen eingenommen werden. In diesem Zusammenhang spricht
man auch von unterku¨hlten oder abgeschreckten Gasen bzw. von u¨berhitzten Flu¨ssigkei-
ten.
Im allgemeinen erfolgt die Bildung einer neuen Phase als eine Relaxation von einem Nicht-
gleichgewichtszustand in einen stationa¨ren Gleichgewichtszustand. Die Mo¨glichkeit, daß
der U¨bergang in einen stationa¨ren Nichtgleichgewichtszustand erfolgt, sei hier nicht von
Interesse. Die letzgenannte Variante ist typisch fu¨r gepumpte Systeme, die in einem spa¨te-
ren Kapitel behandelt werden.
Ausgangspunkt ist ein metastabiler Nichtgleichgewichtszustand (z. B. Wasserdampf, der
mittels schneller Unterku¨hlung in einen u¨bersa¨ttigten Zustand gebracht wurde). Dabei
wird das System aus einem stabilen Ein–Phasen–Zustand in einen metastabilen Zustand
u¨berfu¨hrt, der nun u¨ber den Prozeß der homogenen Keimbildung in den stabilen Zwei–
Phasen–Endzustand relaxiert. Dabei bedeutet der Mechanismus der homogenen Keimbil-
dung, daß es bei vo¨lligem Fehlen von Verunreinigungen und sonstigen a¨ußeren Einwir-
kungen in diesem System zur Bildung von Aggregaten kommt. Die klassische Keimbil-
dungstheorie berechnet die Rate von kritischen Aggregaten (Keimen, Clustern), die pro
Zeiteinheit und Volumeneinheit vom System gebildet werden. Es wird vorausgesetzt, daß
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das System eine hinreichende Gro¨ße besitzt, so daß die U¨bersa¨ttigung konstant bleibt. Die
grunglegenden Arbeiten auf diesem Gebiet stammen von Volmer und Weber [76] sowie
von Becker und Do¨ring [1].
Wir untersuchen zuna¨chst Gleichgewichtsphasenu¨berga¨nge in finiten Systemen. Die End-
lichkeit wird durch ein abgeschlossenes Volumen bedingt, welche eine Massenerhaltung
bewirkt, so daß es durch den Abbau einer Phase zur Abnahme der U¨bersa¨ttigung kommt.
Im einzelnen unterliegt die Arbeit der folgenden Gliederung:
An den Anfang haben wir einige experimentelle Situationen gestellt, um so einen pra-
xisorientierten Ansatz zu liefern. In diesem Abschnitt (Kapitel 2) werden grundlegende
Aussagen zur Clustererzeugung und zum Nachweis von Clustern gemacht. Auf die Erzeu-
gung durch Du¨senstrahlexpansion wird ausfu¨hrlicher eingegangen. Aus den Experimenten
geht hervor, daß sich beim U¨bergang vom Atom u¨ber Cluster bis hin zum Festko¨rper
die physikalischen Eigenschaften a¨ndern. Dies gilt insbesondere fu¨r die Bindungsenergie
von Clustern. Auf die Bindungsenergie als physikalisch relevante Gro¨ße wird dann in dem
na¨chsten Abschnitt (Kapitel 3) eingegangen, da sie auch in der Ableitung der thermodyna-
mischen Potentiale (Kapitel 4) eine wichtige Rolle spielt. Die Bildung von Cluster aus der
Sicht der Thermodynamik steht im Mittelpunkt des 5. Kapitel. Dieses Kapitel dient der
Darstellung und der Diskussion der Clusterbildung in finiten Systemen unter verschiede-
nen Randbedingungen. Es werden abgeschlossene und offene Systeme in den Mittelpunkt
der Beschreibung geru¨ckt. Eine Weiterentwicklung der Kenntnisse u¨ber die Bildung von
Cluster in Systemem ohne Teilchenaustausch stellt das Kapitel 6 dar. Hier wird das fi-
nite System an einen Umgebung gekoppelt. Das angewendete Modell erhielt den Namen
Zwei–Boxen–Modell und geht auf Arbeiten von Ehrenfest zuru¨ck. In diesem Abschnitt der
Arbeit erha¨lt der Leser eine praxisrelevante Anwendung von Diffusionsprozessen unter be-
sonderen Randbedingingen. Das 7. Kapitel kann ebenfalls als eine Verallgemeinerung der
Clusterung in finiten Systemen angesehen werden. Hier werden die Kenntnisse genutzt
um die Clusterung wa¨hrend der Expansion eines Gases zu beschreiben. Ein Spezialfall
einer Expansion mit Clusterbildung ist die Du¨senstrahlexpansion, somit schließt sich der
Kreis und der Grund fu¨r die Aufnahme der experimentelle Situation im Clusterstrahl in
die Arbeit wird deutlich.
Da alle Analysen mit Hilfe von Simulationen getestet und durchgefu¨hrt wurden, seinen
noch einige einleitenden Worte zur Rolle der Computersimulationen gestattet.
1.2 Computersimulationen
Wa¨hrend der letzten Jahrzehnte sind die konventionellen Methoden der experimentel-
len und theoretischen Physik durch Computersimulationen erga¨nzt worden. Wir wer-
den ebenfalls auf Computerexperimente zuru¨ckgreifen, um eine Analyse unserer Modelle
durchzufu¨hren. Hierbei haben wir uns auf die Monte–Carlo–Methode spezialisiert, da die-
se Art von Simulationen unseren Aufgaben entgegenkommt. Computersimulationen sind
aus dem Instrumentarium des Naturwissenschaftlers heute nicht mehr wegzudenken. Sie
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bieten eine Mo¨glichkeit, strukturelle, dynamische und thermodynamische Eigenschaften
interessierender Systeme zu untersuchen.
Im wesentlichen wurden zwei Verfahren entwickelt: Monte–Carlo–Verfahren (MC) und
Molekulardynamik (MD), die auf Methoden der Statistischen Physik basieren. Bei bei-
den Verfahren wird eine bestimmte Anzahl von Teilchen in einem – u¨blicherweise –
wu¨rfelfo¨rmigen Kasten verteilt. Die zur Untersuchung wichtigen Wechselwirkungen zwi-
schen den Teilchen im System ko¨nnen meist durch Paar–Potentiale beschrieben werden.
In der Regel wird angenommen, daß sich das Gesamtpotential als Summe der Paar–
Potentiale schreiben la¨ßt.
Bei den MC–Rechnungen wird eine Kette von Konfigurationen der Teilchen (Mikro-
zusta¨nde des Systems) konstruiert. Ausgehend von einem vorgegebenen Anfangszustand
wird eine neue Konfiguration im einfachsten Falle dadurch erzeugt, daß ein willku¨rlich
ausgesuchtes Teilchen um einen zufa¨llig gewa¨hlten Vektor verschoben wird. Nach dem
sogenannten Metropolis–Algorithmus wird aus der A¨nderung der Gesamtenergie beim
U¨bergang zur neuen Konfiguration entschieden, ob diese als neuer Zustand in der Kette
der Konfigurationen aufgenommen wird oder der alte Zustand nochmals zu za¨hlen ist.
Die so erzeugte Folge von Konfigurationen (Markoff–Kette) konvergiert fu¨r große Zeiten
zum thermodynamischen Gleichgewicht. Durch Mittelung ko¨nnen die strukturellen und
thermodynamischen Eigenschaften der zu untersuchenden Substanz berechnet werden.
Die Computersimulationen, deren Mo¨glichkeiten sich mit der Entwicklung der Rechen-
technik stark erweitern, ko¨nnen weder allein den Experimenten noch der Theorie zugeord-
net werden. Sie u¨bernehmen Teilaufgaben beider Untersuchungsmethoden. Experimente
an realen Systemen liefern Resultate, die zum Vergleich mit theoretischen Werten zur
Verfu¨gung stehen. Die Theorie erzeugt durch Modellbildung (Struktur, Potentiale, ideali-
sierte Vereinfachungen) ein mo¨glichst naturgetreues (aber noch berechenbares) Modellsy-
stem, das Ausgangspunkt fu¨r eine zweifache theoretische Behandlung sein soll. Einerseits
liefert die analytische Behandlung mit einer Theorie eine theoretische Voraussage, ande-
rerseits erha¨lt man mit Computersimulationen ein exaktes Resultat fu¨r das Modellsystem.
Paarweiser Vergleich dieser drei Resultate fu¨hrt sowohl zu einem Test des Modells als auch
zu einem Test der Theorie.
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2. Experimentelle Grundlagen der
Clustererzeugung
2.1 Clustererzeugung und Clusternachweis
Eine einfache Apparatur zur Erzeugung und zum Nachweis von Clustern ko¨nnte wie folgt
aussehen, siehe dazu Abb. 2.1. Typischerweise besteht solch ein Aufbau aus zwei separat
gepumpten Vakuumkammern, die durch eine konische Blende, den sogenannten Skimmer,
verbunden sind. Der achsennahe Teil des erzeugten Strahls fliegt durch den Skimmer und
wird in einer Ionisationsquelle ionisiert. Somit ist ein Nachweis mit einem Massenspektro-
meter mo¨glich. Die zur Zeit gebra¨uchlichsten Quellen zur Erzeugung freier Cluster lassen
Abbildung 2.1: Schematische Darstellung einer einfachen Vorrichtung zur Erzeugung und zum
Nachweis von Clustern. (aus Haberland, 1994)
sich im wesentlichen auf drei Grundtypen zuru¨ckfu¨hren. Detailierte Ausfu¨hrungen u¨ber
die unterschiedlichen Methoden der Clustererzeugung sind beispielsweise. in [30], [65] und
[10] zu finden.
• Die a¨ltste und einfachste Methode der Clustererzeugung ist die Gasaggregation. Sie
wird uns von der Natur bei der Bildung von Nebel demonstriert. Zur Herstellung
von Clustern wird folgendes Experiment genutzt. Ein Metall (oder ein anderes festes
Material) wird in ein ruhendes oder stro¨mendes Edelgas geleitet. Durch Sto¨ße mit
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den Edelgasatomen werden die Metallatome abgebremst und lagern sich zu Clu-
stern zusammen, wenn ihre Temperatur niedrig genug ist. Diese Cluster kann man
auffangen und mit verschiedene Methoden nachweisen. Die popula¨rsten Varianten
wurden unter anderem von E. Recknagel, K. Sattler aus Konstanz oder von der
Arbeitsgruppe um W. Schulze aus Berlin entwickelt. Die Temperatur der Cluster
kann nicht unter die Temperatur des Tra¨gergases sinken. Als Tra¨gergas dienen im
allgemeinen Edelgase. Außerhalb der Quelle ko¨nnen die Cluster jedoch durch Ver-
dampfungsprozesse weiter abku¨hlen.
• Die Sputter- bzw. Laserverdampfungsquellen beruhen auf der Materialabtragung
von einer Oberfla¨che. Dabei wird ein intensiver Ionen- bzw. Photonenstrahl auf eine
Oberfla¨che geschossen, was die Ablo¨sung von Atomen, Moleku¨hlen, Clustern und
deren Ionen zur Folge hat.
• Du¨senstrahlquellen nutzen die physikalischen Gesetzma¨ßigkeiten bei der Expansi-
on eines Gases. Ein Gas wird mit hohem Druck durch ein kleines Loch in einen
hochevakuierten Raum expandiert. Dabei kommt es zu einer extremen Abku¨hlung
und damit zur Clusterbildung. In solch einem Du¨senstrahl bewegen sich dann alle
Moleku¨le mit anna¨hrend gleicher Geschwindigkeit. Bei der Expansion wird die un-
gerichtete Bewegung, die bei der Ausgangstemperatur T0 vorlag, in eine gerichtete
Bewegung der expandierenden Atome umgewandelt. Somit kann die Temperatur
der Atome und der sich bildenden Cluster einen sehr tiefen Wert annehmen. Fu¨r
Helium werden Werte von unter 1 K erreicht. Wird die Temperatur wa¨hrend der
Expansion kleiner als die Bindungsenergie eines Dimers, so kann es zur Stabilisie-
rung durch Sto¨ße kommen. An diesem Prozeß mu¨ssen drei Atome teilnehmen, um
Energie- und Impulsatz gleichzeitig zu erfu¨llen. Diese Dimere bilden die sogenann-
ten Kondensationskeime fu¨r das Entstehen von Mikroluster. Sie wachsen schnell zu
gro¨ßeren Clustern heran.
Die Cluster verlassen die Kondensationszone sehr heiß, da die Kondensationswa¨rme
den Cluster bei jedem Wachstumsschritt aufheizt. Tiefe Temperaturen lassen sich
erreichen, wenn man dem expandierenden Material ein Edelgas bei der Expansion
beimengt. Die Cluster werden auf die Temperatur des Edelgases abgeku¨hlt.
So sind zum Beispiel bei einer Expansion von 0.1 % Natrium in Argon unter einem
Druck von 106 Pa die Na-Ar-Sto¨ße viel ha¨ufiger als die Na-Na-Sto¨ße. Die Natrium-
cluster werden auf die Temperatur der Argonexpansion geku¨hlt. Man hat so Trimere
(Na3-Cluster) hergestellt, die eine Temperatur von 10 K haben. Du¨senstrahlquellen
sind in der Regel einfach zu bauen und sind sehr robust.
Ein fu¨r uns sehr interessantes Experiment stellt die Erzeugung von Wasserclustern mit-
tels Du¨senstrahl dar. Diese Messungen werden in Go¨ttingen von der Arbeitsgruppe von U.
Buck durchgefu¨hrt. Die Experimente dienen der Untersuchung eines Sachverhaltens, der
uns aus dem Chemieunterricht in Erinnerung geblieben sein du¨rfte. Die Reaktion von Na-
trium mit Wasser fordert gerade zu einer clustergro¨ßenabha¨ngigen Untersuchung heraus.
Wa¨hrend einerseits das explosive Verhalten in der Festko¨rper- und Flu¨ssigkeitsphase gut
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bekannt ist, wurde anderseits herausgefunden, daß einzelne Natriumatome mit einzelnen
Wassermoleku¨len auch nach Anregung des Natriums nicht reagieren. Fu¨r die Arbeitsgrup-
pe von U. Buck galt es, nun die Clustergro¨ße zu bestimmen, bei der das reaktive Verhalten
einsetzt. Fu¨r die reaktiven Streuexperimente von Natrium an Wassermoleku¨len bzw. Was-
serclustern wurde eine Wasserclusterquelle aufgebaut, die einen intensiven Strahl erzeugt
(Abb. 2.1). Es wird eine reine Expansion von Wasser durchgefu¨hrt. Der Betrieb des Ofens
Abbildung 2.2: Die Ofenstrahlquelle zur Erzeugung von Wasserclustern (nach Brudermann
1995)
umfaßt im wesentlichen den folgenden Ablauf: Vor einer Messung wird der kalte Ofen
zuna¨chst mit Wasser gefu¨llt. Dann werden der Ofen und die Du¨se gleichzeitig beheizt.
Von großer Wichtigkeit ist dabei, daß die Temperatur der Du¨se stets ho¨her sein muß als
die Temperatur im Ofen, damit eine Kondensation in der Du¨se vermieden wird. Dadurch
ist eine ungesto¨rte Expansion ins Vakuum mo¨glich.
Der Nachweis neutraler Cluster ist im allgemeinen nicht mo¨glich. Es gibt zahlreiche mas-
senspektrometrische Untersuchungen an Clusterstrahlen, bei denen beispielsweise “magi-
sche Zahlen” gefunden wurden, d. h. Massen, die im Massenspektrum besonders stark
in Erscheinung treten [11], [9]. Dies wurde als Folge der besonderen Stabilita¨t einzelner
Cluster gewertet. Inzwischen ist jedoch allgemein akzeptiert, daß es sich dabei um ein
Zeichen der Stabilita¨t nicht von neutralen, sondern von geladenen Clustern handelt.
Bei den massenspektrometrischen Verfahren werden die Cluster ionisiert und dann die
Ionen massenselektiv nachgewiesen. Dabei fragmentieren die Cluster erheblich, im Falle
des Argon–Trimers Ar3 sogar zu 100% [8].
Die Fragmentation geht darauf zuru¨ck, daß sich nach Ionisation im Cluster ein Dimer-
bzw. Trimerion bildet, dessen Bindungsenergie an den Cluster abgegeben wird und die-
sen aufheizt. Durch Abdampfen von Monomeren verkleinern sich die Cluster und ku¨hlen
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dabei ab, bis sie eine stabile Gro¨ße erreicht haben.
Durch diese Fragmentation wird die Information u¨ber die Verteilung der Cluster im Strahl
verwischt, und die gemessene Verteilung weicht erheblich von der gesuchten der neutralen
Cluster ab.
Die physikalischen Eigenschaften der Cluster liegen zwischen dem Atom und dem Konden-
sat (feste und flu¨ssige Zusta¨nde). Alle physikalischen Eigenschaften die vom Aufbau der
Atome, Moleku¨hle und Aggregate abha¨ngen, mu¨ssen sich mit der Clustergro¨ße a¨ndern.
Jedoch ist auch die Frage der Definierbarkeit der physikalischen Eigenschaft von großer
Wichtigkeit. Ab wann la¨ßt sich beispielsweise die Schmelztemperatur eines kleinen Clu-
sters definieren, oder ab welcher Gro¨ße kann man von einer Oberfla¨che sprechen?
Eine aus unserer Sicht wichtige Eigenschaft ist die Bindungsenergie als Funktion der Clu-
stergro¨ße. In den folgenden Kapiteln wird sie mit fn(T ) bezeichnet, wobei n der Cluster-
gro¨ße und T der Temperatur entspricht. Der zu fn(T ) geho¨rige Grundzustand der ra¨um-
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Abbildung 2.3: Darstellung der Bindungsenergie von Methanol. Der typische Verlauf der Bin-
dungsenergie wird deutlich. Fu¨r große Cluster strebt die Bindungsenergie gegen den Bulkwert.
Die Werte stammen aus Experimenten im Du¨senstrahl von Arbeitsgruppe um U. Buck/Go¨ttin-
gen.
lichen Anordnung heißt auch n–Cluster [40]. Sie mißt die innere Stabilita¨t der Cluster,
da keine Effekte der Entropie enthalten sind. Aus der Abbildung 2.3 und aus spa¨hteren
Rechnungen wird deutlich, daß die Stabilita¨t der Cluster wa¨chst. Die Bindungsenergie
strebt einem Bulkwert zu. Er beschreibt das chemische Potential des Dampfes u¨ber einer
einer ebenen Oberfla¨che.
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Die Gro¨ßenabha¨ngigkeiten der katalytischen, magnetischen, chemischen, optischen Ei-
genschaften von Clustern sind heute ein wichtiges Forschungsgebiet. Mehrfach geladene
Cluster sind ebenfalls in den Blickpunkt des Interesses geru¨ckt. Die Eigenschaften dieser
Cluster werden im Detail studiert.
2.2 Clusterphysik im Strahl
2.2.1 Was ist ein Clusterstrahl?
Stro¨mt Gas durch eine feine Du¨se ins Vakuum, sprechen wir von adiabatischer Ausdeh-
nung des Systems oder des Gases. Das Gas verliert dabei an Wa¨rmeinhalt (Enthalpie)
und gewinnt an Stro¨mungsenergie. Hierbei la¨ßt sich feststellen, daß die Abnahme der Ent-
halpie mit der Abku¨hlung des Gases verbunden ist. Eine wichtige Voraussetzung dafu¨r
ist, daß in der Stro¨mung die Schallgeschwindigkeit u¨berschritten wird. Diese Tatsache ist
durch die Wahl der Dru¨cke vor und hinter der Du¨se realisierbar.
In einem solchen “U¨berschall–Molekularstrahl” kann die Abku¨hlung so weit gehen, daß der
Taupunkt des Gases unterschritten wird und das Gas zu kondensieren beginnt. In diesem
Zusammenhang wollen wir von Clusterbildung sprechen. Die im Verlaufe der Stro¨mung
fortschreitende Verdu¨nnung des Gases beendet dann den Kondensationsprozeß.
Die Kondensation im Strahl und die Verteilung der Clustergro¨ßen ha¨ngen vom Gasdruck
an der Du¨se (p0), von der Du¨sentemperatur (T0), vom Du¨sendurchmesser d und von der
Gasart ab.
Abbildung 2.4: Schematischer Strahlverlauf bei einer adiabatischen Expansion. Deutlich zu
sehen ist die von Verdichtungssto¨ßen umgebene “Zone der Stille”.M bezeichnet die lokale Mach-
zahl. (nach Stapelfeld 1990)
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2.2.2 Theorie fu¨r Clusterstrahler
Um die Stro¨mung von Medien zu beschreiben und zu berechnen, werden außer den Geset-
zen der Mechanik auch solche der Thermodynamik beno¨tigt, die die bei inkompressiblen
Medien unabha¨ngigen Gro¨ßen Dichte ̺, Druck p, Temperatur T und Stro¨mungsgeschwin-
digkeit v verknu¨pfen. Die Gasdynamik stellt die Grundlage zur Beschreibung von Du¨sen-
stro¨mungen dar. Sie gewa¨hrleistet die Beschreibung von Druck, Temperatur, Dichte und
Geschwindigkeit an jedem Ort in Abha¨ngigkeit von den Anfangsbedingungen.
Gasdynamik
Im folgenden betrachten wir stationa¨re Stro¨mungen, d.h. solche Bedingungen die in einem
sich mit der Stro¨mung bewegenden Volumenelement herschen. Die Ausfu¨hrungen dieses
Abschnittes fußen im wesentlichen auf den Lehrbu¨chern von Landau [43], Mu¨ller [51].
Die Gu¨ltigkeit des Energiesatzes wird angenommen, die Gesamtenergie im betrachteten
Volumenelement bleibt unvera¨ndert. Sie setzt sich aus drei Anteilen zusammen:
• spezifische kinetische Energie :
v2
2
= ek
• spezifische Volumenenergie:
̺kBT = eV
• spezifische innere Energie:
3 + f
2
kBT = ei
Die innere Energie eines idealen Gases ist
ei = cvT =
pV
κ− 1 . (2.1)
Man kann einige allgemeine Ergebnisse u¨ber eine beliebige adiabatisch verlaufende, sta-
tiona¨re Gasstro¨mung bereits unmittelbar aus der Bernoullischen Gleichung erhalten. Die
Bernoullische Gleichung lautet fu¨r eine stationa¨re Stro¨mung [43], daß die Summe aus
spezifischer Enthalpie h und der spezifischen kinetischen Energie ek konstant ist,
h +
v2
2
= const. (2.2)
Die Gro¨ße auf der rechten Seite ist la¨ngs jeder Stromlinie konstant. Liegt auf einer Strom-
linie ein Punkt, in dem die Stro¨mungsgeschwindigkeit v gleich Null ist, dann kann man
die Bernoullische Gleichung in der Form
h+
v2
2
= h0 (2.3)
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schreiben, wobei h0 der Wert der Enthalpie im Punkt mit v = 0 ist (spezifische Enthalpie
im Ruhezustand). In einer adiabatisch expandierenden Stro¨mung wird also sta¨ndig unter
Temperaturabnahme Enthalpie in kinetische Energie umgewandelt, bis die mo¨gliche Ma-
ximalgeschwindigkeit erreicht ist. Die theoretische Maximalgeschwindigkeit ha¨ngt nicht
vom Druck ab, sondern nur vom Enthalpiegehalt im Ruhezustand bzw. von T0.
Isentrope Prozesse
Verla¨uft ein Prozeß nur adiabatisch, d.h. ohne Zu- oder Abfuhr von Wa¨rme, und reversibel,
so ist er auch isentrop, d.h. die spezifische Entropie bleibt erhalten. Nach dem 1. Hauptsatz
der Thermodynamik:
dh =
dp
̺
+ Tds (2.4)
folgt mit ds = 0
dh =
dp
̺
. (2.5)
Aus der Gleichung (2.3) ist ersichtlich, daß die Geschwindigkeit v dort groß ist, wo die
Enthalpie h klein ist. Die Geschwindigkeit nimmt ihren Maximalwert an der Stelle an, wo h
minimal ist. Die kleinstmo¨glichen Werte des Druckes und der Enthalpie (bei adiabatischen
Prozessen) werden angenommen, wenn die absolute Temperatur T = 0 ist. Aus (2.3)
erhalten wir jetzt fu¨r den gro¨ßtmo¨glichen Wert der Geschwindigkeit
vmax =
√
2h0. (2.6)
Diese Geschwindigkeit kann beim stationa¨ren Ausstro¨men eines Gases ins Vakuum erreicht
werden.
Aus der Eulerschen Gleichung
(v∇)v = −∇p
̺
finden wir, daß auf einer Stromlinie die Beziehung
vdv = −dp
̺
(2.7)
zwischen den Differentialen dv und d̺ besteht. Wir schreiben
dp = v2sd̺
und erhalten
d̺
dv
= −̺v
v2s
. (2.8)
Eine wichtige Gro¨ße zur Beschreibung isentroper Vorga¨nge in kompressiblen Medien ist die
Geschwindigkeit, mir der sich kleine Sto¨rungen (bei kleinen Sto¨rungen wird keine Entropie
erzeugt, die ablaufenden Prozesse sind adiabatisch) mit “du¨nner Stro¨mungsfront” in dem
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Medium fortpflanzen. Diese ergibt sich aus der Bernoulli- und der Kontinuita¨tsgleichung
zu:
vs =
√√√√ dp
̺
∣∣∣∣∣
ds=0
=
√
κRT . (2.9)
Schallgeschwindigkeiten in Gasen bewirken in der Regel nur kleine Sto¨rungen.
Aus der Bernoullischen Gleichung und dem 1. Hauptsatz folgt fu¨r isentrope Prozesse
−dT
T
=
1− κ
κ
dp
̺
(2.10)
und somit die “Isentropen Gleichungen”
p
p0
=
(
T
T0
) κ
κ−1
̺
̺0
=
(
T
T0
) 1
κ−1
(2.11)
p
p0
=
(
̺
̺0
)κ
Kennzeichen einer Isentropen Expansion
Die Machzahl ist der Quotient aus der Stro¨mungsgeschwindigkeit und der lokalen Schall-
geschwindigkeit im Medium (M = v/vs). Das Quadrat der Machzahl gibt ein Maß fu¨r das
Verha¨ltnis der Energie von gerichteter (Stro¨mungs-) und ungerichter (Wa¨rme-) Bewegung
an. Die Gleichung
dv
v
(M2 − 1) = dA
A
(2.12)
ist fu¨r die Beschreibung von Stro¨mungen durch Du¨sen fundamental wichtig. Dabei ist be-
sonders der WertM = 1 von Bedeutung. Hier ist die Stro¨mungsgeschwindigkeit gleich der
Schallgeschwindigkeit. Somit muß es Gebiete geben, wo M > 1 und M < 1 ist. So ist es
maximal mo¨glich, M = 1 bei einem sich verengenden Stro¨mungsquerschnitt zu erreichen.
Soll die Stro¨mung auf U¨berschallwerte beschleunigt werden, so muß der Stro¨mungsquer-
schnitt jenseits der Verengung, dem kleinsten Querschnitt A∗, wieder erweitert werden.
Analog zu Gleichung (2.1) gelten a¨hnliche Formeln fu¨r die Enthalpie:
h = cpT =
κpV
κ− 1 =
v2s
κ− 1 . (2.13)
Hier ist die bekannte Beziehung cp − cV = R benutzt worden. Schließlich ist die Entropie
des Gases
s = cv ln
p
̺κ
= cp ln
p1/κ
̺
. (2.14)
Wir kehren nun zum Studium der stationa¨ren Stro¨mung zuru¨ck und wenden die oben
abgeleiteten allgemeinen Beziehungen auf ein ideales Gas an. Die Benoullische Gleichung
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(2.3) liefert nach Einsetzen des Ausdruckes (2.13) fu¨r die Enthalpie eine Beziehung zwi-
schen der Temperatur und der Geschwindigkeit in einem beliebigen Punkt einer Stromli-
nie. A¨hnliche Beziehungen fu¨r den Druck und die Dichte kann man dann unmittelbar auf
Grund der Poissonschen Adiabatengleichungen angeben:
̺ = ̺0
(
T
T0
)1/(κ−1)
und p = p0
(
̺
̺0
)κ
. (2.15)
Wir erhalten auf diese Weise die folgenden wichtigen Formeln:
T
T0
=
(
1 +
κ− 1
2
M2
)−1
̺
̺0
=
(
1 +
κ− 1
2
M2
)−1/κ−1
(2.16)
p
p0
=
(
1 +
κ− 1
2
M2
)−κ/κ−1
Machmal ist es bequem, diese Beziehungen in einer Form zu verwenden, bei der die Ge-
schwindigkeit durch die anderen Gro¨ßen ausgedru¨ckt wird:
v2 =
2κ
κ− 1
p0
̺0
1− ( p
p0
)(κ−1)/κ (2.17)
2.2.3 Temperatur im Clusterstrahl
Molekularstro¨mung
Bei genu¨gend starker Ku¨hlung geht das Gas in die molekulare Stro¨mungsform u¨ber, bei der
sich alle Gasteilchen gleichfo¨rmig und geradlinig bewegen. Der Du¨senstrahl la¨ßt sich grob
in drei verschiedene Sto¨mungsbereiche unterteilen. Diese werden durch die sogenannte
Knudsenzahl Kn
Kn =
λ
l
charakterisiert. Hierbei bezeichnet λ die mittlere freie Wegla¨nge eines Teilchens und l eine
charakteristische La¨nge des Systems, in diesem Fall den Durchmesser der Du¨seno¨ffnung
d.
• Im Bereich der Du¨se und in der Na¨he der Mu¨ndung ist Kn ≪ 1, es herrscht Kon-
tinuumsstro¨mung. Diese wird von Sto¨ßen der Teilchen untereinander und mit den
Du¨senwa¨nden dominiert.
• Mit zunehmender Entfernung von der Du¨se nimmt die Gasdichte ab, die mittlere
freie Wegla¨nge vergro¨ßert sich. Der Stro¨mungsbereich mit Kn ≃ 1 wird U¨bergangs-
stro¨mung (transition flow) genannt. Dort finden die fu¨r die Clusterbildung wichtigen
Stoß- und Abku¨hlungsprozesse statt.
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• Schon einige Du¨sendurchmesser von der Du¨se entfernt wird die Gasdichte so klein,
daß keine Sto¨ße mehr stattfinden, man spricht von freier molekularer Stro¨mung. Die
Cluster sind jedoch noch “heiß”, sie ko¨nnen sich durch Fragmentation abku¨hlen.
Bei der isentropen Expansion im U¨berschallstrahl erfolgt – wegen der Umsetzung von Ent-
halpie in Bewegungsenergie – eine Abku¨hlung des Gases, insbesondere auch der inneren
Freiheitsgrade der Schwingung und der Rotation. Die thermische Besetzung der Zusta¨nde
zu den Freiheitsgraden kann sich dabei unterscheiden, so daß den einzelnen Freiheits-
graden unterschiedliche Temperaturen zugesprochen werden mu¨ssen. Im allgemeinen ist
dabei Tvib > Trot > Ttrans.
2.2.4 Temperatur im U¨berschallstrahl
Im isentrop expandierenden Gasstrahl (ohne Kondensation) nimmt die ”Translationstem-
peratur” gema¨ß
TM = T0
1
1− κ− 1
2
M2
(2.18)
ab. Herrscht im Strahl thermisches Gleichgewicht (dazu mu¨ssen im Gas hinreichend
viele Sto¨ße stattfinden) so kann die Geschwindigkeitsverteilung durch eine modifizierte
Maxwell–Verteilung dargestellt werden
f(v) = cv2 exp
(
m
2kBT
(v − vStr)
)
. (2.19)
Dabei bezeichnet vStr die Stro¨mungsgeschwindigkeit.
Mit zunehmender Machzahl wird die Geschwindigkeitsverteilung entsprechend der ab-
nehmenden Temperatur enger, und sie verschiebt sich zu ho¨heren Geschwindigkeiten.
Durch innere Freiheitsgrade der Gasmoleku¨hle sowie durch Kondensationswa¨rme wird
die Abku¨hlung verlangsamt, d.h. bei gleicher Stro¨mungsgeschwindigkeit ist die Tempera-
tur ho¨her, wenn mehr Freiheitsgrade akkommodieren mu¨ssen. Die erreichbare Endenergie
und -geschwindigkeit sind dafu¨r wegen der gro¨ßeren Ruheenthalpie h0 um so gro¨ßer.
3. Aufbau und Struktur von Clustern
3.1 Bethe–Weizsa¨cker–Formel (B–W–F) in der
Clusterphysik
Im Kapitel ”Experimentelle Grundlagen der Clustererzeugung” wurde auf die physikali-
sche Gro¨ße Bindungsnergie eingegangen. In diesem Kapitel soll diese Gro¨ße genau definiert
und erla¨utert werden. Wir werden hier kurz die Analogie zwischen den Kernmodellen und
den Modellen, die wir in der Beschreibung eines Clusters verwenden aufzeigen. Dieses
Kapitel wurde in den vorderen Teil dieser Arbeit eingebunden, da die Bindungsenergie in
allen spa¨teren Kapiteln eine wichtige Rolle spielen wird.
Die Einfu¨hrung der Bethe–Weizsa¨cker–Formel erfolgte als Massenformel bzw. als Mas-
sengleichung. Sie gibt den Zusammenhang zwischen Massen der Teilchen ein und des-
selben oder verschiedener Teilchenarten wieder. Massengleichungen wurden auf Grund
allgemeiner gruppentheoretischer Untersuchungen, wie z.B. von Gell–Mann und Okubo,
abgeleitet.
3.1.1 Bethe–Weizsa¨cker–Formel der Kernphysik
Die Bethe–Weizsa¨cker–Formel ist eine Interpolationsformel fu¨r die Massen bzw. fu¨r die
Bindungsenergien der Atomkerne in Abha¨ngigkeit von ihrer Neutronenzahl N und Pro-
tonenzahl Z, wobei A = N + Z die Massenzahl ist. Diese Formel wurde urspru¨nglich
auf der Grundlage des Tro¨pfchenmodells aufgestellt. Sie gibt den allgemeinen Trend der
Bindungsenergie von leichten bis zu den schweren Kernen mit einem relativen Fehler von
etwa 1% wieder, und zwar sowohl fu¨r die stabilen als auch fu¨r die instabilen Kerne. Die
Besonderheiten der leichten Kerne werden nicht erfaßt. Die mit dem Schalenaufbau der
Kerne zusammenha¨ngenden Besonderheiten in der Umgebung magischer Nukleonenzah-
len ko¨nnen nur durch zusa¨tzliche Korrekturen beru¨cksichtigt werden.
Aus dem Massendefekt
△M = Nmn + Zmp −M(N,Z) (3.1)
(wobei mn Masse des freien Neutrons und mp Masse des freien Protons ist)
erha¨lt man fu¨r die Bindungsenergie E = B(N,Z) nach der Einsteinschen Energie–Masse–
Beziehung E = △Mc2 folgende Gleichung
B(N,Z) = aA− bA 23 − c(N − Z)2/A− dZ2/A 13 . (3.2)
Die physikalische Bedeutung der einzelnen Terme ist wie folgt zu interpretieren:
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1. Term: Volumenterm, er stellt einen zur Teilchenzahl proportionalen Anteil dar, der
dem Tro¨pfchenbild entspricht.
2. Term: Dabei handelt es sich um einen Oberfla¨chenterm, der eine Bindungslockerung
durch Oberfla¨cheneffekte im Tro¨pfchenbild beschreibt, das die Nukleonen in der
Oberfla¨che nur von den weiter innen befindlichen Nukleonen angezogen werden,
aber ”außen” keine Bindungspartner haben.
3. Term: Symmetrieterm, er modifiziert den Volumenterm. Er beschreibt eine
Abha¨ngigkeit der Bindungsenergie je Teilchen von der Neutronen- bzw. Protonen-
konzentration im Tro¨pfchen, und zwar so, daß die gro¨ßte Bindungsenergie fu¨rN = Z
entsteht. Jede Abweichung der gleichma¨ßigen Zusammensetzung der Kerne schwa¨cht
somit die Bindungsenergie des Kernes.
B(N,Z) = aA− c(N − Z)2/A− ...
= aA−Ac
(
N − Z
N + Z
)2
− ...
B(N,Z) = A
(
a− c
(
N − Z
N + Z
)2)
− ...
Diese Gleichung wird also fu¨r N = Z maximal, d.h. fu¨r die gleiche Konzentration
von Protonen und Neutonen im Kern.
4. Term: La¨ßt sich als elektrostatische Coulomb-Energie des Z-fach positiv geladenen
Tropfens interpretieren [62]
B4 ∼ Z
2
A1/3
. (3.3)
Die Bethe–Weizsa¨cker–Formel kann natu¨rlich nur das mittlere Verhalten der Kerne und
nicht spezielle Eigenschaften (Geometrie der kleinen Kerne, Schalenstruktur, magische
Zahlen) wiedergeben. Problematisch ist die Verwendung dieser empirischen Formel fu¨r
Kerne mit kleinen Massenzahlen (Nukleonenzahl) A = 1, 2, . . . 10, da in diesen Fa¨llen
makroskopische Betrachtungsweisen versagen mu¨ssen.
3.1.2 Clusterphysik – Modifizierung der B–W–F
Atomkerne sind ebenso wie molekulare Cluster Bindungszusta¨nde von gewissen Basisteil-
chen, im Gegensatz zu den Nukleonen im Kern werden sie allgemein Monomere genannt
(beispielsweise Atome oder einfache Moleku¨le wie Wasser). Sie besitzen eine negative
potentielle Energie, die sogenannte Bindungsenergie. Fu¨r diese Potentialfunktion fn(T )
verwenden wir die aus der Kerntheorie gut bekannte Bethe–Weizsa¨cker–Formel (3.2) in
der einfachsten nichtlinearen Na¨herung
fn = µ∞ · n + σ · An , (3.4)
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Abbildung 3.1: Darstellung der Kernbindungsenergie pro Nukleon EB/A in Abha¨ngigkeit von
der Massenzahl A. Die mittlere Bindungsenergie pro Nukleon liegt bei etwa 8 MEV. Mittel-
schwere Kerne (Massenzahlen um 60) haben den gro¨ßten Energiewert pro Teilchen.
bestehend aus einem negativen Volumenterm (µ∞ < 0) und einem positiven Oberfla¨chen-
beitrag (wobei An die Oberfla¨che eines Clusters der Gro¨ße n ist). Dabei ist µ∞ das che-
mische Potential eines Monomers bzw. mit anderen Worten, die notwendige Energie fu¨r
das Herauslo¨sen eines Teilchens (Monomers) aus einer ebenen Grenzfla¨che [45].
Die Beru¨cksichtigung von Oberfla¨cheneffekten fu¨hrt auf die erste nichtlineare Korrektur,
wobei das Vorzeichen dieses zweiten Summanden entgegengesetzt zum Vorzeichen des Vo-
lumenterms ist.
Wir verweisen darauf, daß die Energieformel (3.4) fu¨r kleine Cluster (Mikrocluster: Di-
mere, Trimere, . . .) zu modifizieren ist, so daß fu¨r ein freies Teilchen (Monomer) die
Normierung f1 = 0 gilt. Ein mo¨glicher Ansatz wa¨re
fn = µ∞ · n
(
1− 1
nα
)
+ σ · An
(
1− 1
nβ
)
, (3.5)
der zwei neue Parameter α, β zum Anpassen an experimentell bekannte Energiewerte fu¨r
Dimere und Trimere entha¨lt.
Monomere an der Oberfla¨che und im Volumen
Einfache U¨berlegungen zeigen, daß fu¨r einen Cluster das Verha¨ltnis der Monomeranzahl
an der Oberfla¨che zu der im Volumen sehr groß ist. Wird die Anzahl der Monomere in
einem Cluster mit n bezeichnet, so sind bis n = 12 fu¨r die Edelgase und Cluster mit
einfachen Bindungsverha¨ltnissen alle Monomere an der Oberfla¨che angeordnet. Wird der
Radius eines kugelfo¨rmigen Clusters mit Rn angegeben, so la¨ßt sich sein Volumen mit
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Vn = (4π/3)R
3
n beschreiben. Somit gelten folgende Zsammenha¨nge
n = cα(4π/3)R
3 = cαVn (3.6)
Rn = (cα(4π/3))
−1/3 n1/3 (3.7)
A1 = 4πR
2
1 = 4π (cα4π/3)
−2/3 (3.8)
An = 4π (cα4π/3)
−2/3 n2/3 (3.9)
kn = 1/Rn = (cα4π/3)
1/3n−1/3 (3.10)
(wobei: cα–Flu¨ssigkeitsdichte; A1–die Oberfla¨che eines Monomers; R1–Radius eines Mo-
nomers; An–die Oberfla¨che eines Clusters aus n Monomeren; Rn–Radius eines Clusters
der aus nMonomeren; kn–Kru¨mmung eines Clusters aus n Monomeren).
Damit ergibt sich fu¨r die Bindungsenergie eines neutralen Clusters aus n Monomeren mit
einer Oberfla¨chenspannung σ und einer Flu¨ssigkeitsdichte cα der Ausdruck
fBWn (T ) = µ∞n+ σ4π (cα4π/3)
−2/3 n2/3. (3.11)
3.1.3 Tro¨pfchenmodell geladener Cluster
Ein geladener Cluster der Gro¨ße n besteht aus n Monomeren, die mit einer Teilchendichte
cα in einem Tropfen konzentriert sind, und einer Ladungsmenge Q, die homogen innerhalb
dieses Volumens verschmiert sei. Bei Kugelsymmetrie gilt fu¨r das Clustervolumen (3.6)
und fu¨r die Clusteroberfla¨che die Gleichung (3.9). Die Ladungsdichte ist eine Funktion
der Clustergro¨ße und fa¨llt entsprechend der Formel
̺n =
Q
Vn
= cαQn
−1 (3.12)
mit wachsender Monomerzahl im Cluster.
Verwenden wir die klassische Elektrostatik im Vakuum, so ist das elektrische Feld ei-
ner homogen geladenen Kugel bekannt. Fu¨r die Coulombenergie erha¨lt man folgenden
Ausdruck:
UCoulomb =
3
5
Q2
4πε0
1
Rn
. (3.13)
Benutzt man nun den Ausdruck fu¨r den Radius eines Clusters, so erha¨lt man
UCoulomb =
3
5
Q2
4πε0
(cα4π/3)
1/3n−1/3 =
3
5
Q2
4πε0
kn. (3.14)
Ein analoges Resultat la¨ßt sich auch auf anderem Wege erhalten. Sind die elektrischen
Ladungen im Raum (Vakuum) vorhanden, so bewirkt die Einfu¨hrung eines dielektrischen
Objekts mit einer makroskopischen Dielektrizita¨tskonstanten εr (polarisationsfa¨higer Clu-
ster aus n Monomeren) eine Energiea¨nderung. Unter Beru¨cksichtigung dielektrischen Ei-
genschaften isotroper Medien gilt
UCoulomb =
1
2
Q2
4πε0
(
1− 1
εr
)
1
Rn
. (3.15)
3.1. Bethe–Weizsa¨cker–Formel (B–W–F) in der Clusterphysik 27
Diese beiden Ergebnisse stimmen fu¨r genu¨gend große Werte der relativen Dielektrizita¨ts-
konstanten (beispielsweise fu¨r Wasser εr ≈ 80) bis auf den Vorfaktor (1/2 anstelle 3/5)
u¨berein.
3.1.4 Bindungsenergie geladener Cluster
Der Bethe–Weizsa¨cker–Ansatz fu¨r geladene Cluster lautet somit
fn(T ) = µ∞(T )n+ σA(n) +
3
5
Q2
4πε0
(cα4π/3)
1/3n−1/3. (3.16)
Die gesamte potentielle Energie eines Clusters setzt sich somit aus den folgenden drei
Termen zusammen
1. Volumenbeitrag ∼ n
µ∞ =chemisches Potential
2. Oberfla¨chenbeitrag ∼ n2/3
σ = Oberfla¨chenspannung
3. Ladungsbeitrag ∼ n−1/3
Q = Ladungsmenge (bei Z = 1 genau eine Elementarladung e)
ε0 = Dielektrizita¨tskonstante des Vakuums.
Dieses Ergebnis korrespondiert mit dem ersten, zweiten und vierten Summanden der
Bethe–Weizsa¨cker–Formel der Kernphysik (3.2).
Fu¨r die Analyse der Formel (3.16) betrachten wir die Clusterbindungsenergiedifferenzen
∆fn = fn − fn−1. Fu¨r neutrale Cluster (Q = 0) liefert die Bethe–Weizsa¨cker–Formel ein
monotones Verhalten, beginnend beim Monomer (kein Bindungszustand, deshalb wird
f1 = 0 gesetzt) u¨ber das Dimer ∆f2 = f2 − f1 = f2 und so weiter bis zu großen Clustern
(Abb. 3.2). Im Grenzfall makroskopischer Tropfen gilt
lim
n→∞∆fn = limn→∞ fn − fn−1 = limn→∞
fn
n
= lim
n→∞
dfn
dn
= µ∞ . (3.17)
Die Bethe–Weizsa¨cker–Formel fu¨r geladene Aggregate besitzt zwei nichtlineare Terme mit
unterschiedlichen Potenzen. Je gro¨ßer der Cluster wird, desto weniger spielt die elektrische
Ladung eine Rolle, so daß die Kurve gegen die fu¨r ungeladene Aggregate konvergiert. Die
Energiedifferenzen fn − fn−1 haben wegen An − An−1 > 0 und kn − kn−1 < 0 bei der
Clustergro¨ße
nmax =
4
5
Q2
4πε0kBT
(
2σ
cαkBT
)−1
=
2
5
Q2
4πε0
cα
σ
(3.18)
ein Extremum. Dieses Maximum in den Energiedifferenzen folgt aus der Bedingung
d2fn/dn
2 = 0. Dazu sind sowohl die Clusteroberfla¨che als auch die Clusterkru¨mmung
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Abbildung 3.2: Darstellung der Clusterbindungsenergie neutraler Cluster in Abha¨ngigkeit von
der Clustergro¨ße n. Aufgetragen sind sowohl der Differenzenquotient ∆fn/∆n als auch der Dif-
ferenzenquotient dfn/dn und der Quotient fn/n. Alle Kurven konvergieren fu¨r große Cluster
gegen den Wert µ = −c1
abzuleiten. Mit der Kru¨mmung eines Clusters aus n Monomeren gilt
dAn
dn
=
2
cα
kn > 0 (3.19)
dkn
dn
= − 1
4πcα
k4n = −
1
3
kn
n
< 0 (3.20)
und somit
dfn
dn
= µ∞ +
2σ
cα
kn − 3
5
Q2
4πε0
1
3
kn
n
. (3.21)
Im Falle von Atomkernen liegt dieses Maximum bei einer Nukleonenzahl von etwa 60; fu¨r
molekulare Cluster kann dieses Extremum bei weitaus kleineren Clustergro¨ßen liegen, wie
beispielsweise bei n ≈ 8 fu¨r einfach geladene Wassercluster.
Die grafische Auswertung der Formel (3.16), geschrieben unter Verwendung von drei nicht-
negativen Kontrollparametern als
fn = −c1 n+ c2 n2/3 + c3 n−1/3 (3.22)
zeigt Abbildung 3.3. Dargestellt ist wiederum die Energiedifferenz ∆fn = fn − fn−1 als
Funktion der Clustergro¨ße n im allgemeinen Fall mit elektrischer Ladung (c1 > 0, c2 >
0, c3 > 0) und im neutralen Grenzfall (c1 > 0, c2 > 0, c3 = 0). Es ist deutlich zu er-
kennen, daß die Bethe–Weizsa¨cker–Energieformel fu¨r Atom– bzw. Moleku¨lcluster kleiner
Teilchenzahl (Mikrocluster) korrigiert werden muß. Nach Beseitigung dieser Divergenz bei
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sehr kleinen Clustergro¨ßen (ein Vorschlag wurde durch den Ansatz (3.5) bereits gemacht)
kommt der Einfluß der elektrischen Ladung durch den Vergleich der Abbildungen 3.2 und
3.3 deutlich zum Ausdruck.
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Abbildung 3.3: Darstellung der Clusterbindungsenergiedifferenzen ∆fn in Abha¨ngigkeit von
der Clustergro¨ße n. Die Bindungsenergie pro Teilchen konvergiert fu¨r große Cluster gegen den
Wert −c1. Der Bulkwert entspricht in diesem Fall der Konstanten −c1.
3.2 Wassercluster
Betrachten wir jetzt die experimentelle Situation bei Wasserclustern. Es existiert eine
Reihe von experimentellen Arbeiten zu diesem Thema, so u.a. [31], [69], [66], [58]. Die
Energiedifferenzen fu¨r die Reaktion
H2O+H
+(H2O)n−1 −→ H+(H2O)n (3.23)
liegen als experimentelle Werte vor:
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n ∆H in kJ/mol ∆H in kJ/mol
1 – 150.84
2 – 93.44
3 – 71.23
4 – 64.11
5 – 54.47
6 – 49.02 – 51.49
7 – 43.16 – 42.03
8 – 37.88
9 – 38.30
10 – 40.06
11 – 42.28
12 – 44.25
. . . . . . . . .
∞ – 44.02 – 44.02
Legen wir die Daten von Wasser bei Zimmertemperatur (T = 200C = 293 K) zugrunde, so
ist es mo¨glich, Bindungsenergien fu¨r geladene Wassercluster zuberechnen. Die verwende-
ten Daten sind im Anhang zu ersehen. Wir haben nun unsere Ergebnisse mit diesen Daten
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Abbildung 3.4: Darstellung der Gleichung (3.22), Bindungsenergieformel fu¨r geladene Wasser-
cluster. Die Meßdaten stammen von der Arbeitsgruppe um G.Niedner-Schatteburg.
verglichen und sind zu folgenden Resultaten gekommen. Die Gleichung (3.22) gibt im we-
sentlichen den physikalischen Sachverhalt der Bindungsenergie geladener Cluster wieder.
Jedoch sind große Differenzen bei der Lage des Maximums festzustellen. Abbildung 3.4
gibt diese Feststellung wieder. Das Maximum in den Meßdaten [58] liegt bei n = 8, bei
unseren Rechnungen erhalten wir eine Maximumlage bei n ≈ 20.
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Um die Lage des Extremums besser reproduzieren zu ko¨nnen, macht es sich erforderlich
den Ladungsterm zu modifizieren. Wir haben fu¨r den 3. Term aus Gleichung (3.22) ein
abgeschirmtes Coulombpotential wie folgt eingefu¨hrt
Ucoulomb =
Q2
4πε0
e−κRn
Rn
. (3.24)
Diese U¨berlegungen resultieren aus den folgenden stoffspezifischen Eigenschaften des
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Abbildung 3.5: Vergleich der Meßdaten mit der Bindungsnergieformel fu¨r geladenen Cluster
(3.22) mit einem abgeschirmten Coulombpotential. Die unterbrochene Kurve entspricht der Bin-
dungsenergieformel fu¨r neutrale Cluster.
Wassermoleku¨ls.
Das H2O-Moleku¨l
Das Sauerstoffatom hat die Elektronenkonfiguration 1s2 2s2 2p4. Obwohl die Elektronen
mo¨glichst verschiedene p-Zusta¨nde einnehmen, mu¨ssen doch zwei der p-Elektronen in den
gleichen Zustand, und zwar mit antiparallelen Spins. Zu einer Bindung tra¨gt ein solches
antiplaralleles Paar nicht bei, weil es mit einem fremden Elektron zu einem bindenden
und einem lockernden Paar fu¨hren wu¨rde. O ist daher zweiwertig und bindet speziell H-
Atome mit aufeinander senkrecht stehenden σ-Bindungen. Die Verzerrung besonders der
1s-Wolke des H-Atoms fu¨hrt nun zu einer teilweisen Entblo¨ßung des Protons. Man erkla¨rt
dies manchmal auch so, daß man der Bindung zwischen dem elktronegativen O und dem
elektropositiven H einen heteropolaren Anteil zuschreibt. Jedenfalls tragen effektiv die
beiden H positive Partialladungen von einem gewissen Bruchteil einer Elementarladung.
Die Abstoßung zwischen diesen Partialladungen spreizt den Winkel zwischen den beiden
OH-Bindungen von 90◦ auf die beobachteten 105◦. Die kompensierende negative Partial-
ladung ist am O zu lokalisieren. So entsteht das Dipolmoment des H2O-Moleku¨ls.
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Analog zur Beschreibung der Abschirmung durch Leitungselektronen, die die Wechselwir-
kung zwischen freien Leitungselektronen in einem Festko¨rper und einer in diesen hinein-
gebrachten Ladung beschreibt, ist dies auch in unserem Modell durch den Dipolcharakter
des Wassermoleku¨ls mo¨glich.
Diese Ladung baut zusammen mit den sie abschirmenden Leitungselektronen ein (effek-
tives) abgeschirmtes Potential um sich auf. Eine positive Ladung baut also um sich eine
Ladungswolke aus Elektronen auf, so daß außerhalb des Radius 1/κ die elektrostatische
Anziehung (bzw. Abstoßung) der so abgeschirmten Punktladung keine wesentliche Rolle
mehr spielt. Durch die Anordnung der Dipole der H2O-Moleku¨le wird die zusa¨tzliche La-
dung im Innneren des Clusters abgeschirmt. In Abb 3.6 ist schematisch gezeigt, wie sich
die Dipole anordnen, um die Ladung im Inneren abzuschirmen. Mit der so modifizierten
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Abbildung 3.6: Anordnung von Wasserdipolen, um eine Ladung im Cluster abzuschirmen
Gleichung ist die Abbildung 3.5 gerechnet. Die Lage des Maximums konnte so zwingend
reproduziert werden. Das Verhalten fu¨r große Cluster kann jedoch nur na¨hrungsweise mit
unseren Gleichungen beschrieben werden. Auf den Einfluß von Ladungen im Prozeß der
Clusterbildung in finiten Systemen wird zu einem spa¨hteren Zeitpunkt noch analysiert.
Mit anderen Worten sind wir in der Lage die Clusterbildung unter rein homogenen und
unter Beru¨cksichtigung der Coulombenergie (Ladungsterm in der Bindungsenergie) auch
die Clusterbildung unter heterogenen Bedingungen zu untersuchen.
4. Thermodynamik der
Clusterbildung
4.1 Das Modell der Keimbildung in finiten
Systemen
Nachdem im vorherigen Kapitel ein Ausdruck fu¨r die Bindungsenergie geladener und neu-
traler Cluster gewonnen wurde, werden wir jetzt die Grundlagen der Thermodynamik bei
einem Phasenu¨bergang darlegen. An dieser Stelle sei auf das von uns verwendete Modell
zur Beschreibung eines Phasenu¨berganges in einem finiten System genauer eingegangen.
Zuerst betrachten wir die mikroskopische Ebene der Beschreibung. Auf diesem Niveau
untersuchen wir prinzipiell das volle Vielteilchensystem, bestehend aus mehreren Sorten.
Eine fixierte Anzahl von nichtreaktiven Hintergrundteilchen bildet das Hintergrundgas.
Jedes dieser Teilchen i = 1, 2, ..., N0 besitze einen Ort xi = (x1i, x2i, x3i) und einen Impuls
qi = (q1i, q2i, q3i). Die erste Sorte von reaktionsfa¨higen Teilchen in unserem Modell sind
die sogenannten Monomere. Sie ko¨nnen mit Grundbausteinen, mit Atomen oder auch mit
Moleku¨len identifiziert werden. Aus diesen ko¨nnen sich dann unseren Teilchen 2. Ordnung
bilden. Diese widerum ko¨nnen sich mit den Teilchen 1. Ordnung zu Teilchen 3. Ordnung
zusammenschließen. Diese im Gegensatz zu den Monomeren gebundenen Teilchen werden
auch als n–Cluster bezeichnet. Dabei gibt n die Zahl der Teilchen an, die im Cluster
gebunden sind. Die n–te Sorte entha¨lt also Aggregate der Gro¨ße n (Masse mn = n ·m).
Jeder Cluster i kann nun ebenfalls durch einen Sortenindex beschrieben werden, er be-
sitzt nun zusa¨tzlich zum Ort und Impuls noch eine weitere Koordinate, die Keim- oder
Clustergro¨ße ni. Diese Gro¨ße wird oftmals auch als kontinuierliche Variable verstanden.
Somit ist der Zustandsraum 7-dimensional, gebildet aus Bad- und Clustervariablen.
Auf dieser mikroskopischen Ebene wird nun die zeitliche Entwicklung der Cluster und Bad-
teilchen durch die Bestimmung ihrer aktuellen Koordinaten durchgefu¨hrt. Dieses Problem
ist praktisch aber nicht lo¨sbar, da in den Bewegungsgleichungen alle Wechselwirkungen,
insbesondere die reaktiven Sto¨ße, enthalten sein mu¨ßten. Um diesem Problem Abhilfe
zuschaffen, fu¨hren wir die volle mikroskopische Dichte in der Form
φ(r, p, n, s, q, t) = φ(x, y, t) =
∑
i
δ(x− xi(t))δ(y − yi(t))
=
∑
i
δ(r − ri(t))δ(p− pi(t))δ(n− ni(t))δ(s− si(t))δ(q − qi(t))
(4.1)
ein. Die Gro¨ße φ(r, p, n, s, q, t) dr dp dn ds dq stellt die Anzahl von Hintergrundteilchen am
Orte s mit dem Impuls q und die Anzahl von Clustern der Gro¨ße n am Orte r mit dem
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Impuls p zum Zeitpunkt t dar. Integrieren wir die mikroskopische Dichte (4.1) u¨ber den
gesamten Zustandsraum ∫
dx
∫
dy φ(x, y, t) = N0 +N(t), (4.2)
so wird deutlich, daß die Gesamtteilchenzahl des Systems, bestehend aus einer konstan-
ten Anzahl von Badteilchen (N0 = const) und einer zeitlich vera¨nderlichen Anzahl aller
reagierenden Teilchen N(t), nicht erhalten bleibt. Durch reaktive Sto¨ße, gerade zwischen
den Clustern und den Monomeren, vera¨ndert sich die Teilchenzahl sta¨ndig.
Bezeichnen wir mitM0 die Gesamtzahl aller Monomere unseres Dampfes, die sich in einem
endlichen Volumen befinden, so ko¨nnen diese Teilchen entweder frei (ungebunden) oder in
Clustern der Gro¨ße n > 2 gebunden sein. Folglich muß die Summe aller Badteilchen N0
und der Gesamtmomonerzahl M0 eine Erhaltungsgro¨ße sein. Dadurch la¨ßt sich der Begriff
des finiten Systems eindeutig bestimmen. Wir verstehen darunter ein endliches Volumen,
gefu¨llt mit endlich vielen Teilchen.
Zur mikroskopischen Beschreibung werden wir anstelle der mikroskopischen Keimdichte
φ (4.1) die mikroskopische Monomerdichte Ω verwenden. Diese kann wie folgt definiert
werden:
Ω(x, y, t) =
∑
i
δ(r − ri)δ(p− pi)niδ(n− ni)δ(s− si)δ(p− pi)
= nΦ(x, y, t). (4.3)
Fu¨r diese Gro¨ße (4.3) muß die Teilchenzahlerhaltung gelten:∫
dx
∫
dyΩ(x, y, t) = N0 +M0 = const. (4.4)
Die Gesamtenergie und der Gesamtimpuls bleibt im System erhalten, da kein weiteres
a¨ußeres Feld existiert. Der na¨chste Schritt zur Behandlung der Cluster- oder Keimbildung
in finiten Systemen ist die Langevin–Na¨hrung. Dabei wird folgende Annahme geta¨tigt:
Die Masse M eines inerten Gasteilchens ist deutlich kleiner, als die Masse eines reakti-
onsfa¨higen Teilchens bzw. eines schon gebildeten Clusters der Gro¨ße n. Somit kann eine
adiabatische Abkopplung des clusterfa¨higen Gases vom Hintergrundgas erfolgen [42]. Da-
zu integrieren wir u¨ber die Badteilchen. Das inerte Gas fungiert jetzt als fluktuierender
Untergrund und muß bei der Evolution der Clustervariablen nicht mehr explizit beru¨ck-
sichtigt werden [49].
Nach der mikroskopischen Beschreibung schlagen wir eine statische Behandlung des Pro-
blems vor. Es existiert bereits eine umfassende Literatur zur Physik der Gleichgewichts-
und Nichtgleichgewichtssysteme. Beispielhaft seien hier einige Arbeiten erwa¨hnt, die sich
mit dieser Frage bescha¨ftigen, so u.a. [38, 36]. Die nun einzufu¨hrenden Verteilungsfunk-
tionen entsprechen den Mittelwerten u¨ber der mikroskopischen Dichte. Hierbei setzen wir
voraus, daß fu¨r die Badteilchen spezifische Eigenschaften definiert werden ko¨nnen, wie
Temperatur und Beweglichkeit. Die Badteilchen sollen sich also im Gleichgewicht befin-
den. Es werden Einteilchenverteilungen definiert in der Form
f1(r, p, n, t) =< Φ > (4.5)
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Die Gro¨ße f1(r, p, n, t) dr dp dn gibt die Zahl der Teilchen der Gro¨ße n, ..., n+ dn am Ort
r, ..., r + dr mit dem Impuls p, ..., p + dp zur Zeit t an, wobei sich die u¨brigen Teilchen
dieser oder einer anderen Gro¨ße irgendwo mit beliebigem Impuls aufhalten ko¨nnen. Die
Integration u¨ber den Ort und den Impuls liefert fu¨r diskrete Clustergro¨ßen∫
f1(r, p, n, t)drdp = Nn(t). (4.6)
Dies entspricht gerade der Zahl aller Teilchen der Sorte (Gro¨ße) n, die sich mit beliebi-
ger Geschwindigkeit (bzw. Impuls) an beliebigen Orten im System aufhalten ko¨nnen. Die
Gro¨ßen (4.6) ko¨nnen sich im Laufe der Zeit a¨ndern, jedoch nur durch chemische Reak-
tionen. Transportprozesse und Impulsa¨nderungen durch nichtreaktive Sto¨ße haben keinen
Einfluß auf die Teilchenzahl.
Der Zustand des Clustergemisches ist durch die Anzahl der Monomere N1 und der sich
gebildeten Aggregate zu jedem Zeitpunkt eindeutig charakterisiert. Es la¨ßt sich ein Ver-
teilungsvektor N(t) angeben:
N(t) = (N1(t), N2(t), N3(t), ..., Nn(t), ..., NN(t)). (4.7)
Diese Verteilungsfunktion entha¨lt nun keine Aussagen mehr u¨ber Ort und Impuls der
Teilchen. Die Massenerhaltung in finiten Systemen wird durch die Monomerzahlerhaltung
gewa¨hrleistet:
M0 = N1 +
N∑
n
n ·Nn(t) = const. (4.8)
4.2 Thermodynamische Betrachtungen
Das thermodynamische Potential ist eine Funktion thermodynamischer Variablen, aus der
unter Benutzung von Differentiationen alle anderen thermodynamischen Gro¨ßen ermittelt
werden ko¨nnen. Das ist der Grund fu¨r die Bezeichnung ”Potential”. Damit eine Gro¨ße ein
thermodynamisches Potential ist, muß sie als Funktion ihrer natu¨rlichen Variablen gege-
ben sein. Die Existenz der thermodynamischen Potentiale ist eine Folge der Hauptsa¨tze.
Thermodynamische Potentiale einfacher Systeme (ohne Teilchenaustausch) sind die innere
Energie U = U(S, V,N), die freie Energie F = F (T, V,N), die Enthalpie H = H(S, p,N)
und die freie Enthalpie G = G(T, p,N) sowie die Entropie S = S(U, V,N).
Aus der statistischen Mechanik ist die Relation [27]
F (T, V,N) = −kBT lnZ(T, V,N) (4.9)
bekannt. Es ist also notwendig, einen Ausdruck fu¨r die kanonische Zustandssumme
Z = Z(T, V,M0) herzuleiten.
Man betrachte ein Gas aus M0 Teilchen in einem endlichen Volumen V . Diese freien Teil-
chen der Masse m sind die Grundbausteine in den von uns betrachteten Modelle und
werden im weiteren als Monomere bezeichnet. Wenn man nun die Wechselwirkung zwi-
schen den Monomeren beru¨cksichtigt (reales Gas) kommt es zu Sto¨ßen, in deren Folge
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sich Dimere, dann Trimere usw. bilden.
Diese Gebilde werden unter dem Begriff Cluster verallgemeinert. Ein Cluster der Gro¨ße
n bedeutet, daß n Monomere in diesem Cluster gebunden sind. Somit kann der Zustand
eines Systems zu jeder Zeit t durch die Anzahl der Monomere und der Cluster beschrieben
werden.
Es la¨ßt sich also eine Clusterverteilung im Volumen V zu jedem Zeitpunkt angeben (siehe
dazu Gl.(4.7)). Die Zustandssumme bzw. jetzt das Zustandsintegral ergibt sich als Inte-
gration u¨ber alle Orts- und Impulskoordinaten bezu¨glich aller Clusterverteilungen C(N),
die mo¨glich sind:
Z(T, V,N) =
1
Nn! h3Nn
∫
C(N)
d3Nnp d3Nnq exp(−βHn) (4.10)
(Hn : Hamilton Funktion).
Es ist nun mo¨glich, sich einen Ausdruck fu¨r Hn plausibel zu machen [45]
Hn =
∑
(p
(n)
i )
2/2m
(n)
i +
∑
i
f
(n)
i . (4.11)
Die Auswertung der Zustandssumme erfolgt mit den u¨blichen Methoden der statistischen
Mechanik. Das Integral wird in einen idealen Anteil QidealNn und einen Bindungsenergiean-
teil QbinNn aufgespalten. Es gilt:
Z(T, V,N) =
N∏
n=1
QidealNn ·QbinNn . (4.12)
Fu¨r diesen Ausdruck ko¨nnen wir erhalten
QidealNn ·QbinNn =
V N
Nn! h3Nn
∫
d3Nnp exp(−β(∑(p(n)i )2/2m(n)i ) +∑
i
f
(n)
i ). (4.13)
Unter der Voraussetzung, daß alle Monomere dieselbe Masse besitzen,
m
(n)
i = mn = n ·m (4.14)
und daß die potentielle Energie ausschließlich von der Clustergro¨ße n sowie von der Tem-
peratur T abha¨ngen soll,
f
(n)
i = fn(T ) (4.15)
erhalten wir
Qideal+binNn =
V Nn
Nn!
{(2πmnkBT )1/2/h exp(−βfn)}Nn . (4.16)
Mit der Definition der de–Broglie–Wellenla¨nge λn eines Cluster der Gro¨ße n
λn(T ) = h/(2πmnkBT )
1/2 = n−1/2λ1(T ) (4.17)
wird Z(T, V,N) zu
Z(T, V,N) =
N∏
n=1
1
Nn!
{(V/λ3n)e−βfn}Nn. (4.18)
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Unter Beru¨cksichtigung der Sterling – Formel x! = xxe−x beim idealen Term erha¨lt man
folgendes Resultat fu¨r die freie Energie einer Mischung idealer Clustersorten:
F (T, V,N) = kBT
∑
n
Nn
(
ln
(
λ3nNn
V
)
− 1
)
+
∑
n
Nnfn(T ). (4.19)
Die Interpretation der Terme kann wie folgt durchgefu¨hrt werden:
• 1. Term: Idealer Anteil, der aus der kinetischen Energie resultiert und die Mischung
der unterschiedlichen Cluster beschreibt.
• 2. Term: Bindungsbeitrag, der aus der potentiellen Energie der Cluster kommt und
die Cluster als gebundene Zusta¨nde beschreibt.
4.3 Ein Satz von Thermodynamischen Potentialen
Mit Hilfe der Legendre–Transformationen fa¨llt es nicht schwer, auch andere Variablen-
paare zu betrachten, um so fu¨r verschiedene Systeme eindeutige Aussagen zu treffen. Die
Darstellung 4.1 zeigt schematisch die berechneten Potentiale und ihre Randbedingungen.
Fu¨r diesen Satz von Potentialen wurden Rechungen durchgefu¨hrt, um das Verhalten der
thermodynamischen Funktionen in bezug auf ihre Extrema zu studieren. Diese Analy-
sen wurden sowohl fu¨r Wasser, als auch fu¨r Methanol gemacht. Die Analyse der ther-
modynamischen Potentiale auf ihre Extrema wurden fu¨r die Situation des Einkeimfalls
durchgefu¨hrt. Die Bestimmung der Werte fu¨r ein Potential erfolgte fu¨r einen Cluster der
von freien Teilchen umgeben ist. Der Grund ist in sofern klar, da wir mit Hilfe der ther-
modynamischen Potentiale den Gleichgewichtszustand zwischen einer flu¨ssigen und einer
gasfo¨rmigen Phase bestimmen wollen. Welchen Einfluß die vera¨nderten Randbedingun-
gen auf diesen Gleichgewichtszustand haben ist in den Abbildungen 4.2–4.4 deutlich zu
erkennen. Die verwendeten physikalischen Gro¨ßen fu¨r beide Substanzen sind im Anhang
tabellarisch dargestellt. Die Gleichungen fu¨r die einzelnen Potentiale haben die folgende
Gestalt:
Isotherm-Isobare Situation:
Zustandsfunktion freie Enthalpie G(T, p,N)
G(T, p,N) = kBT
N∑
n=1
Nn ln
(
λn(T )
3Nnp
kBTN0
)
+
N∑
n=1
Nnfn(T ) (4.20)
mit der Gesamtzahl aus Monomeren und Clustern
N0 = N1 +
N∑
n=2
Nn
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Isoenergetisch-Isochore Stuation:
Zustandsfunktion Entropie S(U, V,N)
S(U, V,N)/kB =
[
3
2
N0 +
5
2
Mbin
]
ln
(
U − σAbin +∆QMbin
kBT0 (3N0/2 + 5Mbin/2)
)
+
5
2
N0 +
[
5
2
− ln
(
λ1(T0)
3c0
)
− ∆Q
kBT0
]
Mbin
−
N∑
n=1
Nn ln
(
λn(T0)
3Nn/V
)
(4.21)
mit der Referenztemperatur
T0 =
2U0
3kBM0
der gesamten Clusteroberfla¨che,
Abin =
N∑
n=2
An Nn
und der Gesamtzahl der gebundenen Monomere in Clustern,
Mbin =
N∑
n=2
n Nn .
Isoentropisch-Isochore Situation:
Zustandsfunktion innere Energie U(S, V,N)
U(S, V,N) = kBT0
(
3
2
N0 +
5
2
Mbin
)
exp
S/kB −
5
2
N0 −
[
5
2
− ln(λ31(T0)c0)−∆Q/kBT0
]
Mbin
3
2
N0 +
5
2
Mbin
+
∑N
n=1Nn ln(λ
3
n(T0)Nn/V )
3
2
N0 +
5
2
Mbin
}
+ σAbin −∆QMbin (4.22)
Isoentropisch-Isobare Situation:
Zustandsfunktion Enthalpie H(S, p,N)
H(S, p,N) = kBT0
(
5
2
N0 +
5
2
Mbin
)
exp
S/kB −
5
2
N0 −
[
5
2
− ln(λ31(T0)c0)−∆Q/kBT0
]
Mbin
3
2
N0 +
5
2
Mbin
+
∑N
n=1Nn ln(λ
3
n(T0)Nnp/kBT0N0)
3
2
N0 +
5
2
Mbin
}
+ σAbin −∆QMbin (4.23)
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Isoenthalpisch-Isobare Situation:
Zustandsfunktion Entropie S(H, p,N)
S(H, p,N)/kB =
5
2
(N0 +Mbin) ln
[
H − σAbin +∆QMbin
kBT0
5
2
(N0 +Mbin)
]
+
5
2
N0 +
[
5
2
− ln(λ31c0)−
∆Q
kBT0
]
Mbin −
N∑
n=1
ln
(
λ3nNnp
kBT0N0
)
(4.24)
Durch konsequente Anwendung der Ableitungen eines dieser Potentiale ist es nun mo¨glich,
alle thermodynamischen Gro¨ßen zu erhalten. Dieser Sachverhalt soll hier nur kurz demon-
striert werden und kann in [48] genauer betrachtet werden. Es wurde die freie Enthalpie
nach den mo¨glichen thermodynamischen Parametern exemplarisch ableitet. Wir erhalten
somit den folgenden Satz von verwendbaren Gro¨ßen:
fu¨r das Volumen
V (T, p,N) = − (∂G/∂p) |T,N (4.25)
= kBTN0/V (4.26)
fu¨r die Entropie
S(T, p,N) = − (∂G/∂T ) |p,N (4.27)
= kB
N∑
n=1
Nn
[
5
2
− ln
(
λn(T )
3Nnp
kBTN0
)]
−
N∑
n=1
Nn
∂fn(T )
∂T
(4.28)
fu¨r das chemisches Potential
µn(T, p,N) = (∂G/∂Nn) |T,p,N6=Nn (4.29)
= kBT
[
ln
(
λn(T )
3Nnp
kBTN0
)
+ 1− Nn
N0
]
+ fn(T ) (4.30)
fu¨r die innere Energie
U(T, p,N) = G(T, p,N) + TS(T, p,N)− pV (T, p,N) (4.31)
=
3
2
kBTN0 +
N∑
n=1
Nn
[
fn(T )− T ∂fn(T )
∂T
]
(4.32)
sowie fu¨r die freie Energie
F (T, p,N) = G(T, p,N)− pV (T, p,N) (4.33)
= kBT
N∑
n=1
Nn
[
ln
(
λn(T )
3Nnp
kBTN0
)
− 1
]
+
N∑
n=1
Nnfn(T ) (4.34)
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fu¨r die Enthalpie
H(T, p,N) = U(T, V,N) + pV (T, p,N) (4.35)
=
5
2
kBTN0 +
N∑
n=1
Nn
[
fn(T )− T ∂fn(T )
∂T
]
(4.36)
Ebenfalls fu¨r die spezifische Wa¨rme
Cp(T, p,N) = (∂H/∂T ) |p,N (4.37)
= −T
(
∂2G/∂T 2
)
|p,N (4.38)
= T (∂S/∂T ) |p,N (4.39)
=
5
2
kBN0 − T
N∑
n=1
Nn
∂2fn(T )
∂T 2
(4.40)
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Abbildung 4.1: Schematische Darstellung von thermodynamischen Potentialen mit ihren ver-
schiedenen Randbedingungen
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Abbildung 4.2: Darstellung des Verhaltens der thermodynamischen Potentiale. Es wurde das
Potential gegen die Clustergro¨ße n aufgetragen. Links die freie Energie (4.19) in ihren natu¨rli-
chen Variablen. Es ist deutlich das Minimum der Funktion sichtbar. Rechts ist die freie Enthalpie
(4.20) dargestellt, fu¨r die verwendeten Parameter ist kein Extrema ablesbar (Methanol: gestri-
chelte, Wasser:durchgezogene Linie).
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Abbildung 4.3: Darstellung des Verhaltens der thermodynamischen Potentiale. Es wurde das
Potential gegen die Clustergro¨ße n aufgetragen. Links wurde die Enthalpie (4.23) und rechts die
innere Energie (4.22) in ihren natu¨rlichen Variablen aufgetragen. Beide Darstellungen weisen
ein Minimum auf (Methanol: gestrichelte, Wasser: durchgezogene Linie).
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Abbildung 4.4: Darstellung des Verhaltens der thermodynamischen Potentiale. Es wurde das
Potential gegen die Clustergro¨ße n aufgetragen. Der Charakter eines thermodynamischen Po-
tential wird deutlich, da beide dargestellten Potentiale ein Maximum besitzen. Es handelt sich
in beiden Darstellungen um die Entropie, jedoch in anderen natu¨rlichen Variablen. Links ist
Gleichung (4.21) und rechts Gleichung (4.24) dargestellt (Methanol: gestrichelte, Wasser: durch-
gezogene Linie).
5. Kinetik der Clusterbildung
5.1 Mastergleichungsformalismus
Im Kapitel 4 berechneten wir aus der kanonischen Zustandssumme fu¨r ein Ensemble die
freie Energie fu¨r den Verteilungsvektor (4.7)
N = (N1, N2, ..., Nn, ..., NN )
aus N1 Monomeren, N2 Dimeren u.s.w..
Dieser Teil der Arbeit soll die chemischen Reaktionen zwischen den Teilchen beru¨cksich-
tigen. Wa¨hrend bei elatischen Streuprozessen (nichtreaktive Sto¨ße) die Verteilung der
Cluster unvera¨ndert bleibt, vera¨ndern reaktive Ereignisse die Clusterverteilung.
Damit beno¨tigen wir eine neue statistische Gro¨ße P (N, r, p, t), die die Wahrscheinlichkeit
dafu¨r angibt, daß zum Zeitpunkt t das System aus N1 Monomeren, die sich an den Orten
r1i mit den Impulsen p1i befinden, aus N2 Dimeren an den Orten r2i mit den Impulsen
p2i, u.s.w.besteht.
Diese vieldimensionale Wahrscheinlichkeit muß einerseits die diskrete Vera¨nderung in den
Teilchenzahlen Nn durch chemische Reaktionen und andererseits die Diffusion im Orts-
und Impulsraum als kontinuierliche Prozesse widerspiegeln.
Einige Grenzfa¨lle sind von Interesse. Betrachten wir das Teilchensystem na¨hrungsweise
als homogen im Ortsraum (Systemvolumen) verteilt, so integrieren wir P (N, r, p, t) u¨ber
alle Ortskoordinaten. Fu¨r die verbleibende Gro¨ße P (N, p, t) mu¨ssen wir eine Bewegungs-
gleichung (verallgemeinerte Mastergleichung) konstruieren, die dann Stoßraten (U¨ber-
gangswahrscheinlichkeiten) entha¨lt, die auch von den Impulsen der Teilchen abha¨ngen.
Die Wahrscheinlichkeit einer chemischen Reaktion sollte von der Dichte der reagierenden
Teilchen und von deren Impulsen abha¨ngen.
Ein anderer Grenzfall ist die Abintegration u¨ber die schnellen thermischen Teilchen unter
der Annahme, daß lokal die Impulse Maxwell verteilt sind. In dieser Reaktions-Diffusions-
Na¨herung werden wir die chemischen Prozesse als diskrete Ereignisse im Teilchenzahlraum
N mittels einer Mastergleichung und die Diffusion im Ortsraum als einen kontinuierlichen
Prozeß durch eine Gleichung vom Fokker-Planck-Typ beschreiben. Unter der u¨blichen
Markov-Annahme, die in der Literatur ausfu¨hrlich diskutiert ist (z. B. [34]), ist es mo¨glich,
fu¨r diese Grundgro¨ße eine kinetische Gleichung aufstellen.
Ausgehend von der Formulierung von Feistel [19], [20] und durch die Verallgemeinerung
von Mahnke [49] fu¨r den Mehrsortenfall erha¨lt man die folgende funktionale Masterglei-
chung
∂
∂t
P (N, r, t) = P (N, t)
∂
∂t
DN(r, t)
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+
∑
N
∫
dr′W (N, r|N′, r′)P (N′, r′, t). (5.1)
Auf die ortsabha¨ngigen U¨bergangswahrscheinlichkeiten wird noch getrennt eingegangen.
Integriren wir die fundamentale Mastergleichung (5.1) u¨ber die Ortskoordinaten aller
Teilchen, so erhalten wir folgenden Ausdruck
∂
∂t
P (N, t) =
∑
N
{W (N|N′)P (N′, t)−W (N′|N)P (N, t)}. (5.2)
Die Gro¨ßen W (N′|N) sind die U¨bergangsraten fu¨r eine chemische Reaktion, die die Clu-
sterverteilung vera¨ndert. Wir ko¨nnen somit die Bildung und das Wachstum der Cluster
durch die Vera¨nderung von P (N, t) beschreiben. Welche Nachbarverteilung durch eine
mo¨gliche chemische Reaktion erreichbar ist, wird durch das Modell bestimmt.
Eine Klassifizierung der chemischen Reaktionen nimmt Hagena vor [32].
Reaktionen der Clusterbildung:
• unipolare Prozesse:
– Abdampfen von Monomeren fu¨hrt zur Ku¨hlung und damit zur Stabilisierung
der Cluster. Dieser Prozeß bewirkt, daß aus großen, warmen und damit insta-
bilen Clustern etwas kleinere, stabile Cluster werden.
• bipolare Prozesse:
– Die Anlagerung von Monomeren fu¨hrt zum Wachstum der Cluster.
– Der Stoß mit Monomeren fu¨hrt die Kondensationswa¨rme ab und stabilisiert so
die entstehenden Monomere.
– Sputtering ist das Abplatzen von Teilstu¨cken eines großen Clusters durch Stoß
mit einem Monomer.
– Die Bildung von stabilen Dimern geschieht durch einen Zweistufenprozeß. Der
erste Schritt ist die Bildung eines langlebigen Zwischenkomplexes. Dieser Kom-
plex wird dann durch einen oder mehrere Sto¨ße mit Monomeren stabilisiert.
• ho¨hermolekulare Prozesse
– Auch durch einen Dreierstoß von Monomeren ko¨nnen sich Dimere bilden. Al-
lerdings ist dieser Prozeß genauso wie Sto¨ße zwischen gro¨ßeren Clustern sehr
unwahrscheinlich (zumindestens in der Anfangsphase der Kondensation).
Aus Gru¨nden der Berechnenbarkeit wa¨hlen wir in unserem Modell folgende chemische
Reaktion von Typ Monomer–Cluster–Reaktion aus
N1 +Nn ⇀↽ Nn+1 (n ≥ 1). (5.3)
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Die Gleichung beschreibt die Bildung bzw. den Zerfall von Dimeren und die Vergro¨ße-
rung bzw. Verkleinern eines Clusters der Gro¨ße n. Wir unterstreichen nochmal, daß das
Wachstum und der Zerfall eines Clusters allein durch die Anlagerung oder die Abgabe
eines Monomers erfolgen soll. Reaktive Sto¨ße zwischen zwei oder mehr Clustern, die zur
Koagulation der Teilchen fu¨hren, sind ebenso ausgeschlossen wie das Zerplatzen eines
Clusters in mehrere Teile. Die Wahrscheinlichkeiten fu¨r diese Prozesse sind in unserem
Modell Null.
Die Dynamik der chemischen Reaktionsprozesse, die durch die Mastergleichung (5.2) be-
schreiben ist, verla¨uft nun u¨ber eine Folge von Clusterverteilungen. Das Gleichgewicht
bezu¨glich der Clusteranzahlen, die Gleichgewichtsclusterverteilung N◦, die zu den Extre-
ma der thermodynamischen Potentials korespondieren, folgt aus der stationa¨ren Lo¨sung
der Mastergleichung. Bezeichnen wir die stationa¨re Lo¨sung (∂P (N, t)/∂t = 0) mit P ◦st(N),
so gilt fu¨r ein beliebiges thermodynamisches Potential
P ◦st(N) = P
−1
Norm exp(−Φ/kBT ). (5.4)
Die Zusta¨nde N◦
st
haben somit eine große Gleichgewichtswahrscheinlichkeit, d.h.
P ◦st(N
◦) → Max. Die stationa¨ren Gleichgewichtsverteilungen (5.4) beinhalten noch eine
Normierungskonstante PNorm, die von Ebeling aus mikroskopischen Betrachtungen ermit-
telt wurde [14].
Wir beno¨tigen nun Ausdru¨cke fu¨r die U¨bergangswahrscheinlichkeiten. Wir werden die
Anlagerungsrate w+n (Nn) pha¨nomenologisch in die Theorie einfu¨gen. Die Ru¨cksprung-
wahrscheinlichkeit werden wir mit Hilfe der stationa¨ren Lo¨sungen (5.4) ermitteln.
Die Bedingung der detailierten Bilanz lautet fu¨r die Mastergleichung (5.2)
0 = W (N|N′)P ◦eq(N′)−W (N′|N)P ◦eq(N), (5.5)
so daß bei Kenntnis einer U¨bergangswahrscheinlichkeit die andere ermittelt werden kann.
Mit den Bezeichnungen
W (N′|N) = w−n (Nn), (5.6)
W (N|N′) = w+n−1(Nn−1 + 1) (5.7)
folgt das Resultat
w−n (Nn) = w
+
n−1(Nn−1 + 1) exp(−Φ/kBT ). (5.8)
Bei Kenntnis der im Kapitel 4.2 ”Thermodynamische Betrachtungen” abgeleiteten ther-
modynamischen Potentiale kann durch (5.8) die U¨bergangswahrscheinlichkeit fu¨r die Ab-
gabe eines eines Monomers von einem der Nn Cluster der Gro¨ße n berechnet werden. Um
die Mastergleichungen fu¨r einen solchen Prozeß zu lo¨sen, ist die Kenntnis der Anlage-
rungsrate w+n (Nn) notwendig.
Als plausiblen Ansatz fu¨r die Kondensation eines Monomers an einen Cluster der Gro¨ße
n (n ≥ 2) verwenden wir den u¨blichen Stoßzahlansatz, d.h. Proportionalita¨t zur Anzahl
Nn von Clustern dieser Gro¨ße, zur Monomerdichte N1/V und zur Clusteroberfla¨che An
(3.9):
w+n (Nn) = α(T )AnNnN1/V. (5.9)
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Fu¨r die Bildung eines Dimers aus zwei Monomeren gilt analog
w+1 (N1) = α(T )A1(N1 − 1)N1/V. (5.10)
Ohne an dieser Stelle auf die genaue Herleitung einzugehen (siehe dazu [46]), erhalten wir
fu¨r den unbekannten Koeffizienten α den Ausdruck
α(T ) = Dl−10 =
1
2
DcαkBTσ
−1. (5.11)
Der Koeffizient α kann als Einlagerungsgeschwindigkeit eines zuvor freien Monomers durch
die Oberfla¨che der Dicke l0 in das Clusterinnere verstanden werden. Bei Verringerung der
Oberfla¨chenspannung σ erho¨ht sich nach (5.11) diese Einbaugeschwindigkeit ebenso bei
Temperaturerho¨hung.
5.2 Abgeschlossene und offene Systeme
Fu¨r die unterschiedlichen Randbedingungen der Systeme, die im Kapitel ”Tehrmodyna-
mische Potentiale” dargestellt werden, lassen sich die zeitlichen Entwicklungen durch die
Lo¨sungen der Mastergleichungen in das Gleichgewicht darstellen. Aus unserer Sicht ist
eine Einteilung in abgeschlossene und offene Systeme sinnvoll.
Unter einem abgeschlossenen System verstehen wir die Entwicklung eines Systems ohne
Austausch von Arbeit und/oder Moleku¨len mit der Umgebung. Ein offenes System ist
somit durch einen Austausch von Arbeit und/oder Moleku¨len gekennzeichnet. Auf ab-
geschlossenen Systeme soll hier nur informativ eingegangen werden, da sie ausfu¨hrlich
in der Literatur diskutiert wurden [45], [48]. Da kein Stoffaustausch und keine Arbeit
mit der Umgebung zugelassen werden, entsprechen die isochoren Bedingungen solchen
Situationen.
5.2.1 Isochor-isotherme Situation
Die U¨bergangswahrscheinlichkeiten fu¨r diese Situation enthalten die freie Energie in Ex-
ponenten. Die allgemeine Gleichung sieht nun wie folgt aus
w−n (Nn) = w
+
n−1(Nn−1 + 1) exp[(F (T, V,N
′)− F (T, V,N))/kBT ]. (5.12)
w+n (Nn) = α(T )AnNn
N1
V
n ≥ 2 (5.13)
w+1 (N1) = α(T )A1N1
N1 − 1
V
n = 1 (5.14)
Im folgenden diskutieren wir die Resultate von stochastischen Simulationen bei
isotherm-isochoren Randbedingungen. Wie pra¨sentieren hier Systeme aus 15000 Teil-
chen, Wassermoleku¨le und Methanolmoleku¨le als Grundbausteine. Diese Monte-Carlo-
Simulationstechnik auf der Basis der Mastergleichung wird auf viele physikalische Fra-
gestellungen angewandt. Die Daten fu¨r die verwendeten physikalischen Gro¨ßen sind in
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tabellearischer Form im Anhang dargestellt. Wir starten mit unterku¨hlten Wasserdampf,
einem u¨bersa¨ttigten Zustand, der sich durch Clusterbildung und Wachstum in einen sta-
bilen Zweiphasenzustand relaxiert. Da bei diesen Randbedingungen die Temperatur kon-
stant gehalten wird (durch die Ankopplung an ein Wa¨rmebad konstanter Temperatur)
wird die freiwerdende Latentewa¨rme aus dem System abgefu¨hrt. Somit kommt es nicht
zu einer Aufheizung der entstehenden Cluster. Der so entstandene Cluster kann somit
eine betrachtliche Gro¨ße ereichen.
Wir fixieren die Randbedingungen und erhalten so eine wohldefinierte Startsituation.
Gesamtteilchenzahl M0 15000 Teilchen
Volumen V 1.9 · 10−21m3
Temperatur T0 293 K
Druck p0 31.92 kPa
Die folgenden Abbildungen 5.1 und 5.2 zeigen die Evolution der thermodynamischen
Gro¨ßen als Funktion der Zeit fu¨r die Substanz Wasser.
Die letzte Abbildung (Abb. 5.2) zur isotherm-isochoren Clusterbildung zeigt die Entwick-
lung der Clusterverteilung N(t). Man erkennt, wie die großen Cluster zuna¨chst noch wach-
sen, dann aber durch die Begrenztheit des Monomervorrates auch unterkritisch werden
und schrumpfen. Um die Allgemeingu¨ltigkeit der Theorie und der Simulationen darzu-
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Abbildung 5.1: Dargestellt ist die zeitliche Entwicklung der freien Energie fu¨r 7 unabha¨ngige
Simulationen fu¨r Wasser. Deutlich ist die Evolution der freien Energie in das Minimum sichtbar.
Im dieser Abbildung ist ebenfalls der Druck als Funktion der Zeit dargestellt. Aufgrund der
Bildung von Clustern nimmt der Druck mit der Zeit ab. Deutlich gemacht wurden ebenfalls die
Fluktuationen im Gleichgewichtszustand (siehe kleiner Ausschnitt).
stellen haben wir ebenfalls diese Simulationen fu¨r die Substanz Methanol durchgefu¨hrt.
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Abbildung 5.2: In dieser Abbildung sind Verteilungen zu verschiedenen Zeitpunkten darge-
stellt. Zum Zeitpunkt t = 0 sind nur Monomere im System vorhanden. Der Endzustand ver-
deutlicht den Zwei–Phasen–Zustand. Ein Cluster der Gro¨ße n = 13612, die fluu¨ssige Phase, ist
von Monomeren, der Gasphase, umgeben.
Die Abbildungen 5.3 und 5.4 zeigen die Ergebnisse der Simulationen fu¨r Methanol. Der
physikalische Gehalt der Ergebnisse ist identisch. Lediglich la¨ßt sich ein Unterschied in
der Zeitskala feststellen. Die Relaxation ins Gleichgewicht verla¨uft fu¨r Mehanol schneller.
Die Endverteilung der Cluster stimmen u¨berein. Es bildet sich ein großer Cluster, der von
einer Anzahl von Monomeren umgeben ist, heraus.
5.2.2 Isoenergetisch-isochore Situation
Nach der Analyse der isotherm-isochoren Clusterbildung, sollen die Nukleationsprozesse
fu¨r isoenergetisch-isochore Randbedingungen modelliert und diskutiert werde.
Die U¨bergangswahrscheinlichkeiten fu¨r diese Situation enthalten die Entropie in Expo-
nenten. Die allgemeinen Gleichungen siehen wie folgt aus
w−n (Nn) = w
+
n−1(Nn−1+1) exp[(S(U, V,N
′)− S(U, V,N))/kB] (5.15)
w+n (Nn) = α(T )AnNn
N1
V
n ≥ 2 (5.16)
w+1 (N1) = α(T )A1N1
N1 − 1
V
n = 1 (5.17)
Wenn wir uns den isoenergetischen Fall ansehen, so fa¨llt sofort die vera¨nderte bistabile
Endclusterverteilung auf. Sie liegt jetzt bei einer Gro¨ße von N1 = 14870 und N130 = 1. Es
hat sich ein deutlich kleinerer Cluster gebildet. Die Ursache ist die freiwedende Kondensa-
tionswa¨rme, die ein Aufheizen der gebildeten Cluster bewirkt und so ein Weiterwachsen
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Abbildung 5.3: Dargestellt ist die zeitliche Entwicklung der freien Energie fu¨r 7 unabha¨ngige
Simulationen fu¨r Methanol. Deutlich ist die Evolution der freien Energie in das Minimum sicht-
bar. Im dieser Abbildung ist ebenfalls der Druck als Funktion der Zeit dargestellt. Aufgrund der
Bildung von Clustern ninnt der Druck mit der Zeit ab.
verhindert (Abb. 5.6). In der Abbildung 5.5 wurde verdeutlicht, daß die Entropie als
thermodynamisches Potential fu¨r der isoenergetisch-isochoren Fall im Gleichgewicht ein
Maximum annimmt. Allgemein kann man sagen, daß die Clusterbildung und das Clu-
sterwachstum analog zu den Prozessen unter isotherm-isochoren Verha¨ltnissen verlaufen.
Lediglich die zeitlichen Maßsta¨be sind etwas anders.
Alle diskutierten Gleichgewichtszusta¨nde korrespondieren mit den ermitelten Verteilun-
gen undWerten der thermodynamischen Potentiale aus dem Kapitel “ Thermodynamische
Betrachtungen”.
5.2.3 Isobar-isotherme Situation
Nachdem abgeschlossene Systeme betrachtet wurden, wollen wir uns nun der Untersu-
chung von offenen Systemen zuwenden. Im ersten Teil dieser Analysen werden wir offene
Systeme betrachten, wo Arbeit mit der Umgebung ausgetauscht wird. Der Volumenar-
beitsterm wird sofort sichtbar, wenn wir uns folgende Relation ansehen [15]
G(T, p,N) = pV (N) + F (T, V,N). (5.18)
Die freie Enthalpie des Systems setzt sich aus der freien Energie und einem Volumenar-
beitsterm zusammen. Die u¨bergangswahrscheinlichkeiten fu¨r diesen Fall sind analog zu
erhalten.
w−n (Nn) = w
+
n−1(Nn−1+1) exp[(G(T, p,N
′)−G(T, p,N))/kBT ]. (5.19)
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Abbildung 5.4: In dieser Abbildung sind Verteilungen von Methanol–Clustern zu verschiede-
nen Zeitpunkten dargestellt. Zum Zeitpunkt t = 0 sind nur Monomere im System vorhanden.
Der Endzustand verdeutlicht den Zwei–Phasen–Zustand. Ein Cluster der Gro¨ße n = 13611, die
fluu¨ssige Phase, ist von Monomeren, der Gasphase, umgeben.
w+n (Nn) = α(T )AnNn
N1
V
n ≥ 2 (5.20)
Die folgenden Darstellungen demostrieren die zeitliche Entwicklung der thermodynami-
schen Gro¨ßen. Siehe dazu die Abbildungen 5.7 und 5.8. Auch in diesem Fall zeigen die
Substanzen Wasser und Methanol das gleiche Verhalten. Wir beschra¨nken uns hier nur
auf die Angabe der Ergebnisse fu¨r Methanol. Die Abbildung 5.7 zeigt die freie Enthalpie
als thermodynamisches Potential fu¨r ein System unter den beschriebenen Randbedimgun-
gen. Auch hier wird wieder deutlich, daß das Potential einem Minimum im Gleichgewicht
zustrebt. Da sich im Prozeß der Evolution des Systems Cluster bilden nimmt das System-
volumen ab. Die Startwerte fu¨r die durchgefu¨hrte Simulation entsprechen denen von den
Rechnungen mit der freie Energie F (T, V,N). Die Zeitskala auf der die Relaxation ins
Gleichgewicht erfolgt ist in beiden Fa¨llen zuvergleichen. Was auch fu¨r Wasser besta¨digt
werden konnte. Durch die zusa¨tzlich am System geleistete Volumenarbeit verschiebt sich
die entstandene Clusterverteilung zu gro¨ßeren Clustern. In diesem Fall sogar zu einem
stabilen Ein–Phasen-Zustand, der flu¨ssigen Phase. Es sind alle Monomere in einem Clu-
ster gebunden, vergleiche dazu Abbildung 5.8. Fu¨r Wasser haben wir einen identischen
Endzustand erhalten.
5.2.4 Isoenthalpisch-isobare Situation
Ein System mit isoenthalpisch-isobare Randbedingungen ist aus unserer Sicht ebenfalls
ein offenes System, da es mit der Umgebung Arbeit austauscht. Das thermodynamische
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Abbildung 5.5: Zeitliche Entwicklung der Entropie fu¨r ein System aus Wasser Moleku¨len. unter
isoenergetisch-isochoren Randbedingungen. Weiterhin sind die Vera¨nderungen der Temperatur
und des Druckes in diesem System dargestellt.
Potential in diesem Fall ist die Entropie S(H, p,N) mit den natu¨rlichen Variablen der
Enthalpie und dem Druck. Somit ist auch fu¨r diesen Fall die Lo¨sung der Mastergleichung
mo¨glich und die Simulation eines solchen Systems kann durchgefu¨hrt werden. Die Abbli-
dungen 5.9 und 5.10 demonstrieren die Ergebnisse fu¨r diesen Fall. Die Rechnugen fu¨hr-
ten wir mit den Parametern der Substanz Wasser durch. Die Abbildung 5.9 verdeutlicht
wieder die zeitliche Entwicklung des thermodynamischen Potentials, in diesem Beispiel
die Entropie. Die Volumenabnahme und die Temperaturerho¨hung sind ebenfalls in dieser
Abblidung deutlich zu erkennen. Solche Volumenabnahme bei konstanten Druck kann wie-
der als Volumenarbeit interpretiert werden. Durch die Bildung von Clustern in unserem
System wird Latentewa¨rme frei, was sich deutlich in der Erho¨hung der Temperatur zeigt.
In der Abbildung 5.10 wird dagegen die Clusterverteilung zu verschiedenen Zeitpunkten
dargestellt. Der Anfang der Simulation ist von der Bildung kleiner Cluster gepra¨gt. Ein
Cluster setzt sich durch und bestimmt die Gro¨ße der flu¨ssigen Phase im Gleichgewicht.
Die Ursache fu¨r den relativ kleinen Endcluster ist das Aufheizen des Cluster, durch die
freiwerdende Latentewa¨rme. Das System strebt einem Endzustand, der durch die folgende
Clusterverteilung N1 = 14770 und N230 = 1 beschreiben werden kann,zu. Beim Vergleich
mit dem isoenergetisch-isochoren Fall gelangt man zu dem Resultat, daß der stabile End-
cluster (flu¨ssige Phase) im isoenthalpisch-isobaren Fall gro¨ßer ist. Eine mo¨gliche Ursache
ist die am System geleistete Volumenarbeit.
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Abbildung 5.6: In dieser Abbildung sind Verteilungen von Wasser–Clustern zu verschiedenen
Zeitpunkten dargestellt. Zum Zeitpunkt t = 0 sind nur Monomere im System vorhanden. Der
Endzustand verdeutlicht den Zwei–Phasen–Zustand. Ein Cluster der Gro¨ße n = 140, die fluu¨ssige
Phase, ist von Monomeren, der Gasphase, umgeben.
5.2.5 Heterogene Clusterbildung unter isotherm-isochoren
Bedingungen
In den vorhergehenden Abschnitten behandelten wir eine rein homogene Clusterbildung.
Wir werden nun in unserer System Fremdkeime einbauen, um so eine heterogene Situation
zu erzeugen. Formal a¨ndert sich an unseren U¨bergangswahrscheinlichkeiten 5.12 und 5.13
nichts. Fu¨r die Bindungsnergie wurde der Ausdruck 3.16 verwandt. Somit kann die Bil-
dung von geladenen Clustern eindeutig beschrieben werden. Die Abbildung 5.12 zeigt die
zeitliche Entwicklung der maximalen Clustergro¨ße auf ihrem Weg in den stabilen Zwei–
Phasen–Endzustand. Fu¨r diese Rechnungen wurde ebenfalls der Einkeimfall verwandt. Es
ist also nur mo¨glich, daß sich ein Cluster umgeben von Monomeren bildet. Deutlich ist zu
erkennen, daß das System in dem sich geladenen, also Fremdkeime, befinden schneller in
den Gleichgewichtszustand relaxiert. Das Vorhandensein von Fremdkeimen beschleunigt
das Wachsen der u¨berkritischen Cluster. Mit anderen Worten die Gro¨ße des kritischen
Clusters wird deutlich herabgesetzt , Abb.5.14. Das System mit geladenen Monomeren
beginnt sofort mit dem Prozeß des Clusterwachstums. Wenn der Gleichgewichtszustand
erreicht ist, sind beide Systeme nicht mehr zu unterscheiden. Dies la¨ßt den Schluß zu, daß
fu¨r große Cluster die Ladung im Inneren keine Rolle mehr spielt. Zum Beweis der Rich-
tigkeit dieser Aussage sind die Bilder Abb. 5.13 und 5.14 der Arbeit beigefu¨gt. Die hier
gewonnenen Aussagen decken sich mit den Ausfu¨hrungen zur Bindungsenergie geladener
Cluster aus dem Kapitel “Aufbau und Struktur von Clusters”, inbezug auf das Verhalten
der Bindungsenergie als Funktion der Clustergro¨ße. Vergleiche dazu auch die Abbildung
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Abbildung 5.7: Darstellung der freien Energie und des Druckes als Funktion der Zeit im einem
System mit isobar-isothermen Randbedingungen.
3.3. In der deutlich gemacht wurde, daß auch geladene Cluster gegen einen bestimmten
Bulkwert konvergieren.
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Abbildung 5.8: Clusterverteilunen zu verschiedenen Zeitpunkten fu¨r Methanol. Der Anfangs-
zustand wird durch eine homogene Situation beschrieben, wo nur Monomere im System vorhan-
den sind. Als Endzustand erha¨lt man einen großen Cluster, der die flu¨ssige Phase wiederspiegelt.
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Abbildung 5.9: Darstellung der zeitlichen Entwicklung der Entropie, des Volumens und der
Temperatur fu¨r ein isoenthalpisch-isobares System. Fu¨r die Entropie sind vier unabha¨ngige
Simulationen dargestellt.
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Abbildung 5.10: Clusterverteilungen zu verschiedenen Zeitpunkten fu¨r den isoenthalpisch-iso-
baren Fall.
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Abbildung 5.11: Darstellung der homogenen Clusterung im Vergleich zur heterogenen Clu-
sterung in einem System mit isotherm-isochoren Randbedingungen. Im heterogenen System ist
es bei diesen Voraussetzungen mo¨glich, daß sich geladene Cluster bilden. (1–neutrale Cluster,
2–neutrale Monomere, 3–geladener Cluster, 4–geladenes Monomer)
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Abbildung 5.12: Dargestellt ist der zeitliche Verlauf der Entwicklung der maximalen Cluster-
gro¨ße fu¨r den homogenen und den heterogenen Fall der Clusterbildung.
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Abbildung 5.13: Dargestellt ist der zeitliche Verlauf der Entwicklund der maximalen Cluster-
gro¨ße fu¨r den homogenen und den heterogenen Fall der Clusterbildung. Der Endbereich der
Relaxation in das Gleichgewicht wurde deutlicher gemacht.
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Abbildung 5.14: Dargestellt ist der zeitliche Verlauf der Entwicklung der maximalen Cluster-
gro¨ße fu¨r den homogenen und den heterogenen Fall der Clusterbildung. Der Beginn der Evolution
wurde deutlicher herausgestellt.
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6. Spezielle Systeme
Im Abschnitt 5.2 haben wir abgeschlossene Systeme untersucht und den Mastergleichungs-
formalismus auf offene Syteme erweitert. Die Offenheit des Systems wurde u¨ber die Vo-
lumenarbeit beschrieben. Der Teilchenaustausch, der auch als Kriterium fu¨r ein offenes
System genutzt werden kann, wurde in diesen Rechnungen und Analysen nicht beru¨ck-
sichtugt. In diesem Teil der Arbeit wollen wir ein System untersuchen, was u¨ber einen
Teilchenaustauch mit der Umgebung verbunden ist. Der Austauch von Teilchen wird
u¨ber die Diffusion aus einem anderen System (Umgebung) realisiert. Aus Gru¨nden der
Versta¨ndnis werden wir diesen Abschnitt mit einigen Erla¨uterungen zum Prozeß der Dif-
fusion beginnen. Es wird eine Anwendung aus dem Gebiet der Medizin vorgestellt, die auf
der Lo¨sung von Diffusionsgleichungen beruht. Der Abschnitt endet mit der Analyse eines
Modells aus Diffusion und Nukleation, dem Zwei–Boxen–Modell.
6.1 Brownsche Diffusionsbewegung
Die zufa¨llige Bewegung in einer Flu¨ssigkeit wird als Brownsche Bewegung bezeichnet. Die
Bewegung ist das Ergebnis von zufa¨lligen Sto¨ßen mit anderen Teilchen. Somit entsteht
eine ungerichtete Bewegung, die Diffusion genannt wird.
Ein einfaches Modell der Brownschen Bewegung verwendet nur eine Raumkoordinate x.
Entlang dieser eindimensionalen Kette kann sich das Teilchen mit der Wahrscheinlichkeit
p = 1/2 entweder nach links oder rechts bewegen (springen). Bezeichnen wir die Sprung-
weite entlang der x-Achse mit a, die Hu¨pfzeit fu¨r eine Elementarbewegung nach links
oder rechts (Sprung) mit τ , so ist das Ergebnis eine symmetrische Binominalverteilung
der Form
P (x, t) =
(
t/τ
t/(2τ) + x/(2a)
)(
1
2
)t/τ
. (6.1)
P (x, t) ist die Wahrscheinlichkeit, das Teilchen zur Zeit t (nach N = t/τ Spru¨ngen bzw.
Versuchen) am Ort x (gemessen vom Ausgangspunkt x0) anzutreffen. Der Ort x = a(n−
(N − n)) ist nach n Erfolgen und somit N − n Mißerfolgen erreicht. Wir ko¨nnen nun
folgende bekannte Form der Wahrscheinlichkeit
P (n;N) =
(
N
n
)(
1
2
)
, (6.2)
bei N Versuchen n Erfolge zu haben, aufschreiben.
Die Diffusion als makroskopischer Massetransport in Gasen, Flu¨ssigkeiten und
Festko¨rpern erfolgt auf mikroskopischer Ebene durch die ungerichtete Zufallsbewegung
der Teilchen, so daß sich jede konzentrierte Anfangsverteilung, beispielsweise mit dem
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Wert c0 am Ort x0 zum Zeitpunkt t = 0, im Laufe der Zeit u¨ber das gesamte Volumen
ausbreitet. Bezeichnen wir mit c(x, t) die Konzentration am Orte x zur Zeit t, so ist die
ra¨umlich-zeitliche Entwicklung des Konzentrationsprofils, ausgehend vom Anfangswert c0,
durch eine Gaußverteilung der Form
c(x, t) =
c0√
4πDt
exp
(
− x
2
4Dt
)
(6.3)
gegeben. Die Diffusionskonstante D ha¨ngt mit der Sprungweite a und der dazugeho¨rigen
Hu¨pfzeit τ u¨ber die Beziehung D = a2/(2τ) zusammen. Im Grenzu¨bergang a → 0 und
r → 0, wobei D aber endlich bleibt, entsteht aus der diskreten Binominal-Verteilung
die kontinuierliche Gauß-Wahrscheinlichkeitsdichte p(x, t) = c(x, t)/c0 mit den bekannten
Eigenschaften u¨ber die ersten drei Momente der Gauß-Verteilung
< x0 > (t) =
∫
p(x, t)dx = 1 Teilchenzahlerhaltung
< x1 > (t) =
∫
p(x, t)xdx = 0 Mittelwert ortsfest
< x2 > (t) =
∫
p(x, t)x2dx = 2Dt Streuung ∼ t
Fu¨r den beschriebene Diffusionsfluß gilt die Einstein-Relation
< x2 >= 2 < D > t mit < D >= D, (6.4)
die die Fluktuationen (mittlere quadratische Abweichung) mit der Dissipation (mittlere
stochastische Kraft) verknu¨pft.
Existiert zusa¨tzlich zur ungerichteten Diffusionsbewegung eine Drift (gerichtete Bewegung
mit der Geschwindigkeit vD ≥ 0), hervorgerufen durch ein a¨ußeres Feld, so lautet der
Gesamtstrom
j(x, t) = jDiff + jDrift = −D∂c(x, t)
∂x
+ v c(x, t) . (6.5)
Eingesetzt in den lokalen Erhaltungssatz (Ficksches Gesetz)
∂c(x, t)
∂t
+
∂
∂x
j(x, t) = 0 (6.6)
folgt somit eine Drift–Diffusions–Gleichung
∂c(x, t)
∂t
+ v
∂c(x, t)
∂x
= D
∂2c(x, t)
∂x2
(6.7)
als Erweiterung des reinen Diffusionsprozesses (v = 0, symmetrische U¨bergangswahr-
scheinlichkeit p = 1/2) mit der bereits diskutierten Lo¨sung. Im allgemeinen Fall (p 6= 1/2)
driftet der Schwerpunkt (Mittelwert) geradlinig gleichfo¨rmig mit konstanter Geschwindig-
keit
< x > (t) = vt , (6.8)
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wa¨hrend die Varianz linear mit der Zeit anwa¨chst
σ2 ≡ < x2 > − < x >2= 2Dt ∼ t . (6.9)
Sowohl in der ra¨umlich–diskreten als auch in der kontinuierlichen Beschreibungsweise
beobachten wir das Auseinanderfließen einer scharfen Anfangsverteilung.
Wir wollen nun eine Anwendung der Lo¨sung der Diffusionsgleichung aus dem Gebiet der
Medizin vorstellen. Um es dem Leser zu erleichtern, sind einige allgemeine Sachverhalte
die das Problem des Transportes von Gasen im Blut beinhalten, kurz erla¨utert.
6.2 Ist Lachgas bei Narkosen fu¨r laparoskopische
Operationen tatsa¨chlich kontraindiziert?
6.2.1 Einfu¨hrung
Die laparoskopische Operationstechnik ist seit etwa dreißig Jahren in der Gyna¨kologie
etabliert und hat fu¨r die Patienten wesentliche Vorteile. Deshalb ist diese Technik in den
letzten Jahren auch auf allgemeinchirurgisches Patientengut u¨bertragen worden. Im Ver-
gleich zu konventionellen Operationen ist eine deutliche postoperative Schmerzreduktion
zu verzeichnen, da vor allem die Muskulatur nicht durchtrennt, sondern nur gedehnt wird.
Die Patienten erholen sich postoperativ rasch. Die Liegezeiten und die Sterblichkeit sind
niedrig.
In der Regel mu¨ssen dafu¨r aber la¨ngere Operations- und Ana¨sthesiezeiten in Kauf
genommen, eine vera¨nderte Atemmechanik und Ha¨modynamik in Betracht gezogen und
eine mo¨gliche Hypothermie und Hyperkapnie beachtet werden. Durch die intraperitoneale
Gasinsufflation wird der intraabdominelle Druck nicht unwesentlich erho¨ht.
Patienten der Risikogruppen ASA I - II tolerieren die Erho¨hung des intraabdominellen
Druckes in der Regel gut. Schwieriger wird es fu¨r Patienten der Risikogruppen ASA III -
IV, besonders fu¨r jene mit Herz-Kreislauf-Erkrankungen. Schon der U¨bergang von der
Spontanatmung zur maschinellen Beatmung stellt eine Belastung fu¨r das Herz-Kreislauf-
System dar. Ausschlaggebend ist dafu¨r die Druckumkehr von negativen intrathorakalen
Dru¨cken, die den veno¨sen Ru¨ckstrom zum Herzen fo¨rdern und damit Fu¨llungsvolumen
und Auswurfleistung steigern, zu positiven intrathorakalen Dru¨cken, die den veno¨sen
Ru¨ckstrom zum Herzen hemmen. Durch das artifiziell erzeugte Kapnoperitoneum, drei
bis fu¨nf Liter Kohlendioxid, und mit dem daraus resultierenden erho¨hten intraabdominel-
len Druck, etwa 20 cm H2O, wird die depressive Wirkung auf das Herz-Kreislauf-System
weiter gesteigert und durch die Patientenlagerung meist zusa¨tzlich erho¨ht.
Andere, wenngleich auch seltene Komplikationen entstehen, da das unter Druck ste-
hende Gas durchaus in der Lage ist, physiologische Barrieren zu durchbrechen. Ha¨ufigster
klinischer Ausdruck dessen sind Hautemphyseme. In einer Studie (1518 Patienten) des
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Southern Surgeons Club aus dem Jahre 1991 noch mit 0,26 % quantifiziert, verzeichnete
Wurst [80] 1994 in einer eigenen Studie (97 Patienten) schon 7,22 % derartiger Fa¨lle.
Das CO2dringt aber nicht nur in das subkutane Gewebe, sondern kann auch die Loci
minoris resistentiae durchdringen. Fu¨r das Zwerchfell sind das die von Bochdalek und
Morgagni beschriebenen Lu¨cken. CO2kann auch in den thorakalen Raum, besonders in
die Pleura, in das Mediastinum und das Pericard penetrieren.
Die guten Diffusionseigenschaften von N2Osind allgemein bekannt. In der klinischen
Routine kann man jeden Tag erleben, daß N2Oin den luftgefu¨llten Hohlraum der
Blockungsmanschette des endotrachealen Tubus diffundiert und durch die entstehende
Druckzunahme zu Durchblutungssto¨rungen der Trachealschleimhaut fu¨hrt. Folgescha¨den
unterschiedlichen Schweregrades ko¨nnen entstehen. Sie reichen von der einfachen Sto¨rung
der mukoziliaren Clearance bis zu den Trachealstenosen. Deshalb sorgt man in der kli-
nischen Praxis fu¨r einen entsprechenden Druckausgleich durch die Verwendung spezieller
Tuben oder fu¨r eine sorgfa¨ltige Druckkontrolle. Abstrahiert man dieses Geschehen zu
einem Modell fu¨r das Kapnoperitoneum, so kann man verstehen, warum in der Fachlite-
ratur und den Lehrbu¨chern seit Jahren immer wieder geraten wird, bei laparoskopischen
Operationen auf N2Ozu verzichten.
Zwei Gru¨nde scheinen hauptsa¨chlich dafu¨r zu sprechen:
Die Diffusion vonN2Oin das Kapnoperitoneum wu¨rde den intraabdominellen Druck weiter
erho¨hen. Daru¨ber hinaus wird angenommen, daß sich die Emboliegefahr wesentlich erho¨ht.
Wu¨rde sich zu dem aus dem Peritoneum in die Blutbahn gelangenden CO2auch noch
N2Ogesellen, wa¨ren kritische Volumina fu¨r letale Ausga¨nge der Embolie schnell erreicht.
Damit ergeben sich unter anderem folgende Fragen:
• Welche Gefahr stellt die N2O-Diffusion tatsa¨chlich dar?
• Wie groß ist die Emboliegefahr beim Kapnoperitoneum, und wieviel gro¨ßer wird sie
beim N2O-Einsatz wa¨hrend der Narkose?
• Versta¨rkt die N2O-Diffusion ein durch abstro¨mendes CO2entstandenes Hautemphy-
sem? Wenn ja, kommt es durch einen eventuell ho¨heren Gasdruck im Emphysem zu
noch schnellerer CO2-Resorption, und zieht das klinisch-therapeutische Konsequen-
zen nach sich?
• Werden durch CO2ein Pneumothorax, ein Pneumomediastinum bzw. ein Pneumo-
pericard verursacht? Kann man, solange keine wesentlichen Organbeeintra¨chtigun-
gen eintreten, zuna¨chst abwarten und auf die schnelle CO2-Resorption hoffen? Ver-
schlechtert die N2O-Diffusion den klinischen Zustand? Muß man eher invasiv rea-
gieren?
• Gibt es wichtige Gru¨nde, die den im Einzelfall relativ leichten Austausch von Lach-
gas gegen ein alternatives Ana¨sthetikum in einer Kombinationsnarkose rechtfertigen,
dessen Risiken und Nebenwirkungen in der Regel schwerwiegender sind?
Zahlreiche Wirkungen des Kapnoperitoneums auf den Organismus sind bekannt. Ebenso
weiß man, daß N2Oinert ist.
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Folgende praktische Erfahrung la¨ßt diese Fragen erneut Bedeutung gewinnen:
Ein intubiertes, maschinell beatmetes Schwein mit einem Ko¨rpergewicht von 23kg u¨ber-
steht eine intravasale Applikation von 50ml (!!!) CO2ohne irgendeine relevante Kreislauf-
reaktion. Das CO2wird resorbiert. Es kommt deshalb nicht zum Verstopfen der Lungen-
kapillaren und somit auch nicht zu einer nachfolgenden Totraumventilation. Andererseits
fu¨hrt die Applikation von 10ml Luft bei dem gleichen Schwein zu einer deutlichen Kreis-
laufreaktion, die mit einer Tachykardie beginnt und sich spa¨ter als Bradykardie durch die
Hypoxie und als Abfall der endexspiratorischen CO2-Konzentration aufgrund des Ver-
stopfens der Lungenkapillaren und der nachfolgenden Totraumventilation a¨ußert.
6.2.2 Theoretische U¨berlegungen zur Kinetik des
Blasenwachstums
Wie oben bereits ausgefu¨hrt ist es denkbar, daß sich ein kritisches Blasenvolumen fu¨r
einen letalen Ausgang einer Embolie heranbilden kann, wenn sich zum CO2zusa¨tzlich
N2Ogesellt. Diese Problematik soll nachfolgend modelliert und analysiert werden.
Gelangt CO2aus dem Peritoneum in die Blutbahn, so bildet es dort eine Blase, die
aufgrund des Konzentrationsgefa¨lles zur Umgebung nachweisbar ist. Zur Vera¨nderung
der ra¨umlichen Ausdehnung der Blase tragen die folgenden Prozesse bei.
1. CO2diffundiert aus der Blase ins Blut. Fu¨r den CO2-Abtransport spielt das Ha¨mo-
globin im Blut die entscheidende Rolle. CO2reagiert mit dem wa¨ßrigen Anteil des
Blutes:
CO2 +H2O ⇀↽ H2CO3 ⇀↽ HCO
−
3 + 2H
+.
Diese Reaktion verla¨uft im Blutplasma sehr langsam, im Ha¨moglobin der Erythro-
zyten jedoch aufgrund der Einwirkung des reaktionsbeschleunigenden Enzyms Car-
boanhydrase etwa 1000-mal schneller. Somit erfolgt praktisch der gesamte CO2-
Abtransport unter Beteiligung des Ha¨moglobins.
2. Gleichzeitig diffundiert N2Oaus dem Blut in die Blase. Dabei ist zu beru¨cksichtigen,
daß die Lo¨slichkeit von N2Oim Blut relativ gering ist.
Diese beiden Prozesse verlaufen parallel und u¨berlagern sich daher. Unser Ziel ist es, ihr
Zusammenspiel zu modellieren und zu untersuchen.
Diffusion von N2Oin die Blase
Der Einfachheit halber betrachten die mit CO2gefu¨llte Blase als Kugel vom Radius R.
Beobachtungen zufolge kann R dabei Werte der Gro¨ßenordung 100µm annehmen [25].
Aus Symmetriegru¨nden ha¨ngt die o¨rtlich und zeitlich variable N2O-Konzentration von
der Zeit t und der Ortskoordinate r ≥ 0 ab.
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Die Anfangskonzentration des N2Oim Inneren der Blase ist zum Zeitpunkt t = 0 kon-
stant u(r, O) = f(r) = 0, außerhalb der Blase betra¨gt sie konstant u(r, O) = f(r) =
u0 > 0. Der Konzentrationsausgleich zwischen Blaseninnerem und -a¨ußerem erfolgt durch
freie Diffusion des N2Oin das Innere der Blase. Die Konzentration u(r, t) unterliegt als
Funktion von Zeit t und Ort r dem 2. Fickschen Gesetz
∂u
∂t
= D
(
∂2u
∂r2
+
2
r
∂u
∂r
)
, (6.10)
wobei D den Diffusionskoeffizienten von N2Oangibt.
Hinzu kommt die Anfangsbedingung
u(r, 0) = f(r) =
{
0 : r < R,
u0 : r > R
(6.11)
zum Zeitpunkt t = 0.
Wir setzen nun v(r, t) = r u(r, t), wobei der Quotient v(r,t)
r
fu¨r r → 0 konvergieren
mo¨ge. Dann ergibt sich aus (6.10), (6.11) die partielle Differentialgleichung
∂v
∂t
= D
∂2v
∂r2
(6.12)
mit den Anfangsbedingungen
v(r, 0) = r f(r) =
{
0 : r < R,
r u0 : r > R
(6.13)
sowie
v(0, t) = 0 (6.14)
fu¨r alle Zeiten t ≥ 0.
Standardmethoden liefern
v(r, t) =
1
2
√
πDt
e−
r2
4Dt
als partikula¨re Lo¨sung von Gleichung (6.12) und unter Beru¨cksichtigung der Anfangsbe-
dingungen die Lo¨sung
v(r, t) =
1√
π
∫ r/2√Dt
−∞
(r − 2z
√
Dt) f(r − 2z
√
Dt)e−z
2
dz +
1√
π
∫ ∞
r/2
√
Dt
(r − 2z
√
Dt) f(2z
√
Dt− r)e−z2dz,
also in unserem Fall
v(r, t) =
u0
r + r
2
(
Φ(
r − R
2
√
Dt
)− Φ( r +R
2
√
Dt
)
)
+
√
Dt
π
(
e−
(r−R)2
4Dt − e− (r+R)
2
4Dt
) , (6.15)
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wobei Φ(x) = 2√
pi
∫ x
0 e
−z2dz das Gaußsche Fehlerintegral darstellt.
Fu¨r die N2O-Konzentration ergibt damit
u(r, t) =
u0
1 + 1
2
(
Φ(
r − R
1
√
Dt
)− Φ( r +R
2
√
Dt
)
)
+
√
Dt
πr
(
e−
(r−R)2
4Dt − e− (r+R)
2
4Dt
) . (6.16)
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Abbildung 6.1: O¨rtliche und zeitliche Vera¨nderung der N2O-Konzentration (Schnitt durch die
Blase mit r in µm, t in s und u in g/l).
Die zeitliche und o¨rtliche Entwicklung der N2O-Konzentration im Blaseninneren und in
der Umgebung der Blase zeigt die Abbildung 6.1. Fu¨r die konkreten Rechnungen wurden
die folgenden Werte zu Grunde gelegt. Der Diffusionskoeffizient von N2Obetra¨gt D =
4.46 · 10−8m2s−1 (vgl. [26]). Die Anfangskonzentration u0 von N2Oim Blut ergibt sich
durch die Narkosebedingungen. Der Gasflow wa¨hrend einer Narkose fu¨r einen erwachsenen
Patienten (ca. 70kg) betra¨gt in der Einleitungsphase 70% N2Ound 30% O2. Damit ergibt
sich in der quasistationa¨ren Phase eine N2O-Konzentration von u0 = 1.038g/l.
Zum Zeitpunkt t = 0 ist die N2O-Konzentration im Inneren der Blase identisch gleich
0, außerhalb der Blase betra¨gt sie 1.038g/l. Aus Abbildung 6.1 la¨ßt sich der im Anschluß
stattfindende allma¨hliche Konzentrationsausgleich ersehen. Nach etwa 0.4s hat die N2O-
Konzentration im gesamten Gebiet den Wert von 1.038g/l erreicht.
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Der Prozeß der CO2-Resorption
Die Modellierung der Diffusion des CO2aus der Blase und des anschließenden Abtrans-
ports gelingt ebenfalls mit Hilfe des 2. Fickschen Gesetzes. Die dabei zu beru¨cksichtigen-
den Anfangs- und Randbedingungen wurden bereits in [41] betrachtet. Als Lo¨sung der
Diffusionsgleichung ergab sich fu¨r die zeitlich und o¨rtlich variable CO2-Konzentration
u(r, t) =
2
R
∞∑
k=1
1
r
sin(
kπr
R
)e−
k2pi2Dt
R2
∫ R
0
r f(r)sin(
kπr
R
)dr, (6.17)
wobei D den Diffusionskoeffizienten von CO2und u(r, 0) = f(r) die Anfangskonzentration
von CO2zum Zeitpunkt t = 0 angibt.
Fu¨r unser Problem erhalten wir mit
u(r, 0) = f(r) =
{
u0 : r < R,
0 : r > R
(6.18)
aus Gleichung (6.17) die Lo¨sung
u(r, t) = 2u0
∞∑
k=1
(−1)k−1 R
kπr
sin(
kπr
R
)e−
k2pi2Dt
R2 . (6.19)
Die zeitliche und o¨rtliche Evolution der CO2-Konzentration unter den Bedingungen
von Vollblut veranschaulicht die Abbildung 6.2. In den Rechnungen wurde wie schon in
[41] als effektiver Diffusionskoeffizent D = 1.03 · 10−7m2s−1 verwandt. Die Anfangskon-
zentration von CO2im Inneren der Blase wurde unter Voraussetzung normaler Werte fu¨r
Bluttemperatur und -druck mit u0 = 1.977g/l gewa¨hlt.
6.2.3 Diskussion
Die oben beschriebenen Diffusionsprozesse laufen nun gleichzeitig ab. Im Mittelpunkt
der U¨berlegungen steht nun die Frage, welcher der beiden Prozesse das Gesamtgeschehen
dominiert. Nachfolgend wollen wir davon ausgehen, daß sich die Blase als erho¨hte Konzen-
tration von CO2- und N2O-Moleku¨len im Blut nachweisen la¨ßt. Die Abbildung 6.3 zeigt
die additive Konzentration beider Gase in ihrer zeitlichen und o¨rtlichen Entwicklung.
Zum Zeitpunkt t = 0 wird die additive Konzentration im Inneren der Blase ausschließ-
lich durch das CO2bedingt, außerhalb der Blase ausschließlich durch das N2O. Im weiteren
Verlauf diffundiert N2Oin die Blase hinein. Gleichzeitig verla¨ßt CO2die Blase. Die addi-
tive Konzentration beider Gase innerhalb und außerhalb der Blase gleicht sich dabei an
und erreicht letztendlich den Wert von 1.038g/l. Dieser Wert stellt sich ein, wenn das ge-
samte CO2resorbiert wurde und der N2O-Konzentrationsausgleich abgeschlossen ist. Der
N2O-Konzentrationsausgleich dauert dabei etwa 10-mal so lange wie die Resorption des
gesamten CO2durch das Blut.
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Abbildung 6.2: O¨rtliche und zeitliche Vera¨nderung der CO2-Konzentration (Schnitt durch die
Blase mit r in µm, t in s und u in g/l).
Die Konzentrationserho¨hung im Zentrum der Abbildung 6.3 stellt die Blase dar. Der
Abbildung 6.4 ko¨nnen wir die ra¨umliche Ausdehnung der Blase in unserem Modell ent-
nehmen. Zu keinem Zeitpunkt la¨ßt sich dabei die Tendenz zur Blasenexpansion durch das
Hineindiffundieren des N2Oerkennen. Eine numerische Abscha¨tzung der Lebensdauer der
CO2-Blase unter Einfluß der N2O-Diffusion kann mit etwa 23ms gegeben werden.
Unter Annahme unseres Modells la¨ßt sich eine erho¨hte Gefahr durch die Lachgasdiffu-
sion nicht nachvollziehen. Zur U¨berpru¨fung der hier hergeleiteten theoretischen Resultate
sind natu¨rlich experimentelle Untersuchungen wu¨nschenswert und notwendig.
6.3 Das Diffusionsmodell nach Ehrenfest
Wenden wir uns nun dem Boxen–Modell der Diffusion zu. In dieser Art der Beschreibung
wird das (eindimensionale) Volumen in k nebeneinander liegenden Kompartments (lineare
Kette von Boxen) unterteilt, die durchnummeriert werden. Zwischen zwei benachbarten
Boxen existieren teilchendurchla¨ssige Wa¨nde, so daß sich die Teilchenanzahl Ni(t) der
Box i sowohl durch Zustrom aus den Nachbarkompartments i+1 und i−1 als auch durch
Abstrom nach i+1 und i−1 vera¨ndern kann. In diesem nach Ehrenfest benannten Diffusi-
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Abbildung 6.3: O¨rtliche und zeitliche Vera¨nderung der additiven Konzentration (Schnitt durch
die Blase mit r in µm, t in s und u in g/l).
onsmodell herrscht ebenso wie bei den zuvor diskutierten Ansa¨tzen Teilchenzahlerhaltung,
in diesem Fall in der Form
k∑
i=1
Ni(t) =M0 = const . (6.20)
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Abbildung 6.4: Ausdehnung der CO2-Blase (r in µm, t in s).
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Fu¨hren wir weiterhin die Diffusionskonstanten aus Box i als Teilchenu¨bergangsraten di,i+1
bzw. di,i−1 nach i + 1 bzw. i − 1 sowie die Konstanten di+1,i und di−1,i als U¨bergangsra-
ten von den Nachbarboxen nach Kompartment i ein, so wird der Diffusionsprozeß durch
einen Satz von gewo¨hnlichen Differentialgleichungen 1. Ordnung beschrieben. Diese de-
terministischen Bewegungsgleichungen fu¨r die Teilchenanzahl Ni(t) (i = 1, . . . , k) lauten
im Sinne von Bilanzgleichungen (Zustrom – Abstrom)
d
dt
Ni = di−1,iNi−1 + di+1,iNi+1 − (di,i−1 + di,i+1)Ni . (6.21)
Dieses gekoppelte Gleichungssystem beschreibt in Abha¨ngigkeit der nichtnegativen Dif-
fusionskonstanten di,j Drift und Diffusion gleichermaßen. Das Ehrenfest–Modell der Dif-
fusion zwischen zwei Boxen ist in der Abbildung 6.5 zu sehen. Das Ehrenfestsche Dif-
fusionsmodell geht auf die Orginalarbeit von Ehrenfest (1907) [17] zuru¨ck, in dem ein
Zwei–Urnen–Modell mit N numerierten Kugeln beschrieben wird. Der Algorithmus la¨uft
wie folgt ab: ”Jedesmal wenn eine Nummer gezogen wird, hu¨pft die Kugel mit dieser
Nummer aus der Urne, in der sie gerade liegt, in die andere Urne und bleibt dort so lange
liegen, bis gelegentlich wieder ihre Nummer gezogen wird.” Dieser reine Diffusionsprozeß
(p = 1/2) zeigt die Tendenz, daß jede beliebige Anfangsverteilung in Richtung auf die
Gleichverteilung (n1 = n2 = N/2) konvergiert, aber Fluktuationen (Schwankungen um
den Mittelwert) aufgrund der stochastischen Natur des Prozesses weiterhin zu beobachten
sind.
Bezeichnen wir in einer deterministischen Beschreibung mit Ni(t) die Zahl der Teilchen in
der linken (i = 1) bzw. rechten (i = 2) Box zur Zeit t. Zwischen beiden Boxen erfolgt ein
Teilchenaustausch, wobei die Diffusionskonstanten d12 bzw. d21 den U¨bergang von links
nach rechts und umgekehrt beschreiben (Abb. 6.5). Diese nichtnegativen Kontrollparame-
ter sind als Materialgro¨ßen frei wa¨hlbar. Interessante Spezialfa¨lle sind die symmetrische
(reine) Diffusion (d12 = d21 = d) und die gerichtete Bewegung (Drift). So beschreibt die
Situation d21 = 0 den Transport von links nach rechts, also das Entleeren von Box 1
in Analogie zu einem linearen Zerfallsprozeß (radioaktiver bzw. Clusterzerfall; [47]). Im
d12
21d
Box 1 Box 2
Abbildung 6.5: Darstellung zur deterministische Beschreibung in einem Modell aus zwei Bo-
xen. Hier sind die Diffusionskoeffizienten mit d12 bzw. d21 angegeben.
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beschriebenen System herrscht Teilchenzahlerhaltung. Die Gesamtzahl aller Teilchen in
beiden Boxen ist unvera¨nderlich
N1(t) +N2(t) =M0 = const . (6.22)
Aufgrund dieser Nebenbedingung sind die beiden Variablen N1 und N2 nicht mehr un-
abha¨ngig voneinander, so daß nur eine Variable von Interesse ist. Setzen wir N1(t) ≡ N(t),
so gilt fu¨r N2(t) die Aussage N2(t) =M0 −N(t).
Die deterministische Bewegungsgleichung fu¨r die relevante Variable N ist eine lineare Dif-
ferentialgleichung, bestehend aus einem Zuflußterm d21N2 und einem Abflußterm d12N
d
dt
N = d21(M0 −N)− d12N . (6.23)
Diese einfache Differentialgleichung folgt aus der Mehr–Boxen–Situation und hat unter
Beachtung der Anfangsbedingung N(t = 0) = N0 die Lo¨sung
N(t) =
1
d12 + d21
[
d21M0 + (d12N0 − d21 (M0 −N0)) e−(d12+d21)t
]
. (6.24)
Als stationa¨re Lo¨sung Neq fu¨r lange Zeiten (t → ∞) ergibt sich aus der zeitlichen Ent-
wicklung der Ausdruck
Neq =
d21
d12 + d21
M0 . (6.25)
Im symmetrischen Fall folgt die Gleichverteilung Neq = M0/2 als Gleichgewichtslo¨sung.
Damit ist das System im Sinne einer deterministischen Behandlung vollsta¨ndig beschrie-
ben.
Die Grundgro¨ße einer stochastischen Beschreibung ist die Wahrscheinlichkeit P (N, t),
das System im Zustand N zur Zeit t anzutreffen. In unserem Fall ist diese Wahrschein-
lichkeitsverteilung P (N, t) ≡ P (N1, N2, t) die Wahrscheinlichkeit, daß in der linken Box
N1 ≡ N Teilchen zur Zeit t (und damit in der rechten Box N2 =M0 −N Teilchen) sind.
Zur Vereinfachung schreiben wir wegen der Teilchenzahlerhaltung nur P (N, t) anstelle
P (N, t) = P (N,M0 −N, t). Die Anfangsverteilung P (N0, t = 0) ist beliebig vorgebbar.
Unter der Voraussetzung, daß nur jeweils ein Teilchen die Trennwand zwischen beiden
Boxen passieren kann, liegt bei der stochastischen Analyse ein Einschrittprozeß zugrun-
de. Die benachbarten Zusta¨nde sind somit N − 1 und N + 1.
Die Grundgleichung der stochastischen Beschreibung ist die Mastergleichung als Bilanz-
gleichung fu¨r den Wahrscheinlichkeitsstrom. Sie lautet fu¨r Einschrittprozesse mit zwei
Nachbarzusta¨nden
∂
∂t
P (N, t) = W+(N − 1)P (N − 1, t) +W−(N + 1)P (N + 1, t)
−
[
W+(N) +W−(N)
]
P (N, t) . (6.26)
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In unserem Modell sind die U¨bergangswahrscheinlichkeiten W+ undW− leicht anzugeben.
Wir setzen sie proportional zu den Teilchenzahlen an
W+(n) = d21(M0 −N) (6.27)
W−(n) = d12N (6.28)
und erhalten die folgende lineare Mastergleichung
∂
∂t
P (N, t) = d21 (M0 − (N − 1))P (N − 1, t) + d12(N + 1)P (N + 1, t)
− [d21(M0 −N) + d12N ]P (N, t) . (6.29)
Diese Gleichung entha¨lt selbstversta¨ndlich alle interessanten Spezialfa¨lle, wie z.B. den
linearen Zerfall (d21 = 0).
6.4 Stochastische Beschreibung von Nukleation und
Diffusion in einem Zwei – Boxen – Modell
Bisher haben wir uns mit der Diffusion, dem Teilchenaustausch zwischen zwei benachbar-
ten Boxen, bescha¨ftigt. Im na¨chsten Abschnitt soll es um die stochastische Beschreibung
von Nukleation (Abschnitte 5.1 und 5.2) und der Diffusion in einem Modell gehen.
Wir betrachten ein System, das in zwei Kompartimente eingeteilt wird. Box (1) ist ein
System wohldefinierten Volumens und einer konstanten Temperatur. Somit kann dieses
Teilsystem mit der thermodynamischen Funktion der freien Energie F = F (T, V,M0)
vollsta¨ndig beschrieben werden. Die Box (2) dient dagegen als Teilchenreservoir. Es wird
ein Teilchenaustausch zwischen diesen Boxen zugelassen, der u¨ber die Diffusion beschrie-
ben werden soll.
Zusa¨tzlich zu den Prozessen der Diffusion soll in der Box (1) Nukleation zugelassen werden.
Wie bereits an anderer Stelle ausgefu¨hrt, kann die Nukleation durch einen stochastischen
Prozeß beschrieben werden. Unter Verwendung des Mastergleichungsformalismus erha¨lt
man nach der Abintergration u¨ber die Ortskoordinaten aller Teilchen folgende Gleichung:
∂
∂t
P (N, t) =
∑
N ′
{w(N |N ′)P (N ′, t)− w(N ′|N)P (N, t)}. (6.30)
Die Gro¨ßen w(N |N ′) und w(N ′|N) wurden bereits eingefu¨hrt (Gl.5.8, Gl.5.9 und Gl.5.10).
Die Dynamik der Nukleationsprozesse, die durch die Mastergleichung beschrieben wird,
verla¨uft nun u¨ber eine Folge von Teilchenanzahlverteilungen N(t). Das Gleichgewicht
bezu¨glich der Clusterzahl, die Gleichgewichtsclusterverteilung N0st, folgt aus der stati-
ona¨ren Lo¨sung der Mastergleichung. (6.30) Bei Kenntnis des thermodynamischen Poten-
tials kann die Wahrscheinlichkeit fu¨r die Abgabe eines Monomers von einem Cluster der
Gro¨ße n bestimmt werden.
In unserem Modell wird folgender Teilchenerhaltungssatz voraus gesetzt:
N11 +N
2
1 + n = const =M0. (6.31)
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Abbildung 6.6: Darstellung des Zwei–Boxen–Modells. 1-Box in der Nukleation zugelassen
wird; 2-Teilchenreservoir
Folgende Prozesse laufen nun im Gesamtsystem (Box (1) und Box (2)) ab:
• Nukleation N21 = const
a. Clusterzerfall
N11 ;n→ N11 + 1; (n− 1) (6.32)
b. Clusterwachstum
N11 ;n→ N11 − 1; (n+ 1) (6.33)
• Diffusion n = const
a. Diffusion in die Box (1)
N11 ;N
2
1 → N11 + 1;N21 − 1 (6.34)
b. Diffusion aus der Box (1)
N11 ;N
2
1 → N11 − 1;N21 + 1 (6.35)
Fu¨r beide Prozesse ist es mo¨glich, eine Bilanzgleichung fu¨r den Wahrscheinlichkeitsstrom
aufzuschreiben:
1. Mastergleichung fu¨r die Nukleation
∂
∂t
P (N, t) =
∑
N ′
{w(N |N ′)P (N ′, t)− w(N ′|N)P (N, t)} (6.36)
2. Mastergleichung fu¨r die Diffusion
∂
∂t
P (N11 , t) = w
+(N11 − 1)P (N11 − 1, t) + w−(N11 + 1)P (N11 + 1, t)
− [w+(N11 ) + w−(N11 )]P (N11 , t) (6.37)
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Die Variable N in der Mastergleichung fu¨r die Nukleation hat folgende Bedeutung
N = N11 + n. Da die Teilchenzahlen in den Boxen N
1
1 und N
1
2 u¨ber den Teilchenzah-
lerhaltungssatz gekoppelt sind, ist eine solche Notation sinnvoll.
Somit ergibt sich eine ”Gesamt”-Mastergleichung fu¨r die Prozesse der Diffusion und der
Nukleation, einer Sorte und fu¨r den Einkeimfall:
∂
∂t
PD+N(N, t) =
∑
n
(w+n−1(Nn−1 + 1)P (N1 + 1, Nn−1 + 1, Nn − 1, t)
+ w−n+1(Nn+1 + 1)P (N1, Nn − 1, Nn+1 − 1, t)
+ w+D(N1 − 1)P (N1 − 1, Nn, t) (6.38)
+ w−D(N1 + 1)P (N1 + 1, Nn, t)
− [w+n (Nn) + w−n (Nn) + w+D(N1) + w−D(N1)]P (N1, Nn, t))
Die Simulation dieser Mastergleichung fu¨hrte zu folgenden Resultaten. Wasser war auch
in diesem Fall eine Substanz die untersucht wurde. In der Box 1 haben wir die Tempera-
tur und das Volumen fixiert. Somit ist fu¨r diesem Fall das thermodynamische Potential
die freie Energie F (T, V,N. Die Abbildung 6.7 stellt die freie Energie in der Box 1 dar.
Es wurden die Differenzen der freien Energien zum Ausgangszustand aufgetragen. Das
anwachsen von F (T, V,N ist in diesem Fall durch die Rate an Diffusionsprozessen zu
erkla¨ren. Der Proze ß des Hinausdiffudierens bestimmt die Anfangsphase der Simulati-
on. Die Diffusionskoeffizienten d12 und d21 bleiben wa¨hrend der Simulation konstant. Da
sich die Gro¨ße der U¨bergangswahrscheinlichkeiten im Prozeß der Nukleation a¨ndern, be-
ginnt das System nach einer bestimmten Zeit mit vermehrten Prozessen der Nukleation,
dadurch verringert sich die Anzahl der Monomere im System (Box 1) und der Konzentra-
tiongradient verschiebt sich. Dies resultiert in einer erh o¨hten Hineindiffusion in die Box
1. In Abbildung 6.8 ist dies deutlich zu erkennen. Hier ist die Geamtzahl der Teilchen
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Abbildung 6.7: Darstellung der freien Energie in der Box 1.
in der Box 1 aufgetragen. Die Gesamtzahl der Teilchen in der Box 1 nimmt stetig zu.
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Abbildung 6.8: Darstellung der Gesamtzahl der Teilchen in der Box 1.
Im Verlaufe der Evolution fu¨hrt das System Clusterbildung durch und man beobachtet
analoge Pha¨nomene wie bei der Nukleation in finiten Systemen. Jedoch bildet hier nicht
ein Gleichgewichtszustand heraus, wie wir in in den Abschnitten (5.2.1 –5.2.5) beobachten
konnten. Die Abbildung 6.9 zeigt einige Schnapschu¨sse der Entwicklung der Clusterver-
teilung. Durch Einstellung von verschiedenen Parametern fu¨r die Nukleation und die
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Abbildung 6.9: Clusterverteilungen zu verschiedenen Zeitpunkten in der Box 1.
Diffusion ist es mo¨glich eine Reihe von unterschiedlichen Fa¨llen zu diskutieren. Mit die-
sen Parametern lassen sich die Intersita¨ten beiden Prozesse steuern. Es ist also denkbar
mit diesem Modell Systeme mit versta¨rkter Diffusion oder mit erho¨hter Nukleation zu
diskutieren und mit einer M–C–Simulation zu analysieren.
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Abbildung 6.10: Darstellung der maximalen Clustergro¨ße in der Box 1.
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7. Nukleation und Wachstum in
expandierenden Gasen
In diesem Kapitel wollen wir eine Anwendung der Nukleationstheorie auf die Beschrei-
bung in expandierenden Gasen aufzeichnen. Im ersten Teil des Kapitels werden wir ein
Modell beschreiben, das genutzt werden kann, um Prozesse in neutralen Clusterstrahlen
zu analysieren.
Ausgehend von der Beschreibung der Clusterbildung in finiten Systemen haben wir durch
Legendre–Transformationen einen Satz von thermodynamischen Potentialen erhalten. Das
thermodynamische Potential der Entropie wird von uns verwendet, um die Nukleation ei-
ner von der Umgebung isolierten expandierenden Gaswolke zu beschreiben. Die Expansion
wird von uns mit den u¨blichen Gleichungen der Hydrodynamik beschrieben.
Der zweite Teil dieses Kapitels wird eine Verallgemeinerung der Expansion eines Ga-
ses ddarstellen. Das Hauptaugenmerk werden wir auf die vera¨nderte thermodynamische
Beschreibung von idealen expandierenden Systemen und expandierenden Systemen in
denen Clusterproesse ablaufen ko¨nnen. Die Analyse werden wir nicht wie in vorangegan-
genen Kapiteln mit Monte-Carlo-Rechnungen durchfu¨hren, sondern mit Hilfe von Raten-
Gleichungen.
7.1 Clusterbildung wa¨hrend der
Du¨senstrahlexpansion
Im Kapitel 2 wurde bereits die Du¨senstrahlexpansion als eine Methode der Clustererzeu-
gung vorgestellt.
Wir gehen jetzt von folgender Situation aus. Wird Wasserdampf durch eine Du¨se geleitet,
so entsteht im U¨berschallgebiet eine Kondensationszone, die schon von Landau [43] ein-
gefu¨hrt wurde. In dieser Zone kondensiert der Wasserdampf, und die Kondensationswa¨rme
wird freigesetzt und der Stro¨mung als zusa¨tzliche Energie zugefu¨hrt. Bis zum Beginn der
Kondensationszone verla¨uft die Expansion isentrop. Mit dem Einsetzen der Kondensation
nehmen dann Dichte, Druck und Temperatur zu.
Fu¨r langsame Stro¨mungen setzt die Kondensation mit Erreichen der Sa¨ttigungstempe-
ratur TS ein. Diese Temperatur entspricht einem Punkt auf der Dampf-Druck-Kurve
(Abb. 7.1). Diesen Fall bezeichnet man als Gleichgewichtskondensation [23]. Fu¨r schnelle
Stro¨mumgen stellt man fest, daß die Kondensation nicht schon bei TS einsetzt, sondern
daß die Expansion auch fu¨r T < TS zuna¨chst isentrop (ohne Kondensation) verla¨uft. Das
Gas wird daher stark unterku¨hlt. Der Grund fu¨r diese Unterku¨hlung ist, daß hier ein
Relaxationvorgang stattfindet, um die Kondensation in Gang zu setzen. Bei tiefen Tem-
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Abbildung 7.1: Dampf-Druck-Kurve fu¨r Wasser. Die Sa¨ttigungstemperatur TS entspricht ei-
nem Punkt auf dieser Kurve.
peraturen setzt dann die spontane Kondensation ein. In diesem Fall bezeichnet Frank [23]
den Vorgang als Nichtgleichgewichtskondensation. Die Temperaturdifferenz zwischen der
Sa¨ttigungstemperatur und der Temperatur TK beim Einsetzen der Kondenation bezeich-
nen wir mit ∆Tad = TS−TK (adiabatische Unterku¨hlung). Wegener und Mack [78] haben
fu¨r Lavaldu¨senstro¨mungen gefunden, daß diese adiabatische Unterku¨hlung in erster Linie
von der U¨bersa¨ttigung und der sogenannten Ku¨hlrate (−dT/dt) abha¨ngt.
7.1.1 Beschreibung der Expansion eines Gases
Um die oben genannten Sachverhalte erla¨utern zu ko¨nnen, werden wir uns ein Expansi-
onsmodell erarbeiten, mit dessen Hilfe wir die typischen Gro¨ßen zur Beschreibung einer
Stro¨mung auswerten ko¨nnen.
Wir betrachten eine Kammer mit einer kleinen Du¨se. In der Kammer befindet sich ein
Gasgemisch aus clusterfa¨higen Material und einem sogenannten Hintergrundgas, das nicht
in der Lage sein soll zu clustern. Der Druck in der Kammer soll in der Gro¨ßenordnung vom
atmosspa¨hrischen Druck liegen. Außerhalb der Kammer finden wir Vakuumbedingungen.
Das Gasgemisch expandiert durch eine Du¨se ins Vakuum unter einem O¨ffungswinkel α.
Die Geschwindigkeit der Teilchen im Strahl ist im allgemeinen abha¨ngig von der Du¨sen-
form, dem Druck- und Temperaturgradienten (in der Kammer und im Außenraum) und
von der molaren Masse W des Hintergrundgases. Die Abb. 7.2 zeigt einen schematischen
Aufbau einer von uns zu modellierenden Du¨senstrahlquelle. Unser Problem ist somit von
zwei Parametern abha¨ngig, vom O¨ffnungswinkel α und von der Geschwingigkeit der Teil-
chen im Strahl.
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Abbildung 7.2:Modell eines Du¨senstrahlquelle. (1–Kammer, 2–expandierender Strahl,3–Du¨se,
4–gebildeten Cluster)
7.1.2 Thermodynamische Beschreibung des Modells
Im Kapitel “Experimentelle Grundlagen der Clustererzeugung” sind wir auf die Physik
in Clusterstrahl bereits eingegangen. Wir haben gezeigt, daß die Temperatur, der Druck
und die Dichte (bzw. das Volumen) Funktionen der MachzahlM (Gleichungen (2.11, 2.12,
2.16, 2.17)) sind. Hier seien sie der Vollsta¨ndigkeit halber noch einmal genannt.
T
T0
=
(
1 +
κ− 1
2
M2
)−1
(7.1)
ρ
ρ0
=
(
1 +
κ− 1
2
M2
)−1/κ−1
(7.2)
p
p0
=
(
1 +
κ− 1
2
M2
)−κ/κ−1
(7.3)
v = M
√
κRT0
W
(
1 +
κ− 1
2
M2
)−1/2
(7.4)
Der expandierende Strahl kann in kontinuierliche Volumenelemente aufgespalten werden.
Ein Volumenelement hat dann ein von uns noch zu spezifizierendes Volumen Vs. Fu¨r
ein vorgegebenes Volumenelement Vs sind wir in der Lage eine Clustergro¨ßenverteilung
anzugeben (siehe dazu (Gl.4.7).
Ns(t) = (N
0, N1(t), N2(t), N3(t), ..., Nn(t), ..., NN(t)). (7.5)
In (7.5) bedeutet N0 die Anzahl der Teilchen des Hintergrundgases und Nn die Cluster
des kondensierbaren Dampfes. Wir nehmen an, daß das Gas strahlfo¨rmig ohne A¨nderung
82 Kapitel 7: Expansion
0.0 5.0 10.0 15.0 20.0
x/d
0.0001
0.001
0.01
0.1
1
1e+01
1e+02
1e+03
1e+04
V/V0
T/T0
n/n0
v/v_max
Abbildung 7.3: Abha¨ngigkeit der Temperatur, des Druckes, der Dichte und der Geschwindig-
keit von der Machzahl. Der adiabaten Exponent κ wurde in diesem Fall κ = 5/3 gesetzt.
der Gesamtzahl der Teilchen pro Volumenelement Ns expandiert
Ns = ND +N
0 (7.6)
mit N0 =const und ND =
∑N
n=1 nNn=const, die Anzahl der Teilchen des clusterfa¨higen
Gases bzw. Dampfes.
Die Teilchenwolke expandiert isoliert von der Umgebung. Somit muß die gesamte inne-
re Energie der Gases eines Volumenelementes konstant bleiben, U = U(Ts, Vs, Ns). Die
Temperatur Ts im Volumenelement s ist von der Menge des Hintergrundgases abha¨ngig.
Fu¨r die Relation N0/ND ≫ 1 verringert sich die Temperatur nur sehr wenig wa¨hrend
der Clusterbildung [13]. Das thermodynamische Potential das die innere Energie, das
Volumen und die Clusterverteilung als natu¨rliche Koordinaten besitzt, ist die Entropie
S = S(U, V,N).
Wir sind in der Lage eine U¨berlagerung von Expansion und Clusterbildung vorzunehmen.
Dazu machen wir folgende stochastische Annahmen. Die U¨bergangswahrscheinlichkeiten
haben nun die folgende Gestalt:
• Anlagerungswahrscheinlichkeit w+n
w+n = Dl0(T0)
−1 U
U0
AnNn
N1
V
(7.7)
• Abdampfwahrscheinlichkeit w−n
w−n (Nn) = w
+
n−1(Nn−1 + 1)e
∆Sn,n−1(U,T,N)/kB . (7.8)
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Der zu untersuchende Prozeß kann somit vollsta¨ndig durch eine Mastergleichung beschrie-
ben werden.
Aus der Literatur ist bekannt, daß man die Machzahl in Abha¨ngigkeit vom Du¨senabstand
x/d fu¨r eine isentrope Stro¨mung angeben kann. Mit Hilfe der Methode der Charakteristi-
ken bestimmt man spezielle Kurven im Raum, die Charakteristiken genannt werden. Auf
solchen Kurven werden die partiellen Differentialgleichungen zu gewo¨hnlichen Differenti-
algleichungen (DGl). Diese DGl ko¨nnen nun numerisch integriert werden. Dabei erfolgt
die Definition der Koordinaten so, daß dies die natu¨rlichen Koordinaten einer Stro¨mung
sind. Genaue Angaben zur Lo¨sung der DGl mit der Methode der Charakteristiken ko¨nnen
aus der Literatur [21, 75, 67] entnommen werden. Die Thermodynamischen Gro¨ßen Tem-
peratur, Druck, Volumen und die Geschwindigkeit als Funktionen der Machzahl sind in
Abbildung 7.3 zu sehen. Die Relation zwischen der Machzahl und dem Relativabstand
von der Du¨se hat die folgende Gestalt:
M =
(
x
d
)κ−1 [
C1 + C2/
(
x
d
)
+ C3/
(
x
d
)2
+ C3/
(
x
d
)3]
fu¨r x/d ≥ 1
M = 1.0 + A
(
x
d
)2
+B
(
x
d
)3
fu¨r x/d < 1
Die verwendeten Parameter sind dem Anhang zu entnehmen. Mit diesen Vorausetzungen
ist es mo¨glich eine Simulation durchzufu¨hren, die eine U¨berlagerung von Expansion und
Nukleation, Clusterbildung, beinhaltet. Unseren Rechnungen wurden fu¨r drei Substanzen
getestet (Argon, Methanol, Wasser).
Am Anfang der Kondensation ku¨hlt das Gas zuna¨chst sehr stark ab, so schnell, daß es
zu einer starken U¨bersa¨ttigung kommt. Dann setzt die Kondensation ein und das Sy-
stem na¨hrt sich dem Gleichgewichtszustand wieder an. Das System friert dann ein und
die Clusterverteilung die entstanden ist a¨ndert sich nicht mehr, kann also den Gleichg-
wichtszustand nicht erreichen (Punkt auf der Dampfdruckkurve). Die Abbildungen 7.4
– 7.6 zeigen dieses Verhalten in der Temperatur–Druck–Ebene bei der Expansion mit
Clusterbildung.
Ein sehr wichter Punkt in diesen Darstellungen ist der Begin der Kondensation (Clu-
sterbildung), aus der Literatur auch als adiabatische Unterku¨hlung bekannt (∆Tad =
TS − TK). Fu¨r Wasser hat Frank [23] aus experimentellen Daten eine Gleichung fu¨r die
Ku¨hlrate bestimmt.
∆Tad = 10.50
(
−dT
dt
)0.125
(7.9)
Wir haben nun unsere Werte mit dieser Fitformel verglichen.
Druck Pa Temperatur K ∆Tad − Simulation ∆Tad = TS − TK
720 2 · 103 45.5 89.0
100 64.5 83.8
5 · 104 47.6 91.7
816 3.2 · 104 46.4 90.8
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Abbildung 7.4: Temperatur-Druck-Ebene bei der Expansion von reinem Methanol
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Abbildung 7.5: Temperatur-Druck-Ebene bei der Expansion von reinem Argon
Die von uns errechneten Werte sind um einen Faktor zwei kleiner. Eine Ausnahme bildet
der Wert 2 in der Tabelle. Dies la¨ßt den Schluß zu, das unser Modell die Werte von Frank
fu¨r kleine Dru¨cke besser reproduziert. Allgemein werden aber die Abha¨ngigkeiten der
adiabatischen Unterku¨hlung wiedergegeben. Bei konstant gehaltener Anfangstemperatur
T0 und vergro¨ßerten Anfangsdruck p0 muß die Unterku¨hlung zunehmen. Dies konnten die
Ergebnisse der Simulation belegen.
Die experimentellen Erfahrungen zeigen in den Clustergrøßenverteilungen bei ganz kleinen
Clustern (n ≤ 10) einen exponentiellen Abfall der Intesita¨ten zu gro¨ßeren Clustern hin.
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Abbildung 7.6: Temperatur-Druck-Ebene bei der Expansion von reinem Wasser
Dann gibt es einen mittleren Bereich mit Clustergro¨ßen, die wenig Intensita¨t besitzen und
einen weiteren Bereich, der insgesamt die meiste Intesita¨t ausmacht.
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Abbildung 7.7: Methanol
Die Abbildungen 7.7 und 7.8 geben genau diese Erfahrungen wieder. Aus unserer Sicht
zeigen die Simulationen mit Methanol dieses Verhalten am deutlichsten (Abb.7.7). Bei
einer Temperatur von T = 154K und einem Druck von p = 0.511 Pa ist diese bimodale
Verteilung zu erkennen.
Da wir mit den Gleichungen fu¨r die Abha¨ngigkeit der Machzahl vom Du¨senabstand in
unserem Modell gestartet sind, ist es fu¨r uns mo¨glich die Werte der Verteilungen und
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Abbildung 7.8: Wasser2
die thermodynamischen Parameter (Druck und Temperatur) an den Orten im Strahl
anzugeben. Der Druck- und Temperaturabfall ist den Abbildungen 7.9, 7.10 und 7.11 zu
entnehmen. Somit wa¨re es mo¨glich die Temperatur der Cluster im Strahl an verschiedenen
Orten vorauszusagen. Jedoch liegen uns fu¨r einen Vergleich mit Experimenten keine Daten
vor.
0.0 1.0 2.0 3.0 4.0
x/d
10
100
1000
10000
100000
1000000
T, K
p, Pa
Abbildung 7.9: Darstellung der Temperatur und des Druckes an verschiedenen Orten im Clu-
sterstrahl fu¨r Argon. Die Absta¨nde sind in Relativkoordinaten (x/d) aufgetragen.
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Abbildung 7.10: Darstellung der Temperatur und des Druckes an verschiedenen Orten im
Clusterstrahl fu¨r Methanol. Die Absta¨nde sind in Relativkoordinaten (x/d) aufgetragen.
Die Subtanzen zeigen im wesentlichen das gleiche Verhalten. Bis zum Einsetzen der
Kondensation verlaufen die Expansionen isentrop. Mit Beginn der Clusterbildung heizt
sich der Srahl auf und es kommt durch die freiwerdende Kondensationswa¨rme zu einer
Erho¨hung der Temperatur und des Druckes. In verwendeten Modell wurden nur Mono-
meru¨berga¨nge zugelassen. Somit fehlt in diesen Rechnugen die Mo¨glichkeit, daß sich eine
gebildeter Cluster durch Frakmentation abku¨hlen kann. Somit sind unseren Temperaturen
fu¨r große Absta¨nde von der Du¨se zu hoch.
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Abbildung 7.11: Darstellung der Temperatur und des Druckes an verschiedenen Orten im
Clusterstrahl fu¨r Wasser. Die Absta¨nde sind in Relativkoordinaten (x/d) aufgetragen.
7.2 Thermodynamische Aspekte der freien
Expansion eines Gases
Das Modell
Aus der Sicht der klassischen Thermodynamik kann der Prozeß der freien Expansion
analysiert werden, wenn der Anfangs- und Endzustand bekannt sind. Diese Zusta¨nde
entsprechen thermodynamischen Gleichgewichtszusta¨nden. Die innere Energie U eines
Sytems bleibt konstant, wenn keine Arbeit geleistet wird und keine Wa¨rme von System
freigesetzt wurde bzw. aufgenommen wird:
U1(T1, V1) = U2(T2, V2). (7.10)
Hierbei bedeuten der Index 1 Anfangsgleichgewichtszustand und 2 Endgleichgewichtszu-
stand [39]. Wenn wir vom ”perfekten” Gas reden, dann meinen wir, daß die innere Energie
nur eine Funktion der Temperatur und vom Volumen ist [44]. Im Prozeß der freien Ex-
pansion eines idealen Gases von einem Gleichgewichtszustand zu einem anderen a¨ndert
sich die Temperatur nicht. Jedoch ist zu bemerken, daß der Prozeß der Entwicklung eines
Gases zwischen zwei aufeinanderfolgenden Zusta¨nden als komplex anzusehen ist.
Um einen Zusammenhang von den Gesetzen der Thermodynamik und den Gesetzen der
Nukleation und des Clusterwachstums herzustellen, verwenden wir nun folgendes Modell:
Die freie Expansion eines Gases wird begleitet durch eine Transformation von einem Teil
der inneren Energie in mechanische Energie der direkten kollektiven Bewegung des Gases
U = U (therm) + U (flow) . (7.11)
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Diese Gleichung ist in Analogie zu den Bemerkungen u¨ber die Enthalpie eines Gases zu
sehen (S.18). Der Term U (therm) beschreibt das thermodynamische Verhalten des Gases.
Er charakterisiert die chaotische thermische Bewegung und die Wechselwirkungsenergie
der Gasteilchen eines Systems. Der Teil der Anfangsgro¨ße der inneren Energie, der in den
makroskopischen Fluß umgewandelt wird, la¨ßt sich mit dem Term U (flow) beschreiben.
Aus der Abnahme der inneren thermischen Energie des Gases bei der Expansion resul-
tiert die Verringerung der Temperatur des Systems. Fu¨r reale Gases sei folgendes noch
zu bemerken. Ein zusa¨tzlicher Faktor der sich auf die Gro¨ße der Temperatur in der freien
Expansion auswirkt, besteht in der Abha¨ngigkeit der inneren Energie vom Volumen des
Gases. Dieser Sachverhalt tritt bereits auf, wenn verschiedene Gleichgewichtszusta¨nde des
Gases verglichen werden. Er ha¨ngt zusammen mit der Umverteilung der Energieanteile
zwischen der kinetischen und potentiellen Energie der thermischen Bewegung. Durch die
Vera¨nderung der Temperatur kann das Gas in einen thermodynamischen Nichtgleichge-
wichtszustand u¨bergehen. In solchen Zusta¨nden kann sich durch Clusterprozesse eine neue
flu¨ssige Phase herausbilden. Diese Clusterprozesse werden begleitet von einer Freisetzung
von latenter Wa¨rme, die zu einer Vera¨nderung der aktuellen Temperatur fu¨hrt. Mit diesen
Bemerkungen ergibt sich das konkrete Modell mit folgenden Annahmen.
• Das Gas ist durch eine spha¨rische Membran eingeschlossen.
• Die Gro¨ße der Gaswolke (Radius der Membran in diesem Modell) bezeichnen wir
mit dem Radius R.
• Zur Zeit t bewegt sich jeder Teil der Membran mit der Geschwindigkeit v(t) in
radialer Richtung vom Zentrum der Kugel weg.
• Innerhalb der Kugel mo¨ge sich das System in der Na¨he des thermodynamischen
Gleichgewichts befinden. Somit wird es mo¨glich die thermodynamischen Parameter,
wie Temperatur, Teilchendichte, Massendichte, usw., des Systems festzulegen.
• Die letzte Annahme ist ebenfalls die Grundlage fu¨r die Bestimmung der Aggregati-
onskoeffizienten im kinetischen Modell der Clusterung.
• Zur Beschreibung der Temperaturvera¨nderung aus der Umwandlung von chaotisch-
thermischer Bewegung in den gerichteten Massenfluß weisen wir der Membran eine
Masse M∗ zu. Diese Masse entspricht einem Modellparameter, der die Bedingung
eines realen Systems widerspiegeln soll. Er wird spa¨ter noch pra¨zisiert.
Wir ko¨nnen nun folgende Beziehungen aus diesen Annahmen angeben. Die Arbeit A, die
durch das Gas in der Zeit ∆t wa¨hrend der Expansion auf die Membran geleistet wird, ist
dA = 4πR2(t)p(t)dR , (7.12)
wobei R(t) der aktuelle Radius der Gaswolke und p(t) der aktuelle Druck der Gasphase
ist. Mit der Beziehung v(t) = dR/dt folgt fu¨r die geleistete Arbeit der Ausdruck
dA = 4πR2(t)p(t)v(t)dt . (7.13)
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Die Arbeit, die an der Membran durch das Gas geleistet wird, fu¨hrt zu einer Vera¨nderung
der kinetischen Energie der Membran (im Modell), was aber gleichbedeutetend mit einer
Vera¨nderung der Energie des kollektiven Flusses U (flow) ist:
dU (flow) = 4πR2(t)p(t)v(t)dt. (7.14)
Diese Arbeit ist ebenfalls verantwortlich fu¨r die Vera¨nderung der Geschwindigkeit der
Membran.
U (flow) =
M∗
2
u2(t) (7.15)
Wir erhalten fu¨r die Vera¨nderung der Geschwindigkeit
dv(t) =
4πR2(t)p(t)
M∗
dt. (7.16)
Die Vera¨nderung der kinetischen Energie der kollektiven Bewgung einer kugelfo¨rmigen
Schicht des Gases an der Stelle r, r + dr wa¨hrend eines Zeitintervalls ∆t kann wie folgt
beschrieben werden:
d∆U (flow) = ∆Mv(r)∆v(r). (7.17)
Mit r wird der Abstand von Zentrum des Systems bezeichnet. Der a¨ußere Rand kann mit
r = R bezeichnet werden. Mit der Bedingung, daß das Gas eine konstante Dichte besitzt,
ko¨nnen die Gleichungen umgeschrieben werden. Es folgt
v(r) =
(
r
R
)
v(R) → ∆v(r) =
(
r
R
)
∆v(R)
d∆U (flow) = ∆M
(
r2
R2
)
∆
(
v2(R)
2
)
∆M = 4πr2ρdr
somit wird d∆U (flow) zu
d∆U (flow) = 4πρ∆
(
v2(R)
2
)
r4
R2
dr. (7.18)
Dabei ist ∆M die Masse einer Schicht der Membran. Nach der Integration u¨ber das
gesamte Volumen erha¨lt man die folgende Beziehung
dU (flow) =
3
5
d
(
M
2
v2(R)
)
. (7.19)
Aus dem Vergleich mit der Gleichung (7.15) folgt fu¨r die Masse der Membran die Relation
M∗ =
3
5
M. (7.20)
Wir werden diese Gro¨ße verwenden um, die Selbstkonsistenz der Modellannahmen zu
garantieren. Die kinetische Energie der Membran (im Modell) ist die gleiche wie die kine-
tische Energie des kollektiven Massenflusses im realen System.
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Durch die Annahme, das System verrichte nicht an anderen Ko¨rpern Arbeit und sei
adiabatisch isoliert von der Umgebung, la¨ßt sich schreiben
dU (therm) = −dU (flow). (7.21)
Da unser System aus zwei Phasen bestehen wird, einer flu¨ssigen und einer gasfo¨rmigen,
ko¨nnen wir folgendes ansetzen
U (therm) = U (therm)gas + U
(therm)
fluessig. (7.22)
Wir erhalten mit dU (therm) = CV dT die folgende Beziehung
dT (flow) =
[
1
C
(gas)
v + C
(fluessig)
V
]
dU (therm) = − 4πR
2(t)p(t)v(t)
C
(gas)
V + C
(fluessig)
V
dt (7.23)
Die Vera¨nderung der Temperatur beim Wechsel von thermischer in die Energie des kollek-
tiven Flusses wird durch den Ausdruck dT (flow) beschrieben. In dieser Gleichung entspricht
CV der spezifischen Wa¨rme der Phase wa¨hrend der Temperaturvera¨nderung. Im Prozeß
des Temperaturwechsels wird das Volumen als konstant angesehen. Jedoch erfolgt durch
die Vera¨nderung der Temperatur auch eine Vera¨nderung des Volumens. Fu¨r ein reales
Gas folgt aus der Vera¨nderung der Temperatur dT V ol eine Variation des Volumens. Fu¨r
eine konstante Gro¨ße der inneren Energie U (therm) folgt aus einer Temperaturvera¨nderung
eine Volumenvera¨nderung.
U
(therm)
fluessig(T, V ) + U
(therm)
gas (T, V ) = U
(therm)
fluessig(T + dT, V + dV ) + U
(therm)
gas (T + dT, V + dT )
(7.24)
Nach einer Taylorentwicklung fu¨r diesen Ausdruck bekommen wir folgende Relation∂U (therm)fluessig
∂T

V
dT +
∂U (therm)fluessig
∂V

T
dV (7.25)
= −
[(
∂U (therm)gas
∂T
)
V
dT +
(
∂U (therm)gas
∂V
)
T
dV
]
. (7.26)
Die Vera¨nderung der inneren Energie der fu¨ssigen Phase kann bei A¨nderung des GEsamt-
volumens vernachla¨ssigt werden und wir erhalten fu¨r die Vera¨nderung der Temperaur
dT (V ol) die folgende Beziehung
dT (V ol) = − 1
CgasV + C
fluessig
V
(
∂U (therm)gas
∂V
)
T
dV. (7.27)
Durch Verwendung bekannter thermodynamischer Beziehungen [39, 44, 57] kann diese
Temperaturvera¨nderung wie folgt geschrieben werden
dT (V ol) = − 1
CgasV + C
fluessig
V
[
T
(
∂p
∂T
)
V
− p
]
dV. (7.28)
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Fu¨r ein ideales Gas muß dieser Ausdruck Null sein. Durch einfaches Nachrechnen kann
man sich von der Richtigkeit dieser Aussage u¨berzeugen. Es erfolgt eine Vera¨nderung der
Temperatur des Systems durch zwei Effekte
dT = dT (flow) + dT (V ol) (7.29)
oder (7.30)
dT = − 4πR
2(t)v(t)
[CgasV + C
fluessig
V ]
[
T
(
∂p
∂T
)
V
]
dt (7.31)
Diese Gleichung beschreibt die Vera¨nderung der Temperatur in einer Gasexpansion oh-
ne Clusterung. Die Temperaturerho¨hung bei der Bildung von Clustern kann mit dem
folgenden Term beschrieben werden
dT (Clust) = − dQ
(CgasV + C
fluessig
V )
dN. (7.32)
dQ stellt die Verdampfungswa¨rme pro Teilchen dar und N die Anzahl der Gasteilchen im
System. Aus den Gleichungen (7.31) und (7.32) folgt
dT = − 1[
C
(gas)
v + C
(fluessig)
v
] {dQdN
dt
+ 4πR2(t)u(t)
[
T
(
∂p
∂T
)
V
]}
dt . (7.33)
In dieser Gleichung wurde angenommen, daß es sich bei unserem Gas um ein perfektes
Gas handelt. Fu¨r die innere Energie la¨ßt sich somit ansetzen
U (therm)gas =
f
2
NkBT . (7.34)
Die Anzahl der Freiheitsgrade fu¨r ein Moleku¨l wird mit f angegeben (kB: Boltzmannkon-
stante). Es gelten somit zwingend die folgenden Relationen
c(gas)v =
f
2
Rg , c
(gas)
p =
(f + 2)
2
Rg , c
(gas)
p − c(gas)v = Rg . (7.35)
Hierbei ist Rg die universelle Gaskonstante. Bei der Berechnung der Temperaturvera¨nde-
rung des Systems sagten wir, daß die innere Energie bei der Entstehung der flu¨ssigen
Phase unabha¨ngig von der Clustergro¨ße ist. Wir schreiben daher
U
(therm)
fluessig = C
(fluessig)
v T + constant . (7.36)
Die Wa¨rmekapazita¨ten CfluessigV und C
gas
V ha¨ngen von der Anzahl der Teilchen in beiden
Phasen ab,
C(gas)v = Ncˆ
(gas)
v , C
(fluessig)
v = (N0 −N) cˆ(fluessig)v . (7.37)
(cˆv: spezifische Wa¨rme pro Teilchen, N0: Gesamtzahl der freien Teilchen und Cluster) Wir
ko¨nnen nun einige vorla¨ufige Konsequenzen ziehen. Der Zustand des Systems kann durch
folgende Gro¨ßen dargestellt werden:
• Radius R
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• Geschwindigkeit der Expansion v
• Temperatur T
• Druck p
• Teilchenzahl N
Diese thermodynamischen Parameter sind zu jedem Zeitpunkt der Expansion bekannt. Die
zuku¨nftige Entwicklung ist durch einen Satz von Gleichungen festgelegt (7.33) - (7.37)
dR(t) = v(t)dt , (7.38)
dv(t) =
20π
3
R2(t)p(t)
M
dt , (7.39)
dT (t) = − 1[
cˆ(gas)v N(t) + cˆ
(fluessig)
v (N0 −N(t))
] {qˆ dN
dt
+ (7.40)
+ 4πR2(t)v(t)
[
T (t)
(
∂p
∂T
)
V
]}
dt ,
und durch die Zustandsgleichung des Gases
p(t) =
N(t)kBT (t)
V (t)
, V (t) =
4π
3
R3(t) . (7.41)
Bei Abwesenheit der Clusterung, also N = N0 = const, kann man die Gleichung (7.41)
wie folgt schreiben
dT
T
= −dV
V
(
Rg
c
(gas)
v
)
oder d lnT = −[d lnV ]
(
c(gas)p − c(gas)v
c
(gas)
v
)
. (7.42)
Durch Lo¨sung dieser Gleichung erhalten wir die bekannten Relationen
TV κ−1 = constant , pV κ = constant mit κ =
c(gas)p
c
(gas)
v
= 1 +
2
f
, (7.43)
Wenn keine Clusterbildung auftritt beschreibt unser Modell eine isentrope Expansion.
Wenn die Bewegung der Membran umgekehrt wird, muß es wieder in den Ausgangszu-
stand zuru¨ckkehren. Das Modell entspricht den hydrodynamischen Annahmen der Expan-
sion. Sie ist auch anwendbar, wenn Clusterprozesse im System vorkommen. Durch eine
Substitution der Art p ∼ V −κ in die Gleichung (7.39) ergibt sich die folgende Beziehung
dv
dt
∝ R−[1+(6/f)] . (7.44)
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Die Rate der Geschwindigkeitsa¨nderung nimmt mit der Gro¨ße der Gaswolke ab. Diese
Eigenschaft erlaubt uns eine Abscha¨tzung fu¨r den Charakter der freien Expansion eines
Gases (ohne Clusterprozesse) zu geben.
Mit der Annahme, die Geschwindigkeit der Expansion sei konstant:
v ∼= v0 ∼= constant , (7.45)
kann der Radius der Gaswolke ausgedru¨ckt werden mit:
R(t) ∼= v0(t+ t0) . (7.46)
Mit dieser Relation und den Gleichungen (7.35) (7.43) und (7.42) erhalten wir folgende
Abha¨ngigkeiten
T (t) ∼= constant
(t + t0)3(κ−1)
∼= constant
(t+ t0)6/f
. (7.47)
Der Ausgangszustand spezifiziert durch den Index ”0”, entspricht einem komprimierten
Gas. Die Energie des Gases in diesem Zustand U
(gas)
0 ist mit der Temperatur T0 wie folgt
verknu¨pft
U
(gas)
0 =
f
2
N0kBT0 . (7.48)
Wenn die Gleichung (7.47) auf der einen Seite erweitert wird, so ist sie ab dem Ausgangs-
zustand exakt gu¨ltig. Wir erhalten fu¨r die Gleichungen (7.47) und (7.48)
T (t) ∼=
(
2(6/f)+1
f
)U (gas)0
N0kB
 1(
1 +
t
t0
)6/f . (7.49)
Fu¨r den Fall, daß nur 3 Freiheitsgrade beru¨cksichtigt werden sollen (f = 3), erha¨lt man
trivialerweise
T (t) ∝ 1(
1 +
t
t0
)2 fu¨r f = 3 . (7.50)
Asymptotisch, fu¨r große Zeiten, stimmt dieses Resultat mit den Konsequenzen eines hy-
drodynamischen Modells der Expansion eines idealen Gases u¨berein, welches von Bondorf
und Mitarbeitern aufgestellt wurde [7]. Auf demselben Niveau der Approximation erhalten
wir fu¨r die Teilchenkonzentration c(t):
c(t) =
c(t0)[
1
2
(
1 +
t
t0
)]3 . (7.51)
Der Zusammenhang der thermischen Bewegung und der kollektiven Bewegung ist gegeben
durch
U (flow) ∼= U (gas)0
(
1− T
T0
)
, U (therm) ∼= U (gas)0
(
T
T0
)
. (7.52)
Das Verha¨ltnis von T/T0 kann hierbei ausgedru¨ckt werden durch
T (t)
T0
∼= 1[
1
2
(
1 +
t
t0
)]6/f . (7.53)
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7.3 Grundlegende kinetische Gleichungen fu¨r die
Beschreibung von Nukleation und
Clusterwachstum
Zusa¨tzlich zu den thermodynamischen Funktionen und Parametern beno¨tigen wir noch
eine Verteilungsfunktion in Bezug auf die Clustergro¨ße f(n, t). Die Funktion f(n, t) re-
pra¨sentiert die Anzahl der Cluster der neugebildeten Phase pro Volumeneinheit, den n-
Cluster. Mehr Informationen und Hinweise zu diesen Gleichungen ko¨nnen aus den Arbei-
ten [70, 71, 72] entnommen werden.
∂f(n, t)
∂t
= w
(+)
n−1,n
{
f(n− 1, t)− f(n, t) exp
[
∆G(n)−∆G(n− 1)
kBT
]}
(7.54)
+w
(+)
n,n+1
{
−f(n, t) + f(n+ 1, t) exp
[
∆G(n+ 1)−∆G(n)
kBT
]}
.
Hierbei sind w
(+)
n−1,n und w
(+)
n,n+1 die Aggregationskoeffizienten. Fu¨r Kondensationsprozesse
in der Gasphase ergeben sich die folgenden Koeffizienten ([29] und [55])
w
(+)
n,n+1 = c(t)
(
3vα
4π
)2/3 (8πkBT
m
)1/2
n2/3g(n) , c(t) =
N(t)
V (t)
, (7.55)
g(n) =
(
1 +
1
n1/3
)2 (
1 +
1
n
)1/2
. (7.56)
Das Volumen, das durch ein Teilchen in der flu¨ssigen Phase eingenommen wird, entspricht
in dieser Notation vα, und m ist die Masse eines Gasteilchens. Der Term g(n) ist Filge
der Bewegung der Cluster der Gro¨ße n ≥ 2. Fu¨r hinreichend große Cluster wird diese
Funktion zu 1. Der Koeffizient w(+) wurde unter der Annahme abgeleitet, daß ein inneres
thermodynamischen Gleichgewicht der Gasphase besteht. Dies entspricht auch den obigen
Annahmen. Fu¨r die Arbeit der Clusterbildung ∆G(n) kann man folgenden Ausdruck
verwenden
∆G(n) = −n∆µ + α2n2/3 + kBTτ lnn , α2 = 4πσ
(
3vα
4π
)2/3
. (7.57)
In Gleichung (7.57) entspricht ∆µ der Differenz des chemischen Potentials pro Teilchen in
der gasfo¨rmigen und der flu¨ssigen Phase, σ entspricht der Oberfla¨chenspannung und der
Fisher-Parameter τ ist ein von der Substanz abha¨ngiger Parameter in der Gro¨ßenordnung
2.0 < τ < 2.5 [28, 37, 73]. Nach Einsetzen und Vereinfachen ergibt sich aus Gleichung
(7.48)
∂f(n, t)
∂t
= α1(T )n
2/3g(n)
{
c
c
(∞)
eq (T )
(
n− 1
n
)2/3 g(n− 1)
g(n)
f(n− 1, t)
+
(
n+ 1
n
)τ
exp
(
2α2
3kBT (n+ 1)1/3
)
f(n+ 1, t) (7.58)
−
[
c
c
(∞)
eq (T )
+
(
n− 1
n
)2/3 g(n− 1)
g(n)
(
n
n− 1
)τ
exp
(
2α2
3kBTn1/3
)]
f(n, t)
}
.
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Hierbei wurde folgende Approximation verwandt
∆G(n + 1)−∆G(n) ∼= −∆µ+ 2α2
3(n+ 1)1/3
+ kBT ln
(
n+ 1
n
)
(7.59)
und
∆G(n)−∆G(n− 1) ∼= −∆µ + 2α2
3n1/3
+ kBT ln
(
n
n− 1
)
(7.60)
Aus Gru¨nden der Einfachheit der Schreibweise wurde der Parameter α1 eingefu¨hrt. Er ist
festgelegt durch
α1(T ) =
(
3vα
4π
)2/3 (8πkBT
m
)1/2
c(∞)eq (T ) . (7.61)
Die Vera¨nderung des chemischen Potentials wurde ausgedru¨ckt mit
∆µ(T ) = kBT ln
[
c
c
(∞)
eq (T )
]
. (7.62)
Clusterprozesse ko¨nnen auftreten, wenn die Konzentration der Gasteilchen die Gleichge-
wiechtsgro¨ße u¨bersteigt, ∆µ > 0.
Die Temperaturabha¨ngigkeit der Gleichgewichtskonzentration kann aus experimentellen
Daten oder aus der Clausius-Clapeyron-Gleichung gewonnen werden [39, 44, 57]. In U¨ber-
einstimmung mit dieser Relation vera¨ndert sich der Gleichgewichtsdampfdruck p(∞)eq (T )
mit der Temperatur wie folgt:
d[p
(∞)
edQ]
dT
=
dQ
T (vgas − vfluessig) =
dQ
Tvgas
1[
1− vfluessig
vgas
] . (7.63)
Hiebei ist dDQ > 0 die molare Verdampfungswa¨rme, vfluessig und vgas die molaren Volu-
mina der beiden Phasen sind. Durch Anwendung des idealen Gasgesetzes kann
d ln
[
p
(∞)
edQ
]
dT
=
dQ
RgT 2
1[
1− vfluessig
vgas
] (7.64)
ermittelt werden. Dies ist die grundlegende Beziehung fu¨r die Beschreibung der Vera¨nde-
rung der Gleichgewichtskonzentration mit der Temperatur. Diese Gleichung kann durch
zusa¨tzliche Approximationen gelo¨st werden.
Generell ist die Relation vgas ≫ vfluessig erfu¨llt. Wenn man weitere Annahmen in Bezug
auf die Temperaturunabha¨ngigkeit der spezifischen Verdampfungswa¨rme ta¨tigt, kann die
Lo¨sung wie folgt aufgeschrieben werden
c(∞)eq (T ) = c
(∞)
eq (T˜ )
(
T˜
T
)
exp
{
−dQ
Rg
[
1
T
− 1
T˜
]}
. (7.65)
T˜ ist die Temperatur in einem willku¨rlich gewa¨hlten Referenzzustand. Diese Gleichung
kann genutzt werden um die Temperaturabha¨ngigkeit von c(∞)eq (T ) zu beschreiben und in
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die Lo¨sung der kinetischen Gleichungen (7.60) eingesetzt werden. Die Gleichung (7.60)
beinhaltet Cluster der Gro¨ße n ≥ 2. Die Anzahl der Monomere kann durch die Massenbi-
lanz bestimmt werden.
N(t) +
∞∑
n=2
nf(n, t) = N0 = constant . (7.66)
7.4 Resultate der Lo¨sung der kinetischen
Gleichungen
Zur Lo¨sung des Satzes von Differential-Gleichungen der Clusterung in expandierenden
Gasen sind neben den thermodynamischen Eigenschaften der flu¨ssigen und gasfo¨rmigen
Phase auch die Anfangsbedingungen zu spezifizieren. Um zu sichern, daß das System in
seiner Entwicklung instabile thermodynamische Zusta¨nde passiert, gehen wir den folgen-
den Weg.
Wir wa¨hlen einen Referenzzustand R (Abb. 7.12) im instabilen Gebiet des Phasendia-
gramms. Dieser Zustand wird charakterisiert durch die Temperatur T˜ und ein Volumen
V˜ (oder der Radius R˜). Einige dieser Gro¨ßen werden gewa¨hlt, andere thermodynamische
Parameter ergeben sich, wie die Gleichgewichtsteilchendichte c(∞)eq (T˜ ), die Teilchendichte
cα(T˜ ) und die spezifische Wa¨rme der flu¨ssigen Phase, die Verdampfungswa¨rme dQ(T˜ ),
die Oberfla¨chenspannung σ(T˜ ). Die letzten vier Gro¨ßen haben wir na¨hrungsweise als
temperaturunabha¨ngig gesetzt. Die Gro¨ßen dieser Parameter werden aus dem Referenzzu-
stand bestimmt. Solch eine Wahl ist motiviert durch das Argument, daß Clusterprozesse
hauptsa¨chlich in der Umgebung des Referenzzustandes ablaufen. Die Konzentration der
Gasteilchen im Referenzzustand setzen wir fest, mit c/ceq = 10. Das Wissen u¨ber das
Volumen und die Masse eines einzelnen Gasteilchens m, die Gesamtzahl der Teilchen im
System N0, und ihre Gesamtmasse, fu¨hren zu folgenden Aussagen
N0 = c0V˜ , M = N0m . (7.67)
Basierend auf diesem Referenzzustand, ko¨nnen wir eine Anzahl von Anfangszusta¨nden
erreichen, die innerhalb und außerhalb des Instabilita¨tsgebietes liegen, durch Zuteilung
geeigneter negativer Gro¨ßen der Geschwindigkeit v mit v < 0. Die absolute Gro¨ße der
Geschwindigkeit ist bestimmt durch Uflow. Dabei ist es gleich, ob die Energie des Flusses
durch die innere Energie des Gases im Referenzzustand festgelegt wird oder durch ein
Vielfaches dessen.
U (flow) = χU˜ (therm)gas . (7.68)
Aus den Gleichungen (7.15) (7.20) (7.34) erhalten wir somit
v˜ = −
√√√√χ(5f
3
)
N0kBT˜
M
= −
√√√√χ(5f
3
)
kBT˜
m
. (7.69)
Startet man mit solch einem Referenzzustand, so wird das Gas zuku¨nftig am Anfang
komprimiert sein. In diesem Kompressionszustand wird jedoch der Prozeß der Clusterung
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Abbildung 7.12: Beschriebung des Temperatur- und Druckverlaufes von verschiedenen An-
fangszusta¨nde aus. Der Zustand S1 entspricht einem χ = 100 und der Zustand S2 einem χ = 1.
ausgeschaltet
∂f(n, t)
∂t
= 0 . (7.70)
Der Anfangszustand ist erreicht, wenn die Geschwindigkeit v gleich Null ist. Dies ist
gleichbedeutend mit einer Anfangsgro¨ße der inneren Energie der Gaswolke
U
(gas)
0 = (1 + χ) U˜
(therm)
gas . (7.71)
Durch Variation von χ ko¨nnen wir die Abha¨ngigkeit des Clusterprozesses von der An-
regungsenergie im Anfangszustand studieren. In den Rechnungen werden die Gro¨ßen fu¨r
Wasser verwandt, die im Anhang aufgelistet sind. Die Anfangszusta¨nde sind der Abbil-
dung 7.12 zu entnehmen. Das die Clusterverteilungen eine Funktion von χ sind, ist in
den Abbildungen 7.13 und 7.14 zu sehen. In den Rechnungen wo wir den Parameter
χ = 100 gesetzt haben, bilden sich wesentlich schneller gro¨ßere Cluster heraus, als es der
Fall bei χ = 1 ist. Analoge Verteilungen erhalten wir fu¨r χ = 1 zum normierten Zeitpunkt
t′ = 3.5 · 105 und bereits bei t′ = 9.87 · 103 fu¨r χ = 100. Dies entspricht genau unseren Er-
wartungen, daß sich ho¨her angeregte Systeme durch eine gro¨ßere Clusterbildungsaktivita¨t
auszeichen mu¨ssen.
Die Abbildungen 7.15 und 7.16 geben eine grahpische Zusammenstellung aller physika-
lischen Parameter, die wir in unseren Rechnungen betrachtet haben. Fu¨r den Parameter
χ = 1 haben wir die Abbildungen in 7.15 erhalten und fu¨r χ = 100 die Darstellungen
in der Abbildung 7.16. In beiden Fa¨llen haben wir die Entropie mit der im Abschnitt
4.3 “Ein Satz von Thermodynamischen Potentialen” erhaltenen Gleichung (4.28) berech-
net. Darstellung 1 in der Abbildung 7.15 zeigt den erwarteten Verlauf des Radius der
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Abbildung 7.13:
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Abbildung 7.14:
Gaswolke. Zubeginn der Rechnugen komprimieren wir das Gas, bis wir den gewu¨nschten
Anfangszustand erhalten haben. In dieser Phase ist die Clusterung im System ausgeschal-
tet, was auch deutlich in der 4 Darstellung an der Entropie ablesbar ist. Diese bleibt in
diesem Zeitraum konstant, die Kompresion erfolgt also isentrop. Erst bei Einsetzen der
Expansion mit Clusterbildung vea¨ndert sich die Entropie. Betrachtet man den Adiaba-
tenexponent in der 5 Darstellung la¨ßt sich erkenne, daß nur in der isentropen Phase dieser
konstant bleibt. Mit dem Einsetzen der Bildung von Cluster nimmt er sehr schnell ab und
strebt asymptotisch gegen eins. Im ersten Teil dieses Abschnittes sagten wir vorraus, daß
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Abbildung 7.15:
die A¨nderung der Geschwindigkeit mit der Zeit abnimmt, auch dieses Ergebnis konnte
durch unsere Rechnugen besta¨tigt werden.
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Abbildung 7.16:
8. Zusammenfassung
8.1 Zusammenfassung
Der Schwerpunkt dieser Arbeit kann auf dem Gebiet der Nukleationtheorie angesiedelt
werden. In der vorliegenden Arbeit wurde die Keimbildungstheorie der finiten Systeme
untersucht und es konnten eine Reihe von Ergebnissen reproduziert und neue gefunden
werden.
Nachdem die experimentelle Situation auf diesem Gebiet kurz aufgezeigt wurde, galst
es eine physikalische Gro¨ße besonders zu untersuchen, die Bindungsenergie von Clustern
(Kapitel 3).
Als neu mo¨chten wir die Tatsache herausarbeiten, daß die Ansa¨tze zur Beschreibung
Bindungsenergie von uns auf geladene Cluster erweitert wurde. Durch den Vergleich mit
experimentellen Daten (Abschnitt 3.1.4) wurde eine sehr gute U¨bereinstimmung mit den
Ergebinissen aus Experimenten festgestellt.
Der Prozeß der Clusterung von Wassermoleku¨len in einem finiten u¨berst¨tigten Wasser-
dampf wird in Kapitel 4 mittels einer Mastergleichung beschrieben. Zuerst erfolgt die
Konstruktion eines physikalischen Modells. Anschließend wird dieses Modell durchge-
spielt, d.h. nummerisch ausgewertet. Um die Allgemeingu¨ltigkeit zuzeigen, wurden die
Rechnungen auch fu¨r andere Substanzen durchgefu¨hrt. Es wurde festgestellt, daß die im
Modell erfolgten Ansa¨tze der Realita¨t entsprechen und insbesondere die entsprechenden
Experimente damit korrekt wiedergeben werden ko¨nnen.
Dieser allgemeine Fall wurde in dieser Arbeit deutlich erweitert. So wurde das bereits
erwa¨hnte Modell auf offene Systeme u¨bertragen, um den Einfluß von Arbeit, die am
System geleistet wird, zu untersuchen (Abschnitt 5.2). Der Einfluß von Fremdkeimen (ge-
ladene Cluster) bei der Clusterbildung in einem finiten System konnte von uns analysiert
werden, da wir einen Ausdruck fu¨r die Bindungsenergie von geladenen Clustern bereits
erhalten und getestet hatten. Es konnte von uns deutlich gemacht werden , daß Fremdkei-
me die Nukleation deutlich beschleunigen. Sie setzen die kritische Clustergro¨ße auffallend
herab.
Da fu¨r uns die Offenheit nicht nur durch die Verrichtung von Arbeit mit der Umgebung
besteht, entwickelten wir ein Modell um Teilchenaustausch mit der Umgebung beschrei-
ben zu ko¨nnen. Wir nutzen einen Ansatz der bereits 1907 von Ehrenfest fundamentiert
wurde. Unser Zwei-Boxen-Modell analysiert die Nukleation in einem isotherm-isochoren
System, wenn freien Teilchen eine Wahrscheinlichkeit besitzen in das oder aus diesem
System zu diffudieren. Mit diesen Ansa¨tzen ist mo¨glich ein System zu erzeugen, was ein
anderes Verhalten bei der Evolution in seinen Gleichgewichtszustand aufweiß. Die Erge-
binisse dieser Simulationen sind dem Kapitel 6 zu entnehmen.
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Die Frage ob, welche Rolle Gase im Blut spielen konnte von uns ebenfalls behandelt wer-
den Wir nutzten dazu unsere Kentnisse u¨ber Diffusionsvorga¨nge. Wir konnte eine fu¨r die
Medizin und Industrie relevante Frage eindeutig beantworten. Aus unserer Sicht ist Lach
auch bei laparoskopischen Operationen einsetzbar.
Weiter wichtige Ergebnisse konnten bei der Beschreibung von Clusterprozessen in Clu-
sterstrahlen erzielt werden. Durch eine U¨berlagerung von reiner isentroper Expansion mit
unseren Kenntnissen der Clusterbildung haben wir ein theoretisches Modell erarbeitet,
was die Temperatur und Druckvera¨nderungen im Du¨senstrahl reproduzieren kann. Eben-
so ist es gelungen die Clusterverteilungen an verschiedenen Orten im Strahl vorauszusa-
gen. Der lertzte Teil verallgemenert thermodynamische Sachverhalte in expandierenden
Gasen. Hier wurde die Theorien der Ratengleichungen fu¨r die Beschreibung der Cluste-
rung wa¨hrend der Expansion genutzt. Da dieser Teil unabha¨ngig von der Geometrie des
Expansionsvorganges ist konnten Gesetzma¨ßigkeiten gefunden werden, die auf beliebige
Expansionen anwendbar sind.
8.2 Ausblick
Der Anspruch auf Vollsta¨ndigkeit kann natu¨rlich von dieser Arbeit nicht geltend gemacht
werden. Es ist erforderlich in allen hier vorgestellten Modellen und Rechnungen die Rolle
der inneren Freiheitsgrade vollsta¨ndig durchzufu¨hren. Die Anregungen von Rotation und
Vibration bleiben in dieser Arbeit unberu¨cksichtigt.
Ebenso wa¨re es wu¨nschenswert die Reaktionsprozesse zuverallgemeinern und nicht nur
Einschrittu¨berga¨nge, also Monomerreaktionen zu zulassen. Die Theorie die die Cluster-
bildung im Strahl beschreibt kann dann auch durch Prozesse der Frakmentaton erweitert
werden. Somit ha¨tten dann die gebildeten heizen Cluster die Mo¨glichkeit durch Frakmen-
tation abzuku¨hlen. Um der Tatsache besser Rechnung zutragen, daß sich gro¨ßere Cluster
auf Grund ihrer Massen langsamer im Strahl bewegen, sollte man eine Geschwindigkeits-
verteilung fu¨r Cluster definieren, die eine Funktion der Masse ist. Das Kapitel 6 – Spezielle
Systeme – la¨dt jedoch zu weiteren Untersuchungen ein. So sollte es mo¨glich sein mit dies-
sen Modellen auch Phasenu¨berga¨nge zu untersuchen, die nicht in Gleichgewichtszusta¨nden
enden. Es wa¨re denkbar Ergebinisse zu finden, die u¨ber das Szilard–Modell hinausgehen.
In Bezug auf die Allgemeingu¨ltigkeit der thrmodynamischen Beschreibung aus Kapitel
7 ist diese Theorie auf andere expandierenden Systeme erweiterbar. So ist es denkbar
bei geeigneter Wahl der Parameter mit diesem Modell expandierende Kernmaterie zu
analysieren.
9. Anhang
Experimentelle Daten der verwendeten Stoffe
Argon Methanol Wasser
Oberfla¨chenspannung 1632 10−2 kg
s2
2.25 10−2 kg
s2
7.3 10−2 kg
s2
T = 85 K T = 293 K T = 293 K
Dichte 2.14 1028 m−3 1.49 1028 m−3 3.35 1028 m−3
T = 84 K T = 293 K
Diffusinskoeffizient 2.35 10−9 m
2
s
1.0 10−5 m
2
s
1.0 10−5 m
2
s
T = 90 K p = 1atm
Molare Masse 39.944 kg
kmol
32.043 kg
kmol
18.0 kg
kmol
Verdampfungswa¨rme 1.08 10−20 J 5.88 10−20 J 7.35 10−20 J
Monomerradius 1.74 10−10 m 2.521 10−10 m 1.9244 10−10 m
Monomermasse 6.633 10−26 kg 5.321 10−26 kg 2.989 10−26 kg
Monomervolumen 2.21 10−29 m3 6.71 10−29 m3 2.9885 10−29 m3
Monomeroberfla¨che 3.80 10−19 m2 7.99 10−19 m2 4.6536 10−19 m2
Gleichgewichtskonzentration 6.20 1025 m−3 3.25 1024 m−3 5.78 1023 m−3
T = 84 K T = 293 K T = 293 K
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