To any given balanced semigroup identity v ≈ w a number of polyhedral convex cones are associated. In this setting an algorithm is proposed which determines whether the given identity is satisfied in the bicylic semigroup
Introduction
One of the main issues of [19] was to characterize and classify the semigroup varieties satisfying the property [J = D] , that is, the semigroup varieties consisting of semigroups where the Green relations J and D coincide. All the varieties minimal for not satisfying [J = D] were found. After this, it is only natural to ask for a characterization of the semigroup varieties in which all the simple semigroups are bisimple. That this is a much weaker condition is testified by the fact that even in the join of all the semigroup varieties minimal for not satisfying [J = D] , all the simple semigroups are completely simple (concluding remark of Section 4). [2] From the investigations by Jones [12] it follows that a semigroup variety contains a simple semigroup which is not bisimple if and only if it contains the bicyclic semigroup BC (Corollary 2.5). It is for this reason that we carefully examine the equational theory of BC. We determine whether a given identity belongs to the equational theory of BC in three distinct ways (Theorems 4.1, 4.5, 4.6). The last characterization is one of determinantal form which uses a consistency criterion, due to Motzkin [17] , for a system of strict inequalities. Polyhedral convex cones that can be derived from the given identity in a way explained in Section 3 provide an adequate setting for formulating these results.
A sufficient condition (Theorem 4.10) enables us to generate, with relative ease, examples of identities which are satisfied in BC (Theorem 4.14). As a result, we are able to improve on the celebrated result by Shneerson [24] which states that the variety generated by BC is of infinite axiomatic rank (Theorem 5.5, Corollary 5.6).
From [12] it also follows that a semigroup variety contains an idempotent free simple semigroup if and only if it contains the idempotent free simple semigroup E (Corollary 2.3). The variety generated by E contains the variety generated by BC properly, in fact, the interval in the lattice of semigroup varieties between the varieties generated by BC and by E respectively, is of the power of the continuum (Theorem 6.3). Again, using the language of polyhedral convex cones, we characterize the identities which belong to the equational theory of E (Theorem 6.4). A sufficient condition (Theorem 6.8) that requires some of the polyhedral convex cones involved to coincide with their boundary, enables us to generate plenty of identities satisfied in E (Theorem 6.9).
Preliminaries
We refer to [8, 11] for the necessary background on semigroups, and in particular on (0-)simple, (0-)bisimple, and completely (0-)simple semigroups. For a general background on universal algebra we refer to [14] . It remains to review some further terminology and notation which will be used in this paper.
In the following X will be a fixed countably infinite set, the elements of which we call variables. These variables will be denoted by x; y; x ; y i ; : : : , and the like. For any nonempty set A, A * .A + / will be the set of all (nonempty) words whose letters belong to A. Then A + .A * / forms a semigroup (with identity) for the operation of catenation of words. For any v ∈ X + and x ∈ X , n x .v/ denotes the number of occurrences of x in v. Let S be a semigroup. A mapping ¦ : X → S will be called a substitution by elements of S. This mapping extends in a unique way to a homomorphism of X + into S, and we agree to denote this homomorphism again by ¦ . A semigroup identity is a pair of words of X + , commonly denoted in the form v ≈ w, where v; w ∈ X + . We say that the identity v ≈ w is satisfied in S if v¦ = w¦ holds true in S for every substitution ¦ by elements of S. The identity v ≈ w is called balanced if n x .v/ = n x .w/ for all x ∈ X . If this is the case, then`.v/ =`.w/, and`.v/ =`.w/ will be called the length of v ≈ w. An identity is satisfied in the infinite cyclic semigroup if and only if it is balanced.
Let 6 be a nonempty set of identities. We say that the identity v ≈ w is a consequence of 6 if there exists a positive integer k, words u 1 ; : : : ; u k ∈ X + , and substitutions ¦ 1 ; : : : ; ¦ k−1 by elements of X + such that v = u 1 , u k = w, and for all 1 ≤ i < k,
for some r i ; s i ∈ X * and p i ; q i ∈ X + , where p i ≈ q i or q i ≈ p i belongs to 6. An equational theory is a set of identities which is closed for taking consequences. If S is a semigroup, then the set of all identities that are satisfied in S is an equational theory and will be called the equational theory of S.
Let 6 be a equational theory. A word v ∈ X + is called an isoterm of 6 if, whenever v ≈ w belongs to 6, v = w. If A is a subset of 6 such that 6 consists of all the consequences of A, then A is called a basis of 6. 6 is said to be of finite axiomatic rank if there exists a positive integer n and a basis A of 6 where the number of variables involved in each identity of A is less than n; otherwise 6 is said to be of infinite axiomatic rank. With some abuse of terminology we shall permit ourselves to say that, for a given basis A of 6, the identity p ≈ q of 6 belongs to A if for some permutation ¦ of X , p¦ ≈ q¦ or q¦ ≈ p¦ is an element of A.
For any class K of semigroups, let H.K/ (S.K/) be the class of all semigroups which are isomorphic to a homomorphic image (a subsemigroup) of a member of K, and P.K/ the class of all semigroups which are isomorphic to the direct product of members of K. The class K is said to be a variety if K is closed for the class operators H, S, and P, that is, K = H.K/ = S.K/ = P.K/. For any class K, HSP.K/ is the smallest variety containing K. If K consists of the semigroup S only, then HSP.K/ will also be denoted HSP.S/. An equational class of semigroups is a class consisting of all the semigroups in which all the identities of an equational theory are satisfied. By Birkhoff's completeness theorem, the notions of variety and equational class coincide. In particular, for any semigroup S, HSP.S/ consists of all the semigroups in which all the identities satisfied by S are satisfied. Accordingly, HSP.S/ will be said to be of finite (infinite) axiomatic rank if the same is true for the equational theory of S.
The significance of the semigroups A, E, and BC
The semigroups A, E, and BC are each generated by two generators, say a and b. They have the following presentations:
Clearly then, E is a homomorphic image of A, and BC is a homomorphic image of E, hence HSP.BC/ ⊆ HSP.E/ ⊆ HSP.A/. We shall soon discover that these inclusions are strict. It is fairly easy to solve the word problem for each of these three presentations. It was noticed in [12, Theorem 2.7 (i)] that every element of A can be written in a unique way in the form v.ab/`a m , with v a word over {.ab/ n−1 b | n ≥ 2},`≥ 0, m ≥ 0, and with v nonempty if`= m = 0. Moreover, the subsemigroup of A generated by the elements of the form .ab/ n−1 b, n ≥ 1, is actually freely generated by those elements [12, Theorem 2.7 (vi)], and therefore HSP.A/ = S, the variety of all semigroups. RESULT 2.1 (see [12] ). A right simple semigroup which is not a right group generates the variety S of all semigroups.
PROOF. Let S be a right simple semigroup, which is not a right group. Then S is necessarily idempotent free and by [12, Corollary 4.3 ] S contains a copy of A as a subsemigroup . Therefore S contains a subsemigroup isomorphic to the free semigroup of infinite rank, whence HSP.S/ = S.
The Croisot-Teissier semigroups and the Baer-Levi semigroups, which were investigated in [8, Chapter 8] , form examples of right simple semigroups which are not right groups. The semigroup A has a unique least ideal, namely the ideal consisting of all the elements of A which are not of the form b n for some n > 1. This ideal is a simple idempotent free semigroup [12, Theorem 2.7 (v) ], but since it contains a free semigroup of infinite rank, it generates the variety S of all semigroups. Other interesting examples of simple idempotent free semigroups were given in [3] (see also [8, Exercises 2.1.10 and 8.4.6]), while [4, 5, 6] provide for further clever constructions of such semigroups. In fact, every idempotent free semigroup can be embedded into a simple idempotent free semigroup [25] . More often than not however, a simple semigroup obtained from these examples and constructions obviously generates the variety of all semigroups. Therefore the following question imposes itself quite naturally: is there any simple idempotent free semigroup which does not generate the variety of all semigroups? To answer this question we turn to the semigroup E. This semigroup is a special instance of the construction given in [5] (see [12, Example 2.5 
]).
One readily verifies that every element of the semigroup E can be written uniquely in the form b s .ab/ m a n for some s ≥ 0, m ≥ 0, n ≥ 0, with s + m + n ≥ 1. The multiplication in E then follows the following rule: for b s1 .ab/ m1 a n1 ∈ E and b s2 .ab/ m2 a n2 ∈ E, we have
Clearly, E is idempotent free. For any b s .ab/ m a n ∈ E we have that
whence E is simple. For the sake of completeness we should mention that the semigroup E was investigated for various reasons in [12, 15, 21, 22] .
Recall that by an idempotent free 0-simple semigroup we mean a 0-simple semigroup that does not contain an idempotent other than 0. RESULT 2.2 (see [12] 
(ii) V contains a simple semigroup which is not bisimple, (iii) V contains a (0-)simple semigroup which is not completely (0-)simple.
PROOF. The subsemigroup of BC which consists of the elements b s a n , s ≥ 0, n ≥ 0, with either s and n both even or s and n both odd, is simple but not bisimple since it consists of two D-classes (see also [18] ). Therefore (i) implies (ii). Since every completely (0-)simple semigroup is (0-)bisimple, we have that (ii) implies (iii). Let us now assume that V satisfies (iii). If V contains a (0-)simple idempotent free semigroup , then V contains E by Corollary 2.3, and therefore V also contains the homomorphic image BC of E. Otherwise, V contains BC by Result 2.4. Thus, (iii) implies (i). Corollaries 2.3 and 2.5 provide us with the necessary motivation for investigating the equational theories of E and of BC. Since the equational theory of E is contained in the equational theory of BC, the latter one will be studied first.
One of the major issues of [19] was the classification of the semigroup varieties which satisfy the property [J = D], that is, the semigroup varieties which consist of semigroups for which the Green relations J and D coincide. In such varieties simple semigroups must be bisimple, and it is precisely because of our present Corollary 2.5 that the variety generated by BC was eyed with special concern. In [19] 4 show that E and BC serve a role as forbidden divisors in a sense explained in full in [19] . The present paper is otherwise quite independent from [19] .
We shall henceforth prefer to write the elements of E in the form b s .ab/ m a`+ s , where s ≥ 0, m ≥ 0,`an integer such that`+ s ≥ 0, and such that`+ m + 2s ≥ 1. Accordingly, we write the elements of BC in the form b s a`+ s , where s ≥ 0 and + s ≥ 0, with`an integer. The reason for introducing such integers`will be apparent from the following observation. RESULT 2.6 (see [12, 24] ). The mappings
are homomorphisms onto the additive group of the integers.
It is now necessary to introduce some auxiliary results of a technical nature for later consideration. Their purpose is to generalize to any number of factors the rules (2.1) and (2.2) which describe the multiplication in E and BC, respectively.
Let v be a nonempty word over X ,
c.v/ = {x 1 ; : : : ; x t }; n ≥ 1;
and let ' be a substitution of the variables which occur in v by elements of BC
LEMMA 2.7. Let v be a nonempty word over X as in (2.5) and ' the substitution (2.6) of the variables which occur in v by elements of BC. Let
PROOF. We let 1 ≤ j ≤ n and v j be the prefix of length j of v. We show by induction on j that the statement of the lemma holds true for v j .
The case j = 1 is trivial. We next consider the case j = 2. From Result 2.6 we know that .b 
Then, using the fact that the statement of the lemma holds true for words of length 2, we find
where
and we see that the statement of the lemma holds true for v j+1 . This concludes our proof by induction.
If, given a balanced identity v ≈ w one wants to verify whether this identity is satisfied in BC, one has to try out all possible substitutions by elements of BC. The reader who has been experimenting with this type of exercise must at least have had the intuitive feeling that it is sufficient to verify a finite number of cases, and so it should be decidable whether the given v ≈ w belongs to be equational theory of BC. Lemma 2.7 already makes this more precise; the cases to be considered are related to the circumstance of which entries in (2.7) yield the maximum, and similarly for w instead of v.
We shall now do similar work for the semigroup E. Let v be as in (2.5), but we now consider a substitution of the variables which occur in v by elements of E: We prove by induction on i that the statement of the lemma holds true for the prefix v r+i of length r + i of v, for 0 ≤ i ≤ n − r .
We first consider the case i = 0. If r = 1, then v r = x i1 , v r ' = b si 1 .ab/ mi 1 a`i 1 +si 1 and we see that the exponent m i1 is according to the calculation in (2.9). So v r ' is obviously of the required form. We next assume that r > 1 and t = max.s i1 ; : : : ;
Since r = min Y we know that t < s, where
From the remark made before we have that
for some m . Therefore, applying ab 2 = b repeatedly we obtain
and again v r ' is of the required form. We now consider i such that r ≤ r + i < n and we assume that the statement of the lemma holds true for v r+i . In other words, we assume that
< s, and applying a 2 b = a repeatedly we obtain
since i r+i+1 ∈ Y , and we conclude that again v r+i+1 ' is of the required form.
We next suppose that i r+i+1 ∈ Y . First consider the case where
si r+i+1 = ab follows from a repeated application of a 2 b = a, and we obtain, by (2.1),
as required. This concludes our proof by induction.
Polyhedral convex cones and balanced identities
To fix the notation we let A be an m by n matrix whose entries are integers. The rows of A are denoted by A 1 ; : : : ; A m . Let x be the column vector whose entries x 1 ; : : : ; x n can assume rational values. Ax ≤ 0 stands for the system of inequalities A 1 x ≤ 0; : : : ; A m x ≤ 0. The solution set of this system, to be interpreted as a subset of the n-dimensional space Q n over the rationals, is called a polyhedral convex cone, and denoted by A * . For any subset I of M = {1; : : : ; m}, A * I is the solution set of the system A i x < 0, i ∈ I , A i x = 0, i ∈ I . The A * I , I ⊆ M, are called the faces of A * . Clearly the polyhedral convex cone A * is the disjoint union of its nonempty faces. The boundary of A * is the face A * ∅ . We shall also be particularly interested in the face A * M which consists of the solution set of the system of strict inequalities A i x < 0, i = 1; : : : ; m.
The dimension of the nonempty face A * I is the dimension of the vector space which forms the solution set of the system A i x = 0, i ∈ I . In particular, the dimension d of the boundary A * ∅ is d = n − rank A. The convex hull of a set C of vectors is the set of all the finite linear combinations of vectors of C with nonnegative coefficients. The polyhedral convex cone A * is the convex hull of a finite number of vectors [16] . It suffices to take a set C 0 ∪ C 1 of vectors, where C 0 consists of vectors whose convex hull is the boundary A * ∅ , and C 1 contains, for every .d + 1/-dimensional face, a vector of that face which does not belong to the boundary. Since such representatives of the .d + 1/-dimensional faces can be calculated, questions such as whether for a given A the face A * M is empty can certainly be decided. We refer to the survey paper [10] for the necessary background on polyhedral convex cones.
We now let v ≈ w be a balanced semigroup identity. We assume
and write v = x i1 : : :
The prefix v j of length j of v thus ends in the variable x i j . For any 1 ≤ k ≤ t, we let
For 1 ≤ k ≤ t, let j 1 < j 2 < · · · < j nx k .v/ be the distinct elements of I xk . Let V xk be the n xk .v/ × t matrix which has entry n xr .v ji −1 / in the ith row and r th column. In a similar fashion, we construct the matrix W xk . We constructed the matrices V xk and W xk in such a way that in each column the numbers are nondecreasing. The words v and w can be reconstructed if the matrices V xk and W xk , 1 ≤ k ≤ t, are given. The first row of V xk consists of only zeros if and only if k = i 1 , and a similar remark applies to the matrix W xk .
For j ∈ I xk , 1 ≤ k ≤ t, let v j be the n xk .v/ × t matrix with entry n xr .v j−1 / in the ith row and r th column. Thus, the rows of v j are all equal to each other, and equal to some row of V xk . The matrices w j are constructed in a similar way. We shall be interested in the polyhedral convex cones
In particular, we are interested in the faces of these cones which are solution sets of the systems
where x is the column matrix with entries x 1 ; : : : ; x t . We shall use the convention that these 'unknowns' are denoted with the same letters as their corresponding variables which occur in v and w, but we shall use a different type-face.
Polyhedral convex cones can be defined over any ordered field. Since the matrices obtained from balanced identities in the way described above are all over the integers, it makes sense to consider only the ordered field Q of the rationals.
The notation introduced here will be used throughout the paper.
The equational theory of BC
In this section we indicate how to decide, for a given identity v ≈ w, whether or not v ≈ w is satisfied in BC. Our method yields an algorithm ready for implementation. In [23] it was mentioned that semigroup identities satisfied in BC were discovered with computer assistance; unfortunately little information is given about the algorithm used. In this section we also generate many examples of identities satisfied in BC.
An identity v ≈ w which is satisfied in BC is balanced because BC contains a copy of the infinite cyclic semigroup .
is the reverse of v. From the presentation given for BC, it follows that the mapping a → b, b → a gives rise to an antiautomorphism of BC, whence an identity v ≈ w is satisfied in BC if and only if v * ≈ w * is satisfied in BC. From this it follows that every result concerning the identities which hold in BC has its left-right dual version. The same remark applies to the semigroup E.
Let v ≈ w be an identity which is satisfied in BC, and letv ≈w be the identity which results from v ≈ w by deleting all the occurrences of some, but not all the variables which are in c.v/ = c.w/. Thenv ≈w is also satisfied in BC since BC has an identity element ab. We say thatv ≈w is obtained from v ≈ w by deletion. The fact that the equational theory of BC is closed for deletion will be applied without further comment.
More specific features of the identities satisfied in BC will be given later in this section. However, first we have the generalities. PROOF. We let v ≈ w be a balanced identity with c.v/ = c.w/, v as in (3.1) and (3.2) and
Assume that v ≈ w is not satisfied in BC. Then there exists a substitution ' of the variables of c.v/ = c.w/ by elements of BC such that v' = w' in BC. Let ' be given by (2.6 
Since v ≈ w is balanced, we havè
Therefore, since v' = w', we have s = s . By symmetry we may assume that s > s . Therefore there exists 1 ≤ j ≤ n such that, for all 1 ≤ j ≤ n
is satisfied for all j ∈ J xk . With j ∈ I xk and j ∈ J xk we have from (2.6) that
and
we see that x 1 =`1; : : : ; x t =`t is a solution of the system .L j / given by (3.5) . Therefore the face of (3.3) given by (3.5) is nonempty.
To prove the converse, we may by symmetry assume that there exists 1 ≤ j ≤ n such that the system .L j / given by (3.5) has a solution in the rationals. Then (3.5) has an integral solution, say x 1 =`1; : : : ; x t =`t. For r = k we choose s r = 0 if`r ≥ 0 and s r = −`r otherwise. Thus in any case,`r + s r = 0 and s r ≥ 0 for all r = k. We next choose s k such that`k + s k ≥ 0 and
Then (4.3) holds true for all 1 ≤ j ≤ n, j ∈ J xk . Since for j ∈ J xk we have that i j = k = i j and .`1; : : : ;`t/ is a solution of (3.5), we have that (4.3) is also satisfied for all j ∈ J xk . Thus (4.3) is satisfied for all 1 ≤ j ≤ n. If we now define s by (2.7) and s by (4.2) we have that s > s . With the substitution ' given as in
REMARK 4.2. The statement of Theorem 4.1 deals more with the way the cones (3.3) and (3.4) are presented, rather than with their inherent geometric properties. Thus, the condition formulated in that statement requires that for all 1 ≤ k ≤ t and j ∈ I xk , either the matrix v j − W xk has a zero row, or the cone .v j − W xk / * does not have a t-dimensional face, and likewise, for all j ∈ J xk , the matrix w j − V xk either has a zero row, or the cone .w j − V xk / * does not have a t-dimensional face.
If one wants to verify whether a given balanced identity v ≈ w of length n is satisfied in BC, then the condition of Theorem 4.1 requires us to investigate 2n systems of strict inequalities. We can in practice dismiss many of the cases to be investigated. A system (3.5) or (3.6) does not have a solution if its coefficient matrix has a zero row. For systems .L j / given by (3.5) this is the case if and only if j ∈ J xk and v j ≈ w j is balanced, and likewise for the systems .R j / given by (3.6).
.u/ =`.u / = q, and`.u 2 / = r , then the coefficient matrices of the systems .L j / and .R j / each contain a zero row for j = 1; : : : ; p; p + q + 1; : : : ; p + q + r , and they need not be investigated further. The greater the common prefix and suffix of v and w, the less work remains to be done.
There is yet another way which allows us to economize on the number of cases to investigate. Suppose that v contains a block of consecutive equal variables, say x i p : : : x i p+q , with x i p = · · · = x i p+q = x k . We claim that, after investigating .L i p / and .L i p+q /, there is no need to investigate the intermediate cases .
Indeed, assume that the system .L i p+i /, 1 ≤ i < q has a solution .`1; : : : ;`t /. If k ≥ 0, then .`1; : : : ;`t / is also a solution of .L i p /, and if`k ≤ 0, then .`1; : : : ;`t / is also a solution of .L i p+q /. EXAMPLE 4.3. We would like to verify whether the identity v ≈ w given by
with k ≥ 1, is satisfied in BC. The cone .v 4 − W x / * is the convex hull of .−1; 1/ and .−1; 2/. Therefore the identity v ≈ w is not satisfied in BC. So by Corollary 2.5, every simple semigroup in the variety determined by v ≈ w is completely simple. EXAMPLE 4.4. We would like to know for which values of i, j , k,`with 0 ≤ i < j <`and k ≥ 1, the identity v ≈ w given by
is satisfied in BC. [15] Cones and the bicyclic semigroup 77
The system .L 4+i /, where x k = x, can be written as follows:
We conclude that the given v ≈ w is satisfied in BC if and only if .k
From Theorem 4.1 we can clearly see that the equational theory of BC is closed for deletions. Indeed, let v ≈ w be satisfied in BC, |c.v/| ≥ 2, x ∈ c.v/ = c.w/, andv ≈w be obtained from v ≈ w by deleting all occurrences of x. Then, since the systems (3.5) and (3.6) have no solutions, they certainly have no solutions that belong to the hyperplane x = 0, and sov ≈w is satisfied in BC. One cannot expect that the converse is true; even if all the identities obtained from v ≈ w by proper deletion are satisfied in BC, then it might still be so that v ≈ w is not satisfied in BC as it is quite conceivable that one of the faces given by (3.5) or (3.6) is nonempty and disjoint from the hyperplanes x = 0, x ∈ c.v/ = c.w/. The statement of Theorem 4.1 has its left-right dual version where suffixes of v and w are used instead of prefixes. That this left-right dual version is equivalent to the statement of Theorem 4.1 is true, but not immediately obvious.
There exist some interesting ways to rephrase the statement of Theorem 4.1. PROOF. From Theorem 4.1 it follows that the balanced identity v ≈ w is satisfied in BC if and only if the systems (3.5) and (3.6) of strict inequalities are inconsistent. The above are merely reformulations of the consistency criterion found in [7] (see also [9, Theorem 6 and Corollary 5]).
We would also like to draw the reader's attention to an inconsistency criterion due to Motzkin [17] (see also [9 At this point the reader may ask why we have expressed the condition stated in Theorem 4.1 in the language of polyhedral convex cones. After all, the conditions stated in Theorems 4.1, 4.5, and 4.6 only concern systems of strict inequalities. It will become apparent that for varieties other than the one generated by BC the consideration of the entire face structure of the polyhedral convex cones is necessary. As we shall see later, this will be the case, in particular, for the variety generated by E. Meanwhile we have the following result which will be used later. 
Since s i j = s k = s ir for all r ∈ I xk , it follows from (4.4) that
and so from (4.5) and (4.6) we obtain that
Let ' be the substitution by elements of BC, given by 
for every r ∈ J xk . Therefore .`1; : : : ;`t/ is in the cone .v j − W xk / * . In a similar way we can prove that for j ∈ J xk , the cone .w j − W xk / * is contained in the cone .w j − V xk / * . Conversely, let .`1; : : : ;`t / be in the cone .v j − W xk / * . Thus,
for all r ∈ J xk . Since v ≈ w is satisfied in BC we have from Theorem 4.1 that the system .L j / given by (3.5) does not have a solution. Therefore there exists j ∈ J xk such that for all r ∈ J xk . However, then .`1; : : : ;`t/ is in the cone .w j − W xk / * , and so by the first part of the proof, also in the cone .w j − V xk / * . Thus
for all r ∈ I xk . Hence .`1; : : : ;`t / is in the cone .v j − V xk / * . In a similar way we prove that for j ∈ J xk , the cone .w j − V xk / * is contained in the cone .w j − W xk / * . REMARK 4.9. It is in Theorem 4.8 that for a given word v the associated matrices v j − V xk make their first appearance; these matrices are constructed solely in terms of v. Therefore Theorem 4.8 could be the starting point for determining directly, for a given v, the words w where v ≈ w is satisfied in BC, or, more modestly, for determining directly which words v are isoterms in the equational theory of BC. We shall not pursue such an ambitious program here. Suffice it to add the following remark. The matrices v j − V xk all have a zero row. Suppose that v ≈ w is satisfied in BC. Of course v j − W xk need not have a zero row. If however the cone .v j − V xk / * has a t-dimensional face, then it follows from Theorems 4.1 and 4.8 and Remark 4.2 that v j − W xk has a zero row, that is, both v and w have x k in the j -th position, and moreover, v j ≈ w j is balanced.
In the following we give a sufficient condition for our identity to be satisfied in BC. This sufficient condition proves to be very useful for generating many examples of identities v ≈ w which are satisfied in BC. In the spirit of Theorem 4.8, this sufficient condition deals with the words v and w separately. To the knowledge of the author, all the concrete examples of identities which are satisfied in BC and have appeared in the literature satisfy this sufficient condition.
Let v ≈ w be a balanced identity, v = u 1 uu 2 , w = u 1 u u 2 ,`.u 1 / = p,`.u/ = .u / = q, and`.u 2 / = r . With the notation of Section 3, for 1 ≤ k ≤ t, j ∈ I xk , p < j ≤ p + q, we let .L j / be the system of strict inequalities
.u 1 / = p;`.u/ =`.u / = q, and`.u 2 / = r . If, with the notation of Section 3, for 1 ≤ k ≤ t, j ∈ I xk , j ∈ J xk , p < j; j ≤ p + q, the systems .L j / and .R j / given by (4.9) and (4.10), respectively, are inconsistent, then v ≈ w is satisfied in BC.
PROOF. In view of Theorem 4.1 and Remark 4.2, in order to verify that v ≈ w is satisfied in BC, it suffices to verify that for all 1 ≤ k ≤ t, j ∈ I xk , j ∈ J xk , p < j , j ≤ p + q, the systems .L j / and .R j / given by (3.5) and (3.6), respectively, are inconsistent. One readily sees that for such j ( j ) the strict inequalities which feature in .L j / (.R j /), also feature in .L j / (.R j /). Therefore if .L j / is inconsistent, then so is .L j /, and if .R j / is inconsistent, then so is .R j /. EXAMPLE 4.11. The identity v ≈ w given by xyx xy yx 4 y ≈ x yx yx yx 4 y is satisfied in BC. To see this it suffices to verify that the systems .L 4 /, .L 5 /, .R 4 /, and .R 5 / are inconsistent. For instance .L 5 / is inconsistent because it contains the inequalities 3x + y < x and 3x + y < 7x + 3y. This identity is somewhat remarkable because it is a shortest nontrivial identity satisfied in BC where one of the variables occurs only four times in each side.
The identity v ≈ w given by x yyx x y x yyx ≈ x yyx yx x yyx is a shortest nontrivial identity satisfied in BC [23] . This identity, which appeared in [1] , was the first nontrivial identity found to be satisfied in BC. One readily verifies that the systems .L 5 /, .L 6 /, .R 5 /, and .R 6 / are inconsistent. EXAMPLE 4.12. Let u n = x 1 · · · x n , with x 1 ; : : : ; x n distinct variables. If is a permutation of {1; : : : ; n}, then by u n we mean x 1 · · · x n . Let 1 and 2 be permutations of {1; : : : ; n}, and v ≈ w the balanced identity which is of the form We can say that (4.11) is obtained from (4.12) x y 3 x yx xy 3 x ≈ x y 3 x xy xy 3 x via a 'scrambled' substitution. Using the sufficient condition of Theorem 4.10 it is just as easy to verify that the scrambled version (4.11) is satisfied in BC as it is to verify that (4.12) is satisfied in BC. For instance, for (4.12), (R 7 ) contains the inequalities 3x + 3y < x + y and 3x + 3y < 4x + 4y and so .R 7 / is inconsistent. Correspondingly, for (4.11), .R 3n+3+i /, 1 ≤ i ≤ n, contains the inequalities 3x+3.x 1 +· · ·+x n /+x 1 +· · ·+ x i−1 < x+.x 1 +· · ·+x n /+x 1 +· · ·+x i−1 and 3x+3.x 1 +· · ·+x n /+x 1 +· · ·+x i−1 < 4x+4.x 1 +· · ·+x n /+x 1 +· · ·+x i−1 ;
and so R 3n+3+i is inconsistent.
For n even and 1 and 2 such that
the identities (4.11) are precisely the cleverly constructed identities considered in [24] . It was proved there that every basis of the equational theory of BC must contain the identities (4.11), with n even and 1 and 2 as in (4.13).
This example shows that the sufficient condition of Theorem 4.10 together with the device of 'scrambled' substitutions allows us to generate many sophisticated identities which are satisfied in BC. That identities obtained by judiciously using scrambled substitutions may not be derivable, in the usual sense, from other identities that are satisfied in BC, follows from the above mentioned result of [24] . In the next section we shall use scrambled substitutions and the sufficient condition of Theorem 4.10 to find yet another infinite family of identities satisfied in BC, which are present in every basis of the equational theory of BC. EXAMPLE 4.13. As can be expected, the sufficient condition of Theorem 4.10 is not a necessary condition. To see this, consider the identity v ≈ w given by
with 1 ≤ j < n. By Example 4.4 this identity is satisfied in BC. However, while the system .R j+4 / is inconsistent, .R j+4 / is not. It remains to be seen whether the equational theory of BC contains a basis consisting of identities which satisfy the sufficient condition of Theorem 4.10.
In order to demonstrate the full power of the sufficient condition of Theorem 4.10, we give the following theorem. Many variants are possible, including a generalization to identities in more than two variables. PROOF. We put 1 + n x .u/ = 1 + n x .u / = m and 1 + n y .u/ = 1 + n y .u / = n. With total disregard for efficiency, we put
We shall verify that for such choices of k 1 ; k 2 and k 3 the systems .L 3+ j / and .R 3+ j /, 3 < j ≤ m+n+1, are inconsistent. Hence by the sufficient condition of Theorem 4.10 it will follow that the identity v ≈ w is satisfied in BC. We shall deal with the systems .L 3+ j / only, the systems .R 3+ j / can be dealt with in the same way.
We first assume that the prefix v 3+ j ends in the variable y. Then the system .L 3+ j / contains the strict inequalities 2 + n x .u j−1 / x + 1 + n y .u j−1 / y < x; (4.14)
for all 0 ≤`< k 2 . If we put t = .m +1+k 1 /=.2+n x .u j−1 //, then t is a positive integer such that t > n, and so there exists 0 <`< k 2 such that`= .1 + n y .u j−1 //t − n.
With this choice of`, (4.15) becomes
which is equivalent to
On the other hand, from (4.14), it follows that
is a consequence of the system .L 3+ j /. From (4.15) and (4.16) we have that
is a consequence of the system .L 3+ j /.
We now let`= .m + k 1 /n. Then 0 <`< k 2 and
Therefore, from (4.17) it follows that (4.19) .m + k 1 + 1/x + .n +`/y < 0 is a consequence of .L 3+ j / for this value of`. Confronting (4.18) with (4.19), we see that .L 3+ j / is inconsistent. We next assume that the prefix v 3+ j of v ends in x. Then the system .L 3+ j / contains the strict inequalities
for all 0 ≤`< k 3 . We let s = .k 2 + n/=.1 + n y .u j−1 //. Then s is a positive integer, and we choose`such that`= s.2 + n x .u j−1 // − .m + k 1 + 1/. Then 0 <`< k 3 , and for this choice of`, (4.21) can be rewritten as In the remainder of this section we shall establish some general features of identities that are satisfied by BC.
The first part of the following lemma is well-known. We include it for the sake of completeness. (ii) Let v ≈ w be as in the statement above. Then the system .R p+r / has a solution y = −1 and x sufficiently large positive. Therefore v ≈ w is not satisfied in BC by Theorem 4.1.
The condition of Lemma 4.15 (ii) will prove to be very useful when considering also identities in more than two variables that are satisfied in BC in view of the fact that the equational theory of BC is closed for deletion.
Let 6 be an equational theory consisting of balanced identities only. Following [13] we say that 6 is left 1-hereditary if for every v ≈ w of 6, the following condition is satisfied: if z ∈ c.v/ = c.w/ and v = v 1 zv 2 , w = w 1 zw 2 , with z ∈ c.v 1 / ∪ c.w 1 /, and v 1 or w 1 nonempty, then v 1 ≈ w 1 is in 6. The notion of right 1-hereditary equational theories is defined in a dual way.
It was already shown in [24, Lemma 2] that the equational theory of BC is left and right 1-hereditary. We shall give a short proof for this in the following theorem; it again follows directly from Theorem 4.1. In [20] it was found that the greatest equational theory which consists of only balanced identities and which is both left and right 1-hereditary, is precisely the equational theory which consists of all the balanced identities which are satisfied in all the orthogroups over abelian groups. This result, together with the result of [24] then yielded the consequence that the variety generated by BC contains all orthogroups with abelian maximal subgroups, and thus in particular, all bands. With the notation of Section 3, let 1 ≤ k ≤ t, j ∈ I xk , j ≤`. The system of inequalities
is contained in the system .L j /. Moreover, n z .v j−1 / = n z .w j −1 / = 0 for all j ∈ J xk ; j ≤`. Therefore, if (4.23) has a solution, then so has .L j / for z sufficiently large positive. This however is not the case, by PROOF. It suffices to prove that HSP.BC/ properly contains the variety V of the statement of Lemma 4.17. Let v ≈ w be an identity satisfied in BC. We give a proof by induction on the length`of this identity. If`= 1, then the identity is trivial and thus satisfied in V. Let`≥ 2. If there exists no variable z such that n z .v/ = n z .w/ = 1, then v ≈ w is satisfied in V by Lemma 4.15 (i). Otherwise, v = v 1 zv 2 and w = w 1 zw 2 , where n z .v/ = n z .w/ = 1. By Lemma 4.15, v 1 ≈ w 1 and v 2 ≈ w 2 are satisfied in BC, and by the induction hypothesis they are also satisfied in V. Therefore, again, v ≈ w is also satisfied in V. Clearly V is then properly contained in HSP.BC/ since x 2 y 2 x ≈ x y 2 x 2 is satisfied in V but not in BC. It may be of interest to verify directly that in the variety V of Lemma 4.17 all simple semigroups are completely simple. Indeed, let S be a simple semigroup of V, and a ∈ S. Then a = ca 2 d for some c; d ∈ S 1 and so, since S satisfies the identities of Lemma 4.17, a = ca
. From this and its dual, it follows that a is a group element of S. Therefore S is completely simple.
The axiomatic rank of the variety generated by BC
It was shown by Shneerson [24] that the variety generated by BC is of infinite axiomatic rank. He proved this fact by showing that every basis for the equational theory of BC needs to contain the identities (4.11) of Example 4.12, with 1 and 2 as in (4.13). We shall prove the same, but using another family of identities. The reason why we use another family of identities is that ours has the additional nice feature that for every k ≥ 3, there is an infinity of identities in the family which involve precisely k variables.
We consider the balanced identities
We can see that there are two parameters attached to such identities, namely k and n. For k = 1 and n ≥ 3 this identity is satisfied in BC by Example 4.4. The identities (5.1) are, for n ≥ 3, all 'scrambled' substitutions of this simple case and the verification that they are satisfied in BC is essentially as easy.
LEMMA 5.1. The identities (5.1) are satisfied in BC for all k ≥ 1 and all n ≥ 3.
PROOF. We use the sufficient condition of Theorem 4.10. The system .L 2+k+`/ , 1 ≤`≤ k, entails the inequalities
whence x > 0 and x < −.y 1 + · · · + y n / < .3=n/x, and so .L 2+k+`/ has no solution since n ≥ 3. .L 2k+3 / has no solution for the same reason.
The systems .R k+3 / and .R 3+k+`/ , 1 ≤`≤ k, each contain two inequalities which respectively entail 2x + .y 1 + · · · + y k / > 0 and 2x + .y 1 + · · · + y k / < 0. Therefore these systems have no solution. PROOF. The system .R 10+ j / has the solution x = 1 − n, y 1 = n − j , y 2 = −1. Therefore the identities (5.2) are not satisfied in BC by Theorem 4.10.
LEMMA 5.3. For n ≥ 3 and words u 1 and u 2 over {y 1 ; y 2 } such that n y1 .u 1 / = n y2 .u 1 / = n y1 .u 2 / = n y2 .n 2 / = n, the identities
are not satisfied in BC.
PROOF. x = −1, y 1 = −4, y 2 = 4 is a solution for the system .R 6 /. Therefore the identities (5. We next consider the general case where k ≥ 2. Let 1 ≤ i < j ≤ k. The identity obtained from v ≈ w by deleting all but the variables x; y i and y j must be either trivial or of the form (5.1) by the first part of the proof. Since this holds true for all such i and j , and since v = w is itself nontrivial, we conclude that w = w . PROOF. Let 6 be a basis for the equational theory of BC. Let k ≥ 2, n ≥ 3 and let v ≈ w be the identity given by (5.1). By Lemma 5.4, there exists an identity p ≈ q of 6, a substitution ¦ , and words u 1 ; u 2 such that v = u 1 . p¦ / u 2 and w = u 1 .q¦ / u 2 .
If u ≈ u is an identity that is satisfied in BC and such that u has the prefix y 1 : : : y k x y 1 , then by Lemma 4.15 (ii) and Theorem 4.16, so has u . Therefore by Lemma 5.4 the word v obtained from v by deleting h.v/ is an isoterm in the equational theory of BC. Since v ≈ w is a nontrivial identity it therefore follows that u 1 is empty.
If u ≈ u is an identity that is satisfied in BC and such that u has the suffix Assume that for some 1 ≤ i ≤ k there exists y i ∈ c. p/ such that y i = y i and y i ¦ contains y i . By (R), y i and y i each occur once in p 1 . Let p 1 be the shortest prefix of p 1 containing both y i and y i , and let q 1 be the prefix of q with`. p 1 / =`.q 1 /. By Theorem 4.16, p 1 ≈ q 1 is satisfied in BC, and since v is an isoterm we have that p 1 ¦ = q 1 ¦ is a common prefix for v and w. This, however, is impossible since x y 1 : : : y k x y 1 is a prefix of p 1 ¦ , and w does not have such a prefix.
We found that if z ∈ c. p/ such that z¦ contains y i , 1 ≤ i ≤ k, then z = y i . REMARK 5.8. Corollary 5.6 suggests that ther are several ways to introduce conditions that are stronger than the requirement to be of infinite axiomatic rank. Such distinctions are irrelevant however in the signature of monoids. In the equational theory of a monoid every identity is a consequence of an identity involving more variables. Therefore such an equational theory always has a basis, which for every k ≥ 1 has at most one identity involving k variables.
The equational theory of E
For a given identity v ≈ w we shall decide whether or not v ≈ w belongs to the equational theory of E. That HSP.E/ contains HSP.BC/ properly can already be seen from the following examples. Before we give examples of nontrivial identities satisfied in E, we want to characterize the identities of the equational theory of BC that are satisfied in E. We consider the substitution ' by elements of E given by x i ' = b si a`i +si and we find
Then by (6.1), Y ⊆ I xk , and by (6.3) and (6.4), |Y | = |I xk | − |B|, that is, the number of equalities we find in the system (6.3). According to Lemma 2.8 we have
In a similar way we calculate w'. Since .`1; : : : ;`t / belongs to .v j − W xk / * A we have
; j ∈ J xk ; and so, since
In the system (6. We proceed to prove the converse. We assume that v ≈ w is satisfied in BC and that for every 1 ≤ k ≤ t and j ∈ I xk , if the faces . 
and .`1; : : : ;`t / belongs to a face .v j − W xk / * A of the cone .v j − W xk / * . This face must coincide with a nonempty face .v j − V xk / * B of the cone .v j − V xk / * by our assumption, and then |A| = |B|. We have that | Y k | is the number of equalities in (6.7) , that is, the number of equalities in (6.8) , that is, |J xk | − |A|. Similarly, using the fact that .`1; : : : ;`t / belongs to . and we conclude that v ≈ w is satisfied in E. is not satisfied in E. Without finding a substitution we could have found the same by applying Theorem 6.4. The cones .w k+3 − V x / * and .w k+3 − W x / * coincide. Their boundary consists of the point .0; 0/ only, and they furthermore have a 1-dimensional face, namely the half line .−kt; 2t/, t > 0. This half-line is given as a face .w k+3 −V x / * A = .w k+3 −W x / * B , with |A| = 2, |B| = 3. Therefore by Theorem 6.4, the identity is not satisfied in E. REMARK 6.6. Let v ≈ w be a balanced identity that is satisfied in BC and let v = u 1 uu 2 , w = u 1 u u 2 , with`.u 1 / = p,`.u/ =`.u / = q, and`.u 2 / = r . We claim that v ≈ w is satisfied in E if and only if for every 1 ≤ k ≤ t, j ∈ I xk , j ∈ J xk , with p < j ≤ p + q and p < j ≤ p + q, the conditions (i) and (ii) in the statement of Theorem 6.4 are satisfied. This certainly reduces the number of cones to be examined.
To see that our claim holds true we must revisit the converse part of the proof of Theorem 6.4. The crucial passage is the one where we prove that for 1 ≤ k ≤ t, we need We can repeat the observation made in Remark 4.2; the conditions of Theorem 6.4 deal not only with the inherent geometric properties of the cones under consideration, but also with the way they are given.
Since there exists an antiautomorphism of E, the equational theory of E is self-dual. Thus, Theorem 6.4 has its left-right dual version where suffixes are used instead of prefixes. COROLLARY 6.7. It is decidable whether or not, for a given balanced identity v ≈ w, the semigroup variety determined by v ≈ w contains a (0-)simple idempotentfree semigroup.
PROOF. This follows immediately from Corollary 2.3 and Theorem 6.4.
We give a useful sufficient condition which will enable us to generate examples ad libidum. We use the sufficient condition of Theorem 6.8 to construct examples of identities which are satisfied in E. THEOREM 6.9. Let u, u be words involving the variables x and y only, such that =`.u/ =`.u / > 0. Let ' be the substitution given by x' = x y, y' = yx. Then the identity v ≈ w given by (6.9) x y 2 x.u'/ x 2 y 3 x y 2 x ≈ x y 2 x.u '/x 2 y 3 x y 2 x is satisfied in E.
PROOF. One verifies that for j ∈ I x , 5 ≤ j ≤ 4 + 2`, the cones .v j − W x / * each reduce to {.0; 0/}, and similarly, for j ∈ I y , 5 ≤ j ≤ 4 + 2`, the cones .v j − W y / * each reduce to {.0; 0/}. By symmetry and Theorem 6.8, the identity v ≈ w is satisfied in E. When considering the cones .v j − W x / * or .v j − W y / * one needs to distinguish the cases where j is odd or j is even. Thus in all, we need to examine four cases. We examine one case and leave the other three to the reader.
Let j ∈ I x , 5 ≤ j ≤ 4 + 2`and j = 2k even. Then the system .v j − W x /x ≤ 0 entails the inequalities .k + 1/x + .k + 2/y ≤ 0;
.k + 1/x + .k + 2/y ≤ x + 2y;
.k + 1/x + .k + 2/y ≤ .4 +`/x + .5 +`/y;
.k + 1/x + .k + 2/y ≤ .5 +`/x + .7 +`/y; for which only x = 0, y = 0 can be a solution.
For u' = x y and u ' = yx we find an identity of length 15 of the form (6.9) which is satisfied in E. Many variants of Theorem 6.9 are possible, including those involving more than two variables. We note that E generates a proper semigroup variety. PROBLEM 6.10. Does there exist a bisimple idempotent free semigroup (a congruence free idempotent free semigroup) which generates a proper semigroup variety? To put this question into perspective, we note that by [12] every idempotent free semigroup, which is left simple or right simple, generates the variety of all semigroups; furthermore, to this date we do not have any example of a bisimple idempotent free semigroup which is neither left simple nor right simple (see the concluding research problem of [5] ).
