For a probability measure µ on Ω and square integrable (Hilbert space) operator valued functions
, for all X ∈ B(H) and for all η ∈ [0, 1].
Let p 2, Φ to be a symmetrically norming (s.n.) function, Φ (p) to be its p-modification, Φ (p) * is a s.n. function adjoint to Φ (p) and ||·|| Φ (p) * to be a norm on its associated ideal C Φ (p) * (H) of compact operators. If 
Introduction
A well known Grüss-Landau inequality says that for a probability measure µ on Ω and measurable complex functions f and on Ω
Specially, if f and are real bounded functions on Ω, then the rightmost side of (1) can be further estimated by
where ϕ · · = inf ess Ω f ( def = − sup ess Ω (− f )), Φ · · = sup ess Ω f, γ · · = inf ess Ω and Γ · · = sup ess Ω . The first special case of inequalities (1) and (2) , for the normalized Lebesgue measure on Ω · · = [a, b] (i.e. dµ(t) · · = dt b−a ), was essentially proved by G. Grüss in [4] . E. Landau in his paper [11] reformulated those results in the above presented form, also providing an explicit application of Cauchy-Schwarz inequality to prove (1) . An alternative application of Cauchy-Schwarz inequality, based on Korkine type identities given in [13, (7.1) p. 243], was used in [13] to prove (1) , which immediately implies (2) . A refined form of (1) was given in [9, Lemma 2.1] in the case of finite set Ω, including the case of operator valued functions f and , while some other generalization of Grüss-Landau inequalities (1) and (2) where presented in [7, 8, 12] and the references therein.
Let H be a separable, complex Hilbert space and let B(H) and C ∞ (H) denote the spaces of all bounded and all compact linear operators, respectively. Each "symmetric gauge"or "symmetrically norming" (s.n.) function Φ, defined on sequences of complex numbers, gives rise to a symmetric or a unitary invariant (u.i.) norm ||·|| Φ on operators. Basic examples of s.n. functions are trace s.n. function 1 
Any such norm is unitarily invariant (u.i.) and it is defined on the naturally associated norm ideal C Φ (H) of C ∞ (H). If Φ is a s.n. function, then its adjoint s.n. function will be denoted by Φ * . For any p > 0 a s.n. function Φ could be p-modified and its modification Φ (p) represent a new s.n. functions (only) for p 1. The proof of the triangle inequality for norms induced by this type of s.n. functions, and other properties, can be seen in preliminary section in [6] . Also, the corresponding ideals of compact operators will be denoted by C Φ (p) (H) and its dual by C Φ (p) * (H ).
Schatten-von Neumann trace classes C p (H) def = C (p) (H) represent classical examples of norm ideals associated to degree p-modified (i.e. its s.n. function 1 ) norms. C 1 (H) is also known as the class of nuclear operators, while C 2 (H) is known as the Hilbert-Schmidt class. Norm in C p (H) will be denoted simply by ||·|| p . For p 2, all norms ||·|| Φ (p) are also known as Q-norms, as Φ (p) = (Φ ( p 2 ) ) (2) and Φ ( p 2 ) is also a s.n. function, while its dual norms ||·|| Φ (p) * are commonly known as Q * -norms. Norm dual to some classes of p-modified ones are characterized in [6, Th. 2.1].
If (Ω, M, µ) is a space Ω with a measure µ on σ-algebra M, then we will refer to a function A : Ω → B(H) : t → A t as to a weakly * -measurable if t → A t , h is a measurable for all , h ∈ H. If, in addition, those functions are integrable, then there is the unique (known as Gel'fand or weak * -integral and denoted by Ω A t dµ(t)) operator in B(H), satisfying ) consists of mutually commuting normal operators, i.e., those satisfying A * s A t = A t A * s for all s, t ∈ Ω (resp. A m A * n = A n A * m for all m, n ∈ N), we will refer to it as to a m.c.n.o. family. The terminology used in this paper is closely related to the that one used in [10] , and a more detailed introduction therein may contribute to the comfort of the reader of this article itself. For a more complete account on the theory of norm ideals, the reader is referred to [1, 3, 14] .
We also need to emphasize that throughout this paper we will treat (address to) every unnumbered line in a multline formula as (to) a part of the consequent numbered one.
Main results
The next theorem extends operator Grüss-Landau inequality (2.14) in [9, Cor. 2.1] from elementary operators to the settings of i.p.t. transformers, by taking Ω · · = {1, . . . , N} and µ({n}) · · = α n for n = 1, . . . , N, with N n=1 α n = 1 for some N ∈ N and α 1 , . . . , α N ∈ (0, 1].
Proof. To prove (4), we note that
This is a direct consequence of the fact that
for all s, t ∈ Ω and θ · · = 1 in [5, Th. 3.1(a)]. To justify equality in (7), we rely on the following Korkine type identity for i.t.p. transformers:
presented in [7, (2. 2)]. Specially, by taking X · · = I and B t · · = A * t (resp. X * X instead of X and
, which based on (8), implies (7) and completes the proof of (4).
First, to prove the case η · · = 1 in (5), we start from (4) to get
where we used the very definition (3) of weak * (or Gel'fand) integral to estimate the middle expression in (4), to justify the last inequality in (9) . Now, by taking
we actually obtain (5) for η · · = 1. So it suffices to consider the remaining case η ∈ (0, 1), which follows immediately from the operator monotonicity of the function t → t η on [0, ∞), when applied to the already proven case η · · = 1.
As
for t ∈ Ω, and X * instead of X in (5), to get (6).
In the case of bounded self-adjoint families {A t } t∈Ω and {B t } t∈Ω , inequality (5) can be upgraded to the more widely known form of Grüss-Landau inequality. Theorem 2.2. Let under conditions of Theorem 2.1, {A t } t∈Ω and {B t } t∈Ω be families of self-adjoint operators, which satisfy ϕ A t Φ for some self-adjoint ϕ, Φ ∈ B(H) commuting with A t for every t ∈ Ω and satisfying ϕΦ = Φϕ, as well as γ B t Γ for some self-adjoint γ, Γ ∈ B(H) commuting with B t for every t ∈ Ω and satisfying γΓ = Γγ. Then
Proof. We start the proof by the following identities:
where (12) 
Therefore, a straightforward calculation shows
and similarly,
As (10) is just a special case X · · = I in (5) of Theorem 2.1, the final inequalities in (11) follows by the monotonicity of operator norm on positive operators and operator monotonicity of function t → t η on [0, ∞).
Remark 2.3. The commutativity requirement that ϕ and Φ (resp. γ and Γ) both commute with all A t (resp. B t ) for t ∈ Ω and that ϕΦ = Φϕ (resp. γΓ = Γγ), in Theorem 2.2, is obviously satisfied if ϕ, Φ, γ, Γ ∈ B(H) are of the form ϕ · · = dI, Φ · · = DI, γ · · = cI and Γ · · = CI for some c, C, d, D ∈ R. 
Proof. We will rely on the monotonicity of singular values combined by the monotonicity of all θ modifications of u.i. norms, which says that if 0 A B for A, B ∈ C Φ (H), then s θ n (A) s θ n (B) for all n ∈ N, as well as ||A|| Φ (θ) ||B|| Φ (θ) for all θ > 0. So (16) follows from the case η · · = 1 in (5), as
Here, the equality in (18) is based on the very definition of θ/2-modification ||·|| Φ (θ/2) of the norm ||·|| Φ . The proof of (17) follows immediately from the already proven inequality (16), as when they act on ideals of compact operators. Namely, it is enough to take θ · · = p, Ω · · = {1, . . . , N}, µ({n}) · · = α n for n = 1, . . . , N, where N ∈ N and N n=1 α n = 1 for some α n ∈ (0, 1], to get inequality (2.17) in [9, Th. 2.2] from inequality (16).
In the case of Hilbert-Schmidt norm (i.e. if Φ · · = 1 and θ · · = 2), then the lefthand side in (16) and (17) can be written in the more transparent form. Theorem 2.6. Let X ∈ C 2 (H) and µ to be a probability measure on Ω.
Proof. As ||·|| Φ (θ/2) is a nuclear norm ||·|| 1 for Φ · · = 1 and θ · · = 2, then it will suffice to recognize that in the righthand side of (16) we have
Equality in (22) justifies by the positivity of Ω B * t X * XB t dµ(t)− X Ω B t dµ(t)
, based on the already used Korkine type identity (8) . First equalities in (23) and (24) follow by the alternative definition of weak * (Gel'fand) integrals, given in [7, Lemma 1.2], while the second equality in (23) is a consequence of the operator's commutativity under trace, as X * XB t ∈ C 1 (H) and B * t ∈ B(H) for all t ∈ Ω. Equality in (25) is again based on the commutativity under trace, while equality in (26) is due to the basic Hilbert-Schmidt norm property ||Y|| 2 2 = tr(Y * Y) for all Y ∈ C 2 (H). To prove inequality (21), we use again B * property of u.i. norms and weak * integrals, combined with already proven inequality (20), to get
Inequalities (20) and (21) are still true for arbitrary ||·|| Φ (p) norms, whenever p 2 and at least one of families {A t } t∈Ω , {B t } t∈Ω is m.c.n.o. family, as we show in the next theorem, which also complements (the case p 2 of) the Grüss-Landau type inequality [7, Th. 2.4] for Schatten norms ||·|| p . Theorem 2.7. Let µ be a probability measure on Ω, Φ to be a s.n. function, p 2, X ∈ B(H) and let both families
and
Alternatively, if {A t } t∈Ω is a m.c.n.o. family, such that
Proof. To prove (27), we first apply (16) case θ · · = p, and we proceed by an application of [7, Th. 2.1] to X * X instead of X, ||·||
.
(28) can be proved by analogy, by the use of (17) instead of (16).
A special case of the previous Theorem 2.7 in the discrete setting says:
Corollary 2.8. Let α n ∈ (0, 1] for n ∈ N such that ∞ n=1 α n = 1, Φ to be a s.n. function, p 2, X ∈ B(H) and let
. (29)
Proof. It is enough to apply Theorem 2.7 special case Ω · · = N, µ({n}) · · = α n , A n · · = α −1 n C n and B n · · = α −1 n D n , for all n ∈ N, to get the proclaimed inequalities (29) 
Proof. First, note that using identity (8) for Ω · · = N, µ({n}) · · = α n for n ∈ N, applied to α −1 n A n and α −1 n B n , we obtain α m α n (α −1 m A m − α −1 n A n )X(α −1 m B m − α −1 n B n ).
As the above identity also implies ∞ n=1 |α −1/2 n A n | 2 − ∞ n=1 A n 2 is s.s.s. family. Therefore, we can apply the first inequality in (6) 
which proves (31). As ∞ n=1 α −1 n A n XB n − ∞ n=1 A n X ∞ n=1 B n = 1 2 ∞ m,n=1 α m α n (α −1 m A m −α −1 n A n )X(α −1 m B m −α −1 n B n ) ∈ C Φ (p) * (H ) can also be concluded from the part of the proof presented in (32), this altogether ends the proof.
