(1.00) y" +(a-2q cos 2x)y = 0 admits of solutions of period t and 27r for characteristic values a(q). If q is positive and large there is the well-known expansion [l ] in terms of reciprocal powers of q112, which gives good results for small angles x. For angles close to 90° Sips [5 ] obtained a remarkably good expansion in terms of parabolic cylinder functions for the even solutions ceH(x, q), namely 00 (1.01) cen(x, q) = Cn Z g2kDn+2k(a) Sips argued that the odd periodic function sen+i(x, q) has precisely the same expansion as cen(x, q) even though se"+i(x, q) vanishes at x = 0, because \ce2n(0, q)/ce2n(w/2, q)\ and | ce2n+i(0, q)/ce2n+i(ir/2, q)\ are exponentially small as q approaches infinity. Moreover, both cen(x, q) and sen+i(x, q) have similar behavior at x = ir/2.
Meixner and Schafke [3] proved that a solution of the form (1.05) sen(x, q) = sin *Z g2kDn+2k(a)
is an asymptotic expansion for sen(x, q) ; their development is limited to the leading term only (i.e. Oq~112). In the same chapter, the authors later give the equation [November (1.06) je"+i(x, q) ^ sin xce"(x, q).
listing the results of Sips for cen(x, q) to terms in 1/q. It will be shown in §2 that (1.06) is correct in the leading term only and that the correct relations between se"+i(x, q) and ce"(x, q), for a form of type (1.05) are The coefficients gm involve reciprocal powers of o1/2, and their precise form is given explicitly in §3, along with some examples. It is also shown that (1.08) is asymptotically equivalent to (1.07), for 0<x<7r. Equation (1.06) gives results that are considerably worse than either (1.07) or (1.08).
The most important formulas are summarized in §3, in view of some misprints that appear in the scattered literature relating to them.
2. Derivation of expansion for sen+i(x, q r i i lin
Where no ambiguity is likely to arise, the symbol Dk will be used hereafter for Dk(a). We observe that p4, P-4 are independent of n and r2. For (2.05) P2 = (2.12)
and po,n+2j> is the same as in (2.12). Moreover p2 and p_2 are of the same magnitude but opposite in sign in (2.12) and (2.13), while the coefficientspo,P4,P-4 are the same in both equations. It is this fact that will lead, by induction, to (1.07) and (1.08). When (2.09) is substituted into (2.071) and use is made of (2.10)-(2.13), one obtains, for the terms of Yx:
(2.14) p=_2 = (p0,n + dl)Dn + p2Dn+2 + P-2in-2Dn-2 + PiDn+i + P_4,n-4£»-4.
The above must hold for arbitrary values of a; hence the coefficients of Dk on the right and left sides of (2.14) must be equated to one another. Because the coefficient of Dn vanishes on the left-hand side of (2.14), one obtains a*i= -po.n, and so the first coefficient in the asymptotic expansion of A has been determined. Moreover, for (2.05), Fi = Z0,i+Zi,i; for (2.06), Fi = Z0,i -Zi,i where Zo,l = Cn+4,lT7n+4 + Cn-i,lDn-4', Zlpl = Cn+2,l£n+2 + Cn-i,lDn-i, Cn+ip,i = -P2p,n+2p/2p, with the values of p2p of Case 1, cnj = 0, j 9a 0.
Assume that for j-^m-1, Fy = Zo,y+Zi,y in case of (2.05), and Fy = Zo,y -Zi,y in case of (2.06). Further assume that the d¡ are the same in both cases, up to 7 = 777 -1. To obtain the functions entering into Fm, one has the following explicit relations:
where j'«=m-1 r" P""1 p^m Making use of the fact that p2 and p_2 change sign for (2.06), as compared with (2.05), and that for all j = n -1 the cn+4p+2 are also of opposite sign in the two cases, it follows that all the/4P,m_i are the same in cases (2.05) and (2.06), while all the/4P+2,m-i are of opposite sign. Hence the induction to establish (1.08) can be easily completed, provided we can show that c7m is the same for both cases. The condition determining dm is that the coefficient of Dn on the right hand sides of (2.15) and (2.16) must vanish. Since Dn enters only into (2.15), which is the same in the two cases, it follows that dm is also the same. Hence Ço can be identified with Z0,m and Qi with Zi,m. The fact that (1.08) is an asymptotic expansion for large a, with the appropriate properties at x = tt/2, follows from the proof in [3] , since (1.08) is of the same form as (1.05). The factor Sn depends only on the normalization required.
The differential equation (2.00) of course has two linearly independent solutions, and a = 0 is a regular point of the equation. The functions 7>n+2P
[November satisfy (2.10). The latter equation also admits of a second, linearly independent solution £m which can be taken as an odd function of a when Dn is even and as an even function of a when Dn is odd. There will be recurrence relations among the Fm similar to those among the Dn+2p, and with very minor changes, the algorithm (2.07)-(2.08) will yield a second, linearly independent asymptotic solution, which will be valid for sufficiently small values of a at least. When the two linearly independent solutions are considered together, it is clear that any function that has the same parity as £" and satisfies (2.00) will have an asymptotic expansion that is proportional to (1.07), and has no part of the solutions involving the Fm. This fact can be summarized in the following lemma: and so convert the various terms involving powers of a2k to terms of the form Dn+2p(a). It can be easily verified by direct comparison that the resulting function agrees to terms in 1/q with the corresponding terms of (1.07). Since (2) both (1.07) and (1.08) satisfy (2.00) to within 0(g(-l/2)(i+1)), it follows from Lemma 1 that the two expansions are the same to that accuracy. This analysis therefore provides justification for the use of (1.07) as an approximation to 5e"+i(x, q) for the range between 0 and ir. Equation (1.08), on the other hand, holds for all real values of x. Aside from this rather minor advantage, (1.08) is preferable to (1.07) over certain regions. This is so because in practice only two (or at most three) terms of the developments (1.07) and (1.08) can be computed. When the expansions are truncated after two terms, there may be considerable difference between (1.07) and (1.08), with the latter usually better for the smaller angles and orders greater than 2. The examples in §3 exhibit this.
The solution (1.06) differs from the correct approximations in the order q~il2, no matter how many terms are carried in the expansion. ( 2) It would have been enough to show that agreement is obtained in the constant term. The verification to terms in i/q confirms the accuracy of corresponding terms in S". 3 . Explicit formulas and examples. The new results are given here along with those that have previously appeared so that Sn may be examined in the context of the related functions of even order. Formulas (3.02)-(3.07) contain the term in q~312 which has not heretofore appeared in the literature. In addition, the term involving a~3/2 has been added to the normalization factors Cn and Sn, for general values of 77. This term arises, in fact, from terms in Zo,y and Zij for j = 2. It might therefore be argued that the power q~312 should be used in the normalization factors, even though Z0,y and Zi,y stop with terms in 1/a. However, one does not necessarily improve results that way. The extent to which g_3/2 of the normalization factors affect the calculations may be regarded as a measure of the uncertainty of the value, if Zo,y and Zi,y are carried to 7 = 2 only.
Included in the formulas are values of ce2n(0, q)/cein(w/2, q) and similar functions, for low orders. These are very useful for calculating the normalization factors applicable to Goldstein's formulas [l] , in regions where (1.07) cannot be used. All the results in [7] , where these ratios originate, were checked; only Sips (34) required change in the last coefficient, and it is believed that the comparable formula (3.17) below is correct. These ratios are given here because a few misprints, some of which originate in [6], may lead an unwary reader astray. To anyone who has tried to derive some of the very useful results Sips has given, the wonder is that the errors in his calculations are so few! The writer is indebted to Donald Clemm of the Aeronautical Research Laboratory for help with the many calculations that were involved in the results given here. He checked most of the formulas and provided all the examples. Martha Elmore assisted with some of the computations required in Goldstein's formula. 
