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Abstract
We show how bosonic (free field) representations for so-called degenerate con-
formal theories are built by singular vectors in Verma modules. Based on this
construction, general expressions of conformal blocks are proposed. As an exam-
ple we describe new modules for the SL(2) Wess-Zumino -Witten model. They
are, in fact, the simplest non-trivial modules in a full set of bosonized highest
weight representations of sˆl2 algebra. The Verma and Wakimoto modules ap-
pear as boundary modules of this set. Our construction also yields a new kind of
bosonization in 2d conformal field theories.
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1 Introduction
Conformal field theory plays a crucial role in string theory and 2d statistical mechanics
[1]. In order to solve the theory it is important to find correlation functions for a set of
basic conformal operators (primary fields).
The free field representation provides in principle a powerful method to obtain the
correlators and to compute the operator algebra (OA) of the primary fields [2-10]. Ex-
amples of models which have been solved by this approach are given by the minimal
conformal models and the SL(2) Wess-Zumino-Witten (WZW) model [3,9,10]. The ba-
sic idea of the free field representation is to construct the Hilbert space of theory by
means of Fock modules of free fields. However the danger of unphysical states remains
present: a careful analysis of the BRST-like complex of Fock modules is needed.
At present a technique of building the free field representation (generators of sym-
metry, primary fields, correlators, BRST-like complexes etc.) of some conformal field
theories is developed [3,4,6-8,10,11]. We shall argue that the above technique has not
yet been fully realized. The missing points are the full set of representations for the
primary operators as well as a proper definition for conformal blocks, BRST complexes
etc.
Throughout this paper , we shall always consider only degenerate conformal theories.
Note that they have important applications in physics, for example in a describtion of
critical fluctuations in a variety of statistical models [1,12].
The outline of the paper is as follows.
The main body of this work is presented in section 2. Since Kac-Moody algebras play
a central role in 2d conformal field theories (most known examples of conformal models
can be understood in terms of WZW model) we discuss the construction of the full set
of the representations for the primary fields in the WZW model for simple Lie algebra
g. As a result we obtain a general representation of conformal blocks of this model on
the plane.
To demonstrate the approach we shall concentrate below on the SL(2) WZW model.
The generalization to other models is straightforward.
In section 3, the brief review of the Wakimoto representation for the SL(2) WZW
model is given. In particular, the resolution of an irreducible module (Hilbert space) of
the algebra sˆl2 in terms of Fock spaces is sketched.
Section 4 provides the construction of the first nontrivial representation, the so-called
Dotsenko representation, for the SL(2) WZW model. The structure of the Dotsenko
modules over sˆl2 and the resolution of an irreducible module is also briefly discussed. As
an example the two-point function of the primary fields is computed.
In section 5 we present the second nontrivial representation. We analyze its structure
over sˆl2 and give the resolution of an irreducible module in terms of Fock spaces. Also
the two-point function of the primary fields is computed.
The last, section 6, contains some conclusions and speculations.
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In the appendices we give technical details which are relevant for the explicit con-
struction of the nontrivial bosonized representations of the SL(2) WZW model.
2 The method
Let |j〉 be the highest weight vector of the Kac-Moody algebra gˆ with the weight j.
Denote also by Vj the Verma module over gˆ generated by the vector |j〉. The defining
relations for Vj are given by
nˆ+|j〉 = 0 , Hi|j〉 = j(Hi)|j〉 , (2.1)
where nˆ+ is the subalgebra generated by annihilation operators, and Hi are the Cartan
generators.
Let sα be the full set of singular vectors of the module Vj
1. Here α is a parameter
labelling these vectors. They satisfy the following conditions
nˆ+sα = 0 , Hisα = jα(Hi)sα . (2.2)
Let the generators of the algebra gˆ be bosonized, i.e. they are expressed in terms of
free fields. In addition let us assume that one solution of the equation (2.1) is available
via the free fields. Our goal is to find the full set of the solutions.
Comparing the equation (2.1) and (2.2) we see that the first differs from the second
only due to the parameter j(Hi). By doing the formal transformation of the initial
weight j → j′ (Weyl reflection) we reduce (2.1) to (2.2). Thus our problem becomes the
one of finding the full set of singular vectors in the Verma module2. The last has been
solved by Malikov, Feigin and Fuchs [13,14]. It is easy to see that the full number of the
solutions is Ns + 1, where Ns-the number of the singular vectors in the Verma module.
From physical point of view it means that the highest weight vector has Ns + 1-fold
degeneracy. It should be noted that we have to define the solutions of Malikov-Feigin-
Fuchs in the bosonized theory more carefully 3.
Now let us turn to the construction of conformal blocks. Since there is a one to one
correspondence between the local fields in the theory and the states in the Fock space, let
φ
(α)
j be the primary field of G WZW model corresponding to |j〉
(α). The starting point
is the full set of the representations (solutions) {φ
(α)
j }. In principle, the representation
φ
(α)
j generates its screening operators S
(α) and identity operator 1(α) 4. Following [4,8],
one can introduce a BRST-like operator using the screening operators S(α). Then the
1The module Vj has singular vectors because the theory is degenerate by assumption.
2Due to this we denote the solutions of (2.1) as |j〉(α) below. Then the known solution is |j〉(0).
3In fact there are expansions of the free fields in negative (integer) powers.
4It should be noted that there are representations without screening operators and identity operators.
As we shall see in sec.5 the first takes place in the SL(2) WZW model.
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irreducible representation (Hilbert space of the theory) arises as cohomology groups of
this BRST operator.
Let us now construct a general N-point conformal block. First of all introduce rep-
resentations for vacua
|vac〉 = 1(α1)|0〉 , 〈vac| = 〈0|1(α2)† , (2.3)
where |0〉 and 〈0| are vacua for the free fields, 1(α1) is the representation of the identity
operator and 1(α2)† is the conjugate identity operator. For a set of physical operators
{φji(zi)}, one can choose the set of the representations {φ
(βi)
ji (zi)} (solutions of eq.(2.1)).
In order to take into account the balance of charges (zero modes) we insert into the
correlator a set of the screening operators {S(γi)} as well as a set of the identity operators
{1(λi)}. If this gives the correct balance of charges, then the conformal block is well
defined 5. Finally, the N-point conformal block is given by
〈
N∏
i=1
φji(zi)〉
(~α,~β,~γ,~λ) = 〈0|1(α2)†
N∏
i=1
M∏
m=1
L∏
l=1
φ
(βi)
ji (zi)S
(γm)1(λl)1(α1)|0〉 . (2.4)
Here ~α = (α1, α2), ~β = (β1, β2, ...βn), etc. Notice that above we have constructed the full
set of basis in the space of N-point conformal blocks.
At present there are really two basis in the space of conformal blocks, namely the
Feigin-Fuchs representation and the Dotsenko-Fateev representation. The first contains
only φ
(0)
j (z) (trivial exp of the scalar fields) representations for physical operators, where
as the second has one additional nontrivial representation φ
(1)
j (z). Formally they can be
written as
〈0|
N∏
i=1
M∏
m=1
φ
(0)
ji (zi)S
(0m)|0〉 , 1(0) ≡ 1 , (2.5)
and
〈0|1(1)†φ
(1)
j1 (z1)
N∏
i=2
M∏
m=1
φ
(0)
ji (zi)S
(0m)|0〉 . (2.6)
As we shall see in sec.5 that more non-trivial representations for the physical operators
are possible and their correlation functions may be calculated.
5 In fact, it is not hard to see that we don’t define contours for the screening operators in eq.(2.4).
However one can choose the Felder’s contours and take into account the structure of the corresponding
BRST complex.
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3 Wakimoto representation for SL(2) WZW model
In order to see how our construction works in remainder of this work we shall focus our
attention on the SL(2) WZW model. This is, of course, a trivial case. Nevertheless, it
contains all technical subtleties which appear due to bosonization.
As a preparation for a discussion of nontrivial representations in later sections, let us
briefly recall the well-known Wakimoto free field description of the SL(2) WZW model
[5-8,10].
The model is described in terms of one free boson ϕ coupled to a background charge
and a first order bosonic (ω, ω†) system of weight (0.1). In terms of mode expansions we
have
ϕ(z) = x0 + ia0lnz − i
+∞ ′∑
n=−∞
an
nzn
,
ω(z) = i
+∞∑
n=−∞
ωn
zn
, ω†(z) =
+∞∑
n=−∞
ω†n
zn+1
. (3.1)
Canonical quantization gives the following commutation relations
[a0, x0] = i , [an, a−n] = n , [ωn, ω
†
−n] = 1 . (3.2)
Now let us construct the Fock module F
(0)
j . Define a vector |j〉
(0) such that
|j〉(0) = e−2iα0jx0|0〉 , (3.3)
where the vacuum |0〉 satisfies the following conditions
an|0〉 = ωn+1|0〉 = ω
†
n|0〉 = 0 , n ≥ 0 , (3.4)
and 2j ∈ N .
The Fock space F
(0)
j is obtained by acting on the vector |j〉
(0) with the mode ω0 and
all the negative frequency modes of the fields ω, ω†, ϕ. The basis of F
(0)
j is given by the
states
aA1−1a
A2
−2...ω
B0
0 ω
B1
−1...ω
†
−1
C1 ...|j〉(0) , {Ai, Bi, Ci} ∈ N . (3.5)
Note that there exists a 1-1 correspondence between states in the Fock space and
fields of the theory. The correspondence is given by
|φ〉 = lim
z→0
φ(z)|0〉 . (3.6)
For example the vector (3.3) corresponds to the field
φjj(z) = e
−2iα0jϕ(z) .
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The other important fields are
φjm(z) = ω
j−m(z)e−2iα0jϕ(z) , −j ≤ m ≤ j . (3.6a)
These fields are the primary fields of the theory.
In the Fock space the sˆl2 algebra is represented by
J+n = ω
†
n ,
J0n =
1
2α0
an +
+∞∑
m=−∞
: ωn−mω
†
m : , (3.7)
J−n = knωn −
1
α0
+∞∑
m=−∞
ωn−mam −
+∞∑
m=−∞
+∞∑
t=−∞
: ωtωmω
†
n−m−t : .
Here k is the level, 2α0
2 = 1/k + 2. It easy to see that the vector |j〉(0) is the highest
weight vector of the sˆl2 algebra (3.7) with the weight j.
The structure of F
(0)
j as the module over sˆl2 is shown in fig.1 (see [7,8]).
s
s
s
s
s
s
s
✻
❄
✻
✻
❄
✓
✓
✓
✓✓✴ ✁
✁
✁
✁
✁
✁
✁☛ ✁
✁
✁
✁
✁
✁
✁☛
◗
◗
◗❦
❩
❩
❩⑥
|ν〉(0)
c
(0)
1
m
(0)
1
c
(0)
2
s
(0)
2
m
(0)
2
s
(0)
1
Fig.1: The structure of the Wakimoto module F
(0)
j .
Here and henceforth, arrows go from one vector to another if and only if the second
vector is in the Ug submodule generated by the first one.
It should be noted that the vectors s
(0)
i are singular, i.e. they are annihilated by nˆ+
and have a non-zero weight
nˆ+s
(0)
i = 0 , J
0
0s
(0)
i 6= 0 . (3.8)
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The vectorsm
(0)
i and c
(0)
i are not singular vectors, c
(0)
i are the so-called cosingular vectors.
The highest weight vector |j〉(0) (|j〉(0) ≡ |ν〉(0)) is both singular and cosingular.
In [7,8] the following complex of the Fock modules was built
Q(0)(−2)
→ F (0)(ν,−1)
Q(0)(−1)
→ F (0)(ν, 0)
Q(0)(0)
→ F (0)(ν, 1)
Q(0)(1)
→ F (0)(ν, 2)
Q(0)(2)
→ ,
Q(0)(g + 1)Q(0)(g) = 0 , (3.9)
where
F (0)(ν, 0) ≡ F
(0)
j , ν = 2j + 1 , p = k + 2 ,
Q(0)(g) =
{
Qν , g = 2n , n ∈ Z
Qp−ν , g = 2n+ 1 ,
and
F (0)(ν, g) =
{
F
(0)
j−pn , g = 2n , n ∈ Z
F
(0)
−j−1−pn , g = 2n+ 1 .
The number g is called the ghost number, in analogy to gauge theories. One can see
that Q(0)(g) and F
(0)
j have the ghost number 1 and 0, respectively. The BRST charge is
defined by
Qν =
ν∏
i=1
∮
Ci
dziω
†(zi)e
2iα0ϕ(zi) . (3.10)
The integration contours for z1, ...zν are shown in fig.2.
ss
❂
✠
q q q 10
z1
zν
Fig.2: Contours used in the definition of the BRST operator Qν .
We denote the above complex by F(0).
The detail structure of this complex is indicated in fig.3. The horizontal arrows
correspond to the action of the BRST charge.
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Fig.3: The complex F(0). Horizontal arrows indicate where special vectors are mapped
to under the BRST operator. The other arrows indicate the submodule structure of the
Wakimoto modules.
Bernard, Felder and independently Feigin, Frenkel proved that the cohomology of
this complex is entirely located in the middle Fock space, where it is isomorphic to the
irreducible representation of the sˆl2 algebra. This irreducible module is the space of
physical states of the model.
Hg =
KerQ(0)(g)
ImQ(0)(g − 1)
=
{
0 , g 6= 0
Hν , g = 0 .
(3.11)
Here Hν is the Hilbert space or the irreducible highest weight module.
4 Dotsenko representation for SL(2) WZW model
4.1 DOTSENKO MODULES OVER sˆl2 ALGEBRA
In the previous section we discussed the Wakimoto module over the sˆl2 Kac-Moody
algebra and the F(0) complex of these modules. We will now focus on the first nontrivial
module over sˆl2, the so-called Dotsenko module, and on a resolution sˆl2 in terms of
Dotsenko modules.
The problem we will address in this section arises quite naturally in the free field
approach to conformal field theories, namely how to construct all families of modules
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over sˆl2 (3.7) in terms of the free fields (3.1) and complexes whose cohomologies are
isomorphic to H.
A first step in this direction was done by Dotsenko [10]. He found the conjugate
representation for the highest weight vector using the corresponding Operator Product
Algebra. Explicitly
˜|j〉 =
(
ω†−1
)s+2j
e2iα0(j+s)x0|0〉 , (4.1)
with s = −k − 1.
Let us say a few words about the Dotsenko representation. It is clear from the
equation (4.1) that the power of ω†−1 is a negative integer
6. It means that analytic
continuation in s is necessary. However the continuation becomes a problem in the case
when the correlator contains two or more operators in the Dotsenko representation.
It easy to see that the vector (4.1) corresponds to the first singular vector in the Verma
module over sˆl2. Using the technique developed in sec.2 one arrives, after a straightfor-
ward calculation, at the following formula for the first non-trivial representation of the
highest weight vector
s1 =
(
J+−1
)p−ν
|j〉(0)
j→k+1−j
→ |j〉(1) =
(
ω†−1
)2j−k−1
e2iα0(j−k−1)x0|0〉 . (4.2)
In the above, we also used the formulas (3.3) and (3.7).
Now let us introduce a vector |j〉(1)(s) as
|j〉(1)(s) = −
1
2iπ
Γ(2j + 1 + s)
∫
C
dt(−t)−2j−1−se−tω
†
−1e2iα0(j−k−1)x0 |0〉 , (4.3)
where the integration contour is indicated in fig.4.
✛
✲
C
0
Fig.4: Contour C used in the construction of the Dotsenko representation as well as the
2-representation.
In (4.3) s ∈ C , s 6= −1,−2, ... . Our goal is to define the vector (4.3) as well as a
Fock space (Dotsenko module) in the case of s = −k − 1.
6We consider the case of integrable representations when k is positive integer and
0 ≤ j ≤ k/2 , 2j ∈ N .
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First of all compute the norm of the vector (4.3). Using the formula (A.2) of the
appendix A, one finds
〈j|j〉(1)(s) = Γ(2j + 1 + s) . (4.4)
Let us now define a normalized vector |ν〉(1) as
|ν〉(1)(s) = |j〉(1)(s)/
(
〈j|j〉(1)(s)
) 1
2 , ν = 2j + 1 . (4.5)
The vector |ν〉(1)(s) corresponds to the operator
φjj
(1)(z, s) = −
1
2iπ
Γ1/2(ν + s)
∫
C
dt(−t)−ν−se−tω
†(z)e2iα0(j−k−1)ϕ(z) . (4.6)
It has the following OP expansions with the currents (3.7)
J+(z1)φ
j
j
(1)(z2, s) = RT ,
J0(z1)φ
j
j
(1)(z2, s) =
1
z12
(j + s+ k + 1)φjj
(1)(z2, s) +RT , (4.7)
J−(z1)φ
j
j
(1)(z2, s) =
1
z212
J−1 φ
j
j
(1)(z2, s) +
1
z12
J−0 φ
j
j
(1)(z2, s) +RT ,
where
J−1 φ
j
j
(1)(z, s) =
s+ k + 1
2iπ
Γ1/2(ν + s)
∫
C
dt(−t)−2j−se−tω
†(z)e2iα0(j−k−1)ϕ(z) ,
J−0 φ
j
j
(1)(z, s) =
1
π
Γ1/2(ν + s)
∫
C
dt(−t)−2j−se−tω
†(z)e2iα0(j−k−1)ϕ(z)
×
(
−
t
2i
∂ω†(z) + (j + s+ k + 1)t−1ω(z)−
1
2α0
∂ϕ(z)
)
,
RT means terms which are regular as z1 → z2 ; z12 = z1 − z2.
Set
|J−1 〉(s) = limz→0
J−1 φ
j
j
(1)(z, s)|0〉 ,
|J−0 〉(s) = limz→0
J−0 φ
j
j
(1)(z, s)|0〉 .
Using (A.2) one can easily obtain the norms of these vectors
〈J−1 |J
−
1 〉(s) = (2j + s)(k + 1 + s)
2 , 〈J−0 |J
−
0 〉(s) = 4j
2 + (2j + s)(2j + s+ k/2) . (4.8)
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After taking the limit s→ −k − 1, eq.(4.8) becomes
〈J−1 |J
−
1 〉 = 0 , 〈J
−
0 |J
−
0 〉 = 8j
2 − j(3k + 4) + (k + 1)(k/2 + 1) . (4.9)
From (4.7) and (4.9) we get the following OP relations
J+(z1)φ
j
j
(1)(z2) = RT ,
J0(z1)φ
j
j
(1)(z2) =
1
z12
jφjj
(1)(z2) +RT , (4.10)
J−(z1)φ
j
j
(1)(z2) =
1
z12
J−0 φ
j
j
(1)(z2) +RT ,
with φjj
(1)(z) = lims→−k−1 φ
j
j
(1)(z, s).
As can easily be seen from (4.10), φjj
(1)(z) is the primary field corresponding to the
highest weight vector |ν〉(1) = lims→−k−1 |ν〉
(1)(s) = limz→0 φ
j
j
(1)(z)|0〉.
The screening operator in the Dotsenko representation is given by
S(1) = lim
s→−k−1
S(1)(s) ,
with
S(1)(s) =
∮
Cz
dz : J+(z)φ−1−1
(1)(z, s) :=
−
1
2iπ
(s− 1)1/2Γ1/2(s)
∮
Cz
∫
C
dzdt(−t)−se−tω
†(z)e−2iα0pϕ(z) .
Let V
(1)
j (s) be a space generated by the vector |ν〉
(1)(s) and the bosonized generators
(3.7).
Proposition 4.1
Let v ∈ V
(1)
j (s) and w ∈ F
(0)(ν,−1). Then 〈w|v〉(s) = 0 , ∀ v , w .
Proof. The proof of this proposition follows from the definitions of the spaces V
(1)
j (s)
and F (0)(ν,−1).
The scalar product of these vectors is given by
〈w|v〉(s) = const
∫
C
dt(−t)n−s , n ∈ Z .
Choosing s as s > 0 , s ∈ R , s >> n one can close the integration contour as shown
in fig.5.
11
✛
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Fig.5: Closing the integration contour C at infinity.
From this it follows that∫
C
dt(−t)n−s =
∮
C
dt(−t)n−s = 0 .
Note that the above procedure corresponds to the integration by parts in the deriva-
tion of the OP expansions (4.7). From this point of view, closing the integration contour
seems natural.
Let F
(1)
j (s) = V
(1)
j (s)⊕F
(0)(ν,−1). Then define the Dotsenko module as
F
(1)
j = lim
s→−k−1
F
(1)
j (s) .
Now let us turn to the structure of the Dotsenko module as a sˆl2 module. Consider
the following set of vectors
s
(1)
1 =
(
J+−1
)p−ν
|ν〉(1)(s) , s
(1)
2 =
(
J−0
)ν
|ν〉(1)(s) ,
s
(1)
3 =
(
J+−1
)p+ν (
J−0
)ν
|ν〉(1)(s) , s
(1)
4 =
(
J−0
)2p−ν (
J+−1
)p−ν
|ν〉(1)(s) ,
s
(1)
5 = ...
It is straightforward to see that, under s → −k − 1 {s
(1)
i } → the singular vectors of
the Verma module.
In terms of the free fields we have the following expressions for s
(1)
1 and s
(1)
2
s
(1)
1 =
(−)p−2j
2iπ
(ν + s)1/2...(p+ s− 1)1/2Γ1/2(p+ s)
∫
C
dt(−t)−p−se−tω
†
−1e2iα0(j+s)x0|0〉 ,
s
(1)
2 = −
1
2iπ
Γ1/2(1 + s)
∫
C
dt(−t)−1−s
(
1
α0
t−1a−1 − t
2ω†−2
)
e−tω
†
−1e2iα0(j+s)x0 |0〉 .
Their norms are given by
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〈s1|s1〉
(1)(s) = Γ(s+ p)/Γ(ν + s) , 〈s2|s2〉
(1)(s) = s(2p+ s− 1) . (4.11)
In the above, we consider the j = 0 case for the vector s
(1)
2 because its explicit expres-
sion in terms or the free fields has a rather complicated form. However the generalization
to a general j is straightforward. After taking the limit s→ −k − 1, eq.(4.11) becomes
〈s1|s1〉
(1) = 0 , 〈s2|s2〉
(1) 6= 0 . (4.12)
In an analogous way, one can calculate the norms of s3 and s4
〈s3|s3〉
(1) = 〈s4|s4〉
(1) = 0 . (4.13)
From (4.12) and (4.13) it follows that the structure of V
(1)
j is described by the diagram
shown in fig.6.
s
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2
Fig.6: The submodule structure of V
(1)
j .
Finally, the structure of the Dotsenko module is given by the diagram presented in
fig.7.
s
s
s
s
♣ ♣s
s
s
s
s
✻
❄
✻
❄
✻
❄
✡
✡
✡
✡✢ ✁
✁
✁
✁
✁
✁
✁☛ ✁
✁
✁
✁
✁
✁✁☛
◗
◗
◗❦
❩
❩
❩⑥
|ν〉(1)
s
(1)
2
|2p− ν〉(0)
c
(0)
1
m
(0)
1
c
(0)
2
s
(0)
2
m
(0)
2
s
(0)
1
Fig.7: The submodule structure of
the Dotsenko module F
(1)
j .
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An important remark is that the Dotsenko module contains the Verma module part
at the top and the Wakimoto module part at the bottom.
4.2 BRST-LIKE COMPLEX OF DOTSENKO MODULES
Let us now look at a BRST-like complex of the Dotsenko modules.
We first define the modules with the negative ghost numbers. They have the same
structure as shown in fig.7. Set
F (1)(ν, q) =
{
F
(1)
j−pn , q = −2n , n ∈ Z+
F
(1)
−j−1−pn , q = −2n− 1 ,
(4.14)
where F (1)(ν, 0) ≡ F
(1)
j . The number q is called the ghost number, in analogy to gauge
theories.
Now let us turn to the construction of the Dotsenko modules with the positive ghost
numbers. The starting point is the Wakimoto modules F (0)(ν, q − 1) with q > 0. Let
{ci , i > 1} be a subset of cosingular vectors of the Wakimoto module F
(0)(ν, q − 1)(see
fig.1). These cosingular vectors generate a space F (1)(ν, q). By construction of F (1)(ν, q)
one has the arrows of the diagram shown in fig.8.
s
s
s
s
s
s
s
❄
✻
◗
◗
◗❦✻
❄
✻
◗
◗
◗❦
◗
◗
◗❦
✁
✁
✁
✁
✁
✁
✁☛ ✁
✁
✁
✁
✁
✁
✁☛
m
(0)
3
c
(0)
2
m
(0)
1
s
(0)
1
m
(0)
2
s
(0)
2
m
(0)
4
Fig.8: The submodule structure of the Dotsenko modules F (1)(ν, q) , q > 0.
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Proposition 4.2
The following infinite sequence
Q(1)(−2)
→ F (1)(ν,−1)
Q(1)(−1)
→ F (1)(ν, 0)
Q(1)(0)
→ F (1)(ν, 1)
Q(1)(1)
→ F (1)(ν, 2)
Q(1)(2)
→ ,
Q(1)(q + 1)Q(1)(q) = 0 ,
Q(1)(q) =
{
Qp−ν , q = 2n , n ∈ Z
Qν , q = 2n+ 1 ,
is a complex.
We denote this complex by F(1). Notice that one has a relation between the ghost
numbers of F(0) and F(1) complexes.
g = q − 1 . (4.15)
Proof. The proof of this proposition follows from the structure of the F(0) complex,
our construction and an additional result presented below. The detailed structure of F(1)
can be pictured as shown in fig.9.
s
s
s
s
s
s
s
s
s
s
s
s
s
s
ss
s
s
s
ss
s
s
✲ ✲ ✲
✲✲✲
✲ ✲
✲ ✲
✲
✲ ❄
✻
❄
✻
✁
✁
✁
✁✁☛ ✄
✄
✄
✄
✄
✄
✄✎
❅
❅■
❄
✻✁
✁
✁
✁✁☛
❄
✻
❄
❅
❅■
❅
❅■ ✻
✻✄
✄
✄
✄
✄
✄
✄✎
❅
❅■
(-1)
(-2)
(-3)
F (1)(ν,−2)
F (1)(ν,−1)
F (1)(ν, 0)
F (1)(ν, 1)
F (1)(ν, 2)
Fig.9: The complex F(1). Horizontal arrows indicate where special vectors are mapped
to under the BRST operator. The other arrows indicate the submodule structure of the
Dotsenko modules.
By construction of F(1), the horizontal arrows of its bottom part are ones of the F(0)
complex (see fig.3).
15
Proposition 4.3
There are a sequence of horizontal arrows (−i).
Proof. Let us consider the arrow (−1). In this case it is rewritten as (see fig.9)
|v〉 ∼ Qν | − ν〉
(1) , |v〉 =
(
J−0
)ν
|ν〉(1) .
For simplicity we set j = 0 (ν = 1).
Next define vectors
|w〉(s) = −
1
2iπ
Γ1/2(s− 1)
∫
C
dt(−t)1−se−tω
†
−1e2iα0px0|0〉 ,
|v〉(s) = −
1
2iπ
Γ1/2(s+ 1)
∫
C
dt(−t)−s
(
−
1
α0
a−1 + tω
†
−2
)
e−tω
†
−1e2iα0(p−1)x0 |0〉 .
It is easy to see that |w〉(s)→ | − 1〉(1) , |v〉(s)→ J−0 |1〉
(1) under s→ −k − 1.
Compute the matrix element 〈v|Q(1)(−1)|w〉(s), here the BRST operator Q(1)(−1) =
Q1 is defined in (3.10). Using the integral (A.2) one gets
〈v|Q1|w〉(s) = (s(s− 1))
1/2 . (4.16)
After taking the limit s→ −k − 1, eq.(4.16) becomes
〈1|J−0 , Q1| − 1〉
(1) = (p(p− 1))1/2 . (4.17)
The same calculation can be repeated for a general j as well as i.
Finally, one can compute the cohomology of this complex
Hq =
KerQ(1)(q)
ImQ(1)(q − 1)
=
{
0 , q 6= 0
Hν , q = 0 .
(4.18)
where Hν is the irreducible module of sˆl2 (Hilbert space of the model).
4.3 CONFORMAL BLOCKS ON THE PLANE
In this section we use the Dotsenko representation together with the Wakimoto rep-
resentation to give an explicit calculations for conformal blocks on the plane.
As an example we compute the two-point function of the primary fields. This is
a trivial case, but it contains all technical subtleties which appear due to using the
Dotsenko representation.
Set |vac〉 = |0〉 , 〈vac| = 〈0|1(1)†, where 1(1) is the Dotsenko representation for the
identity operator. The simplest two-point function is given by
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〈φj−j(z1)φ
j
j(z2)〉 .
Choose the following representation for the primary fields: φj−j
(0)(z1) and φ
j
j
(1)(z2).
It is easy to see that one does not need additional screening operators as well as identity
operators. Finally, the two-point function is written as
〈φj−j(z1)φ
j
j(z2)〉
(~α,~β,~γ,~λ) = 〈0|1(1)†φj−j
(0)(z1)φ
j
j
(1)(z2)|0〉 . (4.19)
Here ~α = (0, 1) , ~β = (0, 1) , ~γ = ~λ = 0.
Then using the following two-point functions
〈ω(z1)ω
†(z2)〉 = i/z12 , 〈ϕ(z1)ϕ(z2)〉 = − ln(z12) , (4.20)
as well as the explicit formulas (3.6a), (4.6) for the primary fields and taking the limit
s→ −k − 1, one finds
〈φj−j(z1)φ
j
j(z2)〉
(~α,~β,~γ,~λ) = C1/z
2△
12 , C1 = i
4j+1(k...(k − 2j))
1
2 (4.21)
Here △ = j(j+1)/k+2. C1 can be absorbed into a proper normalization of the primary
fields.
In order to complete the representation of the conformal blocks on the plane let us
in the remaining part of this section sketch the BRST invariant chiral primary fields for
the Dotsenko representation.
Following [4,8], we introduce a chiral primary field mΦ
µ
νρ
(1) as
mΦ
µ
νρ
(1) : Hν →Hµ , (4.22)
where ν = 2j + 1 , ρ = 2j1 + 1 , µ = 2j2 + 1.
In terms of the free fields one has
mΦ
µ
νρ
(1)(z) = φjm
(1)(z)
r∏
i=1
∮
Ci
dziω
†(zi)e
2iα0ϕ(zi) , (4.23)
where the field φjm
(1)(z) corresponds to the state (J−0 )
j−m|ν〉(1) of the Dotsenko module.
A number of screening operators r is determined by the balance of charges in a three-
point function (matrix element of the operator (4.23))7. Ci are the integration contours
of the Felder’s type.
Following the method used by Bernard and Felder in [4,8], one can prove that the
chiral field (4.23) commutes with the BRST operator (3.10). In particular, one finds
QµmΦ
µ
νρ
(1)(z) = e
ipiµ(ν+1)
k+2 mΦ
−µ
ν−ρ
(1)(z)Qρ . (4.24)
7Note that r depends on a representation for the three-point conformal block, namely r(~β,~γ, ~λ)
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It should be noted that a phase factor in (4.24) is due to the free scalar field only. This
is so, because for s = −k − 1 the ω , ω† fields do not give rise to nontrivial monodromy.
This completes the representation of the conformal blocks on the plane.
5 One more representation for SL(2) WZW model
5.1 NEW MODULES OVER sˆl2 ALGEBRA
In this section we want to derive another nontrivial representation for the SL(2)
WZW model.
Our starting point is the second singular vector of the Verma module8. Explicitly
s2 = (J
−
0 )
ν |j〉(0) . (5.1)
After a straightforward calculation one arrives at the following formula for the second
nontrivial representation of the highest weight vector
|j〉(2) = (J−0 )
−2j−1| − j − 1〉(0) . (5.2)
Following the method used in sec.4 for the Dotsenko representation, one can define
a vector |j〉(2)(s) as
|j〉(2)(s) = −
1
2iπ
Γ(1 + s− 2j)
∫
C
dt(−t)2j−s−1(1 + tω0)
−2j−2e2iα0(j+1)x0 |0〉 , (5.3)
where the integration contour C is shown in fig.4, and where s is an arbitrary noninteger
parameter. Also, we used the formulas (3.5) and (3.7) in the above.
Note that, in comparison with the Dotsenko representation, the 2-representation has
simpler expressions for the primary fields and the singular vector. Namely
|j,m〉(2)(s) = −
1
2iπ
Γ(1+s− j−m)
∫
C
dt(−t)j+m−s−1(1+ tω0)
−2j−2e2iα0(j+1)x0 |0〉 , (5.4)
s2 = −
1
2iπ
Γ(2 + s)
∫
C
dt(−t)−s−2(1 + tω0)
−2j−2e2iα0(j+1)x0 |0〉 . (5.5)
Here |j〉(2)(s) ≡ |j, j〉(2)(s).
8We shall call the representation φ
(α)
j as the α-representation here and below. Then the Wakimoto
representation is the 0-representation, the Dotsenko - the 1-representation, etc.
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The normalized vector |ν〉(2)(s) = |j〉(2)/(〈j|j〉(2)(s))1/2 corresponds to the operator
φjj
(2)(z, s) = −
1
2iπ
Nj
∫
C
dt(−t)2j−s−1(1− itω(z))−2j−2e2iα0(j+1)ϕ(z) , (5.6)
where Nj = Γ
1/2(1 + s− 2j)Γ(2 + 2j)/Γ(s+ 3).
It has the following OP expansions with the currents (3.7)
J+(z1)φ
j
j
(2)(z2, s) =
(1 + s)Nj
2iπz12
∫
C
dt(−t)2j−s(1− itω(z2))
−2j−2e2iα0(j+1)ϕ(z2) +RT ,
J0(z1)φ
j
j
(2)(z2, s) = −
(j − s− 1)Nj
2iπz12
∫
C
dt(−t)2j−s−1(1−itω(z2))
−2j−2e2iα0(j+1)ϕ(z2)+RT ,
(5.7)
J−(z1)φ
j
j
(2)(z2, s) = −
(1 + s− 2j)Nj
2iπz12
∫
C
dt(−t)2j−s−2(1−itω(z2))
−2j−2e2iα0(j+1)ϕ(z2)+RT .
In terms of states the equation (5.7) is given by
Jαn |ν〉
(2)(s) = 0 , α = {+,−, 0} , n > 0 . (5.7a)
Set
|i〉(s) =


(
J+0
)i
|ν〉(2)(s) , i > 0 , i ∈ N ,
|ν〉(2)(s) , i = 0 ,(
J−0
)|i|
|ν〉(2)(s) , i < 0 .
(5.8)
Using (3.7) and (B.4) one can easily get the norms of these vectors
〈i|i〉(s) =


(s− 2j)...(s− 2j − i+ 1) , i > 0 ,
1 , i = 0 ,
(s+ 1− 2j)...(s− i− 2j)/(s+ 2)2...(s+ 1− i)2 , i < 0 .
(5.9)
The connections between these vectors can be illustrated by the following diagram
· · · ←→ |2〉(s)←→ |1〉(s)←→ |0〉(s)←→ | − 1〉(s)←→ | − 2〉(s)←→ · · ·
Here the arrows denote an action of J+0 and J
−
0 .
After taking the limit s→ −1, eq.(5.9) reduces to
〈i|i〉 =


(−)i(2j + 1)...(2j + i) , i > 0 ,
1 , i = 0 ,
(−)i2j...(2j + 1 + i)/(i!)2 , −2j ≤ i < 0 .
(5.10)
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In fact, it is not hard to see that the previous diagram becomes
· · · ←→ |2〉 ←→ |1〉 ←− |0〉 ←→ | − 1〉 ←→ | − 2〉 ←→ · · · ←→ | − 2j〉
As a consequence of the eq.(5.10) the vector |ν〉(2) = lims→−1 |ν〉
(2)(s) is not the
highest weight vector. One has
Jαn |j〉
(2) = 0 , α = {+,−, 0} , n > 0 ,
J+0 |ν〉
(2) 6= 0 , J00 |ν〉
(2) = j|ν〉(2) , J−0 |ν〉
(2) 6= 0 . (5.11)
Let nˆ′− be a subalgebra on the creation operators of sˆl2 without J
−
0 . Let Vi(s) be a
space generated by the vector |i〉(s) and the bosonized generators of nˆ′−. Define a space
Vj(s) as Vj(s) =
∑+∞
i=−∞⊕Vi(s). The algebra sl2 acts on Vi(s) as follows
J+0 : Vi(s)→ Vi+1(s)⊕ Vi , J
0
0 : Vi(s)→ Vi , J
−
0 : Vi(s)→ Vi−1(s)⊕ Vi .
It is not hard to prove that in the case of s = −1 the space V = lims→−1 Vj(s) has
the same structure as given in the above diagram.
Now one can define a space V
(2)
j as V
(2)
j = V/SV , where SV =
∑+∞
i=1 ⊕Vi , Vi =
lims→−1 Vi(s). As a consequence of the above, the vector |ν〉
(2) becomes the highest
weight vector (with respect to V
(2)
j ).
We now proceed in complete accordance with the construction of the Dotsenko mod-
ule.
Proposition 5.1
Let v ∈ V
(2)
j (s) and w ∈ F
(0)(ν, 1). Then 〈w|v〉 = 0 , ∀v , w .
Proof. The proof is the same as one of the Proposition 4.1.
Define the 2-module as
F
(2)
j = V
(2)
j ⊕F
(0)(ν, 1) .
Now let us turn to the structure of this module as a sˆl2 module.
Consider the following set of vectors
s
(2)
1 =
(
J+−1
)p−ν
|ν〉(2)(s) , s
(2)
2 =
(
J−0
)ν
|ν〉(2)(s) ,
s
(2)
3 =
(
J+−1
)p+ν (
J−0
)ν
|ν〉(2)(s) , s
(2)
4 =
(
J−0
)2p−ν (
J+−1
)p−ν
|ν〉(2)(s) ,
s
(2)
5 = ...
It is straightforward to see that, under s → −1 {s
(2)
i } → the singular vectors of the
Verma module. In terms of the free fields they are given by
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s
(2)
1 = −
1
2iπ
Nj
∫
C
dt(−t)2j−s−1(ω†−1)
p−ν(1 + tω0)
−2j−2e2iα0(j+1)x0 |0〉 ,
s
(2)
2 = −
1
2iπ
N ′j
∫
C
dt(−t)−s−2(1 + tω0)
−2j−2e2iα0(j+1)x0 |0〉 ,
s
(2)
3 = −
1
2iπ
N ′j
∫
C
dt(−t)−s−2(ω†−1)
p+ν(1 + tω0)
−2j−2e2iα0(j+1)x0|0〉 ,
s
(2)
4 = −
1
2iπ
Nj
∫
C
dt(−t)2j−s−1
(
J−0 (ωn, ω
†
n, an)
)2p−ν
(1 + tω0)
−2j−2e2iα0(j+1)x0 |0〉 .
where N ′j = Γ(2j + 2)/(s+ 2)Γ
1/2(1 + s− 2j).
Their norms in the case s=-1 are given by
〈s1|s1〉
(2) = (p− ν + 1) , 〈s2|s2〉
(2) = 〈s3|s3〉
(2) = 〈s4|s4〉
(2) = 0 . (5.12)
In the above, we consider the j = 0 case for the vector s
(2)
4 because its explicit
expression in terms of the free fields has a rather complicated form. Recall that the same
is in the case of the vector s
(1)
2 for the Dotsenko representation (see sec.4.1). In this sense
the 2-representation has simpler expressions for the primary fields and singular vectors
than the 1-representation. However the generalization to a general j is straightforward.
From (5.12) it follows that the structure of V
(2)
j is described by the diagram shown in
fig.10. Finally, the structure of the 2-module is given by the diagram presented in fig.11.
s
s
✓
✓
✓
✓✓✴
|ν〉(2)
s
(2)
1
Fig.10: The submodule structure of V
(2)
j .
s
s
s
s
s
s
s
s
s
✻
❄
✻
❄
✻
✓
✓
✓
✓✓✴ ✁
✁
✁
✁
✁
✁
✁☛ ✁
✁
✁
✁
✁
✁
✁☛ ✁
✁
✁
✁
✁
✁
✁☛
❩
❩❩⑥
❩
❩
❩⑥
|ν〉(2)
| − ν〉(0)
c
(0)
1
m
(0)
1
c
(0)
2
s
(0)
2
m
(0)
2
s
(0)
1
s
(2)
1
Fig.11: The submodule structure of
the 2-module F
(2)
j .
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Note that the 2-module contains the Verma module part at the top and the Wakimoto
part at the bottom.
5.2 BRST-LIKE COMPLEX OF 2-MODULES
Let us now construct BRST-like complex of 2-modules.
We first define the modules with the positive ghost numbers. They have the same
structure as shown in fig.11.
Set
F (2)(ν, b) =
{
F
(2)
j+pn , b = 2n , n ∈ Z+
F
(2)
−j−1+pn , b = 2n+ 1 ,
(5.13)
where F (2)(ν, 0) ≡ F
(2)
j . The number b is called the ghost number, in analogy to gauge
theories.
Now let us turn to the construction of the 2-modules with the negative ghost numbers.
The starting point is the Wakimoto modules F (0)(ν, g) with g < 1. Define a space
F (2)(ν, b) as F (2)(ν, b) = F (0)(ν, b+1)/SF (0)(ν, b+1), where SF (0)(ν, b+1) is a submodule
generated by the vector |ν + pb〉(0), if b = 2n, or by |ν + p(b − 1)〉(0), if b = 2n− 1. By
construction of F (2)(ν, b) one has the arrows of the diagram shown in fig.12.
s
♣s
s
s
s
s
s
❄
✻
❄
❄
✻
✓
✓
✓
✓✓✴ ✁✁
✁
✁
✁
✁✁☛
✁
✁
✁
✁
✁
✁✁☛
❩
❩
❩⑥
◗
◗◗❦
m
(0)
2
s
(0)
2
m
(0)
4
m
(0)
3
c
(0)
2
m
(0)
1
c
(0)
1
Fig.12: The submodule structure of the 2-module F (2)(ν, b) , b < 0.
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Proposition 5.2
The following infinite sequence
Q(2)(−2)
→ F (2)(ν,−1)
Q(2)(−1)
→ F (2)(ν, 0)
Q(2)(0)
→ F (2)(ν, 1)
Q(2)(1)
→ F (2)(ν, 2)
Q(2)(2)
→ ,
Q(2)(b+ 1)Q(2)(b) = 0 ,
Q(2)(b) =
{
Qp−ν , b = 2n , n ∈ Z
Qν , b = 2n+ 1 ,
is a complex9.
We denote this complex by F(2). Notice that one has a relation between the ghost
numbers of F(0) and F(2) complexes.
q = b+ 1 (5.14)
Proof. The proof of this proposition follows from the structures of the F(0) complex
of the Wakimoto modules, and of the Feigin-Fuchs complex of the Verma modules as
well as from the above construction.
The detailed structure of F(2) can be pictured as in fig.13.
s
s
s
s
s
s
s s
s
s
s
s
s
s
s
s
s
s
s
s
s
s
s ✲ ✲ ✛
✲✲✲
✲ ✛
✲✲
✛
✲
✁
✁
✁
✁✁☛ ✻
❄
✻
✂
✂
✂
✂
✂
✂
✂✌ ✄
✄
✄
✄
✄
✄
✄✎
❅
❅■
✁
✁
✁
✁✁☛ ✂✂
✂
✂
✂
✂
✂✌
✻
✁
✁
✁
✁✁☛
❄
✂
✂
✂
✂
✂
✂
✂✌
❄
✻✄
✄
✄
✄
✄
✄
✄✄✎
❅
❅■
❄
✂
✂
✂
✂
✂
✂
✂✂✌
F (2)(ν,−2)
F (2)(ν,−1)
F (2)(ν, 0)
F (2)(ν, 1)
F (2)(ν, 2)
(3)
(2)
(1)
Fig.13: The complex F(2). Horizontal arrows indicate where special vectors are mapped
to under the BRST operator. The other arrows indicate the submodule structure of the
2-modules.
9In fact Q(2)(b) is the BRST operator with respect to the Wakimoto part of this complex (see below).
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By construction of F(2), the horizontal arrows of its bottom part are the ones of
the F(0) complex (see fig.3). The arrows (i) of its top part are due to the Feigin-Fuchs
complex of the Verma modules [15]. It is easy to see that the ghost number b is one with
respect to the Wakimoto part of the complex F(2). The ghost number for the Verma
part is equal to −b. It should be noted that the BRST operator for the Verma part is
not expressed in terms of the free fields.
Finally, one can compute the cohomology of this complex
Hb =
KerQ(2)(b)
ImQ(2)(b− 1)
=
{
0 , b 6= 0
Hν , b = 0 .
(5.15)
where Hν is the irreducible sˆl2-module (Hilbert space of the model).
It is expected that there is an infinite set of modules. The Verma and Wakimoto
modules are the boundary modules of this set. Repeating the procedure used in sec.4
and 5 one can step by step build an arbitrary module from this set. In fact we have the
following diagram
•∞ · · · •2 ←− •1 ←− •0
where 0 corresponds to the Wakimoto module, 1 to the Dotsenko module,..., ∞ to the
Verma module.
5.3 CONFORMAL BLOCKS ON THE PLANE
In this section we use the 2-representation together with the Wakimoto representation
to give an explicit calculation for conformal blocks on the plane. As an example we
compute the two-point function of the primary fields.
Set |vac〉 = |0〉 , 〈vac| = 〈0|1(2)†, where 1(2) is the 2-representation for the identity
operator. The simplest two-point function is given by10
〈φj−m(z1)φ
j
m(z2)〉 .
Chose the following representations for the primary fields φj−m
(0)(z1) and φ
j
m
(2)(z2).
It is easy to see that one does not need either additional screening operators or identity
operators. In order to compare the calculation with the one of sec.4.3 we set m = j.
Then
10In this representation as well as in the Wakimoto there are simple explicit expressions for the fields
φjm(z) (see (3.6a),(5.4)).
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〈φj−j(z1)φ
j
j(z2)〉
(~α,~β,~γ,~λ) = 〈0|1(2)†φj−j
(0)(z1)φ
j
j
(2)(z2)|0〉 . (5.16)
Here ~α = (0, 2) , ~β = (0, 2) , ~γ = ~λ = 0.
Using (4.10) as well as the formulas (3.6a),(5.4) for the primary fields and taking the
limit s→ −1, one arrives at the result
〈φj−j(z1)φ
j
j(z2)〉
(~α,~β,~γ,~λ) = C2/z
2△
12 , C2 = i
4j(2j!) . (5.17)
C2 can be absorbed into a proper normalization of the primary fields.
Let us conclude this section with some remarks.
(i) In contrast to the previous case (4.21) the z12 − dependence in (5.17) is only due
to the scalar field ϕ. The fields (ω, ω†) don’t give rise to the dependence on z12. It is the
same as in the Dotsenko-Fateev representation of a two-point function for the minimal
model.
(ii) An interesting result is that the 2-representation does not have the screening
operator. Explicitly
S(2) =
∮
Cz
dz : J+(z)φ−1−1
(2)(z) : ∼
∮
C
dt(−t)−2 = 0 . (5.18)
(iii) One has to be careful using the 2-representation to compute the conformal blocks,
since the vector |ν〉(2) is the highest weight vector for the factor space (see sect.5.1). The
problem is to take this fact into account in explicit calculations of the conformal blocks.
(iiii) Following [4,8], one can try to introduce a chiral primary field as
mΦ
µ
νρ
(2) : Hν →Hµ , (5.19)
where ν , µ , ρ are given by (4.22).
However there are two problems. The first problem is to write the field mΦ
µ
νρ
(2) in
terms of the free fields. The second is to prove the BRST invariance of this field11.
6 Conclusions
First let us say a few words about the results.
The free field representation provides in principle a powerful way to obtain the cor-
relators and compute the Operator Algebra of the primary fields. In this paper we have
reworked and completed the free field representation for so-called degenerate conformal
field theories, relying on the singular vectors in the Verma modules. Based on this con-
struction, the full set of representations for the primary operators as well as a proper
definition for conformal blocks have been proposed. As an example we have considered
11A possible solution of the first problem is mΦ
µ
νρ
(2)(z) = φjm
(2)(z)
∏r
i=1
∮
Ci
dziω
†(zi)e
2iα0ϕ(zi) (see
eq.(4.23)). The second problem is more complicated because an explicit expression for a BRST operator
in the Verma part of F(2) is not available in terms of the free fields.
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the new modules for the SL(2) WZW model. They are, in fact, the simplest non-
trivial modules in the full set of bosonized highest weight representations of sˆl2 algebra.
The Wakimoto and Verma modules appear as boundary modules of this set. We have
constructed the BRST-like complexes of these modules. We have also computed the
two-point function of the primary fields by using the new nontrivial representations.
Let us now conclude by mentioning some open problems.
(i) We have seen that the bosonized theory has the additional quantum number. This
means that there is a hidden symmetry in the theory. The problem is to understand
what underlies this symmetry.
Going one step further, one can consider, as an example, the SL(2) WZW model.
One interesting observation is that in this case the screened vertex operators (chiral
primary field) define the representation of the quantum group SU(2)q [16]. In fact they
are a subset of the full set of the representations for the screened vertex operators. In the
bosonized theory there is an infinite representation of a quantum group. The problem is
to understand what is a quantum group as well as an algebra of the screening operators12.
Note that the quantum group appears due to the bosonization.
(ii) The second problem is impressive too. It concerns a new type of the bosonization.
The point is that in the well-known Friedan-Martinec-Shenker bosonization when one
writes an initial set of the free fields in terms of a new set then the structure of the Fock
space changes automatically [17]. In our bosonization we have the same set of the free
fields but we change the structure of the Fock space by using a different representation13.
Hence, we will call this bosonization as the bosonization II.
It would be very interesting to obtain identities between the special functions by using
our bosonization. It seems that the computation of the characters (partition functions
of the irreducible representation Hν for sˆl2) is the simplest example. More complicated
examples are the correlation functions on the higher genus Riemann surfaces.
(iii) As we have seen in sec.4,5 the SL(2) WZW model yields an example of a βγ
system with a background charge. It seems that such systems appear naturally in non-
trivial representations and it would be usefully to develop a theory for these systems.
Some steps in this direction have been taken in works [10,18].
(iiii) One can use the different representations for the primary fields in order to obtain
solutions of the Knizhnik-Zamolodchikov equation via the Ward identities [14]14. The
generalization is to use more than one field in nontrivial representation. Then we may
find a set of solutions via the Ward identities. Now the problem is to separate the basis
(linear-independent solutions) from this set.
(iiiii) One has seen in the example of the SL(2) WZW model that the BRST-like
operators are built via the S(0) screening operator. It is expected that these operators
12As we have seen in above there is an infinite set of the screening operators S(γ) in this theory.
13These representations correspond to the different values of the new quantum number.
14In fact, one does not need the bosonized theory in this case. We can use the expressions for the
primary fields in terms of currents (Malikov-Feigin-Fuchs solutions).
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can also be constructed in terms of an arbitrary screening operator S(γ). From this
point of view one has an infinite set of the BRST-like operators as well as complexes
corresponding to them.
(iiiiii) In conclusion, we would like to stress that one can apply the technique devel-
oped in sec.2 to the minimal models, W algebras, d = 2 gravity etc. Now the problem
is to find explicit expressions for the singular vectors in these theories. However one
can try to use a such effective tool as the Drinfeld-Sokolov reduction, which relates W
algebras to the Kac-Moody algebras, in order to overcome this obstacle.
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Appendix A
In this appendix we will compute an integral used in sec.4 in order to construct the
Dotsenko representation.
Let us consider an integral
I(a) =
∫
Ct
∫
Cv
dtdv(tv)aetv , (A.1)
where the integration contours Ct and Cv are shown in fig.4, and where a is a parameter.
Using the formal formula∮
Ct
dt(−t)−ae−bt = −2iπba−1/Γ(a)
one easily arrives at the result
I(a) = (2iπ)2/Γ(−a) . (A.2)
The right hand side of (A.2) can be defined for other values of a by the analytic
continuation.
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Appendix B
The purpose of this appendix is to compute an integral relevant for the 2-representa-
tion.
Let
I(a, b) =
(
Γ(a)
2iπ
)2 ∫
Ct
∫
Cv
dtdv(tv)−a〈0|(1− vω†0)
b(1 + tω0)
b|0〉 , (B.1)
where the integration contours Ct , Cv are represented in fig.4. a , b are parameters and
ω0 , ω
†
0 are zero modes of ω(z) and ω
†(z).
Taking into account the commutation relation (3.2), one finds
I(a, b) =
(
Γ(a)
2iπ
)2 ∫
Ct
∫
Cv
dtdv(tv)−a 2F0(−b,−b; tv) , (B.2)
where 2F0(−b,−b; tv) is the degenerate hypergeometric function [19].
Using the integral representation for 2F0(−b,−b; tv), we arrive at the following for-
mula
I(a, b) =
(
Γ(a)
2iπ
)2
lim
k→∞
1
B(−b, k + b)
∫
Ct
∫
Cv
∫ 1
0
dtdvdx(tv)−a
x−b−1(1− x)k+b−1
(1− x(1 + ktv))−b
.
(B.3)
Finally, it follows from (B.7), the definition of the B function and the relation
lim|z|→∞ z
xΓ(z)/Γ(z + x) = 1, that the integral I(a, b) is given by
I(a, b) = Γ(a)Γ2(a− b− 1)/Γ2(−b) . (B.4)
Now let us calculate one more integral.
Set
I(a, b, k, x) =
∫
Ct
∫
Cv
dtdv(tv)a(1− x(1 + ktv))b . (B.5)
Using the hypergeometric function and its integral representation, one obtains
I(a, b, k, x) =
(1− x)b
B(−b, 1 + b)
∫
Ct
∫
Cv
∫ 1
0
dtdvdy
(tv)ay−b−1(1− y)b
1 + ktvxy/1− x
. (B.6)
Choose the parameter a, so that Re a < 0. This suggests that the contour Ct becomes
the one shown in fig.5. Now the point (1 − x)/kvxy is inside of the contour. By using
the Cauchy theorem as well as the definition of the B function, we finally arrive at the
result
I(a, b, k, x) = (2iπ)2(−xk)−a−1(1− x)a+b+1
Γ(−a− b− 1)
Γ(−a)Γ(−b)
. (B.7)
28
References
[1] A.A.Belavin, A.M.Polyakov and A.B.Zamolodchikov, Nucl.Phys. B241 (1984) 333
[2] B.L.Feigin and D.B.Fuchs, Moscow preprint (1983); Funct.Anal.Appl.17 (1983) 241
[3] Vl.S.Dotsenko and V.A.Fateev, Nucl. Phys. B240 [FS12] (1984) 312; Nucl. Phys.
B251 [FS13] (1985) 691
[4] G.Felder, Nucl.Phys. B317 (1989) 215
[5] M.Wakimoto, Commun.Math.Phys. 104 (1986) 604
[6] A.B.Zamolodchikov, talk given at Montreal (1988), unpublished
[7] B.Feigin and E.Frenkel: “Representation of affine Kac–Mody algebras and bosoniza-
tion”, in Physics and Mathematics of Strings, V.G.Knizhnik Memorial Volume,
World Scientific (1990); Lett.Math.Phys. 19 (1990) 307; Commun.Math.Phys. 128
(1990) 161
[8] D.Bernard and G.Felder, Commun.Math.Phys. 127 (1990) 145
[9] A.B.Zamolodchikov and V.A.Fateev, Sov.J.Nucl.Phys. 43 (1986) 657
[10] Vl.S.Dotsenko, Nucl.Phys. B338 (1990) 747; Nucl.Phys. B358 (1991) 541
[11] P.Bouwknegt, J.McCarthy and K.Pilch, Prog.Theor.Phys.Suppl. 102 (1990) 67
[12] D.Friedan, Z.Qiu and S.Shenker, Phys.Rev.Lett. 52 (1984) 1575;
Vl.S.Dotsenko, Nucl. Phys. B235 [FS11] (1984) 54
[13] F.G.Malikov, B.L.Feigin and D.B.Fuchs, Funk.Anal.i ego Pril. 20 (1988) 25
[14] B.Feigin and F.Malikov, Integral Intertwining Operators and Complex Powers of
Differential (q-difference) Operators, preprint RIMS-894 (1992)
[15] B.L.Feigin and D.B.Fuchs, Moscow preprint (1983)
[16] S.Gomez and G.Sierra, Phys.Lett. B240 (1990) 149; Nucl.Phys. B352 (1991) 791
[17] D.Friedan, E.Martinec and S.Shenker, Nucl.Phys. B271 (1986) 93
[18] O.D.Andreev, Nucl.Phys. B409 (1993) 417
[19] H.Bateman and A.Erdelyi, Higher transcendental functions, New York Toronto Lon-
don Mc Graw-Hill Book Company, INC.1953
29
