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Résumé
0.1 Introduction
La classiﬁcation non supervisée de séquences de protéines en groupes fonctionnels est un problème
important et encore non résolu en bioinformatique. Les projets de séquençage de génomes à
grande échelle produisent une énorme quantité de nouvelles séquences à analyser. La taille des
bases de données de séquences est de plus en plus considérable. La gestion et la recherche
d'information dans de telles quantités de données est devenu un sujet de recherche en soi. Il est
désormais nécessaire de grouper automatiquement les séquences de protéines en familles grâce
à des programmes informatiques. Ce résumé est organisé de la façon suivante. La Section
0.2 déﬁnit le problème de la classiﬁcation non supervisée et décrit les particularités liées à la
classiﬁcation de séquences de protéines. Il présente également diﬀérentes approches publiées,
traitant de la classiﬁcation de séquences de proteines. Ce travail de thèse est consacré à la
conception, l'implémentation et la validation d'un algorithme de classiﬁcation non supervisée de
séquences de protéines. Les détails de cette approche nouvelle sont présentés dans la Section 0.3.
L'originalité de cette méthode de classiﬁcation réside dans le fait qu'elle se base sur la présence
de motifs courts et sans insertion/délétion, conservés au cours de l'évolution. Le programme
informatique découlant de ce travail a été baptisé CliPS pour Clustering Protein Sequences. Une
série de jeux de données ont été construits pour eﬀectuer le paramétrage et la validation de CliPS
(Section 0.4). Le paramétrage de CliPS est décrit dans la Section 0.5. Cette section résume aussi
les expériences eﬀectuées pour mesurer la convergence, la robustesse et la capacité de CliPS à
traiter des données de taille supérieure. Pour des ensembles de données diﬃciles, CliPS a obtenu
de meilleurs résultats que plusieurs méthodes de classiﬁcation publiées. En outre, ce nouvel
algorithme a classiﬁé de façon adéquate des données ayant une faible similitude à l'intérieur des
groupes recherchés, et il a pu traiter le cas diﬃcile de séquences ayant des motifs répétés et/ou
inversés. Ces résultats sont présentés dans la Section 0.6.
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xiv RÉSUMÉ
0.2 La classiﬁcation non supervisée et les protéines
0.2.1 La classiﬁcation non supervisée
La classiﬁcation non supervisée, ou automatique, est la science qui consiste à trouver des groupes
à l'intérieur d'un ensemble de données. Cela implique le tri des données de sorte que les objets
placés à l'intérieur d'un même groupe soient très similaires entre eux et que les diﬀérents groupes
soient bien distincts. La classiﬁcation de données est utile pour l'analyse d'un ensemble de don-
nées complexe, elle permet aussi de résumer un grand nombre d'objets en un nombre restreint
de groupes. Cette technique est utilisée dans un très grand nombre de disciplines telles que la
biologie, la médecine, la psychiatrie, etc.
La classiﬁcation non supervisée nécessite la résolution de deux problèmes: d'abord, il faut
déﬁnir une mesure de distance qui permet d'évaluer le niveau de similitude entre les objets à
classiﬁer. Ensuite, le groupement des objets est accompli par un algorithme de classiﬁcation. Il
existe de nombreuses mesures de distance et de nombreux algorithmes de classiﬁcation tradition-
nellement utilisés. La mesure de distance la plus répandue est la distance Euclidienne, mais il
existe de nombreuses variantes. Des mesures de distance particulières ont été établies pour déﬁnir
la similitude entre des données binaires, dont la distance de Jaccard utilisée dans ce travail. Les
algorithmes de classiﬁcation automatiques traditionnels sont groupés en deux grandes classes:
les méthodes hiérarchiques et les méthodes de partition. Une série de variantes et des approches
originales existent aussi. Ces méthodes de classiﬁcation sont des heuristiques car le nombre de
classiﬁcations possibles grandit rapidement lorsque la taille de l'ensemble de données atteint une
certaine taille (par exemple, il existe plus de 4× 1018 façons de grouper 25 objets). De manière
générale, il n'existe pas une mesure de distance ou une méthode de classiﬁcation universelle, qui
permette de grouper n'importe quel ensemble de données en une classiﬁcation idéale. Le choix
de la mesure et de l'algorithme de classiﬁcation doit être adapté au type de données à classiﬁer,
et ce choix repose en grande partie sur l'expertise et l'instinct de l'expérimentateur.
0.2.2 Les protéines
Ce travail s'inscrit dans le contexte des séquences de protéines. Les protéines sont des macro-
molécules impliquées dans un grand nombre de mécanismes cellulaires. Elles sont formées par
l'assemblage de composants élémentaires, les acides aminés. Il existe 20 acides aminés communs,
qui diﬀèrent dans leurs propriétés physico-chimiques. L'assemblage linéaire des acides aminés
constitue la structure primaire d'une protéine. Pour être pleinement fonctionnelle, une protéine
doit souvent être modiﬁée ou former un complexe avec un ou plusieurs autres composés chim-
iques. Une protéine doit parfois être clivée ou s'associer avec une autre séquence pour adopter
sa conformation tridimensionnelle fonctionnelle.
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Dans une séquence primaire de protéine, toutes les positions n'ont pas la même importance.
Certaines régions conservées appelées domaines, ou motifs lorsqu'ils sont courts, jouent un rôle
essentiel dans l'interaction avec d'autres molécules et le repliement de la protéine, lui assurant sa
fonctionnalité. La plupart des protéines sont composées de plusieurs domaines, elles sont alors
appelées protéines multi-domaines. Le répertoire des domaines semble naturellement limité, et
les domaines sont répétés et/ou combinés de diﬀérentes façons pour former l'ensembles des pro-
téines d'un organisme. Ce recyclage de domaines est favorisé au cours de l'évolution par rapport
à la réinvention de zéro. Alors que les petites protéines sont composées d'un seul domaine, les
grandes protéines sont formées pas la combinaison de plusieurs domaines. Cette combinaison
est communément appelée l'architecture d'une protéine. La plupart des architectures conser-
vent l'ordre des domaines. Cependant, il arrive qu'un événement de recombinaison génomique
provoque une permutation dans l'ordre linéaire des domaines, tout en préservant la structure
tridimensionnelle et la fonctionnalité de la protéine. Dans la structure primaire des protéines,
l'arrangement de diﬀérents types de domaines, leur répétition et leur permutation, mettent en
diﬃculté bon nombre d'outils d'analyse de séquence.
0.2.3 Les méthodes de classiﬁcation de protéines
Plusieurs travaux dédiés à la classiﬁcation de protéines ont été publiés. Comme mesure de dis-
tance, la majorité des méthodes de classiﬁcation automatiques de protéines se basent sur un score
issu de l'alignement deux à deux des protéines. Deux séquences sont alignées, chaque acide aminé
de la première séquence correspondant à un acide aminé ou une insertion/délétion de la deuxième
séquence; un score reﬂétant la distance est calculé selon un système choisi. Ce protocole est ap-
pliqué à toutes les paires de séquences de l'ensemble de données. Les outils les plus fréquemment
utilisés pour calculer un score d'alignement et déterminer sa validité statistique sont BLAST
(Altschul et al., 1997) ou l'algorithme de Smith et Waterman (Smith and Waterman, 1981). Des
travaux ont étudié des mesures de distance alternatives entre des séquences de protéines, mais
la plupart n'ont pas abouti à une application concrète. Une grande variété d'algorithmes de
classiﬁcation ont été appliqués aux séquences de protéines. La classiﬁcation hiérarchique a été
largement utilisée, ainsi que des méthodes de partition de graphe ou des méthodes de partition
traditionnelles.
Parmi les contributions majeures de classiﬁcation de protéines, TribemCL (Enright et al.,
2002), SYSTERS (Krause et al., 2005), et JACOP (Sperisen and Pagni, 2005) sont des méth-
odes originales fréquemment utilisées. D'autres approches moins connues, telles que SPC (Tetko
et al., 2005) sont aussi disponibles. La Table 2.3 donne une liste des diﬀérentes méthodes. Elle
indique la mesure de base utilisée pour calculer la distance entre deux protéines et le type de
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méthode de classiﬁcation utilisé. Une note indique si une approche est disponible en tant qu'outil
indépendant ou si seuls des résultats précalculés et enregistrés dans une base de données sont
accessibles à la communauté.
Deux points importants sont à souligner. 1) Aucune méthode de classiﬁcation de protéines
ne prend en compte le contenu en domaines, motifs ou régions conservées au cours de l'évolution,
pour calculer la distance entre deux protéines. La plupart des méthodes se basent sur un score
unique d'alignement linéaire entre deux protéines, score peu adapté à la nature modulaire et
l'architecture parfois complexe des protéines. 2) La plupart des méthodes de classiﬁcation de
protéines ne sont pas disponibles en tant qu'outil pouvant être appliqué à un ensemble de don-
nées choisi par l'utilisateur.
Le but premier de ce travail est de développer un outil pour faciliter la compréhension rapide
d'un ensemble de séquences hétérogène et inconnu. CliPS fournit à l'utilisateur une classiﬁca-
tion automatique mais judicieuse des séquences, classiﬁcation fondée sur la fonctionnalité des
protéines analysées. De plus, CliPS met en évidence les régions conservées ou motifs qui sont
caractéristiques de chaque groupe de séquences détecté. La localisation de ces motifs peut servir
de point de départ pour de plus amples investigations.
0.3 CliPS: une nouvelle méthode pour classiﬁer automatique-
ment les protéines
L'algorithme de CliPS a été conçu et implémenté durant ce travail de thèse. Cette section résume
les principales caractéristiques de cet algorithme.
CliPS applique une initialisation qui consiste à séparer l'ensemble de données en un nombre
limité de groupes contenant des séquences tirées aléatoirement dans l'ensemble de départ. Cette
initialisation produit une première classiﬁcation aléatoire de l'ensemble de données. CliPS est
composé de trois modules. Le premier module est appliqué à chaque groupe de séquences sé-
parément, puis les deux modules suivants sont appliquées de façon centralisée à l'ensemble des
données. Les trois modules composant CliPS sont les suivants:
• Module 1: la découverte de régions conservées. Le premier module met en oeuvre de façon
répétée la découverte d'une région conservée dans un groupe de séquences, par un outil
appelé NOMAD (Neighborhood Optimization for Multiple Alignment Discovery, Hernan-
dez et al. (2006)). Le résultat de ce module est une collection de régions conservées pour
chaque groupe de séquences.
• Module 2: la recherche de motifs dans les séquences. Le deuxième module transforme
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chaque région conservée en un descripteur appelé matrice de score position-spéciﬁque
(PSSM, Gribskov et al. (1987)). Il scanne toutes les séquences de l'ensemble de don-
nées avec tous les PSSMs, calcule un score et une validité statistique appelée p-value pour
chaque couple séquence-PSSM. La p-value est transformée, en appliquant un seuil, en valeur
booléenne correspondant à la présence/absence d'un motif dans une séquence.
• Module 3: la classiﬁcation automatique des séquences. Le troisième module utilise la
matrice de booléens pour calculer la distance de Jaccard entre les protéines prises deux à
deux. La matrice de distance ainsi calculée est utilisée comme base pour un algorithme
de classiﬁcation hiérarchique traditionnel. Le nombre de groupes obtenus de séquences est
déterminé par l'indice de Silhouette (Kaufman and Rousseeuw, 1990).
La succession de ces trois modules est répétée jusqu'à ce que la classiﬁcation obtenue soit iden-
tique à celle produite lors de l'itération précédente.
L'originalité de cette méthode réside dans le fait qu'elle calcule la distance entre deux pro-
téines en se basant sur la présence de motifs courts et sans insertion/délétion qui sont découverts
de façon dynamique, au cours du processus de classiﬁcation. Cette approche présente trois
nouveautés. 1) L'utilisation de motifs courts, qui décrivent mieux que l'alignement linéaire les
protéines ayant une architecture complexe. 2) L'utilisation de PSSMs qui sont des descripteurs
sensibles à des conservations faibles entre séquences, conservations qu'un alignement deux à deux,
eﬀectué par BLAST par exemple, serait souvent incapable de détecter. 3) La découverte de mo-
tifs et la classiﬁcation des séquences sont eﬀectuées de façon alternée et itérative car ces deux
problèmes sont intimement liés. En eﬀet, une classiﬁcation basée sur le contenu en motifs dépend
évidemment de la découverte des motifs. Inversement, la découverte d'un motif est guidée par le
groupe de séquences dans lequel la recherche est eﬀectuée. Cette interdépendance a été discutée
récemment par Kim et al. (2006).
CliPS génère une palette de résultats utiles à l'analyse du jeu de données: 1) une partition
des séquences saisies, 2) leur organisation hiérarchique, 3) une série de motifs correspondant à
des régions de séquence qui représentent un intéressant potentiel pour une étude plus poussée,
et 4) une collection de PSSMs (Matrices de scores position spéciﬁque) pouvant servir à l'analyse
de nouvelles séquences.
0.4 Construction d'ensembles de données
Le développement de toute méthode implique une phase de tests pour vériﬁer son eﬃcacité.
Quand il s'agit d'un outil d'analyse de séquences, tel que CliPS, une série d'ensembles de
séquences, aussi vaste et hétérogène que possible, est nécessaire. Un problème récurrent en
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bioinformatique est la disponibilité d'ensembles de données ayant été validés manuellement et
dignes de conﬁance. Pour tester un outil de classiﬁcation automatique, il est nécessaire d'utiliser
des ensembles de séquences dont une ou plusieurs classiﬁcations de référence sont connues et
dont les groupes attendus sont bien déﬁnis. Les classiﬁcations de référence sont comparées aux
classiﬁcations produites par CliPS ou d'autres méthodes, et un score permet de mesurer la con-
cordance entre les deux classiﬁcations. Le score calculé est l'indexe de Rand ajusté (Hubert and
Arabie, 1985), il est égal à 1 lorsque les deux classiﬁcations sont identiques, et est égal à 0 lorsque
la concordance entre les deux classiﬁcations est le fruit du hasard.
Pour constituer des ensembles de données biologiques, il faut généralement choisir entre deux
options: 1) des ensembles de données dont la classiﬁcation est ﬁable mais de taille limitée, ou 2)
des ensembles de données de grande taille mais dont la classiﬁcation a été calculée automatique-
ment, et donc peu ﬁable. Le recours à des données produites artiﬁciellement est une alternative,
mais on pourra lui reprocher de s'éloigner de la réalité biologique. Nous avons choisi la pre-
mière option et avons constitué des ensembles de séquences biologiques dont la classiﬁcation a
été validée manuellement. Ces ensembles sont utilisés pour le paramétrage de CliPS d'une part,
et d'autre part aﬁn de tester son eﬃcacité dans diﬀérents cas de ﬁgure, et en comparant CliPS
à d'autres méthodes de classiﬁcation non supervisée.
Un premier ensemble de données contient des séquences de protéines procaryotes, des lyases,
qui peuvent être alignées facilement. Un deuxième ensemble de données contient des séquences
dans lesquelles le domaine SH2 (Src Homology 2) a été prédit. Ces séquences ont une archi-
tecture en domaines plus complexe et ne peuvent pas être arrangées en un alignement multiple.
Ces deux ensembles de données, très diﬀérents dans leur niveau de diﬃculté, sont utilisés lors du
paramétrage de CliPS.
Plusieurs ensembles de données ont été préparés à partir de séquences appartenant à la su-
perfamille des transporteurs ABC (ATP-binding cassette). Les transporteurs ABC sont présents
dans tous les organismes et assurent le transport de substrats à travers les membranes biologiques.
Cette superfamille contient de très nombreuses protéines multi-domaines. De plus, les trans-
porteurs ABC ont été classiﬁés manuellement en fonction de leur spéciﬁcité de substrat; cette
classiﬁcation sert de référence. La superfamille des transporteurs ABC constitue donc un réser-
voir idéal pour former des ensembles de données destinés à l'étude de plusieurs problèmes de clas-
siﬁcation. Notamment, des ensembles de données sont constitués pour tester le comportement
de CliPS par rapport aux aspects suivants: 1) le passage à une plus grande taille d'ensembles de
données, 2) l'inﬂuence du niveau de similitude des séquences à l'intérieur des groupes attendus,
et 3) l'inﬂuence de la taille des groupes attendus.
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Enﬁn, un dernier ensemble de données contient des séquences dans lesquelles le domaine G5
est prédit. Ce domaine se retrouve dans une grande variété de séquences, parfois en plusieurs
copies, et est souvent combiné avec plusieurs autres domaines. Les protéines contenant le do-
maine G5 constituent donc un ensemble de données avec plusieurs architectures complexes, des
répétitions et des permutations de domaines. Deux classiﬁcations de référence ont été choisies
aﬁn de comparer le résultat de CliPS (ainsi que d'autres méthodes de classiﬁcation non super-
visée) à la classiﬁcation attendue. Cet ensemble permet de tester l'eﬃcacité de CliPS face à un
problème de classiﬁcation de séquences très diﬃcile.
Au total, 20 ensembles de données diﬀérents sont utilisés dans le cadre de ce travail. La
préparation d'ensembles de données hétérogènes est un travail laborieux mais absolument capital
pour le développement et la validation de toute méthode d'analyse automatique.
0.5 Paramétrage et propriétés de CliPS
0.5.1 Choix des paramètres
Dans l'algorithme de CliPS, une valeur doit être choisie pour plusieurs paramètres. Deux
paramètres sont nécessaires à NOMAD: la largeur des régions conservées recherchées et le nom-
bre de départs aléatoires. Après un examen de la distribution des motifs conservés sans in-
sertion/délétion dans la base de données PRINTS (Attwood et al., 2003), nous avons limité la
largeur des motifs à un intervalle allant de 10 à 25 acides aminés. Cet intervalle couvre plus de
90% des motifs répertoriés dans PRINTS. Le nombre de départs aléatoires est ﬁxé à 30, cette
valeur assure la convergence de NOMAD dans la plupart des cas.
Les paramètres les plus importants de CliPS sont les seuils tf et tt, qui ont pour but de limiter
le nombre de régions conservées découvertes par NOMAD dans un groupe de séquences (module
1 de CliPS). Le paramètre tm est aussi essentiel, il limite le nombre de motifs dont la validité
statistique est jugée suﬃsante dans une séquence (module 2). Diﬀérentes valeurs ont été testées
en combinaison pour les trois paramètres tf , tt et tm. Les résultats obtenus par CliPS sur deux
jeux de données diﬀérents (les lyases procaryotes et les séquences contenant le domaine SH2) ont
été évalués aﬁn de choisir la combinaison de valeurs pour laquelle CliPS produit les meilleurs
résultats. Nous avons observé que les résultats de CliPS sont relativement constants, quelle que
soit la combinaison de valeurs choisie, ce qui indique une certaine stabilité de l'algorithme par
rapport à ces paramètres. Les valeurs de paramètres choisies ne seront plus modiﬁées lors des
expériences ultérieures présentées dans ce rapport. De même, la validation de CliPS se fera sur
des jeux de données diﬀérents de ceux utilisés pour le paramétrage.
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De manière générale, on peut soit laisser à l'utilisateur le soin de régler les paramètres lui-
même, soit les ﬁxer en eﬀectuant un paramétrage de la méthode. Nous avons choisi l'option de
ﬁxer des valeurs par défaut pour les paramètres de CliPS. Cependant, l'utilisateur a la possibilité
de changer ces valeurs s'il désire explorer de façon plus exhaustive diﬀérentes classiﬁcations
possibles des séquences à analyser.
0.5.2 Test de la convergence
La convergence d'un algorithme est sa capacité à produire un résultat constant pour un jeux
de données, malgré le caractère stochastique de la méthode. CliPS eﬀectue un tirage aléatoire
lors de son initialisation. Cette expérience est destinée à tester si la classiﬁcation produite par
CliPS est inﬂuencée par cette étape stochastique. CliPS a eﬀectué 100 classiﬁcations d'un jeu
de données de transporteurs ABC relativement simple à classiﬁer. Les 100 classiﬁcations ont été
comparées entre elles aﬁn de calculer une mesure de leur variabilité. Les résultats de CliPS se sont
avérés très stables: le score de convergence obtenu est de 0.984, 1 étant le score attendu pour 100
classiﬁcations identiques. Un mode utilisant plusieurs départs aléatoires a été implémenté. Ce
mode eﬀectue plusieurs classiﬁcations et choisit la classiﬁcation la plus fréquente comme résultat
ﬁnal. Lorsque CliPS opère 3 départs aléatoires, son score de convergence est de 0.999 et ce score
est de 1 (convergence parfaite) lorsque CliPS eﬀectue 10 départ aléatoires.
0.5.3 Test de la robustesse
La robustesse d'un algorithme est sa capacité à produire un résultat de bonne qualité et constant
malgré des variations légères dans le jeu de données de départ. La robustesse de CliPS a été
testée à l'aide de deux jeux de données issus de l'ensembles des transporteurs ABC. Un jeu
représente un cas relativement facile, l'autre contient des séquences moins conservées et représente
un cas plus diﬃcile pour la classiﬁcation automatique. Chaque jeu de données est soumis à
100 échantillonnages aléatoires qui sont classiﬁés par CliPS. Trois pourcentages de séquences
échantillonnées sont testés: 90%, 80% et 70%. Le pourcentage le plus élevé représente une
variation plus faible dans le jeu de données. Inversement, le pourcentage plus faible représente une
variation forte dans le jeu de données. Les résultats de CliPS s'avèrent robustes, particulièrement
pour le cas plus facile de classiﬁcation, avec un score de 1 pour un échantillonnage de 90% des
séquences.
0.5.4 Test de changement d'échelle
Cette expérience étudie l'augmentation de temps d'exécution (horloge et CPU) et de mémoire
utilisée par CliPS lorsque la taille des données augmente. Deux séries de trois jeux de données
de taille diﬀérente (15, 30 et 60 séquences) sont extraits de l'ensemble des transporteurs ABC.
La première série est composée de jeux dont les groupes de référence sont constitués comme
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suit: 3 groupes de 5 séquences, 3 groupes de 10 séquences, et 3 groupes de 20 séquences. La
deuxième série est constituée des trois jeux suivants: 3 groupes de 5 séquences, 6 groupes de 5
séquences, et 12 groupes de 5 séquences. Ces deux séries permettent d'analyser le comportement
de CliPS lorsque la taille des groupes attendus augmente, et lorsque le nombre de groupes
attendus augmente. Pour chaque jeu de données, nous avons mesuré le temps CPU et la mémoire
utilisée lors de la classiﬁcation eﬀectuée par CliPS. Cette expérience est limitée par la disponibilité
des données validées et présente une augmentation de taille de données relativement faible (2
et 4 fois). Cependant, on peut observer que la mémoire utilisée semble augmenter linéairement
par rapport à la taille des données. L'implémentation de CliPS est eﬀectuée de façon parallèle,
par l'usage de la librairie MPI, de sorte que la découverte des régions conservées s'eﬀectue sur
un processeur séparé pour chaque groupe de séquences. Le temps d'horloge est donc moins
inﬂuencé par l'augmentation de la taille des données, particulièrement lorsque le nombre de
groupes attendus augmente. Les mesures prises dans cette expérience ont une valeur indicative,
car il n'est pas possible de varier la taille d'un jeu de données sans modiﬁer aussi la diﬃculté du
problème de classiﬁcation.
0.6 Validation et comparaison avec d'autres méthodes
0.6.1 Autres méthodes comparées
Les performances de CliPS ont été comparées à celles d'autres méthodes de classiﬁcation au-
tomatique. Les méthodes comparées sont les suivantes: JACOP, TribeMCL et SPC. De plus,
des approches de classiﬁcation classiques mais non disponibles pour les séquences de protéines
ont été implémentées aﬁn de les comparer à CliPS. Ces approches utilisent deux types de mesure
de distance: 1) une distance est basée sur l'alignement deux à deux de séquences, calculé par
BLAST, ou 2) une mesure de distance basée sur la présence/absence de motifs conservés décou-
verts par MEME (Bailey et al., 2006). Ces approches utilisent deux algorithmes de classiﬁcation
standard, une classiﬁcation hiérarchique (hclust)et une méthode de partition (pam) disponibles
dans la suite d'outils d'analyse statistique R (R Development Core Team, 2007). En résumé, les
méthodes de classiﬁcation appliquées dans les expériences de comparaison sont les suivantes:




• BLAST+hclust (développé dans ce travail)
• BLAST+pam (développé dans ce travail)
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• MEME+hclust (développé dans ce travail)
• MEME+pam (développé dans ce travail)
0.6.2 Inﬂuence de la densité des groupes attendus
Cette expérience tente de modéliser deux niveaux de diﬃculté de classiﬁcation. Les données sont
extraites de l'ensemble de transporteurs ABC. Un premier jeu de données contient des séquences
qui partagent une forte similitude (plus de 50% d'identité) avec les séquences du même groupe
attendu. Ce jeu est considéré comme facile comme la densité des groupes attendus est grande.
Un deuxième jeu de données contient des séquences ayant une faible similitude (moins de 50%
d'identité) avec les séquences du même groupe attendu. Ce jeu est considéré comme un problème
diﬃcile car la densité des groupes attendus est faible. Toutes les méthodes de classiﬁcation non
supervisée sont appliquées à ces deux sets. Les résultats obtenus montrent que la plupart des
méthodes sont capables de produire une classiﬁcation adéquate lorsque la densité des groupes
attendus est forte. Par contre, lorsque la densité est faible, CliPS est la méthode qui produit
le meilleur résultat, avec un score de similitude de 0.92 par rapport à la classiﬁcation attendue.
Les autres méthodes ne sont pas capables de classiﬁer correctement ces données diﬃciles.
0.6.3 Inﬂuence de la taille des groupes attendus
La plupart des méthodes automatiques ont de la diﬃculté à classiﬁer des données si elles sont
attendues dans des groupes de tailles très diﬀérentes. Si les données sont attendues dans des
groupes de même taille, la classiﬁcation est généralement plus facile. Cette expérience tente de
modéliser l'inﬂuence de la distribution des tailles des groupes attendus sur les performances des
méthodes de classiﬁcation automatiques. Pour tester cet aspect, 9 jeux de données, représentant
3 niveaux de distribution de taille, ont été extraits de l'ensemble des transporteurs ABC. Les
résultats obtenus par les diﬀérentes méthodes ne permettent pas de tirer une conclusion claire
quant à l'inﬂuence de la taille des groupes attendus. En eﬀet, il s'avère que la variation des
séquences présentes dans les diﬀérents jeux provoque une variabilité des résultats très grande.
Dans ces conditions, il n'est pas possible de distinguer l'eﬀet de la distribution de la taille des
groupes attendus sur les résultats. On peut cependant observer que deux méthodes se distinguent
des autres par leurs bons résultats dans l'ensemble des 9 jeux de données, il s'agit de JACOP et
CliPS.
0.6.4 Séquences ayant une architecture complexe en domaines
Dans cette expérience, les méthodes de classiﬁcation automatique doivent retrouver les groupes
de référence dans le jeu de séquences contenant le domaine G5. Ce jeu est extrêmement complexe
car le domaine G5 est parfois répété et associé avec de nombreux autres domaines. Les résultats
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indiquent que CliPS est capable de classiﬁer correctement cet ensemble de séquences. CliPS
produit une classiﬁcation ﬁne et détecte des groupes que la plupart des autres méthodes ne
retrouvent pas. De plus, les motifs identiﬁés par CliPS ont permis de corriger des prédictions
manquées dans la base de données de domaines Pfam.
0.7 Discussion générale
Ce travail de thèse est consacré à la classiﬁcation automatique de séquences de protéines. Une
approche nouvelle, se basant sur la présence de motifs conservés au cours de l'évolution, a été
conçue et implémentée en un outil dénommé CliPS.
Plusieurs cas de classiﬁcation diﬃciles ont été abordés lors de la validation de CliPS. No-
tamment, nous avons comparé l'eﬃcacité de diﬀérentes méthodes à classiﬁer des données ayant
une faible densité dans les groupes attendus, des données ayant une grande hétérogénéité dans
la taille des groupes attendus, ou encore, des séquences ayant une architecture de domaines très
complexe. CliPS est capable de classiﬁer correctement un grand nombre de cas diﬃciles. De
manière générale, nous avons observé que les méthodes se basant sur une plus grande quantité
d'information, par exemple CliPS, JACOP ou les méthodes basées sur MEME, produisent de
meilleurs résultats. Dans le cas d'une faible similitude dans les groupes attendus, les PSSMs
utilisés dans CliPS sont nettement plus eﬃcaces que l'alignement deux à deux utilisé dans les
méthodes basées sur BLAST, ou encore JACOP, TribeMCL ou SPC. Deux particularités de
CliPS lui confèrent un avantage sur les autres méthodes: d'abord, l'utilisation de régions con-
servées pour calculer la distance entre deux protéines, et ensuite l'utilisation de PSSMs comme
descripteurs de ces régions.
Plus généralement, l'accomplissement de ce travail a conﬁrmé deux aspects importants dans
le développement de nouvelles méthodes. D'une part, le paramétrage d'un nouvel outil est une
étape laborieuse mais extrêmement utile. D'autre part, la validation est indispensable pour dé-
montrer les avantages d'une méthode par rapport à d'autres outils du même type, et mettre en
évidence les cas où une méthode doit être référée à une autre. Le paramétrage et la validation
requièrent la construction de jeux de données nombreux et hétérogènes. Ces données sont la clef
indispensable au développement d'un outil de qualité.
Les diﬀérentes expériences eﬀectuées au cours de ce travail ont mis en évidence plusieurs
améliorations possibles dans l'algorithme de CliPS. Il serait notamment utile d'intégrer dans le
processus de classiﬁcation la notion de position des motifs conservés, ainsi que leur arrangement.
La prise en compte du nombre de motifs répétés pourrait aussi augmenter les performances de
CliPS. Ces possibilités de perfectionnement seront le sujet de recherche à venir.
xxiv RÉSUMÉ
Avec l'essor des méthodes de séquençage actuelles, les bases de données de séquences aug-
mentent à une vitesse vertigineuse. Le génome entier de James D. Watson a été séquencé en-
tièrement en deux mois, une nouvelle ère s'ouvre sur le séquençage de génomes individuels. Dans
ce contexte, des outils nouveaux seront indispensables pour aider les chercheurs à analyser et
organiser les nouvelles séquences disponibles. CliPS est un outil automatique destiné à assister
le chercheur dans la compréhension rapide de l'organisation d'un ensemble de séquences encore
inconnu. Il a été développé à petite échelle, dans l'optique d'analyser des familles de protéines.
Cependant, les principes de bases implémentés dans CliPS pourraient assurément être appliqués
à l'échelle de la génomique comparative.
Abstract
This thesis addresses an important open problem in bioinformatics, namely unsupervised classiﬁ-
cation of protein sequences into functional groups or families. While genome sequencing projects
have brought an enormous wealth of new sequences, databases are increasingly populated with
sequences. Managing, navigating and mining these data has become an area of research in its own
right, and computer programs to automatically and accurately classify protein sequences into
families are a necessity. During this work, an original clustering algorithm has been designed and
validated, based on the presence of short ungapped motifs conserved through evolution. Motif
discovery and clustering of the data set are applied alternatively and iteratively, since these two
problems are interconnected. The resulting computer program, named CliPS (Clustering Protein
Sequences), generates several valuable outputs: a partition of the data set, a hierarchy of the
input sequences, a series of motifs pointing to sequence regions of potential interest for further
investigation and a collection of PSSMs (Position Speciﬁc Scoring Matrices) for analyzing other
protein sequences. Experiments have assessed the convergence, robustness and scalability of
CliPS. This novel algorithm has outperformed several other published clustering methods when
applied on diﬃcult data sets. In particular, CliPS could properly cluster data sets with very
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Chapter 1
Introduction
In the last two decades, the development of technology for eﬃcient and automated DNA se-
quencing has led to the accumulation of large databases of DNA and protein sequences. A
new ﬁeld of study known as computational molecular biology or bioinformatics has emerged
as researchers worked to interpret and draw conclusions from this wealth of new information.
Though diﬃcult to deﬁne precisely, the ﬁeld might be described as the area where molecular
biology, molecular evolution and structural biology intersect, and therefore as an attempt to
understand the relationship between sequence, structure, evolution and biological function by
statistical/computational analysis of molecular sequences. Examples of research in this area in-
clude: (i) prediction of protein structure from the primary amino acid sequence; (ii) detection of
regulatory or functional signals in genomic DNA or protein sequences; and (iii) inferring evolu-
tionary history from comparison of homologous gene or protein sequences (or genomes).
This thesis addresses another signiﬁcant open problem in this ﬁeld, namely unsupervised
classiﬁcation of protein sequences into functional groups or families. While genome sequencing
projects are producing a huge number of new sequences, databases are increasingly populated
with sequences belonging to the same family. Nowadays, a family of proteins may easily con-
tain hundreds of members. Therefore, it has become necessary to develop computer programs
to automatically and accurately classify protein sequences. The present computer program was
developed to cluster protein sequences based on the presence of short ungapped amino-acid se-
quences, named motifs. These motifs are conserved through evolution because they favor the
survival of the organism to which they belong. The conserved regions identiﬁed by the program
indicate regions of interest for further investigation and may be used for automated annotation
of the protein. The method implemented in this work may be of great help for data-mining
and understanding of large, yet uncharacterized, sequence sets that populate the ever increasing
sequence databases.
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This work is interdisciplinary in nature; while the basic subject matter is biological and re-
sults of biological interest are obtained, techniques from other ﬁelds (e.g. computer science and
statistics) are used fairly heavily, including computationally intensive clustering techniques.
This chapter starts with a brief introduction to proteins and related bioinformatics tools.
Then, the motivations guiding the development of this work are explained and the organization
of this document is described.
1.1 The protein world
This section gives a brief insight into the molecular basis of proteins, with a particular emphasis
to the presence of conserved regions and the organization of proteins into families.
1.1.1 Proteins
Proteins are macromolecules implicated in a large variety of functions in the cell. For example,
hemoglobin is in charge of the transport of oxygen in blood, actin and myosin are two proteins
which allow the contraction of muscle cells, other proteins have a structural role, and enzyme
catalyze a multitude of chemical reactions. Proteins are formed by linear assembly of elemen-
tary components, the amino acids. There are 20 common amino acids which diﬀer in their side
chains, conferring them diﬀerent physico-chemical characteristics. Each amino acid is denoted
by a one-letter or a three-letter code (Table 1.1).
The linear assembly of amino acids constitutes the primary structure, or sequence, of a
protein. To be fully functional, the protein may have to be post-translationally modiﬁed, or to
form stable or transient complexes with a variety of chemical compounds. It may be cleaved or
associated with other sequences, and it must adopt a functional tridimensional shape. Within
the primary sequence, not all positions are of equal importance: some play an important role in
the interactions with other molecules and in the folding of the protein, ensuring the functional
eﬃciency of the molecule.
1.1.2 Protein domains and family of proteins
The primary sequence of a protein can often be split into continuous regions commonly called
domains. A protein can also be grouped in a family with other proteins sharing characteristics
like the function or the tridimensional structure. In this section, we deﬁne and give an insight
into what protein domains and protein families are.
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One-letter code Three-letter code Full name
A Ala Alanine
B Asx Asparagine or aspartic acid
C Cys Cysteine
D Asp Aspartic acid

















Z Glx Glutamine or glutamic acid
Table 1.1: One-letter and three-letter codes for amino acids; symbols B and Z denote ambiguities.
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Protein domains
Complexity of protein sequences has arisen through modiﬁcation and recombination of existing
building blocks, named domains, to produce proteins of unique functions. This reuse of domains
is largely favored by evolution compared to reinvention from scratch. The majority of proteins
have been found to be multidomain. Domains are considered as the basic units of protein folding,
evolution and function. There is no universal deﬁnition of a protein domain, although a domain
is commonly deﬁned as a portion of protein that is spatially distinct and can fold and function,
by and large, in isolation (Ponting and Russell, 2002; Doolittle, 1995). Domains typically have
100 to 250 residues, though smaller and larger domains do occur. A classiﬁcation of domain
into domain families, based on their tridimensional structure, is provided for example by the
database SCOP (Andreeva et al., 2004). A domain family contains domains that have evolved
from a common ancestor by mechanisms of duplication and divergence.
The repertoire of domain families is limited in nature, and domains are repeated and/or com-
bined in diﬀerent ways to form the set of proteins in an organism. Whereas the earliest evolution
of the existing proteins must have involved ab initio creation of proteins, it is now clear that
the dominant mechanisms that expands the protein repertoire are (i) duplication of sequences
that code for one or more domains; (ii) divergence of the duplicated sequences by mutations,
deletions, and insertions to produce modiﬁed structures that may have useful new properties
and be evolutionary selected; and, more rarely, (iii) recombination of genes that results in novel
arrangements of domains (Song et al., 2007; Bashton and Chothia, 2007; Pasek et al., 2006;
Chothia et al., 2003).
Combinations of domains
While small proteins may contain just one domain, large proteins are formed by combinations of
several domains, commonly called the domain architecture of a protein. Teichmann et al. (1998)
have estimated that two-thirds of prokaryotic proteins have two or more domains. In eukaryotes,
in which the recombination is more common, about 80% of the proteins are multidomain. Using
structural analysis, Apic et al. (2003) have shown that only a tiny portion of the possible pairwise
combinations of domains exist in nature. It appears that there are very few domains combining
with many others, and that the majority of domains combine with only one or two other do-
mains. This phenomenon is the result of selection for function. In most cases, the combination
of a pair of domains is found in only one sequential order (Apic et al., 2001); however, it has
been shown that the sequential order of domains has little inﬂuence on their spatial positions
(Bashton and Chothia, 2002). This supports the hypothesis that most domain combinations
originate from a common ancestor, by duplication and divergence. These observations are also
true for multidomain proteins with more than two domains. Combination of protein domains
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is also addressed in genomic research. Pasek et al. (2005) have identiﬁed genomic features by
detecting strings of domains, called domain teams. Domain teams are conserved in their content
but not necessarily in their order.
The arrangement of diﬀerent domain types in protein sequences causes considerable diﬃcul-
ties to sequence analysis tools, in particular when domains are swapped (Weiner and Bornberg-
Bauer, 2006).
Protein families
There is no universal deﬁnition of a protein family and the meaning of the term family diﬀers
whether one considers the functional, evolutive or structural point of view. For example, proteins
with the same function may be part of the same family, yet with a very diﬀerent structure. A
protein family may include sequences arising from a common ancestor, yet their function may
be completely diﬀerent. From a structural point of view, the domain architecture of proteins
may deﬁne a protein family, and proteins with the same sequential arrangement of domains can
be considered as members of the same family. The assumption that almost all proteins with
the same architecture have descended from a common ancestor is supported by the analysis of
Bashton and Chothia (2002). However, this deﬁnition may be too stringent since the same study
has shown that the sequential order of domains is not crucial to the tridimensional structure of
the protein. Although rare, recombination events may have changed the order of the domains,
but the common function and the homology of two proteins may still be conserved. Therefore,
a protein family may also be deﬁned by the presence of the same domains, regardless of their
sequential arrangement or the number of repeats, as long as the function and structure are con-
served. When small proteins contain just one domain, the notion of domain and protein, or
domain family and protein family can be interchanged.
An important guideline for this work is the focus on the functional point of view: our program
has been designed to detect groups of proteins with common functional domains. The deﬁnition
of the protein family used in this report refers to proteins sharing the same function, it does not
imply an evolutive or a structural relationship.
1.1.3 Protein databases
Sequence databases
The ﬁrst protein sequence database was published by Margaret Dayhoﬀ in a book named The
First Atlas of Protein Sequence and Structure in 1965, and originally contained 65 sequences.
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Nowadays, with the availability of over 500 completed genome sequences from both eukaryotic
and prokaryotic organisms 1, a variety of protein databases have appeared and store this huge
amount of data. Some protein databases are universal and cover proteins from all species whereas
specialized databases contain information about a particular family of proteins (for example Per-
oxiBase, Bakalovic et al. (2006)) or a particular organism (e.g. WormBase, Bieri et al. (2007),
dedicated to C. elegans). Universal protein databases range from simple sequence repositories
to expertly curated protein knowledgebases. The major protein sequence databases are reviewed
in Apweiler et al. (2004). The most comprehensive protein knowledgebase is UniProt (Wu et al.,
2006), formed by the combination of PIR (George et al., 1997), Swiss-Prot and TrEMBL (Boeck-
mann et al., 2003).
Protein-domain databases
A number of databases are dedicated to domains or to shorter conserved regions, often called
signals or motifs, which are the building blocks of proteins, ensuring their function. This type
of information can be represented by diﬀerent types of descriptors: patterns (Bairoch, 1993;
Brazma et al., 1998), position speciﬁc scoring matrices or PSSMs (Gribskov et al., 1987), gen-
eralized proﬁles (Bucher et al., 1996), hidden Markov models or HMMs (Krogh et al., 1994;
Eddy, 1998). Several protein-domain databases exist, such as PROSITE (Hulo et al., 2004),
Pfam (Bateman et al., 2004), Blocks (Henikoﬀ et al., 1999), PRINTS (Attwood, 2002), IDEN-
TIFY (Nevill-Manning et al., 1998), ProDom (Bru et al., 2005), Domo (Gracy and Argos, 1998),
SMART (Letunic et al., 2006) and ADDA (Heger et al., 2005). These databases diﬀer in their
format and nomenclature. To rationalize the complementary eﬀorts of various protein-domain
databases, their content was integrated in the InterPro database (Mulder et al., 2007), that the
user can access via a single interface. These protein-domain databases can be viewed as classi-
ﬁcations of proteins, since most of them gather and align protein sequences to detect and store
domains. However, while classiﬁcation of single functional domains is relatively straightforward,
it does not address the problem of classifying whole multi-domain proteins.
Protein classiﬁcations
Many contributions have addressed the question of clustering whole proteins, and a series of
databases propose such classiﬁcations of proteins. Proteins can be arranged in diﬀerent classiﬁ-
cations, depending on the main interest of the researchers. The majority of databases that store
protein classiﬁcations are based on the amino acid sequences: SYSTERS (Krause et al., 2005),
ProtoMap (Yona et al., 2000), ProtoNet (Kaplan et al., 2005), Picasso (Heger and Holm, 2001),
1http://www.ncbi.nlm.nih.gov/genomes/static/gpstat.html
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ClusTr (Kriventseva et al., 2003), iProClass (Huang et al., 2000), COG (Tatusov et al., 2003),
ProClust (Pipenbacher et al., 2002), and GeneRage (Enright and Ouzounis, 2000). Most of these
classiﬁcations will be discussed in more detail in Chapter 2 which gives the state-of-the-art on
clustering protein sequences. Other classiﬁcations of proteins base their grouping on information
other than amino acid sequence alone: SCOP (Andreeva et al., 2004) compares tridimensional
structures to construct its classiﬁcation; CATH (Greene et al., 2007) is a domain classiﬁcation of
protein structures; or ENZYME can be regarded as classiﬁcation of enzymes according to their
speciﬁc catalytic activity (Bairoch, 2000). Other types of databases exist, which concentrate their
eﬀort on a diﬀerent aspect of proteins. For example DIP (Salwinski et al., 2004), IntAct (Kerrien
et al., 2007) or STRING (von Mering et al., 2007) are databases of protein-protein interactions;
certain databases are dedicated to a particular function or metabolic pathway. Among many
others, TRANSFAC (Matys et al., 2003) collects transcription factors and REBASE (Roberts
et al., 2007) stores restriction enzymes.
1.1.4 Protein sequence analysis programs
A great variety of tools have been developed to access sequences stored in databases, compare
them to a sequence of interest or scan a protein-domain database with a sequence. Besides these
programs, a large number of tools is available to analyze and extract bits of information from
protein sequences directly. These methods will not be presented exhaustively in this overview;
we will rather describe a few tools or group of tools which have been used in or are relevant to
this work.
Pairwise alignment
Pairwise alignment is one of the most fundamental tools of bioinformatics; it superimposes two
sequences so that the amino acids which are placed one above the other in the alignment are
likely to have arisen from a common ancestral amino acid (they are called homologues). When
one or several amino acids cannot be aligned with others without disturbing the alignment, they
are superimposed with an empty space or a gap (this phenomenon is called insertion/deletion).
In addition to the alignment itself, the algorithms provide a score and more importantly a
measure to assess the statistical signiﬁcance of this score (e-value or p-value, deﬁned later). More
details on the algorithms and their scoring systems are described in the original publications and
diﬀerent methods are discussed in Mullan (2006). The ﬁrst algorithm dedicated to global pairwise
sequence alignment is the Needleman and Wunsch algorithm (Needleman and Wunsch, 1970), it
uses dynamic programming and substitution matrices. Variations have been proposed by Smith
and Waterman (1981) (introducing local alignments), Gotoh (1982), Pearson (1990), and BLAST
(Altschul et al., 1997), which is probably the most extensively used program in bioinformatics
nowadays. Pairwise alignments methods are intensively used in the ﬁeld of sequence analysis.
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They are widely used to search a database with a sequence of interest. In addition, pairwise
alignment methods are the cornerstone of other important analysis methods such as multiple
alignment, phylogenetic or classiﬁcation algorithms.
Multiple alignment
In addition to aligning a pair of sequences, methods have been developed for aligning three
or more sequences at the same time, constructing a multiple alignment. Multiple alignments
constitute a starting point for remote homology detection, identiﬁcation of functional signatures,
structure prediction, or phylogeny. Many diﬀerent approaches have been proposed and the ﬁeld
is still under intensive investigation. A variety of tools for multiple alignment is available at
the moment: popular methods are Clustal-W (Thompson et al., 1994), which is probably the
most widely used, T-Coﬀee (Notredame et al., 2000), MAAFT (Katoh et al., 2002), ProbCons
(Do et al., 2005), PCMA (Pei et al., 2003), MUSCLE (Edgar, 2004), MUMMALS (Pei and
Grishin, 2006), PROMALS (Pei and Grishin, 2007), Kalign (Lassmann and Sonnhammer, 2005)
and Dalign-T (Subramanian et al., 2005), to cite only a few. Authors have often published
comparisons of their methods with other available methods, using benchmark data sets such as
BAliBASE (Thompson et al., 2005), SABmark (Van Walle et al., 2005), PREFAB (Edgar, 2004),
OXBench (Raghava et al., 2003) or HOMSTRAD (Mizuguchi et al., 1998). Several benchmarks
have been published to evaluate and compare the accuracy of alignment methods (Thompson
et al., 2005; Blackshields et al., 2006; Nuin et al., 2006; Edgar and Batzoglou, 2006). They have
demonstrated that there is no single method that provides a deﬁnite answer to the problem of
multiple alignment. A recent contribution, M-Coﬀee combines the output of several individual
methods into a consensus multiple alignment, and outperforms all individual methods (Wallace
et al., 2006).
Multiple sequence alignments are used in many aspects of protein sequence analysis. One
very important application is the detection and building of the proﬁles or PSSMs that populate
the domain databases described above. Multiple alignments are also widely used to identify
precisely functional signatures, for example residues involved in the enzymatic activity of a
protein. Multiple alignments have found other applications, such as phylogenetic analysis or
protein engineering (Davidson, 2006).
Evolutionary modeling
Molecular phylogenetic analysis is used to elucidate species relationships and to infer the evo-
lutionary processes underlying the generation of protein superfamilies. Phylogenetic analysis,
combined with other information sources, can improve the accuracy of function prediction, as
discussed in Kumar and Filipski (2007). Multiple alignments are the starting point for most
evolutionary modeling methods (Kumar and Filipski, 2007). Each column of aligned sequence
1.1. THE PROTEIN WORLD 9
characters is examined and the most probable phylogenetic relationship, or tree, that would
give rise to the observed changes is identiﬁed. Phylogenetic inference using maximum likelihood
method (ML) is very popular nowadays, although it is a time consuming approach. ML is applied
in several phylogenetic tools or packages such as PHYML (Guindon and Gascuel, 2003), PAML
(Yang, 2007), MrBayes (Ronquist and Huelsenbeck, 2003) and GARLI (Zwickl, 2006) among
others. The package PHYLIP (Felsenstein, 1989) contains a variety of phylogenetic approaches.
Traditional phylogenetic tools are limited to sequence sets that can be arranged into a meaning-
ful multiple alignment. When a multiple alignment is not possible, a preliminary subdivision of
the data is necessary, to form groups of sequences that can be aligned. This division task can be
performed manually or by classiﬁcation tools that are discussed later.
Motif discovery
Motif discovery searches for a conserved block (also called commonly ungapped motif, or more
technically, Ungapped Local Multiple Alignment, noted ULMA) shared by a set of protein se-
quences without prior alignment of the sequences. Several tools discover such blocks, the most
recognized ones are the Gibbs Site Sampler (Lawrence et al., 1993) and MEME (Bailey et al.,
2006). NOMAD (Hernandez, 2005; Hernandez et al., 2006) is a recent motif discovery algorithm,
very similar but faster than the Gibbs Site Sampler. It has been extensively used in this work and
is described in more detail in Chapter 3. These motif discovery tools are alternatives to multiple
sequence alignments to uncover conserved regions in protein families with complex architectures
that could not be aligned by standard methods. Tools for the automatic discovery of patterns
in biosequences are reviewed in Brazma et al. (1998).
Other protein analysis tools
A great variety of other tools are available for the analysis of protein sequences. We cannot cite
them all in this report, since they cover a wide range of biological topics, including prediction of
post-translational modiﬁcations, of repeats, of topologies, and of secondary or tertiary structures.
Many links and descriptions of these tools can be found on the ExPASy proteomics server 2. A
series of tools is especially dedicated to the analysis of complex combinations of domains (Weiner
et al., 2005; Krishnadev et al., 2005; Geer et al., 2002). With the increasing number and size of
protein-domain databases, and the multitude of sequence analysis tools, it has become essential
to provide platforms to handle, visualize and summarize the abundance of information. The
MyHits web server provides this type of service and is dedicated to the annotation of protein
sequences and to the analysis of their domains and signatures (Pagni et al., 2007).
2http://www.expasy.org/tools/
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1.2 Motivation
The ongoing period of large-scale genome sequencing has brought an enormous wealth of protein
sequences that makes managing, navigating and mining the sequences an area of research in
its own right. Whole-genome sequencing projects are currently producing an enormous amount
of new sequences, and as a consequence, protein sequence databases are rapidly increasing in
size, resulting in a quantity of information that cannot be analyzed manually. For example, a
simple database search can now yield hundreds of matches, and automatic tools are necessary to
summarize this amount of data. An automated and sensible grouping of those proteins appears
as a necessary solution to allow further analysis of these new sequences in a timely fashion.
A signiﬁcant number of developments have addressed the clustering of protein sequences (a
number of which are discussed in the next chapter), which raises the obvious question of whether
the clustering of proteins has perhaps already been solved by one or more of these programs.
Two points argue against a positive answer to the question: most methods are not available as a
stand-alone tool that a user could apply to his favorite data set; most protein classiﬁcations are
stored in large databases and it is relatively laborious to extract information related to a deﬁned
subset of sequences. In addition, at the time this thesis was started, most protein clustering
methods based their approach on full length BLAST alignment scores. As multidomain proteins
have proved to be quite numerous, these methods are often likely to be often inappropriate.
The primary goal of this work is to develop a tool to facilitate a rapid understanding of the
nature of proteins present in an heterogeneous and yet uncharacterized set. Given a data set,
the aim is to provide the researcher with a sensible classiﬁcation of the proteins and a set of
conserved regions that are diagnostic for each group detected. This information will serve as
a starting point for further manual investigations. The aim of the project is also to push the
functional annotation of proteins as far as possible using only automated methods. This novel
tool is facing three main challenges: 1) assign proteins to functional families; 2) detect diagnos-
tic regions, amino-acid subsequences, which have been selected for their function; and 3) help
rationalize the groupings. Labeling of a group of sequences with a biological function is a dif-
ﬁcult task; this novel method, by the use of diagnostic regions, may help answering this question.
My prime interest goes to the function of proteins, and therefore I have developed a tool
that clusters sequences according to short subsequences conserved through evolution. This clas-
siﬁcation does not aim at inferring evolutive relationships between sequences, as a phylogenetic
tool would; it simply attempts to uncover common functional characteristics in the data set and
highlight functional regions of the proteins.
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There is no reasonable way of clustering and classifying proteins without dissecting proteins
into domain-like fragments. A classiﬁcation and characterization of proteins could be performed
by the use of curated domains made available in databases such as Pfam or PROSITE. A similar
approach has been adopted in ProClass (Huang et al., 2000), that yields a high quality of manu-
ally validated classiﬁcation but has a low coverage of the domain repertoire. Automated domain
databases such as ProDom (Bru et al., 2005) can also yield to protein classiﬁcations, with a better
coverage than the one provided by manually curated databases, but the accuracy of the result
may suﬀer from the lack of manual check. Many new protein families and functional domains
are still to be discovered. Yooseph et al. (2007) have analyzed the protein sequences predicted
from the Global Ocean Sampling (GOS) expedition (Rusch et al., 2007). Among nearly 4000
clusters of protein sequences, 1700 have no detectable homology to known families. In addition,
protein domain distributions in the GOS data set and current protein databases show distinct
biases. This study demonstrates that an abundance of families with possibly new functional
domains are not stored in current databases. Therefore, we have found preferable to use an
algorithm that can discover conserved regions de novo, keeping the door open for the presence of
yet unknown functional domains. The combination of motif discovery and sequence clustering is
an approach that has never been exploited to our knowledge for the automated classiﬁcation of
protein sequences.
Identiﬁcation and characterization of new domains and domain families is a major goal of
protein science. A tool for clustering diﬃcult protein sequences (with multiple domains, repeats
or swaps) and highlighting regions of interest can support the ongoing eﬀort of extracting sense
from the abundance of sequences produced nowadays. Although the program developed in the
present work will not allow full in silico functional characterization, it will be a valuable add-on
to existing tools for sequence analysis and automated protein annotation.
1.3 Organization of the thesis
This thesis develops a novel approach for clustering protein sequences and validates this new
method on data sets comprising well-known diﬃcult cases in the ﬁeld. Chapter 2 is an intro-
duction to cluster analysis and the application of clustering algorithms to protein sequences
speciﬁcally. An overview of the available methods and resources is proposed, with particular
emphasis on algorithms frequently used in the community. Chapter 3 covers in detail a novel
method named CliPS (Clustering Protein Sequences), which is designed for clustering heteroge-
neous protein sets and highlight regions of interest, diagnostic of particular groups of sequences.
A special attention was given to proteins with complex architectures, such as repeated or swapped
domains. The method combines in a single iterative algorithm the discovery of conserved motifs
and the clustering of sequences. Chapter 4 describes the data sets used for the parametrization
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and the validation of CliPS. The construction of data sets is a laborious but necessary work which
is often neglected. The quality of the validation depends on the heterogeneity and the complexity
of the sets. Chapter 5 addresses the choice of parameters and the measure of convergence, scala-
bility and robustness of this new method. Benchmark and biological validation of the algorithm
is presented in Chapter 6, where CliPS is challenged with several data sets that are known to
cause diﬃculties to standard sequence analysis and clustering tools. Finally, Chapter 7 exposes
a synthesis of this work, highlights the major contributions and discusses future prospects and
developments that would be beneﬁcial to this novel protein clustering and analysis tool.
Chapter 2
Cluster analysis and application to
biological sequences
The present chapter describes the algorithmic and bioinformatic background for the work pre-
sented in this thesis. It is divided in two parts: in Section 2.1 to 2.5, we introduce algorithmic
aspects of cluster analysis. The second part describes several applications of cluster analysis in
biology, with particular emphasis on sequence analysis (Section 2.6 to 2.7).
2.1 Introduction to clustering
It is important to understand the diﬀerence between an unsupervised classiﬁcation such as clus-
tering and supervised classiﬁcation methods such as discriminant analysis. In supervised clas-
siﬁcation, a collection of labeled or classiﬁed objects is provided; the problem lies in labeling
correctly a newly encountered, yet unlabeled, data point. The labeled collection of objects is
typically used as training to learn the description of classes which are used to label the new data.
In a clustering problem, a collection of unlabeled objects is given with no other information and
one needs to group them into meaningful clusters.
Cluster analysis is the science of ﬁnding groups in data. Clustering is an exploratory proce-
dure that searches for natural structure within a data set. This process involves sorting the
objects of the data set into groups, or clusters, so that objects in the same cluster are more
similar to one another than they are to objects in other clusters. An example of clustering is
depicted in Figure 2.1.
Clustering is a convenient method for organizing a large data set so that it can be more
easily interpreted and information can be retrieved more eﬃciently. The need to summarize data
sets in meaningful groups helps to mine the growing number of large databases now available
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Figure 2.1: Example of data clustering. a. Input data points. b. Output partition, each cluster
is labeled by a number. Adapted from Jain et al. (1999).
in many areas of science. Clustering is useful for data reduction (reducing a large amount of
data to a number of characteristic subgroups), developing classiﬁcation schemes and suggesting
hypotheses about the structure of the data. Clustering techniques have been used in a wide
range of disciplines, such as biology, botany, medicine, geography, psychiatry, marketing, image
processing, etc. (Section 1.5 of Everitt et al., 2001; Jain et al., 1999).
Grouping is done on the basis of similarities calculated using a distance function deﬁned on
pairs of data points. A variety of distance measures are in use, depending on the type of data
to analyze. A simple distance like the Euclidean distance is often used, but other similarity
measures can be exploited as well. Distance and similarity measures are discussed in Section 2.3.
The grouping of data itself can be performed in a number of ways. The output can be a
non-overlapping clustering, also called partition or hard clustering, or it can be fuzzy (each data
has a certain degree of membership to each cluster). We will focus on non-fuzzy methods. Sec-
tion 2.4 exposes the combinatorial diﬃculty of clustering and demonstrates the need for heuristic
algorithms. Traditional clustering methods are described in Section 2.5.
No clustering technique is universally applicable in uncovering the variety of structures
present in multi-dimensional data sets. For example, in the two-dimensional data set depicted in
Figure 2.1, most clustering techniques are not able to uncover all the clusters present with equal
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facility. Assumptions, for example about cluster shape, are implicitly made by the similarity
measure or the grouping criterion in all clustering algorithms.
2.2 Deﬁnitions and notation
We shall deﬁne the clustering problem as follows:
Consider a set of n objects, or data points, X = {X1, X2, . . . , Xn}, each element Xi is a
vector Xi = {x1, . . . , xp} consisting of p measurements, or features, describing the object. The
data set can be viewed as an n× p matrix.
The objects are to be sorted into a collection of pairwise disjoint sets, or clusters, that form
together a partition P = {C1, C2, . . . , Ck}, where k is the number of clusters. The following
conditions must be ﬁlled:
• the union of all clusters is the complete data set, C1 ∪ C2 ∪ . . . ∪ Ck = X;
• each cluster is nonempty, Ci 6= ∅, for all i = 1, . . . , k; and
• clusters are disjoint, Ci ∩ Cj = ∅, for all i = 1, . . . , k, j = 1, . . . , k,i 6= j.
Assuming a similarity criterion is set, the objects within each group should be more similar
to each other than objects in any other group, and the value of k may be unknown. If k is
speciﬁed, the problem is referred to as the k -clustering problem.
The granularity of a partition is a term used for describing the mean size of the clusters
(number of objects per cluster) compared to the size of the data set. It can also be used to
compare two partitions, for example the resulting partition and the expected one. In the latter
case, it can reﬂect the fact that the resulting partition is divided in a larger number of clusters
(high granularity) than the expected one; or the opposite situation, when the resulting partition
is composed of a lower number of clusters (low granularity) than expected. The notion of gran-
ularity is not a mathematical value, but it has ﬁxed bounds that correspond the two following
cases: the highest granularity of a partition is reached when each object is clustered in a diﬀer-
ent group (singleton); the lowest granularity is reached when all objects are grouped in a single
cluster.
From a certain point of view, the distribution of features in each cluster is governed by a
speciﬁc probability density. Clustering techniques attempt to group data so that the resulting
classes reﬂect the data generation processes represented in the data set. Methods such as mixture-
resolving algorithms (Chapter 6 of Everitt et al., 2001), also called ﬁnite mixture densities, follow
this idea.
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2.3 Similarity and distances
The concept of Similarity is essential to many algorithms and is central to the deﬁnition of
a cluster. It is essential to deﬁne a measure of how close two objects are, or how well their
features compare. A small distance between the objects should indicate a high similarity. It is
also common to calculate the dissimilarity between two objects using a distance measure deﬁned
on the feature space. The choice of distance measure depends on the type of data. We will
restrain our presentation to the most used distance measures, both for continuous and binary
variables. A good overview of possible data types and how to handle them, with description of
many popular distance measures, is given in Kaufman and Rousseeuw (1990), and also (Chapter
3 in Everitt et al., 2001).
2.3.1 Distances between continuous variables
When the features of objects are continuous variables, one typically uses a dissimilarity mea-
sure to quantify the distance between two objects. Several distance measures are employed for
clustering; an extensive list can be found in Gower (1985) or Gower and Legendre (1986). The




(xi,k − xj,k)2, (2.1)
with Xi = {xi,1, . . . , xi,p}. It is the straight line distance between the two points representing
the objects. An alternate measure is the city-block or Manhattan distance which sums the




|xi,k − xj,k|. (2.2)
Both of these distance measures are special cases of the more general Minkowski distance,
d(Xi, Xj) = m
√√√√ p∑
k=1
|xi,k − xj,k|m. (2.3)
Finally, some distances attempt to weight the variables. The combined weight of each variable
determines the proximity between two objects. The question is then how to chose those weights.
The selection can be done by the investigator, based on prior knowledge, or automatically. A
common approach is to constrain the weights so that they are inversely proportional to some
measure of variability in a variable. Ideally, one would like to weight each variable inversely
proportional to the within-group standard deviation. This is the Mahalanobis distance:
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Rogers and Tanimoto coeﬃcient a+d(a+d)+2(b+c)
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Sokal and Sneath coeﬃcient 2(a+d)2(a+d)+(b+c)
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(Xi −Xj)′W−1(Xi −Xj), (2.4)
where W is the pooled within-group covariance matrix (Mahalanobis, 1936). Unfortunately, in
the clustering context, group membership is not available prior to analysis, but attempts have
been made to estimate the within-group variation without knowing the cluster structure. An
example is proposed by Art et al. (1982) or Gnanadesikan et al. (1995).
2.3.2 Similarity between binary variables
With data for which the features are categorical variables, measures of similarity are most com-
monly used, rather than distances. These measures are usually scaled in the interval [0,1]. The
most common categorical data are binary data, where only two outcomes are possible, for exam-
ple presence/absence, yes/no, male/female.
For binary data, a large number of similarity measures have been proposed, some of which are
presented in table 2.1. They are based on a certain choice of data representation: n objects Xi
are described by the presence or the absence of p characteristics. The various similarity indexes
combine in various ways the four following numbers which are associated to a pair of objects:
a = number of common characteristics in Xi and Xj
b = number of characteristics present in Xi but not Xj
c = number of characteristics present in Xj but not Xi
d = number of characteristics absent in both Xi and Xj
p = a+ b+ c+ d
Although a shared characteristic or the lack of the opposite characteristic are logically equiv-
alent, a and d do not necessarily play a similar role in real data: the fact that two plants do
not grow in the same region does not make them similar. Therefore, a and d play the same
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role in indexes where co-absence is considered informative. These indexes are based only on the
number of agreements (a+ d) and the number of disagreements (b+ c), combined with diﬀerent
weights. It is the case for the simple matching coeﬃcient, Rogers and Tanimoto coeﬃcient or
Sokal and Sneath coeﬃcient. When a and d do not have the same importance, one may apply
more weight to a, i.e. co-occurrence of feature, compared to d, i.e. co-absence. This is the case
for the Jaccard or Dice coeﬃcients, where d is ignored.
Since the indexes range from 0 to 1, similarity is easily transformed into dissimilarity by
complementing it to 1, that is d(Xi, Xj) = 1−s(Xi, Xj). Many other indexes have been proposed
to handle this type of data, for more details see Section 2.4 of Kaufman and Rousseeuw (1990).
2.3.3 Choice of a similarity measure
There is an almost endless number of similarity or dissimilarity coeﬃcients. Diﬀerent measures of
distance calculated from the same data set can, and often will, lead to diﬀerent solutions during
cluster analysis. It would be extremely useful to know which particular measure is optimal for
a certain problem, but unfortunately, there is no absolute answer. If diﬀerent type of measures
are tested, the reproducibility of the resulting partition can serve as a criterion to select an
appropriate measure. Otherwise, the choice of measure should be guided by the type of variables
being used, and if available, by the intuition of the investigator.
2.4 Combinatorial issue
Once an adequate similarity measure is deﬁned, the search for the best partition may appear as
an easy task: provided every partition is analyzed, the one which optimizes a deﬁned objective
function would be selected. However, this problem is not trivial because the number of all
possible partitions quickly becomes gigantic. The way to calculate the number Pn,k of all possible
partitions of n elements into k groups or clusters is deﬁned here; ﬁrst some trivial results can be
computed:
• the number of partitions with a single cluster is Pn,1 = 1;
• the number of partitions with n clusters is Pn,n = 1;
• the number of partitions with n− 1 clusters is given by Pn,n−1 = n(n−1)2 ; and
• the number of dichotomies is given by Pn,2 = 2n−1 − 1.
The number Pn,k follows the recursive equation:
Pn,k = Pn−1,k−1 + k × Pn−1,k. (2.5)
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n,k 1 2 3 4 5 6 7 8 9 10 11 Pn
1 1 1
2 1 1 2
3 1 3 1 5
4 1 7 6 1 15
5 1 15 25 10 1 52
6 1 31 90 65 15 1 203
7 1 63 301 350 140 21 1 877
8 1 127 966 1701 1050 266 28 1 4140
9 1 255 3025 7770 6951 2646 462 36 1 21147
10 1 511 9330 34105 42525 22827 5880 750 45 1 115975
11 1 1023 28501 145750 246730 179487 63987 11880 1155 55 1 678970
12 1 2047 86526 611501 1379400 1323652 627396 159027 22275 1705 66 4213597
Table 2.2: Number of possible partitions N(Pn,k), with n the number of objects and k the number
of clusters. Adapted from Saporta (1990).












(k − i)n. (2.6)
Let Pn be the total number of partitions; this corresponds to the case where the number of





Table 2.2 illustrates the dramatic increase of the size of the solution space, for up to 12 objects.
If we have 25 objects, there are P25,5 = 2, 436, 684, 974, 110, 751 ways of sorting them into ﬁve
groups, and Pn exceeds 4× 1018 partitions. A computer able to process a million partitions per
second would take more than 126'000 years to study all these partitions. Clearly, it is impractical
for an algorithm to exhaustively search the solution space to ﬁnd the optimal solution. Therefore,
it is necessary to settle for an approximation of the solution and heuristic methods have been
developed. The most popular algorithms are presented in the following section.
2.5 Traditional clustering algorithms
Clustering algorithms can be categorized as either hierarchical or partitional approaches; hier-
archical methods produce a nested series of partitions, while partitional methods produce only
one partition.







1 2 3 4 5
d Partition
[1], [2], [3], [4], [5]
[1 2], [3], [4], [5]
[1 2], [3], [4 5]
[1 2], [3 4 5]
[1 2 3 4 5]
Figure 2.2: Example of dendrogram produced by hierarchical clustering. Distance d, also called
height of the dendrogram, is shown on the vertical axis. For each level in the hierarchy, the
corresponding partition is indicated. Objects in the same cluster are in square brackets. Figure
adapted from Kaufman and Rousseeuw (1990).
2.5.1 Hierarchical techniques
Hierarchical clustering techniques are either agglomerative or divisive. Agglomerative hierarchi-
cal methods begin with each observation in a separate cluster (singleton). These clusters are
then merged, according to their similarity (the most similar clusters are merged at each stage),
until only one cluster remains. Divisive hierarchical methods work in the opposite way: an initial
cluster containing all the objects is divided into subgroups (based on dissimilarity) until each
object constitutes its own group. Agglomerative methods are more popular than divisive meth-
ods; this will be illustrated in Section 2.6.3, where several hierarchical applied to biological data
are presented, and none is divisive.
The result of a hierarchical clustering technique is a tree-like structure, or hierarchy of clus-
ters, which can be displayed as a diagram known as a dendrogram as shown in Figure 2.2. In
this dendrogram, the x-axis is irrelevant as a continuous variable and not displayed; whereas
the y-axis, labeled d in Figure 2.2 (also called height of the dendrogram), corresponds to the
distance between data points or clusters that are merged at each step of the clustering process.
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To produce a ﬁnal partition, the dendrogram can be cut at the desired similarity or distance
level on this axis. Given the desired number of clusters or a certain height in the dendrogram, a
resulting partition can be selected from the hierarchy. However, the distances between branches
in the hierarchy show larger gaps that may be an indication of the desired number of clusters.
Milligan and Cooper (1985) review the ways to determine the appropriate number of clusters.
Algorithm 2.1 The agglomerative clustering algorithm
1: input: X a set of n objects
2: output: D a dendrogram
3: start with n clusters Ci, each containing one object Xi of X
4: k = n
5: while k > 1 do
6: for all i ≤ k and j ≤ k, i 6= j do
7: compute distance di,j = (Ci, Cj)
8: end for
9: for all i ≤ k and j ≤ k, i 6= j do
10: ﬁnd u and v so that du,v = MIN(di,j)
11: end for
12: merge Cu and Cv
13: k = k − 1
14: renumber all clusters (1 to k)
15: end while
Algorithm 2.1 shows the steps followed by an agglomerative hierarchical clustering method
for grouping n objects. The basic idea is very simple: at each step, the distance between all data
points is computed and the closest points are merged. The diﬃculty resides in computing the
distance between a set of merged points, i.e. a cluster, and a single data point, or the distance
between two clusters. To resolve this problem, there are four important methods:
• Single-linkage, or nearest neighbor clustering, computes the distance between two clusters
as the distance between the two nearest objects in those clusters (Sneath, 1957). Problems
occur when the clusters are poorly delineated; this method can produce clusters shaped
like a long chains with unrelated objects at the ends (Sneath, 1969; Kuiper and Fisher,
1975).
• Complete-linkage joins the two clusters with the minimum distance between their two
furthest objects, thus eliminating the chaining problem experienced with single-linkage
clustering (Sorensen, 1948). However, similarly to single-linkage, complete-linkage uses an
information restricted to two points, one per cluster, to compute inter-cluster distances,
this renders the method sensitive to noisy data.
• Average-linkage clustering , or UPGMA (for Unweighted Pair-Group Method using the
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Average approach) deﬁnes the distance between two clusters to be the average distance
from all objects in one cluster to all objects in the other cluster (Sokal and Michener, 1958).
This approach tends to produce spherical clusters with small variance, and the method is
biased towards producing clusters with approximately equal variance. In a variation of
this method, called centroid clustering, the distance between two clusters is deﬁned as the
distance between their centroids (Sokal and Michener, 1958).
• Unlike the above clustering methods, Ward's minimum variance method optimizes an ob-
jective statistic  the sum of the squared distances between each object and its cluster
center. At each step the algorithm merges the clusters that will minimize the increase of
this statistic. This method tends to join clusters with small numbers of objects, and is
biased towards producing clusters of approximately the same size. Further detail on this
clustering method can be found in Ward (1963).
Hierarchical clustering methods present several disadvantages:
i. by deﬁnition, they do not produce a single partition, to achieve this task, the user needs
to cut the dendrogram at a certain level, or to provide the number of clusters;
ii. the algorithm keeps no provision for reallocation of objects that have been incorrectly
grouped at an early stage; and
iii. the results reﬂect the degree to which the data conforms to the structural forms embedded
in the algorithm (chaining for single-linkage, spherical clusters for average-linkage, Sneath
(1969)).
Other variations of hierarchical clustering and case studies in various ﬁelds of research have
also been reviewed in Chapter 4 of Everitt et al. (2001). Comparison studies show that the eﬃ-
ciency of hierarchical methods varies according to the type of data and there is no method that
is best in all circumstances (Section 4.2.4 of Everitt et al., 2001). However, the Ward's minimum
variance and the average-linkage methods cluster relatively accurately over a wide range of data
types (Punj and Stewart, 1983).
2.5.2 Partitioning or optimization techniques
Unlike hierarchical techniques, which produce a series of partitions, optimization techniques pro-
duce a single partition which optimizes a pre-deﬁned criterion or objective function. The number
of clusters in this case is either speciﬁed a priori or is determined as part of the clustering method.
Optimization methods are characterized by: 1) an initial partition, 2) an objective function,
3) a reassignment process, and 4) a terminating criterion. They start with an initial partition of
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objects into a speciﬁed number of groups. Objects are then reassigned to clusters according to
the objective function until some terminating criterion is met. The methods diﬀer with respect
to one or several of these four aspects.
Initial partition
Optimization methods may use a random initial partition or one generated from seed points. In
the latter case, these seed points which represent cluster centers, or centroids, may be selected
using a method that attempts to ensure that they span the data. There are several methods for
building partitions from seed points (Anderberg, 1973).
Objective function
As described in Section 5.3 of Everitt et al. (2001), objective functions which are commonly used






(Xij −X)(Xij −X)′; (2.8)
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l=1Xl is the grand mean. It can be shown
that T = W +B.
Objective functions which are commonly used as clustering criteria include:
• Minimization of trace(W )
• Minimization of the determinant det(W )
• Maximization of trace(BW−1).
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Ideally, one would like to minimizeW and maximize B. AsW and B are matrices, it is conve-
nient to compute their determinant or trace, which are real numbers, and optimize those values.
The minimization of trace(W ) is equivalent to minimizing the sum of the squared Euclidean
distances between individuals and their cluster mean. This clustering criterion favors spherical
clusters, this is illustrated in Section 5.3.4 of Everitt et al. (2001). The scale-dependency of
trace(W ) was the motivation to search for alternative criteria. The second criterion, det(W ) is
suitable for clusters which do not have a spherical shape, as for example elliptical clusters. The
third criterion, trace(BW−1), is a generalization of the Mahalanobis distance (see Section 2.3.1)
to more than two groups. Although these criteria allow non spherical clusters, they assume that
the clusters have the same shape and roughly the same size. For a more detailed review of these
and other criteria allowing diﬀerent shapes of sizes refer to Section 5.3 of Everitt et al. (2001) or
to Gordon (1981).
Reassignment process and termination criterion
With respect to the reassignment process, two major types of optimization methods are gener-
ally employed: k -means and hill-climbing. The corresponding algorithms are given on Page 25.
The ﬁrst one loops through all the objects, reassigning each to the cluster whose centroid is the
closest. The second one searches a local neighborhood for a partition with an improved objective
function value.
Although the majority of optimization methods require the number of clusters to be known
a priori, some reassignment processes have been designed to allow the number of clusters to
evolve during clustering (Anderberg, 1973). Optimization algorithms terminate when there is
no reassignment that will improve the objective function value. For the k -means, this occurs
when all objects are in the cluster whose centroid is closest to them. For optimization methods
in general, the termination occurs when the objective function for the current clustering reaches
a local minimum.
Comparison of techniques
The k -means technique performs well in comparison to hill-climbing and hierarchical methods,
although it is sensitive to its initial partition. The k -means method is also less aﬀected by
outliers, the choice of distance measure, and the presence of irrelevant attributes or dimensions
as discussed in Punj and Stewart (1983). However, the following drawbacks aﬀect optimization
methods in general:
i. most methods require the number of clusters a priori, and will divide the data into this
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Algorithm 2.2 The k -means algorithm
1: input: X a set of n objects Xi, k a number of clusters
2: output: P a partition of X
3: deﬁne: OF (P ) an objective function of partition P
4: start with k random clusters Cj forming partition P
5: repeat
6: for all i ≤ n do
7: for all j ≤ k do
8: move Xi to Cj and compute OF (Pnew)
9: end for
10: end for
11: select Pnew∗ with optimal OF (Pnew)
12: P = Pnew∗
13: until OF (P ) is better than OF (Pnew) for all Pnew
number of clusters regardless of the data structure;
ii. certain clustering criterion are biased toward particular cluster shapes, and will impose
these shapes on the data; and
iii. the eﬃciency of optimization techniques is highly dependent on the initial partition.
Other optimization methods have been developed. An approach using simulated annealing is
introduced in Klein and Dubes (1989). A genetic algorithm approach addresses the problem of
clustering in Cole (1998). Further discussion of optimization methods can be found in Anderberg
(1973); Everitt et al. (2001).
Algorithm 2.3 The hill-climbing algorithm
1: input: X a set of n objects Xi, k a number of clusters
2: output: P a partition of X
3: deﬁne: OF (P ) an objective function of partition P
4: deﬁne: N(P ) a neighborhood of partition P
5: start with k random clusters Cj forming partition P
6: repeat
7: for all Pnew = N(P ) do
8: compute OF (Pnew)
9: end for
10: select Pnew∗ with optimal OF (Pnew)
11: P = Pnew∗
12: until OF (P ) is better than OF (Pnew) for all Pnew = N(P )
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2.5.3 Other approaches
The approaches introduced below can all be classiﬁed among partitioning techniques, since they
produce a partition of a data set, and not a hierarchy of partitions.
An important variant of data clustering is graph-based clustering, since similarity is easily
expressed as a graph: data sets are represented as weighted graphs, where nodes correspond to
the data points and edges correspond to the similarity measure between those points. Graph
clustering is based on the natural notion of separating sparsely connected dense subgraphs from
each other. Most algorithms focus on the relation between the number of intra-cluster and inter-
cluster edges. The most popular algorithms are the minimum cut (or min-cut) (Hartuv and
Shamir, 2000), and the Markov clustering (Van Dongen, 2000), and they will be described in
Section 2.6.4.
Other approaches involve spectral information as in Kannan et al. (2000). Artiﬁcial neural
networks have also been extensively used for both supervised classiﬁcation and clustering (Sethi
and Jain, 1991; Jain and Mao, 1994). The most well-known examples of artiﬁcial neural networks
used for clustering are Kohonen's learning vectors and self-organizing maps (Kohonen, 1989).
Mixture-resolving algorithms are based on the assumption that the objects to be clustered are
drawn from one of several distributions (most of the time Gaussians), and the goal is to identify
the number of these distributions and their parameters. For more details, see Jain and Dubes
(1988) and Chapter 6 of Everitt et al. (2001).
2.5.4 Concluding remarks
In Section 2.1 to 2.5, the major challenges and the most popular ways to solve a clustering
problem have been described. The clustering problem was separated in two sub-problems: 1) a
measure must be deﬁned to assess the relationship between data points, and 2) an algorithm must
process the data to produce a partition. No distance measure is appropriate for all kind of input
data, and similarly, no clustering algorithm is optimal in all cases. The traditional algorithms
presented are heuristic that search a relatively small subset of the solution space. This subset
is limited by the number of clusters, the choice of distance measure and the clustering method
itself. When clustering a new data set, the chance to produce an accurate partition will depend
on the choice of measure and method made by the researcher. As illustrated above, particular
measures and methods are more adapted for certain data sets. Since there is no universal tech-
nique to make these choices, the expertise of the researcher is of central importance to ensure a
sensible classiﬁcation of the data.
When clustering protein sequences into families, the researcher's expertize is particularly
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needed to compare the primary structures and compute distances between sequences which are
non-numerical data. Once a distance matrix is build, then the researcher's expertize contributes
to adjust clustering algorithms so that the method uncovers the families lying behind the sequence
data.
2.6 Clustering biological sequences: state of the art
The continuation of this report will focus on the applications of clustering in the speciﬁc ﬁeld of
biology, with special emphasis on protein sequences families. Section 2.6.1 illustrates applications
of cluster analysis in various ﬁelds of biology and in particular in sequence analysis. As for
any clustering task, protein clustering requires a distance measure between the proteins, and
an algorithm that will perform the task. These two issues are discussed in Section 2.6.2 and
2.6.3. Several approaches for the unsupervised classiﬁcation of biological sequences are presented.
Finally, three major contributions to the ﬁeld are described in more detail in Section 2.6.4.
2.6.1 Motivation
Clustering is a technique which has been extensively applied in a great variety of ﬁelds related to
life science and biology. Conversely, cluster analysis has made signiﬁcant progress through the
numerous biological applications.
Very early, clustering became a key technique in taxonomy, which is the science of classifying
organisms. In 1737, Carl von Linné pointed out the importance of clustering to understand the
relationships between organisms in his work Genera Plantorum. In the ﬁeld of plant and animal
ecology, clustering is used to make spatial and temporal comparisons of communities of organisms
in heterogeneous environments. Clustering can also serve to generate phylogenies of organisms
at the species, genus, or higher level (Legendre and Legendre, 1998). However, phylogeny tends
to assess the chronology and time of evolution linking diﬀerent organisms, whereas the aim of
clustering is limited to automatically classify objects according to some criteria of similarity.
At ﬁrst, clustering was applied to observable attributes, such as leaf length. Nowadays, with
the accumulation of molecular data and the rapid development of high-throughput techniques
(for example, DNA microarrays (Gilad et al., 2006), expressed sequence tags (ESTs) Baker et al.
(2007); O'Brien et al. (2007) and genome sequencing projects) cluster analysis has gained further
importance in the ﬁeld of computational biology and bioinformatics.
High-throughput techniques have made clustering techniques very popular to provide ad-
vances not only in taxonomy, but also in many other ﬁelds of molecular biology, such as illustrated
in Okada et al. (2007) or Zhang et al. (2006). Cluster analysis is widely used in the analysis
of clinical information, phylogeny, genomics, and proteomics. For example in transcriptomics,
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clustering is used to build groups of genes with related expression patterns, thus identifying co-
regulated genes. Such an approach provides advances in the treatment of various diseases and
is very extensively used in the ﬁeld of tumor proﬁling (Perou et al., 2000; Sun and Yang, 2006;
Bachvarov et al., 2006; Perez-Diez et al., 2007). Another very interesting example of cluster
analysis application with microarrays is the pharmacological study proposed by Scherf et al.
(2000).
In sequence analysis, clustering is often used to group homologous sequences (i.e. sequences
derived from a common ancestor) into gene or protein families. This is a central concept in
bioinformatics, and in evolutionary biology. Reliable identiﬁcation of protein families is key to
phylogenetic analysis, structural or functional annotation and exploration of protein function
diversity. As more and more complete genomes are available, there is a strong need for au-
tomatic and reliable algorithms facilitating protein families deﬁnition. The pre-processing of
protein sequences into clusters of homologous sequences provides an alternative to searching for
homologies by querying an huge, unordered database of sequences. Clustering is useful for the
following purposes:
• reducing sequence database access time;
• compressing the output produced by database search programs;
• improving remote homology recognition (Li et al., 2002);
• reducing homology search time (Li et al., 2002);
• automatically deriving multiple alignments or proﬁles (Altschul et al., 1997);
• providing clues for evolutionary analysis (illustrated by Meinel et al., 2005);
• transferring functional annotations (Krishnamurthy et al., 2007); and
• predicting three-dimensional structure by similarity (Torarinsson et al., 2007).
Similarly to sequence clustering, clustering applied to tertiary structure data sets can be used to
organize proteins into structural families, and can provide insights in the rate of change between
sequence and structure (Eidhammer et al., 2000). In an illustrative study, various bioinformatics
tools, among which clustering, are applied to describe the methyltransferase protein family is
presented in Tkaczuk et al. (2007). A review of clustering application in life sciences is given in
Zhao and Karypis (2005).
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2.6.2 Distance between two proteins
As discussed in Section 2.3, clustering requires a distance measure between data points. The
choice of distance measure between protein sequences is not a trivial task, especially because
proteins are not numerical data, but linear sequences of amino acids. A usual measure is based
on amino acid sequence similarity: the two sequences are aligned, each amino acid of one protein
corresponding to an amino acid or a gap in the other protein, and a score is computed based
on pairwise comparisons of amino acids. Doolittle (1981) used sequence similarity to deﬁne the
notion of protein families. Tools such as BLAST (Altschul et al., 1997), FASTA (Pearson and
Lipman, 1988) or the Smith and Waterman algorithm (noted SW, Smith and Waterman, 1981)
are commonly used to compute distance or similarity between sequences. Other features, such
as the protein mass, hydrophobicity, isoelectric point, or the presence or absence of certain mo-
tifs can be used. However, this type of information has, for the most part, been ignored until
now. Attempts to use structural similarities have been successful (Holm and Sander, 1996), but
the number of structures available is very limited and a sequence of interest is likely to lack
structural information. However, sequence analysis performed in parallel to structural studies
could serve as a guide to the use of sequence similarity information (Koehl and Levitt, 2002).
Annotation information was also used in parallel with sequence similarity by Kunin and Ouzou-
nis (2005). Combining several sources of information certainly improves the quality of protein
families deﬁnition, however, it restricts the analysis to a very limited portion of known sequences.
As a matter of fact, the most commonly used distance measure to compute sequence clusters
is a score originating from all-vs-all pairwise alignments of whole sequences. In general, the
e-value (Altschul et al., 1997) is used, although some variations exist, for example the z -score
as described in Kriventseva et al. (2001). Several recent contributions addressed the clustering
of large sets of proteins (TribeMCL (Enright et al., 2002), Picasso (Heger and Holm, 2001),
SYSTERS (Krause et al., 2005), ProtoMap (Yona et al., 2000), ProtoNet (Kaplan et al., 2005),
ClusTr (Kriventseva et al., 2003), COG (Tatusov et al., 2003)). All these approaches are based
on pairwise or multiple alignments of the sequence set. Pairwise comparison of several subse-
quences (named probes) of ﬁxed length has been used in Sperisen and Pagni (2005). Sequences
could also be compared by other ways than by aligning them, as reviewed in Vinga and Almeida
(2003), although these approaches have not been put in practice for clustering tasks.
Classifying proteins according to their domain content or architecture could be an alternative
to direct sequence comparison. No general methodology has emerged yet, however, several works
have followed this direction for particular protein families (Ponting et al., 1999; Letunic et al.,
2002; Aravind et al., 1999a, b; Pawson et al., 2001). Highly modular proteins involved in signaling
pathways are typical examples where domain architecture is diagnostic for the protein family.
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Unfortunately, in the course of evolution, the linear organization of these proteins is not always
preserved because of genetic events such as domain swapping, duplication or deletion. Although
rare, the frequency of this phenomenon increases as more complete genomes are sequenced, and
renders the clustering based on whole protein comparison diﬃcult. Furthermore, the emerging
picture of the human proteome conﬁrms that alternative splicing is not anecdotal but rather an
additional source of sequence variation (Resch et al., 2004; Modrek et al., 2001). The type of
distance measure which has been used in various sequence clustering approaches are indicated
in Table 2.3.
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2.6.3 A variety of clustering algorithms
In contrast to the distance measure, where a pairwise alignment similarity score is almost al-
ways the solution of choice, the type of method used to perform the clustering of biological
sequences varies from one implementation to another. Most of them can be categorized in three
major groups: hierarchical, graph-based and partitioning methods, although graph-based meth-
ods could be seen as a subclass of partitioning methods.
Among the various sequence clustering approaches described below and listed in Table 2.3,
some are not tools, strictly speaking, since they cannot be downloaded and/or applied to clus-
ter a user-provided data set. They have been applied to large data sets (e.g. Swiss-Prot or
UniProt) and the resulting classiﬁcations are stored in databases which can be consulted via the
web. These approaches are labeled D for database in Table 2.3, column 4. Other approaches
function as tools which can be used via the web or downloaded, and the user can apply them
on it's favorite sequence set (noted T in Table 2.3, column 4). The web site where these tools
or databases can be found, if available, are listed in Table 2.4. Unfortunately, some approaches
cannot be accessed by the community (noted N.A. in Table 2.3).
Hierarchical approaches have been widely used, as demonstrated by the list of clustering
methods in Table 2.3. ClusTr (Kriventseva et al., 2003), Picasso (Heger and Holm, 2001) and
ProtoNet (Kaplan et al., 2005) use very standard agglomerative clustering techniques. ProtoNet
uses a special metric described in Sasson et al. (2002) to merge clusters. Picasso combines
pairwise alignments into multiple alignments which are used as proﬁles. Those proﬁles are com-
pared and merged hierarchically when conditions are fulﬁlled. ClusTr is build by standard single
linkage clustering provided by the LASSAP package (Glémet and Codani, 1997). GeneRage
(Enright and Ouzounis, 2000) makes also use of single linkage clustering. SYSTERS (Krause
et al., 2005) combines hierarchical clustering with graph-based clustering. This method will be
explained in more details in the next section. COG (Tatusov et al., 2003) also uses a hierarchical
merging of clusters and applies a manual validation to prevent chaining of multi-domain families.
Graph-based approaches are also quite popular. ProtoMap (Yona et al., 2000) uses graph-
based clustering. The vertexes of the weighted graph are the protein sequences, and two vertexes
are connected by an edge based on e-values obtained from BLAST, FASTA and Smith and Wa-
terman pairwise comparisons. The graph is then split into connected components by applying
a stringent threshold to remove the edges with low weight. Then, the threshold is relaxed and
clusters are recursively merged when a required condition is fulﬁlled. Kawaji et al. (2004) and
Abascal and Valencia (2002) also use graph-based clustering algorithm, applying the N-cut algo-
rithm (Shi and Malik, 1997; Wu and Leahy, 1993), or a variation (Kernighan and Lin, 1970), to
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split the graph into clusters. ProtoMap applies a unique threshold for the whole graph, which is
rather inadequate when dealing with protein families with various degrees of conservation. The
N-cut method is more ﬂexible and may better ﬁt to the heterogeneity of the data. ProClust
(Pipenbacher et al., 2002) uses an extension of the graph-based clustering proposed in Bolten
et al. (2001). TribeMCL (Enright et al., 2002) applies an original approach in graph clustering,
namely Markov clustering, described in Van Dongen (2000). It simulates random walks within
a graph by iterative alternation of two operators called expansion and inﬂation. More details on
TribeMCL are given in Section 2.6.4.
Partitioning techniques have found few applications in the ﬁeld of protein sequences cluster-
ing. One method has been proposed by Guralnik and Karypis (2001), who applied a standard
k -mean approach to proteins represented by vectors of presence/absence of features (short sub-
sequences). However, no tool or database resulting from this interesting work has been made
available to the scientiﬁc community. JACOP (Sperisen and Pagni, 2005) uses the traditional
partitioning algorithm which has been implemented under the name PAM (Partitioning Around
Medoids) in the R statistical package (Kaufman and Rousseeuw, 1990). This tools is detailed in
the next section.
Two original graph-based methods have been recently published: Super Paramagnetic Clus-
tering (SPC, Tetko et al., 2005) and Spectral clustering (Paccanaro et al., 2006). SPC is
inspired by the analogy to a spin glass, which describes the physics of an inhomogeneous fer-
romagnet. It performs a clustering of data organized in a graph. Each protein is a vertex and
edges correspond to the connections between neighboring proteins. A spin is attributed to each
protein so that neighboring proteins have the same spin. Neighboring proteins interact with a
strength which is a function of the initial distance matrix (the distance is provided by pairwise
sequence alignments). A Monte Carlo simulation (Wang and Swendsen, 1990) is used to deter-
mine clusters of proteins. The spins are updated in an iterative manner until convergence. For
more details, see Blatt et al. (1996). Spectral clustering uses the k leading eigenvectors of a
symmetric and normalized matrix derived from the similarity matrix (e-values from BLAST) to
feed a standard k -means algorithm. For more details on the algorithm, see also Ng et al. (2001).
Another original approach proposed by Dubey et al. (2004) applies Gaussian mixture models to
the problem of clustering protein sequence and structure.
2.6.4 Major contributions to protein sequence clustering
This section describes in more details three major contributions to the ﬁeld of protein sequence
clustering. First TribeMCL, which was made available in 2002, is presented, then SYSTERS and
















Table 2.4: Availability of protein clustering tools or databases.
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ﬁnally JACOP. The latter two, published in 2005, were not available at the time this thesis work
started.
TribeMCL
TribeMCL is a graph-based method for clustering proteins into protein families. Clustering is
achieved by analyzing precomputed sequence similarity information, and using these similari-
ties to assign proteins into related groups. TribeMCL uses a novel clustering method (Markov
CLustering, or MCL) with which the authors claim to solve some of the problems which nor-
mally hinder protein sequence clustering, such as multi-domain proteins, peptide fragments and
proteins with promiscuous domains. The eﬃciency of the method makes it applicable to the
clustering of very large data sets.
The input data are organized in a graph, where each node is an object and the edges represent
similarity between two data points. The edges are weighted according to the pairwise e-values
produced by BLAST.
The logic behind the Markov cluster process is based on the following observation: the pres-
ence of natural clusters in a graph is characterized by a) many edges within clusters and b) few
edges from one cluster to another. If clusters exist within a graph, then once inside one of them,
it is relatively diﬃcult to get out. The idea is to simulate random walks or ﬂows within the
whole graph, to further strengthen the ﬂow where the current is already strong, and to weaken
the ﬂow where the current is weak. The hypothesis supporting this idea is that cluster structures
correspond to regions of strong current (many random walks), separated by borders where the
current is weak (few random walks). Therefore, if natural clusters exist in a graph, random walks
will infrequently transit from one natural cluster to another. MCL simulates random walks or
ﬂows inside this graph by operations on the matrix containing the similarities between objects. It
deﬁnes a sequence of column-stochastic matrices by alternation of two operators called expansion
and inﬂation.
In TribeMCL, the Markov cluster process is adapted to protein sequences. The general pro-
cess is depicted in Figure 2.3. The starting point is a matrix containing similarities computed by
BLAST for all pairs of sequences (all-vs-all). More precisely, the matrix is ﬁlled with − log10(e-
value), turned into a symmetric matrix and normalized. The protein sequences are organized in
a graph, where each node is a protein, and the weight associated with each edge represents the
similarity between proteins. The weight associated with each edge is the similarity indicated in
the matrix. Those weights are transformed in probabilities of transition from one protein to the
other, resulting in a Markov matrix, where the sum of each column is 1, with no negative value
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Figure 2.3: TribeMCL ﬂowchart, copied from Enright et al. (2002).
(this latter matrix is no more symmetric).
Two operators are alternatively applied to the Markov matrix: the ﬁrst operator expands the
random walks, i.e. it computes walks of increased length and is called expansion. In practice,
it takes the square of the Markov matrix using the normal matrix product. New probabilities
are associated with all pair of nodes. In other words, this operator has the eﬀect of dissipating
the ﬂow within the column of the matrix. An example of expansion applied on a sample matrix
is shown in Figure 2.4, Panel a. Dissipation of the ﬂow can be observed in the last column (in
bold). Before expansion, the ﬂow from G is limited to D and to G. After expansion, the ﬂow is
dispersed over the entire column.
The second operator is called inﬂation. It corresponds to taking the Hadamard power of a
matrix (taking powers entrywise), followed by a scaling step; the resulting matrix is column-
stochastic again. The power coeﬃcient r is a real number greater than 1. It was observed that
for values of r > 1, inﬂation changes the probabilities associated with the collection of random
walks departing from a particular node (i.e. a column of the matrix) by favoring more probable
walks over less probable ones. Probabilities of intra-cluster walks are boosted and inter-cluster
walks are decreased, thus revealing the natural clusters present in the graph. This operator has
the eﬀect of eliminating the ﬂow between distinct clusters. An illustration is given in Figure
2.4, Panel b. The probabilities spread over the last column (in bold) are pooled in the two node
pairs, G-D and mainly G-G.
The r parameter can alter the inﬂation operator, and a high r will increase the granularity of
clusters. These two operators are iterated until an equilibrium is reached. The equilibrium state














































































Figure 2.4: Expansion and inﬂation operators of TribeMCL. a. Expansion operator on a sample
Markov matrix. The last column (in bold) shows an example of the ﬂow expanded to all the
nodes, from the ﬁrst to the second matrix. b. Inﬂation and rescaling on a sample Markov matrix,
with r = 2. The last column (in bold) shows an example: the ﬂow expanded to all the nodes,
from the ﬁrst to the second matrix. Then the ﬂow is restricted again from the third to the ﬁfth
matrix, 97% of the ﬂow is restricted to node (G-G) in the ﬁfth matrix. c. Graphical view of
expansion and inﬂation eﬀect on a sample graph. Adapted from Enright et al. (2002).
38 CHAPTER 2. CLUSTER ANALYSIS AND BIOLOGICAL SEQUENCES
can be deﬁned by a matrix that does not change anymore, despite further expansion or inﬂation
steps. With respect to convergence, it can be proved that the process converges quadratically
around the equilibrium state. However, global convergence is hard to demonstrate. In practice,
the algorithm starts to converge noticeably after 3 to 10 iterations. The iterative use of expan-
sion and inﬂation results in the separation of the graph into distinct subgraphs, as illustrated in
Figure 2.4, Panel c. There is no path connecting these subgraphs. The collection of all subgraphs
can be seen as a partition of the input data.
The authors of TribeMCL claim that their method has the following key advantages:
• it is not misled by edges linking diﬀerent clusters;
• it is very fast and scalable;
• it has a natural parameter (r) to inﬂuence the cluster granularity;
• it has strong mathematics associated with it (Van Dongen, 2000); and
• its formulation is simple and elegant.
TribeMCL has been tested on the InterPro protein domain database (Mulder et al., 2005) and
the Structural Classiﬁcation of Proteins (SCOP) database (Andreeva et al., 2004). The Swiss-
Prot database was clustered in 8332 families using TribeMCL and the result was compared to
annotations extracted from InterPro. The authors claim to achieve 98% correspondence with
the InterPro annotation. Validation was also performed on all proteins (over 18'000) in the
PDB database (Berman et al., 2007). Classiﬁcation was compared to annotation present in
SCOP and good consistency was also observed. However, the authors consider only true positive
assignments, and neglect the false positive classiﬁcations to evaluate their method. Such a
validation would yield a perfect result for methods which produce only singletons. It is therefore
impossible to estimate the eﬃciency of TribeMCL from the validation provided in (Enright et al.,
2002). No proper comparison with other clustering tools was provided; however, such a study,
with suitable measures of false positive and false negative rates, is presented by the authors of
SYSTERS (Krause et al., 2005) and will be discussed in the next section. One should admit
that this method has an elegant formulation and is capable of clustering large data sets in a very
short time (5 minutes for clustering over 80,000 sequences of Swiss-Prot).
SYSTERS
SYSTERS is an algorithm that constructs a two-level hierarchy of the sequence space: the most
granular level corresponds to protein families, whereas the second level matches superfamilies.
The method comprises two parts depicted in Figure 2.5: the ﬁrst part performs a hierarchical
clustering. Starting from e-values produced by all-vs-all pairwise comparisons (using the Smith
2.6. CLUSTERING BIOLOGICAL SEQUENCES: STATE OF THE ART 39
Figure 2.5: Schematic overview of the two-step clustering procedure of SYSTERS: hierarchical
clustering followed by graph clustering. Copied from Krause et al. (2005).
and Waterman algorithm), a single linkage tree is constructed . Superfamilies are derived from
this tree by parsing it and using a superfamily-speciﬁc cutoﬀ. The second part is a graph-based
method for detecting protein families. A distance graph is constructed for every superfamily
including only e-values better than or equal to the superfamily cutoﬀ. Splitting this graph
recursively at weighted minimal cut sites results in a collection of protein families (also called
clusters). The graph is split into highly connected subclusters (HCS) using the min-cut algorithm.
Before starting the clustering, redundancy in the data is removed: all identical or very close
(sub)sequences are ﬁltered out. The e-values computed by the Smith and Waterman algorithm
are used as distances between sequence pairs and are arranged in a distance matrix. A cutoﬀ of
0.05 is used and all sequence pairs with an e-value greater than 0.05 are considered as unrelated
and their distance is set to inﬁnity.
We describe here in more details the two steps of the SYSTERS algorithm: the ﬁrst step is
a simple agglomerative clustering of the distance matrix to build a complete tree. The method
chosen is the single linkage as referred in Section 2.5. Since diﬀerent protein superfamilies display
diﬀerent degree of conservation, a single e-value cutoﬀ to cut the tree is not suitable; instead,





where p is a parent and q a child for an edge of the tree linking p and q. J is the ratio between the
size of all the subtrees below p, not including child q, and the size of the subtree below q. Walking
from a leaf toward the root of the tree, J increases dramatically when leaving the superfamily to
which the leaf belongs. This strategy is applied to all leaves, and the maximum J is stored for
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each leaf, assigning it to a superfamily. When inclusions occur, the largest superfamily is kept.
The e-value associated to the node of the cut is used as the superfamily cutoﬀ in the next part
of the method.
The second step is a graph-based clustering of each superfamily. A distance graph is con-
structed with the proteins belonging to the superfamily as nodes, and distances smaller than
or equal to the superfamily cutoﬀ as edges. The algorithm to split this graph into HCS is an
adaptation from Hartuv et al. (1999) to handle weighted graphs. It recursively splits the graph
at a minimal cut site until disjoint set of HCS is reached. A minimal cut is a set of the mini-
mum number of edges whose removal disconnects the graph into two disjoint components. To
ﬁnd the minimum cut, an implementation of the min-cut algorithm from LEDA (Mehlorn and
Näher, 1995) is used. A pre-processing step merges each node connected by only one edge to the
graph with its adjacent node. A post-processing called singleton adoption is applied: sequences
classiﬁed in a single sequence cluster are assigned to their closest neighboring cluster.
This method has been thoroughly validated on two large biological data sets: the ﬁrst set
consists of all sequences from Swiss-Prot and TrEMBL with a Pfam annotation, resulting in
more than 400,000 sequences distributed over almost 17,000 families, a family being deﬁned
as sequences with the same domain composition. The second set is formed by all sequences
of Swiss-Prot and TrEMBL containing an ENZYME annotation. This set contains more than
80,000 sequences and is investigated at two levels of cluster granularity. Using these two data
sets, the SYSTERS algorithm was compared with an implementation of single linkage clustering,
and also to TribeMCL (described in the previous section) with various parameter settings. The
Jaccard coeﬃcient, the sensitivity and the selectivity were computed to compare results from
the three methods to the expected partitions. Mostly, SYSTERS shows better eﬃciency than
TribeMCL or single linkage hierarchical clustering. With simple domain architecture, SYSTERS
performs well and is able to produce biologically meaningful clusters, although the granularity of
superfamilies is insuﬃcient. However, SYSTERS fails at clustering multi-domain proteins. This
is not surprising since this method relies on whole sequence pairwise alignments.
Since execution time of SYSTERS is prohibitive, it is not provided as a standalone software,
but rather as a database available for consultation. The current SYSTERS cluster set (release 4)
contains 969,579 non-redundant sequences from Swiss-Prot (release 41.0) and TrEMBL (release
23.0), a series of complete genomes (Anopheles gambiae, Caenorhabditis briggsae, Caenorhabditis
elegans, Drosophila melanogaster, Danio rerio, Fugu rubripes, Homo sapiens, Mus musculus) and
from a variety of projects: The Arabidopsis Information Resource (Arabidopsis thaliana), SGD
(Saccharomyces cerevisiae), and GeneDB (Schizosaccharomyces pombe). All those sequences are
sorted into 158,153 disjoint clusters which can be consulted on the web at the address provided
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in Table 2.4.
JACOP
JACOP stands for Just Another Classiﬁcation Of Proteins(Sperisen and Pagni, 2005). This
novel method for clustering protein sequences is based on random sampling of subsequences.
The protocol applied by JACOP is depicted in Figure 2.6, and numbers refer to the following
steps:
1. Several 50 amino acid subsequences, called probes, are generated by random sampling with
repetition from the input data set. The total length of the probes should provide a 3 times
coverage of the length of the input sequences.
2. All-vs-all pairwise comparison, using the Smith and Waterman algorithm, is performed.
When probes are too similar to each other (score over 160), only the ﬁrst is kept and others
are discarded. This step is called pruning.
3. The remaining probes are compared to the input sequences and scores are normalized to
obtain bit-scores, arranged in a bit-score matrix.
4. A threshold is applied to convert the bit-score matrix into a binary matrix. The binary
matrix is transformed in a distance matrix by computing the Jaccard distance (described
in Section 2.3).
5. Independent groups are deﬁned as having no match in common (Jaccard distance of 1).
6. Partitioning of each independent group into clusters is performed by PAM (Kaufman and
Rousseeuw, 1990). The number of clusters k is identiﬁed by maximizing the overall average
silhouette index (described on Page 58) of the partition, after testing all possible k ranging
from 2 to the number of sequences in the group.
7. A hierarchical clustering is performed using average linkage to produce a tree showing the
relationship between clusters.
8. Probes are labeled as ubiquitous, intermediate or diagnostic of a speciﬁc cluster.
JACOP is available on the MyHits platform (Pagni et al., 2007) where, unlike most other
methods, the user can submit his own data set. This method has been parametrized and vali-
dated on a prokaryotic lyase data set. It consists of 53 prokaryotic kinase sequences extracted
from Swiss-Prot with the Pfam HMM Lyase_1 (Finn et al., 2006). This set contains conserved
domains, no swapping and can legitimately be arranged into a multiple alignment. Classiﬁca-
tion from JACOP was compared and found consistent to that obtained with the PROTDIST
and FITCH programs of the PHYLIP package (Felsenstein, 1989), COG, SYSTERS, ProtoNet,
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Figure 2.6: The JACOP clustering protocol, copied from Sperisen and Pagni (2005). The suc-
cessive steps indicated by numbers are explained in the main text.
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ClusTr. JACOP was also applied on a more diﬃcult data set formed by 203 proteins containing
the SH2 domain (PF00017 from Pfam). This superfamily contains a series of other conserved
domains which renders its classiﬁcation diﬃcult, in particular for a subgroup of 69 proteins where
the architecture is very diverse. The classiﬁcation produced by JACOP appeared very similar to
that proposed by SYSTERS, ProtoMap, ProtoNet and ClusTr. This method is robust, eﬃcient
and seems to handle properly the embarrassing multi-domain proteins. However, JACOP may
fail to classify protein families with repeated domains due to the pruning of redundant probes.
2.7 Conclusion
Clustering protein sequences is a task that has become of major importance during the last
years, due to the tremendous speed up of production of new sequences. Sequence databases have
seen their size increase quickly and this phenomenon is not going to slow down in the future.
It is therefore vital to be able to summarize and organize the databases in a meaningful way.
At the time this thesis work was started, not many tools were available for clustering protein
sequences. SYSTERS in 1997 (Krause and Vingron, 1997) and ProtoMap in 1998 (Yona et al.,
1998) were the ﬁrst publications introducing automatic classiﬁcation of protein sequences. They
were stored as databases to be consulted via the web. Before 2002 and the publication of Pro-
Clust and TribeMCL, there was no tool, strictly speaking, for clustering sequences. Nowadays,
several programs or databases are available to perform this task (see Table 2.3).
Cluster analysis can be divided in two sub-problems: 1) the choice of a distance measure
between data points, and 2) the choice of a clustering algorithm. Neither a distance measure
nor a clustering method is appropriate for all kind of input data. Strikingly, when the data are
protein sequences, a majority of approaches use the same solution to these two questions: 1)
the distances are computed by pairwise sequence comparisons (derived from BLAST or SW),
and 2) the clustering is performed by a standard hierarchical or graph based approach. This
leaves room for improvement since protein sequences are very diverse and modular, as introduced
in Chapter 1. Multi-domain proteins, repeats, and complex domain architectures hinder most
methods from producing biologically accurate classiﬁcations. Only JACOP and the unavailable
Karypis method base their clustering on subsequences (probes or patterns) of the proteins, and
are more likely to adapt the modularity of some protein families.
The present work addresses the diversity of protein architectures with a novel approach that
combines discovery of conserved motifs and clustering of proteins. The method is designed to
meet the following characteristics:
• generate a partition that accommodate the modular nature of proteins;
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• propose a hierarchy of the proteins from the input data set;
• discover conserved regions diagnostic for each cluster of protein;
• be independent of manually curated motif database; and
• be fully automated, no parameters or prior knowledge must be provided.
Chapter 3 is dedicated to the description of this novel protein clustering method, which
has been named CliPS for Clustering Protein Sequences. The motivation, an overview and a
detailed description of the algorithm are provided. The parametrization of CliPS is discussed
in Chapter 5, where the convergence, scalability and robustness of the algorithm are reported.
CliPS has been validated on several diﬃcult clustering cases, and compared to other methods of
unsupervised classiﬁcation; the results are reported in Chapter 6.
Chapter 3
CliPS: a novel method for clustering
proteins
3.1 Introduction
This chapter describes the computer program developed during this thesis work and named
CliPS, for Clustering Protein Sequences. CliPS is a program to cluster protein sequences and
produce a partition of the input sequences. In addition, CliPS also produces a hierarchical tree
linking the input sequences and a collection of PSSMs matching conserved regions and charac-
terizing each cluster.
As discussed in Chapter 2, clustering a set of objects requires addressing two questions: which
algorithm is used and how the distance between objects is deﬁned. In most clustering problems,
the prior knowledge of the nature of objects and the intuition about the structure of the data
are very important for answering these two questions. In the context of biological sequences
clustering, in particular proteins, we use biological knowledge to deﬁne a distance measure and
a clustering algorithm suitable for this data. CliPS applies iteratively a hierarchical clustering
procedure and relies on a collection of PSSMs to compute distances between sequences. A PSSM
(Position Speciﬁc Scoring Matrix) is a matrix of scores based on the amino acid frequencies found
in an alignment of motifs. PSSMs are frequently used as descriptors of biologically conserved
motifs. The construction of a PSSM is detailed in Section 3.4.
An overview of the algorithm is given in Section 3.2. Three modules compose the core of
CliPS: 1) the Motif Discovery Module (Section 3.3), 2) the Motif Scan Module (Section 3.4) and
3) the Sequence-Cluster Assignment Module (Section 3.5). The three modules work successively
and are iterated to form the complete process of CliPS as shown in Figure 3.1. Implementation
issues are addressed in Section 3.6. Finally, Section 3.7 presents the diﬀerent outputs that can
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be retrieved from CliPS.
3.2 Overview
CliPS is divided in three modules (Figure 3.1) and a detailed description of each of these (pa-
rameters and computations) is given in the next sections.
We ﬁrst deﬁne some notations that will be used throughout this report:
• The set of sequences S = {S1, S2, . . . , Sn} contains n sequences of length Li; the residues,
amino-acids for proteins and nucleotides for DNA, are noted r, ri,j denotes the jth symbol
of the ith sequence. The set S is deﬁned over a ﬁxed-size alphabet E = {e1, e2, . . . , eK},
with K = 4 for DNA and K = 20 for proteins; and
• The partition or clustering of S is noted P = {C1, C2, . . . , Ck} and is deﬁned on Page 15.
A cluster Ci is a subset of mi sequences from S.
The input of CliPS is a set of sequences in FASTA format; the user does not have to ﬁx
values for the parameters since default values have been selected (see Chapter 5). If the default
values are not satisfactory, the user may provide his own parameter values. CliPS is a stochastic
process that applies a random initialization. The initialization step includes the split of S into
random clusters; the initial number of clusters is deﬁned by a random integer number ranging
from 5 to 10. This initial number is not crucial since the number of clusters will evolve during
the process.
The ﬁrst module of CliPS is the Motif Discovery Module. In each cluster separately, a motif
discovery algorithm searches for the most conserved region within the subset of sequences. A
conserved region is represented by an Ungapped Local Multiple Alignment (ULMA) as illustrated
in Figure 3.2. Many motif discovery tools could be used at this stage, and we chose NOMAD
(Neighborhood Optimization for Multiple Alignment Discovery, Hernandez et al. (2006)). NO-
MAD is a stochastic algorithm which was developed in-house, it is eﬃcient and its running speed
is very competitive. Several rounds of motif discovery are launched to detect a collection of con-
served regions or ULMAs. This process is iterated until terminating conditions are met. More
details are given in Section 3.3.
The second module of CliPS is the Motif Scan Module. This module transforms each ULMA
discovered by NOMAD into a PSSM and matches the complete collection of PSSMs with the
complete sequence set. The p-value corresponding to the score of each best match is computed
and is stored in a matrix. The computation details are given in Section 3.4.






Figure 3.1: General protocol of CliPS. This ﬁgure illustrates how the three modules forming
CliPS iterate until convergence is reached.
The third module is the Sequence-Cluster Assignment Module, which performs the clustering.
The matrix of p-values is converted into a distance matrix, which serves as input for hierarchical
clustering. Diﬀerent types of hierarchical clustering have been tested, details are given in Section
3.5. From the hierarchy of partitions, the partition which maximizes the average Silhouette index
(a measure of quality of the partition explained on Page 58) is selected as the resulting partition.
The number of clusters in the partition may have changed from the previous iteration.
The succession of the three modules is iterated as depicted in Figure 3.1 until the stop
criterion is met, i.e. when no diﬀerence is observed between the current partition and the one of
the previous iteration. At this stage, the program terminates and writes a series of output ﬁles
that are described in Section 3.7.
3.3 Motif Discovery Module
The Motif Discovery Module is applied to each cluster of sequences (randomly initialized clus-
ters or clusters formed in a previous iteration). This module produces a collection of ULMAs
diagnostic for the sequences in the cluster. In CliPS, we deﬁne motifs as short, conserved sub-
sequences that are present in all sequences of a cluster and can be aligned without gaps in an
ULMA (Figure 3.2). The algorithm NOMAD, described in the next section, is introduced in this
module to discover the conserved regions. Since a collection of ULMAs is more likely to describe
48 CHAPTER 3. CLIPS: A NOVEL METHOD FOR CLUSTERING PROTEINS
precisely a set of sequences than a single ULMA, we explain in a second section (Section 3.3.2)
how NOMAD is run several times to generate a collection of ULMAs.
3.3.1 Description of NOMAD
Motif discovery consists in locating, in a given set of protein sequences, a number of non-
overlapping ﬁxed-size subsequences, or motifs, that are likely to have been conserved during
evolution and can be aligned in an ULMA. To discover motifs, we have used the NOMAD pro-
gram (Hernandez et al., 2006). Given a number N , NOMAD chooses exactly N subsequences of
a given width w in a set of sequences. The width w must be deﬁned and we address this problem
in Chapter 5.
There are four diﬀerent ways of constraining the distribution of the N subsequences among
the data set: 1) one occurrence per sequence; 2) at least one occurrence per sequence; 3) at
most one occurrence per sequence; and 4) any number of occurrences per sequence. We use the
ﬁrst method, One Occurrence Per Sequence (OOPS), thus N is implicitly equal to the number
of sequences in the cluster. The other three methods require the setting of the parameter N by
the user, and this value is not known a priori. With this constraint, exactly one subsequence or
motif is chosen in each sequence of the cluster; the N motifs are fully described by the width w
and a vector V = {v1, v2, . . . , vN} corresponding to the positions (or oﬀsets) of the subsequences
in each sequence of cluster C. The N motifs can be arranged in an Ungapped Local Multiple
Alignment (ULMA) of width w, where the positions of V have been juxtaposed as depicted in
Figure 3.2.
The objective function commonly used to score the conservation of an ULMA is the Infor-
mation Content (IC) (also called the log-likelihood ratio statistic (Bailey, 1993), Kulback-Leibler
divergence (Kulback, 1968), or relative entropy). To calculate this score, the N subsequences of
width w are aligned, thus forming the ULMA of N rows, the number of subsequences, and w










where fi,j is the frequency of symbol (or residue) i of the alphabet in column j of the ULMA; f0i
is the background frequency of symbol i computed in the complete data set, and K is the cardi-
nal of the alphabet of symbols (20 for proteins). The information content is expressed in bit units.
NOMAD executes a hill-climbing optimization, similar to that deﬁned in Section 2.5. The










































Figure 3.2: Example of Ungapped Local Multiple Alignment (ULMA). This ﬁgure shows a
graphical representation of 5 motifs of width w arranged in an ULMA, in a set of 5 sequences.
iterative process converges on an ULMA with non random symbol frequencies in its columns.
This method searches a local neighborhood for a solution that maximizes the objective function.
NOMAD deﬁnes two diﬀerent neighborhoods which were ﬁrst described by Lawrence et al. (1993)
and are illustrated in Figure 3.3. The ﬁrst neighborhood is called Phase Shift (PS) and consists
in shifting all motifs (black boxes) simultaneously a few positions to the left and to the right
(Figure 3.3, Panel a, the positions forming the PS neighborhood are colored in blue). The second
neighborhood is called One Occurrence Move (OOM, Figure 3.3, Panel b). OOM corresponds
to selecting one motif (labeled by the star) and shifting it to all other possible positions, leaving
the other subsequences unchanged. The positions forming the OOM neighborhood are colored in
blue in Figure 3.3, Panel b. Since we use the OOPS mode, the set of possible subsequences to be
examined (i.e. the neighborhood) is limited to positions inside the selected sequence (in blue),
and its size is computed as L−w+1. For both neighborhoods, the position that maximizes the
information content is selected for the next iteration.
The hill-climbing strategy starts with a randomly initialized set of N subsequences and ap-
plies two operators: the ﬁrst operator OPS searches the PS neighborhood for the subsequences
which optimize the objective function. The second operator OOOM searches the OOM neigh-
borhood; it is iterated for each subsequence of the ULMA and selects the move that optimizes
the objective function. A cycle of the climber comprises the application of OPS ﬁrst, and then
OOOM ; the details are given in Algorithm 3.1. Cycles are iterated until convergence, which is met
when no new optimum of the objective function is encountered during one cycle of search. The
hill-climber is repeatedly applied on random starting motifs (multi-start), and the best solution
encountered is returned as the program output.























Figure 3.3: Neighborhoods deﬁned by NOMAD. This ﬁgure is a graphical representation of
the two neighborhoods deﬁned by NOMAD in the OOPS mode. a. The Phase Shift (PS)
neighborhood corresponds to the positions colored in blue. All motifs are simultaneously shifted
a few positions to the left and to the right, to ensure that the motif is not in a sub-optimal
conﬁguration. b. The One Occurrence Move (OOM) neighborhood is represented for the motif
on sequence S3, labeled with the blue star. The selected motif is moved to all positions on the
sequence S3, in blue. Adapted from Hernandez et al. (2006)
Algorithm 3.1 Hill-climbing strategy of NOMAD
1: input: m∗ a seed motif
2: output: m′ a converged motif
3: m′ = m∗; IC(m) = 0
4: while IC(m) < IC(m′) do
5: m = m′
6: m′ = OPS(m′)
7: for i = 0 to N do
8: m′ = OOOM (m′, i)
9: end for
10: end while
NOMAD has been compared to several other methods dedicated to the detection of ungapped
local multiple alignment (Hernandez et al., 2006). It has shown a better capacity to detect
subtle motifs than CONSENSUS (Hertz and Stormo, 1999) or MEME (Bailey and Elkan, 1995).
NOMAD was slightly better than the Gibbs Site Sampler (Lawrence et al., 1993) in the quality
of the result, and in addition it was signiﬁcantly faster in terms of running time. Since motif
discovery must be repeated a considerable number of times during the execution of CliPS, the
speed of NOMAD was an excellent reason for choosing this program.
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3.3.2 Repeated use of NOMAD
A single motif may not be suﬃcient to comprehensively describe the sometimes complex domain
architecture of a protein sequence; a collection of motifs is likely to be more suitable for this
purpose. Therefore, we do not search for a single conserved region in each cluster, but rather a
collection of ULMAs which together contain more information about the input sequences than
a single ULMA would. Let Qi = {m1,m2, . . . ,mp} be a collection of p conserved regions, or
ULMAs, characterizing the ith cluster of sequences. The union of the ULMAs characterizing
each cluster forms the total collection Q = ∪ki=1Qi, where k is the number of clusters in the
partition; Q contains q =
∑k
i=1 pi ULMAs in total. To produce a collection of motifs, NOMAD
is executed iteratively as described by Algorithm 3.2; each detected ULMA is hidden before the
next iteration (hidden symbols are replaced by X, an operation performed by the Hide function,
Line 8 of Algorithm 3.2), so that the same region will not be selected again. The maximum
number of ULMAs diagnostic of each cluster is an important parameter of the CliPS algorithm;
it is limited by the combination of three factors (Line 9 of Algorithm 3.2):
1. the ﬁrst factor, threshold tf , restricts the conserved region collection to high quality
ULMAs, based on their statistical relevance. To compute the statistical relevance of an
ULMA, it is turned into a PSSM (procedure described in Section 3.4.2) and matched with
the sequence of the clusters (Algorithm 3.3). The p-check function computes the relevance
as follows: an ULMA is considered as relevant if the p-value (deﬁned on Page 52) of the
corresponding PSSM match is below tf for 80 percent of the sequences in the cluster.
Since NOMAD converges to the most conserved region, if the latest ULMA discovered is
not relevant, then the next ULMAs are unlikely to be relevant, and therefore this condition
is appropriate to stop adding new ULMAs to the collection;
2. the second factor limits the maximum number of ULMAs per cluster and is noted threshold
tt. It is necessary for very homogeneous clusters which contain too many relevant motifs
and would be over-represented in the total collection with respect to other less homogeneous
clusters;
3. the last factor limits the overlap between ULMAs; it is computed by the X-check function
and is deﬁned as follows: if a newly found ULMA contains a percentage of X symbols (hid-
den residues from a previously discovered ULMA) greater than or equal to the threshold,
tx, then no new ULMA should be added to the collection.
Cutoﬀ values for these three parameters, the number of multi-start for NOMAD and a range of
motif widths have been tested on diﬀerent data sets; this parametrization is discussed in Chapter
5.
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Algorithm 3.2 Iterative motif discovery
1: input: C a cluster of sequences
2: output: Q a collection of motifs
3: i = 0
4: repeat
5: i = i+ 1
6: m = NOMAD(C)
7: Q = Q ∪m
8: Hide(m,C)
9: until (i ≥ tt) OR (p-check(m, tf )) OR (X-check(m) ≥ tx)
3.4 Motif Scan Module
The aim of this module is to deﬁne, for each sequence of the data set, a series of motifs that
describe this sequence. To achieve this task, the ULMAs (Ungapped Local Multiple Alignments)
produced by the motif discovery module are transformed into PSSMs. Each PSSM and sequence
are matched pairwise and produce a score that is turned into a p-value, as explained below.
These p-values denote the statistical relevance of the matches and are used to validate the pres-
ence of a certain motif in a particular sequence.
3.4.1 Deﬁnition of the p-value
The notion of p-value appears several times at diﬀerent levels of the algorithm, and its deﬁnition
is given here: in statistical hypothesis testing, the p-value is the probability of obtaining a result
at least as extreme as a given observation, assuming the observation was the result of chance
alone (this assumption is called the null hypothesis). The fact that p-values are based on this
assumption is crucial to their correct interpretation. Generally, one rejects the null hypothesis if
the p-value is smaller than or equal to a given signiﬁcance level. A commonly used signiﬁcance
level is 0.05, which means that the results are only 5% likely to be as or more extraordinary than
observed, given that the null hypothesis is true. In our context, the p-value p(s ≥ so) represents
the probability of obtaining a score s greater than or equal to the observed score so if we assume
that so was produced by chance, i.e. the null hypothesis is true. A high p(s ≥ so) indicates that
it is expected to observe the score so, whereas a low p(s ≥ so) indicates that it is very unlikely to
obtain such a high score given the null hypothesis, which assumes that so is the result of chance.
In other words, a low p(s ≥ so) means that the score of an observed match is probably due to
a biological particularity, for example the presence of a conserved region, and that this score
reﬂects a relevant match.
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3.4.2 Construction of position speciﬁc scoring matrices
An ULMA of N subsequences of width w can be converted into a PSSM by a simple logarithmic
transformation of the matrix containing the frequency of each amino acid at each position in
the ULMA. If certain amino acids are not represented at some positions, pseudo-counts (small
numbers) are added to avoid exclusion of an amino acid at these positions. Consequently, the
PSSM is slightly less stringent, depending on the pseudo-counts chosen. The resulting matrix
has w columns, one for each position in the ULMA, and K rows corresponding to the elements
of the alphabet (K = 20 for amino acids). The stepwise construction of such a PSSM, notedM,
is implemented in CliPS as described below:
1. the starting point is a K × w matrix composed of the counts ci,j of each residue i in each
column j of the ULMA;
2. pseudo-counts are added to each position of the matrix, according to Mott (Mott, 2000a):
ci,j ← ci,j + lRfRi , where fRi is the background frequency of amino acid i according to
Robinson and Robinson (1991); and lR = aNw is also called pseudo length, and is depen-
dent on the width of the ULMA and the number of sequences, the factor a being a constant
ﬁxed to 0.1 after testing;








a scoring matrix ;
5. a logarithmic transformation, 2 log2(
fi,j
f0i
), turns the matrix into a log likelihood ratio matrix,
also called log odds matrix, containing half bit scores); and ﬁnally
6. the scores are rounded to the nearest integer.
The resulting PSSMM is a K×w matrix of integers σi,j with i = {1, . . . ,K} and j = {1, . . . , w},
M =

σ1,1 σ1,2 · · · σ1,w





σK,1 σK,2 · · · σK,w
 .
In a similar way to the total collection of motifs, the union of all PSSMs derived from the q
motifs forms the total collection of PSSMs M = ∪ki=1Mi, containing q PSSMs.
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3.4.3 Sequence-PSSM matching and p-value computation
Matching a PSSM M and a sequence S consists in scanning the sequence (from position 1 to
position L − w) with the PSSM, similarly to a sliding window, and computing a score s for
each position of S. The score is computed by summing the σ corresponding to each encountered
residue r of the sequence over the length w of the PSSM. The best match maximizes s and deﬁnes
the position of the motif on S. This position is also called oﬀset and is noted O. The best match
is simply referred to as the match of PSSM M with sequence S. Algorithm 3.3 describes more
formally the sliding window procedure to compute the oﬀset O on sequence S producing the best
score s with PSSM M.
Algorithm 3.3 Sequence-PSSM matching
1: input: S a sequence and M a PSSM
2: output: s a match score and O an oﬀset
3: i = 0, stmp = 0, s = −100
4: while i ≤ L− w do
5: stmp = 0
6: for j = 0 to w do
7: stmp = stmp + σr,j
8: end for
9: if stmp > s then
10: s = stmp
11: O = i
12: end if
13: i = i+ 1
14: end while
This matching is performed for each of the n sequences Si in the input data set and for
each of the q PSSMs Mj of the complete collection. This produces a matrix of scores si,j and a
matrix of oﬀsets Oi,j . The score matrix S is a n × q matrix of integers si,j with i = {1, . . . , n}
and j = {1, . . . , q}.
S =

s1,1 s1,2 · · · s1,q





sn,1 sn,2 · · · sn,q

For clustering purposes, we need to transform this score matrix S into a distance matrix. To
achieve this, several options are practicable. First, set a score threshold to distinguish positive
from negative matches. Then, common matches resulting from pairwise comparison can be used
to compute distances. However, the PSSMs do not have the same width w. Longer PSSMs
tend to produce higher scores than shorter ones but, a longer PSSM producing a higher score













Figure 3.4: Gumbel and Gaussian distributions. The Gumbel distribution (EVD) is drawn in
black, with parameters λ = 1 and κ = 1. The hatched area represents the p-value of 0.05,
corresponding to a score of 2.97 or higher. The Gaussian distribution corresponding to the
Gumbel (same mean and standard deviation) is drawn in red. The red area represents the
p-value of 0.05, corresponding to a score of 2.69 or higher.
is not necessarily better than a shorter PSSM with lower score. Therefore the scores cannot be
compared directly. An adequate solution to this problem is to assess the statistical signiﬁcance
of these scores, by computing their p-values, which can then be compared directly. Based on the
p-values, a positive match can be clearly distinguished from a negative match. The computation
of the p-values is detailed below.
Pagni and Jongeneel (2001) have reviewed the fact that scores obtained by random PSSMs
matching random sequences are not normally distributed, but rather follow an Extreme Value
Distribution (EVD), also called Gumbel distribution (Gumbel, 1958). The EVD is characteris-
tically skewed: its left tail is shorter than its right tail. The cumulative distribution function for
the EVD is given by:
p(s ≥ so) = 1− exp(κwLe−λso), (3.2)
which gives the cumulative probability of s being greater than the observed value so, i.e. the
integral from so to ∞ of the Gumbel distribution; κ and λ can be seen as location and scale
parameters of the Gumbel distribution (by analogy, although not identically, to the mean and
standard deviation of the normal distribution), w is the width of the PSSM, L is the length of
the sequence.
For the problem of PSSM-sequence alignment, we are only interested in high scoring matches
that are the least likely to have been produced by chance. Thus the region of interest in this
context is the right tail of the EVD. Obviously, a good estimate of the EVD is essential for com-
puting p-values. A given p-value would be regarded as improbable if the underlying distribution
is Gaussian, whereas it would be more likely if the distribution is an EVD, because the right tail
of an EVD is more extended than that of a Gaussian (as depicted in Figure 3.4).
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The λ and κ parameters can be estimated in two ways: ﬁrstly ﬁt an EVD to random simu-
lations (Altschul and Gish, 1996; Eddy, 1998) or database searches (Pearson, 1998; Mott, 1992).
Secondly make use of an approximate formula described in Mott (2000a). These parameters
must be estimated for every PSSM produced during the execution of the program. To minimize
computation time, the second solution was used in CliPS. The mass function of each possible
value (σ∗) among the σi,j of the considered PSSM is needed to compute the λ parameter. To
deﬁne the mass function, we use the bracket notation as an equivalent notation for the Kronecker
delta, as detailed in Knuth (1997):
[i = j] = δi,j =
1 if i = j,0 if i 6= j.






[σi,j = σ∗]fRi , (3.3)
where fRi is the Robinson background frequency of symbol ei. The mass function sums the
Robinson background frequencies for a particular value of score σ in the PSSM. The parameter
λ is the unique positive root of the equation
σmax∑
i=σmin
h(σi)eλσi = 1, (3.4)
where σmin and σmax are the minimum and maximum scores values encountered in the PSSM
considered. The computation of κ is more complicated; Mott (2000b) makes use of the Iglehart
method (Iglehart, 1972) to estimate two bounds for κ: κ−, the lower bound, and κ+, the upper
bound. The most stringent bound, κ−, is used for the computation of the p-value. The code for
computing λ and κ has been adapted from the source code provided by Mott 1.
Once these two parameters are deﬁned for a given PSSM, the p-value of the observed score
of match so can be computed by applying the Deﬁnition 3.2. This computation is done for every
observed si,j stored in matrix S, and the corresponding p-values pi,j are stored in a n× q matrix
P. The element pi,j is the p-value of the score si,j obtained by the best match of PSSM Mj on
sequence Si with i = {1, . . . , n} and j = {1, . . . , q}. This matrix P is turned into an n× q binary
matrix B by applying a user-deﬁned threshold tm.
1http://www.well.ox.ac.uk/ariadne/
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P =

p1,1 p1,2 · · · p1,q





pn,1 pn,2 · · · pn,q
 B =

b1,1 b1,2 · · · b1,q





bn,1 bn,2 · · · bn,q

Matrix B contains values equal to 1 if the p-value pi,j is inferior or equal to tm, and equal
to 0 if the p-value is superior to this threshold. The threshold tm sets the signiﬁcance level to
determine whether a match in the matrix is as a positive match or if it has been produced by
chance and is a negative match. Setting the value of threshold tm is addressed in Chapter 5.
3.5 Sequence - Cluster Assignment Module
This module allocates each sequence to a cluster, potentially new or diﬀerent, for the next
iteration of CliPS. To achieve this task, it applies a hierarchical clustering algorithm on a distance
matrix. The following sections discuss how the distances and new partitions are computed.
3.5.1 Distance measure
Since we have decided to use the presence or absence of a certain number of motifs to characterize
protein sequences, a distance between binary variables must be computed, as mentioned in
Section 2.3.2. Many similarity indexes have been proposed for this type of data (see Table 2.1),
all combining in diverse ways the following four numbers associated to a pair of sequences Si and
Sj :
a = number of motifs common in both Si and Sj
b = number of motifs present in Si but not Sj
c = number of motifs present in Sj but not Si
d = number of motifs absent in both Si and Sj
In the case of biological motifs, the presence of a motif in two sequences (a) must count as
a positive value to measure their similarity, whereas the absence of a motif in both sequences
(d) should not contribute to the similarity measurement. Therefore, we use the Jaccard index
(Jaccard, 1908) as the distance measure, because it does not take (d) into account. As mentioned
earlier, the Jaccard distance is deﬁned as follows:
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The pairwise Jaccard distance di,j between the ith and the jth sequence of S is computed by
comparing the ith and the jth line of matrix B. All di,j are stored in an n× n matrix D,
D =

d1,1 d1,2 · · · d1,n





dn,1 dn,2 · · · dn,n
 .
Now that a distance matrix between all sequences is deﬁned, an agglomerative clustering method
can be applied. We have tested three diﬀerent approaches: the single linkage, the average linkage
and the complete linkage, as described in Section 2.5. The choice of linkage type is addressed
in Chapter 5. Agglomerative clustering methods produce a hierarchy of partitions within which
the most relevant partition must be selected. The problem of selecting a partition by cutting the
tree at a given height is equivalent to the problem of choosing the number of clusters. A variety
of methods have been suggested to perform this task (Everitt et al., 2001; Milligan and Cooper,
1985). We have chosen the Silhouette index (Kaufman and Rousseeuw, 1990) which computes,
for each sequence S, an index S(S) ∈ [−1, 1] measuring the standardized diﬀerence between b(S)
and a(S) where a(S) is the average dissimilarity of sequence S to all other sequences in its own
cluster, and b(S) is the average dissimilarity of sequence S to all sequences in the nearest cluster.
The Silhouette index of a sequence S, member of cluster C containing a total of n sequences, is
computed as follows:
• the value a(S) =
Pn
j=1,j 6=i di,j
n−1 is the average dissimilarity of sequence S to all other sequences
in cluster C;
• the value d(S,C∗) =
Pn∗
j=1 di,j
n∗ is the average dissimilarity of sequence S to the n
∗ sequences
of the other cluster noted C∗;
• the minimum value b(S) = min∗={1,...,k},∗6=sd(S,C∗) is the average dissimilarity of sequence
S to all sequences in the cluster C∗ which is the closest cluster to C; and
• the Silhouette index of sequence S is given by S(S) = b(S)−a(S)
max{a(S),b(S)} .
When S(S) is close to the value 1, the sequence S can be considered as well classiﬁed, similarly,
when S(S) is close to the value −1, the sequence S is taken to be misclassiﬁed. When the
value is close to 0, it is not clear whether the sequence should have been assigned to its current
cluster or to a neighboring cluster. The classiﬁcation of a sequence with a Silhouette index of 0
is uncertain and should be taken with caution.
The average Silhouette width of partition P , noted S(P ), is the average of S(Si) for all se-
quences Si, i = {1, . . . , n}, and it can be maximized to provide a formal criterion for selecting
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the number of groups, or in our case, to select the height where the hierarchy of partitions should
be cut to select the most suitable partition. Kaufman and Rousseeuw (1990) consider a reason-
able classiﬁcation to be characterized by a Silhouette width above 0.5. In CliPS, we compute
the average Silhouette width of partitions when cutting the hierarchical tree at various heights
h = [0.2, 0.8], and the partition with the highest Silhouette width is selected to provide sequence
clusters for the next round of Motif Discovery Module.
3.6 Implementation details
The CliPS algorithm has been implemented in C++ (Stroustrup, 1997), using the Message
Passing Interface library (MPI) (Pacheco, 2000) to enable parallel execution. The classes are
organized in a Master-Slaves model. Since the most time-consuming part of CliPS is the Motif
Discovery Module, this part is distributed into a number of Slaves, each running on a diﬀerent
processor. The main class Master gathers the results from the Motif Discovery Module and
performs most of the tasks described in the Motif Scan and the Sequence-Cluster Assignment
Modules. The hierarchical clustering algorithms described in Section 3.5 have been adapted from
the source code provided in de Hoon et al. (2004). The R statistical package (R Development
Core Team, 2007) has been used to draw the dendrograms, for example the one shown in Figure
3.8.
3.7 Example of output
Once CliPS has converged towards a stable partition, several output ﬁles are written. Besides
the partition itself, a collection of motifs are produced. They are represented in two formats:
either as a list of subsequences with their oﬀset on the sequence; or in the PSSM format, that
can be used for scanning other sequences. The location of these motifs on the input sequences
can be viewed through the MyHits web server, in the catalog factory section 2. When CliPS
stops, the last agglomerative clustering result is stored in the Newick format. Clusters can be
displayed as a dendrogram, using the R statistical package (R Development Core Team, 2007)
or with other tree visualization tools.
To illustrate these diﬀerent outputs, we have constructed a small data set containing 15
sequences that can be reasonably classiﬁed in 3 clusters. Sequences were extracted from the
ABC transporter superfamily that is discussed in detail in Chapter 4.
2http://myhits.isb-sib.ch, not yet in production
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3.7.1 Partition and collection of motifs
A partition constructed by CliPS is illustrated in Figure 3.5, Panel a. The ﬁrst column noted ID
contains the sequence identiﬁer (here, a Swiss-Prot accession number), and the other columns
represent the three obtained clusters. When the value is 1, the sequence is classiﬁed in the cor-
responding cluster, otherwise the value is 0.
The ungapped local multiple alignments (ULMAs) produced by NOMAD are also stored in
ﬁles. For each subsequence composing the ULMA, the name of the input sequence (Swiss-Prot
accession number), the subsequence and the position of the oﬀset are indicated. A version of
each ULMA is also provided in the form of a PSSM. Each row corresponds to an amino-acid,
each column is a position in the motif. This format is adequate for further investigations such
as database searches. An example of an ULMA and its corresponding PSSM is shown in Figure
3.5, Panel b and c.
A heatmap of the p-value matrix P is a convenient summary of all the PSSMs matched on
the sequences. Figure 3.6 shows the heatmap of the ﬁnal matrix P when CliPS has clustered the
15 ABC transporter sequences. The color range is split into 16 colors, from blue to pink. Blue
stands for low p-values and pink for high p-values; the darkest pink corresponds to the value 1.
The dendrograms are produced by the hclust function of the statistical package R (default pa-
rameters) using the Euclidean distances computed from the p-values. The left dendrogram shows
the hierarchy between sequences where three main groups are identiﬁed. The top dendrogram
shows the hierarchy between motifs which are clustered in four main groups. The diagnostic
motifs of cluster 1 (bottom ﬁve sequences), for example, can be rapidly identiﬁed and isolated
on this heatmap (they are located in the second and fourth groups).
3.7.2 Graphical location of motifs on sequences
A graphical illustration is often helpful for analyzing the output of computer programs. The
motifs detected by CliPS (subsequences matched by PSSMs) are drawn as color bars on the
input sequences. This can be visualized through the catalog factory of MyHits. This visual-
ization tool is useful for identifying the regions of the protein responsible for the classiﬁcation
of a sequence in a certain group. An example is presented in Figure 3.7, where the sequence
P44407/MSBA_HAEIN from Swiss-Prot is drawn as a black ruler and the location of motifs
and domains from various databases are indicated as colored rectangles.
A color code has been chosen to distinguish motifs that only match sequences of one cluster
(also called diagnostic motifs drawn in red, color code 1), motifs that match all clusters (in green,
color code 2), and those in between (in white, color code 3). The color code attributed to a motif,














































Figure 3.5: Example of partition, motif and PSSM. This ﬁgure shows a partition (a), a motif (b)
and the corresponding PSSM (c) proposed by CliPS on a data set containing 15 ABC transporters
to be grouped in 3 clusters.
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Figure 3.6: Example of heatmap. This ﬁgure shows a heatmap of the p-values when all CliPS
motifs are matched with 15 ABC transporter sequences. The colors range from blue (low p-
values) to pink (high p-values). The sequences are identiﬁed by Swiss-Prot accession number
on the right, the motifs are numbered on the bottom. The dendrogram on the left shows the
hierarchy of sequences, the dendrogram on the top shows the hierarchy of motifs.
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Figure 3.7: Example of CliPS motifs location. This ﬁgure shows the location of motifs from
various databases on the sequence P44407/MSBA_HAEIN. Motifs detected by CliPS are shown in
red. The other domains have the following colors: Pfam HMMs in blue, PROSITE proﬁles in
yellow, and the PROSITE pattern ABC_TRANSPORTER_1 in pink. This graph is constructed by
the catalog factory of myHits.
C(m), is based on the following calculation:
C(m) =











3 if C(m) 6= 1 AND C(m) 6= 2,
(3.6)
where n is the total number of clusters, Pi is the percentage of sequences of cluster i matched
by the PSSM, P ∗ is the maximum of Pi corresponding to the cluster i = ∗. The thresholds T1
and T2 are empirically set to 80%. Optionally, the diagnostic motifs have a diﬀerent color for
each cluster. In the example shown in Figure 3.7, the data set is simple to cluster and all motifs
are in red because they are all speciﬁc to one cluster. The catalog factory highlights the relative
positions between CliPS motifs and characterized regions of the protein, since it can localize
simultaneously the positions of CliPS, PROSITE, Pfam and SMART entries. Feature lines from
the Swiss-Prot annotation can also be indicated.
3.7.3 Dendrogram and Newick tree
The dendrogram is an informative output of CliPS. By examining it, the user can understand how
the diﬀerent clusters are organized in a hierarchy and study the relationship of the sequences
at various levels of depth in the tree. The dendrogram illustrated in Figure 3.8 shows the
relationship between the 15 ABC transporter sequences used for this example. Each of the three
clusters found by CliPS has been drawn with a diﬀerent color.
Trees can also be represented in the form of nested parentheses. This format is now com-
monly used as output of phylogenetic computer programs. It is called the Newick format and is
supported by a number of tools for visualizing trees. The dendrogram shown in Figure 3.8 can
be represented in the Newick format by the following text line:
























































Figure 3.8: Example dendrogram. This ﬁgure shows a dendrogram produced by CliPS for the






This short story by Joe Felsenstein tells about the name of this format 3: The Newick Standard
for representing trees in computer-readable form makes use of the correspondence between trees
and nested parentheses, noticed in 1857 by the famous English mathematician Arthur Cayley.(...)
The Newick Standard was adopted 26 June 1986 by an informal committee meeting convened by
me during the Society for the Study of Evolution meetings in Durham, New Hampshire and
consisting of James Archie, William H.E. Day, Wayne Maddison, Christopher Meacham, F.
James Rohlf, David Swoﬀord, and myself. (The committee was not an activity of the SSE nor
endorsed by it). The reason for the name is that the second and ﬁnal session of the committee
met at Newick's restaurant in Dover, and we enjoyed the meal of lobsters. There has been as yet






In this chapter, we have introduced CliPS, a novel method for clustering protein sequences and
detecting diagnostic regions that may be worth further investigation. The algorithm has been
described in detail and outputs have been illustrated.
3.8.1 The clustering algorithm
The major clustering techniques and their limitations have been depicted in Chapter 2. Many
approaches for clustering biological sequences are based on hierarchical clustering, or a derivative,
as described in Section 2.6.3. In this work, we have also developed a strategy that relies on
hierarchical clustering, but the hierarchical clustering is integrated in an iterative process, so
that errors produced at an early stage may be corrected in a later iteration of the algorithm.
The overall algorithm improves the current partition until no change is observed, similarly to
the k -means algorithm depicted on Page 25. At each iteration, hierarchical clustering is applied
to relocate objects to their closest cluster.
3.8.2 The distance measure
Most, if not all, existing sequence clustering methods are based on pairwise alignments to mea-
sure the distance between two sequences (see Section 2.6.2; major methods are listed in Table
2.3). Due to the modular nature of proteins, this approach is unlikely to be optimal. In par-
ticular, when we consider protein families with domain swapping or repeated modules, a linear
alignment program such as BLAST is likely to be inaccurate.
Sperisen and Pagni (2005) have addressed the problem of distances by using a collection of
50 amino-acid long probes to compute the distance between proteins. Guralnik and Karypis
(2001) have also based their method on features deﬁned as sequential patterns whose length lies
within a ﬁxed range. Both methods compute a distance matrix from the presence or absence
of these randomly sampled subsequences, which makes them more suited to the modular nature
of proteins. However, subsequences do not have the detection power of PSSMs and, since they
are randomly sampled, they may match non-conserved regions of proteins. Therefore, a method
relying on biologically conserved motifs represented by PSSMs should produce better partitions.
We have developed an alternative to pairwise alignments as a distance between sequences, it
is based on the matches of a collection of PSSMs. Each PSSM is constructed using the amino acid
frequencies of a conserved region, or ULMA, discovered by NOMAD. Motifs are short, conserved
subsequences that are part of a family of sequences, and they are frequently used to determine
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the function of proteins. Conservation occurs because of particular requirements on the structure
of a speciﬁc region, for example, for binding properties or enzymatic activity. Homologous se-
quences with low similarity may not be detected by standard sequence alignment algorithms, but
these sequences can be related more accurately by motifs using PSSMs as descriptors. Conserved
motifs represented by PSSMs (Gribskov et al., 1987) are able to detect very subtle similarities
inside a set of sequences whereas some relations would be missed with pairwise comparisons.
Biological relevance, the modular nature of proteins and the power of PSSMs are three good
reasons to prefer PSSMs to pairwise alignments to compute the distance between two proteins.
3.8.3 Interdependence of motif discovery and sequence clustering
Clustering sequences and discovering conserved motifs are not independent issues. Clustering
procedures rely on the distance measure deﬁned between objects. When this measure is com-
puted from the presence or absence of a certain number of motifs, then the resulting partition is
obviously dependent on the initial collection of motifs. Conversely, detection of conserved motifs
is dependent on the set of input sequences. Therefore, splitting the initial sequence set, for exam-
ple in two subsets or clusters, will aﬀect the search behavior of a motif discovery algorithm which
will explore diﬀerent motif candidates. Splitting the initial set also aﬀects the background model
that is used during motif discovery and increases signal-to-noise ratio (Figure 3.9). Recently,
Kim et al. (2006) have explored the possibility of improving the prediction accuracy of Gibbs
Site Sampler (Lawrence et al., 1993), one of the ﬁrst and most successful motif discovery algo-
rithm, by clustering input sequences into subgroups and predicting motifs from those subgroups
instead of the original data set.
As motif discovery and sequence clustering inﬂuence each other, we have come to the idea of
combining the two procedures. CliPS searches for conserved motifs within a series of sequence
clusters, and then updates the clusters based on the newly found collection of motifs. This





















Figure 3.9: The composition of the set sequences aﬀects motif discovery algorithms. This stylized
diagram illustrates how a modiﬁcation of the initial sequence set can inﬂuence the discovery of
motifs. The initial set contains three motifs depicted by green squares, orange triangles and blue
hexagons. a. In this example, the full set is used to search for either orange-triangle or green-
square motifs. The level of noise (non-discovered motifs) is high since the green squares and
the blue hexagons represent noise when the orange-triangle motifs are discovered. Vice versa,
the orange triangles and the the blue hexagons represent noise when the green-square motifs are
discovered. b. When the initial set undergoes a preliminary clustering procedure, both subsets
contain more signal relatively to the level of noise formed by the blue hexagons alone. Therefore,
the motifs are more easily detected, since the noise has been reduced. This ﬁgure has been
adapted from Kim et al. (2006)
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Chapter 4
Construction of data sets
It is not trivial to construct biological data sets to study a precise aspect of clustering diﬃculty.
For example, it is not possible to change only the number of reference clusters without changing
the sequences in the set, and therefore modifying the clustering diﬃculty linked to the data
set. This chapter describes the construction of data sets for various purposes, used for the
parametrization and the validation of CliPS. Table 4.1 gives the list of all data sets with a brief
description of each; Table 4.2 details the reference partitions chosen for each set.
4.1 Prokaryotic lyases
As described in Sperisen and Pagni (2005), the Lyase_dataset is composed of prokaryotic lyase
sequences that can legitimately be arranged into a multiple sequence alignment. The sequences
have been retrieved with the Pfam HMM Lyase_1 (PF00206) in Swiss-Prot release 36. Lyases
are enzymes involved in the double bond isomerization, and they catalyze ﬁve diﬀerent reactions:
fumarate hydratase class I and II (EC 4.2.1.2), 3-carboxy-cis,cis-muconate cycloisomerase (EC
5.5.1.2), adenylosuccinate lyase (EC 4.3.2.2), argininosuccinate lyase (EC 4.3.2.1) and aspartate
ammonia-lyase (EC 4.3.1.1). A short sequence ﬂanking a conserved methionine, described by the
PROSITE pattern PS00163, is also present in all the sequences. FUMC_HAEIN was removed from
the set since it contained an undeﬁned amino acid. The Lyase_dataset contains 52 sequences.
We consider two reference partitions: 1) Pphylip(Lyase_dataset) proposed by ClustalW/PHYLIP
(Figure 4.1, a) and 2) Pjacop(Lyase_dataset) proposed by JACOP (Figure 4.1, b). The reference
partitions are detailed in Table 4.2).
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Data set Nb of seq. Origin Description
Lyase_dataset 52 Prokaryotic lyases Sequences can be aligned easily
SH2_dataset 68 SH2 domain Sequences cannot be aligned in a meaningful way
ABCdensity_easy 48 ABC transporters Clusters have a high within-cluster similarity
ABCdensity_diﬀ 48 ABC transporters Clusters have a low within-cluster similarity
ABCsize_easy1 30 ABC transporters All clusters have the same size
ABCsize_easy2 30 ABC transporters All clusters have the same size
ABCsize_easy3 30 ABC transporters All clusters have the same size
ABCsize_medium1 30 ABC transporters Medium heterogeneity in size of clusters
ABCsize_medium2 30 ABC transporters Medium heterogeneity in size of clusters
ABCsize_medium3 30 ABC transporters Medium heterogeneity in size of clusters
ABCsize_diﬀ1 30 ABC transporters High heterogeneity in size of clusters
ABCsize_diﬀ2 30 ABC transporters High heterogeneity in size of clusters
ABCsize_diﬀ3 30 ABC transporters High heterogeneity in size of clusters
ABCscale_1 15 ABC transporters Three clusters of 5 sequences
ABCscale_2 30 ABC transporters Three clusters of 10 sequences
ABCscale_3 60 ABC transporters Three clusters of 20 sequences
ABCscale_4 15 ABC transporters Identical to data set ABCscale_1
ABCscale_5 30 ABC transporters Six clusters of 5 sequences
ABCscale_6 60 ABC transporters Twelve clusters of 5 sequences
G5_dataset 71 G5 domain Sequences with multiple domains, repeats and swaps
Table 4.1: The 20 data sets used for the parametrization and the benchmark of CliPS.
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Data set Reference partition(s) Nb of clusters Distribution of sequences in clusters
Lyase_dataset Pjacop(Lyase_dataset) 5 2 3 15 16 16
Pphylip(Lyase_dataset) 5 2 3 15 16 16
SH2_dataset Pjacop(SH2_dataset) 16 1 2 2 2 3 3 3 3 4 4 5 6 6 7 9 9
Ppfam(SH2_dataset) 15 1 2 2 2 3 3 3 3 5 6 6 7 8 9 9
ABCdensity_easy Pref (ABCdensity_easy) 6 8 8 8 8 8 8
ABCdensity_diﬀ Pref (ABCdensity_diﬀ) 6 8 8 8 8 8 8
ABCsize_easy1 Pref (ABCsize_easy1) 3 10 10 10
ABCsize_easy2 Pref (ABCsize_easy2) 3 10 10 10
ABCsize_easy3 Pref (ABCsize_easy3) 3 10 10 10
ABCsize_medium1 Pref (ABCsize_medium1) 3 7 8 15
ABCsize_medium2 Pref (ABCsize_medium2) 3 7 8 15
ABCsize_medium3 Pref (ABCsize_medium3) 3 7 8 15
ABCsize_diﬀ1 Pref (ABCsize_diﬀ1) 3 3 3 24
ABCsize_diﬀ2 Pref (ABCsize_diﬀ2) 3 3 3 24
ABCsize_diﬀ3 Pref (ABCsize_diﬀ3) 3 3 3 24
ABCscale_1 Pref (ABCscale_1) 3 5 5 5
ABCscale_2 Pref (ABCscale_2) 3 10 10 10
ABCscale_3 Pref (ABCscale_3) 3 20 20 20
ABCscale_4 Pref (ABCscale_4) 3 5 5 5
ABCscale_5 Pref (ABCscale_5) 6 5 5 5 5 5 5
ABCscale_6 Pref (ABCscale_6) 12 5 5 5 5 5 5 5 5 5 5 5 5
G5_dataset Pcoarse(G5_dataset) 6 10 10 10 10 11 20
Pfine(G5_dataset) 14 2 2 2 3 3 5 5 5 5 5 6 7 10 11
Table 4.2: Reference partitions for each data set used for the parametrization and the benchmark
of CliPS.




































































































































































Figure 4.1: Two classiﬁcations of prokaryotic lyases. This ﬁgure shows the trees obtained with
ClustalW/PHYLIP (a) and JACOP (b). The enzymatic activities are presented in 5 diﬀerent
colors. The independent groups and subgroups found by JACOP are indicated by frames. This
ﬁgure is copied from Sperisen and Pagni (2005) where more details can be found.
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4.2 SH2 containing sequences
The set SH2_dataset has also been published by Sperisen and Pagni (2005). The set cannot
be arranged as a meaningful multiple sequence alignment. It contains a subset of proteins
with at least one Src Homology 2 (SH2) domain predicted by the Pfam HMM SH2 (PF00017).
The sequences selected are the ones shown in Figure 4.2; VAV3_MOUSE was removed from the
set because it contained an undeﬁned amino acid; SH2_dataset is composed of 68 sequences.
As described in the original publication, all sequences belong to the superfamily of intracellular
signal-transducing proteins and present a complex protein architecture, with many other domains
associated, such as SH3, C2, RhoGAP, RhoGEF and many others. There are 15 diﬀerent domain
architectures which are depicted in Figure 4.2, Column a. Two reference partitions were chosen
for this set: 1) the partition Pjacop(SH2_dataset), produced by JACOP (Figure 4.2, Column
b) and 2) the partition Ppfam(SH2_dataset), deduced from the domain architectures of Pfam
(Figure 4.2, Column a).
4.3 ABC transporter superfamily
Several data sets have been assembled using sequences belonging to the ABC transporter su-
perfamily. ATP-binding cassette (ABC) proteins form a large superfamily that is present in
all organisms from bacteria to humans. ABC transporters are multidomain membrane proteins
mediating translocation of substances (allocrites) across biological membranes, into and out of
cells and organelles (Dean et al., 2001). ABC transporters are the largest family of proteins
in most completely sequenced bacteria. In humans, genetic defects of these proteins are im-
plicated in several diseases involving transport deﬁciencies. For these reasons, understanding
the structure and function of this class of proteins is important. As described in INTERPRO
(IPR003439), ABC transporters are multidomain membrane proteins minimally composed of four
domains: two transmembrane domains (TMDs) responsible for allocrite binding and transport
and two nucleotide-binding domains (NBDs) responsible for coupling the energy of ATP hydrol-
ysis to conformational changes in the TMDs (Figure 4.3). Full size ABC transporters have two
nucleotide binding domains (NBDs) with characteristic sequences: two Walker A and B domains
(Walker et al., 1982) which bind ATP and are required for substrate transport, and the ABC
signature (Hyde et al., 1990). The Walker A and B consensus sequences are both known to be
intimately involved in and required for the ATP hydrolysis reaction (Urbatsch et al., 2000). A
third conserved sequence, LSGGQ, which is named the ABC signature sequence because it is a
hallmark of the ABC transporter superfamily, is found between the Walker A and B sequences
(Dean et al., 2001). The strong conservation of this signature in evolution implies an important
role, yet its functional signiﬁcance is still a matter of investigation. Beside the two NBDs, ABC
transporters are composed of two TMDs. These four domains may belong to a single polypeptide
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Src homology 2 (Sh2) domain [PF00017]
Src homology 3 (SH3) domain [PF00018]
C2 domain [PF00168]
Calponin homology domain [PF00307]
Phorbol esters/diacylglycerol binding domain (C1 domain) [PF00130]
Pleckstrin homology domain [PF00169]
Phosphotyrosine interaction domain [PF00640]
Phosphatidylinositol specific phospholipase C, X domain [PF00388]
Ras association domain [PF00788]
GTPase-activator domain for Ras-like GTPase [PF00616]
RhoGAP domain [PF00620]
RhoGEF domain [PF00621]
Protein-tyrosine phosphatase domain [PF00102]
Phosphatidylinositol specific phospholipase C, Y domain [PF00387]
a b c d e
Figure 4.2: Classiﬁcation and domain architecture of SH2 containing sequences. This ﬁgure
depicts the 15 diﬀerent domain architectures predicted by Pfam HMMs (a), the JACOP classiﬁ-
cation (b, in red), the Swiss-Prot IDs (c), a heat-colored bit score map of JACOP probes (d) and
a hierarchical clustering based on the Jaccard distances (e). The Pfam HMMs are symbolized
by colored shapes, the corresponding domain and accession number are given at the bottom of
the ﬁgure. This ﬁgure has been copied from Sperisen and Pagni (2005) and more details can be
found therein.







Figure 4.3: Example of an ABC protein tridimensionnal structure. This diagram represents the
structure of an ABC transporter (BtuCD, adapted from the Orientation of Protein in Membranes
(OPM) database http://opm.phar.umich.edu/) The two transmembrane domains (TMDs) are
shown in blue and pink, the nucleotide binding domains (NBDs) are shown in green and yellow.
or to diﬀerent polypeptide chains.
Since there are a lot of well annotated ABC transporters in sequence databases, and since
they are multidomain proteins, this superfamily constitutes a data set of choice for validat-
ing experimentally CliPS. To construct a data set containing ABC transporter sequences, we
scanned the UniProt database (release 8.9) for sequences containing a cross-reference to a list of
PROSITE proﬁles which have been designed manually to discriminate the substrate speciﬁcity of
each family of prokaryotic ABC transporters (Table 4.3, column PROSITE). The cross-reference
to PROSITE proﬁles assigns the sequences to reference clusters, that classiﬁcation can be re-
garded as the true biological classiﬁcation (we will refer to this classiﬁcation as the reference
partition). We have retrieved 824 prokaryotic sequences arranged into 16 families corresponding
to the substrate speciﬁcity predicted by PROSITE; these families are listed in Table 4.3.
A number of subsets listed below are extracted from the complete ABC set and will be used
to study the accuracy of CliPS in various situations.
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Family Function EC number AC Nb
1 cysA Sulfate/thiosulfate import ATP-binding protein EC 3.6.3.25 PS51237 63
2 pstB Phosphate import ATP-binding protein EC 3.6.3.27 PS51238 190
3 msbA Lipid A export ATP-binding/permease protein msbA EC 3.6.3. PS51239 45
4 nodI Nod factor export ATP-binding protein I EC 3.6.3. PS51240 9
5 modC Molybdenum import ATP-binding protein EC 3.6.3.29 PS51241 38
6 fbpC Ferric cations import ATP-binding protein EC 3.6.3.30 PS51242 28
7 ccmA Cytochrome c biogenesis ATP-binding export protein EC 3.6.3.41 PS51243 67
8 lolD Lipoprotein releasing system ATP-binding protein lolD EC 3.6.3. PS51244 59
9 malK Maltose/maltodextrin import ATP-binding protein EC 3.6.3.19 PS51245 12
10 cbiO Cobalt import ATP-binding protein cbiO EC 3.6.3. PS51246 196
11 nikD Nickel import ATP-binding protein EC 3.6.3.24 PS51247 7
12 nikE Nickel import ATP-binding protein EC 3.6.3.24 PS51248 7
13 phnC Phosphonates import ATP-binding protein EC 3.6.3.28 PS51249 62
14 tauB Taurine import ATP-binding protein EC 3.6.3.36 PS51250 18
15 tagH Teichoic acids export ATP-binding protein EC 3.6.3.40 PS51251 20
16 rbsA Ribose import ATP-binding protein EC 3.6.3.17 PS51254 3
Table 4.3: The 16 families of ABC transporter sequences have been extracted from UniProt
(release 8.9) using substrate speciﬁc PROSITE proﬁles. For each family, a short name, the
function, the EC number, the PROSITE accession number (AC) and the number of sequences
are indicated.
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Set Family (#) Swiss-Prot AC (8 sequences in each family)
ABCdensity_easy cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1 Q8EBC3 Q8F6Z1 Q8XZP8
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31 Q88YK7 Q8DEW5 Q8XMP8
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437 Q87R16 Q8ZGA9 Q9CMG7
modC (5) P09833 Q6D7D0 Q6LHL2 Q8FJR4 Q8X4V7 Q8Z8A4 Q8ZGX6 Q8ZQR6
cbiO (10) O26236 O27739 Q50801 Q58488 Q6LX68 Q8PYH5 Q8TIX0 Q8XNY7
tagH (15) P42954 Q5WCL2 Q65E84 Q720Z5 Q831L8 Q88ZH4 Q8Y843 Q92CV8
ABCdensity_diﬀ cysA (1) O31339 P0A4W2 P63354 P74548 Q6NBT1 Q98K23 Q9KUI0 Q9MUN1
pstB (2) O27764 P95302 Q8RCU0 Q8U242 Q8YYE3 Q97ZT9 Q9UZU7 Q9YG51
msbA (3) P44407 Q60AA3 Q6AJW3 Q7NZU6 Q7WH20 Q83D84 Q88D92 Q8D2U8
modC (5) P09833 P37732 Q6N0P7 Q7W1F4 Q8D740 Q8EAN3 Q8FXI7 Q92LU2
cbiO (10) O26236 Q7A471 Q88XV1 Q897I2 Q8DWR3 Q927N8 Q93D97 Q9PPV2
tagH (15) P42954 Q5HI31 Q6GBJ3 Q6GJ33 Q7A2W2 Q7A713 Q9CH26 Q9LC44
Table 4.4: The set ABCdensity_easy is composed of 6 families of 8 ABC transporter sequences
with a percentage of pairwise identity superior to 50%. The set ABCdensity_diﬀ is composed
of 6 families of 8 ABC transporter sequences with a percentage of pairwise identity inferior or
equal to 50%. The Swiss-Prot accession numbers (AC) identify the sequences.
4.3.1 Data sets with high and low within-cluster similarity
We have constructed two data sets with diﬀerent levels of similarity between sequences inside
each reference cluster (diﬀerent levels of cluster density). For each reference cluster, a seed
sequence is randomly selected and 7 other sequences are added, according to their degree of
identity with this seed sequence. The easy set, noted ABCdensity_easy, contains sequences
sharing at least 50% identity with the seed sequence. The diﬃcult set, ABCdensity_diﬀ,
contains sequences sharing less than 50% pairwise identity with the seed sequence inferior or
equal to 50%. Each set contains the 48 sequences and 6 reference clusters or families (the
reference partitions, Pref (ABCdensity_easy) and Pref (ABCdensity_diﬀ), are summarized in
Table 4.2). The sequences of both sets are listed in Table 4.4. The numbers (6 families of 8
sequences each for both levels of diﬃculty) were not chosen but are limited by the ABC data set
itself. When more than 8 sequences were available to populate a family, the 8 sequences were
selected randomly. Since the percentage of identity refers only to the seed sequence, a higher
level of identity (for ABCdensity_diﬀ) cannot be excluded between the other sequences of a
reference cluster. However, the ABCdensity_diﬀ set proved a posteriori to be more diﬃcult
than ABCdensity_easy to cluster.
78 CHAPTER 4. CONSTRUCTION OF DATA SETS
4.3.2 Data sets with small and large clusters
Several methods have diﬃculty to cluster a data set containing small and large reference clusters,
whereas the same methods can cluster properly a data set with reference clusters of equal size.
We have deﬁned three levels of regularity in the size of the clusters: 1) level easy: clusters with
equal size (30 sequences grouped in 3 reference clusters of 10 sequences, 33% of sequences in each
cluster); 2) level medium: moderate heterogeneity in the size of clusters (30 sequences grouped
in 3 reference clusters of 15, 8 and 7 sequences each, about 50%, 25% and 25% of sequences
in each cluster); and 3) level diﬃcult: high irregularity in the size of the clusters (30 sequences
grouped in 3 reference clusters of 24, 3 and 3 sequences in each, 80%, 10% and 10% of sequences
in each cluster). For each level, triplicate data sets have been prepared: ABCsize_easy1-3,
ABCsize_medium1-3 and ABCsize_diﬀ1-3, as detailed in Table 4.5. The reference partition for
each set Pref (ABCsize_*) is deﬁned in Table 4.2.
4.3.3 Data sets with increasing size
Two series of data sets with an increasing number of sequences were constructed: 1) in the
ﬁrst series, the number of sequences per cluster increases while the number of clusters remains
stable; 2) in the second series, the number of clusters increases while the number of sequences per
cluster remains stable. There are 3 data sets constituting the ﬁrst series: ABCscale_1 contains 3
groups of 5 sequences, ABCscale_2 contains 3 groups of 10 sequences and ABCscale_3 contains
3 groups of 20 sequences. The second series composed of the 3 following sets; ABCscale_4
contains 3 groups of 5 sequences and is identical to ABCscale_1, ABCscale_5 contains 6 groups
of 5 sequences and ABCscale_6 contains 12 groups of 5 sequences. These two series show the
same scaling up in the total number of sequences, 15, 30 and 60. The sequences, shown in Table
4.6, have been randomly selected in families of the complete ABC set containing a suﬃcient
number of sequences. The reference partition for each set Pref (ABCscale_*) is deﬁned in Table
4.2.
4.4 G5 containing sequences
Proteins containing the G5 domain have a very complex architecture, with multiple domains
which are sometimes repeated or swapped.
4.4.1 The G5 domain
The G5 domain has ﬁrst been identiﬁed by Bateman et al. (2005) as a domain involved in the
formation of microbial communities called bioﬁlms. This domain, named after its conserved
glycine residues, is a module of about 80 residues that is found in a variety of enzymes such as
Streptococcal IgA peptidases and various glycosyl hydrolases in bacteria. It is found in 1 to 13
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Set Family (#) Swiss-Prot AC Nb
ABCsize_easy1 fbpC (6) O86751 P37009 Q50966 P44513 Q57293 Q6LKD4 Q8FVV5 Q8YCG3 Q9CM80 Q9KLQ5 10
tagH (15) Q5HI31 Q5WCL2 Q65E84 Q81K31 Q831L8 Q88ZH4 Q8CTM4 Q9CH26 Q9LC44 Q8NXS6 10
cysA (1) P14788 P63354 Q72PE5 Q7NIW1 Q7WGW1 Q82WT5 Q8E8K8 Q8F6Z1 Q8XBJ8 Q8Z4V6 10
ABCsize_easy2 pstB (2) O27764 O32487 O51236 P0AAH0 P0AAH2 P46341 P63361 P63365 P63375 P63377 10
ccmA (7) O21280 P29959 P33931 P45032 P61378 Q5LR15 Q5PBP5 Q5PI55 Q60AB3 Q8UC12 10
phnC (13) P16677 Q637E2 Q66D26 Q6MUF4 Q7A1Z1 Q7A848 Q83P97 Q8ESM5 Q92V71 Q9KFN9 10
ABCsize_easy3 msbA (3) P44407 P60753 P63360 Q5X498 Q60AA3 Q6AJW3 Q7NZU6 Q7W9N7 Q87VF3 Q8EDF0 10
lolD (8) O66646 P57030 P57032 P61481 Q44613 Q7VR29 Q83RS0 Q8A1M1 Q8DAV6 Q9CN78 10
modC (5) Q44538 Q608V9 Q6N0P7 Q7ME63 Q7W1F4 Q7WP62 Q89TQ9 Q8UCD5 Q8ZQR6 Q9CMS0 10
ABCsize_medium1 fbpC (6) O86751 P37009 Q50966 Q57293 Q6LKD4 Q8FVV5 Q8YCG3 Q9KLQ5 8
tagH (15) Q5WCL2 Q65E84 Q81K31 Q831L8 Q8CTM4 Q9CH26 Q8NXS6 7
cysA (1) P0A4W3 P14788 P63354 Q5YZY9 Q72PE5 Q7NIW1 Q7WGW1 Q82WT5 Q88AS5 Q8E8K8 15
Q8F6Z1 Q8PNN4 Q8XBJ8 Q8Z4V6 Q9G4F5
ABCsize_medium2 pstB (2) O27764 O51236 P0AAH0 P0AAH2 P46341 P63365 P63375 P63377 8
ccmA (7) P29959 P33931 P45032 Q5LR15 Q5PBP5 Q60AB3 Q8UC12 7
phnC (13) P16677 Q5HKQ8 Q637E2 Q66D26 Q6HFB5 Q6MUF4 Q72AQ6 Q7A1Z1 Q7A848 Q7W148 15
Q83P97 Q8ESM5 Q8YUI9 Q92V71 Q9KFN9
ABCsize_medium3 msbA (3) P44407 P63360 Q5X498 Q60AA3 Q7NZU6 Q7W9N7 Q87VF3 Q8EDF0 8
lolD (8) O66646 P57032 Q44613 Q7VR29 Q83RS0 Q8A1M1 Q9CN78 7
modC (5) P45321 Q44538 Q608V9 Q65SW3 Q6N0P7 Q7ME63 Q7N6R3 Q7W1F4 Q7WP62 Q88G95 15
Q89TQ9 Q8UCD5 Q8YE15 Q8ZQR6 Q9CMS0
ABCsize_diﬀ1 fbpC (6) P37009 Q57293 Q8FVV5 3
tagH (15) Q5WCL2 Q81K31 Q8CTM4 3
cysA (1) O31339 P0A4W3 P14788 P40860 P63354 Q5YZY9 Q62K82 Q6D201 Q72PE5 Q7NIW1 24
Q7NX01 Q7VZE5 Q7WGW1 Q82WT5 Q88AS5 Q89UD2 Q8D653 Q8E8K8 Q8F6Z1 Q8PNN4
Q8XBJ8 Q8Z4V6 Q93DX8 Q9G4F5
ABCsize_diﬀ2 pstB (2) O51236 P0AAH2 P63365 3
ccmA (7) P33931 Q5LR15 Q8UC12 3
phnC (13) O69051 P16677 Q5HKQ8 Q5WIL7 Q637E2 Q66D26 Q6GCY2 Q6HFB5 Q6MUF4 Q6NBX6 24
Q72AQ6 Q73P71 Q7A1Z1 Q7A848 Q7W148 Q81A96 Q83P97 Q88PM5 Q8ESM5 Q8REG7
Q8YUI9 Q92V71 Q9CIQ6 Q9KFN9
ABCsize_diﬀ3 msbA (3) P63360 Q60AA3 Q87VF3 3
lolD (8) P57032 Q8A1M1 Q9CN78 3
modC (5) P09833 P45321 Q44538 Q66D71 Q608V9 Q65SW3 Q6LHL2 Q6N0P7 Q7ME63 Q7N6R3 24
Q7VKP7 Q7W1F4 Q7WP62 Q881C1 Q88G95 Q89TQ9 Q8EAN3 Q8FJR4 Q8UCD5 Q8YE15
Q8ZQR6 Q92LU2 Q9CMS0 Q9KLL9
Table 4.5: The data sets ABCsize_easy*, ABCsize_medium* and ABCsize_diﬀ* diﬀer in the
size of the reference clusters. Each set is composed of 30 sequences divided in 3 clusters, their
size distribution diﬀer in the following way: easy=high homogeneity (10 sequences per cluster);
medium=medium homogeneity (8, 7 and 15 sequences per cluster); and diﬀ=low homogeneity
(3, 3 and 24 sequences per cluster). Each size distribution is represented in triplicate, numbered
1,2 and 3. The Swiss-Prot accession numbers (AC) and the number of sequences (Nb) are given.
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Set Family (#) Swiss-Prot AC
ABCscale_1 cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437
ABCscale_2 cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1
Q8EBC3 Q8F6Z1 Q8XZP8 P0A4W2 P0A4W3
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31
Q88YK7 Q8DEW5 Q8XMP8 O28912 O32487
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437
Q87R16 Q8ZGA9 Q9CMG7 P63359 P63360
ABCscale_3 cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1
Q8EBC3 Q8F6Z1 Q8XZP8 P0A4W2 P0A4W3
P14788 P16676 P63353 P63354 P74548
Q5YZY9 Q609Q1 Q62K82 Q63TY1 Q65T42
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31
Q88YK7 Q8DEW5 Q8XMP8 O28912 O32487
O51236 O53832 O67154 O68469 P0A2V8
P0A2V9 P0AAH0 P0AAH1 P0AAH3 P46341
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437
Q87R16 Q8ZGA9 Q9CMG7 P63359 P63360
Q47908 Q5WVN2 Q5X498 Q5ZUH9 Q60AA3
Q62IG3 Q63VX7 Q65U21 Q6AJW3 Q6F9X0
ABCscale_4 cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437
ABCscale_5 cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437
modC (5) P09833 Q6D7D0 Q6LHL2 Q8FJR4 Q8X4V7
cbiO (10) O26236 O27739 Q50801 Q58488 Q6LX68
tagH (15) Q5WCL2 Q65E84 Q720Z5 Q831L8 Q88ZH4
ABCscale_6 cysA (1) O31339 P40860 Q72PE5 Q7W9U5 Q7WGW1
pstB (2) O27764 P63372 Q5HPF5 Q6MTC1 Q87U31
msbA (3) P44407 P60752 P60753 Q66CI3 Q6D437
modC (5) P09833 Q6D7D0 Q6LHL2 Q8FJR4 Q8X4V7
cbiO (10) O26236 O27739 Q50801 Q58488 Q6LX68
tagH (15) Q5WCL2 Q65E84 Q720Z5 Q831L8 Q88ZH4
nodI (4) O52618 P08720 P23703 P26050 P50332
fbpC (6) O86751 P21410 P37009 P44513 P44531
ccmA (7) O21280 O33570 P29959 P30963 P33931
lolD (8) O66646 O83590 P45247 P57030 P57031
malK (9) P19566 P68187 P68188 Q7MFC4 Q7N986
nikD (11) P33593 Q83J78 Q88HL1 Q8FCN0 Q8FVM9
Table 4.6: Two series of ABCscale_* data sets contain 3 sets each. The sets ABCscale_1 to
ABCscale_3 contain 3 groups of 5, 10 and 20 sequences. The sets ABCscale_4 to ABCscale_6
contain 3, 6, and 12 groups of 5 sequences. The two series show the same scaling up in the
total number of sequences, 15, 30 and 60. The Swiss-Prot accession numbers (AC) identify the
sequences.
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copies in association with many other domains, such as LysM, M23 and M26 peptidases, VanW
or transglycosylase-like. Domain swaps are sometimes observed. The G5 domain contains a few
highly conserved residues. None of these conserved residues are the polar type of amino acids
found in active sites, so it seems unlikely that this region has an enzymatic function. However,
in nearly all cases the G5 domain is associated with a known enzymatic domain. Therefore, the
G5 domain may confer localization or substrate speciﬁcity on the proteins in which it is found.
Since a common feature of the proteins containing G5 domains is N-acetylglucosamine binding,
it has been suggested that this function might be attributed to the G5 domain. Other alterna-
tive functions could be allosteric regulation of the enzymatic domain or cofactor binding. This
description of the G5 domain has been adapted from the documentation associated with the
PROSITE proﬁle PS51109 and the Pfam HMM PF07501.
4.4.2 The main architectures of sequences with the G5 domain
We have retrieved all sequences (141) from UniProt (release 10.4) containing a cross reference
to the Pfam HMM PF07501. Two sequences were excluded, one was a fragment and the other
contained an undetermined amino acid. When looking at the combinations of domains in these
sequences, we could manually identify six prevalent architectures corresponding to 121 of the
139 sequences. To facilitate the clustering, the 18 remaining sequences which had very rare or
orphan domain architectures were discarded. One representative for each of the six architectures
is depicted in Figure 4.4. We have restricted the number of sequences to a data set of 71 se-
quences (10 to 20 randomly selected sequences per architecture) noted G5_dataset.
This data set can be classiﬁed in a coarse-grained partition with 6 clusters, each cluster
corresponding to one of the 6 architectures (Figure 4.4). This reference partition is be noted
Pcoarse(G5_dataset) and the clusters are noted C1coarse to C6coarse. The G5_dataset set can also
be manually divided into a ﬁne-grained classiﬁcation when taking into account more information
such as domain repeats, additional or weak domain predictions. The ﬁne-grained reference
partition is noted Pfine(G5_dataset) and is divided into 14 clusters noted C1fine to C14fine.
Both partitions will serve as reference for evaluating the diﬀerent clustering methods. The
sequences composing the G5_dataset set are listed in Table 4.7. The coarse-grained classiﬁcation
Pcoarse(G5_dataset) and the subdivisions of Pfine(G5_dataset) are explained below:
1. Cluster C1coarse (Figure 4.4, Line 1) is composed of 10 sequences which have been selected
for the common presence of the peptidase M26 N and C domains (PF05342 and PF07580) in
combination with a G5 domain (PS51109, PF07501). Most of them contain also a YSIRK
signal (PF04650), a gram positive anchoring signal (GPA, PS50847, PF00746), several Glug
domains (PF07581) and the zinc protease pattern (PS00142). Three sequences have been
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Figure 4.4: Architectures of proteins containing the domain G5. This ﬁgure illustrates the six
most frequent architectures of proteins with a G5 domain. The PROSITE proﬁles are local-
ized by yellow boxes and the Pfam HMMs by blue boxes. In pink is the PROSITE pattern
ZINC_PROTEASE (PS00142). Legend: Y=YSIRK_signal (PF04650), GPA=GRAM_POS_ANCHORING
(PS50847) and Gram_pos_anchor (PF00746), G5=G5 (PS51109) and G5 (PF07501), Peptidase
M26 N=Peptidase_M26_N (PF05342), G=Glug (PF07581), Peptidase M26 C=Peptidase_M26_C
(PF07580), DUF=DUF348 (PF03990), 3D=3D (PF06725), TRG=Transglycosylase (PF06737),
Lys=LysM (PF01476), Pep M23=Peptidase_M23 (PF01551), and VanW=VanW (PF04294).
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Pcoarse Pfine Swiss-Prot/TrEMBL ID Nbf Nbc
C1coarse C1fine IGA1A_STRPN IGA1B_STRPN IGA1_STRR6 IGA1_STRSA P96470_STROR
O33762_STRSA Q4U6L2_STRMT 7
C2fine ZMPC_STRPN ZMPB_STRR6 Q303R2_STRSU 3 10
C2coarse C3fine PLS_STAAM PLS_STAAN Q1YD84_STAAU Q2G2B2_STAA8 PLS_STAAW PLS_STAES
PLS_STAAC PLS_STAAU Q9L470_STAEP Q6UV37_STAEP Q6UV38_STAEP 11 11
C3coarse C4fine YABE_BACSU Q2B0D3_9BACI Q5L3W0_GEOKA Q5WLW4_BACSK Q65PI1_BACLD 5
C5fine Q4EI90_LISMO Q4ERP2_LISMO Q724M7_LISMF Q8YAE4_LISMO Q92F81_LISIN 5
C6fine Q3CF93_THEET Q2WPE9_CLOBE Q251X2_DESHY Q8RDC9_THETN Q97EW8_CLOAB 5
C7fine Q3A8X4_CARHZ Q1X0I4_9FIRM Q251X3_DESHY Q2RMF0_MOOTA Q18UA6_DESHD 5 20
C4coarse C8fine Q1B415_MYCSS Q1BBB3_MYCSS Q0S4T8_RHOSR Q275F0_9MYCO Q0S4T7_RHOSR
O05594_MYCTU Q5YPY5_NOCFA Q741W3_MYCPA Q7VF01_MYCBO Q9CD53_MYCLE 10 10
C5coarse C9fine Q1EYV3_9CLOT Q3CJR5_THEET Q1X3W2_9FIRM Q18S35_DESHD Q24PQ3_DESHY 6
Q8R6U3_THETN
C10fine Q0TM38_CLOP1 Q0SPT9_CLOPS 2
C11fine Q24X48_DESHY Q194G6_DESHD 2 10
C6coarse C12fine Q2WQ90_CLOBE Q3AEN2_CARHZ Q18BV8_CLOD6 Q2RHZ9_MOOTA Q1X0Y8_9FIRM 5
C13fine Q8XKT0_CLOPE Q0TQX7_CLOP1 Q0STC5_CLOPS 3
C14fine Q18SN9_DESHD Q24SD4_DESHY 2 10
Table 4.7: 71 sequences compose the G5_dataset data set. They are arranged in two diﬀerent
classiﬁcation: 1) the coarse-grained partition Pcoarse is composed of six clusters C1coarse to
C6coarse corresponding to the six most frequent domain architectures, and 2) the partition Pfine
is a ﬁne-grained classiﬁcation composed of 14 clusters C1fine to C14fine. The columns Nbf and
Nbc give the number of sequences in the ﬁne and coarse-grained clusters respectively.
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grouped separately in the ﬁne-grained partition Pfine(G5_dataset): 1) ZMPC_STRPN lacks
the GPA signal, 2) Q303R2_STRSU lacks the YSIRK signal and has four G5 matches; and
3) ZMPB_STRR6 lacks the Glug domains and the zinc protease pattern, and has two G5
matches. These three sequences compose the cluster C2fine while the remaining seven
sequences compose the cluster C1fine of the partition Pfine(G5_dataset).
2. Cluster C2coarse (Figure 4.4, Line 2) is composed of 11 sequences containing the YSIRK
signal and the GPA domain, in combination with the G5 domain repeated several times (4
to 9). No other domain is predicted in these sequences, except for the presence of several
compositional biases (proline glutamate, aspartate, threonine or serine rich regions). These
11 sequences are not subdivided in the ﬁne-grained partition and form the cluster C3fine.
One could have separated them into several ﬁne-grained clusters though, according to
the number of repeated G5. If such a partition is produced by an algorithm, it will be
analyzed in detail. Interestingly, the sequences of this architecture present a domain swap
when compared to the sequences of the previous cluster: the succession YSIRK-G5-GPA
in C2coarse is swapped to YSIRK-GPA-G5 in C1coarse.
3. Cluster C3coarse (Figure 4.4, Line 3) is formed by 20 sequences selected for the presence of
the 3D domain (PF06725) in combination with the G5 domain. Most sequences fulﬁlling
this criterion have also several predicted DUF348 domains (PF03990). This architecture
contains 38 members, among which 20 have been selected to populate the cluster C3coarse.
They are split into four diﬀerent groups in the partition Pfine(G5_dataset): cluster C4fine
contains sequences with three repeated DUF348 domains; cluster C5fine contains sequences
with three repeated DUF348 domains and a nebulin domain (PROSITE proﬁle PS51216,
weak match) in the G5 domain region; sequences in cluster C6fine have two repeated
DUF348 domains; and sequences in cluster C7fine have zero or one match of domain
DUF348.
4. Cluster C4coarse (Figure 4.4, Line 4) is composed of 10 sequences selected for the pres-
ence of the DUF348 domain (repeated three times, rarely two) and the transglycosylase
domain (PF06737) ﬂanking the G5 domain. They are not subdivided in the partition
Pfine(G5_dataset) and compose also the cluster C8fine.
5. Cluster C5coarse (Figure 4.4, Line 5) contains 10 sequences selected for the presence of the
peptidase M23 domain (PF01551) at the C-terminus side of the G5 domain. Most sequences
contain also a LysM domain (PF01476) ﬂanking the G5 domain at its N-terminus side.
The 10 sequence are divided into three groups in the partition Pfine(G5_dataset): cluster
C9fine contains six sequences containing the LysM, G5 and peptidase M23 domains; cluster
C10fine has two sequences lacking the LysM domain; and cluster C11fine contains two
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sequences with an EF_HAND_2 PROSITE proﬁle (PS50222, weak match) in the N-terminal
side of the LysM domain.
6. Cluster C6coarse (Figure 4.4, Line 6) has 10 sequences with the VanW (PF04294) followed
by the G5 domain. This cluster is split into three groups: cluster C12fine contains six
sequences of the VanW-G5 architecture; cluster C13fine contains three sequences with
an isoleucine rich region at their N-terminal end; and cluster C14fine is formed by two
sequences containing a proline rich region ﬂanking the G5 domain on its C-terminal side.
The G5_dataset set of 71 sequences as been classiﬁed in two reference partitions corresponding
to two diﬀerent levels of granularity and summarized in Table 4.2. Other partitions, in particular
more granular ones, are also possible for this data set. For example the cluster C2coarse could
be divided into several groups. There is no unique answer to the clustering of this data set but
reference partitions were needed to validate the results of automatic clustering methods. Two ref-
erences have been chosen, Pcoarse(G5_dataset) and Pfine(G5_dataset), to evaluate the diﬀerent
clustering methods compared in this study. The coarse-grained partition Pcoarse(G5_dataset)
can be considered as an easy solution since it has been constructed on the basis of obvious do-
main architectures. In addition, the size of the six clusters is homogeneous except for the cluster
C3coarse which is more populated. In contrast, the ﬁne-grained partition Pfine(G5_dataset) is a
more complex solution since it takes into account occasional or weak matches of domains, com-
positional bias, repeats. In addition this partition is more heterogeneous in the cluster sizes. We
consider the ﬁne-grained reference partition harder to reach by an automatic method. Obviously,
a clustering algorithm, with ﬁxed parameters, that would propose a result similar to the partition
Pfine(G5_dataset) would not detect the partition Pcoarse(G5_dataset), and vice versa.
4.5 Conclusion
The construction of data sets is a laborious but necessary work when a novel algorithm needs
to be parametrized of validated. The data sets Lyase_dataset (Section 4.1) and SH2_dataset
(Section 4.2) have been used for the parametrization of CliPS described in Chapter 5. The other
data sets described in Sections 4.3 and 4.4 have been used to test various characteristics of CliPS
(convergence, robustness, scaling) and to compare the accuracy of CliPS with other clustering
methods. The reader can refer to a summarized description of the sets in Table 4.1. The reference
partitions deﬁned for each sets are listed in the Table 4.2; the results of the experiments described
in Chapters 5 and 6 are compared to these references.




This chapter is divided in two parts: the ﬁrst part is dedicated to the tuning of the diﬀerent
parameters implicated in CliPS (Section 5.2). The second part examines several traits of the
algorithm: the convergence (Section 5.3), the robustness (Section 5.4) and the scaling up (Section
5.5). A measure is necessary to evaluate the proximity between the result partitions produced
by CliPS (or by other clustering methods) with reference partitions as deﬁned for each set. The
adjusted Rand index is an appropriate measure for this task and is deﬁned below.
5.1 The adjusted Rand index
The level of agreement between two partitions can be measured by the adjusted Rand index pro-
posed by Hubert and Arabie (1985) and noted R. The adjusted Rand index is a variation of the
Rand index (Rand, 1971), which basically counts the number of object pairs that are classiﬁed
together in both partitions. In the adjusted version of the Rand index, the index between two
random partitions should be equal or close to zero; when two partitions are identical the index
is 1. Details on the adjusted Rand index can also be found in Yeung et al. (2001).
The adjusted Rand index is computed in the following way. Consider a set of n objects,
X = {X1, X2, . . . , Xn} and two partitions of X: partition U = {U1, U2, . . . , UP } of P clusters,
and partition V = {V1, V2, . . . , VQ} of Q clusters. The agreement between U and V can be
expressed in terms of a contingency table (Table 5.1), with entry nij denoting the number of





i=1 nij denote the row and column sums of the contingency table, respectively.
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V1 V2 . . . VQ
U1 n11 n12 . . . n1Q n1.






UP nP1 nP2 . . . nPQ nP.
n.1 n.2 . . . n.Q n.. = n
Table 5.1: Contingency table for two partitions U and V of n objects.













































the adjusted Rand index is given by:
R =
IR − E(IR)
Imax − E(IR) . (5.4)
5.2 Parametrization
This section addresses the parameters deﬁned in Chapter 3 and details how a value or a range of
possible values has been selected for each of them. Some parameters were investigated but then
abandoned, as they had a marginal inﬂuence on the behavior of the algorithm. The parame-
ters of CliPS have been selected using two diﬀerent data sets, Lyase_dataset and SH2_dataset,
adapted from the parametrization of JACOP and published by Sperisen and Pagni (2005). The
sets and the corresponding reference partitions are described in detail in Chapter 4.
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5.2.1 The number of clusters
CliPS has been designed to automatically determine the number of clusters k which is most
appropriate to ﬁt the data. However, to start the clustering procedure, an initial value for k
must be decided in order to split the input data set into an initial number of groups. This value
is a random number between 5 and 10. During the execution, the number of clusters k can vary
at each iteration of CliPS. It is however limited by a superior bound that can be the number
of sequences in the data set, or it can be a smaller number, if the user has prior knowledge of
the expected maximum number of clusters. Typically, this superior bound was set to 30 during
parametrization and the other experiments presented in this report. In general, this value was
appropriate for the size of the data sets to be classiﬁed.
5.2.2 Parameters of NOMAD
The use of NOMAD requires two parameters: the width w of the motif composing the ungapped
local multiple alignment (ULMA), and the number of multi-start as explained on Page 49. Let us
recall that NOMAD searches for ungapped motifs. To choose a suitable w, we have investigated
the width of the ungapped conserved motifs forming the ﬁngerprints stored in the manually
curated PRINTS database (Attwood et al., 2003). Version 37.0 of PRINTS contains 1850 ﬁn-
gerprints and 11,170 single motifs covering 62,612 sequences. The distribution of the width of
these motifs is depicted in Figure 5.1. We observe that the width of half the motifs ranges from
14 to 20 amino acids (1st and 3rd quartile). Therefore, motif widths randomly sampled from an
interval of 10 to 25 amino acids was chosen. This interval covers more than 90% of the motifs
from PRINTS. The number of multi-start performed by NOMAD was set to 30, since this num-
ber was shown to be suﬃcient to ensure convergence in most cases (Hernandez, 2005).
5.2.3 Parameters regulating the number of ULMAs
A series of parameters have been deﬁned with the aim of controlling the number of ULMAs to
be discovered in a cluster of sequences. This is a crucial aspect of the method. The goal is
to discover as few ULMAs as possible, but the characterization should be accurate enough to
distinguish sequences between clusters. Three parameters, tf , tx and tt, described on Page 51,
control the number of ULMAs. The cutoﬀ tx, limiting the overlap between ULMAs was ﬁxed
to 0.05. This threshold avoids most of overlapping ULMAs, but tolerates small overlaps when
necessary to detect additional relevant regions from which the method may beneﬁt. A series of
values for the cutoﬀs tf and tt, in combination with other parameters, were tested on two data
sets and the results are presented in Table 5.2.

















Figure 5.1: Distribution of width of ungapped motifs. This ﬁgure shows the distribution of
the width (noted w) of ungapped conserved motifs from the PRINTS database (Attwood et al.,
2003). The distribution has the following characteristics (ﬁve number summary): minimum=5,
1st quartile=14, median=17, 3rd quartile=20, maximum=31.
Two variations of the tf threshold have been tested: the ﬁrst variation is a threshold evolving
during execution, with a rate of adaptation. This way, this cutoﬀ is less stringent during the
ﬁrst iterations, when the clusters are random or very heterogeneous, but becomes more stringent
in the next iterations, when the clusters have started to converge towards homogeneous families
of proteins and contain more highly signiﬁcant motifs. However, this adaptation hardly has
any inﬂuence on the output of the algorithm, and therefore was dropped. The second variation
of the tf threshold is a special penalty applied to clusters with few sequences. Indeed, a very
conserved region of say 10 amino acids is more likely to occur in a few sequences than in a set
of 20 sequences. This was particularly critical for very small clusters, and the following rule was
applied: the tf threshold of clusters of four or less sequences (respectively two) is divided by
a factor 10 (respectively 100). This empirical rule prevents the over-representation of ULMAs
discovered in small clusters.
5.2.4 Motif Scan and Sequence-Cluster Assignment parameters
The Motif Scan Module applies the tm threshold to decide whether a PSSM matched on a se-
quence is a positive match. A series of values for tm, in combination with tf and tt, have been
tested on two data sets.
No proper parameter constrains the Sequence-Cluster Assignment Module. The hierarchical
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clustering based on the Jaccard distances has been tested in three modes: single, complete and
average linkage. How to cut the tree produced by the hierarchical clustering is the second critical
point in this module. This was ﬁrst determined by a ﬁxed parameter corresponding to the height
of the tree, but after testing several values, it appeared that this parameter was too sensitive to
the input data and had dramatic eﬀect on the result of the algorithm. Therefore it was decided
to implement the selection of the appropriate height for the data set considered in the algorithm.
This task is achieved by computing the average Silhouette width as described in Section 3.5.
5.2.5 Test and selection of parameters
We have performed the classiﬁcation of the Lyase_dataset and the SH2_dataset with various
values for the parameters tf , tt, tm and with the three types of linkage. Each combination of
parameters was tested in ten runs and the resulting classiﬁcation was compared to the reference
partition; their agreement is scored by the adjusted Rand index. The average and standard
deviation of the scores computed using the average linkage strategy are shown in Table 5.2. We
have tested values 0.9 and 0.1 for threshold tf ; these values are loose to account for the selection
of degenerate conserved regions at the stage of motif discovery. The tm threshold, which limits
the number of PSSMs matched on a sequence, is tested for more stringent values between 0.1 and
0.001. The maximal number of ULMAs tt is tested for values between 10 and 40. This threshold
is important not only to avoid over-representation of small clusters, but also to minimize the
running time.
For both data sets and with the 27 diﬀerent combinations of parameters tf , tt and tm, av-
erage linkage was signiﬁcantly more stable than complete and single linkage. Average linkage
was therefore selected for the hierarchical clustering part of the Sequence-Cluster Assignment
Module (data not shown).
The average score R of ten runs for each combination of parameters is shown in Table 5.2.
This experiment allows the selection of the following values: tf = 0.5, tt = 20 and tm = 0.01 (in
red in Table 5.2). These values produced better results on average, for the two data sets. Param-
eters producing higher scores with SH2_dataset have been favored because this set contains more
complex sequences than Lyase_dataset. Since one aim of CliPS is to cluster complex domain
architectures, this combination of parameters is more appropriate. From now on, the selected
parameters are set and will not be modiﬁed in the clustering experiments that are described in
the second part of this chapter and in the validation of the algorithm (Chapter 6).
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Lyase_dataset SH2_dataset
tf tt tm Pjacop Pphylip Pjacop Ppfam
0.9 10 0.1 0.93 (0.02) 0.98 (0.03) 0.86 (0.03) 0.91 (0.01)
0.01 0.92 (0.04) 0.96 (0.04) 0.86 (0.03) 0.91 (0.02)
0.001 0.92 (0.07) 0.95 (0.04) 0.86 (0.02) 0.91 (0.03)
20 0.1 0.93 (0.04) 0.95 (0.03) 0.86 (0.02) 0.90 (0.04)
0.01 0.94 (0.05) 0.94 (0.08) 0.84 (0.05) 0.90 (0.03)
0.001 0.67 (0.22) 0.81 (0.19) 0.84 (0.02) 0.91 (0.02)
40 0.1 0.94 (0.06) 0.94 (0.04) 0.80 (0.09) 0.89 (0.10)
0.01 0.86 (0.16) 0.89 (0.08) 0.83 (0.09) 0.88 (0.10)
0.001 0.67 (0.25) 0.78 (0.18) 0.81 (0.10) 0.84 (0.11)
0.5 10 0.1 0.93 (0.02) 0.99 (0.03) 0.79 (0.14) 0.90 (0.03)
0.01 0.94 (0.05) 0.95 (0.04) 0.85 (0.03) 0.92 (0.01)
0.001 0.91 (0.07) 0.96 (0.04) 0.85 (0.03) 0.90 (0.03)
20 0.1 0.96 (0.03) 0.93 (0.04) 0.80 (0.15) 0.92 (0.01)
0.01 0.94 (0.04) 0.96 (0.03) 0.87 (0.01) 0.91 (0.02)
0.001 0.73 (0.21) 0.83 (0.24) 0.76 (0.10) 0.72 (0.16)
40 0.1 0.95 (0.03) 0.95 (0.03) 0.84 (0.03) 0.89 (0.05)
0.01 0.89 (0.08) 0.94 (0.03) 0.85 (0.03) 0.91 (0.02)
0.001 0.68 (0.27) 0.74 (0.23) 0.85 (0.03) 0.91 (0.02)
0.1 10 0.1 0.93 (0.02) 0.99 (0.02) 0.82 (0.09) 0.90 (0.01)
0.01 0.93 (0.04) 0.95 (0.04) 0.85 (0.03) 0.91 (0.02)
0.001 0.92 (0.04) 0.94 (0.03) 0.86 (0.02) 0.90 (0.03)
20 0.1 0.93 (0.02) 0.93 (0.06) 0.83 (0.09) 0.91 (0.02)
0.01 0.95 (0.04) 0.96 (0.04) 0.83 (0.09) 0.89 (0.08)
0.001 0.64 (0.23) 0.85 (0.19) 0.85 (0.04) 0.88 (0.10)
40 0.1 0.94 (0.04) 0.94 (0.03) 0.85 (0.06) 0.91 (0.03)
0.01 0.82 (0.16) 0.90 (0.17) 0.84 (0.09) 0.84 (0.14)
0.001 0.64 (0.26) 0.85 (0.15) 0.77 (0.09) 0.77 (0.16)
Table 5.2: CliPS parameters testing for average linkage clustering. The parameters values are
shown in the three left columns. The four right columns show the average (and standard de-
viation) of 10 scores (adjusted Rand indexes). The scores are computed for the two reference
partitions of the sets Lyase_dataset and SH2_dataset.
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5.2.6 Discussion
In this parametrization, we have selected a set of values that produce satisfactory partitions for
two very diﬀerent data sets. These values are set by default and will not be modiﬁed in the other
experiments that will be presented in this report. However, a user may modify these values for
exploration purposes. The results presented in Table 5.2 do not vary signiﬁcantly from one com-
bination of parameters to the other. Most combinations produce satisfactory results (for both
data sets, 95% of the scores are equal to or above 0.80). The value 0.001 for the threshold tm
produces lower scores in general. This stability in the results indicates that CliPS is a relatively
stable algorithm.
The choice of good parameters for an algorithm is often a complex task that requires a con-
siderable amount of work. In the case of CliPS, we have restricted the number of parameters to
three and we have tested three sets of values for each of them. In combination with the three
diﬀerent types of linkage, it sums up to 81 diﬀerent parameter settings that we have tested on
two diﬀerent data sets. This parametrization does not guarantee the selection of the best con-
junction of values, however, it should provide CliPS with a reasonably good solution so that it
can perform accurately with a variety of data sets.
Whether the user should select and test parameters, or a selection should be provided by
the tool developers remains an open question. The free choice of parameters implies that the
researcher knows more or less what solution to expect, which is not always possible. On the other
hand, ﬁnding parameters that are optimal for any data set is often not possible. A satisfactory
solution, adopted in many bioinformatics tools, is to suggest default parameter values, selected
after thorough testing of the program, with optional testing of other values. Playing with the
parameters can sometimes reveal unexpected features and participate to the exploration of a
data to analyze.
5.3 Algorithm convergence
Given an unchanged data set, the convergence of a stochastic algorithm reﬂects the ability of
the method to produce the same solution. CliPS performs a random initialization followed by
an iterative optimization of the partition. In this experiment, we test whether, given a data
set, CliPS converges towards the same solution regardless of the random initiation step. The
ABCdensity_easy data set (Chapter 4) has been used, it contains 48 sequences from the ABC
transporter superfamily. This data set is completely diﬀerent from the data sets used for the
parametrization of CliPS.
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Multi-start Bootstrap Average R Wallclock time [sec]
1 0 0.984 194
1000 0.969 211
3 0 0.999 596
1000 0.994 620
10 0 1 1966
1000 1 2034
Table 5.3: Convergence of CliPS on the set ABCdensity_easy. Multi-start and bootstrap have
been tested. The scores R are average on 100 runs (details in main text).
5.3.1 Convergence experiments and results
The convergence test performs 100 clusterings with random initiation. The 100 resulting par-
titions are compared all-vs-all pairwise, and the average of the all adjusted Rand indexes is
presented in Table 5.3.
We have tested the convergence of six diﬀerent variations of CliPS, adjusting two aspects of
the algorithm that are likely to inﬂuence stability.
• Bootstrap motifs: in the Sequence-Cluster Assignment Module, CliPS performs hierarchical
clustering using every motif of the collection of discovered motifs. This mode will be
denoted as bootstrap=0. We have also tested bootstrapping on the motifs utilized in the
clustering step. This mode is denoted bootstrap=1000. It performs 1000 bootstraps on
the motifs at each iteration, resulting in 1000 clusterings of the sequences. The most
commonly found partition (the partition with the highest average adjusted Rand index
when compared to the 999 other partitions) is then selected for the next iteration of CliPS.
• Multi-start: the stability of the solution proposed by CliPS may be improved if CliPS per-
forms several runs (several starts) and proposes as the ﬁnal solution the most common par-
tition computed in the same way as for the bootstrap explained above. Multi-start increases
proportionally the amount of computation, therefore we have restricted this variation to a
single start (multi-start=1 ), three starts (multi-start=3 ) and ten starts (multi-start=10 ).
The bootstrap and multi-start variations have been combined in six modes resumed in Table 5.3
5.3.2 Discussion
To our surprise, the strategy of bootstrapping the motifs did not improve the stability of the
algorithm. It even had a slight negative impact on the convergence, and was therefore discarded
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from the implementation.
On the other hand, the multi-start strategy did produce an enhancement in convergence of
CliPS. With a single start, the score (average of 100 adjusted Rand indexes) was equal to 0.984.
It increases up to 0.999 with three starts and is equal to 1 when ten starts are performed. From
these scores, we can see that the CliPS algorithm converges. Even without the multi-start vari-
ation, CliPS is not much aﬀected by the random initiation and produces very closely related
or identical partitions. The multi-start strategy is costly in computation time since the time
increases linearly with the number of starts. The number of multi-start should thus be limited to
the minimum. However, the increase in computation time is a problem that can be easily solved
if the multiple runs are executed on diﬀerent processors, on a distributed architecture such as
Vital-IT at the Swiss Institute of Bioinformatics, so that the the time of execution remains stable.
In the following experiments and the biological validation of CliPS, unless otherwise stated,
we have selected the variation of CliPS using ten multi-starts. This ensures the convergence of
the algorithm when applied on various data sets. For our validation, we are interested in the
quality of the result obtained, and the computation time is of lesser importance. However, a
parallelized version of the algorithm will be provided to the community, since long execution
times may prevent the researcher from using CliPS.
5.4 Robustness of CliPS
The robustness of an algorithm is its ability to resist to variations of the input data set and ﬁnd
the correct solution. A robust algorithm should not produce a completely diﬀerent answer when
one point is removed from or added to the input set. Robustness reﬂects a kind of stability of a
method. We have designed this experiment to test the robustness of CliPS when the data set is
modiﬁed by a partial random sampling.
5.4.1 Test of the robustness of CliPS and results
The data sets used in this experiment are the ABCdensity_easy and ABCdensity_diﬀ sets
described in Chapter 4. Both sets contain 48 sequences from the ABC transporter superfamily
introduced in Section 4.3. ABCdensity_easy contains six reference clusters with a high within-
cluster similarity, whereas ABCdensity_diﬀ contains six reference clusters with a low within-
cluster similarity and is therefore more diﬃcult to cluster. When CliPS was applied to the
complete ABCdensity_easy set, it found the reference partition (scoring 1). Applied to the
ABCdensity_diﬀ set, CliPS produced a partition close to the reference, scoring 0.92 (these
results are discussed in Section 6.3). We randomly sampled each set a hundred times, by selecting
either 70%, 80% and 90% of the sequences to produce one hundred diﬀerent input sets. CliPS





Table 5.4: Robustness of CliPS tested on the sets ABCdensity_easy and ABCdensity_diﬀ. The
percentage of sequence sampled is in the left column. The scores shown are average on 100 runs.
was applied to these data sets and the resulting partitions were compared to the reference ones
using the adjusted Rand index. The hundred diﬀerent scores obtained are illustrated in the
histograms of Figure 5.2, and the average scores are given in Table 5.4.
5.4.2 Discussion
Table 5.4 shows that the accuracy of the result remains very high when the clustering is relatively
simple (ABCdensity_easy set), even when the rate of sampling is down to 70% of the original
input data. When the clustering diﬃculty is high (ABCdensity_diﬀ), CliPS is more sensitive to
variations in the input set, with a mean score of 0.84 whereas the complete set was clustered with
a score of 0.92. These results indicate that CliPS is a rather robust algorithm. This stability was
already observed during the parametrization of CliPS, which was performed with two diﬀerent
data sets. The variations in tested parameters did not signiﬁcantly aﬀect the quality of the
results. This experiment conﬁrms the robustness of CliPS with regard to changes in the input
data set.
5.5 Scaling up of CliPS
The scaling reﬂects how an algorithm reacts, typically with regard to time or memory require-
ment, with increasingly larger data. This experiment is dedicated to test the scaling up of CliPS
when the amount of data increases. Comparing two clustering experiments when the input data
diﬀers is not trivial. The amount of work changes and the diﬃculty of the task is also modiﬁed.
A change in the diﬃculty of the task may aﬀect the convergence and modify the time of exe-
cution. A larger data set can be produced by increasing the number of reference clusters or by
increasing the size of the reference clusters. An inﬁnity of variations around size and number of
reference clusters are possible.
We have designed several data sets of various sizes and cluster topology, and we have measured
the scaling up of CliPS, both with regard to time and memory consumption. A constant level of
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Figure 5.2: Robustness of CliPS. This histogram shows the frequency of the adjusted Rand
indexes obtained when the input sets ABCdensity_easy and ABCdensity_diﬀ are randomly
sampled. In red, 90% of the sequences are sampled, in green 80% and in blue 70%.
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Figure 5.3: Memory scaling up of CliPS. This bar-plot shows the peak memory values (in kilo-
bytes [kb]) collected during the scaling up experiment. The memory usage of the worst case
(process with highest memory usage) is shown in blue and the cumulated memory usage is shown
in red. The cluster size increases (sets ABCscale_1 to 3) and the cluster number increases (sets
ABCscale_4 to 6).
diﬃculty is not guaranteed in this experiment. We have considered the number of sequences but
not their length. In addition, the scale range is strongly limited by size of the ABC transporter
superfamily. This experiment only gives a ﬁrst insight into the behavior of CliPS with regard to
the scaling problem. The data sets used are the sets ABCscale_1 to ABCscale_6 described in
Chapter 4. The sets are organized in two series showing the same scaling up in the total number
of sequences, 15, 30 and 60, but one series denotes an increase in the size of the reference clusters
whereas the second series denotes an increase in the number of reference clusters.
5.5.1 Scaling experiment and results
CliPS has been applied to the six data sets using the mode bootstrap=0 and multi-start=1 since
the stability of the result is not the focus of this experiment. For each data set, 30 MPI processes
have been launched, but the number of computing processes equals the number of reference clus-
ters in the set. Four values have been collected: 1) the memory usage (heap memory peak) of
the process with the highest memory peak (worst case); 2) the cumulated memory peaks of all
computing processes; 3) the wallclock time; and 4) the cumulated CPU time (user and system
CPU times) of all processes. The results obtained are plotted in Figures 5.3 and 5.4.
Figure 5.3 shows an increase in memory requirement when the size of the data increases.
Whether the size or the number of clusters increases makes no signiﬁcant diﬀerence. The mem-
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Figure 5.4: Time scaling up of CliPS. This bar-plot shows the time values (in seconds) collected
during the scaling up experiment. The wallclock time is shown in blue and the cumulated CPU
time for all processes is shown in red. The cluster size increases (sets ABCscale_1 to 3) and the
cluster number increases (sets ABCscale_4 to 6).
ory peak of the worst case and the cumulated memory requirement seem to increase linearly with
the amount of data. Both values inﬂate by a factor of 1.6 to 1.9 when the number of sequences
doubles; however this is an approximation since we consider only three points.
The scaling up of computation time is shown in Figure 5.4. The increase in wallclock time
is stronger when the size of the cluster augments than when their number grows. This can be
explained by the fact that motif discovery in a large data set is time consuming compared to
small data sets and since CliPS computes each cluster in a diﬀerent process, the wallclock time
is less aﬀected by the increase in cluster number. This is due to the way the algorithm has been
parallelized. The wallclock time seems to scale up exponentially with the increase in the amount
of data, although three points are not suﬃcient to draw a ﬁrm conclusion. When the wallclock
time is compared to the cumulated CPU time (blue vs red), the parallelization of CliPS saves
time: a six fold reduction is achieved when the size of clusters increases, and a ten fold reduction
is achieved when the number of clusters increases. The cumulated CPU time can be seen as a
non-parallel version of the algorithm. Although this is a rough estimate, it indicates the gain
obtained by the parallelization. This gain is larger when the number of reference clusters is high,
due to the strategy chosen for the parallel implementation.
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5.5.2 Discussion
We have restricted our data sets to the large and well-characterized superfamily of ABC trans-
porters. We have monitored the inﬂuence of increasing the cluster size versus increasing the
number of clusters. This emphasized the gain in time obtained by the parallelization of the al-
gorithm when the number of clusters increases. As the Motif Discovery Module needs to handle
a complete cluster at once, there is no simple way to further parallelize the discovery of a single
motif. However additional time could be gained by duplicating the clusters and parallelizing the
discovery of the motif collection (each single motif discovery in a distinct process). The clustering
of data sets of 15 to 60 sequences takes one to four minutes. This is still in an acceptable range
since nowadays, a protein family is likely to contain between ten and a few hundreds of sequences.
Testing the scaling up of a clustering algorithm is not an easy task since increasing the size of
the data without modifying the clustering diﬃculty is not possible. Controlling the diﬃculty of a
clustering problem is not trivial, especially with biological data. Therefore, the conclusions drawn
from these experiments should be considered as general trends rather than precise measures.
Chapter 6
Benchmark and biological validation
6.1 Introduction
This chapter is dedicated to the validation of CliPS with data sets of proteins that are known
to put a spoke in the wheel of standard sequence clustering programs. Chapter 4 presents the
construction of data sets containing typical diﬃculties hindering traditional clustering algorithms.
The diﬀerent case studies are the following: protein families with heterogeneous within-cluster
similarity (Section 6.3), protein sets with reference groups of heterogeneous size (Section 6.4),
and protein architecture with repeated and/or swapped motifs (Section 6.5). The data sets are
summarized in Table 4.1. The results of CliPS are compared with results proposed by other
clustering methods described in Section 6.2 and summarized in Table 6.1. For each method,
we compare the partition produced as result with the reference partition (usually a manually
curated partition, summarized in Table 4.2) and calculate the adjusted Rand index R between
the resulting and the reference partition (deﬁned and formula in Section 5.1). This score serves
as a quality measure to evaluate and compare the diﬀerent clustering methods.
6.2 Description of the diﬀerent clustering methods
A number of clustering tools or methods have been selected (Table 6.1) to compare their accuracy
with the one of CliPS. Among the protein clustering approaches presented in the second part of
Chapter 2, very few are available as stand-alone tools that can be used in a comparative study.
Table 2.3 lists three such tools: JACOP, TribeMCL and SPC. The classiﬁcations performed by
other protein clustering methods described in Chapter 2 are stored as large databases. In the
perspective of comparing the eﬃciency of diﬀerent algorithms, it is important to use the same
input data. It is meaningless to compare the results of CliPS or JACOP that cluster a small
user-provided data set, to a pre-computed classiﬁcation database, such as SYSTERS or ClusTr,
that have clustered a much larger data set (e.g. UniProt). As the algorithms of SYSTERS
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Table 6.1: Methods used in the benchmark experiments. The name and the source of the methods
is given, implementation details can be found in the main text.
or ClusTr cannot be restricted to a user-deﬁned data set, we will not use these approaches in
our comparative study. We will rather use an implementation of hierarchical clustering based on
BLAST pairwise scores, related to the approaches of SYSTERS or ClusTr, to cluster user-deﬁned
data sets. In any case, these classiﬁcation databases can serve as references to validate the par-
titions produced by CliPS or other tools, in spite of their uncertain biological relevance due to
the lack of manual validation. When possible, we will rely on a manually curated classiﬁcation
of a data set as the reference partition.
Three clustering tools, JACOP, TribeMCL and SPC, have been compared to CliPS; they
have been used in the following conditions:
• JACOP requires FASTA sequences, and no parameters need to be set. The classiﬁcation it
produces may contain one or two levels of granularity (deﬁned on Page 15), corresponding
to independent groups or clusters. When the two levels of clustering are produced, both
partitions are compared with the reference partition and two scores are computed.
• TribeMCL needs a BLAST output ﬁle to compute the distances between proteins. We
have used BLASTP (Altschul et al., 1997) with the following parameters: substitution matrix
BLOSUM62, penalties gap opening=11 and gap extension=1, and e-value cutoﬀ 0.001. The
default inﬂation parameter (r=3.0) was used.
• SPC also uses a pairwise distance between the objects to be clustered. We have used the
BLAST e-values computed under the conditions described for TribeMCL, but the algo-
rithm was not able to process these very small values. Therefore, we have transformed the
e-values into distance values: d = −1log10 e ; e-values higher than 0.1 were excluded from the
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analysis, as described in the original SPC publication (Tetko et al., 2005). The default
parameters for SPC were used 1.
In addition to these three protein clustering tools, we have developed other approaches for
clustering protein sequences and compared them with CliPS. The distances between sequences
are computed in two diﬀerent ways: the ﬁrst way is based on pairwise BLAST alignments. The
second way is based conserved regions discovered by MEME (Bailey et al., 2006). Traditional
clustering methods are applied using the two types of distances; more details are given in the
next two sections.
6.2.1 Clustering methods based on BLAST pairwise alignments
Many protein clustering approaches (e.g. SYSTERS and ClusTr) use pairwise distances as a
starting point, and are unfortunately not available as stand-alone tools. Consequently, we have
developed two methods using BLAST e-values as input data, and relying on traditional cluster-
ing techniques distributed by the R statistical package (R Development Core Team, 2007).
The pairwise distance is based on e-values computed in BLAST, with the same parameter
settings described for TribeMCL. A square feature matrix is constructed. Each row contains a
value of similarity between a given protein and all other proteins in the data set. This value is
equal to − log10(e-value) when BLASTP has detected a match between two proteins. When no
match is found (below the threshold 0.001), this value is 0. The feature matrix is transformed
into a distance matrix by computing the Euclidean distance between the rows of the feature
matrix taken pairwise. This distance matrix is the starting point for the clustering algorithm.
We have chosen two popular clustering algorithms:
1. The ﬁrst approach is the hierarchical clustering implemented in the hclust function of the
R package. We have tested three types of linkage associated with hclust: average, complete
and single linkage. From the hierarchy of partitions produced by hclust, a single partition
is selected using the cutree function of the R package, which takes the desired number of
clusters as input parameter. To select the optimal value, we have used a protocol similar to
that described in JACOP: each possible number of clusters (from two to the total number
of sequences) is tested and the average Silhouette index is computed for the corresponding
partition. The partition with the highest Silhouette is returned as the best solution. This
approach is closely related to the ﬁrst steps of the SYSTERS algorithm (Page 39).
1default parameters are available at the following address: http://www.vcclab.org/lab/spc/
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2. The second clustering approach is the partitioning method implemented in the R package
under the name of pam for partitioning around medoids. Since this function takes the
desired number of clusters as input parameter, we used the same protocol described above
for the cutree function: the pam function was applied with each possible value for the
number of clusters and the partition associated with the highest average Silhouette index
was selected as the solution.
6.2.2 Clustering methods based on MEME motifs
While pairwise alignment is generally used as a basis to assess the distance between two proteins,
other measures can also be used, such as the presence/absence of conserved regions or motifs. We
have developed a clustering approach using MEME (Multiple EM for Motif Elicitation, Bailey
et al., 2006), a very popular tool in the ﬁeld of sequence analysis for discovering motifs. MEME
applies an Expectation-Maximization procedure for discovering motifs in a group of related DNA
or protein sequences. MEME represents motifs as position-dependent letter-probability matrices
which describe the probability of each possible letter at each position in the pattern. Individual
MEME motifs do not contain gaps and patterns with variable-length gaps are split by MEME
into two or more separate motifs. MEME can be applied in three diﬀerent modes: one occurrence
per sequence, zero or one occurrence per sequence, and any number of repeats.
We have applied MEME on the complete data set with the following parameters: zero or one
occurrence per sequence (mod=zoops, noted zoops) or any number of repeats (mod=tcm, noted
any), minimum motif width of 10 (minw=10), maximum motif width of 25 (maxw=25), the number
of motifs is limited by a cutoﬀ e-value of 0.01 (evt=0.01) combined with a maximum number
of motifs of 100 (nmotifs=100). The motifs discovered by MEME are organized in a feature
matrix: each row represents a sequence, each column is associated with a motif and the entries
correspond to the p-value of the best match of a motif on a sequence. When the p-value is
greater than 10−4, it is not considered a match and the value is set to 1. This feature matrix
is transformed into a distance matrix by computing the Euclidean distance between the rows of
the feature matrix taken pairwise. This distance matrix is the starting point for the clustering
algorithm. For the clustering procedure, we applied the same protocols as described for BLAST
based methods.
The following notation refers to the exact procedure producing the results presented below:
• MEME.zoops+hclust: mod=zoops, clustering by hclust;
• MEME.zoops+pam: mod=zoops, clustering by pam;
• MEME.any+hclust: mod=tcm, clustering by hclust; and
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• MEME.any+pam: mod=tcm, clustering by pam.
Relating to the notation, when hclust is cited without further detail, it means that the three
types of linkage (average, complete and single) have been tested and produced the same parti-
tion; otherwise, the type of linkage is speciﬁed. If a clustering obtained with MEME does not
refer to a particular clustering algorithm, it means that all methods produced the same result.
6.3 Clustering data sets with diﬀerent levels of cluster density
In this experiment, we have evaluated the behavior of CliPS with respect to diﬀerent degrees
of clustering diﬃculty. The level of diﬃculty for a clustering problem can be aﬀected by the
level of within-cluster similarity, also called density, or by the level of between-cluster proximity,
or by both. Indeed, a data set in which objects of the same reference cluster are very close
and in which diﬀerent clusters are very separated from each other, should be easy to cluster
correctly. When the objects are biological sequences, these parameters are not easy to control.
We have attempted to model two diﬀerent levels of diﬃculty in this experiment. At the level of
within-cluster similarity, we have constructed two data sets: one contains clusters of sequences
with high percentage of identity (ABCdensity_easy), the other contains clusters of sequences
with low percentage of identity (ABCdensity_diﬀ). Both sets contain sequences extracted from
the same protein families belonging to the ABC transporters superfamily and are described in
detail in Section 4.3.1.
6.3.1 Results
The results obtained with the diﬀerent methods listed in Table 6.1 are summarized in Table 6.2.
Each line corresponds to a diﬀerent method of clustering and the two columns stand for the two
data sets. The numbers are the scores R of the resulting partitions versus the reference partition
of both data sets. The partition of reference is the one that corresponds to the annotations of
PROSITE. Partitions identical to the reference have a score of 1.
Partitions of the data set ABCdensity_easy
All the partitions found by the diﬀerent methods for the ABCdensity_easy data set are summa-
rized in the Figure 6.1. Many clustering methods perform successfully: CliPS, JACOP, SPC and
BLAST based methods ﬁnd the reference partition without error (Table 6.2). Certain MEME
based methods produce partitions reasonably close to the reference, only TribeMCL produces a
partition with a relatively bad score (0.54).
The dendrogram based on the Jaccard distances computed by CliPS (Figure 6.2) shows that the







BLAST+pam / BLAST+hclust 1 0.30
MEME.zoops+pam / MEME.zoops+hclust 0.89 0.63
MEME.any+pam / MEME.any+hclust 0.65 0.54
Table 6.2: Scores obtained by CliPS and other methods when clustering the ABCdensity_easy
and the ABCdensity_diﬀ data sets. Each row corresponds to a clustering method. The two
BLAST based methods produced the same solutions; the two MEME.any methods produced
the same solutions; only MEME.zoops applied to the ABCdensity_easy set produced diﬀerent
results according to the clustering procedure, in this case the best score is shown (details are
given in the text).
48 sequences are grouped as anticipated and that the six families are very distinctly separated.
TribeMCL fails in clustering this data set since it merges three distinct clusters: cysA, pstB
and cbiO as depicted in Line 2 of Figure 6.1. This erroneous merge, although producing a low
scoring partition, is however consistent with the hierarchy proposed by CliPS, since the three
merged clusters are adjacent, as indicated by the dashed line in Figure 6.2. Tuning the algo-
rithm by changing the inﬂation parameter r from the default value (r = 3) is likely to solve
this erroneous merge by performing a more granular clustering. We have tested inﬂation values
ranging from r = 3 to r = 7, and could observe that inﬂation values of r = 4 to r = 6 can
classify correctly the sequences. With inﬂation values above 6, misclassiﬁcations arise because
the degree of granularity is too high. After this tuning, TribeMCL is able to produce accurate
partitions. However, in the case of unsupervised classiﬁcation, the user has no indication of the
reference classiﬁcation, and such tuning is not practicable.
Some of the MEME based methods produce partitions which are reasonably close to the
reference. For this particular data set, MEME.zoops, with scores ranging from 0.89 to 0.66, per-
formed better than MEME.any, with a single partition scoring 0.65. The main problem seems
to be again the granularity of the proposed partitions: no misclassiﬁcation is observed, but fam-
ilies are often erroneously split into several clusters. Further investigation is necessary to assess





1 - cysA 5 - modC3 - msbA2 - pstB 15 - tagH10 - cbiO
Figure 6.1: Partitions of the set ABCdensity_easy. This diagram shows four partitions of the
ABCdensity_easy data set produced by several clustering methods. The six PROSITE families
are mentioned at the top. Each line corresponds to one partition, with 48 squares symbolizing
the 48 sequences; squares of the same color are classiﬁed in the same cluster. Line 1: the reference
partition, CliPS, JACOP, SPC and BLAST based methods (R=1). Line 2: TribeMCL (R=0.54);

































































































































































2 − pstB15 − tagH 3 − msbA 5 − modC 10 − cbiO 1 − cysA
Figure 6.2: Dendrogram of the set ABCdensity_easy computed by CliPS. This ﬁgure shows
the dendrogram of the 48 sequences from the ABCdensity_easy set, as computed by CliPS. All
sequences are accurately classiﬁed into six clusters identical to the reference partition. The name
of each family is given at the bottom of the tree. The dashed line points to the three families
which are erroneously merged by the TribeMCL algorithm.







1 - cysA 5 - modC3 - msbA2 - pstB 15 - tagH10 - cbiO
Figure 6.3: Partitions of the set ABCdensity_diﬀ. This diagram shows six partitions of the
ABCdensity_diﬀ data set produced by several clustering methods. The six PROSITE families
are mentioned at the top. Each line corresponds to one partition, with 48 squares symbolizing
the 48 sequences; squares of the same color are classiﬁed in the same cluster. Line 1: the reference
partition; Line 2: CliPS (R=0.92); Line 3: JACOP, TribeMCL, BLAST based methods (R=0.30);
Line 4: SPC (R=0.70); Line 5: MEME.zoops based methods (R=0.63); and Line 6: MEME.any
based methods (R=0.54).
whether the additional splits can ﬁnd a biological explanation. Line 3 of Figure 6.1 depicts the
best partition obtained by the MEME methods (MEME.zoops combined with hclust and single
linkage or with pam) with a score of 0.89. In this partition, two families, msbA and cbiO, are split
into two subgroups instead of being clustered as a single family. No correlation could be observed
between these erroneous splits and the hierarchy provided by CliPS (Figure 6.2). The second
best partition (not shown), produced by MEME.zoops+hclust (average linkage), shows the same
errors as those described above, but in addition the tagH family is erroneously split into three
subgroups, resulting in a partition of 10 clusters with a score of 0.80. The MEME.zoops+hclust
(complete linkage) and the MEME.any methods (Figure 6.1, Line 4) go even further in the gran-
ularization of the clustering and produce partitions with respectively 17 and 18 clusters. In a
similar way to the BLAST based methods, the granularity of the MEME based clustering is
computed automatically using the average Silhouette index, and this parameter cannot be easily
adapted. However, in all MEME based partitions, no misclassiﬁcation could be observed.
Partitions of the data set ABCdensity_diﬀ
Unlike the set ABCdensity_easy, which contains high within-cluster similarity, the ABCden-
sity_diﬀ could not be classiﬁed into a partition identical to the reference partition by any of the
methods tested in this work. The partitions obtained with the diﬀerent methods are summarized
in Figure 6.3.
The partition obtained by CliPS is very similar to the reference, with a score of 0.92. The
diﬀerences reside in the cbiO family (Cobalt import ATP-binding protein family) which is split
into three diﬀerent clusters. Figure 6.4 depicts the tree proposed by CliPS with the cbiO family
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colored in red. The global classiﬁcation provided by CliPS places the tagH and msbA families
apart from the 4 other families. This topology is conﬁrmed by other methods. Figure 6.5 depicts
the position of CliPS motifs on the eight sequences of the cbiO family. Motifs 4 and 57 (in pink)
are present in all sequences of this family, and absent in all other sequences. Interestingly, these
two motifs correspond to two annotated regions: the ﬁrst region, matched by motif 4, corresponds
to a short portion of the PROSITE proﬁle NACHT (PS50837), which is a weak match shown in
Figure 6.5 (in blue, labeled N). The NACHT domain is a 300 to 400 residue predicted nucleoside
triphosphatase (NTPase) domain, found in animal, fungal and bacterial proteins. The NACHT
domain consists of seven distinct conserved motifs, including the ATP/GTPase speciﬁc P-loop,
the Mg(2+)-binding site (Walker A and B motifs, respectively) and ﬁve more speciﬁc motifs. The
short sequence matched is the ATB binding region (9 residues long) of the NACHT domain. The
second cbiO-speciﬁc motif (motif 57) corresponds to the PROSITE pattern ABC_TRANSPORTER_1
(PS00211) shown in Figure 6.5 (in blue, labeled ABC). The motifs responsible for the splitting
of the cbiO family into three clusters are colored diﬀerently: the red motifs are present in the ﬁrst
cluster (sequences Q93D97 and Q9PPV2), the yellow motifs are found only in the second cluster
(sequences Q897I2, Q8DWR3 and Q927N8), and the cyan motifs are found only in the third cluster
(sequences Q7A471, O26236 and Q88XV1). These discriminating motifs do not point at speciﬁc
portions of the proteins. They are globally spread along the sequences which are almost entirely
covered by the ABC_TRANSPORTER_2 domain. The scattering of these motifs may indicate a rel-
atively high divergence between the proteins of the cbiO family, although further investigation
should be performed to analyze this family in more detail.
JACOP fails in clustering this data set, and proposes a partition with only three clusters: the
ﬁrst cluster is composed of the tagH family, the second cluster is composed of the msbA family,
and the third cluster contains all the remaining sequences, incorrectly grouped together (Figure
6.3, Line 3). Although the granularity of this partition is not suﬃcient, its topology, with families
tagH and msbA placed away from the other groups, is consistent with the hierarchy proposed by
CliPS in Figure 6.4. No parameter can be tuned in the JACOP algorithm to improve this result.
TribeMCL and BLAST based methods produce the same incorrect partition as the one proposed
by JACOP. Changing the inﬂation parameter of TribeMCL aﬀects the granularity of the resulting
partition. We have tested other values than the default (r=3), but it was impossible to retrieve
the correct partition, or a partition close to it, even with values far outside the range advised
by the authors of the algorithm (2-5). For the two BLAST based methods, BLAST+pam and
BLAST+hclust, the granularity is automatically determined by the average Silhouette index.
It seems that clustering this data set with BLAST pairwise alignment measures ends up in an
optimal partition with three clusters, since four diﬀerent algorithms converge towards the same
solution.
































































































































































15 − tagH 3 − msbA 5 − modC 1 − cysA 2 − pstB 10 − cbiO
Figure 6.4: Dendrogram of the ABCdensity_diﬀ set computed by CliPS. This ﬁgure shows the
dendrogram of the 48 sequences from the ABCdensity_diﬀ set computed by CliPS. Five of the
six families are accurately classiﬁed according to the reference partition. In red, the cbiO family
has been incorrectly split into three subgroups, yielding a partition of eight clusters with a score
of 0.92.
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Figure 6.5: Graphical view of CliPS motifs on the cbiO sequences. This ﬁgure shows the positions
of CliPS motifs on the cbiO sequence family of the ABCdensity_diﬀ set. Pfam and PROSITE
motifs are shown in blue: CBIO is the PROSITE proﬁle PS51246 (used to isolate cbiO sequences);
ABC_TRANSPORTER_2 is the PROSITE proﬁle PS50893 matching all ABC sequences; ABC is the
PROSITE pattern PS00211; N is a partial match of the NACHT domain (Pfam PF05729). CliPS
motifs 4 and 57, present in all cbiO sequences, are shown in pink; in red, yellow and cyan are
the CliPS motifs speciﬁc to the three clusters. The other motifs are shown in white.
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Although SPC also uses BLAST scores as the distance measure to perform its clustering,
it is able to perform a better classiﬁcation than the BLAST based methods mentioned above.
Indeed, the partition produced by SPC, with a score of 0.70, is consistent with the reference
partition, except for two errors: the ﬁrst error resides in the cbiO family which is split into
6 clusters. This family, which was also split by CliPS, is probably characterized by a higher
sequence divergence than the ﬁve other families. The second error is the merge of the modC and
the cysA families. Although these two families should be distinct, they are close to each other in
the hierarchy proposed by CliPS (Figure 6.4), which could explain the erroneous merge. Among
the three methods based on single BLAST pairwise alignments (TribeMCL, SPC and BLAST
based methods), SPC is the method which performed the best clustering of this diﬃcult data
set.
MEME based methods base their clustering on the presence of conserved regions within the
data set, in a way similar to what CliPS does. For the diﬃcult data set, this type of approach
seems fruitful. Indeed, MEME based approaches perform better than BLAST based methods
and than all other methods with the exception of SPC and CliPS. The MEME.zoops procedures
(motifs with zero or one occurrence per sequence) produce a partition with a score of 0.63. The
MEME.any procedures (motif with any number of occurrence per sequence) produce a partition
with a score of 0.54. These scores are not excellent because in both cases, as depicted in Figure
6.3, the level of granularity is much too high. Indeed, the MEME.zoops and the MEME.any
procedures produce a partition with respectively 15 and 20 clusters, instead of the six expected.
However, the hierarchy produced by both methods and shown in Figure 6.6 is compatible with the
reference partition and its topology. More speciﬁcally, families tagH and msbA are placed apart
from the other groups. This is consistent with the hierarchy proposed by CliPS in Figure 6.4.
The main problem of MEME based methods is the granularity of the clustering. Consequently,
we wondered whether this could be improved by using the methodology that transforms the
matches of discovered motifs into a distance matrix. In our protocol, we do not consider matches
with p-values higher than 10−4 and ﬁll the feature matrix with the basal value of 1 (see Section
6.2.2). This basal value may aﬀect the length of the branches in the dendrogram and have
consequences on the granularity. The choice of the value 1 was intended to place the MEME
based methods in the same conditions as CliPS, where a threshold is applied and the p-values
are converted into binary values. We have tested the inﬂuence of this basal value and replaced it
by a range of values from 1 to 0.001, the latter is close to the other p-values of the feature matrix
(limited to 10−4). To our surprise, these changes had no eﬀect on the shape of the dendrogram,
the branch lengths or the resulting partition.



































































































































































































































































































































Figure 6.6: Dendrograms of the ABCdensity_diﬀ set computed by MEME.zoops and MEME.any.
This ﬁgure shows two dendrograms of the 48 sequences from the ABCdensity_diﬀ sequence set
computed by MEME based methods. a. Hierarchy produced by the MEME.zoops methods
(R=0.63). b. Hierarchy produced by MEME.any methods (R=0.54). The families are iden-
tiﬁed by the following colors: red=msbA, blue=tagH, green=pstB, pink=cysA, cyan=modC and
black=cbiO.
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6.3.2 Discussion
When clustering a data set with high within-cluster similarity, most methods could produce a
partition of high quality, identical or close to the reference partition. The only method that
fails is TribeMCL with default parameters, but when tuning the inﬂation parameter, it produced
the correct partition. When clustering a diﬃcult data set, with low within-cluster similarity,
no method could produce the reference partition. However, with a score of 0.92, CliPS is very
close to the reference partition and the dendrogram proposed (Figure 6.4) is in agreement with
what is expected. The only error resides in the level of granularity in the cbiO family. In this
experiment, we have shown that a fully automated program such as CliPS, can recover family
structures that needed manual expertise to be uncovered by PROSITE proﬁles. We have also
shown that this achievement was possible in diﬃcult cases, when the level of pairwise sequence
similarity inside the clusters is low. Furthermore, CliPS proposes a series of motifs, in the form
of PSSMs, which are diagnostic of each protein family and can be used to detect new members
of the same family. The regions matched by these motifs, when uncharacterized, are good candi-
dates for further investigation, either at the sequence analysis level, or at the experimental level.
However, such a detailed study is out of the scope of this work.
When the clustering diﬃculty is increased, it seems that clustering algorithms based on con-
served motifs (CliPS or MEME) are more accurate than methods based on pairwise alignments.
This makes sense, since it is known that a PSSM or a proﬁle is likely to detect subtle similarities
that pairwise alignment methods would miss. Among the pairwise alignment based method, SPC
performs surprisingly well and it would be interesting to test this algorithm on other data sets to
conﬁrm this eﬃciency. Combining SPC, which is a fast algorithm, with a motif based distance
measure similarly to MEME based methods, would be an interesting experiment. BLAST based
methods produce partitions with a granularity that is too low; inversely MEME based methods
show a high granularity in their partitions. Combining the two types of information may pro-
duce interesting results. When computing a distance measure, it is generally accepted that more
information leads to better results.
Among all methods tested in this experiment, CliPS shows the better eﬃciency, in particular
with the diﬃcult data set. As CliPS could automatically detect accurate group structures within
large and diﬃcult protein families, and as it could approach the quality of manual classiﬁcation,
this tool will be of great help in the process of analyzing large protein superfamilies which are
diﬃcult to handle as a single set, such as the peroxidase or the helicase superfamilies. CliPS
is an excellent tool for a ﬁrst clariﬁcation of complex sequence sets: it classiﬁes the sequences
into groups of potentially similar function, and in addition it points out the potential regions of
interest for more detailed analysis. These regions can help, for example, in the elaboration of
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diagnostic tools such as family speciﬁc proﬁles.
6.4 Clustering data sets with heterogeneous cluster size
A well known diﬃculty of clustering is the disparity among the size of the clusters inherent to a
data set. Indeed, several clustering methods have a tendency to produce clusters of equal size (see
Section 2.5). Clustering a data set containing at the same time very small and very large clusters
is diﬃcult and the aim of this experiment is to investigate the accuracy of diﬀerent methods with
respect to this size problem. CliPS and other clustering methods have been applied to data
sets containing clusters of equal size (sets ABCsize_easy1/2/3 homogeneous in size of clusters)
or to data sets containing clusters of diﬀerent size (sets ABCsize_medium1/2/3 with medium
heterogeneity and ABCsize_diﬀ1/2/3 with high heterogeneity in size of clusters). There are
three data sets for each level of diﬃculty and the sets and the corresponding reference partition
is described in detail in Section 4.3.2.
6.4.1 Results
The results obtained by each method are shown in Figure 6.7. As a general remark, the results
have a high variability. This variability is rather linked to the nature of sequences in the data
sets than to the size distribution of the reference clusters. For example, the data sets depicted
by red circles are more diﬃcult to classify correctly than the other data sets, regardless of the
size distribution. It is not possible to control precisely the level of diﬃculty in each set, and
the analysis of the results is made diﬃcult by the variability of the scores. This original goal of
the experiment was to study the ability of the methods to handle data set with homogeneous or
heterogeneous size of clusters. We cannot draw conclusions with this respect. However, when
the scores obtained with the 9 data sets are pooled in an average score (Table 6.3), this gives
a general ranking of the methods. JACOP, CliPS and MEME based methods are in average
better at clustering these data sets than the other methods. Methods can also be compared in
tournaments: the scores obtained by two methods on a data set are compared and points are
assigned, the winner method gets 1 point, the loser loses 1 point, both methods get 0 when
the scores are equal. The sum of points over the 9 data sets are shown in Table 6.4, each line
corresponds to a method. Only the best scores of the BLAST (BLAST+hclust, average linkage)
and MEME based methods (MEME.zoops+hclust, average linkage and MEME.any+pam) are
given. The last column, showing the total of points obtained by a method compared to all others,
gives a ranking of each method. This ranking is consistent with the ranking proposed by the
general average score, placing JACOP and CliPS at the top two positions.






















































































































































































































































































































































































































Figure 6.7: Plotted scores of partitions of the ABCsize_* data sets. This ﬁgure shows the
scores obtained when clustering the ABCsize_easy* sets (with equal size of clusters, top panel),
the ABCsize_medium* sets (with medium homogeneity in size of clusters, middle panel) and
the ABCsize_diﬀ* (with low homogeneity in size of clusters, bottom panel). The triplicates
are depicted with diﬀerent colors and shapes: sets number 1 in red circles, sets number 2 in
green squares and sets number 3 in blue triangles. The clustering methods compared are CliPS,
JACOP, TribeMCL, SPC, BLAST based methods, MEME.zoops and MEME.any (x axis). The
three last methods are declined in four ﬂavors: hclust average, complete and single linkage, and
pam.









Table 6.3: Average of the 9 scores obtained by CliPS and the other methods when clustering
the 9 data sets ABCsize_easy1/2/3, ABCsize_medium1/2/3 and ABCsize_diﬀ1/2/3. Each row
corresponds to a method of clustering. Only the best scores of the BLAST and MEME based
methods are given, the detailed results are presented in Figure 6.7 and in the text.
Method 1 2 3 4 5 6 7 Total
1: JACOP - 0 1 3 2 6 5 17
2: CliPS 0 - 1 1 2 6 5 15
3: MEME.zoops -1 -1 - 0 1 4 6 9
4: MEME.any -3 -1 0 - 1 5 5 7
5: BLAST -2 -2 -1 -1 - 3 3 0
6: SPC -6 -6 -4 -5 -3 - 2 -22
7: TribeMCL -5 -5 -6 -5 -3 -2 - -26
Table 6.4: Comparison of the clustering methods two by two. The scores obtained by two
methods on each of the 9 data sets of the ABCscale_* series are compared and points are
assigned in the following way: the winner method gets 1 point, the loser gets -1 point, both
methods get 0 when the scores are equal. The points shown in the table are the sum of points
over the 9 data sets, the last column shows the total of points obtained when a method is
compared to all other methods. Only the best scores of the BLAST and MEME based methods
are given, as detailed in the text.
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6.4.2 Discussion
This experiment was designed to compare the ability of diﬀerent clustering methods to classify
data when the size of the reference clusters is homogeneous, or when the size is very diﬀerent
from one cluster to the other within a given data set. From the experiments performed on all
the diﬀerent data sets constructed, we observe that, on average, JACOP, CliPS and MEME
based methods produce better partitions than the other methods. However, the behavior of
these methods is highly variable within each level of diﬃculty. This variability is due to the
nature of the sequences, and therefore no clear conclusion can be stated on the accuracy of the
methods with respect to the diﬀerent levels of homogeneity in the size of clusters. Similar tests
on a much larger number of diﬀerent data sets could be performed to focus more precisely on the
inﬂuence of size homogeneity on the results of clustering methods, and diminish the inﬂuence of
the data itself. Another solution would be to generate artiﬁcial data, where the type of sequence
and motifs inserted can be better controlled. It would also be interesting to investigate diﬀerent
conﬁgurations, for example, data sets with a larger number of sequences or a larger number of
clusters. However, the experiments performed here and the ranking shown in Tables 6.4 and 6.3
indicate that methods based on conserved motifs (CliPS and MEME based methods) or based
on several short probes (JACOP) are more ﬂexible than full length pairwise alignments based
methods (TribeMCL, SPC and BLAST based methods) with regard to the heterogeneous data
sets.
6.5 Clustering proteins with repeated and swapped domains
Proteins are modular by nature, and composed of a series of conserved regions implicated in
the structure or function of the molecule. Some protein families have a very complex domain
architecture, with multiple domains which are sometimes repeated or swapped. This type of
sequences hinders most sequence analysis tools which are usually designed to handle sequences
that can be aligned easily. We have tested how CliPS and other clustering methods could classify
automatically a sequence set with such complex domain architecture, using a data set composed
of proteins containing the domain G5 (Bateman et al., 2005). The construction of the set
G5_dataset is described in Section 4.4. Two reference partitions have been decided: a coarse-
grained partition Pcoarse(G5_dataset) and a ﬁne-grained partition Pfine(G5_dataset). Both
reference partitions are used to evaluate the results, the ﬁne-grained is considered as more diﬃcult
partition to uncover than the coarse-grained. Obviously, a method that ﬁnds the ﬁne-grained
partition will not ﬁnd the coarse-grained, and vice versa. Details on the reference partitions are
given in Section 4.4 and summarized in Table 4.2.
6.5. CLUSTERING PROTEINS WITH REPEATED AND SWAPPED DOMAINS 119
Method Pcoarse Pfine Nb
CliPS 0.52 0.91 18
JACOP 0.80 0.54 12
TribeMCL 0.97 0.53 7
SPC 0.76 0.70 16
BLAST 0.56 0.69 15
MEME.zoops 0.66 0.55 17
MEME.any 0.59 0.63 17
Table 6.5: Scores obtained by diﬀerent methods for clustering the G5_dataset. The columns
Pcoarse and Pfine give the scores computed by comparison with the coarse-grained and ﬁne-
grained reference partitions. Each line corresponds to a diﬀerent method, with the two scores
and the number of clusters found (column Nb). For the BLAST and MEME based methods,
only the best score is shown, the detailed results are explained in the main text.
6.5.1 Results
The G5_dataset has been automatically clustered by CliPS and the other methods described in
Section 6.2. The resulting partitions have been compared to the reference partitions Pcoarse(G5_dataset)
and Pfine(G5_dataset) and the scores are shown in Table 6.5.
The partition produced by CliPS contains 18 clusters and is very similar to the ﬁne-grained
reference, with the excellent score of 0.91. CliPS partition seems quite distant to the coarse-
grained reference when looking at the score of 0.52, however the dendrogram shown in Figure
6.8 demonstrates that the partition Pcoarse(G5_dataset) can be retrieved in the hierarchy pro-
posed by CliPS (pointed by the arrow coarse). The CliPS algorithm selects a height to cut the
tree by computing the average Silhouette index using the Jaccard distance. The height selected
corresponds to the arrow labeled CliPS and produced a partition of 18 clusters.
When looking in more detail at the partition produced by CliPS, it appears that there is a
complete agreement with most Cfine clusters: C1fine, C2fine, C3fine, C4fine, C5fine, C8fine,
C10fine, C11fine, C13fine and C14fine clusters are recovered with no error. Only 4 clusters
show diﬀerences, mainly additional splits, which are discussed below in more detail.
• The ﬁrst diﬀerence is observed in the cluster C6fine (Figure 6.8, label A, sequences col-
ored in cyan) which is erroneously split into two groups: one containing two sequences
(Q2WPE9_CLOBE and Q97EW8_CLOAB), the second group containing four sequences (Q3CF93_THEET,



























































































































































































































































































































































































































































Figure 6.8: Dendrogram of the G5_dataset computed by CliPS. This dendrogram based on the
Jaccard distances shows the relationships between the 71 sequences of the G5_dataset sequence
set computed by CliPS. The six clusters of the coarse-grained reference Pcoarse(G5_dataset) are
shown at the bottom. A partition identical to Pcoarse(G5_dataset) can be retrieved if the tree is
cut at the level of the arrow labeled coarse. The colors distinguish the 14 reference clusters in
the ﬁne-grained reference. The CliPS partition contains 18 clusters and corresponds to a cut at
the level of the arrow labeled CliPS. The dashed lines, labeled A, B and C, indicate the errors
discussed in the main text.
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Q251X2_DESHY, Q8RDC9_THETN and in addition the sequence Q2RMF0_MOOTA which was ex-
pected in cluster C7fine). Domain predictions, even weak, of various databases cannot
explain this split. However, when looking at the CliPS motifs shown in Figure 6.9, two
points appear clearly: ﬁrst, the sequence Q2RMF0_MOOTA (Figure 6.9, Line 1), which was
expected in cluster C7fine, matches six motifs corresponding probably to two DUF348 do-
mains (in purple). This sequence matches also motifs 95, 89 and 93 corresponding to the
G5 domain of the sequences in the reference cluster C6fine (Figure 6.9, Lines 2, 3 and 4).
The sequences in cluster C7fine have diﬀerent motif matches in the G5 region, and no motif
is shared between the two clusters, even at the p-value threshold of 0.01 which is not very
stringent. These two observations indicate that sequence Q2RMF0_MOOTA should rather be in
the reference cluster C6fine, and that CliPS did probably classify this sequence correctly.
Additional investigation is necessary to explain why no DUF348 domain is predicted in
this sequence, even weakly, by the Pfam PF03990 HMM. The second point is related to the
separate clustering of the two Clostridium sequences (Q2WPE9_CLOBE and Q97EW8_CLOAB,
Figure 6.9, Lines 5 and 6), which were also expected in the reference cluster C6fine. Al-
though these two sequences contain two DUF348 domains, as expected in cluster C6fine,
they do not match the same CliPS motifs as the other sequences. The motifs are diﬀerent
in the DUF348 regions and also in the G5 regions, however the 3D region shares common
CliPS motifs with the other sequences in cluster C6fine. This separate grouping could
be due to a close phylogenetic relation which places the two Clostridium sequences apart
from the other sequences, except for the more conserved C-terminal part of the proteins,
although this remains at the hypothesis level and requires further studies which are out of
the scope of this work.
• The second diﬀerence observed pertains to the reference cluster C7fine (Figure 6.8, label A,
sequences colored in brown). The sequences are split into two groups: one group contains
the sequences with one copy of the DUF348 domain (Q3A8X4_CARHZ and Q1X0I4_9FIRM,
Lines 7 and 8 of Figure 6.9; the other group contains the sequences with no DUF348 domain
(Q251X3_DESHY and Q18UA6_DESHD, Lines 9 and 10 of Figure 6.9). In this case, CliPS was
able to accurately detect the diﬀerence between these two sub-groups, and the reference
partition should be corrected to place these sequences in separate clusters.
• The third diﬀerence is related to cluster C9fine (Figure 6.8, label B, sequences colored in
magenta) which is split into two groups by CliPS: the ﬁrst cluster contains the sequences
Q3CJR5_THEET, Q8R6U3_THETN, Q1EYY3_9CLOT (Figure 6.10, Lines 1, 2 and 3); the sec-
ond cluster contains the sequences Q18S35_DESHD, Q24PQ3_DESHY, Q1X3W2_9FIRM (Figure
6.10, Lines 4, 5 and 6). The predicted domains of Pfam or PROSITE could not explain
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Figure 6.9: Positions of motifs on the sequences of clusters C6fine and C7fine. This ﬁgure draws
the positions of the PROSITE proﬁle PS51109 (G5) in yellow, the Pfam HMMs PF07501 (G5),
PF03990 (DUF348), PF06725 (3D) in blue and the CliPS motifs on the sequences of the reference
clusters C6fine and C7fine. The CliPS motifs are colored to highlight their speciﬁcity to certain
domains: red for the 3D domain, green for the G5 domain and purple for the DUF348 domain.
The white motifs match sequence regions with no domain prediction. Motifs 54, 86, 103, 104,
119 and 144 match all sequences (3D region) Each sequence is identiﬁed by its Swiss-Prot ID.
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this split. However, when looking at the matches of CliPS motifs, we could observe that
sequences of both groups share common matches in the C-terminal region (the M23 pep-
tidase domain, red motifs in Figure 6.10), but no common match could be observed in
the regions corresponding to the G5 domain, the LysM domain or the N-terminus (white,
purple and green motifs in Figure 6.10). These two subgroups of proteins seem to have
divergent N-terminal sequences. Phylogenetic proximity may be the cause of this split,
since the two Desulﬁtobacterium sequences are grouped together on the one hand, and the
two Thermoanaerobacter sequences are grouped together on the other hand. However, this
hypothesis needs to be conﬁrmed by further investigation which is out of the scope of this
work.
• The last diﬀerence resides in the reference cluster C12fine (Figure 6.8, label C, sequences
colored in pink) which is divided into two groups: one cluster with sequences Q2WQ90_CLOBE
and Q3AEN2_CARHZ (Figure 6.11, Lines 1 and 2), and the other cluster with the three remain-
ing sequences. Figure 6.8 shows that the 5 sequences are closely related, the erroneously
split is due to the choice of height where the tree is cut. However, the motifs shown in
Figure 6.11 illustrate the fact that these sequences are very similar in the region of the
VanW domain (red motifs), their diﬀerence resides in the G5 domain region (green motifs),
and also in the uncharacterized N-terminus (white motifs).
The main diﬀerences between the partition proposed by CliPS and the ﬁne-grained refer-
ence partition Pfine(G5_dataset) are additional splits of certain clusters. In certain cases,
it seems that CliPS solution is closer to the biological reality than the reference partition
Pfine(G5_dataset). This is particularly true for the Q2RMF0_MOOTA sequence, where the presence
of two DUF348 domains is probably missed by the Pfam database (false negatives). It is legit-
imate to correct the reference partition, and assign sequence Q2RMF0_MOOTA to cluster C6fine,
and to split the cluster C7fine according to the presence of zero or one DUF348 domain. If we
compare the partition proposed by CliPS with such a corrected reference partition, the score
increases slightly to 0.93.
JACOP ﬁnds a partition composed of 12 clusters, close to the ﬁne-grained reference partition
Pfine(G5_dataset). However, according to the scores computed, the JACOP partition is closer
to the coarse-grained reference than to the ﬁne-grained. Looking more closely at the partition
obtained by JACOP, we observe that the algorithm had a tendency to merge clusters expected
to be distinct in the ﬁne-grained reference partition. JACOP merges clusters C1fine and C2fine,
missing the 3 variations in domain content detailed on Page 84, and the resulting cluster is iden-
tical to cluster C1coarse. It merges clusters C4fine, C5fine, C6fine and 3 sequences of C7fine,
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Figure 6.10: Positions of matched motifs on the sequences of cluster C9fine. This ﬁgure draws
the positions of the PROSITE proﬁle PS51109 (G5) in yellow, the Pfam HMMs PF07501 (G5),
PF01551 (Peptidase M23), PF01476725 (LysM) in blue and the CliPS motifs on the sequences
of the reference cluster C9fine. The CliPS motifs are colored to highlight their speciﬁcity to
certain domains: red for the peptidase M23 domain, green for the G5 domain and purple for
the LysM domain. The white motifs match sequence regions with no domain prediction. Motifs
176, 177, 195, 196, 197, 213 and 231 match all sequences (peptidase M23 region) Each sequence
is identiﬁed by its Swiss-Prot ID.
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Figure 6.11: Positions of matched motifs on the sequences of clusters C12fine. This ﬁgure draws
the positions of the PROSITE proﬁle PS51109 (G5) in yellow, the Pfam HMMs PF07501 (G5),
PF04294 (VanW) in blue and the CliPS motifs on the sequences of the reference cluster C12fine.
The CliPS motifs are colored to highlight their speciﬁcity to certain domains: red for the VanW
domain and green for the G5 domain. The white motifs are not speciﬁc to regions with a domain
prediction. Motifs 250, 252, 266, 268 and 283 match all sequences (VanW region) Each sequence
is identiﬁed by its Swiss-Prot ID.
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Method Pcoarse Pfine Nb
BLAST+hclust average 0.37 0.66 25
BLAST+hclust complete 0.56 0.69 15
BLAST+hclust single 0.40 0.67 24
BLAST+pam 0.66 0.55 28
Table 6.6: Scores obtained by the diﬀerent BLAST based methods on the G5_dataset when the
resulting partitions are compared to the coarse-grained reference partition (noted Pcoarse) and
the ﬁne-grained reference partition (noted Pfine).
resulting in a cluster very similar to C3coarse. The two sequences expected in cluster C7fine
which are not grouped in the cluster close to C3coarse are the sequences with no DUF348 do-
main. This may indicate that JACOP is sensitive to the presence or the absence of the DUF348
domain, but is not able to discriminate between sequences containing a single, a double or a
triple copy of this domain. Interestingly, JACOP places Q2RMF0_MOOTA with the sequences con-
taining DUF348, conﬁrming the presence of this domain predicted by CliPS. It also merges the
clusters C9fine and C11fine that were separated because of the (though weak) prediction of an
EF_HAND_2 domain in sequences of cluster C11fine. JACOP merges partially clusters C12fine
and C13fine. All these merges produce a partition very similar to the coarse-grained reference
partition. Interestingly, JACOP splits cluster C2fine into three diﬀerent groups. As explained
on Page 84, one could expect a separation of this cluster according to the number of copies
of the G5 domain present in the sequences, but this does not correspond to the groups pro-
posed by JACOP. The three groups produced by JACOP correspond to compositional biases:
the ﬁrst group contains sequences with a aspartate and serine rich regions at their C-terminus
(PLS_STAAC, PLS_STAAU); the second group contains sequences with a proline-rich region at their
C-terminus (Q6UV38_STAEP, Q6UV37_STAEP, Q9L470_STAEP, PLS_STAES), and the third group is
formed by the ﬁve remaining sequences with no apparent bias.
We now discuss in less details the partitions proposed by the other methods. The obtained
scores and number of clusters indicate that TribeMCL generates the partition closest to refer-
ence partition Pcoarse(G5_dataset). Partition Pcoarse(G5_dataset) is a coarse classiﬁcation of
the G5_dataset, based solely on a number of strong PROSITE or Pfam matches. TribeMCL
with the default parameters seems perfectly adapted to this level of granularity. SPC proposes
a partition of 16 clusters, with a score that is relatively good when compared to both reference
partitions Pcoarse(G5_dataset) and Pfine(G5_dataset). By looking carefully at the SPC parti-
tion, it is very similar to the coarse-grained preference Pcoarse(G5_dataset), except for cluster
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Method Pcoarse Pfine Nb
MEME.zoops+hclust 0.64 0.53 19
MEME.zoops+pam 0.66 0.55 17
MEME.any+hclust 0.59 0.63 17
MEME.any+pam 0.62 0.61 14
Table 6.7: Scores obtained by the diﬀerent MEME based methods on the G5_dataset when the
resulting partitions are compared to the coarse-grained reference partition (noted Pcoarse) and
the ﬁne-grained reference partition (noted Pfine).
C3coarse that is partially split into several singletons. BLAST based methods perform relatively
poorly, with a strong tendency to split the data into singletons or small groups of two or three
sequences. A low within-cluster similarity of the G5_dataset may be the explanation for this
tendency. The results of the various procedures are summarized in Table 6.6.
MEME based methods do not produce very convincing partitions. Although the number of
clusters in the solutions is relatively close to the number of the ﬁne-grained reference clusters,
the scores are low. The MEME.any procedures have slightly higher scores than the MEME.zoops
with regard to the ﬁne-grained reference partition. This was expected since this data set contains
an important number of repeats which are likely to be detected by the any mode. The three
linkage types of the hclust methods ﬁnd the same solution. The results of the various procedures
are summarized in Table 6.7.
6.5.2 Discussion
This experiment has challenged diﬀerent clustering methods with a very complicated problem.
The sequences containing the G5 domain include also a great variety of other motifs, some of
them repeated several times, and some domains being swapped. However, CliPS has performed
an excellent clustering of this data set, with a partition very similar to what was constructed
manually. Furthermore, CliPS has revealed information that allowed the enhancement of the
reference partition to a classiﬁcation which is probably more accurate with regard to the biolog-
ical reality. In the particular case of sequences containing the 3D and DUF348 domains, CliPS
was able to detect very precisely the number of repeats of the DUF348 domain. In particular,
it allowed the automatic detection of two potential DUF348 domains which were missed by the
Pfam database. No other method tested in this study could approach the ﬁne-grained reference
partition with the same accuracy. The excellent result of CliPS is partially linked to its ability
to detect very subtle motifs. NOMAD has been shown to detect motifs which are very noisy and
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that MEME would not detect. Another asset is probably the quantity of information that CliPS
uses for its clustering, which depicts more precisely the features of the sequences than a single
pairwise alignment score.
We could have expected that CliPS would separate sequences to be grouped in the C3fine
cluster into several clusters according to the number of repeats of the G5 domain present in these
sequences. It was not the case, and CliPS places them all in a single cluster. When looking at
the positions of the motifs in these sequences, we were surprised to see that very few of them
were discovered in these sequences. Only nine short motifs were detected, one matching the
YSIRK signal, one matching a short portion of a G5 region, the seven other motifs matching
uncharacterized regions. The G5 domain of these sequences is quite diﬀerent from the ones in
the other clusters, where several CliPS motifs matched. Furthermore, these sequences contain
many compositional biases which inﬂuenced their partitioning (as discussed for the results of
JACOP). However, the case of the C3fine cluster has underlined a modiﬁcation, related to the
allowed number of matches, that could be beneﬁcial to CliPS eﬃciency. Indeed, one limitation
of CliPS resides in the fact that only the best match for each motif is kept. We ﬁrst thought
that this limitation would not be important since CliPS can discover additional motifs to cover
very similar repeated motifs. When sequences are very rich in motifs, such as sequences of
G5_dataset, allowing multiple matches of a single motif and taking the number of matches into
account for the computation of the Jaccard distances may contribute to a better accuracy. It
would be interesting to test whether this variation of CliPS would discriminate between diﬀerent
number of repeats in the C3fine sequences.
Another improvement to CliPS worth testing is a variation in the way to cut the tree at
each cycle of the clustering. At the moment, the average Silhouette index is used to determine
the height at which the tree should be cut. This measure is a standard in the clustering ﬁeld,
however it would be interesting to test if alternatives, e.g. the methods proposed by SYSTERS,
could improve the accuracy of CliPS.
CliPS processes all sequences as independent data and does not use taxonomic information.
Weighting the sequences to balance their phylogenetic proximity is an approach commonly used
in sequence analysis tools (for example in Thompson et al., 1994). Such weighting is likely to
improve the accuracy of CliPS and is worth testing.
When clustering data sets with a very large number of motifs (like the G5_dataset), the
choice of parameters as deﬁned in Chapter 5 is questionably. In particular, the maximal number
of motifs to be discovered per cluster may be too low (it is limited to 20) for such a sequence
set. A parametrization using a data set of the type of the G5_dataset, in addition to the two
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data sets used, may lead to a better tuning of the method.
Despite the fact that improvements are still possible and need to be tested, the results
obtained by CliPS with this data set are promising, and globally outperform all other methods
tested in comparison. We should keep in mind that most sequences of the set G5_dataset
are extracted from TrEMBL, and that only automatic methods have been applied to detect
functional regions, without any manual check. We have already observed that mistakes occur, as
for sequence Q2RMF0_MOOTA where the two DUF348 are not properly predicted. For a number of
clusters, CliPS performs additional splits based on motifs matching yet uncharacterized regions.
These regions may correspond to some functional domain and should be further investigated.
This experiment has shown that CliPS can partition accurately a very complex data set, that
it can reveal errors in the sequence characterization, and most importantly, that it points out
regions of interest for further studies of potentially new functional elements. When a new protein
sequence is available, the PSSMs corresponding to these motifs may be used to assign this
sequence to its corresponding protein family.
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Chapter 7
General discussion
Previous chapters have described the state-of-the-art of methods that automatically classify large
sets of protein sequences into meaningful groups. The main accomplishment was the development
of software to achieve this task, with a particular emphasis on the problem of clustering proteins
with a complex domain architecture. This new method, CliPS, has been validated on several
data sets representing typical diﬃculties in the ﬁeld of clustering proteins. It has also been
compared to several other clustering methods.
7.1 Summary of results
We have investigated several potential diﬃculties of the clustering problem: data sets with low
density in the reference clusters, data sets with asymmetrical sizes of the reference clusters, pres-
ence of repetitions, domain swap and multidomain proteins. We have also compared CliPS with
several clustering methods that diﬀer in their algorithm and in the way they compute distance
measures: a number of them use single pairwise comparisons of full length sequences; JACOP
uses pairwise comparisons of several 50 amino-acids probes; and MEME based methods use
PSSMs similarly to CliPS. Some of these methods were not available as stand-alone tools and
had to be implemented to perform the comparison experiments.
From these experiments, we have noted the following facts: when the density of clusters is
small, methods that use PSSMs produce better results than methods that use pairwise align-
ments. This is probably the consequence of the higher sensitivity of PSSMs to detect subtle
signals compared to the detection limit of pairwise comparison. In the diﬃcult case of low
within-cluster similarity, CliPS has proposed the most accurate partition, very similar to the
manually curated reference partition based on PROSITE. Regarding the variations in the size of
the reference clusters, methods using several PSSMs (CliPS or MEME based methods) or several
alignments of probes (JACOP) produce better results in average. However, in this experiment,
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not only does the size of the cluster vary, but the sequence content of the clusters does too,
and therefore one cannot draw a clear conclusion. Clustering a set of sequences with complex
domain architecture (multiple domains, swaps and repeats) has been achieved successfully by
CliPS. The tree (Figure 6.8) proposed by CliPS is in complete accordance with a coarse-grained
reference partition of the data set and the partition proposed is very similar to the ﬁne-grained
reference partition constructed after careful examination of the protein sequences. In addition,
this experiment has uncovered a number of aspects which can be improved in CliPS; this point
is discussed later.
As a general observation, we have noted that methods using several sources of information
(several pairwise comparisons of probes in JACOP or several matches of PSSMs in CliPS and
MEME based methods) to compute the distances between sequences are more accurate in aver-
age than methods using a single pairwise score. In addition, methods using PSSMs are able to
detect very subtle signals. These two observations indicate that a collection of PSSMs or proﬁles
is an excellent way to represent the information contained in a set of protein sequences, and using
these PSSMs for clustering or for another sequence analysis purpose is a promising approach.
CliPS has demonstrated its ability to resolve diﬃcult clustering problems and to approach
classiﬁcation that needed until now a large amount of manual work. Another important contribu-
tion of CliPS is the highlighting of regions of interest for further investigation by the researcher;
some of these regions are diagnostic for a protein family and can be used for the construction of
discriminating proﬁles.
7.2 Important points
We would like to discuss a few points raised in the course of this work and that are subject to
debate. The are related to the parametrization, validation and benchmarking of CliPS or of any
bioinformatics method.
The ﬁrst point is related to the parametrization of a method such as CliPS, which is an
essential but laborious step of the development of a new tool. During the development of CliPS,
the question of whether a new parameter should or not be introduced in the algorithm arose
in a number of occasions. In a complex method like CliPS, the number of parameters quickly
increases and their optimization becomes a problem of its own. Several techniques exist to opti-
mize parameters when they are numerous. For example a genetic algorithm can be used to ﬁnd
the best combination. However, we have decided to restrict the number of parameters as much
as possible, and to explore a reasonable range of values for each of them in combination. CliPS
is available to the researcher with optimized parameters and should not need additional tuning.
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However, it is obvious that depending on the type of data, these default parameters may not be
optimal. The user has the possibility to play with the three main parameters and explore the
results that CliPS proposes with the user-deﬁned values. However, other options were possible:
ﬁx ﬁrmly the algorithm with the optimized parameters; or conversely, provide no default to force
the exploration of parameters by the user.
The second point we would like to discuss is the validation and benchmarking of a novel
method such as CliPS. This is also an important and tricky step when one develops a novel
method in bioinformatics. A method requires a thorough validation, and validation implies the
preparations of data sets of quality, with known and validated solutions of reference. Prepara-
tion of heterogeneous data sets is a time consuming but necessary step for the development, the
parametrization and the validation of a novel method. In the context of protein sequence cluster-
ing, we are limited in the amount of well characterized and manually validated data. Restricting
a validation to this type of data ensures the accuracy of the validation, but it may bias the
results towards speciﬁc data sets. On the other hand, large amounts of sequences are available
that have been analyzed automatically and should be taken with caution for the validation of
a novel method. We have decided to restrict as much as possible our validation to manually
validated data sets. Although such a validation may not reﬂect the general behavior of CliPS, it
produces results that can be analyzed and compared with conﬁdence. Comparing a novel method
with existing ones is a laborious exercise; one needs to prepare data in the appropriate format
and analyze results in various types. For our clustering problem, we have faced the problem of
availability of methods which were published but not distributed as stand-alone tools. Therefore,
we have implemented certain methods analogously to what has been described, so that we could
compare their results with those of CliPS on the same data sets. Benchmarking bioinformatics
methods requires a considerable amount of work and rises questions that could easily form a
research project in its own right.
7.3 Suggestions for future research
The validation and benchmark of CliPS has pointed out several aspects of the method that may
be subject to improvement. As we have discussed above, the choice of using a collection of
conserved regions, described by PSSMs, seems judicious for representing the domains of protein
sequences. However, there is no justiﬁcation for not adding other sources of information, for ex-
ample molecular weight or isoelectric point. It is also worth combining pairwise comparison scores
with the PSSMs matches to compute the distances. As we have discussed in Section 6.5 (Page
128), an improvement may be obtained by allowing multiple matches of PSSMs and considering
their counts in the computation of the pairwise distances. The combination of these diﬀerent
sources of information is subject to weighting, which adds an important load of parametrization
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of the method.
When the results obtained by CliPS and by the other tested methods were diﬀerent from the
reference partitions, the errors were linked to the level of granularity of the proposed partition,
which was either lower or higher than the granularity of the reference partition. Strictly speaking,
misclassiﬁcations were never observed in the experiments performed in this study. Therefore,
selecting the number of clusters of the resulting partition is a crucial point that should be inves-
tigated with care in the future.
Another aspect that has not been developed in the present work but that would be worth
investigating is the information provided by the position of the PSSMs on the sequences. Indeed,
in biological sequences, the joint occurrences of several conserved motifs is often more informative
than the presence of a single one. The arrangement of the conserved motifs along the sequence
can carry even more information about the sequence function. As an example, Froidevaux et al.
(2007) have shown that the identiﬁcation of sequential constraints could lead to a reﬁnement
of the functional classiﬁcation of the phospholipase D protein family. The linear arrangement
of the PSSMs can be represented by meta-motifs, a language for describing arrangements of
motifs (Junier et al., 2001). This technique can handle motif overlaps or inclusions, and controls
the distance between motifs. The arrangement of the PSSMs can also be represented by Allen
relations (Allen and Hayes, 1985), that have been applied to protein domains in Nikitin (2007).
Integrating the information on the arrangement of motifs to CliPS is likely to improve the auto-
matic classiﬁcation of the sequences into functional groups.
CliPS has been developed, optimized and validated to handle protein sequences. However,
given an appropriate parametrization step, CliPS can also cluster nucleotide sequences. Although
we have not treated such cases in this work, many applications of CliPS on nucleotide sequences
are worth investigating. For example, CliPS can be used to classify regulatory regions of co-
expressed genes and highlight short diagnostic subsequences for each pattern of expression.
7.4 Conclusion
Classifying biological sequences into functional groups is an essential task of sequence analysis.
Such classiﬁcation constitute a ﬁrst and important step towards the understanding of a large
data sets. Nowadays, sequence databases gather such an enormous amount of data that their
mining has become diﬃcult and is a subject of research in its own right. This increase in avail-
able sequences will even accelerate since the current technology has open the door to the era
of personalized genome sequencing. The genome of James D. Watson, who jointly with Francis
Crick discovered the structure of DNA in 1953, has been deciphered and made available by the
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beginning of June. Comparative analysis of personalized genomes or proteomes is fast becoming
a reality, therefore the need for automated tools that will help in the analysis procedure is a
necessity.
In the course of this work, we have developed a tool that can automatically produce a sensible
functional classiﬁcation of protein sequences. The approach of combining motif discovery and
sequence clustering has proved its accuracy and should be investigated in more detail. This work
can be considered either as the development of an interesting tool for classifying proteins into
functional families, or in the more general context of methods for classiﬁcation, analysis and
comparison of genomes and proteomes.
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