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1は じめに
本論文ではレビュー記事にトピックモデルを適用してユーザの価値観モデルを構築 し,これを用
いてアイテムを推薦する手法を提案する,近年インターネットの普及により,Web上には大規模
の情報が存在 している.しか しユーザが必要とする情報を大量の情報から探 しだすのは困難であ
る.そこでユーザの行動履歴から趣味嗜好を判断しアイテムを推薦する,情報推薦 国 に関する研
究が広く行われている,amazon.com"1や価格.com'2のような大量のアイテムが存在するEC
サイ トでは情報推薦システムが利用されている,これまで,利用する情報や計算処理に関して多様
な情報推薦手法が研究されてきている.代表的アプローチとしてユーザやアイテムのモデルを構築
して情報推薦に用いるものがあり,その一つとして価値観モデリングが提案されている 圏、
価値観とは物事の優先順位,重 み付けの体系であり,心理学,マーケティング,Webインテリ
ジェンスなどの分野で用いられている.社会心理学分野で提唱されている要因についてアンケー ト
を行いユーザの価値観をモデル化するアプローチもあるが,本 論文では評価一致率による価値観
モデリングに着目する[4].この手法では,属性に対する評価極性と総合評価の極性が一致する割
合を評価一致率(RMrate)として求め,これが高い属性に対しユーザがこだわ りを持つと判断す
る.一一liQ的な情報推薦では評価属性の値を利用するが,RMrateに基づ く価値観モデリングでは属
性に対する評価の極性を利用する.これにより少ない情報からユーザモデルが獲得可能である.こ
れまでに内容ベース[4],近傍ベース協調フィルタリング[51,行列ベース[171など様々な推薦アル
ゴリズムとの組み合わせが研究されている.また,ユーザが投稿したレビューからユーザモデルを
構築する手法だけでなく,レビュー閲覧履歴から構築する手法も提案されている[20].
RMr乱teに基づく価値観モデリングでは,監督の名前などの属性値でなく 「監督」「ジャンル」と
いった属性を次元 とするベクトルでユーザモデルを表現する,内容ベースフィルタリングに適用し
た場合は大量に存在する属性値に関する情報を収集する必要がないとい う利点があり,また協調
フィルタリングに適用した場合には,属性数はアイテム数よりはるかに少数であるため,密な行列
に基づき推薦アイテムを決定することが可能という利点がある.また,従来推薦手法の多くでは平
均的な評価を得ているアイテムや,人気アイテムを推薦する傾向にあることが指摘されているが
[19],RMrateに基づく価値観モデリングを利用することにより,低評価,あ るいは高評価のアイ
テムに対する評価値の予測誤差が減少する効果 同 や,評価件数の少ないアイテムが推薦される傾
向があることなども報告されている[17】,これらは,情報推薦として重要な性質と考える.
従来のRMrateに基づ く価値観モデリングでは属性毎の評価が5段 階評価な どとして明示的に
与えられることを前提としていた.このため,適用できないレビューサイ トが存在すること,レ
ビュー中で言及されているが評価属性として扱われていないものはモデルに反映できないことなど
の課題が存在する.この課題を解決することにより,価値観モデリングの適用範囲の拡大,評価に
*1h七tp://www.amazon.co.jp
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影響を与える新たな属性の発見 ・利用な どの効果が期待 できる.そ こで提案手法では レビューに ト
ピックモデルを適用 し,抽 出 した トピックに対す る評価極性を求めることでRMrateを計算す る,
トピックモデル とは大量の文書群 から共通する大意,ト ピックを抽出する手法である.具 体的に
は各文書の トピック生起確率,各 トピックの単語生起確率を出力する.ト ピックモデルの応用例 と
してはテキス ト分類,情 報推薦,属 性抽出などが挙げ られる[30].また,代 表的な トピックモデル
としてLDA(LatentDirichletAllocati⑪n)[30]があ り,拡 張が しやすいため,こ れを元 にした ト
ピックモデルが多数発表されてい る.MGLDA〔MultiGrainLDA)[33]は製品に対するレビュー
な どに適用する ことを 目的 としてLDAを 拡張 したモデル の1つ であ り,グ ローバル トピック,
ローカル トピックの二段階で トピックを抽出する.グ ローバル トピックはアイテムのブラン ドのよ
うな上位概念,ロ ー カル トピックはアイテムの評価属性のよ うな下位概念 として抽 出できる とさ
れている.こ のロー カル トピックを利用することで,価 値観モデ リングに用いる評価属性を抽出可
能 と考える.ま たJST(JointSentimentTopicmodel)[34],SLDA(SentimentLDA)[35],ASM
(AspectSentimentM。del)[36]のように トピックと同時 に各文に対す る感情 ラベルを抽出できる
モデルも提案 されており,感 情分析 意見文解析な どへの応用が期待 されている,こ れ らの トピッ
クモデルによって抽 出した感情 ラベ ルは価値観モデ リングに用い る極性 として利用可能 と考える。
提案手法では レビューに トピックモ デルを適用 し,抽 出 した トピックを評価属性 と見なす.レ
ビュー文書 を文に分割 し,各文は生起確率最大の トピックに対 して評価 していると仮定する.LDA
な どの感情 ラベルを抽出 しない トピックモデルでは,各 単語 の極性値に基づき文の極性を求 める.
JSTなどの感情ラベ ルを抽出す る トピックモデルでは,各 文の感情ラベ ルを極性値 とみな して文
の極性を求める.各 レビュ 一ーに付与された総合評価の極性 と,レ ビュー内の対応す る文が持つ極性
か ら求めた抽出 トピック(評 価属性)の 極性に基づ き評価一致率を計算する,そ の結果からユーザ
に関す る属性の評 価一致率(ユ ーザモデル),アイテムに関する属性の評価一致率(ア イテムモデ
ル)を 行列 として求 める.
提案手法の有効性 について検証す るため,ト ピックモデルによる評価属性の抽出実験,推 薦精度
を検証す る実験 を行 った.デ ー タセ ッ トには映r[liiレビューサイ トであるYaheo1映画唱 に投毛lllさ
れた レビュー集合,ト ピックモデル としてLDA,MGLDA,JST、SLDA,ASMを利用す る,評 価
属性の抽 出実験では,実 験協力者が ラベル付 け した属性 と抽出 した属性を比較する,各 トピックモ
デルによる抽出結果を比較 した結果,特 にMGLDAに おいて評価属性 とみなせ る トピックが相対
的に多数抽出可能であるが,正 解属性,抽 出属性の関係が一対多,多 対多にな っている可能性があ
ることがわかった.推 薦精度に関す る実験では,価 値観モデ リングの結果を直接利用す る行列ベー
スの推薦 アルゴ リズムを採用する,各 トピックモデルの推薦精度を比較するほか,ユ ーザモデル と
アイテムモデル間の関係行列を可視化 し,抽 出属性間の関係 も考察する.
本論文は全5章 で構成 され る.第1章 では本研究の背景 について述べ る.第2章 では関連研究
について述べる,情 報推薦の概要 と価値観モデルについて説明 した後,ト ピックモデルの概要 と利
用 した各 トビ・ソクモデルにつ いて説明す る.第3章 では提案手法につ いて,推 薦 システムの構成
*3h七t
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各要素の機能 ・アルゴ リズムについて説明する.第4章 では評価実験,第5章 ではまとめ,今 後の
展望 について述べる,
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2関 連研究
2.1情 報 推薦
2.1.1情報推薦 アルゴ リズム
インターネ ッ ト上の大量の情報 からユーザが必要 とす る情報を とりだす技術 として情報 フィル タ
リングと呼ばれ る手法が研究 されてお り[1],その中の主要な技術の一つが情報推薦 である[1】.情
報推薦 とはユーザの趣味,嗜 好を推定することで,ユ ーザに とって有用 と考え られるアイテムを提
示する技術である.情 報推薦 には非個人化 推薦 と個人化推薦の二種類がある[4].非個人化推薦は
対象を区別せずに推薦 する手法 である.具 体的には売上げランキ ングやPOP広 告な どがある.一
方で個人化推薦は,推 薦対象 となるユーザの好み にあ うアイテムを推薦する手法であ り,こ れまで
に多様な手法が研究されている[1].
個人化推薦は内容ベースフィル タリングと協調 フィルタ リングとに分類できる.内 容ベースフィ
ルタ リング とはユーザの嗜好を満たす情報を持つ アイテムを推薦する手法である.ア イテムの情報
として,内 容に対する評価の観点 とな る属性が とる値(属 性値)を 用いるため内容ベースと呼ばれ
る.映 画を例に挙 げる とジャンルや主演などが属性 とな り,対 象ユーザが好きな映画のジャンルや
俳優な どとい った属性値を推定 し,こ れ らを推薦 に利用す る.対 象ユーザが好むアイテムの属性値
がわか れば,新 規ユーザ に対 しても精度の高い推薦 が可能であるため,内 容を取得 しやすい映画
書籍の ようなアイテムを中心に活用されている 団.
協調 フィルタリングとは,サ ー ビスを利用 してい る多数ユーザの購買 ・閲覧履歴な どの嗜好情報
を解析 し,対 象ユーザ と似た嗜好を持つユーザ が好む アイテムを推薦す るアイテムを決 定する手
法である.ア イテムの内容に関す る情報(属 性値)が 不要な ことや,処 理の手軽 さか ら現在多 くの
ECサ イ トで使用されている,し か し膨大なアイテムのうちユーザが使用 した り評価するアイテム
は非常に少 ないため,ユ ーザ とアイテム間の関係が薄 くな り推薦が困難 にな るsparsity問題 が指
摘 されている[3]、また,嗜 好 の似たユーザを見つけるためには対象ユーザの購買 ・閲覧履歴な ど
の情報 を必要 とするため,新 規 ユーザに対 して推薦が行えないcold-start問題 もあ る[2].
協調 フィル タリングにはユーザベ ース手法 とアイテムベース手法 の二種類があ る[28].ユーザ
ベー ス手法はユーザ間 の類似度,ア イテムベース手法はアイテム間の類似度を基 に して推薦 を行
う,ま たメモ リベース とモデルベースにも分類で きる 圖.メ モ リベースは評価,閲 覧履歴のよ う
な取得 した嗜好情報をそのまま利用する手法である.モ デルベースは大量の嗜好情報 を事前に処理
しモデルを作成 し,こ れに基づいて推薦を行 う手法である.
嗜好情報の収集方法には暗黙的手法 と明示的手法の二つがある,暗 黙的手法 とは,ユ ーザがアイ
テム情報を閲覧す る時liT-'dの長さ,マ ウスやキー ボー ドの操作 といったユーザの行動履歴か ら自動的
に収集する手法である,ユ ーザへの負担は少な く大量 の情報を得ることができるが,ユ ーザの嗜好
を正 しく推定できるとは限 らない,一 方,明 示的手法 とは,ア ンケー トなどでユーザに対 し嗜好情
報を直接求める手法であ る,暗 黙的手法よ りも確度の高い情報が得 られるが,ユ ーザへの負担が大
4
きいため,取 得可能な情報 量が少な くなる傾向にあ る[1].実際にGoogle社は暗黙的手法,明 示
的手法の両方で得た嗜好情報を利用 し,Youtubeの動画推薦を行 っている[8ユ.
モデルベースの協調フィル タリングと して近年代表的なアプローチに,行 列分解を用いた手法が
ある.Korenらは,NetfiixPrize"4という競技会に参加 して,行 列分解ベー スの手法を発表 して
いる[21].この大会はオ ンラインDVDレ ンタル会社 のNetfiix*5の推薦 システムを改良す るた
めに開催 され,匿 名ユーザ50万 人による17000以上の映画に対す る1億 以上の評価が競技のた
めに提 供された.参 加チームは約300万 の評価をテス トセ ッ トとして予測評価値(5段 階)を 求
め,正 解データ との二乗平均平方根誤差(RMSE)がNetflixの既存システムか ら10%向 上させ
ることができれば100万ドルを獲得 できる,Korenらは,2009年に推薦精度を10.5%向上させ賞
金を獲得 した.
具体 的な推薦方法について以下に述べる,ユ ーザ数がn,アイテム数がmの とき,評 価値行列R
はnxmの 行列で表す ことができる.こ の評価値行列Rをn×hの 行列で表 されるユーザモデル
U,mxkの 行列で表 され るアイテムモデル1に 分解することで,次 元削減を行 う.こ のときkは
n,mよ り小 さい整数である.評 価値行列R,ユ ーザモデルU,ア イテムモデルVの 関係を式2ユ
に示す.
R=u×vT (2、1>
またユーザiのアイテム 」に対する予測評価値%を 式22に示す.
晦=ぜ ×"ゴ (22)
この とき 物 はユーザの潜在因子ベク トル,吻 はアイテムの潜在因子ベ ク トル であ る.ユ ーザ 信
のアイテム 」に対する真の評価値 物 ∈R.において,式2.3に示すよ うな二乗誤差の総和を目的関
数 とし,こ れを最小化す る σ,γを求 める.
騨 Σ(r・」-ul'×v・)2(2・3)
rij∈R
確率的勾配 降下法や交互最小二乗法を利用 して求めた σ,yを用いて,ユ ーザが未評価のアイテ
ムの予測評価値を求め る事が可能である.
Sarwarらは特異値分解SVD(SingularValueDecomposition>[22]を利用 した手法を提案 し
ている.SVDの アプローチは評価行列が疎行列の ときは従来の協調 フィルタ リングよ りも精度 が
悪化するが,高 密度の評価行列を利用 した場合の予測精度は通常の協調フィル タ リングよ り向上す
ることを示 してい る.
Sarwarらの手法ではn×mの 評価値行列Rを ユーザモデルU,関 係モデル8,ア イテムモデル
Vに 分解す る.Uはnxrの 行列,Vはm×rの 行列である,Sはr×rの 対角行列で,対 角成
分は特異値 と呼ばれ る,rはRのranicである.Rは 式2.4で示す ことができる.
*4ht七P
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R=U×SxγT (2.4)
5は,値 が最大の特異値からk個 の要素 を降順 にソー トしたkxk次 元の行列Skに 次元削減で
きる.こ の とき ひ,Vもそれぞれk個 の潜在因子を持つ行列Uk,砺 にな り,これ らの積 から予測評
価行列Rを 式で求 めることができる.
R=σ 、 ×Sk×Vk'i'(2.5)
れ 　
kはRとRhの フロベニ ウスノルム11R,-Rl1が最小になる ものを求める.SiCの平方根行列38
よ 　
を計算 し,臨 ×砺 と 爾 ×巧,をそれぞれユーザ,ア イ テムの潜在因子行列 とみなす、ユーザ 琶
のアイテム ゴに対す る予測評価値 窃 を式2.6に示す.
　 　
チ㌔ゴ=デ 話十(ひkxθ ぎ)(i)・(3痔聖xVk)(ゴ)(2・6)
　
ここで 喝 はユーザtiが付与 したアイテムへの評価値の平均,(臨x5わ(の はユーザiの 潜在因
　
子ベ ク トル,(sigx琢Xのはアイテム ゴの潜在因子ベ ク トルを表す,
Leeらは非負行列因子分解NMF(Non-negativeMatrixFactorizatien){23],を利用 した手法
を提案 している.NMFは,多 変量データに有用 であるこ とが示 されている,こ の手法では,予 測
評価行列Rを 式2.7で求める.
倉=σxvT (2.7)
このときU,Vは それぞれ非負のユーザ,アイテムの潜在因子行列である.NMFで は真の評価値
行列Rと 予測評価値行列Rと の問のユーク リッ ド距離DEUσ(R,R),もしくはKullback-Leibler
情報量DiκL(E,、R)を最小化するU,Vを 求める,こ れ らの値を求める式を式2.8,2.9に示す.
DEσσ(R,倉)一Σ(・ ・ゴー 婿1)2(2・8)り
DκL爾)一 Σ(・ 、ゴ1・9Zl'!i¥T-r・iゴ脚7)(2.9)
{ゴu卿 ゴ
Salakhutdiliuvらは確率的なアプローチにより行列分解を扱 うPMF(ProbabilisticFactoriza-
tion)[24]を提案 してい る.PMFは 評価値行列が 疎行列で も適切 な推薦 が可能 であ ることが報
告されてい る,ま た要素が1億 を超 えるよ うな大規模デー タセ ッ トにも対応 してい る,PMFで
はユーザ 弱こよるアイテム ゴへ の評価値 物 と予測評価値%の 差が正規分布 に従 うと仮定する.
従 って,ユ ーザ とアイ テムの潜在因子 行列U,Vか ら,評 価値行列Rが 生起 する確率を式のよう
に定義す る.
れ の
P即,v,σ2)-HH[N(riゴ1頑 ゴ,σ2)]'・・
t-=lJ=1
(2.10)
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ここで,1>(xlpa,σ2)は,平均 μ,分散 σ2の正規分布の確率密度関数を表す.砺 はユーザiが ア
イテム ゴに対 して評価を付けた ときに1,そうでない とき0に な る関数 であ る.こ の確率の対数尤
度が最大 となるU,VをEMア ルゴリズムを利用して求める.
2,1.2価値観モデ リング
価値観 とは物事の優先順位,重 み付けの体系である.心 理学,経 済学,Webイ ンテリジェンス
の分 野で広 く研究が行われている.Rokeachらは価値観を体系的にま とめた理論 としてRoke乱ch
ValueSurvey(RVS)と呼ばれ る調査方法を提案 した111].価値観 は表2.1に示す ように,最 終
価値 と手段価値 として定義され,そ れぞれに18の 下位要素を設定 してい る.最 終価値 とは人聞が
求める価値 として究極の望ま しいあ り方を示す.手 段価値 は最終価値を達成す るために必要な価値
を示す.
表2,1Rokeac.hの価値体系([11]より引用〉
最終価値
豊かな生活 刺激的な生活 達成感
平和な世界 美しい世界 平等,機会均等
家族の安全 自由,独 立 幸せ
内面の調和 成熟 した愛 国家の安全
喜び 救済,永遠の命 自己への尊敬
社会的承認 真の友情 叡智
手段価値
野心,向 上心 心の広さ 能力,手 腕
朗らかな陽気さ 几帳面,潔癖さ 勇気
寛容さ 人の役に立つ 正直,誠 実 さ
想像力 独立心 知性
論理的 愛情 忠実,従 順
礼儀正しさ 責任,義 務 自制心
RVSで は価値観を最終価値,手 段価値 に分類 したが,最 終価値 と手段価値の対応関係 について
は示されていない,Schwartzは因子間の関係か ら価値観 を構造化することを試みた[12〕.具体的
には価値を 「望 ましい状況,超 越的な 目標であ り,程 度の差はあれ ど人々の生活 を導 くために用い
られるもの」 として定義 し,10種類の因子 と,こ れ らを結合する4種 類の因子を表22の 通 り定義
した,こ れ らの因子は図2,1に示すような円周構造 となってお り,隣 り合 う因子 は似た性質を持つ
とされる,
7
表22Schwartzの価値体系([12]より引用)
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
自由,好奇心,自分自身の独立した思考や行動の重視
刺激的な体験,新 しさ,挑戦の重視
自分自身の喜び,快楽,満足の重視
向上心や,自分の脳力を示すことによる個人的な成功の重視
自分の社会的権力,名声,他社やリソースを支配することの重視
社会秩序,他社との関係,自己の安全,安定の重視
礼儀正しさ,従順を重視 し,他社を傷つける好意や社会の規範を犯す行動を抑制
伝統的な文化,風習,宗教が示す考え方を尊重
自分と関係する人間の幸福,誠実,責任感の重視
全ての人間の幸福,平和な世界,自然に対する理解,感謝 保護の重視
変化に対する
受容性
刺激
快楽
達成
自己同揚
自決 博識
叢行
調和 伝統
秩序 保守
図2.lSchwartzの価値体系の円周構造([12]より引用)
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価値観 に関する調査事例 として,Vinsonらはア ンケー ト調査 によ り価値観の異なる大学に所属
す る学生の嗜好 に差があることを示 している[13],例えば伝統的な価値観の大学に所属する学生 は
標準的なサイズの車を好む一方,開 放的な価値観の大学に所属する学生はコンパ ク トカーを好む結
果が得 られた としている.
丹羽 らはFolksonomyを用いたWebペ ージ推薦を行 っている[7].Folksonomyとはユーザ が
各 々のWebペ ー ジに対 してつ けたタ グを利用 したWebペ ージの分類手法 である.付 与す るタグ
はそのペー ジの性質や分類を表すキー ワー ドであ り,ユ ーザの価値観を反映 してい るとみな してい
る.タ グをクラスタ リングす るこ とで類似タグをタグクラス タと して扱い,ユ ーザ とタグクラスタ
の親和度を計算,親 和度の高いタグクラスタにひもつ くWebペ ー ジ群を推薦する.
服部 らは 「ユーザが アイテムを評価する際に,重 視する属性にユー ザの価値観が反映される」 と
い う考えに基づ き価値観モデ リングを提案 している 回.ユ ー ザ 乞がアイテム ゴに対 して行った評
価において,評 価が一致 した回数をO(i,」),不一致の回数を ◎(i,」)としたとき,属 性 ゴの評価一
致率(RatingMa七chingRate)RMrate(i,のを式 2.11)として定義す る.ユ ーザ は評価一致率
が高い属性に こだわ りを持つ とみなす,
0(Zlj〉(2
.11)RMrate(z,ゴ〉=
0(i,ゴ)十Q(乞,ゴ)
価値観をモデル化す ることは,ユ ーザの消費行動推定 に役立っ[6].また どの属性を重視 してい
るかをモデル化することができれば,よ り少 ない情報か らユーザへの適切な推薦を行 うことが可能
になる と考 えられる,ま た,従 来推薦手法の多 くでは平均的な評価を得ているアイテムや,人 気 ア
イテムを推 薦す る傾 向にある ことが指摘されてい るが[19],評価一致率に基づ く価値観モデリング
を利用す ることによ り,低 評価,あ るいは高評価のアイテムに対する評価値の予測 誤差が減少する
効果[5]や,評価件数の少ないアイテムが推薦 され る傾向があることな ども報告 されている[17】.
これ らは,知 名度が低 くマイナーなアイテムの個人化推薦が可能であることを示 してお り,情 報推
薦 と して重要な性質 と考 える.
評価一一致率を利用 し,三 澤 らはユーザの価値観モデルによる協調フィルタ リングを提案 してい る
同,こ れ らの研究ではユーザが投稿 した レビューからユーザモデルを構築 しているのに対 し,清 水
らはユーザのレビュー閲覧履歴か ら価仙観モデルを構築す る手法を提案 してい る[20].
Shiraishiらは行列分解を用いた価値観 モデルを提案 し,ユ ーザの評価件数が少 ない場合に有効
性が示 されてい る[171,ユーザベク トル,ア イテムベ ク トルの次元 としてアイテムの評価属性を用
いるため,従 来の行列分解ベースの手法では困難だった,ユ ーザ ・アイテムを表す行列の解釈が容
易にな り,推 薦理由の提示に有効であるこ とが期待されている,具 体的な手法について以下に述べ
る,ユ ーザ数 脇,アイテム数 視,評価属性数Kの とき,推 薦度行列Rは 式2,12で定義され る.
R=v×s×vT (2,12)
このときUはn× 、Kの行列でユーザモデルを表す,各 要素はユーザiの 属性kに 対する評価一
致率 定劔 である.ま たVはm×2Kの 行列でアイテムモデルを表す,ア イテムあた りの レビュー
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数はユーザよ りも多 くなる場合が期待できることか ら,ア イテムモデルは,好 評 と不評 を区別 して
評価一致率を計算す ることが可能 とされてお り[6],Shiraishiらの手法でもVの 列数 を2Kと して
いる.1～K列 は好評一致の評価一致率,K+1～2K列 は不評一致の評価 一致率に対応す る.
SはK×2、Kの 行列で{ノ,V間の関係を表す,Sの 設定方法は手動 で要素 を決定する方法 と,機
械学習により自動で生成する方法の2通 りの方法が提案 されている.ユ ーザiが 属性kを 重視す る
場合 属性kの 好評一致率が高い アイテム 」を推薦する ことが望ま しい.つ ま りUikと慰頚 が大 き
い とき,R内 のユーザiの アイテム 」に対す る評価 ヂi,」は大き くな るよ うに5を 設定する必要が
ある.そ のため手動 で要素を決定する方法ではSの1～K列 は正の値に,K+1～2K列 は負の
値 に設定 している,
機械学 習を用いる場合には,式2,12で定義 したスコアを予測評価値 とみな し,実 際の評価値 と
の誤差が最小 となる様にSを 求め る.ユ ーザiの アイテム ゴに対する予測評価値eijを式2.13に
示す,
ん 　ん
%一 Σ Σu　伽 妬鯉
'r'=1:t]=1
zctx∈ σ,'VJ"y∈v,Wxy∈s,ち 」 ∈R
(2.13)
(2.14)
ユーザiの アイテム 」に対する真の評価値T'ij∈Rにおいて,式2.15に示すよ うな二乗誤差の
総和を 目的関数 とし,確 率勾配降下法を利用 してこれ を最小化するSを 求める.
鵡i£5(Σ(窺ブ ら・)2)
rt:∈R
ん 　ん
二轟 ～忍 色ゴー Σ 冴 理 卿)2) (2.15)
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2,2自然言語処理
2.2.1評判分析
近年レビュー機能が実装されたECサ イ トが多く存在する.レ ビューとはアイテムやサー ビス
に対する評価を記述 したものである.アイテムに対する総合評価 あらかじめ用意された属性に対
する属性評価,文 章での評価であるレビュー記事などから構成される.ECサ イ トには大量のレ
ビューが投稿されてお り,これを解析することを目的とした,評判分析に関する研究が広く行われ
ている[14].評判分析とは,レビュー記事からの要約や意見抽出を目的とした技術である.これは
アイテムやユーザの特性を推論したり,アイテムの属性に対する評価情報を収集する際に用いられ
る[26].例えば電子掲示板上の意見を自動的に発見することで,イ ンターネットからアイテムに対
する意見を効率的に収集できる.また全てのレビュー記事に目を通すことなく全体の評価の傾向を
確認できる.伊藤らはアイテムに対する定量的な評価を利用し,全ユーザの嗜好傾向から各ユーザ
の相対的な嗜好を把握することでアイテムを推薦するシステムの構築を行っている[28].
評判分析の中でも,レビュー記事内に含まれる感情分析は様々な応用が期待される.感情分析と
は,ユーザのアイテムに対する印象を抽出することである[15】.感情分析の手法として,レ ビュー
記事の内容が好評か不評かを判断する極性判定があげられる{26].文章評価の判断材料としては単
語の感情極性がある[25ユ,[27].これは単語自体がポジティブな意味かネガティブな意味かを指す
指標である,高村は単語に電子のスピンモデルを適用することで感情極性のモデル化を行っている
[25],電子のスピンは上向きか下向きのどちらかの値をとり,隣り合ったスピンは同じ値をとりや
すい.そ こで各単語を電子とみなしその感情極性をスピンの向きと見なして推定 している、関連す
る単語ペアを連結することで語彙ネットワークを構築し,これをスピン系と見なす.すでに極性が
わかっている 「良い」「美 しい」「悪い」「汚い」といった少数の単語を初期単語集合 としてスピン
系に取 り入れる.モデル化された辞書は単語感情極性対応表略 としてウェブ上で公開されている、
東山は述語の選択選好性を用いて名詞の感情極性を獲得する手法を提案 している[27ユ.名詞は以
下の三種類のように述語を伴うことで事態となる.
1.(～する)を 付与することによる動詞化
2,(～だ)を 付与す ることによる形容詞化
3,(～が増 える)や(～ がある)を 付与することによる動詞化
1,2の評価極性はそれぞれ動詞,形 容 詞に対 して適用 した場合と同様 に決定する.3の 場合はpn
演算子 を付'」'して評価極性を決定する.pn演 算子とは,i1宝体では感情極性を持 たずplusとminus
の二つの属性を持つ単語 のことを指す.例 えば 「信頼 」のように 「がある」 とい うplus演算子を
付 与してポジテ ィブであれ ば,ポ ジティブな名詞である と判別する.一 方 「ミス」のように 「が減
る」 とい うminus演算子を付与 してポジテ ィブであれ ば,ネ ガテ ィブな名詞 であ ると判別する.
重6h七七p://wuw.1r.pi.七■七ech.ac.jp/"'takarnu:a/p■d■¢_ja.html
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モデル化 された辞書は 日本語評価極性辞書*7としてウェブ上で公開されている.
Zh乱ngらは句 レベルの感情分析 に基づ くEFM(ExplicitFact⑪rModels)による推薦 を提案 し
てい る[18】.EFMはユーザ レビューの ような明示的な情報を利用 して推薦を行 う.ユ ーザの レ
ビューか ら製品の特徴 を示す語,ユ ーザの意見を示す語 を抽出する,こ れ らの語か らユーザ とアイ
テム間の対応関係モデルを生成する,こ のモデルを用いて推薦 また推薦理由を提示する.
2.2.2トピックモデル
トピックモデルにおける トピックとは文章の大意t概 念の ことである[29].複数のテキス トから
な るデー タセッ トを解析することでテキス ト内の トピックをモデル化する手法を トピックモデルと
呼ぶ[16].テキス ト分類や情報推薦 評価属性の抽出な どへの応屠が期待 されている[30].
BleiらはLDA(LatentDirichletAllocation)とい う トピックモデルを提案 してい る[30],[31】.
これは トピック生起確率,単 語生起確率の分布をディリクレ分布 とみな してパラメー タ推定を行 う.
推定方法はEMア ルゴ リズムを用いる手法[30],MGMC(MarkovChainMonteCarlomethods)
を用い る手法[32]などが提案 されている.文 書群 にLDAを 適用すると,ト ピックkの 単語tの 生
起確率 φ昧,文sの トピックkの 生起確率e,,kを出力する,LDAは 拡張 が しやす く,こ れを元に
した トピックモデルが多数発表されている.MGLDA(MultiGrainLDA>はLDAを拡張 したモ
デルの1つ であ り,グ ローバル トピック,ロ ーカル トピックの二段階 で トピックを抽出す る.グ
ローバル トピックはアイテムのブランドのような上位概念,ロ ーカル トピックはアイテムの評価属
性のよ うな下位概念 として抽 出できるとされ ている、またJST(JointSentinlentTopicmodel),
SLDA(SentimentLDA),ASM(AspectSentimentModel)のように トピックと同時に感情 ラベ
ルを抽出できるモデル も提案 ざれてい る.そ れぞれの トピックモ デルについて以下 で くわ しく述
べ る,
LDAに 用い る変数 を表2.3に定義する.図2.2に 示す ように,文1[}鮮にLDAを 適J1-1すると
M×Kの 行列e,KxVの 行列 Φを出力す る.θ の各要素が文書mに おける トピックkの 生起
確率 θ,,繭,Φの各 要素が トピック たにおけ る語彙 治の生起確率 φ義,』を示す.例 えばニ ュー ス記事
に ■DAを 適用する場合を考 える.ト ピックkの 語彙生起確率分布 φkの中で大きい要素に対応す
る語彙 オを トピック たの代表語 とする.ト ピック 鳶の代表語が 「与党」「総理」「行政」な どの場
合,ト ピック んは 「政治」に関する トピックと推測できる,そ して θ鴨鳶が大きい とき,文 書 鵬 は
「政治」に言及 する文書 だと考 えられる.
LDAの アル ゴリズムについて述べ る.ま ず トピックkに ついてデ ィリクレ分布Diriehlet(β)
から語彙生起確率分布ipk:を決定する,次 に文書mに ついて以下の処理を行 う.
1.デ ィ リク レ分布D瞬 翻 畝 α)か ら トピッ ク生 起 確率 分布 θmを 決定 す る.
2,文書mの 単語 初,扁 につ い て以下 の処 理 を行 う.
(a)カテ ゴ リカ ル分布0αteyo'rz'cat(θ7n)から トピッ クZm,{を決 定 す る.
'7h七七P・〃www
.cLecei.七。h。ku.ac.ゴP/inde・.php?OP・n"1,2。R・・。urces"/,2FJapan・se"1,2。Sentiment"/,
20P。larity"/,20Dicti。nary
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表2.3LDAに 用いる変数
変数 説明
K トピック数
v 語彙数
M 文書数
N 各文書の単語数
㎜ 文書のインデックス
オ 語彙のインデックス
琶 各文書の単語のインデックス
2肌1{ 文書mで 琶番目に出現する単語の トピック
ωm ,z 文書 鵬 で乞番目に出現する単語
α トピックの生起確率密度関数に用いるハイパーパラメータ
K次 元ベクトル
β 単語の生起確率密度関数に用いるハイパーパラメータ
y次 元ベクトル
θm 1此 文書 齢 における トピック んの生起確率(=p(酬糀>>
φ允≠ トピックんにおける語彙 オの生起確率(二p(姻))
κ
文書群
M 0
κ
γ
文書mの トピックk
生起確率θ噸
ピック此の語彙亡
生起確率ψ儲
図22LDAの 入出力
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(b)カテ ゴ リカル分 布Categoricα1(iP。,、.,)から単語Wm,iを 決 定す る.
ディリクレ分布 とは,非 負 で和が1に なる確率 変数の同時分布 である,α をK次 元ベ ク トル
のパラメー タ,詔 を κ 次元ベ ク トルの確率変数 とする ときのディ リクレ分布の確率密度関数を式
2ユ6に示す.
姻 一・lt.)加(216)
n{f-、r圓召(α)一(2ユ7)
r(ΣkK_、㊥
Bは ベー タ関数rは ガ ンマ 関数である,α,βは要素が全て 同じ値のベ ク トル とす ることが多
く,その場合それぞれの要素は1/K,1/vとなる.θ,φの推定にはEMア ルゴリズムやMCMCが
利用される.
LDAの 生成過程のグラフィカルモデルを図2,3に示す,グ ラフィカルモデル とは,変 数を ノー
ドとして変数闇の依存関係 を有向グラフで表現 したものである.灰 色の ノー ドは既知である顕在変
数 白色のノー ドは未知である潜在変数 もしくは推定すべき未知モデルパラメー タを示す.縁 の
ないノー ドは碓率分布に川いるハイパーパラメータを示す.矩 形は繰 り返 しを示 し,端 の記 号が繰
り返 しの回数 である.ま たDirはディリク レ分布,Catはカテゴ リカル分布を示す,
α
'-
響)⑦ 1ノα`σa`■ {肩}
κ、'
一◎
盟
N
、
、
M
'
β
図2.3LDAにおける文書作成過程のグラフィカルモデル[30]
TitovらはMGLDA(Multi。GrainLDA)を提案 している[33].これはLDAを 拡張 した トピッ
クモデルで,文 書 レベル と文 レベルの2段 階で解析す ることでグローバル トピック,ロ ーカル ト
ピックを抽出する,グ ローバル トピックはアイテムのブラン ドとい った上位概念,ロ ーカル トピッ
クはアイテムの評価属性 といった下位概念を表す としている,
MGLDAで は表2.3に加 え,表2.4に示す変数を利用する.な お窓 とはT個 の文 を含む変数で,
これを1文 ずつず らし,各 窓についてローカル トピックの解析を行 う,
図2,4に示すよ うに,文 書群にMGLDAig適用す るとM×Kgt.ハ1×Kglの行列egt,eloeと,
Kgt×砿k'IOC×vの行列 Φgt,〈ptOCを出力する.θgl,eloeの各要素が文書 ㎜ におけるグローバル
及びロー カル トピックkの 生起確率 θ紘,θ嫁ゐを示す.togt,Φgiの各要素が トピックkに お ける
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表2.4MGLDAに 用いる変数
変数 説明
K9』 グローバル トピック数
K五〇c ロー カル トピック数
θ 文数
T 窓長,1つの窓が含む文数
3 文のインデックス
" 窓のインデックス
rm,z 文書mで 甚番 目に出現する単語の文脈
グローバル(gl)かロー カル(IOC)のいずれかを示す
α9三 グローバル トピックの生起確率密度関数に用いるハイパーパラメー タ
κ9`次元ベ ク トル
αioc ローカル トピックの生起確率密度関数 に用いるハイパーパ ラメー タ
K』0ε次元ベ ク トル
αmz偲 文脈の生起確率密度関数に用いるハイパーパラメータ
2次元ベク トル(一{α整,α 欝})
β91 グローバル トピックでの単語の生起確率密度関数に用いるハイパーパラメータ
y次元ベクトル
βio` ローカル トピックでの単語の生起確率密度関数に用いるハイパーパラメータ
y次元ベクトル
ツ 窓の生起確率密度関数に用いるハイパーパ ラメー タ
(T十5-1)次元ベ ク トル
θ鏡 ,、 文書 椛 におけるグローバル トピック んの生起確率 〔=・p(酬鵬>>
θ箔 、 文書 齢,窓"に おけるロー カル トピック んの生起確率(=p(制m,"))
φ致 グローバル トピック 鳶における単語 オの生起確率(=P(tlk)〉
φ辮 ローカル トピック たにおける単語 孟の生起確率(ニp(恥))
ψ・購 β 文書 榊,文 月における窓 りの生起確率(=p@lm,β)〉
π"
,榊,γ 文書m,窓 ηにおける文脈rの 生起確率(=p(rlm,,の)
π 添字の条件に当てはまる単語の数
例えば π鶴 、,は文書 観 の ゴ番目に出現 した単語 ω がグローバル トピックに出現 した回数
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語彙 亡の生起確率 φ竃lt,φ籍 を示す.図2.2と比較 して,e,Φがそれぞれグロー バル(gl),ロー カ
ル(loc)の2段階に分かれていることがわか る.
文書群
Kgl
例
文 書mの トピックk
生起確率θ急
⊥
Kloc
M団
文書mのトピックk
生起確率θ線
v
掴 四囲
トピ ックkの語彙t
生起確率鍛
トピックkの語彙t
生起確率甲縦
図2.4MGLDAの 入出力
MGLDAの アルゴ リズムを以下に示す,デ ィ リクレ分布D・i,・t・icltlet(figt)からグローバル トピッ
クの単語生起 確率分布ipz,,D酒c配碩 βif'`りカ・らローカル トピックの単語生起確率分布 φ鮮 を決
定する.そ の後各文書 η↓に以下の処理 を適用する.
1.ディ リク レ分布D・irichlet(crgl)から文書iMの グ ロー バ ル トピ ック生起 確 率 分布 θ鑑 を決定
す る,
2.デ ィ リク レ分 布DiTichlet('y)から文5の 窓 生起 確 率分 布 ψm.岳を決定 す る.
3.各窓 ηに以 下 の処 理 を適用 す る.
(a)ディ リク レ分 布Dirichlet(αIOf)から トピ ッ ク生 起確 率分 布 θ織,を 決定 す る、
(b)ベ 一ー.-Fタ分布Beta(orm'x)から文脈 生起 確 率 分布 πm、vを決 定す る.
4,文書mの 文sの 各 単語Wm,tに 以 ドの処 理 を適用 す る.
(a)カテ ゴ リカル 分布0α 古egoア匪c頭ψ肌s)か ら窓"幅 を 決定 す る.
(b)カテ ゴ リカ ル分布Oategorical(7rm,tv.,,)から文脈rm,ilt決定 す る.
(c)文脈Tm,i=glな らカテ ゴ リカル分 布 σategorical(θ鋤 か ら トピ ッ クZm,zを決 定 す る.
(d)文脈rm,iニlocならカテ ゴ リカル分 布Oategorical(θ瓢 凧1。r)から トピッ クZm,iを決 定
す る,
(e)カテゴ リカル分布Oategoricat(φ諭Dか ら単語 ω師 を決定す る.
MGLDAの グラ フ ィカル モデ ル を図2.5に 示 す.こ の ときBetaは ベ ー タ分 布 を示 す,
窓 刀,文脈7',トピ ック2の 更新 式 を式2.18,2.19に示 す.
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図2.5MGLDAにおける文謂乍成過程のグラフィカルモデル[33]
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細 一鞠 一蜘 一瞭 抑 誰舞箒
×!1・!z1Uti.1.1t7n:Ls:-v+㌻× 喘+α 肥x篇+αgt(2.18)瀦
+KglαglT・・n,s+Tty'rl…,,・V+Σ・r・'、{syi,lot,}α罪
P(Vm,i-v・r-・・==loc,zm.t一酬 綱 俣蕪 講
×箒1×
_慈i諜}ザx轟 纂(219)
v「,〆,〆は文書dのi番 目に出現す る単語 初畑 の情報を除いた窓,文 脈,ト ピックを示すベ ク
トルであ る.文 脈7-,トピックzで の単語 τρの予測生起 確率 φ恥 は式220で 求める.
φ二.、v=nL'1w+β7: (220)
文書d,文sの トピッ クzの 生 起 確 率 θは式221,2.22で求 め る こ とが で き る,
礁 一写 篇lx_薯1
{欝1;}all1、T,-r×譜 蒜(2・2・)
o・fll[]s,n一写 撫 芳≒ 薯 {1響;}α野 ×轟 慕(2鋤
LinらはJST(JointSentimentTopicm。del)を提案 してい る[34】.トピックと同時に感情ラベ
ルを抽出す ること,感 情に関す る教師デー タigJ11いな ,完 全な教師な し学習であることが特徴で
ある,感1冑ラベル とは主にポ ジティブ,ネガテ ィブとい った2つ の感情,も しくはこの2つ の中間
の感情(ニ ュー トラル)を 含む3つ の感惰を示すラベルである,
JSTでは表2.3に加 え,表2.5に示す変数を利用 する.図2.6に示 すように,文 書群 にJSTを
適用す るとM×K×Eの テ ンソル θ と,MxEの 行列IIと,VxKxEの テンソル Φを出力
する.eの 各要素が文書mに おける トピックk,感情 ラベルeの 生起確率 θm,帥を示す.rlの各
要素が文書mに おける感惰 ラベルeの 生起確率 π岬 、を示す.Φ の各要素が トピックk,感情ラベ
ルeに おける単語 亡の生起確率dit,k,eを示す、図2.2と比較 して,感 情 ラベルの生起確率 に対応す
るHが 存在 し,θ,Φも2階 から3階 に変化 している.
JSTの アル ゴ リズ ム を以 下 に示 す,ト ピ ッ クk,感 情 ラベ ルeに つ い てデ ィ リク レ分布
Dirichlet(β)から語彙生起確率 φk,eを決定する.各 文書 鴨 について以下の処理を行 う.
1.ディリクレ分AiDdeich,let(のから感情ラベル生起確率 π肌 を決定 する.
2.文書mの 各感情ラベル ～についてディリクレ分布Dirichlet(α)からトピック生起確率 θm,1
を決定す る.
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表2.5JSTに 用い る変数
変数 説明
E 感情ラベル数
e 感情ラベルのインデックス
1πL,i 文書mで 乞番目に出現する単語の感情ラベル
ツ 感情ラベルの生起確率密度関数に用いるハイパーパラメータ
E次元ベクトル
θ西,、壁 π 文 辞拠 における トピック た、感情 ラベルeの 生起確率(=p硫,clηの
φ晒,,当 トピック た,感情 ラベルeに おける単語 亡の生起確率(=p(オ1猷εD
π`…
,m 文瀞翫 における感情ラベルcの生起確率 〔=p(e瞬))
π 添字の条件に当てはまる単語の数
例 えば πち桿 は トピック 北,感惰ラベルe,単語 古が出現 した回数を示す
κ
文書群
M
文書m・感情ラベルeのE
トピック陀生起確率θ耽κ,
EK
γ
何
Φ
文書肌感情ラベルθの
語彙古生起確率軌此β
文書蹴の感情ラベルε
生起確率π脚
図2.6JSTの 入 出力
3.文書mの 各 単語Wm,tに 以下 の処 理 を適 用 す る.
(乱)カテ ゴ リカ ル分布Oategorieal(Tm)から感'惰ラベ ルlm,iを決定 す る.
(b)カテ ゴ リカ ル分布Cαtegorical(θ.,lm、 )から トピ ックZm,、を 決定 す る.
(c)カテ ゴ リカ ル分 布Oategoricat(iP。rnF,あ,,,)から単語'LVm,iを決定 す る.
JSTのグラフィカルモデルを図2.7に示す,
JSTの更新式を式2.23に示す.
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図2.7JSTに おける文=書作成過程のグラフィカルモデル[34]
P(x-k,1==・lw,・',1')磯:1・鵠x舞 諾x撫 琴
単語,ト ピック,感 情ラベルの生起確率をそれぞれ式2.24,225,226に示す,
(2.23)
n 、`k,e+β(224)φ
納,ε=
π乱。+レ β
ηみ1.`己,刑十 α
(225)θk,e、7T、=η
、㍉… 十 κ α
Tle、frz十el
(2.26)π¢,ητ=n
m,十El
LiらはSLDA(SelltimclltLDA)を提案 している[35}.SLDAはJSTと同様 に トピック と1司
時に感惰ラベルを抽 出するモデルだが,感 情 ラベルの生起確率がJSTで は文書 に しか対応 してい
ないのに対 し,SLDAでは文詐とトピックに対応 しているため,文 、韮}とトピックの両方 に対する感
情の分析が しやすい とされている.
SLDAでは表2.3に加 え,表2.6に示す変数を利用す る.図2.8に示す ように,文 書群にSLDA
を適用するとM×Kの 行列eと,」MxKxEの テンソルHと,KxExVの テンソル Φを出
力する.θ の各要素が文書mに おけ る トピックkの 生起確率 θ,顧を示す,Hの 各要素が文書m
における トピックk,感惰 ラベルeの 生起確率 πm、e,hを示す,Φ の各要素が トピックk,感1宵ラベ
ルeに おける単言翫 の生起確率 φ ,`脈,を示す.JST(図2.6)と同様 に,感 情ラベルの生起確率に対
応するHが 存在するが,θ,Hの 階数が異なる.
SLDAの アル ゴ リズムを以 下 に示 す.ト ピ ックk,感 情 ラベ ルeに つい てデ ィ リク レ分布
D・iriehlet(β)から語彙生起確率 φ紙。を決定する、各文書mに ついて以下の処理を行 う.
1.ディ リク レ分 布Dirichlet(α)から トピッ ク生起 確 率 θmを 決 定す る.
2.文書 πiの トピ ックkに つ いて デ ィ リ クレ分/tiD?lrdehlet('y)から感 情 ラベ ル 生起 確 率 π,,晒
を決 定 す る,
3.文書 視 の各 単語U」・m,,itに以 下 の処理 を適用 す る.
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表2.6SLDAに 用いる変数
変数 説明
E 感情ラベル数
e 感情ラベルのインデックス
五m謁 文書 鵠 で 唇番目に出現する単語の感情ラベル
ツ 感情ラベルの生起確率密度関数に用いるハイパーパラメータ
E次元ベクトル
θ叔π} 文lll隅における トピック たの生起確率(=p(鳶匝 〉)
φ`,勘,。 トピック ん,感情ラベル εにおける単語 亡の生起確率 〔=P(t[k,e)〉
π 湘
,`う,肌 文,1}肌における トピック ん,感情 ラベルcの 生起確率(=P(e,zim)〉
7} 添字の条件に当てはまる単語の数
例 えばnち榔 は トピック 北,感情 ラベルe,単語`が 出現 した回数を示す
κ
文書群
SLDA
M[
文書皿の トピック髭
生起確率θ撚
κ κ
E
v
文書肌 感情ラベルεの
語彙亡生起確率侮瑠
文書m,トピックkの
感情 ラベルε生起確率ππ鵬,
図2.8SLDAの 入出力
(乱)カテ ゴ リカル 分 布Categorical(e.)から トピ ックZm,iを決定 す る.
(b)カテ ゴ リカ ル分 布Oategorical(πm,。m,、)から感 情 ラベ ルlm,iを決 定 す る.
(c)カテ ゴ リカ ル分 布Categorical(φ。mt,,lm,i)から単語 ω煽 を 決 定す る.
SLDAのグラフィカルモデルを図2.9に示す,
SLDAの更新式を式2.27に示す,
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図2.9SLDAに おける文書作成過程のグラフィカルモデル[35]
P(z-k,1-・1側,〆,め磯:1告 各x綴1罪諾x無 管
単語,ト ピック,感 情ラベルの生起確率をそれぞれ式228,2292.30に示す.
(227)
η・,`ん,己+β(2
.28)φ納,{三;
η細+yβ
じ7轟武
1、c,憎丁 α
(229)θ叔 印 η、=
π,w十Kα
na,7tL十"r
(2.30)πε,川=n
m十Eツ
ChcllらはASM(Attributc-SelltilllentModel)を提案 している[36〕.ASMはJST,SLDAと
同様に感情 ラベルを同時に抽出す る トピックモデルだが,ト ピック,感 情ラベルの生起確率が どち
らも文i[fにのみ対応 してお り,別 々に分析を行 う,ま たレビューの総合評価,属 性評価を利用 して
ハイパーパ ラメー タを調整するこ とで,よ り精度の高い評価属性の抽出を検討 してい る,
ASMで は表2.3に加 え,表2,7に示す変数を利用する.図2.10に示すよ うに,文 書群にASM
を適用するとMxKの 行列 θ と,M×Eの 行列rlと,KxExVの テ ンソル Φを出力する.e
の各要素が文書"1における トピックkの 生起確率 θ肌,kを示す.Hの 各要素が文書mに おける感
情ラベルeの 生起 確率 πm,.を示す.Φ の各要素が トピックk,感惰ラベルeに おけ る単語tの 生
起確率dit,k,cを示す.JST(図2.6)やSLDA(図2.8)と同様に感情ラベルの生起確率に対応するrI
が存在するが,H,eの 両方 とも行列である点で異なる,
ASMの アル ゴ リズ ムを以 下 に示 す,ト ピックk,感 惰 ラベ ルeに つ い てデ ィ リクレ分 布
Dirichlet(β)から語彙生起確率 φ鳶.,を決定する.各 文書 襯 について以下 の処理を行 う,
1.各文書mに つ い てデ ィ リク レ分 布Dirilchlet(α)から トピ ック生 起 確率 θmを 決定 す る,
2.各文JtiTn,につ い てデ ィ リク レ分 布D伽 緬 襯(の か ら感'lllfラベ ル生起 確 率 π",を決定 す る.
3.文書mの 各単 語 ωm、tに以 下 の処理 を 適用 す る.
(a)カテ ゴ リカル分 布Cαtegord,cal(e-rr,)から トピ ック 宕,師を決 定 す る.
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表2.7ASMに 用いる変数
変数 説明
E 感情ラベル数
e 感情ラベルのインデックス
硫,z 文書 椛 で オ番目に出現する単語の感情ラベル
ツ 感情ラベルの生起確率密度関数に用いるハイパーパラメータ
E次元ベクトル
θ北,肌 文 詐mに おける トピック 南の生起確率(=P(制πの)
φ蜘 ε トピック ん,感情ラベル εにおける単語 亡の生起確率(=p(琳,ε))
π`,,7μ 文lll撹におけ る感情ラベルeの 生起確率(=P(ε瞬 〉)
π 添字の条件に当てはまる単語の数
例 えば πち榔 は トピック ん,感情 ラベルe,単語 亡が出現 した回数を示す
κ
1[璽
ASM
文書群
文書襯の トピック此
生起確率θ噸
EK
但
文書襯の感情ラベルθ
生 起 確 率rrm,e
v
文書砿感情ラベルεの
語彙亡生起確率軌κ,
図2ユOASMの 入出力
(b)カテ ゴ リカル 分 布Categorical(πm)から感情 ラベ ルlm,iを決 定 す る.
(c)カテ ゴ リカ ル分 布Categorical〔iP。M.,,t,n,i)から単 語 ω脚 を決 定 す る.
ASMの グラフ ィカルモデル を図2.11に示す,
ASMの 更新式を式2.31に示す.
P婦,`一・1ω・鋤 磯ll皆各×撫 素 ×語 琴 (2.31)
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図2.11ASMに おける文書作成過程 のグラフィカルモデル[36]
単 語,ト ピック,感 情 ラベル の生起 確 率 を それ ぞれ 式2,32,2.33,2.34に示 す.
ηち ,々。+β(2
,32)φ幅,=
nk.,+yβ
nk,m十 αθ
た,隅=(2,33)
篇憎 十 κ α
ne,m十 「)"
(2,34)
7「c,m=
ηm十Eツ
ハイパーパ ラメー タakが 高 いほ ど トピックkの 生起確率は高い,そ のためASMで は,属 性k
に平均的でない評価を している場合を レビュー文中で属性 κに言及 していると仮定 し,ハイパーパ
ラメータ 嘔 を高 く設定することで,よ り既存属性 と対応 した評価 トピックの抽 出を行 う.
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3提 案手法
3.1提案手法概要
トピックモデルを用いてレビュー集合か ら評価属性を抽出 し,価 値観モデ リングを行 う手法を提
案す る.従 来手法,提 案手法における推薦のイ メー ジを図3.1,32に示す,
ユ ーザ
ooレ ビ ュ ー
属性aが好評の
アイテム
ttI1生言平イ面
★
☆ 一 評f噌譜
<一 蕪 一 一 濫合評
属性aの評価一致率が高い
=ユーザは属性aを重要視
図3.1従来の価値観モデリングによる推薦システム
ユ ーザ
ooレ ビ ュ ー
属性aが好評の
アイテム
レビュー文書 属性評価
圏麗 レ★
響 一ず㌢1↓
一 推薦
アイテムA アイテムB 評価一致率
属性臼 o好評 o好評 2/2=1.O
属性b x不評 o好評 1/2=05
総合評
価
o好評 o好 評 ×
属性aの評価一致率が高 い
=ユーザは属性aを重要視
図32提 案手法の推薦システム
2J「
価値観モデリングを行う際,評価属性のこだわ りの強さとして評価一致率を求める必要があり
[4],一般にレビューを利用して求められる.推薦システムを適用するレビューサイ トは主に以下に
示す三種類の要素から構成される.
1,総合評価
アイテム全体 に対する総合的な評価値.5段 階評価を用いるサイ トが多い,
2,属性評価
アイテムの属性に対す る評価値.映 画 レビューサイ トであれば 「映像」 「役者」 「演出」な ど
が属性にあたる.属 性評価を用いないサイ トも存在す る.
3.レビュー文書
文章による評価 総合評価,属 性評価 に関 して,(1×2)よりも詳細な情報を含む.し か し計
算機で利川するためにはテキス ト解析処理を適用す る必 要がある
評価一致率の計算には,総 合評価 と属性評価の極性が必要 である,図3.1のように,従 来手法で
は(1×2)が利用 できることを前提 としているため,適 用できない レビューサイ トが存在すること,
レビュー中で言及 されているが評価属性 として扱われていない ものは利用できない ことな どの課題
が存在する,こ の課題を解決 するため,提 案手法 では図3.2のように,レ ビュー文書 に トピックモ
デルを適用す ることで抽 出 した トピックを評価属性 とみな し,価 値観 モデ リングでの利用を考 え
る,2.2.2節で述べた とお り,ト ピックモデルは評価属性 の抽 出への適用 も研究 され てい るため,
抽出 した評価属性に基づき価値観モデルを構築 し,推 薦に利用可能であることが期待 できる.
提案手法の概要 について説 明す る.提 案手法で用いるデータの対応関係を図3,3に示す.デ ー タ
間のエ ッジは1対 多であ ることを示 し,先 端が菱型である方が 「多」である,
文襯 文書d ゆ ・ ユ ー ザ 鴛○
極 性e
トピ ックk
単 語 リス トw
総合評価 ア イ テ ム`
図3.3提案手法の推薦システム
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提案手法は大き く分けて前処理,推 薦 という2つ の行程 から構成 される.
前処理ではデー タセ ットを整形 し,各 文mの 評価属性k,極性e(ポ ジティブかネガティブかを
示す値)を 求める,評 価属性の候補 とな る トピックの抽 出には2.2.2節で述べたLDA,MGLDA,
JST,SLDA,ASMを利用する.具 体的には以下のような流れで処理する.
1.文,!ldを句読点な どで分割 し,文rlbにする
2.mを 形態素解 析 し,不 要な単語の削除 固有名詞の一般化 を行い単語 リス トω祝 を求める
3.トピックモデルを適用 し,mの 評価属性kを 求める
4.mの 極性eを 求める
文mが 評価属性ibに対 して ε>Oの とき高評価,e〈0の とき低評価であるこ とを示す.推 薦
では,前 処理 で得た文情報を利用 し,3.12節で述べた行列分解を用いた価値観モデ リングによる
推薦を行 う.抽 出属性を利用 したユーザ価値観モデルによる協調フィル タリング 同,内 容ベー ス
フィル タリング[4〕も可能である.し か し本研究では推薦理 由を明らかに し,ユ ーザモデル とアイ
テムモデル の対応関係を確認するために,ユ ーザモデル,ア イテムモデルを直接 的に用 いる行列
ベースの推薦アルゴ リズムを利用する.ま ずユーザ,ア イテムごとの評価一致率を求めユーザモデ
ル行列Mu,ア イテムモデル行列Miを 求める.Mu,、M,とレビュー行列Rを 用いて推薦行列Rs,
関係行列M.を 更新する.推 薦行列Rrsの各要素 はユーザに対するアイテムの推薦 スコアである.
推薦時には対象ユーザに対する推薦スコアが高いアイテムを提示する,
本章 の3.2節ではデー タ整形や トピックモデルの適用な どの前処理について,3.3節では推薦に
ついて,そ れぞれ詳細を述べ る.
3.2前 処理
3.2.1文書分割
文書 囹を句読点な どで分割 し,文mに する.分 割する理 由は主に二つある.一 つ はMGLDA
を適用す るとき文書 と文の2段 階で解析 する必要があるためである.も う一つ は1つ の文が1つ
の属性 に言及す ると仮定 して解析するためである.文 書dに は複数 の評価属性 とそれに対 する評
価極性が存在する と考 える.1つ の文が複数の評価属性 について言及する場合も考 えられるが,レ
ビューを構成する文は短い ものが多いこともあ り,こ こでは簡単化のため,文 ごとに最大1つ の評
価属性 とその評価極性を決定する.
文書の区切 りは全角文字 「!」「?」「。」,半角文字 「!」「?」とする.区 切 った1文 が1文 字以下
の場合はi1!i:前の文 と連結する.
3,2,2単語 リス ト化
文mを 形態素解析 し,不 要な単語の削除,固 有名詞の一般化を行い単語 リス トu)mを求める.
トピックモデルを用いる際 には,各 文,llに出現する単語 とその頻度に関する情 報を必 要 とす る
ため,レ ビュー文書か ら単語 リス トを作成す る.日 本語の場 合は単語 同士が隣接す るため,分 か
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ち書きに変換 する処理 を必要 とす る.文 を分割す る手法 としてN-gramと形態素解 析が存在 する.
N-gramはN文字 ごとに文を分割す る手法である,未 知の単語 が存在 しても分割が可能 とい う利
点があるが,日 本語の場合は意味のない文字列が出て くる場合が多い ため本研究には適さない と考
える.形 態素解析は辞書 を用いることで,文 内で意味を持つ最小の単位である形態素に文を分解す
る.N-gramよりも処理に時間はかか るものの,意 味を持つ単語 で文を分割できる.ま たそれぞれ
の単語の品詞 も明らかにな るが,辞 書 にない形態素は全 て未知語 とい う扱いになるため,対 象 デー
タに応 じて適宜単語を登録する必要が ある,本 研究ではこの形態素解析を用いた,
形態素解析 にはMeCab*8(vO.996),エnecab-ipadic-NEologd*9を利用 した,単 語 リス トに含 まれ
る単語 は形容詞,動 詞,名 詞のみ とし,後 述す る様 に単体では意味を持 たない と考 えられ る品詞,
「ない」 「する」 とい った登場頻度が著 しく高い単語はstop-woエdsとして削除する.全 角の英数字
は全て半角に変換 し,単 語が以下のいずれかであれば意味を持たない語 として削除す る.
接尾辞 様々な単語 の後 につき,意 味を持つ もの,「さん」 「様」のよ うな敬称 「ない」「に くい」
のよ うな形容詞につ くものがある.
接頭辞 様々な単語の前 につき,意 味を持つ もの.「御」「元」の ような名詞につ くもの,「無」「不」
のよ うな否定を示す ものがある.
非 自立語 単独で意味 を持たない語.「しま う」「ちゃう」 と動詞につ くもの,「づ らい」「がたい」
と形容詞 につ くものがある.
代名詞 人,物 を指示す るのに使 うもの.「彼」 「あそ こ」な どがある.
数 数字を示 す語.「0」「億」な どがある,
記号 文字,数 字 でないもの,括 弧,演 算記号,顔 文字 などがある,
stop--words頻度が高すぎ,評 価属性 とは関係ないと考え られる単語,本 研究では 「ない」 「する」
「映画」をst⑪p-wordsとした.
また固有名詞の一般化を行 う,こ れ は例 えば 「宮駿」 「JJエイブラムス」 とい う単語を 「<監
督 〉」 とい う ドメイ ン名を表す単語 に置換 し,1司じiit語として扱 うことを示す,こ のとき元 々固有
名詞であったこ とを示すために 「〈」 「〉」 とい う記号で囲む,こ れは1つ のアイテ ムに対 する レ
ビューで独 自に出現す る単語 が,他 のアイテムに対す るレビュー 内で同 じ意味合いを持つ可 能性
があるためである.そ の場合,元 の単語のままでは,出 現頻度が少な くトピックモデルへの影響が
少な くなって しまう,ま た,前 述の例 では,個 別の監督ではな く監督 に対する評価 として とらえる
方 が価値観 モデ リングと しては適切 と考 える.そ のため似た意味合いの固有名詞を同 じ語 として
扱 う.
固有名詞の一般化 に用いる辞書を作成する,実 験ではYahoo!映画のデータセッ トを用いるため,
映画に関する固有名詞辞書の概要を作成する,作 成 した固有名詞辞書を表3.1に示 す.辞 書 の作成
*呂ht圓ヒp=//`じa」二u910.github,ユ0/mecab/
‡9https=//gi七hub
.〔om/n已010gd/mecab-⊥padic-n∈}010gd
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にあた りWikipedia'i。のAPIを 利用 して役者名を取得,ま た ぬh。。1映酊1!の映画情報を クロ 一ー
リングすることで ドメインごとの固有名詞を収集 し,シ ステム辞書 として登録 した.シ ステム辞書
に登録 されていないが,後 述す る抽出属性の代表語を確認 した際に ドメインに属する固有名詞 と判
断 した単語はユーザ辞書 として登録 単語 リス ト化に利用 した.
レビューの単語 リス ト化を行 う際,各 辞書 に登録 された固有名詞が出現 した場合,当 該 ドメイ ン
名に置換する.例 えば 「ス ター ・ウォーズはSF作 品の金字塔だ」 とい う文があった場合単語 リス
トは 「〈 タイ トル 〉」,「〈 ジャンル 〉」,「作品」,「金字塔」 となる.
表3ユ 固有名詞辞書
ドメイン名 システム辞書
登録語数
ユーザ辞書
登録語数
利用サイ ト 固有名詞例
ジヤンル 18 0 Yaho。!映画 SF,アク シ ョン,ア ドベ ンチ ャー
製作 2,851 0 Yah。。!映画 C・0・ エ リクソ ン,C・ リ ッチ ・ウ ィル ソ ン
国 104 0 Yaho⑪!映画 アイスラ ンド,アイルラン ド,アメリカ
監督 15653, 5 Yaho。!映画 Acong,AJ・シ ュナ ック,AKG
音楽 8ρ10 2 Yahoo!映画 AC/DC,Akeb。shi,AKWID
脚本 12,721 2 Yah⑪o!映画 ARTMIC,A・B・ ガス リー ・Jr,A・D・ カル ヴ ォ
タイ トル 6,258 43 Y乱ho。!映画 秘め られた過去,アークエンジェル,あ ～結婚
役者 23β88 9 Wikipediaヘ ン リー ・トー マ ス,ジ ェ イ ミー ・ア レクサ ンダー
3,2,3トピックモデル適用
文全体 に トピックモデルを適 用 し,文mの 評価属性 鳶を求める,提 案手法では2.2.2節で紹介
した5つ の トピックモデルを利用す る.各 トピックモデルの利用方法について説明 する.
L,DAはトピックモデルライブラリのgensim'12を利用 した.LDAに おいて文mの トピック生
起確率分布 はK次 元ベ ク トルの θ.である.θ.で 最大値を とるkをmの 評価属性 とする.
MGLDAはGithubに投稿された リポジ トリ*13と,発表論文[33]を参考に実装 した.MGLDA
ではグロー バル トピックとロー カル トピックを抽出するが,ロ ー カル トピックがアイテムの評価属
性(ratableaspects)に対応する とされてい ることから,提 案手法ではロー カル トピックを評価属
性 とす る,文rrtのロ・一・一カル トピック生起確率分布はKloc次元ベ ク トルの θ腔 で ある.θ嬬 で最
大値を とる んを文mの 評価属性 とする,
*10ht七P5:/ノja.wilくipedia.erg
'11https・〃m。vi。s ,卿 。。.c。.jp
*12http5=//radimrehurek.oom/gensi1n
*13https・〃github .c。m/皿一・chi/mglda
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JST,SLDA,ASMは単語 リス トのインデ ックス化にgen5imを利用 し,発表論文[34],[35],[36]
を参考に実装 した,JSTにおいて文mの トピック生起確率分布 はKxE次 元行列 の θ,πである,
θmで 最大値を とる要素が θm、k、eのとき,た を文mの 評価属性 とする.SLDA,ASMにおいて文
mの トピック生起確率分布はK次 元ベ ク トルの θmである.θmで 最大値を とるkをmの 評価属
性 とす る.SLDAはnか ら評価属性を決定することも可能であるが,最 大値を取る評価属性 がe
と異な る可能性が ある.本 研究 では,評 価属性の決定にはJST,ASMと同様にeを 用いる.
3,2.4極性判定
文mの 極性eを 求める.LDA,MGLDAでは文mに 対応する単語リストWmに 出現する単語
の極性値の和とする.単語の極性判定は日本語評価極性辞書[27]を利用 して行 う.日本語評価極
性辞書は,各単語の意味がネガティブなのかポジティブなのかという感情極性情報を含んでいる,
表32に,日 本語評価極性辞書に含まれる単語とその極性の例を示す,日本語評価極性辞書には
ポジティブな単語が3390語,ネガティブな単語が4993語登録されている,ネガティブな単語の
極性値を一1,ポジティブな単語の極性値を+1とする.各文について極性値の和が正の場合はポジ
ティブ,負の場合はネガティブと判断する.
表3.2日本語評価極性辞書に含まれる単語例
ポジティブ 満足 面白み 筋肉 かっこよさ パワフル
ネガティブ 悪 異常 過激 まちがい ダメ
JST,SLDA,ASMでは文Jrt'Lに対応する感情 ラベルを極性 とする,提 案手法で は感情ラベル数
E=2と し,ポ ジティブ とネガティブの2つ の感情 ラベルを持つ とする,JST,ASMにおいて文
mの 感情ラベル生起硝率分布はE次 元ベ クトルの π,,、である.πη}一で最大値を とるeを 文mの 極
性 とする.SLDAに おいて文mの 感情 ラベル生起確率分布はK×E次 元行列のH,nである.H.
で最大値 をとる要素 のeを 文mの 極性 とする,JSTは θ か ら感情 ラベルを決定す ることも可能で
あるが,1-1における評価属 性 と異なる可能性がある.本 研究では,感 情ラベルの決定 にはSLDA,
ASMと 同様 にHを 」-1Jいる,JST,SLDA,ASMにおいて,ど ち らの感情ラベルがポジティブ,ネ
ガティブを指すのかは不 明であるため,LDA,MGLDAと 同様に して判断 した文の極性値 を用い
て決定する.各 感情ラベルe∈e,1について,そ れが割 り当て られた文が持つ極性値の総和をそれ
ぞれ求め,値 が大 きい方の感情 ラベルをポジティブと判断す る.
以上の処理によ り各文 ㎜ の評価属性 斥,極性 θを求めた結果を推薦 システムで利用する.
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3.3推 薦 シス テム
3.3.1評価一致率
ユーザ,ア イテム ごとの評価一致率を求めユーザモデル行列AI.,,アイテムモデル行列M,を 求
め る.図3.3で示 した各文の属性評 価 とユーザ,ア イテムの対応関係を利用 する.ユ ーザ数がU,
アイテム数が1,属性数がKの とき,M、t,鵡はそれぞれUx」K,1×2K行列である.各 要素は評
価一致率を示す.
各評価属性について,総 合評価 と極性が一致 している文数を,そ の評価属性が割 り当て られた属
性評価があ る文数で割 った値 をを評価一致率 とす る.評 価が一致 している とみなす条件を以下 に
示す,
好評一致 総合評価が3以 上かつ属性の極性値が0よ り大きいとき
不評一致 総合評価が3未 満かつ属性の極性値が0よ り小さいとき
評価属性の極性値が0だ った文は好評,不評のどちらでもないと見なし,評価一致率の計算には
含めない,
3,3.2行列分解
推薦 スコアを示す行列Rは 式3.1によ り求める.
Rs=・M廿 ×MTxM,T (3.1)
この ときM.はK×2K行 列で,ム現,M,の対応関係を示 す.RsはUxJの 行列で,各 要素は
ユーザに対す るアイテムの推薦 スコアである,推 薦時には対象ユー ザに対する推薦スコアが高いア
イテムを提示する.
先行研究[17]ではM,を 手動 も しくは機械学習を用いて決定 していたが,本 研究では機械学習
のみを用いる.こ れは推定 したM.か ら評価属性 同士の対応 関係を確認するためであ る.
機械学習によるM.の 推定には以下の3通 りの方法を検討 する.
好評不評制限1～K列 は正の値,K+1～2κ 列は負の値という制限をかける
好評不評対角制限1～K列 の対角要素は正の罹
限をかける
制限なし 制限をかけない
J
,K+1～2K列 の対∫f」要素は負の値 とい う制
3工
4実 験
4.1トピックモデルの属性抽出可能性の検証
4.1,1概要
以下の3点 について明らかにするために予備実験 を行った,
● レビュー集合への トピックモデル適用による属性抽出の可能性
・評価属性抽出に適した トピックモデル
・文と評価属性の対応関係
予備実験の方法について説明す る.文 と属性の対応関係を調査するためにユーザ実験を行い正解
デー タを作成 トピックモデルによる抽出属性 と比較,検 証を行 った,
レビューデー タは映画 レビューサイ トであ るYahoo1映画か ら抽 出 した,レ ビュー デー タは各 レ
ビューについて,以 下の要素か ら構成 される,
Lア イ テ ムID
2.ユー ザID
3.総合 評価
4.属性評 価(物 語)
5.属'1生評価(酉己役)
6.属性 評価(演 出)
7.属性 評価(映 像)
8.属'1生言平{面(音楽)
9,投稿 日時
10,役立 ち度
11.レビ ュー タイ トル
12.レビ ュー 本 文
総合評価,属 性評価は全て5段 階評価である,属 性評価に用い られている 「脚本」,「演出」,「映
像」,「配役」,「貴楽」 の5つ を既存属性 とする.役 立 ち度はサイ ト利川者が レビューに対 して評価
した値である.実 験 ではYahoo!映画において2016年9月時点で レビュー数上位10件 の映画を対
象 とし,各 映ll11iにおいて役立ち度上位 工{〕件の レビュー+一・を使川 した.ラ ベル付 けの対象 とした映vlTi
10件を表4.1に示す,
実験協力者は これ ら計100件のレビュー本文を分割 した2639文に対 して,ラ ベル付け作業のた
めに開発 したWebア プリケー ション上で評価属性,評 価極1生を入力する.実 験協力者 は理系大学
生 ・大学院生8入 である.各 映画のあらす じ,ジ ャケ ット写真,レ ビュー タイ トルを提示 し,そ の
下に評価属性,評 価極性の入力欄 を設ける,ラ ベル付 けの例を表4.2に示す,実 験協力者は複数属
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表41ラ ベル付けの対象とした映画10件
映画ID タイ トル レビュー数
324031ゲ ド戦記 6395
344584風立ちぬ 5680
348867進撃の巨人ATTACKONTITAN 3705
351301スター ・ウォーズ/フ ォースの覚醒 3615
351033ジ ュ ラ シ ック ・ワー ル ド 1838
350752マ ッ ドマ ックス 怒 りのデス ・ロー ド 1796
351372バケモノの子 1465
353437オデッセイ 1349
353152キングスマン 1252
352384ミッシ ョン:イ ンポ ッシブル/ロ ー グ ・ネイション 1244
性について言及されていると判断したとき,最も強く主張すると考えた属性1つ を入力する.評価
属性は5つ の既存属性あるいは 「その他」から選択する.「その他」を選択した場合は新規属性を
入力する.また評価属性に言及 していないと判断 した場合は評価極性を含め特に入力しない,
表4.2ラ ベル付け例
新規評価属性 既存評価属性 評価極性 文
(空欄) 属性なし 極性な し 話題の映画なので見てみた
(空欄) 脚本 好評 ス トー リー に引き込まれた
上映方式 その他 好評 4DXの システムをうまく利用 している
正解データとして用いる,文の属性決定方法例を表4,3に示す例を用いて説明する,原則は多数
決によって決定する.選択人数が最大の属性が複数ある場合は複合した新たな属性とみなす.
表43正 解データの文の属性決定方法例
ユーザ数 属性なし 属性1 属性2 属性3 決定属性
文1 1 1 6 0 属性2
文2 7 0 0 1 属性なし
文3 2 3 0 3 属性1属 性3
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4.1.2結果
新規属性 として入力された 「キ ャラクタ」 「キ ャラクター」な どの同意語は同 じ属性 とみな して
まとめる処理を行 った結果,属 性数は既存属性を含め145となった,ラ ベル付けを行 った結果,合
意率を示すFleiss'skappttはo.295で,これは公正な合意 といえる.
正解属性Aの ラベルがつ いた文集合をXA,抽 出属性Bの ラベルがついた文集合 をXBと す る.
正解属性,抽 出属性間の適合率Precision(A,B),再現率Recall(A,B)を式4.1,4,2で求める.
Precis・i・n〔A,B)=(XA∩x『B)/XB
∫～ecall(五,β)=(XA∩XB)/XA
(4.1)
(42)
何 らかのAに つい てPrecision(A,B),Recall(A,」B)が高いBの 確認をする.各 トピックにて
生起確率が高い単語 をそ の単語の代表語 とす る.抽 出属性数 κ は正解属性数 と同様 に145とし
た.MGLDAに おいては抽 出属性 とみなす ローカル トピック数KI。cを145,グローバル トピック
は映画 タイ トル とみな しKylを10とした.JST,SLDA,ASMは∫(を145,感情ラベル数5を2
とした,
対応文数上位10件 の正解属性Aと,1ヤec細oη(A,B),RecaZl(A,B)が上位3件 の抽出属性B
とその代表語 を トピックモデル ごとに表44～4.13に示す.表4.4に おいてT正 解属性 「脚本」
と対応す る抽 出属性を確認す ると,、P・t・εσ屈oπが大きい抽出属性 の代表語 に 「〈脚本 〉」 「ス トー
リー」が出現 している.こ れらはそれぞれ脚本家の名前 正解属性名の類似語 とい え,正 解属性 と
関連する単語が出現 している.し たが ってLDAに よって評価属性の抽 出が できている と考 える.
表4,5を確認すると,ど の抽 出属性 もRecalgが0,1以下であるが,正 解属性 「音楽」に対応す る抽
出属性 において 「音楽」 と正解属性名 と同じ語が出現 している.
表4.6を確認す る とPreeisionが1.0の抽 出属'性が表上の30件 中7件 存在 し,精 度の高い属
性抽 出ができている と考 えられ る.し か し表4.7を確認す るとPrec翻oπが1.0の抽 出属性 は
Recall上位 としては出現 していない,従 って これ らの抽 出属性の対応文は正解属性Aの 対応文の
ご く一部であると考える.ま た,こ れ らの抽出属性の代表語中に正解属性と関連す る代表語 は発見
できなかった.表4.7では正解属性 「映像」に対応する抽出属性の代表語 に 「映像」が出現,正 解
属性 「音楽」に対応する抽 出属性の代表語 に 「音楽」が出現 してい る,表4.8～4.13においても同
様 に正解属性に対応する抽出属性の代表語に,正 解属性名に近い単語が出現 してい る,
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表4.41〕reeision〔A,B)が高いLDAの 抽出属性
AID A属性名 BID P 代表語一6
脚本 63 0,625 良い 残念 監督 世界 く脚本 〉
〈脚本 〉 〈国 〉批評 高い 心・纏購田
51 α525 シーン カレー 激辛 営業 投稿 喧嘩 やる気 会社 人間 父ちゃん
86 0.6 ス トーリー 監督 検討 王道 説明 展開 世界 大変 オレンジ 世襲
1 演出 42 0,556 人怖い省略 無茶苦茶 顔 英学 さわやか少年 前 瞬間
145 0,429 英国 作品 く タイトル 〉 ジェントルマン 自分
自分 大差 狂気 そのもの ハイ ファース
55 〔}.429 周り操作 美しい 夢 表現
表現 恣意 空気 くタイ トル 〉風 く ジャンル 〉
2 配役 119 0.5 ベラ 人 好き 子供 キャラクター 碇 大人 人物 ハイタカ ヘタ
24 O,444 心 原作 良い 昼下がり可愛い宣伝 トム 気分 暑い最高
127 0,364 冒頭 リアリティ 〈タイ トル 〉監督 く監督 〉
〈監督 〉 トースト最近 必要 快感 不味い
3 全体 102 α429 良い 生臭い 立派 爽快 キャラクター 年齢 台無し 決定 パス 充実
8 0,333 自分 手 今後 汗 戦記 一 駄作 クライマックス 展開 スクリーン
9 O,333 演技 脚本 くジヤンル 〉懐メロDVD
DVD〈 脚本 〉 効果 フォロー 全部 ダサカッコ
4 映像 55 α429 周り操作 美しい 夢 表現
表現 恣意 空気 くタイトル 〉風 〈 ジャンル 〉
」42 0.4 人間 演出 日細かい 遺伝子
選伝子 シーン 〈タイ トル 〉 アップ 描写 実写
104 0.4 朝日新聞宮崎評論 月おば 巫女 ひどいばば 強引 ホント
5 監督 65 0,286 監督 く脚本 〉 〈タイトル 〉 コレ ピックアップ
ピックアップ 庵MTMエ ヴァ プラネット大人
70 025 トム 原作 監督 セリフ クルーズ 声優 多い ジブリ 最期 素晴らしい
84 0231 作品 監督 期待 飛行機 側 間違い 父ニ ス多く
6 レ ビ ュー 21 o.25 1つ飛行 目 生産 車 凄い 作品 法律 爆破 ワトニー
62 O,222 〈脚本 〉 人 残念 くジャンル 〉 エレン
エレン スタイル 自分 ハイブリッド宮崎 半端
128 0222 人作品 面白い 方々低音 ジブリジブリ帰着喋 犬 激
7 演出脚本 125 02 意味 人 く ジャンル 〉 本 今 チューイ 少年 愛 匹敵 顔
4 02 作品 宮崎 引退 今描写 映像 ターミネータ 一ー怒 り近年 邦題
88 o.2 自分 受け手サバイバル ラプトル平成批判 つけ 中身 顕著安全
8 音楽 137 O,375 〈ジヤンル 〉音楽 ティーンエージャー 黒川 飛行機
飛行機 く タイトル 〉主人公 二郎 人 作品
43 02 大金 楽しみ 世界 前面 予告 宣伝 壮大 監督 プロデューサー 長い
3 02 作品 大切 強烈宇宙 中米 監督 分割 原作 人
9 映像 演出 18 Oユ82 起動 あたり立体心 場面びっくり時代 両方 世界 良い
103 Oユ67 理解 ケラ 監督 ナシ 〈国 〉 太 凄い ボール カケ 鉄
31 0,125 評価 タダYahoく〕たかし 支援
支援 営業 嘘 発言 冗談 エンターテイメント
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表4.5RecaU(A,B)が高いLDAの 抽出属性
AID A属性名 BID R 代表語
0 脚本 136 α023 作品世界監督 くタイトル〉利用 今回 自分 闇題程度 部分
10 O.02 作品 原作 愛 謝罪 評価 殺害 奮瀾 スケール ゲ ド コリン
6 O,017 映像 絶対 ファン 時代 感動
感動 くジャンル 〉 お決まり タイガースNASAハ ロウィン
1 演出 42 0,025 人怖い省略 無茶苦茶 顔美学 さわやか 少年 前 瞬閤
40 0,G25 主人公 二郎 作品 妻 くどい
くどい 文句 全員 〈 タイトル 〉世界 テルー
118 0.02 〈タイトル 〉 つらい 主役 時代 〈 国 〉
〈国 〉ゲ ド興奮 深刻 パニック マスコミ
2 配役 81 {〕.〔〕34 酷い セリフ 違和感 悲 しい 役 ジャクソン無限 かわいそう 偉大 甘い
127 O,027 冒頭 リアリティ 〈タイトル 〉監督 く監督 〉
〈監督 〉 トースト巖近 必要 快感 不味い
106 O,027 〈タイトル 〉 良い 喧嘩 闇 ネット
ネット見応え イン プラント歯 恐逝
3 全体 9 α031 演技 脚本 〈ジャンル 〉懐メロDVD
DVD〈 脚本 〉 効果 フォロー 全部 ダサカッコ
35 U,031 ファン作ll[㌔原作 今 実写J劇 場 悪い 川待 人
39 0,023 〈ジャンル 〉 本 映像 美しい 原作
原作 良い 援護 素晴らしい 一貫 意味
≦ 映像 6 O,038 映像 絶対 ファン 時代 感動
感動 く ジャンル 〉 お決まり タイガースNASAハ ロウィン
59 α028 原作 恐竜 くジャンル 〉監督 くタイ トル 〉
〈タイトル 〉 〈監督 〉味 圧巻 先代 レビュー
41 0,02δ 〈タイトル 〉 人 完壁 声 描写
描写 場合 テーマ 本気 くジャンル 〉 映像
5 監督 呂4 0,048 作品監将期待 飛行機 側 問違い父 ニ ス 多く
70 0,048 トム 原作 監督 セリフ クルーズ 声優 多い ジブリ最期 素晴らしい
工36 0,032 作品世界監督 くタイトル〉利用 今回 自分 問題 程度 部分
6 レビ ュー 33 0,037 自分 二郎 ミッション ヒロインJ機 械 狭い スピーディー 本 今回
67 α037 今原作 映像 監督 演出ハンジ敬意 狭い 全部 無い
62 0,037 〈脚本 〉人 残念 くジャンル 〉エレン
エレン スタイルr1分ハイブリッド宮崎 半端
7 演出脚本 125 0,0ξ9 意味 人 くジャンル 〉本 今 チューイ 少年 愛 匹敵 顔
122 0,049 戦記 監督 ゲドJ酷評 現在 原作 設定 敵 人間
144 0,049 〈】圃〉 いい 監将 テーマ シーン
シーン 今回 嬉しい くタイトル 〉狭間 プアン
8 音楽 137 O.1 〈ジャンル 〉 音楽 ティーンエージャー 黒川 飛行機
飛行機 く タイ トル 〉 主入公 二郎 人 作品
3 O,067作品大切強烈 宇宙 中米監督 分割 原作 人
106 O,033 〈 タイトル 〉 良い 喧嘩 闇 ネット
ネット見応え イン プラント歯 恐竜
9 映像 演出 18 O,083 起動 あたり立体 心 場面 びっくり時代 両方 世界 良い
83 O,042 次吾朗 子供 傑作 絵 デサ 予想 今 ゲド十分
131 O,042 鑑賞監陪タバコ人 傑作 〈脚本 〉是非 新種 止め本人
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表4.6Precision(A,B)が高いMGLDAの 抽出属性
AID A属性名 BID P 代表語
0 脚本 69 1.0 〈タイトル 〉 テーブル 表情 生存 年
年 劇場 ヘリ退治 それなりキックアス
116 1.0 ハー ド熱い フオックス 離婚 ウー 刺青 カケ 不思議 かく受賞
65 1.O 最期 初恋突っ込み展開 上映 独立男 小声 孫ハードル
1 演出 98 O.75 大胆 夏 格好 典型真摯 間違い ヒー ル最年少CEO認識
53 0,667 無茶苫茶 スケール コーラス 気分 プロムス 興瓜 スター 股 見張り殆ど
17 O,667 不愉快 真 受け手 石油 デス ・ロード街 毎度 生々しい 構築 琴線
2 配役 6 0.75 毎度興味太 知能 勘違い 弱い醜悪欲しい 批評 装甲車
96 0.75 手,†}きア トラクション 斎 サイゾー 秀俊 西島 披露 愚行 実質 若々しい
84 O.75 暇人 スプレンディドエン熱意1バ トル 適当 笑い声SEジ ープ
3 全体 72 1.0 嫌い 行動 字幕RP容 赦 炎 飛行 通り 分野 メリハリ
139 O.5 フォース 対極 視野Gイ メージ 十分 連中 最低 キャスト豪州
145 0.5 安全 布 笑い 押 し売リルーサー
ルーサー 気取り回路 おまけ 乳首 レゴ・スターウォーズ
4 映像 81 LO 協力 急 もの 空気 解決 真理 床SEジ ープ 修理
127 1.0 ぜん ミ顕著 草食 怒涛 ミニbtvはじめ 生還 リアル
57 o,667 悪い ロゴ 問題 く国 〉 ドー フ ・ウォーリアー
ドーフ ・ウォーリアー トラベラー 放観 印象 威風 不明
5 監督 120 0.5 砦 ボス ・ヴァレンタイン 違和感 爺さん コントラスト
コントラスト血 ドヤ アレス トレッキー オープニング
80 0.4 ジュラシック 特 肝心 マーク ・ワトニー 大金
大金 指揮 実践 創始 海軍 ヴェロキラプトル
121 O.4 立ち回り 看板 差 時折 ジュラシック イス 表情 クォリティ 多い 最強
6 レビ ュー 60 1.0 行動 無理矢理 体 自分 責任想定 変化 感激 デルタ挨拶
77 0.5 かっこよい オブ 漫画 甘酸っぱい 夫人 凶暴 横っ腹 ロック 兄 辛い
25 O,444 星 修理 車 く 音楽 〉表情 レビュアー 專門 たくさん 韻 優しい
7 演出脚本 134 0.5 郎 適役 側 ユニーク 人々 意識 悩み 戦い 薄っぺら吹き替え
56 0,333 熊 部隊排泄 ジジイ投入記憶 ハイレベル猿轡娘 最高峰
48 O,333 物語奴隷 防戦血 格好住人 ストライク親玉 台詞 ススメ
8 音楽 94 O.4 カプローニ ガゼル スター ポイント ヒットメドレー
ヒットメドレー 低い ハハハハハハ 笑い声SEジ ープ
10 02 黒川 思い 直後知識 エレキ 当初毛 石原 行動 爆死
15 0.2 敵 タメ ベンジー 続き 終了 シンプル 結局 イケメン お薦め ブラ
9 映像 演出 105 0.5 請け合い 試し スゲェー プリ トン疑悶 好み 馬鹿馬鹿しい 霜 苦しみ
56 α333 熊 部隊排泄 ジジイ投入記憶 ハイレベル猿轡 娘 最高峰
124 0,167 普通 下手糞 クセ チェイスシーン ストレー トヘアー
ストレー トヘアー ズサン結実 娯楽 構成 文学
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表4.7Reeall(A,B)が高いMGLDAの 抽出属性
AID A属性名 BID R 代表語
0 脚本 136 0,023 作II川㌔世界 監督 〈タイトル 〉利用 今回 白分 澗題 程度 部分
lo 0.02 作品 原作 愛 謝罪 評価 殺害 奮闘 スケール ゲド コリン
6 0,017 映像 絶対 ファン 時代 感動
感動 く ジャンル 〉 お決まりタイガースNASAハ ロウィン
1 演出 42 0,025 人怖い 省略 無茶苦茶 顔美学 さわやか 少年 前 瞬間
40 α025 主人公 二郎 作品 妻 くどい
くどい 文句 全員 くタイトル 〉世界 テルー
118 0.02 〈タイトル 〉つらい 主役 時代 く国 〉
〈国 〉 ゲド興奮 深刻 パニック マスコミ
2 配役 81 0.〔〕34 酷い セリフ 違和感 悲しい 役 ジャクソン無限 かわいそう 偉大 甘い
ユ27 O,027 冒頭 リアリティ 〈タイトル 〉 監督 く監督 〉
〈監督 〉 トースト最近 必要 快感 不味い
ユ06 0,027 〈タイトル 〉 良い 喧嘩 闇 ネット
ネット見応え イン プラント歯 恐竜
3 全体 9 0,031 演技 脚本 くジャンル 〉懐メロDVD
DVD〈 脚本 〉 効果 フォロー 全部 ダサカッコ
35 0,031 ファン 作品 原作 今 実写J劇 場 悪い 期待 人
39 〔〕.023 〈ジャンル 〉本 映像 美しい 原作
原作 良い 援護 素晴らしい 一貫 意味
4 映像 6 0,038 映像 絶対 ファン時代 感動
感動 く ジャンル 〉 お決まり タイガースNASAハ ロウィン
59 0,028 原作 恐竜 くジャンル 〉 監督 く タイトル 〉
〈 タイトル 〉 〈監督 〉 味 圧巻 先代 レビュー
41 o,028 〈 タイトル 〉 人 完壁 声 描写
描写 場合 テーマ 本気 く ジャンル 〉 映像
5 監督 84 o,048 作品監督期待 飛行機 側 間違い父 ニ ス多く
70 O,048 トム 原作 監督 セリフ クルーズ 声優 多い ジブリ 最期 素晴らしい
136 0,032 作品世界監督 〈タイトル 〉利用今回 自分問題 程度 部分
6 レ ビュー 33 O,037 自分 二郎 ミッション ヒロインJ機 械 狭い スピーディー 本 今回
67 0,037 今原作 映像 監督 演出ハンジ敬意狭い 全部無い
62 0,037 〈脚本 〉人 残念 くジャンル 〉 エレン
エレン スタイル 自分 ハイブリッド宮崎 半端
7 演出脚本 125 0,049 意味 人 くジャンル 〉本 今 チューイ 少年 愛 匹敵 顔
122 0,049 戦記監督 ゲドJ酷評 現在原作 設定 敵 人間
144 α049 〈国 〉 いい 監督 テーマ シーン
シーン 今回 嬉しい くタイトル 〉狭間 ファン
8 音楽 137 0ユ 〈 ジャンル 〉 音楽 ティーンエージャー 黒川 飛行機
飛行機 〈タイ トル 〉 主人公 二郎 入 作品
3 0,067 作品大切強烈 宇宙 中米 監督分割原作 人
106 0,033 〈タイ トル 〉 良い 喧嘩 闇 ネット
ネット見応え イン プラント歯 恐逝
9 映像 演出 18 0,083 起動 あたり立体 心 場面 びっくり時代 両方 世界 良い
83 O,042 次 吾朗 子供 傑作 絵 デサ 予想今 ゲド十分
131 O,042 鑑賞 監餌 タバコ人 傑作 〈脚本〉是非 新種 止め本人
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表4.8Preetsion(A,B>が高いJSTの 抽出属性
AID A属性名 BID P 代表語
o 脚本 105 D.75 部分 不安 不快 生物 参考 尻 腕 うまい 出番 ラス トシーン
工30 O.75 作品 評論 見事 人達 撮影 心 大変 愚作 お決まり気取り
49 0,714 リアリティ ー貫 丁 アトラクション 主演 守 不可慰議 賭け 生活 サービス
1 演出 64 0,833 全て序盤 スケール新人境地 近年 火炎変身 アジア人選
144 ⑪,667 声姿 大切 部門植物 無理矢理 金儲け 私設 開ロー番敷居
78 α571 大好き ユーモア ー番 軽い 挿入 震災 スプラッタ ポイントSF顕 著
2 配役 125 0,667 素晴らしい ゴミ ハンジ道 相手 時代 ネット顔 愛嬌3D
18 0,625 ダメ 下 夢 プロモーション背 テンション噌 温もり 明らか 役割
go 0.5 キャラ 来場 世 後処理 創始 マーリン 風 菓開け 割 汁
3 全体 134 〔}.571 良い バイク続き 全編 限界 浮き彫りかく賛否睡眠冗談
38 O,333 パニック 確か クリス 軽い 以来 営業 ポッチャリ 運営 家族 愛読
47 0333 純粋起動 悪意 正解 ジャンル回収器 エグ成功毎年
4 映像 7] 0,429 人 主役 サバイバル 賛辞 うるさい 雑音wポ ール 面持ち 生きがい
73 0,364 ハリウッド弟 く タイトル 〉凄い グレイ
グレイ 潔い 知らんぷり増大 俊敏 ミッチェル
80 α333 笑 鈴木 凄まじい 傑作 シンプル ペッグ 謝罪 追っ手 危険 若手
5 監督 93 0,455 監督 アップ 普通 頭 人な 駄作 一言 体験 音痴 サービス
103 0,333 巨人 関係 ラスト会話 結局 〈国 〉 カタルシス 綺麗事 殺戦 脱出
85 0.3 非常 監暫CEO信 用 コナン
コナン ジープ 冒涜 昇華 デイダラボッチ ロビンソン
6 レビ ュー 124 0.5 〈タイトル〉熱 担当 看板 構築 捕獲 市両 部隊 傑作 ロング
37 0273 多い 人物 登場 公開 レビュー 殺識 一部 外国 若気 疎外
44 O.25 月 愛情 方々 旅 命令 シュール 亮太 可愛い 夏 証明
7 演出脚本 83 o.3 要素 中身 ギャグ 説教 夜 麻痺 ハハハハハハ 幾つ ブリ合戦
51 028岱 不明J〈 脚本 〉指導 絶賛 昔 船 すてき サー 工程
98 02 バ トル 進撃 最初 誇り装甲車
装甲車 エレメント恥ずかしい ひどい 優雅 アイドル
8 音楽 82 0,375 人 音楽 あと一つ 笑い 生 ダメ 壁 否 青空
104 0,333 笑 自身 物語 家族 髪 ワイルドスピード冷静 ジェン 爺さん 号泣
137 O,286 原作 人テルー嫌悪御都合主義 間違い 兄 出動 ギレ ノリ
9 映像 演出 139 α333 冒頭 社会母親戦闘 真骨頂 強力お粗末熱演 エンディング空間
92 02 場面 テーマ 水 テンコ あっけ
あっけ 長時間 速い 新作 ストーム ・トルーパー 執拗
30 0,182設定 世界 人間 くジャンル 〉 都合
都合 フユリオサ 遥か 遂行 序章 砂漠
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表4.9R,ecαtt(A,B)が高いJSTの 抽出属性
AID A属性名 BID R 代表言吾
0 脚本 0 0,037 シーン 米 申 時代 敬意hiki時折 抜粋 圧巻 戦記
5 0,025 側 キャラクターCG絆 国境 指導 小道具 選び 名優 朝日新聞
60 O,025 キャラクター 嘗葉 宇宙船 強い 突っ込み ゲ ド園児 大人 棒 ミ
1 演出 0 0,039 シーン 米 中 時代 敬意hiki時折 抜粋 圧巻 戦記
9 0,024 好き 説明 ファルコン クス 主題 大事 ヴァレンタイン 不都合 上司 主義
64 α02q 全て序盤 スケール新人 境地 近年火炎変身 アジア入選
2 配役 90 0、0貯 キャラ 来場 世 後処理 創始 マーリン風 幕開け 割 汁
95 0,034 演技無駄 グロ運命辛口 苦労 入間 感じ差恥心 さとみ
59 O,034 トム アレン シンジゲー ト支配 無川 昭和 罠 叫び 感情 立ち1口「り
3 全体 0 O,052 シーン 米 中 時代 敬意hiki時折 抜粋 圧巻 戦記
ユ3弓 O.03 良いバイク続き全編 限界浮き彫りかく賛否 睡眠冗談
16 o.03 インドミナス 〈タイ トル 〉大物 不愉快 ビジュアル
ビジュアル 振 り派手 代表 アップ 悪乗 り
4 映像 73 {〕、{〕37 ハリウッド弟 〈タイ トル 〉凄い グレイ
グレイ 潔い 知らんぷり増大 俊敏 ミッチェル
32 o,028 監督 表現 一生懸命 観光 地震 彼氏 最終 ナシ 唐突 ポップコーン
7ユ 0,028 人 主役 サバイバル 賛辞 うるさい 雑音wポ ール 面持ち 生きがい
5 監督 93 0,078 監督 アップ 普通 頭 人々 駄作 一言 体験 音痴 サービス
32 0,062 監督 表現 一生懸命 観光 地震 彼氏 最終 ナシ 唐突 ポップコーン
52 0,062 劇場表情 娯楽 次 暴言想定 ひどい 遭遇飛行機 威風
6 レビ ュー 12 0ユ25 評価理解 人 思い浮き彫り止め役割 意外 合成 腹
o 0,054 シーン 米 中 時代 敬意hiki時折 抜粋 圧巻 戦記
37 α054 多い 人物 登場 公開 レビュー 殺繊 一部 外国 若気 疎外
7 演出 脚本 83 0,07ユ 要素 中身 ギャグ 説教 夜 麻痺 ハハハハハハ 幾つ プリ 合戦
123 O,048 ゲド戦記 残念演出 動物 赤い 白人 史上 ストレス認知
5 O,048 側 キャラクターCG絆 国境 指導 小道具 選び 名優 朝日新聞
8 音楽 82 O.1 人 音楽 あと 一つ 笑い 生 ダメ 壁 否 青空
1 o,067 <ジ ャンル>II〔子供 子ども コーパス
コーパス 限度 おしい おつむ 飛行 銀
61 O,067 ファン原作 音楽友人心 兵器恥ずかしい年齢素直 中国人
9 映像 演出 0 O,077 シーン米 中 時代 敬意hiki時折 抜粋 圧巻 戦記
139 0,077 冒頭社会 母親 戦闘 真骨頂 強力 お粗末熱演 エンディング 空間
30 O,077設定 世界 人間 〈ジャンル 〉都合
部含 フユリオサ 遥か 遂行 序壁砂漠
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表4,10Preciston(A,B)が高いSLDAの 抽 出属性
AID A属性名 BID P 代表語
0 脚本 93 0.75 キャラクター 体験 シナリオ 駄作 遥か アップ 渡辺 対極 普通 サービス
120 O.75 残念 熊Dそ れぞれ 熱狂 丁寧 閉塞di5ta5竜eful普通 不適切
144 0,667 〈監督 〉 〈 タイトル 〉 部門 時間 傑作
傑作 看板 植物 私投 ハンパ 読み
1 演出 116 O.5 最近 悲しい登場極秘嬢 かし互角 生存途中無機質
94 O,375 曲 飛行 臭い 命 戦闘 ダッシュ 若身しい 殆ど 密か 存分
42 O,357 シーン レビュー 無い うるさい 不完全
不完全 フルポッコ 細田 ダメ押し地面 本編
2 配役 129 0.5 世界 ス トー リー レックス 白ら やる気 勘違い 爽やか 観察 支配 放射
82 O.5 人 宇宙 星 キャストーっ 壁 涙腺 ジェントルマン覚え 規定
134 0.5 涙 冗談 時代 面白い レスキュー 酷 心 うれしい 初日限界
3 全体 72 α5 強い 多く チューイ コンビ継ぎ 個体 台詞 質 ヤマ ト可哀想
99 0.5 前 座席 プロモーション宙づり 成功 専門 風刺 停止Mr行 き過ぎ
4 0,412 気持ち感情 良い エンタメ菜穂子 新た 主題歌 分割 藤津 ビジネス
4 映像 106 1.0 レビュー 人々 アメリカン命 グッズ 業者 カット古くさい 芯 自己
97 0.4 続編 当たり前 恐竜 想像TOPミ ッション魔法 入れ替わり 画面 自力
142 0,333 自分 リアリティ おいしい ベラ 話題 ワー ド母乳 日頃 賑やか 典型
5 監督 127 0.5 吾朗 脈絡SW化 学 潜在 プライベー トハンパ 凶 斎 辺
110 O,333 印象難しい 引退 お金愚か いや ベスト元気 石原 転換
144 0333 〈監督 〉 〈 タイトル 〉 部門 時間 傑作
傑作 看板 植物 私設 ハンパ 読み
6 レビ ュー 136 Oβ33 明るい シナリオ 小柄 アース 使い捨て 宅 ほか ネタ ファースト樺読み
11喧 0,333人間 意義 出来 レベル 過程 オーウェン マスター 星 坊 駆使
110 0333 印象難しい 引退 お金愚か いや ベスト元気 石原 転換
7 演出 脚本 142 O,333 白分 リアリティおいしい ベラ 話題 ワー ド母乳 日頃 賑やか 典型
31 0286 試写 記憶 工レン 月 工ッセンス 神 戦艦rD夏 未見
123 0273 ゲド戦記 残念ep話題 シス 終了 ストレス 感動 心理
8 音楽 76 O,429 リドリー 音楽 ヒット ヒーローIVケ ラ 脳 知能 定番 上手い
98 0,333大事 バ トルX進 撃 ひどい 夏 装甲車 ミラー 美しい 評価
133 0.2 テーマ 是非WWW価 値 劇場
劇場 激しい リプートオーディション 小学生 予告
9 映像演出 100 O.25 完壁 前 過剰 ディズニー ヒャッ 殺人 覚悟 経緯 騎士 事実
77 Oユ67 完壁 主人公 独立 往年 相棒 シーン ショット究極 騒乱 自体
135 O,167 原作 期待 主演 二つ スティーラーズ そば 作晶 表情 嫌気 後編
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表4.11Recatt(A,B)が高いSLDAの 抽出属性
AID A属性名 BID R 代表語
0 脚本 0 O,034 戦記 ピンチ レッド時代 婚約hiki時折 圧巻 抜粋 関係
108 O,025 悪いボール 殺害 台詞提供 放射 熱い初っ端教官 オタ
2 0,023 人 面白い シリーズ ラプトル 個人
個人 となりあっという問 いや 台詞 ノウハウ
1 演出 13 0,044 良い テンポ 笑い 昨今 国境 乳首 空気 ダサカッコ 経緯 抜本
M 0,034細田その後 音楽 場合 白人 立派最大 件 絶品動き
⑪ 〔〕.029 戦記 ピンチ レッド時代 婚約hiki時折 圧巻 抜粋 閲係
2 配役 27 O.04 二郎 〈タイトル 〉 ヒロイン敬意 ぜん
ぜん 確実 お菓子li正拠 石原 珊知的
7 0.04 本 製作 イルサ グウィン瀧 剣 理解 無償 ギャラクシーCM
13 0.03嘆 良いテンポ笑い昨今 国境 乳首 空気 ダサカッコ経緯 抜本
3 全体 4 O,052 気持ち感情 良いエンタメ菜穂子 新た主題歌分割藤津 ビジネス
o O,044 戦記 ピンチ レッド時代 婚約hiki時折 圧巻 抜粋 関係
27 O.03 二郎 くタイトル 〉 ヒロイン敬意 ぜん
ぜん 確実 お菓子 証拠 石原 理知的
4 映像 24 α037 恐竜 フォース 多い マスラニ 不慣れ
不慣れ 絶賛 グロテスク ヴェロキラプトル 緊迫 圧巻
29 O,037 笑 頭 本1早 い 父親 極上 少女 元 ユーザー
5 0,037 演技 活躍 キャラクター 全て 側 小道具 選び 弟 スリー1捌牛
5 監督 14 0,094 細田 その後音楽場合 白人立派 最大 件絶品 動き
o 0,062 戦ll己ピンチ レッド時代 婚約hiki時折 圧巻 抜粋 関係
6 α047 世界 意見 間違い 死 おばさん 館 オマージュ ボスキンス 満載 布団
6 レビ ュー 〔〕 α054 戦記 ピンチ レッド時代 婚約hiki時折 圧巻 抜粋 関係
21 0,054 意味 懐かしい 変 やばい 色気 夕陽 プロダクション爽やか 幾多 発見
114 0,036 人間 意義 出来 レベル 過程 オーウェン マスター 量 坊 駆使
7 演出 脚本 123 0,071 ゲド戦記 残念ep話 題 シス 終了 ス トレス 感動 心理
23 0,071 シーン 良い 心 緊張 満載 評価 神秘 痛み 主役 朝日
9 0,048 作品 偏見 主義 剣 全体巷 主題 価値ギター クス
8 音楽 76 0.1 リドリー 音楽 ヒット ヒーローIVケ ラ 脳 知能 定番 上手い
7 0,067 本 製作 イルサ グウィン 瀧 剣 理解 無償 ギャラクシーCM
115 O,067 映像 音楽 中身体 暴力結婚砂漢 おっさん 心地 逆
9 映像 演出 0 0,077 戦記 ピンチ レッド時代 婚約hiki時折 圧巻 抜粋 関係
122 α038 シ・一ン人 男 勧め 演奏 粉々 式 お笑い 仮装 銀紙
89 0,038役省 残念 場1fli白分 よい 外人 か弱い 打ち上げ花火 協力 自ら
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表4.工2P肥 ご,漉o牲〔A,B)が高いASMの 抽出属性
AID A属性名 BID P 代表語
o 脚本 137 1.O ジュラシック兄弟 御都合主義孤独 犬高尚暗黒大物騒然 ギレ
47 0,667 車 純粋 明らか 銃 ジェダイChildren如何 大切 ロゴ 回収
135 0,667 本 作品 あたり表情 命懸け 悲壮 主演 軍隊 ジュラシックワール ド後編
1 演出 139 LO 空間戦闘母親 冒頭 エンディング魅力練り防壁 航空 社会
121 0,667 〈国 〉 責任 毎回 主演 部門CG特 殊 ビル 品田 ニース
126 o.6 怖い思考 ブラ未見輸血 完全 余地 キレ名 ウェズ
2 配役 84 0,545 シーン 記憶 目 観客 ハン ハイ 役者 陣 物事 クラフトマンシップ
131 0,333 ファンCG〈 ジャンル 〉叫び ジブリジブリ
ジブリジブリキムタク 身震い 持ち前 ガッチリ グレイ
46 0,308 キャストホント幼稚 痛々しい 現代 唐突 示唆 受け手 批評 自ら
3 全体 73 0.5 〈脚本 〉 弟 過去 ハリウッド潔い
潔い 利用 メタボ 悲しい ロマン 平成
36 O,385つらい 僅い 役 スケールB級 明瞭 均衡 キッイ ターク 既
136 0,333鑑賞 状況 変 ほか ものすごい ベイン 明るい 使い捨て ハーディDQN
4 映像 134 0,667 火星 魅力 浮き彫り全編 初日賛否 うれしい風速断片 かく
29 0,364演技 緊張 世界 恐竜1ユ ーザー 基本 少女 元 偏見
24 O,333恐竜 フォース 緊迫 扱い マスラニ
マスラニ 客 矛盾 当たり前 バカップル グロテスク
5 監督 127 o.4 監督 素晴らしい カSWVI醜1強 い 見唯 斎 見張り
142 o,375 大好き残念 目ベラ 自分 典型 ゲド日頃 信者母乳
63 0.25 世界 原作 多い ハリウッド異様 爽快 合成 ウィキ ケモノ 奮闘
6 レビ ュー 136 0,333 鑑賞 状況 変 ほか ものすごい ベイン 明るい 使い捨て ハーディDQN
12 0273 腹 笑少年 思い勝手仕事 愛しい失望 繰り返し評価
145 025 人 駆引き 熱狂Yahoo脚本 狂気 カッコ 怪しい 文学 熱
7 演出 脚本 78 O,333 今 シーンSF震 災Gオ ペラ 横 覚悟 スプラッタ 全編
49 α333 リアリティ ー貫 新刊 理論 サービス
サービス 排他 攻略 くジャンル 〉 未亡人 未見
100 025 曽通 唾;実駿 過剰 ディズニー マスク割 り ラブストーリー 騎士 一行
8 音楽 82 0.5 人 宇宙 音楽 あと一つ 暮らし ジェントルマン 壁 規定 生
117 O.5 そのもの シーン 面 うまい 大仰 接吻 リス 而白 朝日新聞 期待
86 0286 レビュー ルーク 暴力 巨漢 団藁 ハイブリッド成侵 可能 理由 圧倒的
9 映像 演出 136 0,333 鑑賞 状況 変 ほか ものすごい ベイン 明るい 使い捨て バーディDQN
1〔〕`5 0.25 命 急 決定 観 オープニンゲ 説得 グッズ 周り人々 業者
92 O,167〈役者 〉場面 作品 水 新作
新作 シリーズ 古株 テンコ畏時間 マスラニ
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表4.13Recalt(A,B)が高いASMの 抽出属性
AID A属性名 BID R 代表語
o 脚本 0 0,045戦記 時代hiki時折 真骨頂 ちまた 圧巻 カケ 全身 婚約
7 0,023話 父 本 表現 グウィン状態 期待 瀧 ジョーク イルサ
9 O,023剣 ファルコン 大事 主義 味方 意図 ミラー 主題 ヴァレンタイン 正解
1 演出 0 0,029 戦記 時代hiki時折 真骨頂 ちまた 圧巻 カケ 全身 婚約
13 o,029気持ち 良い 笑い テンポ インタビュー
インタビュー 昨今 乳首 懐メロ ライブ ダサカッコ
18 o.{〕2遭世界 過去 予告編 背 太 転 期待 自主 テンション 下
2 配役 84 ⑪.04 シーン記憶 目観客 ハン ハイ 役者 陣 物事 クラフ トマンシップ
1 o.03唾 子供 棒読み トトロ 力 子ども 車 チート主 究極 夏
5 0.03` 側国境大変事件 小道具 嫌悪 指導 ジョー ジ絆 名優
3 全体 0 0.04弓 戦記 時代hikl時折 真骨頂 ちまた 圧巻 カケ 全身 婚約
36 o,037っらいf夢い 役 スケールB級 明瞭 均衡 キツイ ダーク 既
3 0,037作品 今人間万歳 過去 その後魔法汚点 再開水源
4 映像 o o.{〕37 戦記 時代hiki時折1'其骨頂 ちまた 圧巻 カケ 全身 婚約
115 G,037 映像 休 実写 イモータン ・ジョー ロボット
ロボット歴史 マニア 持論 マッドマックスシリーズ 結婚
22 0,037 人 可愛い 一 巨大 酷評 星空 砂漠 恐ろしい 快感 プリ
5 監督 o 0,047戦記 時代hiki時折 真骨頂 ちまた 圧巻 カケ 全身 婚約
1 0,047子供 棒読み トトロ 力 子ども 車 チー ト主 究極 夏
142 O,047大好き残念 目ベラ 自分 典型 ゲド日頃 信者母乳
6 レビュー 23 O,071評価 無い印象 画期的 痛み アハ 神秘 無傷 本屋 朝日
12 0,054腹 笑少年 思い勝手仕事 愛しい失望繰り返し評価
8 〔〕.054 宇宙 エンターテイメント前向き 多く駄作 音楽 ドー フ チャイナ 威力 ろ
7 演出脚本 3 0,071作品 今人間 万歳 過去 その後魔法 汚点 再開水源
0 α048 戦記 時代hiki時折 真骨頂 ちまた 圧巻 カケ 全身 婚約
78 0,048 今 シーンSF震 災Gオ ペラ 横 覚悟 スプラッタ 全編
8 音楽 82 0.1 人 宇宙 音楽 あと一つ 暮らし ジェントルマン 壁 規定 生
8G 0,067 レビュー ルーク暴力 巨漢 団樂 ハイブリッド成艮 可能 理由 圧倒的
!11 0,067 本 くジャンル 〉 新しい 感動 声優 上手J意 図 未読 ケジメ
9 映像 批出 o 0,ll5 戦記 時代hiki時折 真骨頂 ちまた 圧巻 カケ 全身 婚約
92 0,077 〈役者 〉場面 作品 水 新作
新作 シリーズ 古株 テンコ 長時間 マスラニ
21 0,077 期待 爽やか 意味 やばい ファイター
ファイター 幾多 プロダクション 法廷 夕陽 シルク
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対応文数上位10件 の正解属性Aに ついてPreciston(A,B),Recall(A,B)の最大値を,図4,1
～4.5に示す.図4ユ よ り,Precisionと比較する とRecallが非常に低 いことがわ かる.ま た対
応文数が大きい正解属性でPrectsionが大 きく,対 応文数が小 さい正解属性でRecallが大 きくな
る傾 向がある.こ の結果か ら,正 解属性の対応文の一部に抽出属性が対応 してお り,正 解属性 と抽
出属性が1対 多の関係であ ると考 える.図42で は図4.1と同様,PrecisionよりRecallが低い
が,ど ち らの値 もLDAよ り上回 っている.図4.3,4,4,4、5はLDAよりもPrecisionが高いが,
MGLDAよ りは低い.感 情 ラベルを抽 出す る トピックモデルの中で,図4.5に示すASMで はは
Precisionが1.0の正解属性が2つ あ り評価属性の抽 出精度が高い と考える.こ れ らの実験結果か
ら得 られた傾 向を以下 にまとめる.
● どの トピックモデルで も抽 出属性の代表語 として正解属性名 と関連する単語が出現
・LDAは 他 の トピックモ デル と比べ,抽 出属性の代表語に出現する正解属性名 と関連する単
語が 多い
.MGLDAはPreci,sion,Recallが高 く抽 出精度が高い
●感情 ラベルを抽出する トピックモデルの中ではASMのPrecisionが高 く抽 出精度が高い
・正解属性 と評価属性が1対 多,多 対多の関係である可能性
。各映画の登場人物,専 門用語のように,そ のアイテム固有の固有名詞が出現
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ある正解属性が複数の抽出属性に分解されている可能性を確認する,各正解属性Aに ついて以
下の処理を行う.
1.XA∩XBが 大 きい 順 にBを ソー ト
2,各i(=1,..K)につ いて以 下 を繰 り返 す(Bの 初 期値 は空 集合)
(a)B=B+B{
(b)Pr・ecision(A,B),Recall(A,」B)を言十算
3.P・recision(A,B),Recall(A,B>の変 化 を可 視 化
正解属性 と抽出属性 の対応文が完全に一致 している とき正 しい属性抽出ができている と考 える.
そのため理想的な変動は,Precisionは抽出属性数が少ない段階で1.0とな り,属 性の追加 によっ
て徐 々に小さ くなること,Recallは抽出属性数が少ない段階で1,0になることであ る.対 応文数が
最 大の正解属性 「脚本」 と抽出属性数の対応 関係を図4.6～4.10に示す.図4.6ではPrecision
が抽 出属性数5個 のあた りまで上昇 し,以 降は徐 々に減少す る.Recallは抽出属性数が1個 の時
点で0.1以下 と非常 に小 さい値か らスター トしてい る.図4.7ではPrecisionが02より大 きい
値を と り,変 動は少ないが属性数40個 以降は徐 々に減少す る.Recallは抽 出属性数 が1個 の時
点で0.3以上であ り,か らスター トしている.ま た抽出属性数が100以下で1.0に到達する.図
4.8,4.9,4.10はいずれも 、Precisionが02以上か らスター トし,ゆ るいカープを描いて徐 々に減 少
す る,Reαallは0,1以下か らスター トし,抽 出属 性数120前後で1.0に到達する.こ れ らの結果
から得 られた傾向を以下にまとめる,
・L,DAは他の トピックモデル と比べ抽出属性数が1の 時点 でのPrecisionが高いが,Recαll
は1.Oに到達するのが遅い
■MGLDAは 他の トピックモデル と比べRecallが高い
・全体的にPrecision,Recαllが低 く,正 解属性 と抽 出属性が1対 多,多 対 多の可能性がある
以上の結果より,トピックモデルによる評価属性の抽出は可能であり,特にMGLDAは精度が
高く有効であることが期待できる.
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4,2提案手法の推薦精度の検証
4.2ユ概要
提案 手法を デー タセッ トに適用 し,そ の推薦精度 と関係モデルM,を 検証 した.デ ータセ ッ ト
は2005年11月か ら2017年8月 までにYahoo!映画に投 稿 された レビューの うち,役 立 ち度 が
200より大きい ものを用いた,こ の ときユーザ数は992,アイテム数は153,文書数は1106,文数 は
19990である.デ ー タセ ッ トに トピックモデルのLDA,MGLDA,JST,SLDA,ASMを適用 しt
抽出 した評価属性を用いて価値観モデ リングを行 った結果 を用いて推薦精度を求める,ト ピック数
はK==10,50,100とする.こ れは トピック数が100程度でないと抽出精度が高 くな らない結果が
報告されていること[30],および同種の推薦手法を用いた先行研究[17]では明示的に用い られ る評
価属性数 と して5次 元程度を用いていることか ら決定 した.ま た レビューアによ り明示的に与 えら
れ た属性評価を利用 して価値観モデ リングを行った場合の推薦精度 とも比較する.
関係 モデルMrの 推定 において3.3節で述べ た制 限(好 評不評制限,好 評不評対 角制 限,制 限
な し)を用いた.ま た,ユ ーザモデル,ア イテムモデル につ いては,行 列の要素 と して評価一致
率 を用い た場合(linear>の他,評 価一致率 の二乗を用いた場合(square>の検 証 も行 う.後 者で
は,評 価一致率 の高い 属性が推薦 に与 える影響が よ り強 くなる効 果が想定 される.各 手法 で3
分 害ll交差検 証を行 い,推 薦 リス トと真 のランキ ングを比較 しPrecision◎3,Reeall◎3を求め る,
Preeision◎3は推薦 する3ア イテムの うち実 際にユーザが興 味を もっているアイ テムの割 合,
R,ecall◎3はユーザが興味を もつ アイテムの うち推薦す る3ア イテムに含 まれるものの割合 を示
す.Precision◎3,Recalt◎3は式4、3,4.4で定義する[17].
」Precision◎3=
Recall◎3ニ
Σ⊃L、rel(i)
3
Σ1L、rel②
(4,3)
relaa (4.4)
アイテムの総合評価が4以 上の ときユーザは そのアイテムに興味を もち,総合評価 が3以 下,も
しくは レビューがない ときユー ザはそのアイテムに興味を もたない とす る.弱 よアイテムの推薦順
位,Tε砲)はi番 目に推薦されたアイテムに興味があるとき1,興味がないときoと いう値を とる関
数である,relatiはユ・一一ザが興味を もつアイテム数 である.こ の操作を10回 繰 り返す.交 差検証
にはscikit-learn*14ig利用 した,
4,2.2結果
各手法 にお け る推 薦精度 を表4.14～4,19に示す.表4.14よ り,制 限 な しと比べ好評 不評
制限,好 評 不評対角 制限が 、Precision◎3,Recall◎3が大 き く,そ れぞれ最大値 は0.628,0,617
だった.し たが って既存の属性評価 による価値観モ デ リングにお いて,関 係 モデル に制 限をか
*:4httP:〃s。ikit-learn.。rg
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け た場 合 に 推 薦 精 度 が 高 くな る こ と,linearとsquareによ る差,好 評 不 評 制 限 と好 評不 評対 角
制 限 に よ る 差 は 小 さ い こ とが わ か る.表4.15よ り,LDAで は 」(=100で 好 評 不 評 対 角 制 限
の とき のPreeision◎3,Recall◎3が最 大 で,そ れ ぞ れ の 値 は0.724,0.712だった,好 評 不 評 対
角 制 限 で は ト ピ ッ ク数 が 大 き くな るに つ れPTecision◎3,Recall◎3が大 き くな って い るが,制
限 な しで は ト ピ ック数 が 小 さ くな るに つ れPrecision◎3,Recall◎3が大 き くな って い る,ど の
関 係 行 列,ト ピ ッ ク数 を 用 い た 場 合 で も,表4.14に 示 した 結 果 よ り も 良好 な 結 果 が 得 られ て
い る こ とが わ か る.表4.16よ り,MGLDAで はK=100で 好 評 不 評 対 角 制 限,linearのと
きのPrecision◎3,Eecαll◎3が最 大 で,そ れ ぞ れ の 値 はO.732,0.718だっ た,こ れ はLDAの
Precision@3,Recall◎3の最 大値 よ りも大 きい.LDAと 同様,好 評不 評 対 角制 限 で は トピ ック数
が大 き くな るにつ れPrecision◎3,R.ecall◎3が大 き くな って お り,ど の 関係行 列,ト ピ ッ ク数 を用
い た場 合 で も,表4.14に 示 した結果 よ りも良好 な結 果 が得 られ て い る こ とがわ か る,表4.17よ り,
JSTで はK=100で 好評 不 評 対角 制 限,line乱rのときのPrecision◎3,R.ecatl◎3が最大 で,そ れ
ぞ れ の値 はO.737,0.723だっ た,こ れ はMGLDAのPrecisienC■3,RecallC-3の最 大 値 よ りも大
きい.制 限 な しでは トピ ッ ク数 が10の と きにPreciston◎3,R.ecall◎3が最 大 とな って い る.K
の値 が同 じ場 合 に は,好 評 不 評対 角制 限,好 評不 評制 限,制 限 な しの順 にPrectsion◎3,Recall◎3
が 大 き い 傾 向 に あ る.表4.18よ り,SLDAで はK=10で 好 評 不 評 対 角 制 限,squareの と
き のPrecision◎3,Recαlt◎3が最 大 で,そ れ ぞ れ の 値 は0.740,0.724だった.こ れ はJSTの
lP陀c幅oπ◎3,Recα19◎3の最 大 値 よ りも大 きい,JSTと 同様,Kの 値 が 同 じ場 合 には,好 評不 評
対 角制 限,好 評 不 評制 限,制 限 な しの順 にP'r'ec'is'io'n◎3,Recall◎3が大 きい 傾 向 にあ る.表4,19
よ り,ASMで はKニ50で 好評 不 評 対角 制 限,squareのときのPreciston◎3,R,ecall◎3が最大
で,そ れ ぞれ の値 は0、737,〔〕.722だった.,JSTと同様,A「 の値 が 同 じ場 合 に は,好 評不 評 対 角制
限,好 評不 評制 限,制 限 な しの順 にPrecision◎3,Recαll◎3が大 きい傾 向 に あ る,
各 トピ ックモデ ル を用 い た実 験結 果 につ い て,1〕γε己制oπ@3,RecalZ◎3の最 大値 を表4.20にま
とめ る.こ の表 か ら読 み 取れ る傾 向を以 下 に ま とめ る.
・全 トピックモデルで属性評価を用いた場合よ り良好な結果が得 られている
・Precision◎3,R.ecall◎3はSLDAが最 も高い,全 般的に感1青ラベルも出力する3モ デルの
結果が良好である
■好評不評対角制限によるPrecision◎3,R.ecall◎3がトピックモデルによらず高い
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表4.14既存の属性評価を用いた価値観モデリング推薦精度(1く=5)
手法 P@3 R@3
好 評不 評 制限lillear 0,628 0,617
好評不評対角制限linear0,626 0,617
制 限な し11near 0,611 0,609
好評不評制限8qu乱re O,628 0,617
好評不評対角制限8quareO,628 0,617
制 限 な し5quare α599 0,602
表4.15LDAを用いた価値観モデリング推薦精度
K 10 50 100
手法 P@3 R@3 P@3 R@3 P@3 R@3
好評不評制限linear 0,706 O,696 O,705 0,699 0,706 o,699
好評不評対角制限hne乱r 0,712 0,703 O,718 O,707 0,724 D,712
制 限 な しlinear 0,689 0,693 O,658 D,671 0,658 O,671
好評不評制限8quare O,710 0,701 0,706 0,697 0,706 α697
好評不評対角制限 昌叩lam 0,713 0,704 0,717 O,707 0,724 0,712
制 限 な し8quare O,695 O,697 0,658 o,67工 O,658 0,671
表4.16MGLDAを用いた価値観モデリング推薦精度
K 正〔} 50 100
手法 P◎3 R@3 P@3 R◎3 P◎3 R@3
好評 不 評 制 限linear 0,705 O,696 α713 0,706 0,713 0,706
好 評不 評 対角 制 限liIlear0,713 o,704 O,724 0,712 0,732 0,718
制 限 な しlinear O,663 0,677 0,658 0,671 O,658 0,671
好評不評制限5quare O,711 0,702 0,709 0,70G 0,713 0,706
好評不評対角制限squ乱re0,710 O,701 0,721 0,710 0,730 0,716
制 限 な しsquare 0,694 O,697 0,658 0671 0,658 0,671
表4.17JSTを用いた価値観モデリング推薦精度
1く 10 50 100
手法 P◎3 R◎3 P◎3 R◎3 P◎3 R@3
好評不評制限linear 0,702 α690 0,694 0,690 0,701 0,697
好評不評対角制限linear0,721 0,708 0,729 O,716 0,737 0,723
制 限な しlin6乱r O,694 0,696 0,658 0,671 α658 0,671
好評不評制限square 0,721 0,709 0,707 α70工 O,716 0,707
好評不評対角制限squ乱re0,725 0,712 0,729 O,7土6 O,735 0,720
制 限 な しsqll乱r。 o.7{〕6 0,705 0,658 {〕,671 O,658 0,671」
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表4.18SLDAを用いた価値観モデリング推薦精度
K ユ0 50 100
手法 P@3 R@3 P@3 R@3 P@3 R@3
好 評 不 評制 限linear 0,709 0,696 0,685 α683 0,710 0,704
好評不評対角制限linearo,727 O,714 0,721 0,712 0,734 0,720
制 限 な しlinear o,698 o,699 0,658 0,671 α658 G,671
好 評 不 評制 限 昌quare o,737 α720 0,696 0,693 0,710 O,705
好評不評対角制限8quarε0,740 O,724 0,726 O.71些 0,736 0,722
制 限 な し5quare O,706 0,705 0,658 0,671 0,658 α671
表4.19ASMを用いた価値観モデリング推薦精度
K lo 50 100
手法 P@3 R◎3 P@3 R@3 P◎3 R@3
好 評 不評 制 限lil1βar 0,694 G.G84 0,714 0,7G3 0,706 o,699
好 評 不評 対 角Ilirl限lillear〔〕.717 〔}.7〔〕{1 0,734 α720 〔〕,729 〔〕.716
制 限 な しlinear o,6go O,695 0,658 0,671 0,658 α671
好 評 不評 制 限square 0,716 O,706 0,710 0,704 0,706 0,700
好評不評対角制限5quarc0,724 O,7ユ2 0,737 0,722 0,731 0,717
制 限 な し8quar已 0,706 O,706 0,658 O,671 0,658 0,671
表420価 値観モデリング推薦精度の最大値
利用属性 P@3 R@3 手法
既存属性 Q.(128α617 好評不評制限,好評不評対角制限
LDA 0,724 0,712κ ニ100好評不評対角制限
MGLDA 0,732 0,7ユ8 ∫(=100好 評 不評 対 角制 限linear
JST 0,737 0,723 κ=100好 評 不 評対 角 制限 工incar
SIDA O,740 G.72唾 κ=10好 評不評対角制限square
ASM O,737 0,722 κ=50好 評 不評 対 角制 限 呂quare
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関係モデルM.の ヒー トマップを図4,11～4.14に示す.縦 軸はユーザ,横 軸 はアイテムに対応
す る.要 素が1.0に近いほ ど赤 く,-1.0に近い ほど青,0.0のときは白くなる,図4.11は既存 の
属性評価を利用 した場合 にPreeision◎3,R,ecall◎3ともに最 も高か った好評不評制限,linearを
用 いた場合のM.で あ る,図4.12は,本実験で最良の結果が得 られた,SLDA(K=10)で好評
不評対角制限,squareを利用 したときのMrで ある.ま た,比 較のために同数の トピックで好評不
評制限,制 限な しを利用 したときのM,を 図4.13,4.14にそれぞれ示す.SLDA(Kニ10)の代 表
語を表421に 示す,kが 抽出属性のID,1が感情 ラベルで,posはポジティブ,negはネガテ ィブ
を意味する.
図4.11より,M,の 右半分,不 評一 致率に対応する部分は0に な っていることがわかる.左 半
分,好 評一致率 に対応す る部分 は淡 い赤で,こ れは絶対値 は小 さいが正の値 である ことを示 す.
ID1の属性(配 役)に 対応 した行の値は相対的に大 きく,推 薦への影響が大 きい と考え られる,既
存属性評価 の各属性 におけ る好評一致 レビュー数は全て460前後だった,そ のためMrと の対応
関係ない と考 える,
図4,12では不評一致率に対応 する成分は全て一1.0と一様 であるのに対 し,好 評一致率ではバ ラ
つ きがあ り,特 に属性1,8の影響は他の属性 と比較 して小 さい.
図4.13では,不 評一致率に対応す る値が一様に一1.Oなのに対 し,好 評一致率に対応す る値 は小
さな正の値 となってい る.ま た,属 性3に 対応す る行 ・列の値が相対的に高 くな っている.こ のこ
とは,ユ ーザモデルの属性3は アイテムモデルの全属性に影響を与えやす く,ま たアイテムモデル
の属性3は ユーザ モデルの全属性か ら影響を受けやすいこ とを意味する.
図4.14では,好 評一致率 に対応す る要素 のうち属 性1,7の行,属 性0,7,8の列 に1.Oの値が集
中 し,他 の値は一1.0に近か った.不 評一致率 に対応する成分 は大体0～-LOの範囲でまば らな分布
だった.こ のこ とは,ユ ーザモデルの属性1,7はアイテムモデルの全属性に影響を与えやす く,ア
イテムモ デルの属性0,7,8はユー ザモデルの全属性に影響を受けやすい ことを意味する.4.1節に
示 した予備実験 において,抽 出 した トピックの中には評価属性 と1対 多な どの関係にあることが示
唆 されたが,得 られ た関係行列か らも1司様の傾向が読み取れることがわかる.SLDAの 各属性にお
ける好評一致 レビュー数はIDOのみ1989,他は全て410前後だった.そ のためMrと の対応関係
ない と考 える,
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図4.11既 存の属性評価を用いて好評不評制限,line乱rで推薦 した際のMT
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図4.13SLDA(K=10)を 用 い て 好 評 不 評 制 限,squareで推 薦 し た 際 のM。
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図4.14SLDA〔K=10)を用いて制限なし,squareで推薦 した際のM。
fi4.21SLDA(K=10)の代表語
恵 ` 代表語
0 po5 甲板 選択 機械 両氏 消火 一貫性 悪口JJ了 解 トコロ
neg ジェット補償 ト野良猫 コマ ガン ヘレン ・ケラー ラ王 精鋭部隊 ウィル
1 po5 ミャンマー プライベー トMX世 紀 対談MEMORIES進 出 ヒロ ばあさん
neg 強度 ス ゴール サトウ ヲタ鳥取 重たい 路線H2冷 蔵庫
2 po5 マイナス鉄 壁ドン舞台劇村 非難 対人恐怖症 シッ戦中番号
neg 黒川 ビラ 小専攻 昔の男 車線 壱 しげい北 小野寺
3 po呂 未遂 呂ya社会 派911NAL企 画 、1享FURY諸々 城 見 え
neg Chonてこ パラオ 仲良いc絨 毯 転落 ホスキンス 要所 バイオ
4 po5 仮 内閣 いた事 思い入れ 稽古 オダ ・ユージ 局面Mayや る気 見覚え
11eg会員 詐欺 出来ll`メリーランド州3月hシ ーズン 内装 都邑 実体験
5 po島 ジェダイの騎士 看護師 頼り 三島 桁外れ 救援 貴女StarDu呂t断定 ソウルフー ド
11e9 プリクエル 野良犬 名演 起因 贋作MILLY見様 要請 菅い 停滞
6 po8 入場 片側 受傷be薄命 有効 次回 キング牧師 キー 老人
ne菖 ベイダー卿 ソレパ ドメ 引退 腹部 シワ 復旧 むかし加害者7月26日
7 pos 破れ 駐車 セブンスターSEX名 声 めでたい イーオン 凡庸 今後 始祖
neg 地図 笠井 やなThe事実 アカウントSAWル イスF写 メ
8 po8 最良 ラップ レジスタンス 翻訳者 切れ味 ニ ダB乱正timoreC3CM1維i持
nε9 橋 ボス理想 親切深遠 侍 コメント知名度歌丸 お子様
9 po8 鞘ShitterTボスキャラ ガラガラ 手事 ひ弱 手下 手ぬるい
neg with活劇AT異 質 収入SP無 限far〈国 〉手首
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5お わ りに
本研究 では トピックモデルを適用 し,レ ビュー記事 か ら価値観 モデ リングを行 う手法を提案 し
た.実 際の レビュー記事 に提案手法を適用 し,人 手 で判断 した評価属性 と比較 した結果,評 価属 性
に該当する トピックを抽出可能であることを示 した,各 種 トピックモデルを適用 した結果 を用いて
行列ベース推薦手法 を適用 し,Yahoo!映画 に投稿 された レビュー集合をデ 一ータセッ トとして評価
実験を行 った結果,既 存の属性評価を利用 した場合のPrectsion◎3,Recall◎3の最大値が0.628,
0,617であったのに対 し,提 案手法では最大O.740,0.724と精度が向上する結果が得 られた.こ れ
により,属 性別評価が与 えられていない レビュー集合か らも価値観モデルを構築 し,よ り精度の高
い推薦が可能であることを示 した,ま た関係行列を分析 し,各 属性の推薦における影響について考
察 した.
本研究で対象 とした価値観モデ リングは,協 調フィル タリングや内容ベースフィル タリングな ど
多様な推薦 アルゴ リズム に導入可能である他,少 数デー タからもモデ リング可能,推 薦に影響を与
える要因を解釈 しやすい といった利点 もある.ま た,個 人 の価値観を考慮 し人気のアイテムでな く
特定個人に価値 のあるアイテムを推薦することができれば,サ ー ビス利用者は満足な推薦結果を得
ることができ,サ ー ビスの運営側も宣伝 などにコス トをかけに くいマイナーなアイテムを推薦する
ことができる,本 研究は価値観モデ リングの適用範 囲の拡大,推 薦精度の向上 に貢献するものであ
り多様な情 報推薦サー ビスの実現が期待 できる.
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