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Résumé
L'objet de cette thèse est l'analyse et le traitement automatique de grands volumes de données
audio. Plus particulièrement, on s'intéresse à l'archivage, tâche qui regroupe, au moins, deux probléma-
tiques : la compression des données, et l'indexation du contenu de celles-ci. Ces deux problématiques
déﬁnissent chacune des objectifs, parfois concurrents, dont la prise en compte simultanée s'avère donc
diﬃcile. Au centre de cette thèse, il y a donc la volonté de construire un cadre cohérent à la fois pour
la compression et pour l'indexation d'archives sonores.
Les représentations parcimonieuses de signaux dans des dictionnaires redondants ont récemment
montré leur capacité à remplir une telle fonction. Leurs propriétés ainsi que les méthodes et algorithmes
permettant de les obtenir sont donc étudiés dans une première partie de cette thèse. Le cadre applicatif
relativement contraignant (volume des données) va nous amener à choisir parmi ces derniers des
algorithmes itératifs, appelés également gloutons.
Une première contribution de cette thèse consiste en la proposition de variantes du célèbre Match-
ing Pursuit basées sur un sous-échantillonnage aléatoire et dynamique de dictionnaires. L'adaptation
au cas de dictionnaires temps-fréquence structurés (union de bases de cosinus locaux) nous permet d'e-
spérer une amélioration signiﬁcative des performances en compression de scènes sonores. Ces nouveaux
algorithmes s'accompagnent d'une modélisation statistique originale des propriétés de convergence us-
ant d'outils empruntés à la théorie des valeurs extrêmes.
Les autres contributions de cette thèse s'attaquent au second membre du problème d'archivage :
l'indexation. Le même cadre est cette fois-ci envisagé pour mettre à jour les diﬀérents niveaux de struc-
turation des données. Au premier plan, la détection de redondances et répétitions. A grande échelle,
un système robuste de détection de motifs récurrents dans un ﬂux radiophonique par comparaison
d'empreintes est proposé. Ses performances comparatives sur une campagne d'évaluation du projet
QUAERO conﬁrment la pertinence de cette approche.
L'exploitation des structures pour un contexte autre que la compression est également envisagé.
Nous proposons en particulier une application à la séparation de sources informée par la redondance
pour illustrer la variété de traitements que le cadre choisi autorise. La synthèse des diﬀérents éléments
permet alors d'envisager un système d'archivage répondant aux contraintes par la hiérarchisation des
objectifs et des traitements.
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The main goal of this work is automated processing of large volumes of audio data. Most specif-
ically, one is interested in archiving, a process that encompass at least two distinct problems: data
compression and data indexing. Jointly addressing these problems is a diﬃcult task since many of
their objectives may be concurrent. Therefore, building a consistent framework for audio archival is
the matter of this thesis.
Sparse representations of signals in redundant dictionaries have recently been found of interest for
many sub-problems of the archival task. Sparsity is a desirable property both for compression and
for indexing. Methods and algorithms to build such representations are the ﬁrst topic of this thesis.
Given the dimensionality of the considered data, greedy algorithms will be particularly studied.
A ﬁrst contribution of this thesis is the proposal of a variant of the famous Matching Pursuit
algorithm, that exploits randomness and sub-sampling of very large time frequency dictionaries. We
show that audio compression (especially at low bit-rate) can be improved using this method. This new
algorithms comes with an original modeling of asymptotic pursuit behaviors, using order statistics and
tools from extreme values theory.
Other contributions deal with the second member of the archival problem: indexing. The same
framework is used and applied to diﬀerent layers of signal structures. First, redundancies and musical
repetition detection is addressed. At larger scale, we investigate audio ﬁngerprinting schemes and apply
it to radio broadcast on-line segmentation. Performances have been evaluated during an international
campaign within the QUAERO project. Finally, the same framework is used to perform source
separation informed by the redundancy.
All these elements validate the proposed framework for the audio archiving task. The layered
structures of audio data are accessed hierarchically by greedy decomposition algorithms and allow
processing the diﬀerent objectives of archival at diﬀerent steps, thus addressing them within the same
framework.
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Chapitre 1
Introduction
Dans son Quart-livre, paru en 1552,Rabelais fait traverser au géant Pantagruel et ses compagnons
d'aventure une vaste étendue appelée mer Glaciale, dans laquelle les sons d'une bataille s'étant déroulée
l'hiver précédent se sont retrouvés gelés, emprisonnés par la glace. Au contact du navire, les sons
dégèlent et les personnages peuvent alors entendre le fracas des canons et les cris poussés par les soldats
plusieurs mois plus tôt. Cette séquence est communément comprise comme une réﬂexion humaniste
sur le langage et le bouleversement du rapport au temps et au savoir qu'autorise l'écriture. Mais au
sens premier, Rabelais est le premier à imaginer ce que nous appelons aujourd'hui un enregistrement
d'une scène sonore.
Depuis les enregistrements sont devenus une réalité tangible. D'abord sur des cylindres de cire, puis
des disques de vinyle, des bandes magnétiques et désormais sur des supports numériques, les paroles
et les autres sons peuvent être gelés et dégelés presque à l'inﬁni. La mer glaciale est devenue un océan
gigantesque et qui ne cesse de grandir. Avec l'explosion du volume de données audiovisuelles disponibles
sont apparus de nouveaux questionnements que Rabelais ne pouvait soupçonner. Comment traiter
ces enregistrements, les classer, les stocker, les conserver et les étiqueter de sorte que l'information (les
humanistes auraient dit le savoir) qu'ils contiennent demeure à la fois accessible et préservée ?
Cette question, c'est celle de l'archivage et c'est elle qui est à l'origine de ce travail de thèse.
L'archivage est, on va le voir, un problème intéressant car complexe, au sens où on regroupe sous
cette dénomination un ensemble de tâches bien distinctes, parfois même concurrentes. En tout état
de cause, l'archivage de scènes sonores oﬀre un cadre pratique aux problématiques modernes des
Sciences et Technologies de l'Information et de la Communication (STIC), et en particulier à celles
du traitement des signaux audio.
Dans cette thèse, nous allons nous intéresser à l'étude de représentations des scènes sonores qui
rendent possible leur archivage. Mais avant de présenter ces méthodes, il nous faut expliciter le contexte
et les contraintes qui délimitent le périmètre de notre étude.
1.1 Contexte et problématiques de l'Archivage
1.1.1 Notions et Déﬁnitions
L'archivage est un problème communément mal déﬁni. Lorsqu'on parle d'archiver un document
électronique, un livre, un objet, on cherche généralement à conserver cet objet dans des conditions
garantissant son intégrité et son accès, tout en réduisant l'espace nécessaire à son stockage. C'est une
1
2 Introduction
vision pratique de l'archivage comme processus de conservation. Dans cette vision, graver un morceau
de musique en format numérique non compressé sur un support amovible, par exemple, est une forme
d'archivage. En revanche, réaliser une compression avec pertes de ce même morceau n'entre pas dans
le domaine de l'archivage.
Cette vision centrée sur la conservation est complétée par une vision documentaliste : archiver c'est
classer, trier, ranger et décrire. Toutes ces tâches impliquent l'existence de méta-données ou encore de
descripteurs sur le contenu des archives. Il ne s'agit pas seulement de préserver l'information existante,
dans cette vision, l'archivage est un processus créateur d'information. Étiqueter ou classer par nom de
l'artiste une collection de morceaux de musique est alors un exemple d'archivage. Plus formellement,
l'archivage est constitué de deux disciplines : l'archivistique et la diplomatique. La première s'attache
à collecter, analyser, étiqueter et mettre en valeur des archives, tandis que la seconde traite des
modes de conservation, de garanties d'intégrité et d'authenticité. Un système complet d'archivage,
dont le schéma-bloc est présenté Figure 1.1.1, nécessite donc de réaliser analyse et compression en
parallèle. Une introduction à l'archivage et à ses problématiques se trouve dans le Nouveau glossaire
de l'archivage de M.A. Chabin, disponible gratuitement en ligne.
Figure 1.1.1: Schéma bloc d'un système
d'archivage
Normes et standards Historiquement, l'archivage est
une tâche dévolue aux bibliothécaires et aux moines. Elle
consiste à assurer la conservation de textes (éventuellement
de leurs copies) et leur indexation en vue d'une consulta-
tion future. Au cours des siècles, toutes les grandes civili-
sations maîtrisant l'écriture ont compris l'importance de la
conservation du savoir. La nécessité de mettre en place des
systèmes de centralisation des écrits, ne serait-ce que pour
des besoins de contrôle et de censure se fait plus évidente
avec la banalisation de l'imprimerie en Europe. En France,
le principe du dépôt légal de tout ouvrage édité remonte à
1537 et les Archives Nationales conservent les documents
administratifs depuis la Révolution de 1789.
La nature des objets archivés évolue au cours du temps. Des manuscrits aux traités, comptes-
rendus, procès verbaux et autres formulaires administratifs, puis des supports diﬀérents (étalons de
poids, de mesures, sceaux, etc..), jusqu'aux ÷uvres d'art, tapisseries, tableaux puis photographies et
enﬁn enregistrements de scènes sonores et visuelles, sur des supports analogiques puis numériques. La
dématérialisation a fait apparaître des besoins spéciﬁques dont une liste exhaustive se trouve dans
[CRE06] de même qu'une analyse des enjeux et des contraintes engendrées.
Il existe en France depuis 2009 une norme décrivant les Systèmes d'Archivage Électronique (SAE),
à savoir la norme AFNOR NF Z 42-013, reprise début janvier 2012 dans la norme ISO 14621. Ces
normes préconisent essentiellement la mise en place de deux systèmes concomitants :
( Un système de stockage garantissant l'intégrité des données
( Un système de description du contenu à l'aide de méta-données
Plutôt vagues, elles ne font qu'oﬃcialiser la dualité inhérente à tout système d'archivage. Les deux
facettes  conservation et indexation  sont nécessaires et c'est cette nature double qui rend le problème
intéressant.
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Archivage de scènes sonores En France, l'Institut National de l'Audiovisuel (INA) est créé en
1975, avec parmi ses missions l'archivage des données audiovisuelles et en particulier les ﬂux télévisuels
et radiophoniques (aujourd'hui, l'INA est le dépôt légal d'une vingtaine de stations de radio et 88
chaînes de télévision). De nombreuses autres bases de données audiovisuelles existent également, citons
par exemple les archives ethnologiques CORPUS 1.
Les problématiques rencontrées par ces institutions se rattachent au domaine de la fouille de
données (data mining). A ce titre, Youtube®, propriété du moteur de recherche Google® depuis
2006, constitue sans doute la plus grande base de données audiovisuelles mondiale, accessible en ligne
(plus de deux milliards de visionnages par jour). Pour autant, l'intégrité des objets  de même que
la qualité de l'indexation  est loin d'être garantie (recours à du codage destructif, lacunes dans le
contrôle des étiquettes, redondances, etc...). Ce type de plate-forme ne remplit donc pas les critères
d'un SAE.
De même, de plus en plus de services d'écoute de musique à la demande proposent l'accès (payant)
à des données musicales en ligne (Spotify®, Deezer®, Grooveshark®, MusicMe®, etc...) dont la
qualité de l'étiquetage est également variable. Avec l'augmentation continue des moyens en bande
passante, le codage sans pertes commence à faire son apparition sur ces plate-formes, mais la possibilité
donnée aux utilisateurs d'enrichir eux-mêmes le catalogue rend parfois le travail d'indexation sisyphien.
Plus grave, la pérennité de ces plate-formes privées (c.f. MegaUpload) est loin d'être garantie, et la
législation en la matière est appelée à évoluer dans les prochaines années.
Parmi la multitude d'oﬀres commerciales existantes, citons encore LastFM® dont la particularité
consiste à conﬁer au plus grand nombre le soin d'indexer (et même de recommander) les morceaux de
musique. Ces technologies participatives dépoussièrent les problématiques monacales de l'archivage et
les placent au centre du développement des outils de traitement multimédia massifs.
Dans le monde académique, de très nombreux chercheurs se sont attachés aux problèmes liés à la
fouille de données. Certains de ces travaux sur les scènes sonores ont aboutis à la création d'acteurs
important, comme The Echo Nest 2 fondé par T. Jehan sur la base de ses travaux de thèse au MIT
[Jeh05]. En Europe, le projet QUAERO 3, lancé en 2008 par la France et l'Allemagne regroupe des
acteurs académiques et industriels sur des tâches de fouille de données, notamment de scènes sonores.
Plusieurs axes de recherche menés au sein de ce projet portent sur des problématiques en lien avec
l'archivage. Parmi les laboratoires français collaborant sur ces tâches se trouve l'Institut Telecom et
plus particulièrement le LTCI à Telecom ParisTech dans lequel cette thèse s'est déroulée.
Archivage et Représentation Ni dans ces normes ni dans les diﬀérentes études ne sont imposés
de formats ou de règles déﬁnissant les propriétés générales des archives. Un SAE est uniquement déﬁni
par sa ﬁnalité. Les moyens à mettre en ÷uvre pour implémenter ce système sont laissés à la discrétion
de l'utilisateur, et l'on devine que c'est la nature des objets à archiver qui contraint le plus fortement
une architecture d'archivage.
Nous sommes intéressés d'une façon générale, par l'archivage de signaux numériques. Dans ce
cadre, l'archivage va inévitablement être une transformation de l'objet archivé en un autre, plus facile
à stocker, ranger, étiqueter ou transmettre. Il est donc intéressant de voir l'archivage de signaux
comme un processus de représentation. Il y a plusieurs déﬁnitions possibles de la représentation d'un
1. CORPUS : http ://www.corpus-ir.fr/index.php ?page=cae
2. http ://the.echonest.com/
3. http ://www.quaero.org/
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objet. Dans une formulation mathématique, une représentation est une relation R liant un objet x
appartenant à un espace X à un objet y dans un espace Y. On dira ainsi que y est le représentant de
x dans l'espace Y des représentations et on notera cette relation par
X → Y
x
R→ y
Selon le contexte, cette relation peut se comprendre de diﬀérentes façons :
( y est un substitut de x
( y est un équivalent de x
( y est l'image de x
Chacune de ces formulations pose un rapport particulier entre le représentant y et le représenté x. Par
abus de langage on dira souvent que y est une représentation de x. La multiplicité de cette relation
(c-à.d. le nombre de représentants de x que l'on peut construire et le nombre d'éléments dont le
représentant est y) est un paramètre important. Par exemple, R peut réaliser une bijection entre deux
espaces. Les propriétés souhaitables de R sont directement liées aux problématiques que l'on cherche
à résoudre.
1.1.2 Problématiques
Si l'on envisage des représentations des scènes sonores permettant leur archivage, on peut lister
six propriétés souhaitables de ces dernières :
Fidélité : Dans un but de conservation des données, la représentation se doit d'être inversible ou
quasi inversible, c'est-à-dire que la reconstruction des données doit être non seulement possible,
mais dans l'idéal sans pertes. Ce critère peut s'évaluer à l'aide de mesures de distance (normes)
ou de distorsion subjectives. Soit R une représentation, on dénote, s'il existe, R† son inverse
(exact ou approché). On cherche à minimiser (idéalement annuler) une mesure Ld(x,R†(R(x)))
de distorsion entre un signal x et l'inverse R†(R(x)) de sa représentation.
Comparabilité : Si nous voulons pouvoir détecter les redondances dans une collection de données,
leur représentation doit permettre une comparaison simple et eﬃcace. Deux signaux équivalents
doivent avoir une représentation équivalente. Ce critère peut s'évaluer par des performances
empiriques sur une base de données de test. Il peut également se comprendre comme une forme
de robustesse aux distorsions ou au bruit additif.
∀(x, y) ∈ X 2, x ' y → R(x) ' R(y) (1.1.1)
Idéalement, R préserve les structures et similarités inter-signaux. Par exemple, une application
k-lipschitzienne dans des espaces métriques (X , LX ) et(Y, LY) assure la relation suivante :
∀(x, y) ∈ X 2, LY(R(x),R(y)) ≤ k · LX (x− y) (1.1.2)
Séparabilité :
C'est le pendant de la comparabilité. Au delà des signaux identiques, des classes de signaux
doivent pouvoir être distinguées par leurs représentations. Ce critère peut s'évaluer par des
performances empiriques sur une base de données de test. Deux signaux appartenant à des
classes diﬀérentes (par exemple voix/musique) doivent pouvoir être séparés dans le domaine de
la représentation.
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Concision
Optimiser l'espace de stockage nécessaire est fondamental pour l'archivage. En conséquence, la
représentation doit être la plus réduite possible. Ce critère peut se mesurer par des mesures de
débit ou de taille des données. De façon équivalente, on cherche à minimiser une fonctionnelle de
parcimonie sur la représentation. On favorisera, par exemple, les représentations qui réduisent
la pseudo-norme `0 d'un vecteur x, c'est-à-dire le nombre d'éléments non nuls de x :
∀x ∈ X , ‖R(x)‖0 ≤ ‖x‖0 (1.1.3)
Simplicité :
C'est plus naturellement la mesure inverse de complexité qui sera utilisée. En raison des con-
traintes volumiques très fortes, l'archivage est un problème complexe qui doit être traité sim-
plement. Cet objectif est également mesurable sous la forme de temps de calcul, de nombre
d'opérations à virgule ﬂottante, ou de ressources nécessaires.
Lisibilité : C'est un objectif plus diﬃcile à déﬁnir, la représentation doit permettre de réaliser des
tâches de haut niveau sémantique sans avoir à reconstruire/inverser la représentation. Le fait
qu'un être humain puisse interpréter une représentation est en soi appréciable. Plus généralement
on cherche des représentations qui permettent des traitements et manipulations de haut niveau
sur les signaux. La transcription automatique de musique, la reconnaissance de locuteur ou
encore la séparation de sources sont autant d'exemples de traitements envisageables sur des
signaux audio.
Chacune des propriétés décrites ci-dessus dessine une contrainte particulière sur la représentation. Il
est vraisemblable qu'il ne soit pas possible de les satisfaire toutes en même temps. On peut noter en
eﬀet des couples de propriétés a priori contradictoires (Fidélité-Concision, Séparabilité-Comparabilité,
Lisibilité-Simplicité). On retrouve ces couples de contraintes pour diﬀérents problèmes courants de
traitements des signaux :
Reconstruction sous contrainte de parcimonie Le couple Fidélité-Concision est décrit par un
problème d'optimisation très étudié, celui du codage et du compromis débit-distorsion :
min
R
Ld
(
x,R†(R(x))) et min
R
‖R(x)‖p (1.1.4)
ou Ld est une mesure de distorsion entre x et la reconstruction R†(R(x)), et ‖ · ‖p est une mesure de
parcimonie sur la représentation qui déﬁnit un débit.
Discrimination La séparabilité et la comparabilité sont des objectifs communément atteints par des
techniques d'apprentissage. Le signal est décrit (représenté) par des descripteurs (ici notre représen-
tation R). Une tâche d'indexation (p.ex. de classiﬁcation) se fait sur ces descripteurs à l'aide d'une
fonction F apprise (optimisée) sur un ensemble d'échantillons xi, ou donnée a priori. Le problème est
ensuite de maximiser une fonction de score S sur une base de données de test Btest :
max
R,F
S (F(R), Btest) (1.1.5)
Il est donc malaisé d'évaluer directement la performance d'une représentation sur ce type de tâche,
car c'est le couple Données-Représentation qui doit être optimisé. On peut par exemple chercher une
séparation linéaire sous la forme d'une frontière de décision dans l'espace de la représentation.
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Contraintes Algorithmiques Dans le cas général, il existe une inﬁnité d'algorithmes pour calculer
une représentation. La simplicité d'une représentation R peut alors se mesurer à l'aune de la com-
plexité de Kolmogorov. Néanmoins, le calcul d'une représentation obéit forcément à des contraintes
algorithmiques qui vont peser sur la simplicité et la lisibilité. En premier lieu, la représentation doit
être calculable. Cela nécessite l'existence d'un algorithme ﬁni capable de la calculer pour toute une
classe de signaux. Les contraintes sur cet algorithme sont alors :
1. Une garantie de convergence
2. Une complexité réduite (p. ex. en nombre d'opération à virgule ﬂottante)
3. Une quantité de ressources nécessaire ﬁnie.
En particulier les algorithmes basés sur des recherches exhaustives s'avèrent rapidement inutilisables
sur de problèmes de dimension importante  comme c'est souvent le cas en analyse de scènes sonores
 les temps de calcul devenant rapidement prohibitifs. On leur préfèrera alors des approches sous-
optimales mais plus rapides. En déﬁnitive, avec une représentation doit être fourni un algorithme de
complexité minimale, utilisant des ressources ﬁnies et dont la convergence est garantie.
Pour résumer, on a aﬀaire à un problème (l'archivage) mal posé car sur-contraint. En plus de
devoir trouver une représentation adaptée (satisfaisant toutes les contraintes) il nous faut encore
prouver qu'elle est calculable et proposer un algorithme pour la construire. Le cadre de ce travail
étant posé, nous pouvons maintenant présenter les stratégies et outils que nous allons mettre en place
pour tenter de résoudre ce problème.
1.2 Stratégies et Outils
L'archivage rassemble diﬀérents problèmes, et les traiter simultanément semble irréalisable. Il va
donc falloir envisager des stratégies de contournement et pour cela, inventorier les outils dont nous
disposons, au premier rang desquels on trouve les techniques de représentations et la notion de parci-
monie.
1.2.1 Représentation de signaux
On considérera essentiellement dans ce travail les signaux numériques (discrets) sous la forme de
vecteurs dans des espaces Hilbertiens de dimension ﬁnie. Plus généralement, on peut déﬁnir un signal
x comme un élément dans un espace Hilbertien X . On cherche une représentation de x sous la forme
d'une application R de X dans Y où Y est appelé espace de la représentation.
Un exemple d'application est celle qui relie un signal de dimension N (à valeurs réelles ou com-
plexes) à sa transformée de Fourier :
RFourier :
X → Xx[n]→ xˆ[k] = ∑N−1n=0 x[n] · e−2ipik nN dt (1.2.1)
Un autre exemple d'application associe à une variable aléatoire X discrète à N symboles xi de loi
P (X = xi) = pi son entropie H. Soit (Ω,A, P ) un espace probabilisé :
REntropie :
(Ω,A, P )→ R+X → H(X) = −∑Ni=1 pi log pi (1.2.2)
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Figure 1.2.1: Diagramme radar des objectifs pour deux représentations. Gauche pour la transformée
de Fourier RFourier. Droite pour la représentation par étiquettes RLabel .
On peut envisager beaucoup d'autres applications, pas uniquement sous la forme de fonctions. Par
exemple une application qui, à une image ou un son associe une description du contenu sous la forme
d'une ou plusieurs étiquettes li parmi un ensemble L :
RLabel :
RN → Lx→ {li} (1.2.3)
Ces trois exemples illustrent les principales caractéristiques des représentations de signaux. En
général une représentation présente un intérêt dans la mesure où elle permet de mettre à jour de
l'information sur un signal. RFourier est une fonction calculable, linéaire, inversible qui dévoile l'in-
formation fréquentielle contenue dans un signal. REntropie n'est ni linéaire ni inversible, mais apporte
néanmoins une information cruciale pour le codage et la transmission de messages. Enﬁn, RLabel n'est
ni linéaire, ni inversible ni même obligatoirement calculable, peut nécessiter un apprentissage, mais
dans une certaine mesure, apporte une information sémantique sur le signal. Si on s'en réfère aux pro-
priétés souhaitables déﬁnies plus haut pour l'archivage, il est possible d'illustrer les forces et faiblesses
de ces représentations sur des diagrammes radar tel que présenté Figure 1.2.1. On a alors une idée
plus nette des compromis auquel on doit faire face ; chaque représentation va remplir certains critères
mais échouer sur d'autres.
Une représentation rend accessible une information d'une certaine nature, c'est le contexte qui
détermine l'intérêt, la valeur de cette information. Avant de choisir une représentation, il peut donc
être nécessaire de limiter l'étude à une classe de signaux pour lesquels on dispose d'information a priori
sur leur nature ou leur contexte d'analyse. Dans cette étude, on s'intéresse aux signaux numériques
en général, de scènes sonores en particulier.
Même en posant ces limites, trouver une représentation qui remplisse tous les critères simultané-
ment va s'avérer problématique. Avant de présenter la stratégie adoptée dans cette thèse, il faut
introduire un concept essentiel dans ce travail, la parcimonie.
1.2.2 Parcimonie
Parcimonie en philosophie : Rasoir d'Ockham La parcimonie est une caractéristique souhaitable
reconnue depuis longtemps pour permettre de choisir entre deux modèles. On la retrouve par exemple
chez Aristote sous la forme suivante : "il vaut mieux prendre des principes moins nombreux, et
de nombre limité" 4. Ce principe est généralement connu sous le nom de rasoir d'Ockham et stipule
4. Aristote, Physique, I, 4, 188a17
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qu'entre deux explications possibles, il faut préférer celle qui est la plus simple, au sens de celle qui
nécessite le moins d'hypothèses, le nombre le plus faible de causes.
Philosophiquement, cet argument a servi à de nombreuses reprises, on le trouve notamment chez
Wittgenstein dans sa critique du solipsisme 5 reprise depuis de nombreuses fois (par exemple par
D. Deutsch 6). Le rasoir d'Ockham est également utilisé pour justiﬁer l'adoption de modèles math-
ématiques. MacKay justiﬁe ainsi l'utilisation de l'inférence Bayésienne comme une application de ce
principe [Mac03]. En eﬀet, entre deux modèles explicatifs équivalents, la fonction de vraisemblance va
privilégier celui qui nécessite le moins de paramètres.
Parcimonie en sciences En mathématiques, la parcimonie sous la forme de concision d'une démon-
stration, est une qualité prisée. On le verra dans cette thèse, des problèmes fondamentaux mettant en
÷uvre la parcimonie sont au c÷ur de nombreux théorèmes récents d'algèbre et d'analyse. Historique-
ment, on retrouve la parcimonie dans de nombreux éléments et énoncés classiques (p.ex. tout entier
naturel pair supérieur à 2 est la somme de deux nombres premiers  Conjecture de Goldbach).
Dans le domaine des sciences physiques et de l'information, l'utilisation de la parcimonie est car-
actéristique d'un changement de paradigme récent. Le paradigme en vigueur au XIXe siècle (et pour
une large part du XXe siècle) avait pour critère central l'énergie (ou la puissance). Les problèmes
pratiques au c÷ur de la révolution industrielle s'écrivaient essentiellement sous la forme de minimisa-
tion de puissance mécanique ou électrique, de recherche d'équilibre énergétique et de maximisation de
rendements. Ainsi, du principe fondamental de la dynamique, aux lois de la thermodynamique jusqu'à
l'équation de Navier-Stokes, c'est l'énergie d'un système, son évolution et ses transformations qui sont
décrits. Une solution était préférable si elle optimisait un critère énergétique et ce pour des raisons
pratiques évidentes. Minimiser l'énergie nécessaire à la propulsion d'une locomotive, trouver les points
d'équilibre d'un système mécanique, les puits de potentiels énergétiques, minimiser l'erreur quadra-
tique entre une prévision et une observation, c'est ce type de tâches qui sous-tendait le paradigme
énergétique.
La parcimonie est invoquée lorsque la solution du paradigme énergétique n'est plus satisfaisante, ce
qui est souvent le cas des problèmes sous-déterminés ou combinatoires ou encore lorsque l'on s'intéresse
à la modélisation des causes d'un phénomène plutôt qu'a décrire son comportement.
Dans le domaine de la biologie, la parcimonie est à la base du système de caractérisation des
distances génétiques (phylogénétique). La fréquence d'occurrence des mutations étant extrêmement
faible, le nombre de variations entre deux génomes est un marqueur ﬁable de l'évolution. A l'inverse,
la modiﬁcation génétique de plus faible cardinalité est de fait la plus probable.
En algorithmique, la parcimonie sous-tend la notion de complexité (au sens de Kolmogorov), de
taille du langage et de ressources (espace mémoire, nombre d'opérations en virgule ﬂottante, etc...).
En linguistique, la parcimonie se retrouve dans la déﬁnition des grammaires et des ensembles de règles
de transformation.
En traitement de l'information enﬁn, la parcimonie se retrouve d'abord sous la forme de l'entropie
pour le codage de sources et de canaux. Le développement des canaux de communication a amené les
chercheurs (et notamment Shannon) à proposer des mesures de quantité d'information et de débit
minimum nécessaire à la transmission des messages.
5. Wittgenstein, Tractatus Logico-Philosophicus , Aphorisme 5.631
6. D. Deutsch, The Fabric of Reality , Chap. 4
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Depuis quelques décennies, les problèmes de représentations parcimonieuses de signaux occupent
une place grandissante dans les travaux scientiﬁques en traitement du signal. Les résultats fondamen-
taux présentés par Candès et al [CRT06] et Donoho [Don06] en 2006 et l'avènement consécutif
de la discipline d'acquisition comprimée (en anglais Compressed Sensing ou Compressive Sampling)
ont conﬁrmé cet engouement pour la recherche de solutions aux problèmes combinatoires à l'aide de
contraintes de parcimonie.
Dans ce travail, la parcimonie est envisagée non seulement dans une optique de réduction de
dimension, mais aussi d'extraction d'information. Si la parcimonie de la représentation présente un
intérêt évident pour le stockage et la compression de scènes sonores, nous verrons que la structure de
cette parcimonie rend également possible leur indexation.
1.2.3 Hiérarchisation des contraintes
Les objectifs et contraintes de l'archivage sont trop nombreux pour être pris en compte simultané-
ment. Une stratégie va donc consister à hiérarchiser ces objectifs. Pour cela, il faut d'abord remarquer
que les tâches que regroupe l'archivage correspondent à des profondeurs d'analyse diﬀérentes :
( Une classiﬁcation simple (p.ex. voix/musique/bruit/silence) suppose une représentation très
synthétique, qui ne retire que la substantiﬁque moelle du signal, ses caractéristiques les plus
grossières. Pour ce type de tâches, nous sommes intéressés par le traitement rapide, simple, de
grands volumes de données (collections de scènes sonores, ﬂux radiophoniques de plusieurs jours
etc..).
( La transcription (p.ex. de parole, de musique), la détection de similarités (p.ex. musicales, de
locuteurs, etc..), la classiﬁcation ﬁne (p.ex. en genres musicaux) et toutes les tâches d'indexation
plus complexes, nécessitent une analyse plus poussée des scènes sonores. Les échelles considérées
sont plus petites que pour la classiﬁcation simple (p.ex. pièces musicales de plusieurs secondes,
voire minutes)
( La compression, le stockage (en vue d'une décompression) supposent une analyse en profondeur,
qui rend possible la synthèse ﬁdèle de scènes sonores. L'échelle considérée est alors celle de
l'échantillon même, ou de la trame d'analyse, soit de quelques dizaines à une centaine de mil-
lisecondes.
Le tableau présenté en Figure 1.2.2 résume ces considérations. Ainsi, les diﬀérents objectifs doivent
être considérés avec plus ou moins de force selon le niveau d'analyse recherché et les tâches envisagées.
Pour la compression, les principaux objectifs seront la concision et la ﬁdélité, ce sous-problème de
l'archivage se ramène donc à un problème de parcimonie sous contrainte de reconstruction (c-à-d. de
synthèse).
Pour l'indexation, diﬀérents niveaux d'analyse peuvent aussi être déﬁnis, en fonction de la diﬃculté
de la tâche. Dans ces situations, l'archivage se ramène aux problèmes de détection de motifs récurrents,
de similarité et de classiﬁcation (c-à-d. d'analyse).
L'objectif de cette thèse est donc de proposer des méthodes de représentations qui soient pertinentes
à toutes ces échelles et donc à la fois pour l'analyse et la synthèse de scènes sonores.
Nous avons choisi d'étudier les représentations parcimonieuses, soit la représentation des scènes
sonores comme combinaisons linéaires d'un nombre réduit d'éléments d'un dictionnaire redondant.
Pour construire ces représentations, nous nous concentrons sur un type d'algorithme appelé Matching
Pursuit. Dans ce travail, nous étudions son potentiel tant pour la compression que pour l'indexation
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Figure 1.2.2: Hiérarchisation des objectifs en fonction de la profondeur d'analyse et de l'échelle des
données considérées. Les symboles utilisés expriment la force de la contrainte correspondante.
avec l'espoir que les performances sur ces deux missions justiﬁent la pertinence de cette approche pour
résoudre les problèmes d'archivage de scènes sonores.
Notre ambition est d'utiliser ce type d'algorithmes aux diﬀérents niveaux d'analyse exposés plus
haut, et d'expliciter les conditions qui peuvent permettre de respecter toutes les contraintes de
l'archivage. Une architecture d'archivage, basée sur une hiérarchisation des contraintes, pourra alors
être envisagée.
1.3 Contributions
Les contributions de cette thèse se situent à diﬀérents niveaux, correspondant aux échelles de
données et de profondeur d'analyse.
1.3.1 Algorithmes gloutons aléatoires et dynamiques
Dans le but d'adapter la représentation aux contraintes spéciﬁques à chaque niveau d'analyse, il
est intéressant d'envisager les approches qui construisent itérativement ces représentations. Dans ce
travail, nous nous concentrons sur les algorithmes dits gloutons de la famille Matching Pursuit. Nous
proposons en particulier une variante utilisant une séquence de sous-dictionnaires pseudo-aléatoire au
lieu d'un dictionnaire ﬁxe. Nous montrons que dans une application de compression de scènes sonores,
cet algorithme peut permettre d'obtenir une amélioration substantielle du compromis débit-distorsion
avec un modèle simple de codage. Cette méthode a fait l'objet d'une publication de revue dans Signal
Processing en octobre 2012 [MDR12a].
Nous proposons également une étude du comportement asymptotique de ces algorithmes. En util-
isant une modélisation originale de la convergence basée sur les statistiques d'ordre, nous verrons
que ce comportement incite à étendre la paramétrisation dynamique de l'algorithme à la taille du
sous-dictionnaire au ﬁl de la décomposition.
1.4. Plan du manuscrit 11
1.3.2 Méthodes de détections de motifs récurrents
Les algorithmes gloutons sont ensuite envisagés pour la détection de structures et plus précisément
de redondances et de similarités. Nous nous sommes d'abord intéressés à la déﬁnition d'une mesure de
similarité basée sur les principes de codage distribué. Nous proposons une méthode, appelée factorisa-
tion, qui évalue la similarité de deux signaux par la faculté de la représentation de l'un à représenter
l'autre. Ce faisant, les bases d'un codage joint sont également posées. Ce travail à fait l'objet d'une
publication lors de la conférence ICASSP 2011 [MDR11].
A une tout autre échelle, nous avons étudié la pertinence d'une décomposition superﬁcielle par
algorithme glouton pour une tâche de détection de récurrences par comparaison d'empreintes. Au sein
d'une collaboration avec S. Fenet de Telecom ParisTech, nous avons proposé une architecture robuste
de segmentation de ﬂux radiophonique en objets récurrents. Dans cette architecture, nous montrons
que des empreintes très simples basées sur une décomposition superﬁcielle permettent d'obtenir des
résultats compétitifs, comme le montrent les scores obtenus lors d'une campagne d'évaluation menée
au sein du projet QUAERO. Ce travail a fait l'objet d'une publication lors de la conférence EUSIPCO
2012 [FMG+12].
1.3.3 Méthode de séparation de sources communes
Nous proposons enﬁn une méthode originale de séparation de sources informée par la redondance.
Là encore, un algorithme glouton est proposé pour résoudre un problème de construction d'approx-
imations jointes de scènes sonores répétitives. Cette application semble a priori, assez éloignée des
problématiques de l'archivage. Mais dans ce cas particulier, la séparation peut se comprendre comme
un eﬀet secondaire, indirect, résultant d'une approche de décomposition distribuée. Cet exemple d'ap-
plication illustre un phénomène intéressant pour l'archivage : dans cette situation en eﬀet, nous obser-
vons que les critères de reconstruction et de séparation de sources sont optimisés simultanément. Ceci
ouvre des perspectives plus larges dans lesquelles compression et indexation sont interdépendantes et
gagnent à être eﬀectuées de concert. Ce travail a fait l'objet d'une publication lors de la conférence
EUSIPCO 2012 [MRD12].
1.4 Plan du manuscrit
Le manuscrit est divisé en trois parties. La première se consacre à l'état de l'art et ne contient pas
de contributions originales. Celles-ci se répartissent dans les parties 2 et 3. Le détail des chapitres est
le suivant :
Partie 1 : Techniques de Représentations Parcimonieuses
Chapitre 2 Ce chapitre s'attache à présenter les représentations usuelles des signaux audio ainsi que
les méthodes de l'état de l'art sur les représentations parcimonieuses. Il permet de situer ce
travail dans ce domaine de recherche très actif, en présentant la formulation générale du prob-
lème de parcimonie sous contrainte de reconstruction et l'éventail des méthodes et algorithmes
s'attaquant à ce problème.
Chapitre 3 Ce chapitre s'attarde sur les algorithmes gloutons qui sont au coeur de ce travail. Il tente
de dresser un inventaire des variantes existantes dans l'état de l'art, tant en terme de règles de
mise à jour que de critères de sélection.
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Partie 2 : Poursuites Aléatoires et Dynamiques
Chapitre 4 Ce chapitre présente une variante de Matching Pursuit développée durant cette thèse
pour la compression de scènes sonores. L'algorithme y est présenté ainsi qu'une adaptation au
cas de dictionnaires temps-fréquence. Les principaux résultats sur une tâche de codage sont
présentés.
Chapitre 5 Ce chapitre étend la réﬂexion et les concepts développés pour l'algorithme présenté au
chapitre précédent et propose une étude du comportement dynamique des algorithmes gloutons.
L'étude asymptotique de ce comportement permet d'envisager une évolution intelligente de la
taille des sous-dictionnaires utilisés au cours de la décomposition. Des résultats préliminaires sur
une tâche de codage sont également présentés.
Partie 3 : Redondances et Structures
Chapitre 6 Ce chapitre introductif de la 3e partie commence par décrire les diﬀérents niveaux de
structure qu'il est utile de considérer dans un contexte d'archivage. Il introduit ensuite les
méthodes existantes pour découvrir et exploiter ces structures et présente quelques exemples
d'applications pratiques.
Chapitre 7 Ce chapitre présente les méthodes proposées pour la détection de motifs récurrents à
diﬀérentes échelles. Sur des échelles courtes, un algorithme de factorisation des représentations
est présenté, qui permet en outre de déﬁnir une mesure de similarité eﬃcace. Sur des échelles
plus grandes, une empreinte acoustique construite sur une décomposition très superﬁcielle est
utilisée sur une tâche de segmentation de ﬂux radiophoniques en objets redondants.
Chapitre 8 Dans ce chapitre, nous présentons une méthode originale de séparation de sources, à
l'aide d'un algorithme de décompositions jointes de scènes répétitives.
Enﬁn, le Chapitre 9 conclut cette thèse et expose quelques-unes des perspectives ouvertes par ce
travail.
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Chapitre 2
Représentations de signaux Audio
Dans ce chapitre, nous tenterons de dresser un état de l'art du problème de représentation des
signaux en général, et des scènes sonores en particulier. Pour cela nous aborderons en premier lieu les
représentations usuelles de signaux audio en section 2.1, réparties en trois catégories. Les représen-
tations sémantiques ( en section 2.1.1) sont les plus souvent rencontrées par le grand public. Elles
procèdent de la transcription du signal vers un langage  naturel, musical ou autre  mais ne sont
généralement pertinentes que pour un sous-ensemble de scènes sonores. Les représentations par pa-
quets de descripteurs (section 2.1.2), sont très utilisées pour la classiﬁcation, la segmentation, et plus
généralement l'extraction d'information du signal. Enﬁn, parmi les représentations inversibles des sig-
naux audio, celles basées sur des transformées temps-fréquence seront particulièrement étudiées dans
la section 2.1.3.
Dans un second temps, nous présenterons en section 2.2 le formalisme particulier qui sous-tend
cette thèse, celui des représentations parcimonieuses. Ce cadre très général nous permettra de présen-
ter diﬀérents angles de vue. L'apprentissage de dictionnaire (section 2.2.2), problème voisin qui tire
également proﬁt des contraintes de parcimonie, mais pour lequel il est encore plus malaisé de trou-
ver l'optimum. A l'opposé, l'utilisation de dictionnaires structurés (section 2.2.3) permet de réduire
grandement la complexité des méthodes et présente de nombreux avantages pour les signaux non sta-
tionnaires de grande dimension tels que les scènes sonores. Enﬁn, une facette désormais très importante
est celle qui s'intéresse à la reconstruction parcimonieuse de signaux sous-échantillonnés (section 2.2.4),
au c÷ur du champ du Compressed Sensing qui occupe ces dernières années une grande partie de la
communauté des représentations parcimonieuses.
La dernière section 2.3 de ce chapitre sera consacrée aux algorithmes et méthodes de calcul
des représentations mentionnées, avec une subdivision relativement classique en trois groupes : les
méthodes convexes (section 2.3.1), Bayésiennes (section 2.3.2) et itératives (section 2.3.3).
2.1 Représentations usuelles de signaux audio
Pour illustrer les diﬀérentes représentations usuelles des signaux audio, nous utiliserons quatre
exemples monophoniques illustrant la diversité des scènes sonores :
( Un enregistrement de glockenspiel solo (5 secondes)
( Un enregistrement de voix d'homme (langue allemande, 5 secondes)
( Un extrait d'un morceau de musique populaire (chant, guitare, batterie, basse, 5 secondes)
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Figure 2.1.1: Formes d'ondes des exemples de scènes sonores. Fréquence d'échantillonnage de 32000
Hz.
( Un enregistrement de bruit de pluie sur gazon en extérieur (5 secondes)
La ﬁgure 2.1.1 présente les formes d'onde (échantillonnées à 32000 Hz) de ces quatre scènes.
2.1.1 Représentations sémantiques
On parle de représentation sémantique lorsque celle-ci est porteuse de sens, ce qui suppose un con-
texte, une ontologie pré-existante. Par ontologie on entend un ensemble de concepts structurés, c'est
à dire une terminologie et un ensemble logique de description des relations entre les termes. L'étendue
de cet espace est fortement limitée par les présupposés qui fondent ces concepts. En conséquence,
il sera diﬃcile d'envisager des espaces sémantiques pouvant contenir l'ensemble des représentations
des scènes sonores existantes. Au contraire, plus un espace sémantique est riche de concepts, plus le
sous-ensemble de signaux ayant un représentant dans cet espace sera réduit.
La musique, et en particulier la musique occidentale, est un exemple intéressant d'espace séman-
tique auquel il serait souhaitable de pouvoir associer des représentations de scènes sonores. Néanmoins,
parmi les quatre exemples de scènes sonores présentées, seuls la première et la troisième se prêtent à
des représentations musicales. Les partitions, les grilles d'accord, l'écriture du rythme, tous les moyens
d'écriture et d'analyse musicale sont pertinents sur ces deux exemples, mais ne peuvent s'appliquer à
la voix humaine parlée ni à un enregistrement de pluie. Des compositeurs contemporains s'attachent
certes à étendre l'écriture musicale à ce type de scènes, mais chaque compositeur - sinon chaque ÷u-
vre - adopte un formalisme propre. Le passage d'un signal audio vers une représentation musicale
(Figure 2.1.2) est appelé transcription et constitue en soi un domaine de recherche important. Une
introduction à cette thématique se trouve dans les travaux de thèse de N. Bertin [Ber09].
Citons également les travaux de Raimond [RA07] visant à intégrer les concepts musicaux au sein
du formalisme OWL 1 (pour Ontology Web Language) à la base des techniques d'extraction d'infor-
mation souvent regroupées sous le nom de Web sémantique.
Le langage déﬁnit également un espace sémantique. La deuxième scène sonore possède une représen-
tation cohérente dans cet espace, et d'une certaine manière l'extrait de musique populaire également
à travers le texte chanté. Le passage d'un enregistrement de voix vers une représentation en langage
naturel (Figure 2.1.3) déﬁnit le champ de la reconnaissance automatique de parole (RAP). Une vue
d'ensemble des techniques de RAP se trouve dans le livre de J.P. Haton [HCF+06].
1. http ://www.w3.org/TR/owl-features/
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Figure 2.1.2: Transcription : Représentation sémantique d'une scène sonore (extrait numéro 1) util-
isant un langage musical (partition).
Figure 2.1.3: Transcription : Représentation sémantique d'une scène sonore (extrait numéro 2) util-
isant un langage naturel (allemand).
Figure 2.1.4: Indexation : Représentation sémantique d'une scène sonore (extrait numéro 3) utilisant
une collection d'étiquettes.
Un champ important de recherche de la communauté du traitement du signal s'intéresse à la
recherche d'information musicale (MIR pour Music Information Retrieval). Une approche commune
de MIR est d'associer à une scène sonore une représentation sémantique sous la forme d'une collection
d'étiquettes, choisie parmi un ensemble pré-existant. Le contexte sémantique est dans ce cas, limité
par la variété des étiquettes disponibles. Le passage du signal vers une collection d'étiquettes (Figure
2.1.4) est un problème complexe souvent traité par des méthodes d'apprentissage statistique. Un
ensemble de signaux de tests est préalablement étiqueté à la main et sert à entraîner un système de
classiﬁcation, que l'on utilise ensuite sur des données nouvelles (non étiquetées). Ce processus découple
d'une certaine façon le problème de l'interprétation sémantique de celui de la représentation. Le sens
n'apparait que dans la mesure où les étiquettes ont une signiﬁcation pour celui qui les manipule (voir
l'expérience proposée par Sturm [SN12]). La représentation, elle, n'a pour seul but que d'associer un
signal à un objet dans un espace déﬁni. A proprement parler, il s'agit donc plutôt de représentations
intermédiaires entre le signal et un espace sémantique.
Nous pouvons supposer que l'interprétation humaine des scènes sonores est basée sur des représen-
tations sémantiques. Ainsi à l'écoute du bruit de la pluie, un individu peut y associer des images,
des odeurs. A la musique, l'être humain associe des émotions, qui bien souvent lui sont propres de
par son histoire personnelle. Toutes ces représentations internes sont porteuses de sens mais leur con-
texte d'existence se restreint à un groupe voire un seul individu, ou même parfois à un instant donné
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Figure 2.1.5: Taux de passage par zéro au cours du temps (trames de 32 ms) pour 4 scènes sonores
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Figure 2.1.6: 13 premiers MFCC (valeur absolue) de 4 scènes sonores (glockenspiel, voix homme,
musique pop et bruit de pluie).
de la vie d'un individu précis. Cette impossibilité de généralisation pose problème et questionne sur
l'opportunité de l'utilisation de ce type de représentations dans le contexte de ce travail.
Passer du signal à ces représentations sémantiques est un vrai déﬁ car cela suppose l'existence
d'une ontologie dans laquelle ces représentations ont un sens, et de telles ontologies ne peuvent être
déﬁnies pour l'ensemble des scènes sonores envisagées dans ce travail. Pourtant, ces représentations
semblent idéales pour réaliser des tâches d'indexation. Si l'on s'en réfère aux objectifs déﬁnis dans
l'introduction (voir 1.1.2 page 4), les représentations sémantiques remplissent quatre critères : Com-
parabilité, Séparabilité, Concision, Lisibilité. En revanche, elles ne sont pas inversibles et leur calcul
à partir du signal, quand il est possible, peut être complexe.
2.1.2 Représentations par paquets de descripteurs
Les représentations sémantiques ont l'inconvénient de nécessiter la mise en place d'un contexte
ontologique complexe et sont diﬃcilement généralisables à toutes les scènes sonores. Une catégorie
plus simple de représentations est déﬁnie par l'extraction de descripteurs à partir du signal. Ceux-ci
(généralement de dimension très inférieure) décrivent des propriétés du signal (harmonicité, fréquence
fondamentale, répartition spectrale etc..).
Parmi les tâches qui composent le problème de l'archivage de scène sonores, la classiﬁcation de
celles-ci et plus généralement l'extraction d'information (MIR) incite à choisir ce type de représenta-
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tions par paquets de descripteurs. De même que les représentations sémantiques, celles-ci ne permettent
(généralement) qu'une phase d'analyse et ne sont pas inversibles (en dehors de quelques tentatives
notamment celle de Ellis 2). En revanche, leur calcul est simple. Un ensemble de K descripteurs d'un
signal x tient lieu de représentation, chacun de ces descripteurs dk peut vivre dans un espace spéciﬁque
Dk :
X → D1 ×D2 × ..×DK
x→ (d1, d2, .., dK)
En MIR, de très nombreux descripteurs ont été proposés. La norme MPEG 7 - Audio (ISO/IEC
15938-4 :2002) propose une classiﬁcation des descripteurs audio en 6 groupes, plus un descripteur de
silence. Il est possible de simpliﬁer cette nomenclature et distinguer trois grand ensembles :
( Les descripteurs temporels : Ces descripteurs sont calculés directement sur la forme d'onde et
sur ses moments statistiques. Par exemple, le taux de passage par zéro par trame d'analyse qui
donne une indication de la fréquence dominante d'un signal et de sa stabilité harmonique. La
détection d'évènements très courts (p. ex. les attaques de notes [BDA+05]) ou de silence, peut
également se faire dans le domaine temporel en analysant, par exemple, la variation de l'énergie
au cours du temps.
( Les descripteurs fréquentiels ou spectraux : Principalement calculés sur une transformée temps-
fréquence de type TFCT ou CQT (voir 2.1.3) et sur les moments statistiques spectraux (moyenne,
asymétrie, etc..). Les vecteurs de chroma sont particulièrement utilisés dans le monde de la
recherche d'information musicale [PLR02, Got03, JE09, RR09]. Les informations de hauteurs
de notes (pitch), de fréquence fondamentale et d'amplitudes de partiels lorsqu'un mode de pro-
duction harmonique est supposé. Les caractéristiques des ﬁltres (p. ex. les coeﬃcients Linear
Predictive Coding (LPC)) lorsqu'un modèle de production de type source/ﬁltre est adopté.
( Les descripteurs timbraux : le timbre est une notion diﬃcile à déﬁnir, cette catégorie regroupe
les descripteurs de la dynamique spectrale d'un signal. On y retrouve les descripteurs cepstraux
de type Mel-Frequency Cepstrum Coeﬃcients (MFCC), omniprésents en traitement de la pa-
role, mais également le ﬂux spectral, utilisé pour la détection d'attaques [BDA+05] et d'autres
descripteurs de la variation spectrale au cours du temps.
Ce type de représentation est souvent un préalable à une tâche d'apprentissage statistique, inenvis-
ageable sur les signaux bruts en raison de leurs dimensions. De plus, le passage vers les espaces de
descripteurs peut faciliter grandement l'analyse d'une scène. La Figure 2.1.5 présente le taux de fran-
chissement en zéro, calculé sur des fenêtres glissantes de 30 ms, de nos diﬀérents exemples de scènes
sonores. On remarque que les signaux harmoniques de la première scène présentent une forte stabilité
de ce descripteur. Le signal de parole présente une alternance de valeurs basses et de pics, correspon-
dant à l'enchaînement de phonèmes voisés et non voisés. Les signaux de musique et de bruit donnent
des valeurs moins lisibles, avec relativement peu de variations.
Il faut distinguer la vision sac de descripteurs qui consiste à représenter un signal par une col-
lection de descripteurs, dans un but d'apprentissage non-supervisé, et les travaux qui construisent
des modèles dynamiques des signaux à partir de ces descripteurs. Pionniers des méthodes sac de
descripteurs, Scheirer et al [SS97] proposent ainsi un assemblage de descripteurs pour une tâche de
discrimination voix / musique. Une étude des diﬀérents descripteurs et de leur utilité dans ce type de
2. http ://labrosa.ee.columbia.edu/matlab/rastamat/
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tâche d'apprentissage est eﬀectuée par Peeters [Pee03]. Un état de l'art plus complet ainsi qu'une
discussion plus poussée des diﬀérentes approches se trouve dans la thèse de S. Essid [Ess05], et plus
récemment dans les travaux de Joder et al [JER08, JE09], Ramona et al [RR09, RP11b] et
Foucard et al [FELR11]
2.1.3 Représentations par transformée temps-fréquence
Les représentations sémantiques et par paquets de descripteurs sont, a priori, non inversibles et
constituent donc un moyen d'analyse et d'extraction d'information des scènes sonores, mais pas de les
générer. Dans cette partie nous décrivons des représentations adaptées à l'analyse et à la synthèse de
scènes sonores.
Les signaux audio numériques sont des ondes mécaniques (des sons) échantillonnées (p. ex. par
le biais d'un convertisseur analogique-numérique après captation par un dispositif de type micro-
phone). La nature ondulatoire des sources (cordes vocales, instruments de musique, ...) fait de l'anal-
yse fréquentielle un outil privilégié de représentation. On a vu plus haut la transformée de Fourier
1.2.1, parfaitement inversible et instrument de base de l'analyse des signaux stationnaires et systèmes
linéaires et invariants.
Transformée de Fourier à court terme La transformée de Fourier réalise une projection du
signal sur une base de fonctions trigonométriques stationnaires. Pour l'étude de signaux réels, non
stationnaires, il devient intéressant d'utiliser des projections localisés dans le plan temps-fréquence.
Ces transformations peuvent se voir sous la forme de bancs de ﬁltres de largeur constante. Cette
caractéristique permet de les calculer à l'aide d'algorithmes rapides, en particulier la Transformée
de Fourier Rapide (TFR ou FFT pour Fast Fourier Transform) basée sur l'algorithme de Cooley-
Tukey de complexité O(N logN), où N est la dimension du signal.
La plus fréquemment rencontrée de ces représentations est la transformée de Fourier à court terme
(TFCT). Cette transformée réalise localement (pour une trame p) une transformée de Fourier sur une
fenêtre d'analyse glissante w de taille L, réelle symétrique (p. ex. une fenêtre de Hann) normalisée
(‖w‖2 = 1), choisie de telle sorte qu'il existe une transformée inverse pour des signaux x discrets :
RTFCT (x)[p, k] = 1
γ
L−1∑
n=0
w[n] · x[n− p∆n] · exp
(
−j2pik n
L
)
(2.1.1)
où k est la variable fréquentielle discrète appelée bin, ∆n est un pas d'avancement entre deux trames
consécutives et γ est un facteur de normalisation. Cette transformée est inversible si elle déﬁnit un
repère, il suﬃt de réaliser pour chaque trame une Transformée de Fourier discrète inverse, puis de
sommer ces contributions avant de normaliser par la somme des P trames (méthode Overlap-Add) :
x[n] =
1
P
P∑
p=0
w∗[n− p∆n]
L−1∑
k=0
RTFCT (x)[p, k] exp
(
j2pikn
L
)
(2.1.2)
où w∗ est une fenêtre de synthèse, parfois diﬀérente de la fenêtre d'analyse. La reconstruction est
parfaite si la condition (Constant Overlap-Add) :
∀n,
P∑
p=0
w[n− p∆n]w∗[n− p∆n] = 1 (2.1.3)
est vériﬁée.
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Figure 2.1.7: Logarithme du module de la TFCT de 4 signaux audio (glockenspiel, voix homme,
musique pop et bruit de pluie), fenêtre de Hann (30 ms) recouvrement de 50%.
En revanche, la précision de la localisation des composantes dans le plan temps-fréquence obéit à
un compromis lié au principe d'incertitude d'Heisenberg. La complexité de RTFCT est dominée par
celle d'une TFR. Son calcul nécessite en eﬀet le calcul de P TFRs de taille L, soit O(PL logL).
Un certain nombre de transformées temps-fréquence sont disponibles. La TFCT réalise une pro-
jection locale sur une échelle de fréquences linéairement espacées fk = k
fs
L où fs est la fréquence
d'échantillonnage. La Figure 2.1.7 présente le logarithme du module de la TFCT des 4 scènes sonores
précédentes. Les fortes valeurs ﬁgurent la distribution de l'énergie dans le plan temps fréquence. Pour
le signal de Glockenspiel, l'énergie est localisée sur des composantes horizontales (résonances har-
moniques) et verticales (attaques transitoires). Pour le signal de voix d'homme, on observe un spectre
caractéristique d'une alternance de spectres localement pseudo-harmoniques et de sons bruités, ﬁltrés,
correspondant au mode de production de la parole. La troisième scène sonore est plus confuse car
plus riche, mais on y distingue toujours des composantes transitoires et harmoniques. Enﬁn pour le
bruit de pluie, en dehors de quelques transitoires (lors d'impacts de gouttes dans un voisinage du
microphone), le spectre est uniformément bruité.
Transformée en cosinus discrets Une transformée couramment utilisée pour l'analyse des sig-
naux audio est la Transformée en Cosinus Discrète (DCT), et son avatar appelée Modiﬁed Discrete
Cosine Transform (MDCT)[PB86], que l'on retrouve dans la plupart des standards de codage audio
MPEG[MPE99]. La MDCT et ses variantes (p. ex. la version complexe présenté parMalvar [Mal99]),
sont basées sur la transformée en cosinus discrète de type IV qui s'écrit pour un signal x de taille L :
RDCT−IV [k] =
√
2
M
L−1∑
n=0
x[n] · cos
[
(
1
2
+ n) · (1
2
+ k) · pi
L
]
(2.1.4)
la version présentée par Princen et Bradley [PB86] permet de garantir une reconstruction parfaite
à la synthèse grâce à un échantillonnage critique. Cette propriété se comprend plus aisément lorsqu'on
reformule la MDCT sous forme matricielle. Soit x un vecteur de tailleN = PK composé de P segments
de taille K. La MDCT de taille L = 2K s'écrit comme une matrice de transformation T de taille
N ×N :
T [n, pK + k] = φp,k[n] pour p ∈ [0..P − 1] , k ∈ [0..K − 1] et n ∈ [0..N − 1] (2.1.5)
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où :
φp,k[n] = wp[u]
√
2
K
cos
[
pi
K
(
u+
K + 1
2
)(
k +
1
2
)]
(2.1.6)
avec u = n− (p− 12 )K et wp une fenêtre d'analyse sur la trame p. La condition d'inversion qui permet
une reconstruction parfaite se comprend alors comme une condition d'orthogonalité sur la matrice T :
TT T = I (2.1.7)
il est ensuite aisé de montrer [Rav08] que cette condition est obtenue lorsque la fenêtre choisie vériﬁe
pour u ∈ [0..L2 − 1] :
w0[u] = 1 (2.1.8)
w2p[u+
L
2
] + w2p+1[u] = 1, p ∈ [0..P − 2] (2.1.9)
wP−1[u+
L
2
] = 1 (2.1.10)
Les conditions 2.1.8 et 2.1.10 assurent la conservation aux bords du signal. Parmi les fenêtres vériﬁant
la condition 2.1.9, on trouve la fenêtre de Kaiser-Bessel dérivée [FBD+96] ou la fenêtre sinusoïdale
proposée par Malvar [Mal99] :
w[n] = sin
[
pi
L
(
u+
1
2
)]
(2.1.11)
En pratique, l'utilisation de TFRs permet d'éviter le calcul de la matrice T et du produit matriciel :
c = T Tx (2.1.12)
donnant le vecteur c de coeﬃcients de la MDCT.
La TFCT et la MDCT sont simples et aisément calculables, elle explicitent l'information fréquen-
tielle instantanée des signaux, mais souﬀrent de deux handicaps :
( La résolution fréquentielle est contrainte par la taille de la fenêtre d'analyse choisie. De plus
cette résolution est constante pour toutes les fréquences.
( La résolution temporelle est contrainte par le pas d'avancement entre deux fenêtres consécutives,
en particulier pour la MDCT où ce pas d'avancement est ﬁxé à exactement une demi-fenêtre
pour assurer une inversion parfaite.
Transformée à Q constant Pour certaines applications (p.ex. musicales), des échelles fréquen-
tielles logarithmiques peuvent être préférables. Parmi ces représentations, la transformée à Q constant
(CQT) ajuste la résolution fréquentielle en utilisant des fenêtres de taille diﬀérente pour chaque bin
fréquentiel :
RCQT [k] = 1
Lk
Lk−1∑
n=0
wk[n] · x[n]e−j2pin
fk
fs (2.1.13)
où wk est une fenêtre d'analyse de longueur Lk propre à chaque fréquence. Celles-ci sont géométrique-
ment espacés sur une échelle tempérée déﬁnie par la fréquence fmin minimale correspondant au bin k
et à une constante B déﬁnissant le nombre de bins par octave (typiquement B = 12, 24, 36..) :
fk = (2
1/B)k · fmin (2.1.14)
La Figure 2.1.8 présente le logarithme du module de la CQT des scènes sonores précédentes. L'échelle
des fréquences est ici l'échelle de hauteur de la norme MIDI. Cette dernière établit une correspondance
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Figure 2.1.8: Logarithme du module de la CQT de 4 signaux audio (glockenspiel, voix homme,
musique pop et bruit de pluie), 8 octaves, 36 bins par octave .
entre l'échelle logarithmique des fréquence et la gamme tempérée où la référence est donnée par le La
du diapason à 440 Hz, correspondant à l'indice MIDI 69. La conversion s'opère avec :
p = 69 + 12 log2
(
f
440
)
(2.1.15)
ce qui garantit qu'un intervalle de fréquence déﬁnissant une octave (f1et f2 = 2f1) est représentés par
12 hauteurs MIDI, correspondant aux 12 notes de la gamme tempérée.
En général, on peut déﬁnir n'importe quelle transformation temps-fréquence basée sur une trans-
formée de Fourier (voir l'étude de Fillon et Prado[FP12]) par :
∀x ∈ RN ,RTF (x)[p, k] = 1
γk
N−1∑
n=0
wp,k[n] · x[n] · e−j2pin
fk
fs (2.1.16)
où la fenêtre d'analyse wp,k et le facteur de normalisation γk sont spéciﬁques à chaque bin fréquentiel.
2.1.4 Repères
La théorie des repères permet de faire le lien entre les représentations temps-fréquences présentées
ci-dessus et les représentations parcimonieuses en introduisant le concept de redondance. Le lecteur
intéressé pourra se référer à [Mal09]. Soit H un espace de Hilbert et {φi}i∈I une famille de vecteurs de
H (ﬁnie ou inﬁnie), on dit que {φi}i∈I est un repère de H s'il existe deux constantes réelles B ≥ A > 0
telles que
∀x ∈ H, A‖x‖2 ≤
∑
i∈I
|〈x, φi〉|2 ≤ B‖x‖2 (2.1.17)
lorsque A = B on parle de repère ajusté (tight frame). La famille {φi}i∈I décrit un opérateur Φ tel
que :
∀i ∈ I, ∀x ∈ H, Φxi = 〈x, φi〉 (2.1.18)
Un cas particulier de repère ajusté est une base orthonormale. En dimension ﬁnie N une base
orthonormale est déﬁnie par la matrice carrée Φ dont les colonnes {φi}i∈[0..N−1] sont deux à deux
orthogonales : ∀i, j 〈φj , φi〉 = δij où δij est le symbole de Kronecker. Une représentation dans une base
orthonormale est unique et s'écrit :
R(x) = c = Φx (2.1.19)
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Cette représentation est inversible, les coeﬃcients d'analyse peuvent être utilisés directement à la
synthèse :
x = R†(c) = ΦT c (2.1.20)
Dans le cas général en revanche (A 6= B), il n'est pas possible d'utiliser les vecteurs d'analyse
directement pour la synthèse. L'opérateur adjoint Φ∗ de Φ est déﬁni sur l'ensemble des vecteurs
d'énergie ﬁnie `2(I) :
∀x ∈ H,∀c ∈ `2(I), 〈Φ∗c, x〉 = 〈c,Φx〉 =
∑
i∈I
ci〈x, φi〉∗ (2.1.21)
et permet la synthèse à partir des coeﬃcients d'analyse :
Φ∗Φx =
∑
i∈I
〈x, φi〉φi (2.1.22)
L'inversibilité de l'opérateur dépend de la nature du repère. Si les vecteurs de la famille sont linéaire-
ment indépendants (on parle alors d'une base de Riesz), le repère dual est une base biorthogonale.
Dans le cas contraire, et en l'absence d'hypothèse supplémentaire, la reconstruction s'eﬀectue à partir
des coeﬃcients d'analyse à l'aide d'une pseudo-inversion de Moore-Penrose.
Redondance Si les vecteurs du repère sont normalisés (∀i ∈ I, ‖φi‖2 = 1) la redondance est déﬁnie
par le rapport entre le nombre de vecteurs P = card(I) et la dimension N . Le Théorème 5.2 [Mal09]
stipule de plus :
A ≤ P
N
≤ B (2.1.23)
On montre ainsi par exemple que l'union dem bases orthonormales forme un repère dont la redondance
est m.
Repères de Fourier Dans le cas de la MDCT, Φ est un repère ajusté déﬁnissant une base orthonor-
male ce qui rend l'inversion très simple. Dans le cas général d'une représentation temps fréquence,
l'équation (??) permet de réaliser la synthèse.
Il est possible de construire un repère de Fourier discret (ou repère de Gabor) à partir d'une base
de Fourier discrète {ej2pink/L}0≤k<L ∈ CL. Pour cela on peut utiliser une fenêtre w symétrique (de
même qu'en (2.1.16)) et un décalage ∆n tel que N = P∆n. La collection de vecteurs {φp,k}(p,k)∈Z2
de la forme :
φp,k = w[n− p∆n] exp
(
j2pikn
L
)
(2.1.24)
est un repère de Fourier ajusté à la condition ([Mal09], Théorème 5.18) :
∀0 ≤ n ≤ N, L
P−1∑
p=0
|w[n− p∆n]|2 = A > 0 (2.1.25)
La collection {φp,k}(p,k)∈Z2 réalise une couverture du plan temps-fréquence dont le maillage régulier
est déterminé par le couple de pas temps-fréquence (∆n,∆k). On peut alors, par exemple, interpréter
la transformée de Fourier à court terme sous forme de produits scalaires :
RTFCT [p, k](x) = 〈x, φp,k〉 (2.1.26)
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De la même façon on peut envisager les transformées temps-fréquence décrites ci dessus, sous la forme
de produit scalaires dans des repères ajustés (avec quelques restrictions pour la CQT [Bro91]).
Dans la suite, nous considèrerons des dictionnaires sous la forme de repères. La famille de vecteurs
{φi}i∈I sera choisie complète et redondante. Les repères ajustés déﬁnis par les transformées temps-
fréquence de type Fourier oﬀrent le grand avantage d'avoir un repère dual identique, ce qui rend
l'inversion très simple. En revanche, ces repères ne garantissent pas toujours la concision des représen-
tations. Nous allons considérer des repères redondants, dans lesquels on espère voir apparaître une
propriété essentielle : la parcimonie.
Objectif Représentations
Sémantiques Descripteurs Temps-Fréquence
Fidélité non-inversible non-inversible inversible
Comparabilité oui possible possible
Séparabilité hypothétique possible possible
Concision oui oui non
Simplicité non oui oui
Lisibilité haut-niveau intermédiaire bas niveau
Table 2.1.1: Récapitulatif de l'adéquation entre les objectifs et les propriétés des représentations
temps-fréquence
2.2 Représentations Parcimonieuses
La grande majorité des signaux naturels complexes (en particulier les scènes sonores) ne peuvent
dans le cas général être représentés à l'aide d'un nombre réduit de coeﬃcients dans une seule base.
Pour obtenir des représentations exhibant cette propriété de parcimonie, il est nécessaire d'envisager
des dictionnaires redondants. Ce paradigme est à la base du champ de recherche sur les représentations
parcimonieuses.
Une étude exhaustive de l'état de l'art sur les représentations parcimonieuses se trouve dans le
livre de S. Mallat [Mal09]. Dans cette partie, nous éluderons la formulation continue des atomes
et présenterons directement les formules discrètes. Nous nous concentrerons sur les applications et
travaux récents.
2.2.1 Formulation
Représentations exactes Dans le paradigme des représentations parcimonieuses, on cherche une
représentation d'un signal x sous la forme d'une combinaison linéaire des éléments appelés atomes
d'un ensemble appelé dictionnaire :
x =
M−1∑
i=0
αidi (2.2.1)
où M est le nombre d'éléments du dictionnaire D = {di}i=0..M−1. Pondérés par l'ensemble α de
coeﬃcients αi, i = [0..M − 1], ces éléments constituent la représentation de x. Une formulation du
problème de parcimonie sous contrainte de reconstruction (1.1.4) est alors :
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min
α
P(α) , soumis à x =
M−1∑
i=0
αidi (2.2.2)
où P(α) est une fonctionnelle de parcimonie sur les coeﬃcients αi. Couramment, on utilise une norme
du type `p pour mesurer la parcimonie d'un vecteur :
‖α‖p =
(
M−1∑
i=0
|αi|p
) 1
p
(2.2.3)
mais d'autres mesures sont envisageables (p. ex. l'entropie [CW92]). On déﬁnit ainsi une classe de
problèmes :
(Pp) : min
α
‖α‖p , soumis à x =
M−1∑
i=0
αidi (2.2.4)
Le problème (P0) utilise la pseudo-norme `0 qui réalise un simple comptage des coeﬃcients non nuls. Ce
problème est combinatoire ; il formule une recherche de la plus petite combinaison linéaire d'éléments
d'un dictionnaire qui permet de reconstruire exactement x :
(P0) : min
α
‖α‖0 , soumis à x =
M−1∑
i=0
αidi (2.2.5)
or la seule façon de résoudre (P0) dans le cas général (c-à-d. sans contraintes additionnelles sur
le dictionnaire ou le signal) est de réaliser une recherche exhaustive des combinaisons d'atomes du
dictionnaire.
Représentations approchées La classe de problèmes (Pp) nécessite une reconstruction parfaite
du signal. On peut déﬁnir une classe de problèmes qui cherche une représentation de x sous la forme
d'une approximation :
x ≈
M−1∑
i=0
αidi (2.2.6)
On cherche alors la minimisation duale de la fonctionnelle de parcimonie sous contrainte de recon-
struction (2.2.7) ou alternativement la formulation pénalisée (2.2.8) :
(P p) : min
α
‖α‖p , soumis à ‖x−
M−1∑
i=0
αidi‖22 ≤  (2.2.7)
(Lλp) : min
α
(
‖x−
M−1∑
i=0
αidi‖22 + λ‖α‖p
)
(2.2.8)
L'équivalence P =0p ⇐⇒ Pp est évidente. Le coeﬃcient λ permet de régler le compromis entre parci-
monie de la synthèse et ﬁdélité de la reconstruction. La formulation (Lλp) fait apparaître la fonctionnelle
L(α, λ) = ‖x−∑M−1i=0 αidi‖22 + λ‖α‖p dont la minimisation (dans le cas convexe p > 0) procède de la
méthode du multiplicateur de Lagrange par annulation du gradient ∇L(α, λ).
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Figure 2.2.1: Dictionnaire constitué d'un ensemble de formes d'ondes. Le signal temporel en exemple
a une représentation parcimonieuse sous la forme d'une combinaison linéaire de trois éléments du
dictionnaire.
Figure 2.2.2: x a une représentation parcimonieuse α dans le dictionnaire Φ redondant (M > N).
Formulations matricielles Dans le cas de signaux complexes de dimension N ﬁnie, on utilisera
plutôt une écriture matricielle, soit Φ ∈ CN×M la matrice dictionnaire, une représentation α ∈ CM
de x ∈ CN dans Φ s'écrit :
x = Φ ·α (2.2.9)
Il est alors possible de reformuler (2.2.4), (2.2.7) et (2.2.8) :
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(Pp) : min
α
‖α‖p , soumis à x = Φ ·α (2.2.10)
(Pp) : min
α
‖α‖p , soumis à ‖x−Φ ·α‖22 ≤  (2.2.11)
(Lλp) : min
α
(‖x−Φ ·α‖22 + λ‖α‖p) (2.2.12)
Ces problèmes sont particulièrement intéressants dans le cas sous-determiné N < M . Dans le cas
p = 0, ces problèmes sont combinatoires. De nombreux travaux proposent une résolution sous-optimale
de ce problème (voir notamment les travaux de Dymarski et al [DMV90]). Ces recherches ont donné
naissance aux algorithmes dit gloutons que nous présentons plus en détail au chapitre suivant.
Une alternative est de choisir p de façon à hériter d'un problème convexe, pour lequel il existe des
méthodes établies pour trouver l'optimum.
Le cas de ﬁgure p = 2 est une forme particulière de régularisation de Tikhonov. Une solution
analytique α∗ est dérivable et s'écrit sous forme matricielle :
α∗ = Φ†x
où Φ† = ΦT (ΦΦT )−1 est le pseudo-inverse deMoore-Penrose. Cette solution est celle qui minimise
l'énergie de la solution, néanmoins ce critère énergétique n'est pas une garantie de parcimonie sur la
solution.
Le cas de ﬁgure p = 1 est une alternative très étudiée car la fonctionnelle `1 présente à la fois
de bonnes propriété de parcimonie et un proﬁl convexe. Il a donné lieu notamment aux approches
LASSO[Tib94] et Basis Pursuit [CDS98]. La norme `1 est en eﬀet une mesure qui favorise la parci-
monie tout en garantissant la convexité du problème. En revanche, il n'existe en général pas de forme
analytique simple de la solution.
2.2.2 Apprentissage de dictionnaire
Construire le dictionnaire à partir d'exemples de signaux est une idée raisonnable. La communauté
du traitement de la parole (et en particulier du codage [DMV90]) a été la première à envisager les
possibilités d'apprentissage de dictionnaires de phonèmes sur des données annotées [SW96]. Cette
idée se retrouve également pour des images [BM95], pour le codage de stimuli visuels dans le cortex
[OF96, LS00], et plus récemment pour la musique avec l'apprentissage de molécules harmoniques
[LVRD08, GB03].
Plus généralement, l'apprentissage de dictionnaire peut être considéré comme un champ spéciﬁque
de recherche s'attaquant au problème suivant (sous forme matricielle) : Soit X = [x1, ...,xk] ∈ CN×K
un ensemble de K signaux de dimension N , on cherche une matrice Φ ∈ CN×M d'éléments φi ainsi
qu'une matrice A = [α1, ...,αk] ∈ CM×K telles que X ≈ Φ ·A. La forme pénalisée de ce problème
est :
(DLλp) : min
Φ,A
1
K
K∑
i=1
(‖xi −Φ ·αi‖22 + λ‖αi‖p) (2.2.13)
Des méthodes récentes [MBP+08, RZE10, JM10] proposent des solutions à ce type de problèmes avec
des contraintes supplémentaire sur la forme et la structure des dictionnaires recherchés. Ces méthodes
font également le lien avec des techniques de factorisations matricielle de type Analyse en Composantes
Principales (PCA).
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Figure 2.2.3: Exemple de factorisation en Matrices non négatives (utilisant la divergence d'Itakura-
Saito). Le Spectrogramme d'un signal de Glockenspiel est approché par le produit de deux matrices
W (dictionnaire) et H (activations).
Factorisations matricielles Il convient également ici de citer d'autres approches de réduction de
dimension par factorisation matricielle. En particulier pour des données non-négatives telles que le
module de la TFCT. La factorisation en matrice non-négatives (NMF [LS01]) est une technique prisée
permettant d'approcher une matrice X (par exemple un spectrogramme, soit le module au carré de
la TFCT) par un produit WH où W est une matrice de spectres élémentaires appelée dictionnaire
et H contient les activations au cours du temps de ces spectres de base. Dans la version originale,
à la fois W et H sont apprises à partir des signaux. De nombreux travaux récents de traitement de
signaux audio sont basés sur ce type de décompositions (p. ex. pour la transcription automatique
[FBD09, HBD11a, FLBR12], la séparation de sources [LBF11, FBR12] etc..). La Figure 2.2.3 présente
un exemple d'une telle factorisation.
La plupart des méthodes de l'état de l'art résolvent ce problème en alternant des phases d'optimi-
sation du dictionnaire et de la représentation. Un article récent de Rakotomamonjy [Rak12] propose
une optimisation directe basée sur le calcul de gradient proximaux.
Un grand avantage des dictionnaires appris, c'est qu'une information additionnelle peut être at-
tachée aux atomes pourvu que l'échantillon d'apprentissage soit annoté. Cette information peut ensuite
être utilisée pour de la reconnaissance ou de la classiﬁcation[RBPU08, LKCC07, HA06] ou pour la
reconstruction de parties manquantes (Inpainting) [MLA10, AEJ+12]. En revanche, la classe de prob-
lème déﬁnie par (DLλp) est en général, encore plus complexe à résoudre, au sens où de nombreux
minima locaux apparaissent.
2.2.3 Dictionnaires structurés
Dictionnaires basés sur la transformée de Fourier La plupart des transformées temps-fréquence
décrites plus haut peuvent se comprendre comme des projections dans des dictionnaires structurés, et
en particulier des repères ajustés étudiés en 2.1.4 page 25. Chaque atome de ces dictionnaires est une
translation en temps et en fréquence d'un atome de base w, avec éventuellement une dilatation (dans
le cas des ondelettes).
D'une façon générale, on déﬁnit un atome de Gabor discret de taille L centré en temps sur p∆n
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Figure 2.2.4: Visualisations temporelles et dans le plan temps-fréquence de 3 atomes MDCT d'échelles
diﬀérentes.
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Figure 2.2.5: Haut : Partie réelles et imaginaires d'un atome de Gabor complexe φ. Bas : Logarithme
du module de la TFCT.
et en fréquence sur k par :
φGaborL,p,k [n] = w
[
n− p∆n
L
]
· exp(2ipikn
L
) (2.2.14)
avec w une fenêtre réelle et symétrique (p. ex. une fenêtre de Hann comme illustré Figure 2.2.5)
et normalisée (‖φL,p,k‖2 = 1). On retrouve le k-ième bin de la p-ième trame de la TFCT comme le
produit scalaire hermitien de x avec l'atome φL,p,k :
〈x, φL,p,k〉 =
N−1∑
n=0
x[n]w
[
n− p∆n
L
]
exp(
−2ipikn
L
) (2.2.15)
où l'on retrouve la même chose qu'en (2.1.1). De la même façon, on peut déﬁnir un atome de MDCT
de taille L par :
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Figure 2.2.6: Logarithme du module de la TFCT pour 3 échelles diﬀérentes (de haut en bas : fenêtre
de Hann de 8, 32 et 128ms, recouvrement de 50%) sur un signal de glockenspiel. La résolution temps-
fréquence obéit à un compromis.
φMDCTL,p,k [n] = wL[u]
√
2
L
cos
[
pi
L
(
u+
L+ 1
2
)(
k +
1
2
)]
(2.2.16)
avec u = n−pL−T (T est une variable permettant d'aligner plusieurs échelles MDCT voir [RRD08]).
On a vu que les projections dans ces repères ne garantissent pas une parcimonie des représentations. On
peut en revanche, aisément construire des dictionnaires redondants en concaténant plusieurs repères
de Fourier ajustés de type Gabor ou MDCT.
Union de bases orthonormales Un bon moyen d'obtenir des dictionnaires structurés redondants
est la concaténation de bases orthonormales de type MDCT d'échelles diﬀérentes. Un tel dictionnaire
s'écrit :
Φ =
S⋃
s=1
Φs (2.2.17)
où Φs est un dictionnaire temps-fréquence d'échelle s. La redondance introduite par cette concaténa-
tion va favoriser la parcimonie des représentations. Les diﬀérentes échelles sont adaptées à la variété des
composantes de scènes sonores (longues échelles pour les composantes harmoniques, courtes échelles
pour les composantes transitoires comme illustré Figure 2.2.6).
Ondelettes, Gammachirps, ridgelets, curvelets, etc.. Dans sa thèse [Lev07], Leveau propose
un bestiaire des diﬀérents atomes qu'il est possible d'envisager. On trouvera également dans [Mal09]
une description complète des dictionnaires structurés et de leurs applications en traitement du signal.
2.2.4 Parcimonie et sous-échantillonnage
Récemment, Candès et al [CRT06] et Donoho et al [DET06, Don06] ont mis à jour un pan entier
de cas de ﬁgure pour lesquels la solution du problème (P 01 ) est presque sûrement celle du problème
(P 00 ). Ce paradigme est connu sous le nom de Compressed Sensing (CS). Il s'attaque au problème de
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reconstruction des signaux parcimonieux dans une base orthonormale Ψ ∈ RM×M , sous échantillonnés
à travers une matrice Φ, le produit des deux matrices D = ΦΨ constituant un dictionnaire redondant.
Soit y ∈ RM un vecteur parcimonieux dans Ψ(∃c, y = Ψc avec ‖c‖0 = mM) échantillonné à l'aide
d'une matrice Φ ∈ RN×M (avec N < M) pour obtenir x ∈ RN :
x = Φy = Dc (2.2.18)
Retrouver c à partir de x s'apparente au problème (P 00 ) en l'absence de bruit et à (P

0 ) dans le cas
bruité (x ≈ Φy). Ce problème est connu sous le nom de recouvrement parcimonieux (de l'anglais
recovery).
Donoho et Tanner [DT10] ont explicité en fonction de la nature du dictionnaire D (p.ex. une
base de Fourier incomplète [CRT06], dictionnaire aléatoire [TG07]) et des rapports ρ = m/M et
δ = N/M , des diagrammes de transition de phase. Ces derniers servent de marqueurs théoriques sur
la probabilité de succès du recouvrement parcimonieux par les algorithmes d'optimisation convexe
de type LASSO. Ce champ de recherche étant très actif, de nouvelles avancées tant théoriques que
pratiques et algorithmiques apparaissent en permanence. La grande majorité de ces méthodes reposent
sur une relaxation particulière du problème P 00 .
De très nombreuses applications du CS sont apparues, par exemple en acoustique [CLD11], en
codage distribué de signaux multi-capteurs [BDW+05, ZMW+10], en imagerie médicale et satellitaire
[KMS+12], et même pour le calcul rapide de transformées de Fourier [Iwe10, HIK12].
2.2.5 Parcimonie à l'analyse
Très récemment, Nam et al [NDEG12] se sont intéressés au problème dual de parcimonie à l'anal-
yse. Le problème (P0) est en eﬀet une formulation d'un problème de synthèse : trouver la combinaison
la plus simple d'atomes du dictionnaire qui permet de synthétiser un signal.
Soit Ω ∈ RM×N une transformation ou un opérateur d'analyse appliqué au signal x avec typique-
ment M ≥ N . Nam déﬁnit la co-parcimonie comme la mesure :
` := M − ‖Ωx‖0 (2.2.19)
Ce qui l'amène à proposer une régularisation diﬀérente de P0 , où cette fois-ci la parcimonie est
recherchée à travers l'opérateur d'analyse.
(P `0 ) : min
x
‖Ωx‖0 , soumis à y = Mx (2.2.20)
où M ∈ Rm×N est une matrice de mesure avec m < N et y un vecteur de mesure. Résoudre ce prob-
lème revient à maximiser la co-parcimonie, le paradigme est ainsi inversé : au lieu de chercher le plus
petit sous-espace contenant (approximativement) l'information d'un signal, on cherche le plus grand
sous-espace orthogonal à cette information. Cette formulation originale s'avère intéressante dans un
certain nombre de cas pratiques de problèmes inverses et de résolution de systèmes d'équations aux
dérivées partielles sous-déterminés. Pour résoudre P `0 , Nam propose deux algorithmes, l'un basé sur
une relaxation du problème avec une norme `1, et un algorithme glouton (GAP pour Greedy Analy-
sis Pursuit). Des travaux récents [GE12] présentent des adaptations d'algorithmes de recouvrement
(CoSaMP et Subspace Pursuit) à ce formalisme.
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2.3 Algorithmes
On peut regrouper les algorithmes s'attaquant au problème (P0) en trois grandes catégories, les
algorithmes basés sur une relaxation de la contrainte, les algorithmes basés sur un modèle Bayésien et
enﬁn les algorithmes itératifs ou de poursuite. La dernière de ces catégories sera décrite plus en détail
dans le chapitre suivant.
2.3.1 Algorithmes basés sur une relaxation
Le relâchement de (P0) en (Pp) avec 1 ≤ p rend le problème convexe. Pour le cas de ﬁgureM > N ,
(P2) est connu sous le nom de régularisation de Tikhonov (ou Ridge regression).
Le cas de ﬁgure p = 1 est une alternative très étudiée. Il a donné lieu notamment aux approches
Least Absolute Shrinkage and Selection Operator (LASSO)[Tib94], Basis Pursuit [CDS98] ou encore
Focal Underdetermined System Solver (FOCUSS [GR97]). On trouvera également des variantes plus
ou moins complexes, telles que le Re-Weighted Least Squares et sa version itérative proposée par
Daubechies [DDFG10]. La norme `1 est en eﬀet une mesure qui favorise la parcimonie tout en
garantissant la convexité du problème. En revanche, il n'existe en général pas de forme analytique
simple de la solution, ces algorithmes (et leurs nombreuses variantes) sont donc basés sur des méthodes
du type descente de gradients et méthodes du point intérieur.
Pour le cas des images, la norme de variation totale est également utilisée depuis une quinzaine
d'années [CL97]. On notera également que pour résoudre le problème de co-parcimonie (P `0 )(2.2.20),
il est possible d'utiliser une relaxation convexe de type `1[NDEG12].
Algorithmes proximaux Une extension de l'approche par descente de gradient permettant une
accélération importante de la convergence est connue sous le nom de Iterative Shrinkage-Thresholding
Algorithm (ISTA). Ces méthodes construisent une suite de solutions αn au problème pénalisé (L
λ
1 )
(2.2.12) en eﬀectuant :
αn+1 = Tλt
(
αn − 2tΦT (Φαn − x)
)
(2.3.1)
où Tλt est un opérateur de rétrécissement :
RM → RM
Tλt(α)i = (|αi| − λt)+sgn(αi) (2.3.2)
où t est un pas d'avancement. Une étude de la convergence de ces méthodes dites proximales (car
basées sur le calcul d'opérateurs proximaux), se trouve par exemple dans [CW05].
Plus récemment, Beck et Teboulle [BT09] (voir aussi Nesterov [Nes07]) ont proposé une
variante accélérée d'ISTA dénommée FISTA (Fast Iterative Shrinkage-Thresholding Algorithm). De
nombreux travaux récents étendent ce formalisme et cet algorithme, le lecteur intéressé trouvera une
description détaillée de ce type d'approche dans [BJM11].
Algorithmes basés sur des normes mixtes Dans les problèmes d'apprentissage de dictionnaire
de la forme 2.2.13, on souhaite souvent obtenir une structure particulière de la représentation, par
exemple pour faire en sorte que chaque élément du dictionnaire soit utilisé pour représenter un maxi-
mum de signaux d'apprentissage. Ce type de parcimonie structurée peut s'obtenir à l'aide de normes
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mixtes `p,q. En utilisant les notations de la section 2.2.2 :
‖A‖p,q =
(
K∑
i=1
‖αi‖pq
)1/p
(2.3.3)
en utilisant la norme mixte `1,2 on obtient la formulation :
(DLλ1,2) : min
Φ,A
(‖X −Φ ·A‖2F + λ‖A‖1,2) (2.3.4)
qui permet d'obtenir une parcimonie structurée sur les lignes deA. Les algorithmes de la famille Group-
LASSO (et Multiple Basis Pursuit) sont basés sur cette formulation. Rakotomamonjy [Rak11]
présente une étude des variantes disponibles. Le lecteur intéressé trouvera également des détails dans
l'article de Mairal et al [MBP+08].
2.3.2 Algorithmes Bayésiens
Ces méthodes proposent de modéliser α comme une variable aléatoire continue dont la densité de
probabilité a priori p(α) présente un proﬁl parcimonieux. La parcimonie ne s'entend dans ce cas de
ﬁgure pas nécessairement de façon stricte (nombre faible de coeﬃcients non nuls) mais par la grande
disparité entre les coeﬃcients, induite par la longueur de la queue de la distribution et la valeur du
pic en zéro. Une mesure possible de cette caractéristique est le kurtosis ou coeﬃcient d'aplatissement.
Le signal x est appelé observation et son modèle s'écrit dans le cas bruité
x =
M−1∑
i=0
αidi + e (2.3.5)
où e est généralement modélisé par un bruit blanc gaussien centré de variance σ2e :
p(x|α) = 1
Z
exp
(
−|x−∑M−1i=0 αidi|2
2σ2e
)
(2.3.6)
Dans un cadre Bayésien, on écrit :
p(α|x) = 1
Z(x)
p(x|α)p(α) (2.3.7)
où Z(x) est un facteur de normalisation et le problème consiste désormais à trouver α qui maximise
la distribution a posteriori p(α|x) en prenant comme distribution a priori :
p(α) ∝ exp (−λ‖α‖p) (2.3.8)
où λ est désormais un hyper-paramètre. Ainsi la solution du problème P1 peut se voir comme l'esti-
mateur du maximum a posteriori (MAP) :
arg max
α
p(α|x) = arg min
α
{− log(p(α|x)}
où l'on fait l'hypothèse que α est i.i.d selon p(αi) ∝ exp(−λ|αi|).
Diﬀérents estimateurs Bayésiens peuvent alternativement servir à la déﬁnition de la solution : erreur
quadratique moyenne [SPZ08], maximum de vraisemblance [OF97], etc..). On retrouve par exemple
ces méthodes chez Olshausen et Field [OF97] avec une distribution de Cauchy, chez Lewicki et
Sejnowski [LS00] avec une distribution Laplacienne. Plus récemment, Févotte et Godsill utilisent
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une distribution de Student-t [FG05] puis une distribution inverse de Jeﬀrey [FG06] et appliquent ce
formalisme à la séparation de sources aveugles.
Mais les modèles les plus récents s'appuient surtout sur une double modélisation du support s
(c-à-d. de l'ensemble des atomes de la représentation) et des poids des atomes w :
x =
M−1∑
i=0
wisidi + e (2.3.9)
avec si ∈ {0, 1} une variable aléatoire binaire et wi une seconde variable aléatoire décrivant le poids
de l'atome di. Le plus utilisé de ces modèles est le modèle Bernoulli-Gaussien [SPZ08, ZBZJ09],
qui s'accompagne de façon standard d'une hypothèse d'indépendance sur les composants permettant
d'écrire :
p(s) =
M−1∏
i=0
p(si) avec p(si) = Ber(pi) (2.3.10)
p(w) =
M−1∏
i=0
p(wi) avec p(wi) = N (0, σ2xi) (2.3.11)
où σ2xi est la variance associée à la i-ième composante de x, et dans lequel les poids sont gaussiens
et les activations si suivent une loi de Bernoulli de paramètre pi  1. Le support et les amplitudes
sont ensuite estimés (p. ex. alternativement) par maximisation des vraisemblances marginales a pos-
teriori. Ce type d'approches est particulièrement adapté au problème de recouvrement de supports
parcimonieux.
Des travaux récents [Cev08, GCD12] s'attachent à montrer les liens entre ces modèles probabilistes
et les algorithmes de reconstruction basés sur des relaxations de la contrainte. Un résultat important
obtenu par Gribonval et al [GCD12] est de démontrer la non équivalence du problème (P1) avec le
problème MAP Bayésien basé sur un a priori Laplacien.
2.3.3 Algorithmes itératifs
Parmi les algorithmes itératifs, on trouve ceux basés sur un seuillage (doux ou fort) des projections
du signal sur le dictionnaire, et les algorithmes gloutons. Étant au centre de ce travail de thèse, ce
deuxième type d'approches fait l'objet du chapitre suivant on se limite donc ici à mentionner quelques
exemples d'algorithmes itératifs basés sur un seuillage.
Blumensath et al [BYD07], reprenant les travaux de Herrity et al [HGT06], proposent une
régularisation de P0 à l'aide d'une fonction de coût alternative, la forme pénalisée du problème s'écrit :
(Lβ0 ) : minα
‖x−Φ ·α‖22 + λ‖α‖0 − ‖Φ ·α−Φ · β‖22 + ‖α− β‖22 (2.3.12)
Cette formulation permet de découpler les éléments de α dans l'optimisation. Il est donc possible
d'optimiser selon chaque composante de α indépendamment des autres. Les auteurs montrent alors
une convergence garantie vers un minimum local du problème (P0), et présentent un algorithme
construisant une suite de solutions αn :
αn+1 = Hλ0.5
(
αn + ΦH(x−Φαn)
)
(2.3.13)
où
Hλ0.5(αi) =
 0 si |αi| ≤ λ0.5αi si |αi| > λ0.5
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Dans un travail plus récent [DMM09], Donoho et al décrivent un algorithme de seuillage itératif
nommé Approximate Message Passing (AMP) qui reprend et améliore l'idée ci-dessus. Les auteurs
montrent de très bonnes performances de cet algorithme pour des problèmes de recouvrement (glob-
alement très similaires aux performances pratiques et théoriques des méthodes convexes) à un coût
très inférieur en termes de complexité.
Avertissement Ce type d'algorithme (et ses variantes récentes [KMS+12]) sont de facto les plus
eﬃcaces à ce jour sur (certains) problèmes de Compressed Sensing. La grande variété des champs
d'applications a pour conséquence la répartition de certains types d'algorithmes sur certains sous
problèmes où la physique ou les dispositifs expérimentaux contraignent la forme de dictionnaire et
introduisent de la structure dans la parcimonie. Ce champs de recherche est, de plus, particulièrement
actif. Tous les jours de nouveaux travaux sont publiés et des variantes algorithmiques proposées. Il
est donc illusoire d'espérer en dresser (surtout ici) un panorama exhaustif ou déﬁnitif et l'on ne peut
que supposer que cet inventaire sera obsolète dans un futur assez proche.
Pour pallier ces inévitables lacunes, le lecteur intéressé pourra se référer au blog Nuit Blanche tenu
par I. Carron 3. Il y tient une description des dernières avancées tant algorithmiques que théoriques
et propose des liens vers des implémentations.
3. http ://nuit-blanche.blogspot.fr/
Chapitre 3
Algorithmes gloutons de décompositions
parcimonieuses
Les algorithmes gloutons (de l'anglais greedy), construisent une suite de solutions aux problèmes de
représentations parcimonieuses en sélectionnant les composantes de façon itérative. Dans ce chapitre
nous présentons leMatching Pursuit (MP) ainsi que ses variantes les plus connues. Dans le cas général,
on dénote D un dictionnaire d'éléments di. Lorsque tous les éléments ont mêmes dimensions, on
utilisera plutôt l'écriture matricielle Φ où les atomes φi sont les colonnes de la matrice Φ.
3.1 Matching Pursuit
3.1.1 Formulation standard
L'algorithme de Matching Pursuit (MP), introduit parMallat et Zhang [MZ93], est connu dans
la communauté statistique sous le nom de Projection Pursuit [Hub85]. On le trouve également dans
la communauté de codage de la parole [DMV90] pour la quantiﬁcation vectorielle adaptative. Une
présentation des nombreuses variantes est donnée par Dymarski et al [DMR11]. Celles-ci partagent
toutes une structure itérative sous-jacente à deux étapes. Soit un espace de Hilbert H et soit un
dictionnaire D d'éléments dγ ∈ H (alternativement une matrice Φ d'atomes φγ), les algorithmes de la
famille MP construisent une suite d'approximations x˜n =
∑n
i=1 αidγi (alternativement x˜n = ΦΓnα,
où α est un vecteur parcimonieux dont les éléments non nuls sont indexés par l'ensemble Γn) de x ∈ H
après n itérations en alternant comme montré Figure 3.1.1 :
Figure 3.1.1: Diagramme fonctionnel des algorithmes gloutons : alternance d'étapes de sélection et de
mise à jour jusqu'à remplir une condition d'arrêt. . L'algorithme construit une suite d'approximations
x˜n de x en : 1) sélectionnant parmi les éléments du dictionnaire D d'après un critère C(D, Rn−1x)
sur le signal résiduel courant Rn−1x et 2) eﬀectuant une mise à jour de l'approximation et du signal
résiduel.
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Figure 3.1.2: Exemple d'approximation obtenue par Matching Pursuit simple. (a) forme d'onde du
signal original x (échantillonnage à 32000 Hz). (b) projections du résiduel initial (c-à-d. R0x = x) sur
un dictionnaire constitué d'une union de bases MDCT (échelles de 8, 32 et 256 ms). (c) approximation
obtenue au bout de 1000 itérations x˜n=1000 et (d) visualisation de x˜n=1000 dans le plan temps fréquence,
chaque atome est ﬁguré par une ellipse localisée en temps et en fréquence et de dispersion contrainte
par l'échelle de l'atome.
( Étape 1 : La sélection d'un (ou plusieurs) élément du dictionnaire selon un critère C
( Étape 2 : La mise à jour de l'approximation selon une règle A
A chaque étape, MP met à jour le signal résiduel Rnx = x− x˜n. Les diﬀérentes variantes se distinguent
par leur mise en oeuvre de ces deux étapes. Le MP standard est caractérisé par le couple :
dγn = CMP (D, Rn−1x) = arg max
di∈D
|〈Rn−1x, di〉| (3.1.1)
x˜n = AMP (Γn, Rn−1x) =
n∑
i=1
〈Ri−1x, dγi〉 · dγi (3.1.2)
où Γn est l'ensemble des indices {γi}i=1..n des éléments successivement sélectionnés. Parmi les carac-
téristiques principales de MP, on peut citer :
( Critère de sélection basé sur les produits scalaires entre le résiduel courant et les éléments du
dictionnaire.
( Mise à jour simple, ne nécessite que la connaissance du dernier élément choisi (x˜n = x˜n−1 +
〈Rn−1x, dγn〉 · dγn)
( Garantie de convergence exponentielle de l'erreur n = ‖x − x˜n‖2 [MZ93] en dimension ﬁnie si
le dictionnaire est complet (span(D) = H).
La vitesse de convergence est fonction de l'adéquation du dictionnaire au signal et de l'inter-corrélation
entre les atomes.
Outre sa simplicité, les implémentations du MP sont souvent eﬃcaces, en particulier dans le cas
de dictionnaires structurés. La plupart de ces optimisations sont mises en oeuvre, par exemple, dans
le Matching Pursuit ToolKit (MPTK) et décrites dans [KG06].
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Algorithm 1 Matching Poursuit (MP)
Entrées: x , D
1: R0x := x , Γ0 = ∅ , n = 1
2: Répéter
3: Etape 1 : Selection indice γn :
dγn ← C(D, Rn−1x)
Γn ← Γn−1 ∪ γn
4: Etape 2 : Mise à jour de l'approximation et du résiduel :
x˜n ← A(Γn, Rn−1x)
Rnx← x− x˜n
5: Jusqu'à ce qu'une condition d'arrêt soit remplie
Sorties: x˜n , Rnx
Figure 3.1.3: Approximation parcimonieuses de 4 scènes sonores dans une union de bases MDCT
(échelles de 8, 32 et 256ms), obtenues par MP stoppé lorsqu'un SRR de 10 dB est atteint. Visualisation
dans le plan temps-fréquence : chaque atome est ﬁguré par une ellipse localisée en temps et en fréquence
et de dispersion contrainte par l'échelle de l'atome.
Le critère d'arrêt du MP peut être :
( Un nombre maximum d'itérations (ou de façon équivalente un débit ﬁxe pour un scénario de
codage)
( Une qualité d'approximation, souvent sous la forme d'un Rapport Signal à Résiduel (SRR)
SRR(n) = 10 log10
‖x˜n‖2
‖x− x˜n‖2 (3.1.3)
( Un critère de temps de calcul, de mémoire, etc..
Les proﬁls de ces représentations sont très dépendants du signal considéré. La Figure 3.1.3 nous
montre, dans le plan temps-fréquence, les représentations parcimonieuses des quatre scènes sonores
prises en exemple au chapitre précédent, obtenues par MP dans un dictionnaire multi-échelles MDCT.
Le critère d'arrêt choisi pour chacune de ces scènes est un critère de qualité de reconstruction, en
l'occurrence un SRR de 10 dB. Nous pouvons observer que pour la scène de glockenspiel, très peu
d'atomes sont nécessaires pour atteindre cette valeur. L'énergie est, en eﬀet, très concentrée dans
le plan temps-fréquence et l'algorithme parvient rapidement à reconstituer cette énergie à l'aide des
atomes du dictionnaire. A l'inverse, pour le signal de bruit, l'algorithme n'atteint la qualité requise
qu'au bout d'un très grand nombre d'itérations. La représentation du bruit dans le dictionnaire con-
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sidérée est ineﬃcace, du fait de l'inadéquation (on parlera d'incohérence) entre le dictionnaire et le
signal. Pour décrire ces diﬀérents cas de ﬁgure, il faut étudier la convergence de MP.
3.1.2 Convergence
La convergence de l'algorithme se démontre [MZ93] à partir de la règle de mise à jour (3.1.2) qui
permet d'écrire :
‖Rnx‖2 = ‖Rn−1x‖2 − |〈Rn−1x, dγn〉|2 (3.1.4)
qui est une forme d'équation de conservation de l'énergie. Dès lors :
‖Rnx‖2
‖Rn−1x‖2 = 1−
∣∣∣∣ 〈Rn−1x, dγn〉‖Rn−1x‖
∣∣∣∣2 (3.1.5)
ce qui fait apparaître le terme de cohérence µ(Rnx,D) qui déﬁnit le produit scalaire maximal entre
un vecteur normalisé et les éléments du dictionnaire D :
µ(x,D) = max
dγ∈D
∣∣∣∣〈 x‖x‖ , dγ〉
∣∣∣∣ ≤ 1 (3.1.6)
Le théorème 12.6 de [Mal09] prouve le résultat suivant :
µinf (D) = inf
x∈CN ,x 6=0
µ(x,D) > 0 (3.1.7)
µinf (D) se comprend comme la plus petite corrélation normalisée entre un vecteur non nul de H et le
dictionnaire D. En injectant dans (3.1.5) :
‖Rnx‖2
‖Rn−1x‖2 ≤ 1− µ
2
inf (D) (3.1.8)
on obtient la borne :
‖Rnx‖2 ≤ (1− µ2inf (D))n ‖x‖2 (3.1.9)
La vitesse de convergence de l'algorithme dépend de l'adéquation signal-dictionnaire. Plus les com-
posantes d'un signal sont cohérentes dans un dictionnaire (c-à-d. fortement corrélées avec certains
atomes du dictionnaires) plus cette convergence est rapide.
3.1.3 Stabilité
La question de savoir si MP trouve la meilleure approximation à n-termes en n itérations est
dénotée stabilité. Meilleure s'entend le plus souvent au sens des moindres carrés, c'est à dire celle qui
minimise l'erreur de reconstruction :
x˜?n = arg min
x˜n
‖x− x˜n‖22 soumis à ‖Γn‖0 ≤ n (3.1.10)
où Γn est l'ensemble des indices des éléments du dictionnaire qui supportent l'approximation x˜n. La
solution est évidente dans le cas de bases orthonormales, car il suﬃt de sélectionner les n plus grands
coeﬃcients. Dans la mesure où x˜n est choisi dans un dictionnaire redondant, les choses sont plus
complexes, mais il est toujours possible de déﬁnir la meilleure approximation à n-termes comme la
projection orthogonale sur le sous espace de dimension au plus n qui minimise l'erreur de reconstruc-
tion :
x˜?n = arg min
Γn⊂Λ
‖x− PV(Γn)(x)‖22 soumis à ‖Γn‖0 ≤ n (3.1.11)
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autrement dit, il s'agit de trouver le support Γn optimal, les coeﬃcients de l'approximation se calculent
ensuite directement par projection orthogonale sur le sous-espace engendré par ce support.
Pour cette raison, la stabilité se formule souvent comme un problème de recouvrement parci-
monieux. Sachant x parcimonieux dans D (c-à-d. x = ∑mi=1 αidγi avec mM) on note Λ le support
(Λ = {γi}i=1..m), si MP délivre une approximation x˜m =
∑m
j=1 βjdγj au bout de m itérations alors on
souhaite avoir x˜m = x et en particulier on souhaite que le support Γm de x˜m soit le même que Λ. Davis
et al [DMZ94] ont montré que ce problème est NP-complet. La stabilité des algorithmes de Matching
Pursuit Orthogonaux (voir 3.2.1) est étudiée notamment par Tropp [Tro04] et par Gribonval et
Vandergheynst [GV06].
La stabilité se comprend comme une contrainte forte sur l'unicité du jeu d'atomes utilisé dans une
représentation. Si cette unicité est importante, comme c'est le cas par exemple pour des problèmes
de reconnaissance, de classiﬁcation, où cet ensemble va servir d'identiﬁant ou de signature, alors la
stabilité des algorithmes mis en place sera importante. A l'inverse, dans une tâche d'approximation, le
but recherché est de minimiser une erreur, une distorsion, et le jeu précis d'atome utilisé dans ce but
n'est pas une préoccupation centrale. Dans le cadre de l'archivage, la stabilité est donc une propriété
souhaitable sur un sous-ensemble des problématiques, celles liées à l'indexation.
3.2 Variantes sur la mise à jour
3.2.1 Orthogonalisation
Le principal défaut du MP standard est que chaque itération réalise une optimisation locale sans
prise en compte des atomes précédemment sélectionnés. L'approximation, en eﬀet, n'est mise à jour
que dans la direction du dernier atome sélectionné dγn . En envisageant le sous-espace engendré par
l'ensemble des atomes {dΓi}i=1..n on peut réaliser une optimisation plus eﬃcace (au sens des moindres
carrés).
Dans cette optique, l'Orthogonal Matching Pursuit [PRK93](OMP) propose de prendre comme
approximation la projection orthogonale du signal de départ sur le sous espace V(Γn) engendré par
l'ensemble des éléments sélectionnés : AOMP (Γn, Rnx) = PV(Γn)(x). Cette règle de mise à jour permet
de s'assurer qu'à chaque itération, l'approximation construite x˜n est la meilleure possible au sens de
l'erreur quadratique :
∀y ∈ span(VΓn), ‖x− y‖22 ≥ ‖x− PV(Γn)(x)‖22
Lorsqu'une écriture matricielle du dictionnaire est possible, on écrit :
x˜n = Φ
†
Γn · x (3.2.1)
où † dénote la pseudo-inversion et ΦΓn est une matrice composée des colonnes indexées par Γn.
3.2.2 Poursuites directionnelles
En revanche, cette projection coûte cher en termes de complexité. La pseudo inversion de la
matrice ΦΓn peut être accélérée en gardant une factorisation QR en mémoire d'une itération sur l'autre
[DMZ94]. Mailhe et al [MGBV09] proposent une accélération notable dans le cas de dictionnaires
structurés, à l'aide de projections locales. Dans le même temps, Blumensath et Davies [BD08]
décrivent un cadre plus général de poursuite directionnelle, avec des règles de mises à jour plus rapides
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et une convergence quasi-équivalente à celle d'OMP. A l'itération n, l'atome dn est sélectionné et une
direction de mise à jour est calculée sur l'ensemble Γn des atomes.
En adoptant les notations matricielles, l'erreur quadratique à l'itération n s'écrit ‖x − ΦΓncγn‖22.
Le gradient de cette expression relativement à c s'écrit(3.2.2)
gΓn = Φ
T
Γn · (x− ΦΓncγn) (3.2.2)
le pas de descente optimal est alors :
an =
〈Rn−1x, bn〉
‖bn‖22
(3.2.3)
où bn = ΦΓn · gΓn et la mise à jour se fait selon(3.2.4) :
x˜n = x˜n−1 + angΓn (3.2.4)
Cet algorithme est alors noté Gradient Pursuit (GP). D'autres directions sont envisageables et font
écho aux méthodes traditionnelles de descente de gradient (p. ex. gradients conjugués) pour résoudre
les problèmes d'optimisation convexes (et en particulier lorsque la fonction de coût est quadratique).
3.2.3 Matching Pursuit Cyclique
Une autre variante, nommée Cyclic MP [CJ07] autorise la correction des paramètres des atomes
précédemment sélectionnés de façon cyclique. Contrairement à OMP ou GP, chaque atome di est
raﬃné en prenant en compte un critère intermédiaire de distorsion :
d
(1)
i ← arg max
d∈D
‖Rni x− 〈Rni x, d〉d‖ (3.2.5)
où
Rni x = x−
i∑
m=1
cid
(1)
γm −
n∑
m=i+1
cidγm (3.2.6)
Ainsi l'atome di est raﬃné en utilisant le résiduel intermédiaire Rni x qui décrit la contribution des
atomes déjà raﬃnés. L'optimisation n'est pas globale comme pour OMP ou GP mais l'ensemble
des atomes est néanmoins considéré lors de la phase de mise à jour. De plus, Cyclic MP permet
de remplacer des atomes précédemment sélectionnés par d'autres, meilleurs. Cette caractéristique
permet à la variante orthogonale de Cyclic MP (COLS) proposée par Sturm et Christensen [SC10]
de présenter de bonnes performances sur le problème de recouvrement.
3.3 Variantes sur le critère de sélection
3.3.1 Sélection haute résolution
De façon complémentaire, il est possible de modiﬁer le critère de sélection des atomes pour adapter
le MP standard et améliorer ses performances. Une première de ces variantes est proposées par Jaggi et
al [JKMW98] et Gribonval et al [GBM+96] sous le nom de High Resolution Pursuit (HRP). Partant
de l'observation que dans certains cas, la sélection des atomes par MP ne permet pas de trouver une so-
lution physiquement réaliste, les auteurs mettent à jour un phénomène connu sous le nom de Dark En-
ergy [SSDR08] et qui, sur des signaux audio se traduit souvent par un phénomène de pré-écho [RRD08].
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Figure 3.3.2: Décompositions d'un signal de cloche par Matching Pursuit (Ravelli [RRD08]) sans
(haut) et avec (bas) mécanisme de contrôle du pré-echo. Le mécanisme empêche l'apparition d'énergie
avant l'attaque et préserve mieux les caractéristiques perceptives du son. En revanche, plus d'atomes
sont nécessaires pour atteindre un même niveau de reconstruction (SRR = 20dB).
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Figure 3.3.1: Eﬀet de pré-écho lié à la sélection
d'un atome symétrique. Bien que son énergie to-
tale décroisse, le résiduel voit son énergie locale
augmenter en début de signal.
En cause, la corrélation à l'échelle sub-
atomique entre le signal et l'atome choisi par MP.
Un exemple est la décomposition d'un signal per-
cussif dans un dictionnaire harmonique.
Le produit scalaire 〈x, dj〉 peut alors se voir
comme la moyenne de corrélations plus local-
isées 〈x, dlj〉 où dj =
∑
dlj . Pour pallier ce
phénomène, Jaggi et al aﬃnent l'atome sélec-
tionné en prenant comme critère le pire des sous-
produits scalaires :
CHRP = arg max
dj∈D
min
l
∣∣∣∣∣ 〈Rnx, dj〉〈dj , dlj〉
∣∣∣∣∣ (3.3.1)
le gain en résolution nécessite donc un calcul supplémentaire, mais pour toute une gamme de signaux
(en particulier les sons percussifs) la préservation de l'attaque permet une amélioration signiﬁcative
de la qualité perceptive de l'approximation.
Plus récemment, Ravelli et al [RRD08] ont proposé un mécanisme similaire de contrôle du pré-
echo, qui consiste, après la sélection d'un atome, à annuler une partie de son support temporel en cas
de mauvaise corrélation locale avec le résiduel.
3.3.2 Sélection sous-optimale : Weak MP
Souvent, la taille du dictionnaire D rend la recherche du maximum des produit scalaire trop
coûteuse. C'est en particulier le cas pour des dictionnaires structurés extrêmement redondants, voire
pour des dictionnaires de taille inﬁnie (comme c'est le cas par exemple pour des dictionnaire d'atomes
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chirpés [Gri01]). Dans ces cas de ﬁgure, on doit se contenter de sélectionner un atome sous-optimal
au regard du critère C choisi.
On parle alors de MP faible (Weak MP) car on se contente de sélectionner à l'itération n un atome
dγn tel que :
|〈Rn−1x, dγn〉| ≥ tn sup
di∈D
|〈Rn−1x, di〉| (3.3.2)
où 0 < tn ≤ 1 est un facteur de sous-optimalité. En pratique ce type de sélection est obtenue en
limitant le nombre de produits scalaires eﬀectivement calculés à un sous-ensemble représentatif, et en
cherchant parmi ce sous-ensemble l'élément maximum. Un choix approprié du sous-ensemble permettra
de garantir un facteur de sous-optimalité tn ≥ α et d'assurer une convergence rapide du résiduel.
Temlyakov [Tem02] a montré que Weak MP converge si et seulement si :∑ tn
n
=∞ (3.3.3)
La stabilité du Weak MP (c-à-d. sa capacité à retrouver la meilleure approximation à m-termes en m
itérations) a été étudiée par Gribonval et Vandergheynst [GV06].
3.3.3 Sélection adaptative
Un cas particulier de MP faible consiste, dans des dictionnaires structurés, à eﬀectuer une sélection
sous-optimale en deux étapes :
( Recherche du maximum parmi un sous-ensemble d'atomes (cette étape s'apparente à une sélec-
tion faible standard) suivie de
( Optimisation de l'atome sélectionné
Typiquement, un atome est sélectionné dans une grille temps-fréquence grossière, puis sa localisation
temps-fréquence est optimisée. Plus généralement on peut rapprocher ces techniques des méthodes de
réassignement temporel (Auger et Flandrin [AF95]) qui s'attachent à relocaliser dans le plan temps-
fréquence les composantes d'un signal. Cette sélection en deux étapes se trouve déja dans l'article de
Mallat et Zhang [MZ93] ou une recherche d'optimum dans le voisinage d'un atome sous-optimal
par méthode de Newton est proposée. Goodwin et Vetterli [GV99] proposent pour leur part une
optimisation du paramètre de phase, Gribonval propose une telle méthode pour des atomes chirpés
[Gri01] et Christensen et Jensen [CJ07] proposent une optimisation de la phase et de la fréquence
des atomes.
A titre d'exemple, l'algorithme 2 présente un Matching Pursuit avec une phase d'optimisation
locale du paramètre de localisation temporelle de l'atome sélectionné. Il est possible avec ce type
d'algorithmes, de simpliﬁer l'étape de sélection, quitte à devoir, pour chaque atome, estimer des
paramètres supplémentaires d'optimisation. Ainsi pour l'exemple de l'algorithme 2, la représentation
x˜n de x nécessite, en plus des indices Γn des atomes sélectionnés et de leurs poids, une séquence
{τi}i=1..n de paramètres temporels.
3.3.4 Sélection de molécules
Dans l'article [JVF06], Jost et al proposent une variante de MP tirant proﬁt d'une structure de
dictionnaire en arbre. Le processus de sélection est présenté sous la forme d'une classiﬁcation de plus
en plus ﬁne. Les atomes du dictionnaire sont préalablement regroupés en arbre.
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Algorithm 2 Matching Pursuit - Adaptatif
Entrées: x , D
1: R0x := x , Γ0 = ∅ , n = 1
2: Répéter
3: Etape 1 : Selection indice γn :
dγn ← CFaible(D, Rn−1x)
Γn ← Γn−1 ∪ γn
4: Etape 1-bis : Optimisation locale de l'atome
τn = arg maxτ |
〈
Rn−1x, (dγn ∗ δτ )
〉 |
5: Etape 2 : Mise à jour de l'approximation et du résiduel :
x˜n ← A(Γn, Rn−1x)
Rnx← x− x˜n
6: Jusqu'à ce qu'une condition d'arrêt soit remplie
Sorties: x˜n , Rnx , {τi}i=1..n
Cette structure permet d'accroître la vitesse de l'algorithme, le nombre de produits scalaires à
calculer est d'autant plus réduit que le dictionnaire est structuré. La construction de molécules permet
de forcer cette structuration.
Plus généralement, il est possible d'étendre le MP en autorisant la sélection d'une combinaison
d'atomes à chaque itération. De telles combinaisons sont dénotées molécules et les algorithmes basés
sur ce principe sont appelés :Molecular Matching Pursuit [Dau06](MMP). Le Tree-Based Pursuit peut
se comprendre comme un MMP facilité par une structure en arbre. Daudet [Dau06] propose d'utiliser
un dictionnaire redondant construit à partir d'une base MDCT et d'une base d'ondelettes dyadiques
pour décomposer eﬃcacement les composantes harmoniques et transitoire d'un son. Il présente ensuite
deux types de molécules :
( tonale : construite comme un ensemble d'atomes MDCT voisins dans le plan temps-fréquence
( transitoire : construite comme un ensemble d'ondelettes formant un arbre dans le plan temps-
échelle
Il est également possible de déﬁnir des molécules harmoniques, cela a notamment été proposé pour
des tâches de reconnaissance d'instrument [LVRD08] et d'Inpainting [MLA10].
3.3.5 Sélection de sous-espaces
La sélection de molécules requiert la déﬁnition préalable des structures (arbre, transitoire, partiels,
etc..) d'atomes recherchés. Dans un cadre plus large, la sélection d'un ensemble d'atomes à chaque
itération peut se voir dans un espace de Hilbert comme la sélection, non pas d'un vecteur, mais d'un
sous-espace. Cette idée permet d'accélerer la convergence, et se trouve donc à la base de nombreux
algorithmes de reconstructions parcimonieuses tels que Regularized OMP [NV10], CoSaMP [NT10],
Subspace Pursuit [DM09] ou encore Stagewise OMP [DTDS06, BD09]
Cette sélection multiple permet de réduire considérablement le nombre d'étapes nécesaire pour
atteindre la précision recherchée. Cette propriété est particulièrement intéressante lorsque la mise
à jour est lourde (p. ex. projection orthogonale). De fait, ces approches s'avèrent eﬃcaces dans le
cas de signaux très parcimonieux ou compressibles échantillonnés à travers une matrice préservant
la géométrie de cette parcimonie. Les performances de ces algorithmes sont en particulier liées à la
propriété d'isométrie restreinte (RIP) proposée par Candès et Tao (et démontrée par Baraniuk et
al [BDDW08]). L'algorithme Stagewise Weak Conjugate Gradient Pursuit proposé par Blumensath
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et Davies [BD09] rassemble ainsi un grand nombre des variations mises en oeuvre autour du Matching
Pursuit :
( Sélection d'un sous-espace (Stagewise)
( Critère de sélection sous-optimal (Weak)
( Mise à jour dans une direction basée sur un calcul approché de gradient (Conjugate Gradient).
On notera également l'adaptation de ce type d'algorithmes au paradigme de parcimonie à l'analyse
[GE12]. Encore une fois, nous insistons sur la diﬃculté de tenir à jour une liste exhaustive des variantes
du Matching Pursuit dans la littérature.
3.4 Matching Pursuit Stochastiques
3.4.1 Matching pursuits et probabilités
Dans leur article original [MZ93], Mallat et Zhang proposent un critère d'arrêt similaire à un
seuillage dans une base orthonormale. Plus précisément, soit w un bruit blanc gaussien, la cohérence
de w est notée µ(w,D) et son espérance E(µ(w,D)). Un signal contient p composantes cohérentes si
et seulement si, pour tout 0 ≤ n < p :
µ(Rnx,D) > E(µ(Rnw,D)) (3.4.1)
et
µ(Rpx,D) ≤ E(µ(Rpw,D)) (3.4.2)
L'algorithme est donc stoppé lorsque les corrélations entre le résiduel et le dictionnaire sont com-
parables aux corrélations moyennes d'un bruit. Il est diﬃcile néanmoins de modéliser les propriétés
d'un tel signal de bruit à partir d'un seul exemple. Ferrando et al [FDBB00] partent de ce constat
et proposent de lancer plusieurs poursuites aléatoires sous-optimales. Ces multiples décompositions
permettent d'estimer plus ﬁnement la variance du processus de décomposition du bruit E(µ(Rpw,D).
Une approche similaire est proposée par Durka et al [DIB01] mais dans un objectif légèrement
diﬀérent. En étudiant les décompositions de signaux biomédicaux à l'aide de dictionnaires structurés,
les auteurs mettent en évidence un biais statistique important lié au choix a priori du dictionnaire
(en particulier les dictionnaires basés sur des transformées temps-fréquence). Ils proposent donc d'ini-
tialiser de façon aléatoire les paramètres du dictionnaire (en particulier la localisation d'atomes en
temps et en fréquence) avant de lancer plusieurs décompositions, dans un esprit proche des méthodes
de Monte-Carlo. Le but est, en fusionnant les diﬀérents supports obtenus, de s'aﬀranchir du biais
introduit par le choix de l'un ou l'autre jeu de paramètres du dictionnaire.
Le même paradigme (que l'on retrouve illustré en Figure 3.4.1) se retrouve dans le travail de Elad
et Yavneh [EY09], qui mettent là aussi en exergue l'intérêt de construire plusieurs approximations
sous-optimales et de les combiner par la suite. Cette fois-ci ce ne sont pas les paramètres du dictionnaire
qui sont conﬁés au hasard, mais le choix des atomes sélectionnés eux-mêmes. La moyenne de ces
décompositions sous-optimales multiples permet, dans certains cas, d'approcher (au sens des moindres
carrés) plus ﬁnement le signal cible que ne pourrait le faire une seule décomposition, fût-elle optimale.
Une autre approche, dénotée Statistical Matching Pursuit (SMP), est proposée par Wang et al
[WLMJ97] (reprise sous le nom de Stochastic Matching Pursuit par exemple dans [WG97]). Dans ces
travaux, les auteurs s'attachent à construire une approximation non pas d'un signal x (vu ici comme
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Figure 3.4.1: Schéma des approches stochastiques présentées par Ferrando [FDBB00],Durka
[DIB01], et Elad [EY09]. Plusieurs poursuites sous-optimales sont lancées en parallèle, une étape
ultérieure permet de retrouver un support sans biais.
un vecteur aléatoire), mais de la distribution de probabilité de celui-ci. En ce sens, leur algorithme
est très proche de la formulation originale, avec comme principale diﬀérence un critère de sélection
statistique :
CSMP (Rnx,Φ) = arg max
φ∈Φ
E
[〈Rnx, φ〉2] (3.4.3)
Il s'agit donc plutôt d'un algorithme d'apprentissage, son utilisation est d'ailleurs proposée dans le
cadre d'extraction de descripteurs [WG97].
3.4.2 Poursuites Bayésiennes
Comme déja mentionné en section 2.3.2, une formulation Bayesienne du MP a été proposée [SPZ08,
ZBZJ09]. Il s'agit essentiellement d'algorithmes de type Orthogonal Matching Pursuit, pour lesquels
le critère de sélection est modiﬁé pour prendre en compte un modèle de bruit gaussien (2.3.5). On
peut distinguer néanmoins au minimum deux algorithmes diﬀérents : Le Bayesian Matching Pursuit
proposé par Schniter et al [SPZ08] formule la construction du support de la représentation sous la
forme d'une recherche MAP. Comme le calcul exhaustif des conﬁgurations n'est pas envisageable, la
recherche se fait dans un sous-ensemble de supports candidats, déterminés à l'aide d'un fort a priori
sur la distribution de la variable aléatoire :
ν(s, x) = ln p(x|s)p(s) (3.4.4)
qui sert de mesure de sélection de modèle, où s est la variable décrivant le support binaire (modèle de
type Bernoulli-Gaussien). Dans le même article, les auteurs proposent également un algorithme basé
sur un critère de minimisation d'erreur quadratique moyenne (MMSE).
Dans la variante Bayesian Pursuit Algorithm (BPA) proposée par Zayyani et al [ZBZJ09], le
même modèle Bernoulli-Gaussien est utilisé, mais l'ajout de chaque atome se fait sur la base d'un test
statistique et d'une règle de décision :
sj = 1 si |〈x, φj〉 −
∑
i 6=j
α˜j〈φj , φi〉| > Thj (3.4.5)
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où α˜j est l'estimation courante du coeﬃcient de l'atome φj et Thj un seuil dépendant des hypothèses
et en particulier de la variance du bruit. BPA sélectionne donc les atomes pour lesquels la projection
〈x, φj〉 est suﬃsamment plus grande que la somme des termes d'interférences
∑
i 6=j α˜j〈φj , φi〉 pour
prendre la décision d'adjoindre l'atome φj au support.
Récapitulatif
Nom A
Standard MP
[MZ93, Hub85]
Règle simple de mise à jour :
x˜n = x˜n−1 + 〈Rnx, dγn〉 · dγn
Orthogonal MP
[PRK93]
Meilleure approximation à n-termes par projection orthogonale :
x˜n = PV(Γn)(x)
Gradient Pursuit
[BD08]
x˜n = x˜n−1 + an · gΓn
avec gΓn fonction du critère à minimiser
Cyclic MP
[CJ07]
Raﬃnement des atomes, Voir (3.2.6)
Table 3.4.1: Récapitulatif, principales variantes de la règle de Mise à jour.
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Nom C
Standard MP
[MZ93, Hub85]
Produit scalaire maximal
HRP
[GBM+96, JKMW98]
Corrélation locale maximale (ou décorrélation minimale)
Weak MP
[GN01, Tem02]
Produit scalaire sous-optimal
MPA
[Gri01, MDR11]
Sélection sous-optimale puis optimisation de l'atome sélectionné
(p.ex réassignement temps-fréquence)
Molecular MP
[GB03, Dau06, LVRD08]
Sélectionne le meilleur groupe d'atome (moyenne de produits
scalaires)
Tree-Based MP
[JVF06]
Recherche hiérarchique dans un dictionnaire structuré en arbre.
Parcours construit des molécules
Stagewise OMP
[DTDS06, BD09]
Choisit les s plus grands coeﬃcients parmi le vecteur y = ΦTx et
mise à jour directionnelle
CoSaMP
[NT10]
Choisit les s plus grands coeﬃcients parmi le vecteur y = ΦTx
Formalisme CS
Subspace Pursuit
[DM09]
Choisit les s plus grands coeﬃcients parmi le vecteur y = ΦTx
puis parmi xp = ΦΓsy
Sélectionne un sous-espace à chaque itération
Regularized OMP
[NV10]
Choisit les s plus grands coeﬃcients parmi le vecteur y = ΦTx
Garantie de recouvrement si RIP respectée
Table 3.4.2: Récapitulatif, principales variantes du critère de sélection.
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Nom remarques
Probabilistic MP
[FDBB00]
Plusieurs poursuites aléatoires sous-optimales
hasard sur choix des atomes
Bayesian MP
[ZBZJ09, SPZ08]
Critère de sélection Bayésien
Probabilistic OMP
[DE10]
Recherche dans des sous-espaces aléatoires
Random OMP
[EY09]
Plusieurs poursuites aléatoires sous-optimales
hasard sur choix des atomes
Stochastic MP (Durka)
[DIB01]
Plusieurs poursuites aléatoires sous-optimales
hasard sur paramètres du dictionnaire
Stochastic MP (Wang)
[WG97]
Critère de sélection : arg maxφ∈ΦE
[〈Rnx, φ〉2]
Stochastic MP (Peel)
[PERA12]
Séquence aléatoire de sous-dictionnaires
(voir section 5.3.1)
SAS MP
[MDR12a]
Séquence aléatoire de sous-dictionnaires
(voir chapitre suivant)
Table 3.4.3: Récapitulatif : Algorithmes gloutons stochastiques.
Deuxième partie
Poursuites Aléatoires et Dynamiques
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Chapitre 4
Matching Pursuit à Séquence de
Sous-dictionnaires
Parmi les contributions de cette thèse, nous proposons une variante du MP permettant de réaliser
des décompositions de haute résolution (car utilisant de très grands dictionnaires), avec une complexité
réduite. En premier lieu section 4.1, nous montrerons que les décompositions gloutonnes doivent se
plier à un compromis Gain-Complexité dont le noeud est le choix du dictionnaire (section 4.1.1). Ce
compromis est clairement mis à jour sous la forme d'un problème de compression (section 4.1.2).
Nous présenterons ensuite l'algorithme général section 4.2, son principe section 4.2.1 avant de nous
intéresser au cas particulier des séquences aléatoires section 4.2.2. Nous verrons ensuite son comporte-
ment sur quelques simulations simples section 4.2.3. Puis, nous nous intéresserons plus particulièrement
au cas de dictionnaires structurés, et notamment des dictionnaires temps-fréquence section 4.3.
Nous verrons enﬁn section 4.4 un cas d'application à la compression bas-débit de scènes sonores.
Ce travail a fait l'objet d'une publication dans la revue Signal Processing en octobre 2012 [MDR12a]
reprenant et étendant un article de conférence Icassp (mars 2012 [MDR12b]).
4.1 Contexte
4.1.1 Choix du dictionnaire
Il y a derrière la plupart des variantes mentionnées au chapitre précédent (en particulier les vari-
antes de sélection), le souci de prendre en compte l'un (ou les deux) critères suivants :
( Limiter la complexité.
( Construire la meilleure approximation (ou reconstruction) possible.
Avant même de s'intéresser aux diﬀérentes variantes, il est possible de contrôler ces deux critères en
choisissant le dictionnaire. On se trouve alors assez vite devant un compromis qui se résume ainsi :
( Utiliser un petit dictionnaire permet de limiter la complexité.
( Utiliser un grand dictionnaire permet de construire de meilleures approximations (au sens des
moindres carrés).
Ce constat dépend bien évidemment des cas de ﬁgures considérés. Il est basé sur une double hypothèse :
i) la complexité est fonction de la taille du dictionnaire (par exemple, le nombre de colonnes d'une
matrice dictionnaire détermine le nombre de produits scalaires parmi lesquels chercher le maximum)
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et ii) la vitesse de décroissance de l'erreur de reconstruction est fonction de la taille du dictionnaire.
Cette seconde hypothèse est directement liée à l'expression de la borne de convergence (3.1.9). Plus
précisément elle suppose qu'augmenter la taille du dictionnaire augmente du même coup la cohérence
des signaux dans ce dictionnaire.
Il est possible d'interpréter certaines variantes du MP à l'aune de ce compromis sur la taille du
dictionnaire :
MP Faible Limite la sélection à un sous-dictionnaire ﬁxe au prix d'une représentation sous-optimale.
Équivalent à considérer un dictionnaire de taille réduite.
MP Adaptatif Limite la sélection à un sous-dictionnaire ﬁxe puis optimise localement l'atome sélec-
tionné. Équivalent à considérer un dictionnaire de grande taille avec une recherche eﬃcace d'un
maximum local.
MP Stochastique (au sens de [DIB01]) Considère plusieurs poursuites sur des dictionnaires de taille
réduite, puis reconstruit une approximation dans le dictionnaire de grande taille
On le voit, le but est de réussir à utiliser le plus grand dictionnaire possible, tout en optimisant l'étape
de sélection d'un atome à l'aide de sous-dictionnaires. Ces variantes tentent de résoudre un problème
sous-jacent qui est donc une minimisation jointe, sur toutes les stratégies S possibles, de la complexité
O(S) et de l'erreur quadratique de reconstruction (S) :
min
S
(S) et min
S
O(S) (4.1.1)
Ce problème est mal posé ; la déﬁnition de la complexité (p.ex. au sens de Kolmogorov, du nombre
d'opérations en virgule ﬂottante, etc) doit être précisée. De plus il sera diﬃcile d'associer à une
stratégie une valeur , car la qualité de l'approximation est forcément dépendante de la nature des
signaux considérés. il est possible alternativement d'utiliser une borne sur cette erreur.
Il est intéressant de noter que le problème (4.1.1) formule un compromis sur deux des propriétés
souhaitables des représentations pour l'archivage : ﬁdélité et simplicité (voir 1.1.2 page 4).
4.1.2 Compression à l'aide de représentations parcimonieuses
Le problème de la compression de signaux peut se comprendre comme un problème de Fidélité-
Concision. Le but est, à partir d'un signal x, de construire une approximation xˆ (on dira aussi un
code) qui obéit à un compromis taille/qualité, généralement représenté sous la forme de courbes débit-
distorsion. Parmi les codeurs les plus utilisés on trouve le MPEG-1 Layer III (MP3)[MP392], plus
récemment le standard AAC [MPE99], ou encore le dernier né des codeurs libres OPUS 1.
Le cadre des représentations parcimonieuses est propice à la compression de signaux (p.ex. pour
l'audio [FVFK04, RRD08], et pour les images [FVF06]). Si l'on dispose d'une approximation parci-
monieuse à m-termes x˜m =
∑m
i=1 αidγi dans un dictionnaire D, alors en quantiﬁant le vecteur de
coeﬃcients α→ αˆ = Q(α) on obtient une approximation quantiﬁée xˆm =
∑m
i=1 αˆidγi :
x =⇒ x˜m =
m∑
i=1
αidγi =⇒ xˆm =
m∑
i=1
αˆidγi (4.1.2)
La ﬁdélité s'exprime alors en rapport signal à bruit (SNR) :
SNR(xˆm) = 10 log10
‖xˆm‖22
‖x− xˆm‖22
(4.1.3)
1. http ://www.opus-codec.org/
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ou par une mesure de distorsion perceptive. La concision est mesurée par la taille du code αˆ (alter-
nativement sous forme d'un débit). Ce type de quantiﬁcation a posteriori ne permet pas d'adapter
la poursuite à un critère de codage. Un état de l'art exhaustif sur la compression par représentations
parcimonieuses se trouve dans [Mal09] (essentiellement pour les images) et dans la thèse d'E. Ravelli
[Rav08] pour les signaux audio.
L'eﬃcacité d'un codeur basé sur une représentation parcimonieuse dépend de deux paramètres :
( La parcimonie de la représentation x˜m pour une erreur de reconstruction donnée.
( La distribution (et l'indépendance) des valeurs quantiﬁées αˆ.
L'approximation xˆm est complètement déﬁnie par la donnée du couple indices-coeﬃcients (Γm, αˆ). Le
débit nécessaire à sa transmission est donc :
R(xˆm) = R(Γ
m) +R(αˆ) (4.1.4)
où R(Γm) est le débit nécessaire à la transmission des m indices des atomes et R(αˆ) celui de la
transmission des coeﬃcients. Le codeur le plus simple considère chaque atome indépendamment, ce
qui correspond à l'hypothèse que la décomposition est très parcimonieuse et non structurée. Sous cette
hypothèse et en posant un modèle uniforme sur la distribution des atomes, le coût de codage d'un
indice est de log2M , avec M la taille du dictionnaire :
R(Γm) = |Γm| log2M ≤ n log2M (4.1.5)
En utilisant un codage entropique des indices, on peut améliorer substantiellement cette borne :
R(Γm) = mr¯ (4.1.6)
où r¯ est le coût moyen (en bits) du codage d'un atome.
Pour les coeﬃcients, en utilisant une quantiﬁcation uniforme à Q paliers on a :
RQ(αˆ) = m log2(Q) (4.1.7)
Dans le cadre d'un MP, on sait de plus que les coeﬃcients sont d'amplitude de plus en plus faible, en
utilisant la borne de convergence (3.1.9), Frossard et al [FVFK04] proposent de quantiﬁer le i-ème
coeﬃcient αi uniformément dans un intervalle rétrécissant [0, Ji] où Ji est donné par la borne (3.1.9) :
Ji = (1− µinf (D))i/2‖x‖ (4.1.8)
on pose alors qi le nombre de paliers de quantiﬁcation du coeﬃcient αi. Le débit total est donné par :
R(xˆm) =
m∑
i=1
log2 qi + ri (4.1.9)
La distorsion est bornée quant à elle par la somme de deux termes ; le premier est dû à l'approximation
MP, le second à l'erreur de quantiﬁcation :
D(xˆm) ≤ ‖x− x˜m‖22 + ‖α− αˆ‖22 (4.1.10)
≤ ‖Rmx‖22 +
m∑
i=1
|αi − αˆi|2
où Rmx est toujours le résiduel après m itérations. Avec ces critères de compression, il est possible
d'évaluer les diﬀérentes stratégies de décomposition sur une tâche de codage audio.
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Stratégies On peut reformuler (4.1.1) dans le cadre de la compression par l'optimisation conjointe :
min
S
D(xˆSm) sujet à R(xˆ
S
m) ≤ Rbudget (4.1.11)
où xˆSm est l'approximation quantiﬁée obtenue par stratégie S et Rbudget un débit nominal. Frossard
et al [FVFK04] utilisent la méthode des multiplicateurs de Lagrange pour trouver une quantiﬁcation
optimale, qui se comprend ici comme un nombre maximal d'atomes Nmax à encoder. Dans un article
récent, Lovisolo et al [LdSD10] optimisent cette méthode en modélisant la distribution des angles
des résiduels et en utilisant un quantiﬁcateur de Lloyd-Max.
Dans ce travail, notre approche est légèrement diﬀérente. On cherche à eﬀectuer une minimisation
triple :
min
S
D(xˆSm) et minS O(S) sujet à R(xˆSm) ≤ Rbudget (4.1.12)
où O(S) est en quelque sorte la complexité de la stratégie S. Cette valeur est assez diﬃcile à déﬁnir, en
eﬀet s'il est possible d'estimer le nombre d'opérations en virgule ﬂottante pour chaque itération dans
l'une ou l'autre stratégie, la vitesse de convergence est également un critère important. En pratique, un
compromis consiste à mesurer les temps nécessaires pour atteindre un certain degré d'approximation
sur une même machine.
Clairement le problème (4.1.12) est mal posé. Pourtant il est possible d'interpréter certaines vari-
antes de MP à l'aune de cette formulation :
MP Faible Eﬀort porté sur les contraintes de débit et de complexité (taille M réduite, recherche
simple) au prix d'une distorsion aggravée par la sélection sous-optimale des atomes.
MP Adaptatif Eﬀort porté sur la contrainte de distorsion et de complexité (tailleM grande, recherche
simple) au prix d'un débit augmenté par le(s) paramètre(s) additionnel(s).
MP Stochastique (au sens de [DIB01]) Eﬀort porté sur la contrainte de distorsion (recherche mul-
tiple et taille totale M grande), au prix d'un débit et une complexité alourdis par la multiplicité
des décompositions.
D'une façon générale, les variantes de MP proposées dans un cadre de recouvrement parcimonieux
sont celles qui portent l'eﬀort sur la contrainte de distorsion (p.ex. de reconstruction) et nécessitent
généralement plus de ressources. Les variantes de MP proposées pour le codage audio doivent prendre
tous ces critères en compte.
Dans la suite, nous proposons un algorithme qui porte l'eﬀort sur les trois contraintes. La distor-
sion est minimisée par l'emploi d'un grand dictionnaire, parcouru à l'aide d'une séquence de sous-
dictionnaires de taille réduite ce qui limite la complexité. Parallèlement le débit est faible grâce à la
connaissance préalable de la séquence.
4.2 Matching Pursuit à Séquence de Sous-dictionnaires (SSMP)
4.2.1 Principe
Nous proposons une modiﬁcation de MP qui consiste à changer, à chaque itération, de dictionnaire.
Plus précisément, on envisage de décomposer un signal x ∈ RN dans un dictionnaire Φ ∈ RN×M très
redondant (M  N), en limitant la sélection à l'itération n à un sous-dictionnaire ΦIn de taille
|In| = Kn < M , où In ⊂ {0..M} est un ensemble d'indices de colonnes de Φ. Ce faisant, on
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construit une séquence de sous-ensembles d'indices I = {In}n=1..m où m est le nombre d'itérations
envisagées. Alternativement, on peut aussi considérer la séquence de sous-dictionnaire {ΦIn}n=1..m.
On appelle cet algorithme : Matching Pursuit à Séquence de Sous-dictionnaires (SSMP). En première
approximation, chaque itération voit ainsi sa complexité de l'étape de sélection limitée par la taille
Kn du sous-dictionnaire.
Il est aisé de voir que cette modiﬁcation de MP ne touche que l'étape de sélection, et pas celle de
mise à jour du résidu. Cette modiﬁcation peut donc s'appliquer à toutes les variantes sur la mise à jour
de MP (OMP, GP, CMP,..). De même, on peut parfaitement envisager certaines variantes du critère de
sélection, notamment le Matching Pursuit Moléculaire, à condition que les sous-dictionnaires gardent
une structure adéquate.
Nous nous limitons pour l'instant à l'étude de la mise à jour du résidu standard. SSMP construit
à partir d'un dictionnaire Φ et d'une séquence de sous-ensemble d'indices I, une approximation d'un
signal x en m itérations de la forme :
x˜m =
m∑
n=1
αnφ
In
γn (4.2.1)
où
φI
n
γn = C(ΦIn , Rnx) (4.2.2)
L'approximation x˜m vit dans le sous-espace engendré par l'union des m sous-dictionnaires utilisés :
x˜m ∈ span
(
m⋃
n=1
ΦIn
)
(4.2.3)
Dès lors, une stratégie naturelle va consister à choisir des sous-dictionnaires les plus diﬀérents deux
à deux possible, de manière à maximiser la dimension de ce sous-espace. Même dans le cas de sous-
dictionnaires complets (∀n, span(ΦIn) = H), nous verrons que cette stratégie est pertinente.
4.2.2 MP à Séquence Aléatoire de Sous-dictionnaires (SASMP)
A première vue, (4.2.2) se rapproche d'un MP Faible, le maximum n'étant cherché que dans un
sous-ensemble d'éléments du dictionnaire. La particularité de notre approche est que ce sous-ensemble
change durant toute la décomposition au lieu d'être ﬁxé. En particulier nous proposons d'utiliser une
séquence pseudo-aléatoire, prédéterminée et donc indépendante du signal x. Cette variante de SSMP
est appelée Matching Pursuit à Séquence Aléatoire de Sous-dictionnaires (SASMP) par la suite.
Dans la suite et sauf mention contraire, on étudiera explicitement SASMP avec le formalisme suiv-
ant. On pose Φ le dictionnaire complet, la séquence de sous-dictionnaires {ΦIn}n=1..m est construite
en tirant à chaque itération un ensemble de Kn indices parmi les M possibles.
Algorithme Nous l'avons vu, seule l'étape de sélection est modiﬁée, ce qui permet d'envisager toutes
sortes de variantes de MP avec des séquences de sous-dictionnaires (le cas des poursuites à sélection de
sous-espace est néanmoins un peu diﬀérent). Le pseudo-code générique est donné ci dessous et illustré
Figure 4.2.1.
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Algorithm 3 Poursuite à Séquence de Sous-dictionnaires (SSMP)
Entrées: x , D , I
1: R0x := x , x˜0 := 0 , Γ0 = ∅ , n = 1
2: Répéter
3: Etape 1 : Selection atome dans sous-dictionnaire γn ∈ ΦIn :
φI
n
γn ← C(ΦIn , Rn−1x)
Γn ← Γn−1 ∪ γn
4: Etape 2 : Mise à jour de l'approximation et du résiduel :
x˜n ← A(x,DΓn)
Rnx← x− x˜n
5: Jusqu'à ce qu'une condition d'arrêt soit remplie
Sorties: x˜n , Rnx
Figure 4.2.1: Diagramme de l'algorithme MP à séquence de sous-dictionnaires.
4.2.3 Simulations
Il est aisé de montrer l'intérêt que présente le fait de changer de sous-dictionnaire à chaque itération
sur des exemples synthétiques en réalisant des expériences simples. Le code Matlab® permettant de
reproduire ces expériences est disponible en ligne sur la page de l'article Signal Processing 2.
Les paramètres de cette simulation sont les suivants :
( Signal : x ∈ RN est une réalisation d'un bruit blanc gaussien centré (∀i ≤ N, xi ∼ N (0, σ2))
( Dictionnaire : Φ ∈ RN×M avec M > N , une matrice à entrées gaussiennes, dont les colonnes
sont normalisées
On cherche alors à comparer trois stratégies :
MP-Φ : une poursuite utilisant le dictionnaire complet
MP-ΦI0 : une poursuite utilisant un sous-dictionnaire ΦI0 ﬁxe de taille K0
MP-{ΦIn} : une poursuite utilisant à chaque itération un sous-dictionnaire aléatoire de taille Kn
Pour simpliﬁer les notations, on considère des sous-dictionnaires de taille ﬁxe (∀n,Kn = K). Les
performances de ces approches sont mesurées en terme d'erreur de reconstruction normalisées :
(n) = 10 log10
‖x˜n − x‖22
‖x‖22
(4.2.4)
la Figure 4.2.2 montre le type de résultats obtenus (en moyenne sur 1000 simulations) avec N = 64,
M = 256 et K = 64 pour deux règles de mises à jours (MP simple ou Orthogonal). Les poursuites
les plus eﬃcaces (en termes de rapidité de décroissance de l'erreur de reconstruction) sont celles util-
isant le dictionnaire Φ complet. Les poursuites sur un sous-dictionnaire ﬁxe ΦI0 convergent le plus
2. http ://www.tsi.telecom-paristech.fr/aao/ ?p=531
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Figure 4.2.2: Courbe de décroissance de l'erreur d'approximation pour un cas synthétique avec trois
stratégies de sélection et deux règles de mises à jour (MP, OMP).
lentement. Les poursuites utilisant une séquence de sous-dictionnaires {ΦIn} ont un proﬁl de conver-
gence intermédiaire. A nombre d'itération équivalent, ces poursuites permettent une décroissance plus
importante qu'avec un sous-dictionnaire ﬁxe et légèrement plus faible qu'en utilisant le dictionnaire
complet. En revanche, en termes de rapidité d'éxecution, la poursuite utilisant le dictionnaire complet
est beaucoup plus lente que les deux autres. Nous verrons en section 4.4.3 une évaluation plus précise
de cet état de fait.
4.2.4 Convergence et stabilité
SSMP est une instance de Matching Pursuit Faible. A chaque itération n, un atome sous-optimal
φγn est sélectionné :
|〈Rnx, φγn〉| ≥ tn max
φ∈Φ
|〈Rnx, φ〉| (4.2.5)
et le facteur de sous-optimalité tn dépend du sous-dictionnaire choisi :
tn =
maxφ∈ΦIn |〈Rnx, φ〉|
maxφ∈Φ |〈Rnx, φ〉| ≤ 1 (4.2.6)
Temlyakov [Tem02] a montré qu'une condition suﬃsante de convergence dans ce cas de ﬁgure est :
∞∑
n=1
tn
n
=∞
Gribonval et Nielsen [GN01] étendent ce résultat au cas de calculs approchés et montrent que cette
condition est nécessaire. Nous voyons qu'il est possible de contrôler le paramètre tn en choisissant
judicieusement la taille et/ou la structure des sous-dictionnaires de façon à maintenir :
∞∑
n=1
1
n
maxφ∈ΦIn |〈Rnx, φ〉|
maxφ∈Φ |〈Rnx, φ〉| =∞ (4.2.7)
On peut récrire :
tn =
maxφ∈ΦIn |〈Rnx, φ〉|
maxφ∈Φ |〈Rnx, φ〉|
=
µ(Rnx,ΦIn)
µ(Rnx,Φ)
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où µ(x,Φ) est déﬁnit comme en Section 3.1.2 page 42 par (3.1.6). Le pire des cas de ﬁgure serait que
le résiduel soit parfaitement cohérent dans Φ (c-à-d. µ(Rnx,Φ) = 1) et le plus incohérent possible
dans ΦIn (c-à-d. µ(Rnx,ΦIn) = µinf (ΦIn)). Dès lors on peut borner tn :
tn ≥ µinf (ΦIn) (4.2.8)
Une condition suﬃsante évidente de convergence du SSMP est donc, en dimension N ﬁnie, de ne pren-
dre que des sous-dictionnaires contenant une base orthonormale de H, ce qui garantirait µinf (ΦIn) ≥
1√
N
. En revanche, sans plus d'hypothèses sur la séquence de sous-dictionnaires envisagée, il est malaisé
de chercher à déﬁnir une condition nécessaire.
Proposition. Soit {ΦIn}n=1..+∞ une séquence de dictionnaires. SSMP converge si :
∞∑
n=1
µinf (ΦIn)
n
=∞
Dans le cas du SASMP, le cadre privilégié d'étude de la convergence est probabiliste. Nous pro-
posons une modélisation originale utilisant les statistiques d'ordre en annexe A de ce travail.
Stabilité La stabilité de SSMP est diﬃcile à étudier. A première vue, SSMP (et plus encore SASMP)
ne semble pas être un algorithme pertinent pour des problèmes de recouvrement parcimonieux. En eﬀet
une condition nécessaire pour garantir que SSMP choisisse à chaque itération un atome appartenant
eﬀectivement au support idéal est que le sous-dictionnaire contienne au moins l'un de ces atomes.
Le sous-échantillonnage aléatoire du dictionnaire signiﬁe qu'à chaque itération la probabilité que
le sous-dictionnaire choisi ne contienne aucun des atomes appartenant au support (ou à la meilleure
approximation possible) n'est pas nulle. En particulier, trouver un équivalent de la condition de re-
couvrement exact proposée par Tropp [Tro04] s'avère problématique dans le cas général.
Pour s'en convaincre, on peut tracer les diagrammes de transition de phase pour le cas suivant
(Figure 4.2.3). On opère comme en [DT10] une recherche de solution parcimonieuse au problème
y = Ax, y ∈ RN , x ∈ RM et A ∈ RN×M , pour lequel on sait qu'il existe une solution x0 avec
‖x0‖0 = k ≤M . A est appelée matrice de mesure, elle est construite en tirant aléatoirement N lignes
dans une matrice de Fourier de taille M ×M . Pour diﬀérents ratio de sous-échantillonnage δ = N/M
et de parcimonie ρ = k/M on mesure la proportion de succès  le recouvrement du support exact en
k itérations  sur 100 tirages.
4.3 SSMP dans des dictionnaires temps-fréquence
Dans le cas particulier des dictionnaires structurés, il est intéressant de construire des sous-
dictionnaires eux-mêmes structurés. On peut alors comprendre chaque sous-dictionnaire de la séquence
comme un sous-ensemble de vecteurs {φIni }i=1..Kn issus d'un repère redondant {φj}j=1..M . Une façon
simple de construire une séquence est alors de choisir un sous-ensemble {φI0i }i=1..K0 et de construire
les autres par une transformation géométrique simple, analogue à une translation ou une rotation.
4.3.1 MP dans des sous-dictionnaires rotatifs
Il est aisé de visualiser l'eﬀet du sous-échantillonnage de dictionnaire dans un plan 2D. La Figure
4.3.1 illustre les diﬀérents sous-échantillonnages possibles d'un dictionnaire très redondant et structuré.
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Figure 4.2.3: Diagrammes de transition de phase pour un problème de recouvrement parcimonieux
pour diﬀérents algorithmes. On voit qu'ici le sous-échantillonnage des colonnes de la matrice de mesure
réduit fortement les performances.
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Figure 4.3.1: Sous-échantillonnage de dictionnaires structurés : exemple 2D. Gauche : dictionnaire
redondant, Droite : en vert exemple de sous-échantillonnage minimal (repère orthonormal). Rouge et
Bleu : exemples de sous-dictionnaires redondants.
Une repère ajusté du plan est ﬁguré en vert : il s'agit du cas particulier d'une base orthonormale.
En rouge et bleu, deux autres sous-échantillonnages du dictionnaire. Dans ce cadre, il est possible de
paramétrer SSMP à l'aide d'une séquence d'angles {θi}i=1..m et d'un sous-dictionnaire initial ΦI0 ⊂ Φ.
A l'itération n (0 ≤ n < m), le sous-dictionnaire ΦIn est une rotation de ΦI0 d'angle θn.
Bien sûr en 2D cette technique n'a pas grand intérêt. Lorsque la dimension N devient grande, en
revanche, cette rotation va permettre de retirer une partie du biais lié au choix arbitraire de ΦI0 . En
particulier, la décomposition obtenue vit dans un dictionnaire beaucoup plus grand
⋃m
n=1 ΦIn .
4.3.2 Sous-échantillonnage de dictionnaires de Gabor
Chaque atome d'un dictionnaire de Gabor discret peut être identiﬁé par la donnée du triplet
(L, u, k) où L est la longueur (échelle) de l'atome, u sa localisation temporelle et k sa localisation
fréquentielle. Nous avons vu en 2.1.4 page 25, comment construire un repère de Gabor à partir d'une
base de Fourier discrète {ej2pink/L}0≤k≤L ∈ CL. Reprenons la déﬁnition des atomes (2.2.14), posons
ΦL,∆u,∆k le dictionnaire construit à partir des atomes d'échelle L, localisés temporellement tous les
∆u et fréquentiellement tous les
2pi∆k
L . ΦL,∆u,∆k déﬁnit un pavage du plan temps-fréquence dont la
ﬁnesse est paramétrée par le couple (∆u,∆k). Cette structure particulière permet d'envisager des
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Figure 4.3.2: Haut : Visualisation d'un dictionnaire de Gabor mono-échelle ΦL,1,1 (L = 32) constru-
isant un repère de RN avec N = 64 (On n'aﬃche ici que les atomes des L/2 premiers bins fréquentiels,
les L/2 suivants étant les conjugués de ceux-ci). Bas : Formes d'ondes de deux atomes (c-à-d. colonnes)
successifs de ΦL,1,1. Droite : zoom sur la 4e sous matrice, la structure de Toeplitz apparaît clairement.
calculs rapides de projections.
Pavage le plus ﬁn En théorie, le pavage peut être rendu arbitrairement ﬁn (et le dictionnaire
arbitrairement grand) en ﬁxant (∆u,∆k)  notamment en fréquence avec du zero-padding. Néanmoins,
pour des raisons pratiques (accélération des calculs de projections à l'aide de transformées rapides)
il est intéressant de se limiter au cas discret (∆u,∆k) ∈ (N∗)2. Dès lors il existe un pavage le plus
ﬁn, obtenu pour le couple (∆u,∆k) = (1, 1). On note ΦL,1,1 le dictionnaire réalisant ce pavage. Il
peut se comprendre comme la collection de tous les atomes du type considérés (p.ex. Gabor, MDCT)
localisés en temps et en fréquence sur des valeurs entières (u, k) ∈ [0..N − 1]× [0..L− 1]. Sous forme
matricielle, ΦL,1,1 est composé de NL colonnes et de N lignes.
La projection d'un signal x ∈ RN dans un tel dictionnaire a une complexité de O(N2L). En
utilisant la structure du dictionnaire (p.ex. dans le cas de dictionnaires de Gabor, ou MDCT) le calcul
se ramène à celui de N transformées de Fourier de taille L, soit en utilisant des transformées rapides
une complexité de O(NL logL). En rangeant les colonnes de façon adéquate, on peut montrer que
ΦL,1,1 est une concaténation de L+ 1 matrices de Toeplitz :
ΦL,1,1 =
[
Φ0LΦ
1
L . . .Φ
L
L
]
(4.3.1)
où ΦkL = [φ1,k, φ2,k, . . . , φu,k] est une matrice dont la u-ième colonne (0 ≤ u < N) est l'atome de
Gabor :
φGaborL,u,k [n] = w
[
n− u
L
]
· exp(2ipikn
L
) (4.3.2)
La Figure 4.3.2 présente un tel dictionnaire pour un cas de dimensions réduites (L = 32, N = 64).
Une décomposition dans ΦL,1,1 permet de sélectionner des composants très bien localisés dans
le plan temps-fréquence. Mais pour des scènes sonores de seulement quelques secondes, la dimension
implique une taille très importante de dictionnaire et rend le calcul de projections sur ΦL,1,1 fastidieux.
Typiquement le choix est donc fait de sous-échantillonner le dictionnaire ΦL,1,1.
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Figure 4.3.3: Haut : Dictionnaire de Gabor mono-échelle ΦL,1,1 (L = 32, zoom sur les 320 premières
colonnes) construisant un repère de RN avec N = 64, les barres verticales ﬁgure le pas de sous-
échantillonnage de ∆u = L/2. Bas : Formes d'ondes de deux atomes (c-à-d. colonnes) successifs de
ΦL,L2 ,1
. Droite : sous-dictionnaire Φ1
L,L2 ,1
obtenu par sous-échantillonnage en commençant sur la sur
la première colonne.
Sous-échantillonnage en fréquence En posant ∆k > 1, on crée un dictionnaire ΦL,1,∆k ⊂ ΦL,1,1
de taille N × N L∆k . On peut espérer ainsi accélérer les calculs des projections au prix d'une perte
de précision sur la localisation fréquentielle des composantes d'une scène sonore. En pratique, ce
choix s'avère contre-productif. Dans toutes les expériences que nous avons menées, sous-échantillonner
en fréquence détériore les performances d'approximation et n'accélère que très peu les calculs. Cela
s'explique par deux considérations :
1. La dimension temporelle des signaux (N) est souvent grande devant l'échelle L des atomes.
La complexité des projections est donc dominée par la dépendance linéaire en N . Le gain en
complexité du sous-échantillonnage en fréquence est donc faible.
2. Les scènes sonores en général et la musique en particulier sont composées en grande partie
d'éléments harmoniques. La qualité de la reconstruction globale dépend fortement de la qual-
ité de reconstruction de ces composantes, elle-même fonction de la résolution fréquentielle du
dictionnaire.
En conséquence, nous poserons dans toute la suite ∆k = 1. Pour simpliﬁer les notations, on écrira
ΦL,∆u,1 → ΦL,∆u .
Sous-échantillonnage en temps Un choix classique d'avancement (par exemple pour la TFCT et
la MDCT) est une fraction de la taille de la fenêtre d'analyse, soit ∆u = LQ (typiquement Q = 2 ou
4). En supposant le nombre de trames P = QNL entier, la taille du sous-dictionnaire résultant est alors
de N × PL et la complexité du calcul des projections tombe à O(PL logL).
Nous pouvons ainsi construire un sous-dictionnaire ΦL, LQ ⊂ ΦL,1 en sélectionnant un sous ensemble
des colonnes. En considérant ΦL,1 sous la forme (4.3.1), cette sélection peut être comprise comme
l'application d'un peigne de largeur ∆u sur les colonnes, comme illustré sur la ﬁgure 4.3.3.
Les ﬁgures 4.3.3 et 4.3.4 présentent deux sous-échantillonnages diﬀérents du dictionnaire Φ. Les
deux sous-dictionnaires construits sont des repères de RN , équivalents à une rotation près. Alter-
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Figure 4.3.4: Haut : Dictionnaire de Gabor mono-échelle ΦL,1,1 (L = 32, zoom sur les 320 premières
colonnes) construisant un repère de RN avec N = 64, les barres verticales ﬁgure le pas de sous-
échantillonnage de ∆u = L/2. Bas : Formes d'ondes de deux atomes (c-à-d. colonnes) successifs
de ΦL,L2 ,1.. Droite : sous-dictionnaire Φ
4
L,L2 ,1
obtenu par sous-échantillonnage en commençant sur la
quatrième colonne.
nativement, ces deux repères correspondent à deux découpages (ou fenêtrages) possible d'un signal,
décalés circulairement d'un paramètre τ .
Paramétrisation Un sous-dictionnaire de ΦL,1 est donc déﬁni par la donnée d'un pas de sous-
échantillonnage ∆u et d'un décalage initial τ . Posons θ = (L,∆u, τ) le jeu de paramètres déﬁnissant un
sous-dictionnaire. Une séquence de sous-dictionnaires {Φθn} est déﬁnie par une séquence de paramètres
{θn}. On peut par exemple construire une séquence de sous-dictionnaires de taille K ﬁxe en déﬁnissant
une séquence de décalages Θ = {τn}n=1..m et en posant :
∀i,Φθn = Φ(L,∆u,τn) (4.3.3)
On peut alors considérer chaque sous-dictionnaire en fonction du dictionnaire Φ(L,∆u,0) = {φ0i }i=1..K
en remarquant :
∀n,Φ(L,∆u,τn) = {φni }i=1..K = {φ0i ⊗ δτn}i=1..K (4.3.4)
où ⊗ dénote la convolution circulaire.
Dans le cas d'une union de dictionnaires, on peut déﬁnir le dictionnaire ﬁn multi-échelle :
Φ =
S⋃
s=1
ΦLs,1 (4.3.5)
qui contient pour chaque échelle s tous les atomes (p.ex. de Gabor, ou MDCT) de taille Ls localisés
sur des bins temps-fréquence (u, k) entiers. Φ contient donc N ·
(∑S
s=1 Ls/2
)
atomes, et déﬁnit
un pavage très ﬁn et très redondant du plan temps-fréquence. Un sous-dictionnaire de Φ peut être
construit comme une union de sous-dictionnaires :
ΦIn =
S⋃
s=1
Φ(Ls,∆su,τsn) (4.3.6)
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Figure 4.4.1: Schéma-bloc d'un codeur audio basé sur une représentation parcimonieuse [RRD08]
où un pas de sous-échantillonnage temporel ∆su est déﬁni pour chaque échelle (p.ex. en posant
∆su =
Ls
Q ). La paramétrisation complète de la séquence de sous-dictionnaires revient donc à déﬁnir la
séquence multiple :
Θ = {τsn}n=1..m,s=1..S (4.3.7)
Le choix de la séquence Θ détermine en grande partie les performances du SSMP. On pourrait par
exemple imposer des décalages communs pour les sous-dictionnaires d'échelles diﬀérentes (∀s, τsn = τn),
mais l'expérience montre que la décomposition gagne à ce que les décalages soient asynchrones. Sur
chaque échelle, on modélise les décalages par une variable aléatoire discrète uniforme τs.
∀s, τs ∼ U(0,∆su − 1) (4.3.8)
A première vue, Θ est un paramètre supplémentaire à transmettre pour pouvoir eﬀectuer la recon-
struction d'une approximation. L'idée, dans un contexte de compression, est d'envisager des séquences
pseudo-aléatoires, connues à l'avance au codeur et au décodeur, ce qui épargne le coût de transmission,
tout en améliorant de façon signiﬁcative la qualité de l'approximation.
4.4 Application à la compression de scènes sonores
4.4.1 Codeur naïf
La compression de scènes sonores par approximations parcimonieuses dans une union de bases
MDCT a été étudiée notamment par Ravelli [RRD08]. Contrairement à lui, nous n'avons pas dans
ce travail proposé d'architecture de codage complète (comme présentée Figure 4.4.1), notre travail se
concentre sur la première de ces étapes : la décomposition elle-même.
Le schéma de l'architecture considérée est plus naïf, il est présenté Figure 4.4.2. En couleur la partie
qui nous intéresse plus spécialement, celle de l'algorithme de décomposition. Nous avons comparé pour
ce bloc, trois stratégies gloutonnes :
MP Φ−∆su = Ls/2 UnMatching Pursuit sur un dictionnaire ﬁxe de pavage grossier (sous-dictionnaire
de Φ).
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Figure 4.4.2: Diagramme par blocs de l'architecture naïve de codage audio.
MPA Φ−∆su = 1 Un Matching Pursuit Adaptatif sur le dictionnaire de pavage le plus ﬁn avec
recherche préalable dans un sous dictionnaire ﬁxe de pavage grossier (∆su = Ls/2, le même que
pour le cas précédent) puis optimisation locale dans un voisinage. Cette optimisation se traduit
par une variable supplémentaire (un décalage) nécessaire à la déﬁnition de chaque atome, soit
au ﬁnal, le besoin de transmettre une séquence Θ de paramètres supplémentaires.
SASMP Φ−∆su = Ls/2 Un Matching Pursuit sur une séquence aléatoire de sous-dictionnaires de
pavage grossier. La séquence de décalages Θ qui paramétrise les sous-dictionnaires est indépen-
dante du signal et supposée connue à l'avance tant au codeur qu'au décodeur.
Ces trois stratégies, résumées Figure 4.4.3 ont une complexité, par itération, équivalente. Il est diﬃcile
de considérer un MP sur le grand dictionnaire de pavage ﬁn lorsque l'on travaille sur des scènes
sonores de plusieurs secondes. Le MP Adaptatif est néanmoins une bonne approximation de ce cas de
ﬁgure. Dans ce cas, une information complémentaire (par exemple un raﬃnement de la localisation des
atomes) doit être transmise en plus des indices et poids quantiﬁés. Le pendant de cette information
pour la stratégie proposée est la séquence de paramètres des sous-dictionnaires. Dans ce cas néanmoins,
cette information peut être connue à l'avance au niveau du codeur et du décodeur, et n'a donc pas
besoin d'être transmise.
4.4.2 Résultats
L'implémentation de tous les algorithmes a été entièrement réalisée en Python. Lorsque c'est
possible, les calculs de projections sont optimisés à l'aide de transformées rapides. Dans ce cas de
ﬁgure, nous utilisons la boite à outil FFTW 3 en langage C et une interface python spéciﬁque. Le code
source de toutes ces expériences fait l'objet d'une documentation et sera proposé en ligne bientôt. Nous
avons déposé une implémentation naïve de SASMP et SASOMP en Matlab sur le serveur central ﬁle
exchange 4. Une implémentation libre de droits permettant de reproduire une partie de ces résultats
sur des données réelles est également disponible en language Python 5.
Codage naïf sur une union de bases MDCT En premier lieu, nous montrons par une expérience
simple l'intérêt que présente l'utilisation d'une union de bases MDCT par rapport à une simple base
orthonormale, reprenant ainsi les observations déjà formulées dans [RRD08]. La Figure 4.4.4 donne
un exemple de comparaison entre des MP sur ces deux dictionnaires, pour un signal de glockenspiel.
3. www.ﬀtw.org
4. http ://www.mathworks.com/matlabcentral/ﬁleexchange/37537-matching-pursuit-with-random-sequential-
subdictionaries
5. https ://github.com/mmoussallam/PyMP
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Figure 4.4.3: Diagramme de trois stratégies de codage. Décomposition simple avec transmission des
indices Γm et des coeﬃcients quantiﬁés {αˆn}n=1..m. Décomposition adaptative avec transmission en
plus d'une information complémentaire Θ d'optimisation locales des atomes. Enﬁn décomposition
proposée, sans transmission d'information complémentaire si la séquence pseudo-aléatoire de sous-
dictionnaires paramétrée par Θ est connue au codeur et au décodeur.
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Figure 4.4.4: Gauche : évolution du critère de qualité de reconstruction (SRR) en fonction du nombre
d'itérations pour un signal de 10 secondes de glockenspiel. Droite : Courbes débit-distorsion obtenues
avec une quantiﬁcation uniforme et un codeur uniforme (trait plein) ou un codeur entropique idéal
(tirets).
Dans cet exemple, nous pouvons voir que non seulement l'union de bases MDCT permet d'assurer
une décroissance du résiduel (c-à-d. une montée du SRR) plus rapide, mais également de meilleures
performances en codage à bas débit. En haut-débit l'écart tend à se réduire et les courbes ﬁnissent
par se croiser. Rappelons ici que le codeur utilisé dans [RRD08] est plus performant que le notre
(en particulier en ce qui concerne le codage de source) ce qui explique que les auteurs observent ce
croisement à un débit inférieur au notre (environ 128 Kbps).
Ravelli et al ont observé ce phénomène et proposent un codeur adaptatif qui passe d'une union de
8 bases à une seule base MDCT en haut débit. Dans ce travail nous ne proposons pas un tel dispositif
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et nous concentrerons sur l'étude des performances à bas-débit (c-à-d. <128 Kbps). La Figure 4.4.4
permet en outre de voir que l'utilisation d'un codeur entropique idéal (courbes en tirets) ne change
pas fondamentalement la nature de la comparaison.
Comparaison des trois stratégies sur une union de bases MDCT On s'attache désormais
à la comparaison des trois stratégies décrites plus haut. Pour cela on utilise un corpus de 4 signaux
issus de la base de test Sound Quality Assessment Material (SQAM) [MPE03] régulièrement utilisée
pour la mesure des performances d'un codeur audio. Il s'agit ici de glockenspiel, de voix d'homme,
d'orchestre et de musique populaire. La Figure 4.4.5 montre que pour tous les exemples (et nous
n'avons trouvé aucune scène sonore réelle pouvant servir de contre-exemple) SASMP permet, à un
débit donné, d'obtenir une qualité signiﬁcativement meilleure.
Nous voyons également que SASMP sélectionne un nombre d'atomes équivalent au MP Adaptatif
et dont la corrélation ﬁne avec le signal est similaire (à l'exception peut-être du premier exemple : le
glockenspiel, pour lequel le MP Adaptatif réalise une meilleure décomposition en raison sans doute de
la localisation très précise de l'énergie dans le plan temps-fréquence sur cet exemple).
Comparaison des types de séquences Dans ce qui précède, nous avons paramétrisé les séquences
de sous-dictionnaires à l'aide d'une séquence de décalage :
Θ = {τsn}n=1..m,s=1..S
On a posé que pour le SASMP, cette séquence était pseudo-aléatoire, tirée selon une loi uniforme
discrète :
τsn = U(0,∆Su − 1)
Mais nous n'avons pas justiﬁé que cette méthode était la plus intéressante. L'intuition derrière ce
modèle est que plus les sous-dictionnaires sont variés, plus l'algorithme pourra en tirer proﬁt. Pour
conﬁrmer cette intuition, nous avons comparé l'approche ci-dessus avec des SSMP déterministes. Deux
séquences déterministes sont construites avec les règles suivantes :
Unitaire les décalages suivent une progression très simple et sont les mêmes pour toutes échelles :
∀s,
τs0 = 0τsn = τsn−1 + 1 si n > 0
Sauts les décalages suivent une progression par sauts, diﬀérente selon les échelles :
∀s,
τs0 = 0τsn = τsn−1 + ∆su2 + 1 mod∆su si n > 0
La Figure 4.4.6 présente les résultats obtenus. Nous voyons que la stratégie de décalages unitaires
synchrones est la moins performante. La stratégie déterministe par sauts donne des scores assez proches
de SASMP, mais toujours inférieurs. Il est important de noter que, même si les performances sont assez
proches, SASMP est toujours légèrement meilleur. Nous avons lancé plusieurs exécutions de SASMP,
la variance des résultats est très faible et en tout état de cause inférieure à l'écart avec le meilleur
SSMP déterministe, et ce pour tous les signaux réels rencontrés.
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Figure 4.4.5: Comparaison de trois stratégies gloutonnes pour l'approximation et le codage de scènes
sonores. Gauche : erreur de reconstruction (SRR) en fonction du nombre d'itérations. Droite : courbes
débit (théorique)-distorsion correspondantes.. De haut en bas : Glockenspiel, Voix d'homme, Orchestre
et Musique populaire.
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Figure 4.4.6: Courbes débit-distorsion obtenues pour SASMP et deux SSMP déterministes. Courbes
moyennes sur 5 scènes sonores .
Etape MP Φ MP ΦI0 OMP Φ OMP ΦI0 SSMP {ΦIn} SSOMP {ΦIn}
1 Projection O(MN) O(KN) O(MN) O(KN) O(KN) O(KN)
Sélection O(M) O(K) O(M) O(K) O(K) O(K)
2 Gram Matrix 0 0 O(nN) O(nN) 0 O(nN)
Coeﬃcients 0 0 O(n2) O(n2) 0 O(n2)
Résiduel O(N) O(N) O(nN) O(nN) O(N) O(nN)
Total O(MN) O(KN) O(n2 +MN) O(n2 +KN) O(KN) O(n2 +KN)
Table 4.4.1: Complexités par étape pour diﬀérents algorithmes (sans optimisation autre que la fac-
torisation QR).
4.4.3 Complexités et temps de calcul
Complexité dans le cas général On se limite dans ce paragraphe aux complexités théoriques
correspondant aux cas de dictionnaires non structurés, pour lesquels aucune astuce d'optimisation
n'est disponible. La complexité se divise en deux composantes, correspondant chacune à une étape :
l'étape de sélection et celle de mise à jour.
Soit x dans RN et Φ un dictionnaire redondant de M atomes. Soit {ΦIn} une séquence de sous-
dictionnaires de Φ de taille K. A l'itération n , les complexités dans le cas général sont données Table
4.4.1. L'étape de sélection pour un MP standard nécessite le calcul des M projections atomiques
dans l'espace de dimension N , suivi d'une recherche de maximum. L'étape de mise à jour pour le
MP standard ne requiert qu'une soustraction. Pour des poursuites orthogonales en revanche, la mise
à jour nécessite une pseudo-inversion qui implique le calcul d'une matrice de Gram et le calcul des
coeﬃcients. Ces deux sous-étapes additionnelles ont une complexité croissante au ﬁl des itérations.
Pour pallier ce problème, des techniques d'accélération ont été proposées [BD08], qui utilisent une
factorisation QR dont la mise à jour est un ordre de grandeur plus simple. La Table 4.4.1 tient compte
de cette optimisation.
Projection et mise à jour rapide Dans le cas général, SSMP a une complexité équivalente à celle
du MP sur un sous-dictionnaire ﬁxe. Mais lorsqu'on utilise des dictionnaires structurés (p. ex. temps-
fréquence), certaines astuces permettent d'accélérer très signiﬁcativement les étapes de projection et
de mise à jour. La première est proposée dans l'article [MZ93], les projections sont calculées à partir
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Figure 4.4.7: Gauche : erreur quadratique de reconstruction normalisée. Milieu : temps de calcul.
Droite : erreur quadratique fonction du temps de calcul. Résultats moyens sur 100 exécutions réalisées
sur un Dual Core Intel E8500 à 3.16GHz et 8 Go de RAM.
de celles de l'étape précédente et des produits scalaires entre atomes du dictionnaires :
〈Rnx, φγ〉 = 〈Rn−1x, φγ〉 − 〈Rnx, φγn−1〉〈φγn−1 , φγ〉 (4.4.1)
où φγn est l'atome sélectionné à l'itération n. Les produits 〈φγn−1 , φγ〉 pouvant être pré-calculés, la
complexité totale est grandement réduite. En particulier dans le cas de dictionnaires temps-fréquence,
une grande partie de ces produits sont nuls. Cette optimisation nécessite que la projection 〈Rn−1x, φγ〉
ait été calculée à l'itération précédente. Pour une poursuite utilisant une séquence de sous-dictionnaires
cela implique que γ ∈ In−1⋂ In (c-à-d. que l'atome φγ appartienne aux deux sous-dictionnaires
successifs). La plupart du temps cette propriété ne sera pas vériﬁée (p. ex. le SASMP proposé plus
haut sur des dictionnaires temps-fréquence).
Une optimisation importante est l'utilisation de transformées rapides. Si l'on préserve la structure
des sous-dictionnaires  comme on l'a fait plus haut  cette optimisation est possible quelque soit
l'algorithme. Pour un atome φLs,γ de longueur Ls le calcul de 〈Rnx, φLs,γ〉 ne nécessite plus que
O(Ls logLs).
Un autre facteur d'accélération est proposé dans l'implémentation MPTK [KG06] et également par
Mailhé et al [MGBV09] dans le cas orthogonal. Les atomes ayant un support temporel limité (p. ex.
Ls < N), à chaque itération seul un sous-ensemble de projections sont aﬀectées par la sélection d'un
atome, et de même pour la mise à jour. Il serait là aussi diﬃcile d'adapter les optimisations proposées
dans [MGBV09] au cas du SSOMP.
Pour illustrer cet accroissement de complexité, nous pouvons comparer diﬀérentes stratégies sur
des exemples synthétiques. Nous générons ainsi un bruit blanc gaussien x de dimension N , et nous le
décomposons dans un dictionnaire structuré (3 échelles) avec les stratégies suivantes :
MP ∆su = 1 Un MP standard utilisant le dictionnaire multi-échelles de pavage le plus ﬁn.
MP ∆su =
Ls
2 Un MP standard utilisant un sous-dictionnaire multi-échelles ﬁxe de pavage déterminé
par ∆su =
Ls
2 .
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MPA ∆su =
Ls
2 Un MP Adaptatif réalisant une pré-sélection dans un sous-dictionnaire multi-échelles
de pavage déterminé par ∆su =
Ls
2 , puis une optimisation locale.
SASMP ∆su =
Ls
2 UnMP avec séquence aléatoire de sous-dictionnaire multi-échelles de pavage déter-
miné par ∆su =
Ls
2
La Figure 4.4.7 résume les résultats obtenus. Ici la dimension est N = 8192. On utilise des atomes de
Gabor de taille 32,128 et 512 échantillons. On peut faire plusieurs remarques :
( Sur ce cas de ﬁgure (signal bruité, incohérent dans le dictionnaire choisi), le SASMP a un proﬁl
de convergence moyen meilleur que le MP adaptatif, ce qui est une surprise en soi.
( En revanche, la mise en place de toutes les stratégies d'optimisations listées ci-dessus rend le MP
adaptatif plus rapide. On remarque néanmoins que la complexité de SASMP reste deux ordres
de grandeur plus faible que celle du MP sur le dictionnaire de pavage ﬁn.
Pour limiter ce surplus de complexité, il est possible de déﬁnir des stratégies hybrides, dans lesquels
le sous-dictionnaire n'est changé qu'au bout d'un nombre J d'itérations (ce nombre peut d'ailleurs
varier au cours de la décomposition). Ainsi durant J itérations les astuces d'accélération décrites plus
haut peuvent être mises en place. Nous avons expérimenté ce type de stratégies avec des résultats
conformes à l'intuition que l'on peut en avoir : la décomposition est d'autant plus accélérée qu'elle
perd en qualité. L'allure de ce compromis est, de plus, très dépendante du signal.
Compromis Compression / Complexité
Une autre manière de réduire la complexité de SSMP est de réduire la taille des sous-dictionnaires
utilisés. Cette idée présente en outre l'intérêt de réduire encore plus le coût de codage des atomes.
Bien sûr, ce gain en temps de calcul et en codage des indices va être contre-balancé par une distorsion
plus importante.
L'allure de ce compromis est présenté Figure 4.4.8. Tous les points de cette ﬁgure sont obtenus
pour une même valeur de distorsion (10 dB de SNR), le temps de calcul et le débit nécessaire pour
atteindre cette valeur sont présentés relativement aux valeurs obtenues avec un MP standard sur un
sous-dictionnaire de taille ﬁxe (∆su = Ls/2). Là encore, on voit que les proﬁls varient grandement
entre les signaux. On remarque que, pour les signaux d'orchestre et de voix, il est possible de réduire
très fortement la taille du sous-dictionnaire, et donc d'accélérer les calculs tout en maintenant un
compromis débit-distorsion relativement stable. En revanche pour le signal de glockenspiel, cette
accélération a pour eﬀet une détérioration nette des performances en compression.
Dans cette expérience, nous utilisons des dictionnaires MDCT de 8 échelles diﬀérentes (de 4 à 512
ms). Les résultats sont moyennés sur 100 exécutions avec un Dual Core (Intel E8500 3.16 GHz, 8GB
RAM). On peut conclure de cette expérience que l'algorithme SASMP présente un gain de performance
d'autant plus important que le signal est riche, c'est-à-dire dont l'énergie n'est pas concentrée que sur
quelques zones temps-fréquence. Ce dernier type de signaux (dont le signal de glockenspiel oﬀre une
bonne illustration) regroupe ceux dont le codage par décomposition sur un dictionnaire redondant
d'atomes temps-fréquence est le plus eﬃcace. Par conséquent, on peut souligner le fait que SASMP
est surtout intéressant en codage pour les cas de ﬁgure les plus diﬃciles pour les codeurs paramétriques
usuels.
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Figure 4.4.8: Illustration du compromis entre compression et temps de calcul pour un SASMP sur
diﬀérentes tailles de sous-dictionnaires. Le taux de compression et le temps de calcul sont donnés
relativement au cas de ﬁgure MP simple sur un sous-dictionnaire ﬁxe.
Conclusion
Nous proposons dans ce chapitre une variante de l'algorithme Matching Pursuit dans laquelle la
sélection des atomes s'opère dans des sous-dictionnaires diﬀérents à chaque itération. En construisant
la séquence de sous-dictionnaires de façon pseudo-aléatoire, de bonnes performances de reconstruction
peuvent être atteinte, avec une complexité théorique réduite.
Dans le cas de dictionnaires structurés de type union de bases orthonormales, il est possible de con-
trôler la séquence de sous-dictionnaires avec un petit nombre de paramètres, par exemple de décalage
temporel aléatoire sur les atomes.
En supposant connue à l'avance cette séquence de paramètres, il est possible d'améliorer signi-
ﬁcativement les performances d'un codeur basé sur la représentation parcimonieuse d'un signal. Nous
avons vu, avec un modèle de codeur très simple, que le compromis débit-distorsion est meilleur, quelle
que soit la scène sonore considérée.

Chapitre 5
Matching Pursuit Dynamiques
En soi, MP est un processus dynamique puisque la construction de l'approximation se fait itéra-
tivement. En revanche, ses paramètres (dictionnaire, critère de sélection, règle de mise à jour) sont
généralement ﬁxés durant tout le processus. La variante de MP développée dans le chapitre précédent
tire proﬁt du changement régulier du dictionnaire. On peut envisager plus largement la famille d'algo-
rithmes MP dont les paramètres changent au cours d'une exécution sous le nom de Matching Pursuit
Dynamiques.
Dans ce chapitre, nous essaierons dans un premier temps (section 5.1) de justiﬁer le recours à
ce type d'algorithme, en mettant en évidence les variations importantes de nature que subissent les
projections des résiduels successifs dans des dictionnaires. Il nous faudra alors proposer des métriques
pertinentes pour rendre compte de ces évolutions. Pour cela, nous nous appuierons sur les statistiques
d'ordre pour estimer les paramètres de cette évolution.
Dans un deuxième temps (section 5.2) nous verrons comment adapter dynamiquement le sous-
échantillonnage pour tirer proﬁt de cette évolution. On peut en eﬀet proposer un algorithme de type
SASMP avec une séquence de dictionnaires de taille variable qui permet d'accélérer la convergence
tout en maintenant une décomposition eﬃcace, et nous verrons en particulier l'application au codage
de scènes sonores.
Dans un dernier temps (section 5.3), nous étendrons le principe du MP dynamique au critère de
sélection, et plus spéciﬁquement au calcul des projections. Nous verrons qu'il est possible de mod-
éliser cet algorithme sous la forme d'un SSMP pour lequel le sous-échantillonnage des colonnes du
dictionnaire s'accompagne d'un sous-échantillonnage des lignes. Nous proﬁterons de l'occasion pour
mentionner les travaux de Peel et al [PERA12] et les pistes envisagées lors d'une collaboration.
Nous ferons également le lien avec des techniques récentes de factorisation matricielle utilisant des
sous-échantillonnages aléatoires.
5.1 Évolution des distributions de projections
5.1.1 Mise en évidence
Posons, tout d'abord quelques notations. Le résiduel de la décomposition d'un signal x ∈ RN après
de n itérations de MP est noté Rnx. Soit Φ le dictionnaire composé deM atomes φi ∈ RN . La projec-
tion de Rnx dans Φ donne M valeurs {〈Rnx, φi〉}i=1..M . Soit Z une variable aléatoire modélisant ces
projections, normalisées par l'énergie du résiduel. On considère alors {zi}i=1..M comme un échantillon
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Figure 5.1.1: Évolution de la distribution des projections dans un dictionnaire 3xMDCT pour dif-
férents signaux : Glockenspiel (en haut à gauche) Orchestra (en haut à droite) et du bruit blanc
gaussien (en bas)
de taille M de la variable Z :
∀i ∈ [1..M ], zi = 〈R
nx, φi〉
‖Rnx‖2 (5.1.1)
Au ﬁl des itérations de MP, le proﬁl des projections du résiduel sur le dictionnaire change, ce qui va
se traduire par une variation de la distribution de la variable aléatoire Z. Pour illustrer ce phénomène,
on montre Figure 5.1.1 ces proﬁls à diﬀérentes itérations pour trois exemples : deux scènes sonores
réelles (glockenspiel et orchestre) et du bruit blanc gaussien. Pour permettre l'analogie avec des densités
empiriques de probabilités, nous présentons les histogrammes normalisés de ces projections. Sur cette
ﬁgure, on peut faire les remarques suivantes :
( Pour les scènes sonores musicales, le proﬁl original des projections ressemble visuellement à celui
d'une distribution Bernoulli-Laplacienne. Cette distribution correspond à des signaux dont l'én-
ergie est très localisée dans le plan temps-fréquence ; tandis qu'un petit nombre d'atomes capte
une grande partie de l'énergie du signal (ce qui s'illustre par la queue longue de la distribu-
tion), le pic autour de zéro témoigne du fait qu'une proportion importante d'atomes sont très
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Figure 5.1.2: Évolution de la densité de probabilité empirique des projections au cours d'un MP dans
une base orthonormale (MDCT fenêtre de 64 ms) pour une scène sonore de glockenspiel et un bruit
blanc gaussien (1 seconde de signal soit N = 32000 échantillons)
peu ou pas du tout corrélés avec le signal. Ces atomes sont ceux qui pavent les zones du plan
temps-fréquence dans lesquelles le signal ne présente presque pas d'énergie.
( Au cours de la décomposition, ce proﬁl change. Rapidement, la queue de la distribution empirique
se raccourcit et l'allure se rapproche d'une distribution Bernoulli-Gaussienne. A cet instant les
caractéristiques les plus saillantes ont déjà été extraites, le résiduel se compose en partie de
zones bruitées et de zones à très faible énergie. Enﬁn dans un dernier temps, cette diﬀérence
entre zones s'estompe et un proﬁl gaussien apparaît.
( De fait, pour le bruit blanc gaussien, les histogrammes normalisés sont cohérents avec un mod-
èle gaussien centré, de variance proportionnelle à l'énergie du signal et ce dès le début de la
décomposition (en dehors des toutes premières itérations), il n'y a pas ensuite d'évolution.
Proﬁl dans des bases orthonormales Comme mentionné par Lovisolo et al [LdSD10], le cas
d'une décomposition dans une base orthonormale est particulier car la probabilité d'annuler le résiduel
augmente avec le nombre n d'itérations jusqu'à valoir 1 pour n = N itérations. Cette observation est
également valable pour une poursuite orthogonale. La Figure 5.1.2 montre l'évolution des distributions
empiriques lors de la décomposition de signaux (musique populaire et bruit blanc) dans une base
orthonormale. Cette évolution est d'une nature diﬀérente : les projections tendent vers une Bernoulli-
Gaussienne et l'amplitude du pic en zéro croît très rapidement.
Proﬁls en fonction de la taille du dictionnaire Pour des unions de bases, augmenter le nombre
de bases accélère le processus de transformation des proﬁls de distribution. La Figure 5.1.3 montre
pour les mêmes signaux que précédemment une évolution accélérée vers la distribution Gaussienne
dans le cas d'une union de 8 bases par rapport à une union de 3 bases MDCT. Ceci n'est pas surprenant
car on sait qu'augmenter la taille du dictionnaire accélère généralement le processus de convergence.
Si l'évolution du proﬁl de la distribution des projections est acquise, quantiﬁer cette évolution est
un problème complexe. Dans une optique de poursuite gloutonne, on peut arguer que, plus que la
distribution des projections elles-mêmes, c'est la localisation des maxima au ﬁl des itérations qui nous
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Figure 5.1.3: Évolution de la densité de probabilité empirique des projections d'un signal de glock-
enspiel (gauche) et d'un bruit blanc gaussien (droite) au cours d'un MP dans des unions de bases
MDCT.
intéresse. En particulier, des indicateurs de l'étalement  la longueur de la queue  de cette distribution
(tel que l'indice de Gini [HR08], la kurtosis ou encore la L-Kurtosis [Hos90, Haz12]) semblent pertinents
et suﬃsants à première vue. Nous allons voir néanmoins qu'envisager cette distribution dans son
ensemble peut nous permettre de proposer des métriques eﬃcaces.
5.1.2 Métriques
Que les propriétés statistiques du résiduel changent au cours d'une exécution d'un algorithme MP
est un phénomène connu, déjà étudié dans l'article deMallat et Zhang [MZ93] à travers la variable :
λΦ(R
nx) = sup
φ∈Φ
|〈Rnx, φ〉|
‖Rnx‖ (5.1.2)
dénommée cohérence normalisée (en relation à la cohérence (3.1.6)). Une autre manière de considérer
cette même grandeur est sous la forme d'un angle :
θΦ(R
nx) = arccos (λΦ(R
nx)) (5.1.3)
θΦ est alors le plus petit angle existant entre le résiduel normalisé et un vecteur du repère déﬁni par Φ.
En supposant que l'algorithme sélectionne eﬀectivement le meilleur atome au sens de ces métriques,
on peut lier la décroissance de l'énergie du résiduel à ces deux grandeurs :
‖Rn+1x‖2 = ‖Rnx‖2 − sup
φ∈Φ
|〈Rnx, φ〉|2 (5.1.4)
‖Rn+1x‖2
‖Rnx‖2 = 1− λ
2
Φ(R
nx) (5.1.5)
= sin2 (θΦ(R
nx)) (5.1.6)
Dès lors, deux grandeurs caractéristiques du dictionnaire vont nous intéresser. La première est celle
qui permet de borner la convergence de MP. C'est, au choix, la plus petite corrélation entre un signal
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x non nul et un élément du dictionnaire, ou l'angle le plus grand existant entre un tel x et les vecteurs
de Φ :
Λ(Φ) = inf
x∈H
(λΦ(x)) (5.1.7)
Θ(Φ) = arccos (Λ(Φ)) (5.1.8)
On retrouve cette métrique sous le nom de redondance structurelle [FV01, FVFK04] et plus récemment
la formulation angulaire dans les travaux de Lovisolo et al [LdSD10]. De façon évidente :
‖Rn+1x‖2
‖Rnx‖2 ≤ 1− Λ
2(Φ) = sin2 (Θ(Φ)) (5.1.9)
La relation (5.1.5) permet, par récurrence d'obtenir une borne supérieure sur l'énergie du signal
résiduel à l'étape n :
‖Rnx‖2 = ‖x‖2
n−1∏
i=0
(
1− λ2Φ(Rix)
)
(5.1.10)
‖Rnx‖2 ≤ ‖x‖2 (1− Λ2(Φ))n (5.1.11)
Pour autant cette borne est très lâche et ne permet pas en pratique de modéliser la convergence. La
Figure 5.1.4 montre l'évolution de la cohérence normalisée au ﬁl des itérations d'un MP standard sur un
dictionnaire ΦK redondant (de taille K = 3N) pour des scènes sonores et du bruit blanc. On voit que
les valeurs tendent vers une asymptote. Le processus MP se comporte après les premières itérations
comme un processus chaotique et le résiduel tend vers un attracteur nommé bruit de dictionnaire
[MZ93]. La valeur asymptotique de la cohérence normalisée est celle obtenue pour un bruit blanc
gaussien W . On observe qu'elle est caractéristique du dictionnaire et on note :
ΛW (Φ) = E [λΦ(W )] (5.1.12)
Cette grandeur permet de borner la convergence de l'erreur de reconstruction, ou plus précisément le
taux de convergence. Pour les scènes sonores réelles, ce taux est à l'origine beaucoup plus important
que pour du bruit et dépendant du signal. Plus loin dans la décomposition, les résiduels sont blanchis
et toutes les courbes de décroissance présentent le même proﬁl, celui du bruit blanc, dominé par la
valeur ΛW (Φ).
Dans une optique de débruitage, cette valeur permet de déterminer un critère d'arrêt pour le
MP. Seuls les atomes dont la cohérence normalisée est signiﬁcativement plus importante que ΛW (Φ)
peuvent être conservés [MZ93, DB95]. Dans une optique de codage, Ravelli [RRD08] utilise une
estimation empirique de cette valeur pour proposer un basculement de dictionnaire vers une base
orthonormale.
Estimation de ΛW (Φ) Nous présentons en annexe un calcul basé sur les statistiques d'ordre. Le
principe consiste à considérer les projections |〈Rnx, φ〉| normalisées par l'énergie du résidu comme
les réalisations d'une variable aléatoire Z et d'estimer ensuite la cohérence structurelle à l'aide de
statistiques d'ordre :
ΛW (ΦM ) = E [λΦ(W )] = µM :M (5.1.13)
ouM est le nombre de tirages c'est à dire le nombre d'atomes du dictionnaire ΦM . µM :M est l'espérance
de ZM :M la variable aléatoire décrivant le maximum parmiM tirages de Z. Soit en utilisant le moment
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d'ordre 2 :
E
[‖Rn+1x‖2
‖Rnx‖2
]
= 1− µ(2)M :M (5.1.14)
Ce qui signiﬁe qu'étant donné la distribution de Z on peut modéliser la décroissance du résiduel par
MP étape par étape. Les proﬁls de distribution du maximum d'une variable aléatoire demi-normale
et exponentielle sont donnés Figure 5.1.5. Pour une variable Z distribuée exponentiellement, une
expression analytique de l'espérance de ZM :M est disponible (voir Annexe A). Ce modèle correspond
aux premières itérations d'un MP. La valeur asymptotique ΛW (ΦM ) suggère plutôt l'adoption d'un
modèle gaussien pour les projections de W .
Partons de l'hypothèse que les projections normalisées de W dans ΦM suivent une loi gaussienne.
On pose Y la variable aléatoire modélisant ces projections. SoitM la taille du dictionnaire, l'ensemble
{yi}i=1..M des projections peut se voir comme un tirage de M échantillons de Y , tels que :
yi =
〈W,φi〉
‖W‖ (5.1.15)
avec :
Y ∼ N (0, σ2Y )
En posant un modèle normal sur les projections 〈W,φi〉 ∼ N (0, 1), il est raisonnable de poser comme
variance : σ2Y =
1
N où N est la dimension de W . Sous ces hypothèses, Z qui modélise la valeur absolue
de Y suit une loi demi-normale de paramètres :
fZ(z) =

√
2
σZ
√
pi
e
− z2
2σ2
Z si z ≥ 0
0 sinon
avec :
σ2Z = σ
2
Y
(
1− 2
pi
)
(5.1.16)
Pour une variable demi-normale, le calcul de l'espérance µM :M du maximum parmi M échantillons
est complexe. En revanche, ces distributions sont uni-modales et on peut voir (Figure 5.1.5) que la
médiane νM :M est proche de l'espérance. Or l'estimation de la médiane est beaucoup plus simple (le
calcul est présenté en Annexe A) :
νM :M = σZ
√
2erf−1
(
0.5
1
M
)
≈ µM :M (5.1.17)
En utilisant l'estimation donnée par (5.1.17) on trouve une estimation Λ˜W (ΦM ) = νM :M de
ΛW (ΦM ). Nous présentons Figure 5.1.4 en tirets noirs la borne donnée par cette estimée et la conver-
gence de l'erreur de reconstruction associée :
W,Φ(n) = 10 log10
[(
1− Λ2W (Φ)
)
n
]
(5.1.18)
On a ainsi trouvé une nouvelle borne de convergence basée sur une modélisation du comportement du
bruit de dictionnaire :
E(‖Rnx‖2) ≤ ‖x‖2(1− ν2M :M )n (5.1.19)
Cette convergence correspond en quelque sorte au pire cas possible. Pour des dictionnaires de type
Gabor ou union de bases MDCT, le bruit blanc gaussien est le signal dont la décomposition est la
plus fastidieuse et sa vitesse de convergence est la plus lente que l'on puisse observer. On peut noter
(bien que cela n'a pas été eﬀectué durant cette thèse), que cette borne peut sans doute avantageuse-
ment remplacer celle proposée par Frossard et al [FVFK04] pour la quantiﬁcation progressive des
coeﬃcients.
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Figure 5.1.4: Cohérence normalisée et erreur de reconstruction pour diﬀérents signaux (1 seconde) au
ﬁl des itérations de MP (dictionnaire 3xMDCT). En tirets, estimation de ΛW (ΦK) et de la convergence
obtenu par (5.1.17).
0.0 0.2 0.4 0.6 0.8 1.0
z
Demi-Normale
fZ
fZ1:1
fZ100:100
fZ1000:1000
fZ10000:10000
fZ100000:100000
0.0 0.2 0.4 0.6 0.8 1.0
z
E
xp
on
en
tia
l
fZ
fZ1:1
fZ100:100
fZ1000:1000
fZ10000:10000
fZ100000:100000
Figure 5.1.5: Densités de probabilité des maxima pour diﬀérents nombres d'échantillons. Gauche :
modèle demi-normal de variance σ2 = 0.2. Droite : loi exponentielle de paramètre λ = 0.05. Trait
plein : espérance du maximum. Tirets : médiane.
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Cas du SASMP Dans le cas du SASMP sur des sous-dictionnaires de taille ﬁxeK, on peut comparer
le comportement chaotique de la poursuite avec celui du MP sur un sous-dictionnaire ﬁxe de taille
K. La Figure 5.1.6 présente les proﬁls de décroissance de λ(Rnx) et de ‖Rnx‖ pour diﬀérents signaux
avec un SASMP sur une union de 3 bases MDCT. La borne théorique Λ˜W (ΦK) = νK:K pour un
sous-dictionnaire de taille K = 3N est ﬁgurée en tirets noirs. En pratique SASMP tend en régime
asymptotique vers la borne rouge Λ˜W (ΦM ) = νM :M , donnée par (5.1.18) pour le grand dictionnaire
de taille M =
∑
s LsN . En d'autres termes, en régime asymptotique (c-à-d dès que le résiduel tend
vers un bruit blanc), SASMP se comporte comme une poursuite dans le dictionnaire complet.
Il est également très intéressant de constater que la valeur de la borne ne dépend pas de la taille
du sous-dictionnaire utilisé. En revanche, on peut estimer que le régime asymptotique sera atteint
d'autant plus tardivement que cette valeur est faible.
Cette propriété est très intéressante comme nous allons le voir dans une optique de codage haut-
débit. En eﬀet, ce comportement semble indiquer que l'on peut fortement réduire la taille des sous-
dictionnaires tout en garantissant la sélection d'atomes dont la corrélation avec le signal est approxi-
mativement aussi bonne qu'en utilisant le dictionnaire complet.
5.1.3 Vers un modèle complet
Pour modéliser complètement l'évolution des projections du résiduel  en dehors du cas de la
décomposition d'un bruit blanc  la connaissance de l'asymptote ΛW n'est pas suﬃsante. On voit en
eﬀet que la convergence du résiduel de scènes sonores réelles est bien plus rapide dans les premières
itérations. A ce stade on peut donc se poser la question de savoir s'il est possible de modéliser plus
ﬁnement cette convergence. Pour cela, il faut d'abord proposer un modèle pour le résiduel lui-même,
évoluant au ﬁl des itérations. Soit Rnx ∈ RN le n-ième résiduel de la décomposition de x dans Φ ∈
RN×M , il est courant de proposer un modèle mixte support-amplitudes, c'est à dire faire l'hypothèse
que Rnx a une expression parcimonieuse dans Φ :
Rnx =
M∑
i=1
(
wni .s
n
i .φγi + e
n
i
)
(5.1.20)
où en est un bruit blanc centré de variance σ2en , s
n est un vecteur modélisant le support, à valeur
dans {0, 1}M et wn est un vecteur de poids. Dès lors le vecteur yn des projections dans le dictionnaire
s'écrit :
yni = 〈Rnx, φi〉
=
M∑
j=1
wnj .s
n
j .〈φj , φi〉+ 〈eni , φi〉
= wni s
n
i +
∑
j 6=i
wnj .s
n
j .〈φj , φi〉+
M∑
j=1
〈enj , φj〉
on peut voir que pour des dictionnaires quasi-incohérents (ce qui est le cas par exemple d'une union
de bases MDCT, mais pas si l'on considère un dictionnaire de Gabor discret de pavage ﬁn comme en
4.3) les produits 〈φj , φi〉 sont nuls ou négligeables si i 6= j. On peut alors récrire yn en négligeant le
terme d'interférences :
yi ' wni sni + vni
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où vn est à son tour gaussien centré. Autrement dit les projections suivent elles aussi une loi mixte
support-amplitude avec bruit. En supposant l'indépendance des composants de sn on peut supposer
que les sni suivent une loi de Bernoulli de paramètre p
n.
Pour des scènes sonores réelles la distribution originale des projections dans les dictionnaires temps-
fréquence de type union de bases MDCT présente un proﬁl Bernoulli-Laplacien :
BL(y0;β0)→

p(s0i = 1) = p
0
p(w0i |s0i = 1) ∝ 1β0 e−β
0w0i
p(w0i |s0i = 0) = δ0
(5.1.21)
où β0 est un paramètre et δ0 un dirac.
Plus loin dans la décomposition, le proﬁl se rapproche d'un Bernoulli-Gaussien, soit :
BG(yn;σy)→

p(si = 1) = p
n
p(wi|si = 1) ∝ 1σ2y e
− w
2
i
2σ2y
p(wi|si = 0) = δ0
Enﬁn dans les dictionnaires redondants, y tend en distribution vers y∞, gaussien centré. Un modèle
complet doit proposer une telle mutation de y0 vers y∞. Nous avons essayé plusieurs distributions
classiques (Cauchy, Student-t, etc..), toutes ne sont susceptibles d'expliquer les proﬁls de yn que dans
une plage de valeur réduite. Prédire l'évolution de yn (c'est à dire prédire l'évolution de pn, wn et vn)
demeure un problème ouvert dans le cas du MP sur un dictionnaire ﬁxe, et a fortiori pour le SSMP.
5.2 Sous-échantillonnage dynamique
En poussant la logique du SSMP plus avant, on peut envisager une poursuite sur des sous-
dictionnaires de taille variable. Les observations qui précèdent sur l'évolution de la distribution des
projections peuvent alors nous aiguiller sur le type de stratégie à adopter.
5.2.1 Principe
Plages d'optimalité des sous-échantillonnages En ﬁxant une taille de sous-dictionnaire ﬁxe
K, on borne les performances de SASMP. En particulier dans les premières itérations, SASMP va
sélectionner des atomes d'autant moins bons que l'étendue de son choix est réduite. Pourtant, on
a vu que SASMP tend vers une poursuite dans le grand dictionnaire, avec une valeur de la borne
indépendante de la taille K. Dans un tel mode asymptotique, les atomes sélectionnés sont équivalents
(en terme de cohérence normalisée) quel que soit K. En revanche, plus K est faible, moins cet atome
est coûteux à coder.
La conjonction de ces deux phénomènes a pour conséquence l'existence d'une plage d'optimalité
du compromis débit-distorsion pour chaque sous-échantillonnage. Les valeurs de cette plage sont très
dépendantes du signal. Nous présentons Figures 5.2.1 et 5.2.2 les courbes obtenues pour diﬀérentes
scènes sonores et du bruit blanc avec SASMP sur des sous-dictionnaires de diﬀérentes tailles, ainsi que
le SNR relatif au cas de ﬁgure ∆su = Ls/2 (sous-dictionnaires de taille ﬁxe K
0 = 3N) ce cas de ﬁgure
correspond au plus petit dictionnaire complet. Ce qui signiﬁe que pour K < K0 les sous-dictionnaires
utilisés ne sont plus complets ! On voit qu'en pratique cela ne pose pas de problème car SASMP se
comporte asymptotiquement comme une poursuite sur un dictionnaire très redondant.
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Nous pouvons voir que sur le signal de glockenspiel, le sous-échantillonnage est très dommageable
à bas débit, un sous-échantillonnage de K = 0.5K0 ne devient intéressant qu'au delà de 32 Kbps de
débit. Pour le signal de musique populaire, cette limite n'est que de 16 Kbps (et même 12 Kbps pour
un signal de voix, non montré sur ces ﬁgures).
Dans le cas du bruit blanc, on observe un compromis intéressant, conformément à ce qu'on pouvait
attendre, on peut très largement sous-échantillonner même à bas-débit. Une valeur optimale semble se
trouver autour deK = K0/6. Il faut néanmoins garder à l'esprit que même avec SASMP et la meilleure
conﬁguration, ces performances sont très inférieures à celles observées pour des scènes sonores réelles.
Dans cette expérience nous avons arrêté les décompositions lorsqu'un débit théorique de 256 Kbps
était atteint (sans codage entropique des indices des atomes). L'allure des courbes indique que plus le
débit augmente plus il est intéressant de sous-échantillonner car on gagne ainsi sur les deux tableaux :
( Plus K est faible plus le coût de codage des indices est faible et l'on peut à débit constant
augmenter le nombre d'atomes, ce qui réduit la distorsion (augmente le SNR)
( Plus K est faible plus SASMP est rapide, car le nombre de projections calculées est fortement
réduit.
En revanche, à bas-débit, la distorsion additionnelle introduite par le sous-échantillonnage n'est pas
compensée par le gain en débit. Cette observation est à rapprocher de ce que l'on sait de la nature
des distributions des projections dans les premières itérations. Rappelons en eﬀet que dans ce régime,
ces distributions ont une queue plus longue et un sous-échantillonnage aura donc pour conséquence la
sélection d'un atome signiﬁcativement sous-optimal.
Compromis débit-distorsion Avec l'évolution du proﬁl de la distribution des projections dans
le dictionnaire, c'est le proﬁl du compromis débit-distorsion qui est modiﬁé. Pour s'en convaincre,
adoptons le modèle simpliste suivant :
( Le débit est dominé par le coût de codage des indices et le gain obtenu par sous-échantillonnage
K parmi K0 est :
G(K) = log2
(
K0
K
)
(5.2.1)
( La distorsion relative induite par sous-échantillonnageK parmiK0 est, toujours selon un modèle
simpliste :
r(z,K) = 10 log10
(
Z2K0:K0
Z2K:K
)
(5.2.2)
La ﬁgure 5.2.3 montre des simulations pour K0 = 128 et diﬀérentes distributions. Comme men-
tionné plus haut, si l'on disposait d'une estimation de l'évolution des distributions, on pourrait en
prenant en compte les proﬁls du compromis débit-distorsion associé proposer un sous-échantillonnage
optimal.
Malheureusement, il est diﬃcile d'estimer en avance cette évolution en l'absence de modèle complet
(voir section 5.1.3). On peut en revanche mettre en place des stratégies dynamiques non-adaptatives de
sous-échantillonnage progressif, car même si l'on ignore leur nature précise, l'expérience nous montre
que ces distributions évoluent, pour des scènes sonores réelles, d'un proﬁl type Bernoulli-Laplacien
vers un proﬁl gaussien.
Sachant que le compromis est plus avantageux à mesure que le résiduel se blanchit, nous pouvons
envisager une poursuite dynamique proﬁtant de cette connaissance.
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5.2.2 Variation dynamique de la taille du sous-dictionnaire
Connaître les plages d'optimalité précises des facteurs de sous-échantillonnage (c-à-d. les plages
de débit pour lesquels le sous-échantillonnage de facteur K présente le meilleur SNR possible) pour
une scène sonore particulière est un problème diﬃcile. Il n'est pas envisageable de tester tous les sous-
échantillonnages non plus pour trouver empiriquement ces plages. De plus, même en supposant que
l'on connaisse ces valeurs, un problème subsiste : faut-il adapter la taille du sous-dictionnaire à chaque
itération ou par plages d'itérations ? Auquel cas il faut considérer dans une application de codage que
ces plages seront des paramètres supplémentaires à transmettre.
Si l'on veut s'épargner la transmission de ces paramètres, il faut ﬁxer à l'avance la taille des sous-
dictionnaires. Pour illustrer l'intérêt d'un MP dynamique, nous avons implémenté un exemple non
adaptatif, c'est à dire sans connaissance de ces plages d'optimalité. Au cours de la décomposition d'un
signal, nous réduisons successivement la taille du sous-dictionnaire. Ce faisant nous proposons un
codeur sans garantie d'optimalité, mais à l'implementation simple et qui présente un comportement
cohérent sur l'ensemble des signaux considérés.
L'algorithme proposé est donc un SASMP avec une séquence de sous-dictionnaires {Φn} de taille
Kn variable. On choisit pour cet exemple une règle simple basée sur l'observation moyenne des plages
d'optimalité :
Kn =

K0 si nN ≤ 0.02
K0
2 si 0.02 <
n
N ≤ 0.05
K0
4 si 0.05 <
n
N ≤ 0.1
K0
6 si 0.1 <
n
N
ces limites sont parfaitement arbitraires mais oﬀrent l'avantage d'être non adaptatives  donc trans-
parentes en termes de coûts de transmission  et très simples à mettre en place. En particulier on
notera ici les faibles valeurs des bornes de ratio Itération/dimensions considérées, au delà de 10% de
la dimension originale, nous considérons le résiduel comme une réalisation d'un bruit blanc et adop-
tons en conséquence le sous-échantillonnage K0/6 qui apparaît expérimentalement comme proche de
l'optimal.
5.2.3 Performance en codage
La ﬁgure 5.2.4 montre que la stratégie proposée permet en moyenne des performances toujours
supérieures ou égales aux approches ﬁxes, et ce sur toutes les plages de débit. Ceci semble valider la
pertinence de cette approche, surtout si l'on considère le fait que le SASMP dynamique proposé est
de plus en plus rapide (il y a de moins en moins de projections à calculer). Cette application semble
montrer qu'il est possible, en adoptant une stratégie aléatoire dynamique de gagner sur à peu près
tous les tableaux : vitesse, précision et concision.
5.3 Sous-échantillonnage des lignes et des colonnes
En conclusion de ce chapitre, nous pouvons faire le lien entre ces travaux et un algorithme récent
proposé par Peel et al [PERA12] ainsi qu'avec les techniques de factorisation matricielle utilisant des
sous-échantillonnages aléatoires.
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5.3.1 Matching Pursuit à sélection Stochastique
Le MP stochastique proposée dans [PERA12] reprend l'idée de l'utilisation d'une séquence de
sous-dictionnaire et l'étend à la sélection aléatoire de lignes en plus des colonnes. En d'autres termes,
à chaque itération, seul un sous-ensemble des projections est considéré pour la recherche du maximum
mais de plus, c'est une approximation des produits scalaires qui sert à déterminer ce maximum. En
utilisant une formulation matricielle : on pose yn = ΦTRnx avec Φ ∈ RN×M , le vecteur des M
projections du résiduel à l'étape n. MP cherche l'indice γn de l'élément maximal de |yn| avant de
soustraire sa contribution à Rnx et d'itérer. Le principe est de remplacer Φ dans cette opération par
un sous-dictionnaire Φκ,µ où κ est le ratio de sous-échantillonnage des lignes et µ celui des colonnes.
On tire donc un sous-ensemble In de colonnes et un sous-ensemble J n de lignes, et en lieu et place
de yn on calcule donc :
ynκ,µ = Φ
T
κ,µR
nx (5.3.1)
qui ne contient donc que µM éléments (0 < µ ≤ 1) qui s'écrivent chacun :
∀i ∈ In, ynκ,µ(i) =
∑
j∈Jn
φi[j] ·Rnx[j] (5.3.2)
L'intérêt est là aussi l'accélération de l'algorithme, avec au ﬁnal la possibilité de considérer des
dictionnaires beaucoup plus grands. Il faut néanmoins préciser que le sous-échantillonnage des lignes
et des colonnes relèvent de deux stratégies bien distinctes :
Le sous-échantillonnage des colonnes a un impact direct, presque irréversible, sur la sélection des
atomes en limitant de fait le choix possible. En eﬀet un atome φγ tel que γ /∈ In ne pourra pas être
sélectionné. En particulier on a vu que cette limitation est fortement dommageable dans les cas de
ﬁgure ou un support exact est recherché.
Le sous-échantillonnage des lignes introduit quant à lui un terme d'erreur sur le calcul des projec-
tions car :
ynκ,µ(i) =
∑
j∈Jn
φi[j] ·Rnx[j] = 〈φi, Rnx〉 −
∑
j /∈Jn
φi[j] ·Rnx[j] (5.3.3)
dès lors, le sous-échantillonnage des lignes n'a pas pour eﬀet d'interdire la sélection d'un atome. En
ce sens, on est plus proche de la philosophie du compressed sensing. Plus généralement, le sous-
échantillonnage des lignes et des colonnes peut se voir comme une forme d'Approximate Weak Greedy
Algorithm [GN01].
Dans leur travail (mené indépendamment du nôtre) Peel et al [PERA12] font des observations
proches, à savoir que la variation aléatoire du sous-dictionnaire s'avère dans la plupart des cas béné-
ﬁque. Les preuves théoriques de cette supériorité sont néanmoins diﬃciles à fournir, une collaboration
sur ce sujet entre leur équipe et la notre est d'ailleurs en cours. En particulier, nous sommes intéressés
à étendre les principes décrits plus haut de MP dynamiques à leur formalisme. L'idée sous-jacente
est d'adapter la stratégie de sous-échantillonnage à l'évolution de la distribution des projections yn.
Intuitivement, on peut imaginer que dans les premières itérations, le sous-échantillonnage des lignes
soit moins critique que celui des colonnes, et que ce rapport s'inverse au ﬁl des itérations.
5.3.2 MP dynamique dans le contexte
Pour ﬁnir, notons que, si nous avons présenté le SASMP dans le cadre d'une décomposition de
scènes sonores et pour une application précise de codage, le fait que cette technique soit utilisée
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par d'autres chercheurs sur d'autres types de signaux et dans un formalisme plus général est en soi
satisfaisant. Clairement, les techniques de sous-échantillonnage aléatoire sont actuellement un domaine
de recherche en plein essor.
Sans même parler des techniques de type Monte-Carlo déjà très utilisées par la communauté
statistique, il est intéressant de noter l'apparition récente de techniques de factorisation matricielle
basées sur un sous-échantillonnage aléatoire, et notamment les travaux de Halko et al [HMT09]. Ces
techniques et leurs développements très récents [NT12] proposent des algorithmes de calcul rapide
de décomposition en valeur singulières (SVD) et de factorisation CUR. Dans ces travaux, les auteurs
s'attachent à trouver un sous-espace de dimension réduite qui capture l'essentiel de l'action d'une
matrice large, c'est à dire étant donné une matrice A trouver une matrice Q dont les colonnes soient
orthogonales et qui vériﬁe :
A ≈ QQ∗A
le but étant bien sûr de trouver Q ayant le moins de colonnes possible. Et la façon de trouver ce sous-
espace est d'utiliser un échantillonnage aléatoire, c'est à dire un ensemble de projections aléatoires :
yi = Aωi, i = 1..k (5.3.4)
Le sous-espace engendré par ces projections (en supposant A de rang k), une fois orthogonalisé, fourni
une matrice Q qui capte avec une forte probabilité l'essentiel de l'action de la matrice A.
Ces méthodes commencent à faire leur apparition dans le domaine des représentations audio (p.ex.
pour la factorisation en matrices non-négatives de spectrogrammes [ASCA12]). Bien que fondamen-
talement diﬀérentes, ces approches mettent en évidence le même type de propriétés de l'échantillonnage
aléatoire, à savoir :
( Une accélération des calculs
( Une convergence rapide vers une solution pertinente.
A l'avenir, il sera intéressant de comparer les algorithmes de poursuites type SASMP avec ces procé-
dures d'échantillonnage aléatoire. Une interprétation intuitive de SASMP se fait par analogie avec les
techniques d'étalement de spectre (spread spectrum [Dix94]) dans le domaine des télécommunications.
Récemment ce type de méthodes a été adapté au Compressed Sensing par Puy et al [PVGW12].
Dans ces techniques, un générateur pseudo-aléatoire connu est utilisé pour transformer un signal
bande étroite en un autre, qui sans la connaissance de la séquence pseudo-aléatoire ressemble à du
bruit large bande.
Par analogie, SASMP décompose un signal en une somme d'éléments vivant dans un espace beau-
coup plus grand, et seule la connaissance préalable de la séquence pseudo-aléatoire de parcours de ce
dictionnaire permet de reconstruire le signal de départ.
Il est également possible de faire des analogies avec le phénomène de dither utilisé en quantiﬁcation
[ZF92] par grille aléatoire. En reprenant le formalisme de MP faible, le fait que l'algorithme choisisse
un atome sous-optimal dans un sous-dictionnaire peut se comprendre comme l'addition d'un bruit
de quantiﬁcation lors de la reconstruction. C'est ce bruit que Durka [DIB01] présente comme un
biais lié au choix d'un sous-dictionnaire. Le sous-échantillonnage aléatoire permet de réduire ce bruit
de quantiﬁcation par une méthode analogue au dithering, à savoir introduire de l'aléatoire dans la
déﬁnition des grilles de quantiﬁcation (ici dans le choix du sous-dictionnaires).
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Conclusion
Nous avons étudié les propriétés asymptotiques des décompositions par MP. En utilisant les statis-
tiques d'ordre, nous avons pu proposer un modèle statistique pour la décomposition d'un signal
gaussien dans un dictionnaire. Une estimation de la vitesse de convergence assez précise a pu être
dérivée. Et nous avons pu vériﬁer que le comportement asymptotique d'une poursuite sur une séquence
de sous-dictionnaires aléatoires était équivalent à celui d'une poursuite dans le dictionnaire non sous-
échantillonné.
Dans une optique de codage, ce comportement justiﬁe l'utilisation de dictionnaire de plus en plus
petit à mesure que le débit augmente (c-à-d. au ﬁl de la décomposition). Une modélisation complète de
la convergence des algorithmes dynamiques reste encore à proposer. De plus, il est possible d'envisager
de faire varier d'autres paramètres de l'algorithme de façon dynamique, notamment la règle de mise
à jour et le critère de sélection des atomes. Cette plasticité nous conforte dans l'idée d'une utilisation
dans un contexte d'archivage, pour traiter hiérarchiquement les diﬀérentes contraintes.
Si nous nous sommes concentrés pour l'instant sur des tâches de codage, la partie suivante s'in-
téresse aux tâches d'indexation que nécessite l'archivage de scènes sonores.
5.3. Sous-échantillonnage des lignes et des colonnes 91
0 0.2 0.4 0.610
−2
10−1
Ratio Iteration/Dimension n/N
λ(R
n
 
x)
 
 
popm
orchestra
trumpet
voicemale
glocs
noise
0 0.2 0.4 0.6−80
−70
−60
−50
−40
−30
−20
−10
0
Ratio Iteration/Dimension n/N
ε n
 
(dB
)
 
 
ΛW (ΦK)
ΛW (ΦM)
Figure 5.1.6: Cohérence normalisée et erreur de reconstruction pour diﬀérents signaux (1 seconde)
au ﬁl des itération de SASMP (dictionnaires 3xMDCT). En tirets, estimation de ΛW (ΦM ) et ΛW (ΦK)
et de la convergence obtenu par (5.1.17).
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Figure 5.2.1: Gauche : Courbes débit-distorsion pour SASMP pour diﬀérents facteurs de sous-
échantillonnage K0/K. Droite : Courbes relative. K0 correspond à une union de 3 bases MDCT.
Haut : signal de glockenspiel. Bas : bruit blanc gaussien.
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Figure 5.2.2: Gauche : Courbes débit-distorsion pour SASMP pour diﬀérents facteurs de sous-
échantillonnage K0/K. Droite : Courbes relative. K0 correspond à une union de 3 bases MDCT.
Haut : signal d'orchestre. Bas : Signal de musique pop.
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Figure 5.2.4: Comparaison d'une stratégie dynamique et de sous-échantillonnages ﬁxes sur une tâche
de codage. Le sous-échantillonnage dynamique oﬀre les meilleures performances quelque soit le débit.
Moyenne sur 10 exécutions de SASMP sur 4 scènes sonores réelles (glockenspiel, voix d'homme, or-
chestre et musique populaire).
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Chapitre 6
Structures des scènes sonores et de leurs
représentations
Nous avons jusqu'ici présenté des méthodes de représentations de signaux en général et de scènes
sonores en particulier entièrement basées sur une hypothèse simple de parcimonie dans un repère
donné. Dans cette partie, nous les considèrerons comme des outils pour résoudre des problématiques
plus larges liées au problème de l'archivage. Dans ce cadre élargi, il n'est plus possible d'envisager les
données indépendamment de leur contexte. En particulier lorsque le volume de ces données devient
grand, il faut pouvoir appréhender leur organisation interne, leurs dépendances éventuelles les unes aux
autres. Ce faisant, on cherche à mettre à jour les diﬀérents niveaux de structures qui les constituent.
Nous verrons que les structures doivent s'envisager à la fois comme une propriété naturelle des don-
nées considérées et comme propriété souhaitable de leurs représentations. La traduction des structures
de signaux dans le domaine de la représentation n'allant pas de soi, nous verrons quelles contraintes
s'appliquent à quels types de structures.
En premier lieu, nous décrirons dans la section 6.1 les niveaux de structures pertinents dans un
contexte d'archivage de scènes sonores. Nous verrons que des échelles très variées sont à considérer ce
qui induira des contraintes fortes. Une fois déﬁni un niveau d'organisation intéressant, il faut encore
trouver des moyens de le mettre à jour et des tâches dans lesquelles son exploitation peut s'avérer
utile.
Ces premiers niveaux de structures feront apparaître la nécessité d'étendre les méthodes de représen-
tations parcimonieuses aux données structurées. Nous verrons donc section 6.2 les modèles existants
et les algorithmes disponibles. Dès lors, il nous sera possible d'étudier les conditions de représentations
des diﬀérents types de structures.
Pour ﬁnir, nous introduirons les applications qui ont été proposées dans cette thèse et font l'objet
des deux prochains chapitres, à savoir la détection de motifs récurrents par comparaison d'empreintes
acoustiques, et la séparation de sources répétitives.
6.1 Structures, échelles et contraintes
6.1.1 Diﬀérents niveaux de structure
Redondances La redondance est la forme la plus répandue de structure de données. Sur une
séquence de symboles  un message  X = {x1, x2, .., xk}, on recherche les redondances sous la forme
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Figure 6.1.1: Schéma des niveaux de structuration d'un ensemble de données (segmenté en une
séquence d'objets). Au premier niveau on trouve les redondances, puis les répétitions ou similarités,
puis le regroupement en classes, enﬁn les structures génératives ou de syntaxe.
de sous-séquences de X récurrentes. Par exemple, le message binaire 0101011 est redondant puisqu'il
contient plusieurs fois la séquence 01. De la même façon mais à une autre échelle, le ﬂux radiophonique
de la plupart des stations de radio françaises est redondant, car des scènes sonores d'une durée de
plusieurs secondes, voire minutes (jingles, publicités, chansons, reportages, rediﬀusion d'émissions)
sont répétées à diﬀérents moments du ﬂux. A une échelle encore supérieure, il est facile de voir que
la base de données des sites de diﬀusion de vidéos en ligne est également redondante, le même objet
audiovisuel étant stocké en diﬀérents endroits.
Caractériser une redondance revient à une simple comparaison binaire entre deux objets. Pourtant,
lorsque le nombre et/ou la taille de ces objets devient grand, cette simple tâche va déjà nécessiter la
mise en oeuvre de stratégies eﬃcaces et le recours à des simpliﬁcations supplémentaires.
Répétitions Souvent les termes répétitions et redondances sont interchangeables. Dans ce travail,
nous déﬁnissons une répétition comme une généralisation de la redondance au cas non exact. Cette
notation peut paraître contre intuitive, elle correspond à l'utilisation du terme répétition au sens
musical du terme. Soit une séquence de symboles X = {x1, x2, .., xk}, on dit que X est répétitif
si deux sous-séquences de X sont, sinon égales, du moins similaires. Par exemple, la reprise d'un
motif musical, d'un refrain ou d'un mouvement est une répétition. Le discours parlé est également
très souvent répétitif. La notion de répétition est plus proche de celle de similarité. En eﬀet, deux
interprétations diﬀérentes d'une même pièce musicale peuvent se comprendre comme une répétition,
même si les signaux résultants de ces deux enregistrements sont alors très diﬀérents. Dès lors, les
répétitions sont des structures plus complexes que les redondances qui nécessitent de déﬁnir des
mesures de distance et de similarité.
Dans un article récent, Bello [Bel11] donne une vue d'ensemble des méthodes de mise en évidence
des similarités musicales à l'aide de descripteurs. Il s'appuie sur une grande quantité de travaux au
sein de la communauté MIR [PLR02, AFLM06, BCTL07, MKC05, WCL09, SD09], tous basés sur
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l'hypothèse que la musique est intrinsèquement structurée par la répétition. C'est un point de vue
également développé dans la thèse de Cont sur l'anticipation musicale [Con08].
Ce niveau de structure pose déjà un certain nombre de problèmes de détection, mais reste rel-
ativement intuitif. Les redondances et répétitions sont la conséquence d'actes conscients, artistiques
(musicaux) ou professionnels (diﬀusion radiophonique). Ce niveau est essentiel pour l'archivage, il
conditionne en eﬀet les deux facettes d'un système d'archivage :
( Indexation : les éléments redondants ou répétés doivent être localisés et étiquetés conjointement.
( Compression : les éléments redondants ou répétés doivent être codés conjointement.
Classes et regroupements A un niveau supérieur, une forme de structure très intéressante pour
l'indexation (donc pour l'archivage) est le regroupement en classes. Pour les scènes sonores, par ex-
emple, il pourra s'agir d'une classiﬁcation en voix / musique [Sau96, SS97, AeqGC06, EMKPK00,
PRAO02, PRAO03, RRVCMn+08, DIFM10], ou encore en genres musicaux [RBPU08, PK09, SN12].
Une collection de signaux est organisée en classes sur la base de similarités et de distances entre
les descripteurs. Les systèmes mettant en oeuvre cette idée ont souvent recours à des classiﬁeurs
génériques de type Machines à Vecteurs Support (ou Séparateurs Vastes Marges) [RRE07, RR09,
RRD10, MFRD10, AM11], ou sont basés sur des modèles de Markov caché [JE09], des algorithmes de
k-moyennes, de k-plus proches voisins [JV08, ZKG10, JFF11] ou encore des algorithmes de Boosting
[FELR11]. Pour améliorer les performances de ces approches, on utilise souvent une base de données
annotée sur laquelle on peut entraîner les classiﬁeurs.
Deux types de problèmes se posent à ce niveau structurel :
( Quelles distances sont pertinentes ? Les recherches vont du champ théorique de la géométrie de
l'information [BL98] aux distances spéciﬁques temps-fréquence [MBF94, BF01] en passant par
des modèles statistiques et des β-divergences [LOX06, FBD09].
( Comment déﬁnir les classes ? Sont-elles réellement disjointes ? et le cas échéant comment con-
struire l'ensemble d'apprentissage ? Ces questions sont cruciales, notamment pour la séparation
en genre musicaux [SN12].
Ces problématiques sont rappelées dans la thèse de Essid [Ess05]. Elles sont constitutives du champ
de recherche de l'apprentissage automatique. Le lecteur intéressé pourra également se référer au livre
de Duda, Hart et Storck [DHS96].
Autres structures Dans la littérature MIR, on recherche l'information structurelle sous diﬀérentes
formes : la structure rythmique (p. ex. le tempo [BDA+05, RRD10]), la structure mélodique [AFLM06].
Notons que, si les exemples pris jusqu'ici sont liés à l'audio, la communauté de traitement des images
rencontre les mêmes problématiques [BM95, Pau07, Gun10].
La recherche de structures, au delà des classes, notamment dans un ﬂux de données/symboles, est
un champ plus large qui rejoint celui de l'analyse du langage naturel. A ce niveau, il faut envisager
un lexique, une syntaxe et une ontologie [RA07].
Plus loin on ira dans la prise en compte des couches de structures, meilleure sera l'indexation
proposée. Aussi un système d'archivage idéal doit être capable de détecter tous ces niveaux. Mal-
heureusement, on voit bien que plus une structure est profonde, plus sa détection  et même sa
caractérisation  est complexe, voire s'apparente à un problème mal posé. Aussi dans le contexte de
cette étude, nous n'envisagerons pas de structures au delà des classes. Il est de toute façon illusoire de
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Figure 6.1.2: Spectre (logarithme du module de la transformée de Fourier) d'une scène sonore com-
posée d'une note de trompette. Une représentation parcimonieuse de ce spectre peut être obtenue
par la donnée des couples (fréquence,amplitude) des pics signiﬁés en carrés rouges. La structure har-
monique de ces pics permet de réduire encore la quantité d'information nécessaire à la donnée de la
fondamentale f0 et des amplitudes.
chercher à utiliser un modèle de langage sur des données aussi variées que les scènes sonores peuvent
l'être.
C'est d'ailleurs cette impossibilité de l'utilisation de ces modèles grammaticaux sur des données
sonores de grandes tailles qui va nous dissuader d'utiliser une stratégie dite top-down, de haut en
bas pour la mise à jour des diﬀérents niveaux de structure. La logique inverse, dite bottom-up est la
suivante : la détection des redondances et similarités est nécessaire à la mise en place d'un système de
classiﬁcation. De même, l'analyse syntaxique ne peut se faire que sur un lexique de dimension réduite,
c'est à dire a posteriori d'une phase de segmentation/classiﬁcation.
Mais cette vision n'est pas la seule possible. On peut en eﬀet arguer du fait que la détection des
similarités passe forcément par le calcul d'une distance et constitue en soi une forme de classiﬁcation.
Les structures peuvent ainsi s'envisager sous une forme imbriquée, en poupées russes, sous une forme
séquentielle (p.ex. un décodage acoustico-phonétique suivi d'un modèle de language pour le traitement
de la parole), ou encore sous des formes plus complexes et imbriquées.
6.1.2 Exploitation des structures
Au vu de la variété de structures existantes, on ne sera pas surpris de l'étendue des applications
possibles en traitement des signaux. Au niveau le plus bas, les similarités et autres redondances
facilitent le codage des signaux.
Compression de signaux structurés Une bonne intuition de l'avantage qu'oﬀre la structure pour
la compression se trouve si l'on considère un signal musical, par exemple un signal x ∈ RN dont le
logarithme du module de la transformée de Fourier discrète Xˆ ∈ CN est donné en Figure 6.1.2.
L'énergie de ce signal est concentrée en un nombre réduit de pics en rapport harmonique les uns aux
autres. Plutôt que d'approcher x par la sélection des m plus grands coeﬃcients de Xˆ  ce que ferait
un codeur parcimonieux classique  une compression eﬃcace tirera proﬁt de la structure harmonique
qui ﬁxe les fréquences des partiels à être multiples d'une fréquence fondamentale. C'est le cas du
codage paramétrique utilisé pour coder la parole ou la musique à bas débit (p.ex. le codeur MPEG-4
HILN[PM00] ou des codeurs basés sur une représentation parcimonieuse [EC03, LDCR07, PNZTL11,
RV10]).
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En reprenant le principe du codage parcimonieux décrit au chapitre 4, une approximation à m-
termes de x dans un dictionnaire D de taille M donne lieu, après quantiﬁcation des coeﬃcients, à
un couple (Γm, αˆm) de vecteurs d'indices et d'amplitude. Toute connaissance additionnelle sur la
structure de x diminue l'entropie de Γm et peut donc permettre de réduire le débit nécessaire à sa
transmission.
Codage distribué Le paradigme du codage distribué pousse plus loin encore l'utilisation des struc-
tures (en particulier des similarités) pour la compression de données. Il se base pour cela sur l'in-
formation mutuelle I(X,Y ) de deux variables X et Y discrètes, dans un alphabet ﬁni, et se résume
ainsi :
Si l'on a une connaissance de la corrélation entre X et Y alors on peut réduire le débit nécessaire
à leur codage. En particulier un résultat important de Slepian et Wolf [SW73] stipule que :
RX ≥ H(X|Y ) = H(X)− I(X,Y ) (6.1.1)
RY ≥ H(Y |X) = H(Y )− I(X,Y ) (6.1.2)
RX +RY ≥ H(X,Y ) = H(X) +H(Y )− I(X,Y ) (6.1.3)
où H(X) est l'entropie de X, RX est le débit nécessaire pour transmettre X, H(X|Y ) l'entropie
conditionnelle de X sachant Y et H(X,Y ) l'entropie jointe de X et Y . Les équations (6.1.1) et (6.1.2)
expriment le fait que le codage de l'une des variables sachant l'autre est moins cher que son codage
sans cette connaissance, et l'équation (6.1.3), que le codage des deux variables simultanément nécessite
aussi un débit amoindri.
Dans une application de codage/décodage de X en présence d'information complémentaire Y ,
corrélée à X connue au codeur et au décodeur, l'intérêt est immédiat, le codeur peut coder X sans
pertes avec un débit H(X|Y ). Un cas de ﬁgure moins intuitif est le codage de X sans l'information
Y , connue uniquement du décodeur. Le théorème de Slepian-Wolf prouve que le débit nécessaire
pour coder X sans pertes est, là aussi, H(X|Y ). La simple connaissance de la distribution jointe de
X et Y , sans connaissance explicite de Y autorise un débit égal au cas de ﬁgure précédent.
Ce résultat très important de la théorie de l'information a été étendu au cas de sources continues,
notamment pour deux vecteurs aléatoires Gaussiens et au codage avec pertes par Wyner et Ziv
[WZ76]. Csiszar et Körner [CK80] ont prolongé ce résultat au cas d'une collection de signaux peu
après mais son utilisation pratique n'est apparue que récemment. A cela deux explications :
( Les bornes théoriques deWyner et Ziv n'ont été atteintes en pratique que vers la ﬁn des années
90 [ZS98] et début des années 2000 [PR03]
( Les cas pratiques où la compression de données présentant de fortes corrélations est nécessaire
sont également apparus assez récemment, avec l'explosion de la quantité de données numériques.
Parmi les premiers champs d'application, on trouve le codage vidéo [GaARRM05], l'imagerie hy-
perspectrale et satellitaire [Yeu99, MBAG07] et même la compression des signaux audio multicap-
teurs [MC09]. Dans les 10 dernières années, ce paradigme a été étendu au Compressed Sensing
[BDW+05, ZMW+10] avec des résultats prometteurs.
Dans le cas d'une collection d'objets redondants, le codage distribué permet de réduire consid-
érablement les coûts de stockage. Si cela se comprend facilement pour les cas de redondances exactes
(nul besoin de stocker deux fois un objet répété à l'identique, il suﬃt de le coder une fois et de lui at-
tribuer un indice dans une table pour répertorier ses occurrences), le codage distribué oﬀre également
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Figure 6.1.3: Problème de la segmentation de ﬂux. La séquence de symboles contenant des redon-
dances peut être segmentée de plusieurs façons diﬀérentes. Deux exemples sont représentés en couleurs.
un cadre théorique intéressant pour la compression de scènes sonores répétitives. Le débit théorique
du codage joint d'une collection d'objets similaires peut être signiﬁcativement réduit.
Codage prédictif et diﬀérentiel L'idée d'utiliser la corrélation à court terme d'un ﬂux audio
pour diminuer la quantité d'information nécessaire à son codage est au coeur du domaine du codage
prédictif. De très nombreux codeurs audio utilisent ce principe, en particulier pour le codage de la
parole. Etant donnée une connaissance de la valeur d'un signal à un instant donné et de ses propriétés
(p.ex. ses régularités), on peut réaliser une prédiction sur sa valeur à l'instant suivant. Cette prédiction
pouvant également être réalisée au niveau du décodeur, seule l'information de la diﬀérence entre la
valeur réelle et la prédiction nécessite d'être transmise. Or celle-ci peut être réduite.
Toutes ses techniques sont basés sur les régularités et les corrélations à court terme des signaux
audio. Dans ce travail, nous nous intéressons à des échelles de corrélation beaucoup plus importante.
Segmentation de ﬂux Nous nous donnons la déﬁnition suivante : un ﬂux est une séquence ininter-
rompue de données, constituée d'objets dont les contours ne sont généralement pas connus à l'avance.
Dans une optique d'archivage, tant pour la compression que pour l'indexation, le découpage du ﬂux
en motifs délimités est une étape primordiale. Les structures internes des ﬂux de données fournissent
l'information nécessaire à ce découpage.
Malheureusement, ce problème est mal posé. En l'absence de contraintes supplémentaires (p.ex.
parcimonie sur le nombre de motifs), il existe en eﬀet un grand nombre de solutions au problème,
comme illustré en Figure 6.1.3.
Avant de présenter comment régulariser ce problème, nous devons présenter plus en détails le
concept et les outils de parcimonie structurée.
6.2 Représentations Parcimonieuses Structurées
6.2.1 Formalisation
On peut distinguer deux types de formalisation de la structuration des signaux, le premier basé sur
une redéﬁnition de la contrainte de la parcimonie et le second basé sur une modélisation du signal. La
première approche va privilégier une reformulation convexe et les méthodes d'optimisation appropriées
tandis que la seconde s'attache à déﬁnir des algorithmes gloutons.
Contraintes de parcimonie structurée Rappelons le problème de représentation parcimonieuse.
Soient un signal x ∈ RN et un dictionnaire D de M atomes di. Le problème de reconstruction sous
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contrainte de parcimonie s'écrit :
min
α∈RM
‖x−
M−1∑
i=0
αi · di‖2 soumis à P(α) ≤ L (6.2.1)
où P(α) est une fonctionnelle de parcimonie sur le vecteur α. Les normes et pseudo-normes `p, souvent
utilisées comme contrainte P(α), sont transparentes à la notion de structure. Prenons par exemple, les
vecteurs x = [0, a, b, 0, c, d, 0] et y = [0, 0, 0, a, b, c, d] ou a, b, c et d sont des réels non nuls. Alors quelle
que soit la valeur de p choisie, on aura ‖x‖p = ‖y‖p. La position des éléments nuls (ou indiﬀéremment
des éléments non nuls) n'a pas d'inﬂuence sur la mesure `p. Pourtant, la prise en compte de cette
information supplémentaire peut permettre de réduire l'entropie de y et du même coup son débit
théorique.
Si l'on veut intégrer une telle connaissance a priori, il faut déﬁnir des fonctionnelles adaptées à
une contrainte de parcimonie structurée. En particulier, comme illustré par le vecteur y, il peut être
intéressant de favoriser l'émergence de solutions dans lesquelles les éléments non nuls sont regroupés.
Pour cela, il faut pouvoir exprimer des contraintes par groupes de coeﬃcients.
Une extension du LASSO, le Group-LASSO [YL06] s'attache à la résolution de ce problème. Il est
initialement proposé pour résoudre un problème de régression à J facteurs :
x =
J∑
j=1
Yjαj + 
où x ∈ RN , Yj ∈ RN×nj est une matrice correspondant au j-ième facteur, αj ∈ Rnj un vecteur de
coeﬃcients de taille nj et  ∼ N (0, σ2I). Le découpage des coeﬃcients en plusieurs vecteurs déﬁnit les
groupes et permet de poser des contraintes diﬀérentes sur chacun. Ces dernières s'appuient sur une
norme déﬁnie pour toute matrice carrée K symétrique, déﬁnie positive par :
‖x‖K =
(
xTKx
)1/2
(6.2.2)
En utilisant un jeu de J matricesKj , le Group-LASSO propose une solution parcimonieuse structurée :
αG−LASSO(λ) = min
α={α1..αJ}
1
2
‖x−
J∑
j=1
Yjαj‖+ λ
J∑
j=1
‖αj‖Kj
 (6.2.3)
où λ ≥ 0 est un paramètre d'optimisation. Dans [YL06], Les auteurs proposent d'utiliser des matrices
identités comme noyaux Kj . Cette approche revient à utiliser une norme mixte `1/`2. Une généralisa-
tion de cette approche consiste à utiliser une norme mixte `1/`q comme fonctionnelle de parcimonie
structurée soit :
P(α) =
J∑
j=1
‖αj‖q (6.2.4)
Le cas de ﬁgure particulier de groupes de dimensions égales nj = n oﬀre l'avantage de s'exprimer
facilement sous une forme matricielle comme nous le verrons au chapitre 8. Il se comprend alors comme
un problème d'approximations parcimonieuses simultanées. Rakotomamonjy [Rak11] propose une
étude comparative des diﬀérents algorithmes traitant ce cas particulier. La formulation du Group-
LASSO et ses garanties théoriques [RF08] supposent une partition du vecteur de coeﬃcients α en
groupes disjoints. Une extension au cas de groupes superposés est proposée par Jenatton et al
[JAB09]. Le lecteur intéressé pourra également se référer à [BJM11] pour une revue de ces méthodes.
Dans ses travaux de thèse, Lefevre [LBF11] utilise ce type de modèle pour la factorisation de
spectrogrammes de scènes sonores.
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Figure 6.2.1: Moyenne du logarithme du module de la transformée de Fourier de 1000 extraits
radiophoniques de 512 ms.
Modèles de parcimonie structurée Dans la formulation classique des représentations parci-
monieuses, le vecteur de coeﬃcient α porte à lui-seul une double information :
( La localisation des éléments non nuls.
( Le poids des éléments non nuls.
Les structures telles que nous les déﬁnissons dans ce travail, jouent un rôle uniquement sur la local-
isation des coeﬃcients. Nous avons vu qu'une première approche pour déﬁnir des fonctionnelles de
parcimonie pertinentes, consiste à partitionner l'ensemble des éléments. Aﬁn de les mettre en valeur
et in ﬁne, de mieux les prendre en compte, nous pouvons envisager une formulation plus générale des
représentations parcimonieuses :
x =
M−1∑
i=0
si · wi · di +  (6.2.5)
où l'information de structure est désormais séparée dans un vecteur de booléens s ∈ {0, 1}M des
pondération w ∈ RM . La formulation matricielle est :
x ≈ Φ · (w  s) (6.2.6)
ou  dénote le produit terme à terme. On peut dès lors modéliser la structure de façon indépendante,
en travaillant sur s. Un tel modèle de signal se retrouve fréquemment dans les travaux récents, il
apparaît par exemple dans les travaux de Kowalski et Torrésani [KT08] et plus récemment dans
[DHD12].
Étant donnée la nature booléenne de s, il est naturel de lui associer un modèle de Bernoulli en
l'absence de structure :
p(s) =
M−1∏
i=0
p(si) avec si ∼ Ber(pi) (6.2.7)
où les probabilités pi peuvent être choisies égales ou traduire un biais connu de la décomposition. Par
exemple, la plupart des scènes sonores, musicales ou autres, présentent un proﬁl énergétique avec un
biais sur les basses fréquences. Il suﬃt pour s'en convaincre d'observer la moyenne des modules des
spectres d'une collection de scènes sonores comme présentée Figure 6.2.1.
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Figure 6.2.2: Histogramme de la répartition fréquentielle des 100 premiers atomes d'une décomposi-
tion par MP sur un dictionnaire 3xMDCT de 1000 segments de scènes sonores radiophoniques de 512
ms. Les pics sont dus à la mauvaise résolution fréquentielle des atomes de la base la plus courte.
Il est possible de ﬁxer ou d'apprendre la distribution des probabilités pi sur un ensemble de données.
Mais il s'agira d'un simple biais spéciﬁque à chaque atome. La Figure 6.2.2 présente la répartition
fréquentielle des 100 premiers atomes choisis par MP dans une union de bases MDCT. Ce proﬁl
est celui obtenu pour 1000 extraits de scènes sonores radiophoniques. Il est intéressant de voir que
certaines fréquences apparaissent sur-représentées. La base d'apprentissage comporte essentiellement
de la musique populaire occidentale dans laquelle on constate une prédominance de grille d'accords
standard type La Mineur- Fa - Do - Sol.
Si on veut prendre en compte les structures, il faut étudier les corrélations entre les si. Les structures
les plus fréquemment rencontrées dans la littérature sont les corrélations locales, de voisinage, entre
atomes, qui donnent lieu à une modélisation sous forme de molécules. On trouve par exemple pour
l'analyse de scènes musicales des molécules tonales et/ou transitoires [Dau06], avec une structuration
hiérarchique [JVF06] ou encore un modèle de molécules harmoniques [GB03, LDCR07, LVRD08].
Kowalski et Torresani [KT08] proposent un modèle explicite de structure de Bernoulli hiérar-
chique qui introduit des dépendances entre les atomes voisins dans le plan temps-fréquence. En par-
ticulier, si suit toujours une loi de Bernoulli mais conditionnellement à une variable indicatrice du
temps, qui suit elle même une loi de Bernoulli. Malgré la complexité additionnelle introduite par cet
empilement, il est possible d'estimer les paramètres du modèle.
Cette idée de prendre en compte des dépendances au niveau local est intuitivement séduisante
et correspond assez bien en pratique au type de corrélations observées. La Figure 6.2.3 présente des
proﬁls de co-occurence observés sur des données réelles (20000 extraits radiophoniques de 3 secondes,
représentés chacun par 100 atomes). Les graphiques montrent pour un atome référent, centré en temps
et en fréquence, la répartition des atomes qui sont sélectionnés en même temps que lui par un MP
standard sur une union de 3 bases MDCT, stoppé après 100 itérations. On peut faire les remarques
suivantes :
( Les corrélations les plus importantes sont observées dans un voisinage temps-fréquence immédiat,
ce qui tend à valider les modèles moléculaires type [Dau06] et [KT08] .
( Sur les atomes de grandes échelles (bien localisées en fréquence), on observe des corrélations
harmoniques (notamment à l'octave). Les extraits sont ici choisis aléatoirement dans une base
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Figure 6.2.3: Répartition dans le plan temps-fréquence relatif (en échelle fréquentielle MIDI : une
octave=12 indices) des atomes co-occurents parmi les 100 premiers sélectionnés par MP dans une
union de 3 bases MDCT. Teinte : fréquence de co-occurrence normalisée, appris sur 20000 extraits
radiophoniques de 3 secondes. Gauche : atomes de longueur 512 ms. Droite : atomes de longueur 128
ms.
de données radiophoniques contenant essentiellement de la musique populaire occidentale. Ces
observations sont à rapprocher des modèles harmoniques [GB03, LVRD08].
( Sur les atomes d'échelles plus courtes, on observe, en plus des corrélations harmoniques, des
corrélations périodiques temporelles. Ces observations sont eﬀectuées sur une collection non
annotée de musiques populaires diverses, mais semblent indiquer une prédominance d'un tempo
(autour de 120 bpm) dans cette collection. Ce type de structure est plus diﬃcilement décelable
dans la littérature.
Cette connaissance a priori de la distribution des atomes sélectionnés permet d'envisager d'autres
modèles, comme des modèles de Markov cachés [FTDG08] ou des Conditionnal Random Fields [JE09].
Ces modèles peuvent être généralisés sous la forme d'une machine de Boltzmann, réseau de neurones
stochastiques particulier, développé par Hinton et al dans les années 80[HG97]. La distribution du
support est alors :
p(s) ∝ exp (bT s+ sTWs) (6.2.8)
où W est une matrice symétrique dont les éléments diagonaux sont nuls et b est un vecteur de biais
(par exemple fréquentiel comme en Figure 6.2.1). Ce modèle a en particulier été considéré par Peleg
et al [PEE12] puis Drémeau et al [DHD12], les deux contributions se diﬀérenciant par la méthode
d'optimisation choisie ensuite.La machine de Boltzmann présente l'intérêt de généraliser beaucoup
de modèles probabilistes connus. Cette propriété est particulièrement utile lorsqu'on ne dispose que
de peu d'information a priori sur les structures des signaux. Dans le cas contraire, la machine de
Boltzmann peut se simpliﬁer (notamment, W peut devenir parcimonieuse, par exemple elle est poly-
diagonale dans le cas du modèle de Markov caché) et l'estimation de ses paramètres s'en trouve
allégée (dans [DHD12], les auteurs font appel à un algorithme de Metropolis-Hastings, dans [PEE12],
l'apprentissage est envisagé).
Au vu des exemples présentés Figures 6.2.1 et 6.2.3, il est tentant de vouloir apprendre b et W à
partir de scènes sonores réelles. Nous avons tenté d'adapter les procédures proposées dans [DHD12]
à des scènes sonores réelles et avons été confrontés à un certain nombre de diﬃcultés, en particulier
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liées à la dimension des données. Dans ce cas, en eﬀet, l'utilisation de Metropolis-Hastings s'avère
trop complexe. Comme dans tout apprentissage, si l'espoir d'obtenir une estimation pertinente pour
des données homogènes (p.ex. une collection de sons instrumentaux, ou enregistrements d'un seul
locuteur) est permis, il se réduit fortement lorsque l'on considère une base d'archives sonores plus
variées. Dans ce cas, la diversité des structures rencontrées n'autorise plus une modélisation simple et
malléable.
Autres formes de parcimonie structurée Dans un paradigme récent, (Robust PCA [CLM09])
Candès et al proposent une factorisation originale d'une matrice X en deux composantes :
X = L+ S (6.2.9)
avec L une matrice de rang faible (obtenue dans l'esprit d'une analyse en composantes principales)
et S une matrice parcimonieuse. La matrice S sert à modéliser l'ensemble des outliers, c'est à dire
des éléments mal capturés par le modèle PCA classique. Un modèle augmenté d'une modélisation du
bruit et dénoté Stable Principal Component Pursuit est proposé dans [ZT11]. Ce modèle a récemment
donné des résultats spectaculaires sur des traitements d'image et de vidéo [ZGLM12] mais également
en audio, sur de la séparation de sources [HCSHJ12].
6.2.2 Invariance et robustesse
Avec le développement des représentations parcimonieuses est apparu un nouveau problème. Sup-
posons qu'on dispose d'une représentation structurée R(X) d'un signal X, la représentation d'une
transformation T (X) sera-t-elle également structurée et comment ? Alternativement, on peut se de-
mander à quelles transformations du signal la structure de la représentation est robuste. L'émergence
de travaux récents [ZGLM12, SM12] nous amène à considérer ces questions.
Invariance par translation Formellement, l'invariance par translation d'un opérateur Φ deL2
(
RN
)
dans un espace de HilbertH suppose que quel que soit f ∈ L2 (RN) et Tc(f) = f(x−c) une translation
de f , alors Φ(Tc(f)) = Φ(f).
Dans le cas d'une représentation parcimonieuse, le problème se pose plutôt de la manière suivante :
Soit f˜m l'approximation à m-termes de f  obtenue par exemple par MP  dans un dictionnaire D de
M atomes di (f˜m =
∑
i∈Γm αidi). La représentation f˜m(τ) du signal translaté f ∗ δτ s'écrit :
f˜m(τ) =
∑
i∈Γmτ
ατi di
L'invariance de la représentation se vériﬁe si ∀i ∈ Γmτ ,∃j ∈ Γm, di = dj ∗δτ et αi = αj . Autrement dit,
le support de la représentation est covariant par translation. Une condition nécessaire pour qu'une
décomposition sur D puisse être invariante par translation est donc :
∀d ∈ D∀τ ∈ Z, d ∗ δτ ∈ D (6.2.10)
Cette propriété est particulièrement intéressante dans des dictionnaires structurés de type union
de bases orthonormales. Ce type de dictionnaire est d'ailleurs fréquemment appelé invariant par trans-
lation (Shift-Invariant) et cette propriété est à la base de nombreuses optimisations [KG06, BD06,
MGBV09]. Lewicki et Sejnowski [LS99] montrent qu'une manière de garantir cette invariance pour
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des signaux discrets est de construire un dictionnaire très redondant dans lequel un atome est répliqué
à toutes les positions temporelles. Un dictionnaire construit sur un repère de Gabor comme décrit en
4.3 vériﬁe ce schéma.
Une autre façon de rendre une représentation robuste aux décalages temporels est d'en extraire
l'information de phase. Ainsi, le module de la transformée de Fourier est invariant par translation.
L'invariance par translation est nécessaire pour la détection de redondances dans des scènes sonores
en raison de l'arbitraire fréquent du découpage en trames d'analyse. Ce découpage accélère consid-
érablement les traitements, mais s'apparente à un sous-échantillonnage du dictionnaire complet. Les
mesures de similarité dans le domaine de la représentation, qui utilisent ce type de sous-dictionnaire
(voir notamment Jost et Vandergheynst [JV08] sur des images et Sturm et Daudet [SD09] sur
des scènes sonores) sont en général aﬀectées par des translations temporelles.
L'invariance par translation fréquentielle est une propriété mise en avant pour les tâches de tran-
scription automatique de musique, et plus généralement lorsqu'un peigne harmonique est utilisé pour
modéliser le spectre de diﬀérentes notes. Ainsi Hennequin et al [HBD11b] utilisent une représentation
invariante par homothétie fréquentielle sur des spectrogrammes. En utilisant une échelle de fréquence
logarithmique (p.ex. avec une transformée à Q-constant) on retrouve une propriété d'invariance par
translation [SRS08, FLBR12]).
Invariance par rotation Cette propriété se retrouve essentiellement dans le traitement d'images
et de vidéo. Deux approches récentes s'y attellent : celle de Sifre et Mallat [SM12] basée sur des
opérateurs de dispersion (Scattering Operators) et celle de Zhang et al [ZGLM12] qui utilise des
méthodes de type Robust PCA déjà mentionnées plus haut.
Invariance aux autres transformations Un type de déformations plus complexe se rencontre
fréquemment sur des collections de scènes sonores. C'est l'eﬀet obtenu lorsqu'on accélère ou ralentit
la lecture d'un enregistrement, entraînant une modiﬁcation des échelles temporelles et fréquentielles.
Cette déformation, connue sous le nom de pitch-shifting ou modiﬁcation des hauteurs, peut consid-
érablement perturber la structure d'une représentation.
Une étude récente de Mallat [Mal12] montre que certains opérateurs  en particulier les opéra-
teurs de dispersions, construits sur une cascade de transformées en ondelettes rectiﬁées  sont robustes
à l'action de petites déformations et invariants par translation et rotation.
6.3 Applications
Les structures des signaux et de leurs représentations présentent un intérêt signiﬁcatif dans une
tâche d'archivage. Les redondances et similarités peuvent être utilisées à la fois pour la compression
de scènes sonores et pour la structuration de ﬂux audio. Le regroupement en classes est une première
forme d'indexation, sur laquelle on peut en construire d'autres, de plus haut niveau encore. Aussi est-il
essentiel de pouvoir tout d'abord mettre à jour ces structures pour pouvoir, dans un second temps,
les exploiter pour l'indexation.
Dans cette thèse, nous avons voulu voir s'il était possible de détecter diﬀérents niveaux de structures
à l'aide d'un seul type de représentation parcimonieuse. En particulier nous avons voulu étendre les
travaux de Ravelli [RRD10] sur l'indexation dans le domaine de la représentation, à des cas de
ﬁgures plus complexes et/ou de dimensions plus grandes.
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Au chapitre suivant, nous nous intéressons au problème de détection de redondances et de sim-
ilarités dans des scènes sonores musicales à l'aide de représentations parcimonieuses obtenues par
algorithme glouton. Nous l'adaptons au problème de reconnaissance d'empreintes que nous évaluons
sur une tâche de structuration de ﬂux radiophonique par détection d'objets récurrents.
Dans un second temps, au chapitre 8, nous illustrons une possibilité d'exploitation de ces structures,
dans le cadre d'un problème de séparation de sources répétitives, tout en utilisant le même type
d'algorithme et de dictionnaire.

Chapitre 7
Détection de redondances et similarités.
Les méthodes visant à mettre au jour les redondances et similarités sont multiples et peuvent,
selon l'échelle de signal considérée, varier fortement. Dans ce chapitre, nous présentons des méthodes
de détection de motifs récurrents à diﬀérentes échelles, toutes basées sur une même décomposition
parcimonieuse des signaux dans un dictionnaire constitué d'une union de bases MDCT.
La première étape va donc consister à passer en revue les diﬀérentes métriques, distances et autres
mesures de similarités qu'il est possible de construire sur les représentations choisies. Si certaines se
calculent directement à partir des vecteurs de coeﬃcients, ou des supports parcimonieux, nous verrons
que d'autres nécessitent le calcul  simple  de descripteurs. En nous basant sur des concepts issus
de la théorie du codage distribué, nous proposons une nouvelle métrique et un algorithme simple qui
eﬀectue en une seule passe une mesure de similarité et une compression basée sur une factorisation des
supports atomiques. Les avantages de cette approche sont mis en exergue sur des exemples simples,
et les possibilités de son utilisation sur des débits plus importants sont discutées.
Dans un second temps nous verrons une application au problème de segmentation de ﬂux radio-
phonique basée sur la détection de motifs récurrents par comparaison d'empreintes. Nous présentons
un système développé en collaboration avec S.Fenet, dans lequel nous incluons des empreintes con-
struites à partir de représentations parcimonieuses. Nous présentons également les résultats obtenus
avec ce système lors d'une campagne européenne d'évaluation.
7.1 Détection de motifs récurrents par calcul de similarités
7.1.1 Objets et motifs récurrents
Il y a récurrence dès lors qu'un objet multimédia apparaît au moins en deux endroits d'une col-
lection, ou à deux positions dans un ﬂux de données. Les ﬂux radiophoniques et télévisuels sont, en
ce sens, très redondants (publicités, rediﬀusions). En travaillant sur des données de radio commer-
ciale, nous avons pu constater que le nombre moyen de diﬀusions d'une même chanson au cours d'une
journée atteint facilement la dizaine, soit une diﬀusion environ toutes les deux heures. La redondance
d'une publicité peut excéder très largement ce chiﬀre.
Si l'on prend en compte les versions diﬀérentes d'un même objet : diﬀérents enregistrements audio
d'un même concert, les versions live ou studio, les diﬀérentes captures du même évènement (voir par
exemple les ﬁlms amateurs du discours inaugural de Barack Obama[CE10]), alors la grande majorité
des collections audiovisuelles contiennent des récurrences.
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A plus petite échelle, il y a récurrence dès lors qu'une phrase musicale est rejouée, qu'un mot ou une
phrase sont répétés par un ou plusieurs locuteurs, ou qu'un motif rythmique est repris cycliquement.
On peut ainsi trouver des similarités à des échelles de plus en plus petites. La question se pose
alors du choix de la plus petite échelle de redondance à considérer. Ce choix, forcément arbitraire,
est dicté par la représentation choisie. Dans la majorité des cas, pour des données audio, l'échelle de
redondance la plus petite est celle d'une trame de TFCT ou la longueur utile d'un ﬁltre auto-récursif
(de l'ordre de quelque dizaines de millisecondes). Lorsqu'une représentation parcimonieuse est utilisée,
l'élément de plus petite échelle se trouve être un atome du dictionnaire.
Lorsqu'on travaille avec des symboles appartenant à un alphabet de taille réduite, il existe des
méthodes reconnues pour la recherche de redondances (p.ex. dans des séquences ADN, ou dans des
textes utilisant un alphabet latin) dont l'une des plus utilisées est celle de Lempel et Ziv [ZL77]. Toute
une littérature de la détection de mots dans un tel contexte est disponible. Citons, parmi d'autres, les
algorithmes facteurs d'oracle [ACR99, LLA01] utilisés par Cont sur des descripteurs audio [Con08].
Souvent ces méthodes, de même que la plupart de celles développées pour l'analyse du langage
(arbres de suﬃxes, etc..) voient leur complexité augmenter avec la taille de l'alphabet considéré. De
plus, s'il est relativement simple de déﬁnir la similarité entre deux chaînes de caractères ou deux
séquence de symboles, déﬁnir la similarité de deux scènes sonores est plus complexes. Le cas d'une
redondance parfaite se formalise facilement, mais celui des répétitions beaucoup moins. Deux scènes
sonores peuvent être jugées similaires par un auditeur, même si leurs formes d'ondes respectives ne
sont pas identiques.
Pourtant cette notion de similarité doit pouvoir s'apprécier sur les représentations de ces scènes
sonores. Dès lors, il nous faut étudier les métriques qu'il est possible d'utiliser pour la détection de
motifs récurrents dans des représentations parcimonieuses. En premier lieu, nous décrivons quelques
mesures de similarité de scènes sonores dans le domaine de la représentation.
7.1.2 Distances dans le domaine de la représentation
Nous avons montré dans la deuxième partie de ce manuscrit qu'il était possible de construire,
pour un signal x ∈ RN une approximation à m-termes x˜m dans un dictionnaire Φ ∈ RN×M telle
que x˜m = Φαm où αm est un vecteur parcimonieux vériﬁant ‖αm‖0 ≤ m. Nous nous intéressons
désormais à la comparaison de x˜m et y˜m, approximations respectives de x et y dans Φ :
x˜m =
∑
γ∈Γmx
αxγφγ =
M−1∑
i=0
sxi w
x
i φi (7.1.1)
x˜m = Φα
x
m = Φ (s
x
m wxm) (7.1.2)
y˜m =
∑
γ∈Γny
αyγφγ =
M−1∑
i=0
syiw
y
i φi (7.1.3)
y˜m = Φα
y
m = Φ (s
y
m wym) (7.1.4)
On dispose donc des vecteurs αxm et α
y
m ou alternativement des couples de vecteurs (supports bi-
naires , coeﬃcients réels) (sxm,w
x
m) et (s
y
m,w
y
m). Rappelons les objectifs, nous cherchons une mesure
capable de mettre en évidence les similarités entre deux scènes sonores, en se basant sur leurs représen-
tations dans un même dictionnaire.
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Similarité basée sur une distance euclidienne Une façon simple de comparer deux vecteurs
αxm et α
y
m est de mesurer la distance quadratique qui les sépare, en utilisant la norme euclidienne :
dEUC(x˜m, y˜m) = ‖αxm −αym‖2 (7.1.5)
ce qui dans le cas parcimonieux, s'écrit comme la somme de trois termes.
dEUC(x˜m, y˜m) =
∑
γ∈Γmx
⋂
Γmy
|αxγ − αyγ |2 +
∑
γ∈Γmx ,γ /∈Γmy
|αxγ |2 +
∑
γ∈Γmy ,γ /∈Γmx
|αyγ |2 (7.1.6)
dEUC s'annule lorsque x˜m = y˜m, ce qui indique (mais ne prouve pas) une redondance exacte
x = y. En dehors ce cas de ﬁgure, cette mesure est peu informative, car elle considère chaque élément
indépendamment. Or on sait qu'il existe des dépendances fortes entre les coeﬃcients d'une représen-
tation parcimonieuse.
Similarité en Cosinus Une façon de prendre en compte ces dépendances (étudiée notamment par
Sturm et Daudet [SD09] se basant sur les travaux de Jost et Vandergheynst [JV08]) est d'utiliser
une mesure de similarité en cosinus :
dCOS(x˜m, y˜m) =
〈x˜m, y˜m〉
‖x˜m‖‖y˜m‖
(7.1.7)
qui permet de distinguer les cas colinéaires (dCOS = 1) et opposé (-1) des vecteurs orthogonaux (0).
Cette mesure est intéressante, car son calcul est facilité par la formulation :
dCOS(x˜m, y˜m) =
∑
γx∈Γmx
∑
γy∈Γmy α
x
γxα
y
γy 〈φγx , φγy 〉
‖x˜m‖‖y˜m‖
(7.1.8)
=
(αxm)
T ·G ·αym
‖αxm‖2‖αym‖2
(7.1.9)
qui requiert une complexité limitée (de l'ordre de O(m2)) si on connaît la matrice de Gram G =
ΦTΦ du dictionnaire, qui contient l'ensemble des M2 produits scalaires entre atomes. Dans le cas de
dictionnaires temps-fréquence de type union de bases orthonormales, une grande partie de ces produits
sont nuls, la matrice de Gram est donc très creuse. La Figure 7.1.1 montre une telle matrice pour une
union de 3 bases MDCT (16, 64 et 256 échantillons).
Le problème de cette mesure est sa sensibilité aux translations temporelles ainsi qu'aux déphasages,
en particulier dans le cas de bases MDCT. Les projections sur des bases MDCT sont, en eﬀet, réelles,
et l'information de phase est contenue dans les coeﬃcients α. Deux signaux déphasés et/ou retardés
auront donc des représentations diﬀérentes et la mesure de leur similarité en cosinus ne sera pas
unitaire. Il est possible de s'aﬀranchir de cette contrainte en utilisant des dictionnaires invariants par
translation, mais l'emploi de ceux-ci pose de nombreux problèmes pratiques (voir section 4.3.2). Une
façon de limiter ce phénomène est de considérer une variante complexe de la MDCT, la Modulated
Complex Lapped Transform (MCLT) proposée par Malvar [Mal99].
Similarité basée sur des distances binaires Une alternative pour s'aﬀranchir des eﬀets liés à la
phase, est de comparer uniquement les supports binaires sxm et s
y
m des représentations. Une mesure
de similarité des supports est alors donnée par :
dSUP (x˜m, y˜m) =
(sxm)
T ·G · sym
‖sxm‖2‖sym‖2
(7.1.10)
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Figure 7.1.1: Proﬁl de parcimonie de la matrice de Gram d'un dictionnaire constitué d'une union
de 3 bases MDCT (en noir les éléments non nuls).
En poussant l'idée encore un peu plus loin, on peut se passer entièrement de la matrice deGram, et
déﬁnir des distances sur les vecteurs binaires. On peut par exemple utiliser la distance de Hamming, ou
encore la similarité de Jacquard qui procède de la même idée mais oﬀre l'avantage d'être normalisée :
dJAC(x˜m, y˜m) =
‖sxm  sym‖0
‖sxm ⊕ sym‖0
(7.1.11)
où ⊕ est un opérateur de ou exclusif. C'est le ratio des cardinalités de l'intersection et de l'union
des supports parcimonieux. Il est également possible de déﬁnir des distances binaires sur des objets
dérivés du support. Nous détaillerons ce type de métriques plus loin, dans la section 2 de ce chapitre.
Similarité basée sur des distances d'information Une autre façon de mesurer la similarité de x
et y est de quantiﬁer leur information mutuelle I(x, y). En l'absence de modèles sur leurs distributions
respectives, le calcul direct de I(x, y) est malaisé. En revanche il existe comme substitut d'autres
distances d'information. Bennett et Li [BL98] proposent de telles distances, dérivées de la notion
de complexité de Kolmogorov pour la mesure de similarités entre objets numériques. Formellement,
la distance d'information est déﬁnie à une constante logarithmique près comme :
ID(x, y) = max{K(x|y),K(y|x)} (7.1.12)
où K(·) est la complexité de Kolmogorov et K(x|y) dénote la complexité conditionnelle, soit les
ressources minimales requises par une machine universelle pour spéciﬁer x étant donné y.
Leurs travaux sont une généralisation du théorème de Slepian-Wolf pour le codage distribué
et se comprennent intuitivement de la façon suivante. Si l'information mutuelle permet de diminuer
le débit théorique pour le codage joint de x et y (rappelons que H(x, y) − H(x) − H(y) = I(x, y))
alors on peut mesurer de façon indirecte cette information mutuelle en mesurant un débit expérimental
utilisant les similarités. On retrouve cette idée dans [HW07] et plus récemment dans l'article de Bello
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[Bel11] sous la forme d'une distance de compression normalisée :
DCN(x, y) =
R(x, y)−min {R(x), R(y)}
max {R(x), R(y)} (7.1.13)
où R(·) est un débit expérimental obtenu par compression avec un algorithme standard (p.ex. bzip2
dans le cas de [Bel11]). Cette mesure, contrairement à (7.1.12), est calculable, et oﬀre de plus l'avantage
d'être normalisée.
Distorsion minimale du codage joint Il y a, en réalité, deux façons symétriques d'utiliser
Slepian-Wolf pour détecter des similarités : soit on ﬁxe une distorsion nominale et on mesure
le débit minimum nécessaire au codage joint (ou par exemple la distance de compression normalisée
proposée ci-dessus), soit on ﬁxe le débit nominal et on mesure la distorsion atteinte par codage joint.
Nous proposons d'utiliser cette stratégie, et de ﬁxer un débit minimal pour coder y étant donné x
ou plus exactement sa décomposition x˜m. Le principe est de mesurer la distorsion atteinte lorsqu'on
approche y en utilisant uniquement les atomes de x˜m (support et amplitude), la mesure de similarité
est alors :
D0(x, y) = 10 log10
(‖x˜m − y‖22
‖x˜m‖22
)
(7.1.14)
où en d'autres termes on mesure la capacité de la représentation de x à représenter y comme l'in-
verse d'un Rapport Signal-à-Bruit. Cette mesure n'oﬀre pas de souplesse, la représentation de x est
utilisée directement, sans aucune adaptation à y. Elle est, en conséquence, très sensible aux transla-
tions et petites déformations. Une manière d'introduire de la ﬂexibilité est de construire une nouvelle
approximation yˆm de y, à partir de x˜m, et de mesurer :
DR(x, y) = 10 log10
(‖yˆm − y‖22
‖yˆm‖22
)
tel que R(yˆm|x˜m) ≤ R (7.1.15)
où R(yˆm|x˜m) est une mesure empirique analogue à la complexité conditionnelle. Elle quantiﬁe la
quantité d'information que l'on accepte de fournir pour spéciﬁer yˆm à partir de x˜m. On peut com-
prendre DR(x, y) comme une mesure de la distorsion associée au débit R(yˆm|x˜m), et voir D0 comme
la distorsion pour un débit nul. D0 ne peut servir que pour la détection de redondances exactes. Il est
intéressant de noter qu'augmenter le débit augmente du même coup la sensibilité de DR aux similar-
ités moins évidentes. D'un autre côté, lorsque R(yˆm|x˜m) devient grand devant R(x˜m), la mesure DR
ne capture plus vraiment l'information mutuelle.
Nous forçons les supports de yˆm et x˜m à être identiques, mais on autorise une variation de position-
nement temporel des atomes. L'amplitude et la phase de ces atomes est, en revanche, conservée. Une
fois cette règle acquise, nous proposons un moyen simple de ﬁxer ce débit à une valeur pertinente. Le
débit R(yˆm|x˜m) est simplement la quantité d'information nécessaire à la transmission de la séquence
Θ = {τn}n=0..m−1 des décalages atomiques :
R(yˆm|x˜m) =
m−1∑
n=0
log2 τ
n (7.1.16)
d'où la possibilité de ﬁxer la borne Rmax à l'aide d'un décalage maximum τmax :
Rmax = m log2 τmax (7.1.17)
L'algorithme 4, appelé Factorisation, présente la méthode envisagée :
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Algorithm 4 Factorisation
Entrées: y , Φ , x˜m =
∑
i∈Γm αiφi , Rmax
Sorties: DR(y, x˜m)
1: yˆ0 := 0 , r0 := y ,n = 0
2: Pour i ∈ Γm Faire
3: Optimisation locale :
τn = arg maxτ∈[− τmax2 , τmax2 ] |〈rn, (αi.φi ∗ δτ )〉|
4: Mise à jour :
Approximation : yˆn+1 ← yˆn + αi.(φi ∗ τn)
Résiduel rn+1 ← rn − αi.(φi ∗ τn)
5: n← n+ 1
6: Fin pour
7: DR(y, x˜m) = 10 log10
(‖yˆm−y‖22
‖yˆm‖22
)
tel que R(yˆm|x˜m) ≤ Rmax
Métrique Domaine Score Redondance Similarité Dissimilarité
DEUC [0,+∞] 0 Score faible Score élevé
DCOS [−1, 1] 1 Proche de 1 ou -1 Proche de 0
DJAC [0, 1] 1 Proche de 1 Proche de 0
NDR [−∞,+∞] 1 Proche de 1 Proche de zéro
Table 7.1.1: Tableau récapitulatif des métriques de distances utilisant des représentations dans le
domaine parcimonieux
Le lecteur fera le rapprochement entre cet algorithme et la phase d'optimisation locale des atomes
dans un algorithme MP adaptatif 3.3 page 44. De fait, il est possible avec cette méthode de comparer
des représentations obtenues aussi bien par MP que par MP adaptatif ou même SASMP sur des
dictionnaires temps-fréquence.
En exécutant cet algorithme (dans la pratique, on range les atomes par ordre décroissant d'ampli-
tude pour minimiser la distorsion) on obtient deux choses : une approximation de y et une mesure de
similarité entre x et y. Ce double résultat est intéressant dans la mesure ou il permet dans une même
passe de trouver les similarités et de les exploiter dans un schéma de codage distribué.
Dans la pratique, il est intéressant de regarder la mesure normalisée :
NDR(x, y) =
−DR(x, y)
SRR(x˜m)
=
log10
( ‖yˆm‖22
‖yˆm−y‖22
)
log10
( ‖x˜m‖22
‖x˜m−x‖22
) (7.1.18)
Cette valeur est proche de zéro lorsque le dénominateur est grand devant le numérateur, c'est à
dire que la qualité de la reconstruction obtenue par factorisation est très inférieure à la qualité de
l'approximation utilisée pour cette factorisation. A l'inverse, une factorisation eﬃcace se traduit par
des valeurs proches de 1. Il est intéresant de noter que la valeur 1 peut être dépassée. Il faut alors en
déduire que la représentation de x est encore plus eﬃcace à représenter y qu'elle ne l'était pour x.
7.1.3 Comparaisons
Pour illustrer les diﬀérences entre des mesures de similarités, il est courant de comparer les scores
obtenus sur diﬀérents segment d'une scène sonore répétitive. Soit X un signal découpé en J trames xj
recouvrantes, la matrice de taille J × J contenant les scores de similarités obtenus pour chaque paire
de segment (xi, xj) est appelée matrice de similarité de X.
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Figure 7.1.2: Matrices de similarités obtenues avec diﬀérentes métriques pour les 15 premières sec-
ondes du Prélude en ut (J.S Bach, Clavier bien tempéré BWV 846) interprétation de Glenn Gould.
Scores obtenus avec des approximations MP adaptatif, stoppé après 100 itérations ou lorsqu'un SRR
de 5 dB est atteint. La scène est découpée en 57 trames de 1 seconde, recouvrantes à 75%.
Nous choisissons donc une scène sonore comprenant des répétitions musicales, et sur chaque seg-
ment nous eﬀectuons une décomposition par MP adaptatif dans une union de bases MDCT. Pour
eﬀectuer des mesures de similarités, des décompositions très superﬁcielles suﬃsent. En pratique, nous
considérons des trames d'une seconde, avec un taux de recouvrement de 75% entre trames voisines.
Nous stoppons la décomposition lorsqu'un SRR de 5 dB est atteint, ce qui pour un signal simple de
piano comme celui choisi, correspond à une centaine d'atomes au grand maximum par trame analysée.
La Figure 7.1.2 montre les matrices de similarités obtenues pour les quatre métriques présentées
dans le Tableau 7.1.1. On peut faire les observations suivantes :
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( La similarité basée sur la distance euclidienne échoue comme prévu à capturer une autre infor-
mation que la redondance exacte (comparaison d'un segment avec lui-même).
( Les similarités cosinus et de Jacquard, donnent déjà des résultats plus intéressants, mais leur
non-invariance par translation perturbe la lisibilité de la matrice. Les répétitions apparaissent
bien sous la forme de traits sous-diagonaux.
( La distance normalisée de factorisation est celle qui fait apparaître le plus nettement les répéti-
tions musicales. On peut noter également qu'en pratique, les scores ne dépassent que très
rarement la valeur 1 (il faut en eﬀet pour cela que les atomes choisis pour représenter x se
révèlent encore meilleurs pour représenter y). Enﬁn, on notera que NDR est la seule distance
non-symétrique. Cela s'explique par la nature non-linéaire, à la fois de la décomposition MP, et
de l'algorithme 4.
La métrique NDR déﬁnit un critère de rejet simple de l'hypothèse de similarité. Il est en eﬀet possible
de ﬁltrer la matrice de similarité en retirant tous les scores négatifs.
7.1.4 Limites
Les bonnes performances de la mesure proposée sur une tâche de détection de similarité ouvrent la
voie à une utilisation de l'algorithme de factorisation pour, en pratique, eﬀectuer un codage distribué
d'un segment y connaissant un segment x similaire. En étudiant ce type d'approches, nous avons
rencontré des limites, notamment en terme de performances de codage à plus haut débit, et surtout
de passage à l'échelle.
Passage à l'échelle Il est assez simple de voir que la construction de matrice de similarité a une
complexité quadratique. Comparer deux à deux J segments va nécessiter J2 calculs de similarités.
En limitant le nombre d'atomes à une centaine par segment et en développant des heuristiques pour
stopper les calculs en cas de mauvaise corrélation dès les premières itérations, il est possible d'envisager
un tel traitement sur des scènes sonores allant de quelques secondes à plusieurs minutes. On pourra à
la limite, étudier les similarités dans un enregistrement d'une symphonie, mais pas dans une collection
de plusieurs milliers de titres, ni dans un ﬂux multimédia excédant quelques minutes.
Cette limite d'échelle est malheureusement diﬃcilement contournable en considérant des segments
plus grands. Les similarités ne pourront y être eﬃcacement détectées qu'en augmentant la zone d'op-
timisation locale contrôlée par τmax et du même coup la complexité et le débit Rmax. En diminuant
m, on augmente la distorsion, au risque de n'être plus capable de distinguer les similarités.
Pertinence du codage distribué de segments similaires à plus haut débit Dans la ﬁn de
l'article ICASSP 2011, nous considérons l'application de l'algorithme de factorisation à des débits plus
élevés. Nous avons à cette occasion pu établir quelques conclusions :
( Dans les cas de redondances quasi-parfaites (c-à-d quand y ≈ x avec un faible bruit et/ou dé-
calage temporel), on peut diminuer très signiﬁcativement le débit R(y|x) par rapport à un codage
indépendant. Dans ce cas de ﬁgure, les principes du codage distribué s'appliquent naturellement
et l'algorithme de factorisation s'avère eﬃcace.
( Dans les cas de répétitions (p.ex. lorsque y et x sont deux occurrences d'un même motif musical
comme par exemple entre les mesures 1 et 4 de l'exemple ci-dessus), la distorsion introduite par
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Figure 7.1.3: Matrice de similarité par mesure de factorisation NDR, ﬁltrée (valeur négatives mises
à zéro) pour les 16 premières secondes du Prélude en ut (J.S Bach, Clavier bien tempéré BWV 846)
interprétation de Glenn Gould. Scores obtenus avec des approximations MP adaptatif, stoppé après
100 itérations ou lorsqu'un SRR de 5 dB est atteint. La scène est découpée en 64 trames de 1 seconde,
recouvrantes à 75%. La partition manuellement alignée avec l'audio est donnée à titre indicatif.
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la contrainte de l'identité des supports entre yˆmet x˜m contre-balance le gain en codage, et ce
pour des débits relativement faibles.
Malgré d'autres tentatives depuis, nous n'avons pour le moment pas pu montrer la pertinence du
principe de codage distribué de motifs répétés, du moins en suivant cette approche. Nous verrons
au chapitre suivant qu'il est possible d'envisager d'autres méthodes pour réaliser des approximations
parcimonieuses jointes.
7.2 Détection de motifs récurrents par comparaison d'empreintes
acoustiques
Lorsque l'on passe à l'échelle des bases d'archives numériques, les approches par calcul de similarités
ne sont plus envisageables. Quelle que soit la puissance de calcul disponible ou la simplicité de la mesure
utilisée, il n'est pas raisonnable de vouloir comparer deux à deux tous les objets d'une collection lorsque
leur nombre se compte en milliers, voire en millions. Dans ces dimensions, le problème se rapporte
à une recherche eﬃcace des plus proches voisins. Dans ce travail nous envisageons une méthode de
résolution de ce problème par comparaison d'empreintes acoustiques.
7.2.1 Empreinte acoustique
Une empreinte acoustique est une représentation du signal audio qui peut servir d'identiﬁant
unique. L'identiﬁabilité cible est souvent celle de l'oreille humaine, c'est-à-dire que deux signaux
identiﬁés comme identiques par un être humain doivent avoir la même signature. A ce titre, une
empreinte se veut robuste à de petites déformations, en particulier les décalages temporels et petites
modiﬁcations de hauteur.
L'empreinte acoustique fait son apparition dans les années 90 [Lou90] comme outil de détection du
passage d'une oeuvre, une publicité ou un autre objet sonore dans un ﬂux multimédia. Avec l'éclosion
des moyens parallèles de diﬀusion de musique, le problème d'identiﬁcation des contre-façons devient
une préoccupation majeure de l'industrie.
Un système d'identiﬁcation par empreinte, pour être intéressant, doit être capable de retrouver un
signal parmi un très grand nombre. Ceci pose deux contraintes majeures :
( La base de données contenant les empreintes est potentiellement très grande.
( Les empreintes doivent permettre de diﬀérencier deux signaux distincts.
Idéalement, un système de comparaison d'empreintes doit présenter à la fois une robustesse aux
petites déformations, une sensibilité (ou résolution) ﬁne aux diﬀérences entre signaux, et tout cela à
très grande échelle.
Les solutions de l'état de l'art se distinguent essentiellement par deux critères :
( Les descripteurs servant à construire l'empreinte.
( Le critère de comparaison.
La dimension d'une tâche typique de détection d'objets multimédia en général, et audio en partic-
ulier dépasse facilement le million d'unités. La base de données libres de MusicBrainz 1, propose des
empreintes acoustiques (notamment basées sur le projet libre AcoustID 2) pour plus de 12 millions
1. www.musicbrainz.org
2. www.acoustid.org
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de références. Le même ordre de grandeur se retrouve chez The Echo Nest [EWJL10]. Des solutions
industrielles sont désormais capables de reconnaître une scène sonore musicale dans des conditions
relativement bruitées parmi une collection de cet ordre de grandeur, et en temps réel [Wan06].
Parallèlement, les techniques de marquage ont évoluées vers des systèmes robustes aux transfor-
mations usuelles (par compression). Citons par exemple l'approche de Varodayan et Girod [VG08]
utilisant les principes du codage distribué pour garantir l'authenticité d'un signal. Le marquage peut
également servir à transmettre une information additionnelle telle qu'un ensemble de métadonnées.
Pinel et al [PGBP10] proposent ainsi un système qui cache l'information dans les sous-bandes per-
ceptivement libres, au sens où, du fait d'eﬀets de masquages psycho-acoustiques, une grande distorsion
dans ces sous-bandes est quasi-inaudible pour l'auditeur.
7.2.2 Recherche du plus proche voisin
Soit une collection X = {x1, x2, .., xL} de L objets (dans notre cas des scènes ou extraits de scènes
sonores) et une requête q (un nouvel extrait), on cherche l'élément de X le plus proche de q. En
considérant une mesure de proximité d(x, y) entre deux objets x et y le problème s'écrit :
PPV (q) = arg min
x∈X
d(x, q) (7.2.1)
Le but étant de retrouver cet élément en utilisant le moins de ressources possibles  donc en évitant
d'eﬀectuer L comparaisons entre la requête et les éléments de X  avec une grande probabilité.
Une diﬃculté supplémentaire apparait si on considère que les objets de X (et la requête) n'ont pas
tous les mêmes dimensions. Ce cas de ﬁgure correspond bien par exemple à une collection de scènes
sonores (par exemple musicales). Ensuite parce que la requête peut très bien n'être qu'une partie de
l'un des objets (p.ex. un refrain d'une chanson, une phrase dans un discours, etc..).
Ces limitations mettent en lumière la nécessité de faire un choix d'architecture. Une approche
consiste à déﬁnir des descripteurs globaux des scènes sonores, invariants par translation, robustes aux
petites déformations, et calculables sur des sous-échantillons. Parmi ces méthodes, citons la contribu-
tion de Allamanche et al [AHH+01] où les auteurs utilisent des descripteurs bas-niveau de la norme
MPEG-7.
A l'opposé, les systèmes de détection de motifs récurrents par comparaison d'empreintes acous-
tiques s'appuient sur une multitude de descripteurs locaux, pour les objets de référence comme pour la
requête. Dans ce travail, nous nous concentrons sur cette deuxième approche. Par fusion des résultats,
la recherche fournit alors, non seulement l'objet pour lequel on aura trouvé le plus de similitudes avec
la requête, mais aussi l'information du décalage entre celui-ci et celle-la.
Le remède peut paraître paradoxal, puisqu'on va ainsi augmenter considérablement le nombre de
recherches pour une seule requête. Le succès de cette méthode réside dans l'utilisation d'une structure
de données spéciﬁque : la table de hachage.
Table de hachage Pour mettre en oeuvre un tel système, il faut utiliser des méthodes d'indexation
rapide. L'un des modes les plus eﬃcaces pour le stockage et la recherche rapide d'éléments est de
passer par une table de hachage. Soit une paire clef-valeur (c, v) dans un espace C×V, une fonction
de hachage h : C→ H associe à toute clef un indice de localisation dans la table. La localisation de la
paire (clef,valeur) dans la table étant une fonction déterministe de la clef (h(c)) il n'est pas nécessaire
de parcourir toute la table pour connaître sa position. Ce type de stockage est courant dans la plupart
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des systèmes de base de données actuels. La complexité d'une opération de recherche en base est
(théoriquement) constante car la seule opération est le calcul de la fonction de hachage de la clef)
c'est à dire indépendante de la taille de la base. De très nombreuses méthodes [HKO01, Wan03, JLY08,
LCY+09] reposent sur cette structure.
Un inconvénient de ce type de structure vient du fait que la fonction de hachage est généralement
choisie pseudo-aléatoire pour minimiser les risques de collisions (c'est à dire que deux clefs diﬀérentes
se voient attribuer le même indice par la fonction de hachage). De ce fait, deux clefs proches vont
se voir attribuer des indices très éloignés dans la table. A première vue, cette structure de données
semble donc peu propice à la découverte de répétitions non exactes.
Pour pallier ce problème, des fonctions de hachages sensible (Locality Sensitive Hashing où LSH)
à la localisation ont été proposées [IM98, Buh01]. L'idée est de garder le principe du hachage en
introduisant une contrainte de sensibilité à la localisation, garantissant que pour deux clefs proches,
la probabilité de collision soit forte, tandis que pour deux clef distantes cette probabilité sera faible.
Diﬀérentes métriques peuvent être utilisées pour déﬁnir cette proximité. Parmi elles, nous retrouvons
les similarités exposées plus haut : similarité en cosinus, de Jacquard, ou basée sur une distance binaire
(p.ex. Hamming).
Cotton et Ellis [CE09] ont notamment utilisé ces structures avec des empreintes obtenues par
Matching Pursuit. Récemment, Jegou et al [JFF11], se basant sur les travaux de Fuchs [Fuc11] sur
les représentations réparties (qui se formalisent comme solution du problème (P∞) voir 2.2.4 page 28)
ont étudié une alternative au LSH.
Dans ce travail, nous nous concentrons sur la détection de redondances exactes de façon rapide.
Le choix d'une structure de donnée telle que le LSH n'est donc pas justiﬁé. Nous utilisons donc le
système des tables de hachage simples, intégré à la bibliothèque libre Berkeley DataBase 3.
7.2.3 Comparaison d'empreintes
Avant de proposer une empreinte basée sur une décomposition MP dans un dictionnaire multi-
échelles, il faut donc présenter l'architecture du système de comparaison d'empreintes que l'on a retenue
dans ce travail et en premier lieu la résolution du problème de plus proche voisin par construction
d'histogrammes de clefs.
Histogrammes de clefs Haistma [HKO01] est l'un des premiers à utiliser des descripteurs binaires
comme clefs dans une table de hachage. Dans la littérature récente, les clefs sont calculées sur des
représentations temps-fréquence, en appairant des pics répartis sur l'ensemble du plan temps-fréquence
[Wan03, FRG11], comme illustré Figure 7.2.1.
A chaque trame i est associée un ensemble K de descripteurs-clefs ck résumant une caractéristique
locale du signal. Ainsi, dans le système Shazam [Wan03], chaque ck décrit une paire de pics temps-
fréquence de la TFCT. Soit (f1, t1) et (f2, t2) les localisations en fréquence et en temps de deux maxima
locaux, une clef consiste donc en un triplet :
ck = (f1, f2, δt = |t1 − t2|) (7.2.2)
Il est important de noter que cette clef ne contient qu'une information temporelle relative. Il faut en
eﬀet considérer que la requête n'est pas alignée avec les références, une localisation temporelle absolue
3. http ://www.oracle.com/technetwork/products/berkeleydb/overview/index.html
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Figure 7.2.1: Calcul de descripteurs (clefs) locaux. Illustration de la méthode Shazam [Wan03], on
calcule une représentation temps-fréquence (TFCT) du signal, sur laquelle on eﬀectue une recherche
de maxima locaux répartis dans le plan temps-fréquence. On appaire ensuite chaque pic avec ses
voisins pour déﬁnir une clef : ck à la position tk. Chaque clef est composée des fréquences et de l'écart
temporel entre les pics voisins : ck = (f1, f2, δt = |t1− t2|) et la valeur qui lui est associée dans la table
de hachage est composée de l'indice de l'objet auquel elle appartient et de sa localisation temporelle.
des clefs n'est donc pas pertinente. Fenet et al [FRG11] montrent qu'en utilisant une transformée à Q
constant en lieu et place de la TFCT, cette clef est, dans une certaine mesure, robuste aux phénomènes
de pitch-shifting (notamment grâce à un échantillonnage grossier en fréquence). Le positionnement
exact de ce descripteur dans la scène sonore est donné par la valeur vk associée à ck dans la table de
hachage. ck contient l'information de l'indice l de l'objet de référence et du positionnement (position
t1 du premier pic ) du descripteur dans cet objet. Soit en considérant un pas d'avancement ﬁxe ∆t
entre chaque trame :
vk = (l, tk = t1 + i∆t) (7.2.3)
Lors de la construction de la base, il est naturel qu'une clef apparaisse plusieurs fois, dans diﬀérents
objets ou pour une même scène sonore. On stocke donc dans la base l'ensemble des valeurs associées
à une même clef.
Pour eﬀectuer une recherche, la requête q est découpée en trames de même longueur et des de-
scripteurs locaux sont calculés de la même façon. Chacune des clefs de l'empreinte de q fait l'objet
d'une recherche dans la base, qui renvoie selon les cas :
( ∅ si la clef n'est pas dans la table.
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( L'ensemble des valeurs {vlk} correspondant aux occurrences de la clef dans la table. Connaissant
la position tqk dans la référence, on en déduit un ensemble de décalages {|tqk − tlk|}.
On peut alors établir un décompte du nombre de clefs en commun entre la requête et chaque objet de
la collection. Mais ce faisant, on traiterait chaque descripteur local indépendamment des autres. Il est
donc plus intéressant de compter le nombre de clefs en commun par décalage temporel. Pour rendre cet
estimateur robustes à de petites déformations (telles que le pitch-shifting, le time-stretching, ou encore
de petites troncatures), ces décalages sont souvent quantiﬁés grossièrement. Des valeurs typiques sont,
pour des trames de durée 5 secondes, une centaine de maxima locaux sélectionnés soit, après élagage,
environ 400 paires de pics (clefs) par trame. Les décalages sont ensuite quantiﬁés à la seconde.
Si l'on envisage une collection de L objets sonores, dont on suppose pour simpliﬁer qu'ils ont tous
un nombre entier P de trames, le nombre de candidats potentiels au titre de plus proche voisin de la
requête est de L× 5P . Lors des campagnes d'évaluations internationales, les objets ont typiquement
une durée de 60 secondes (P = 12) et L varie de plusieurs milliers ([FRG11]) à plusieurs centaines de
milliers voire millions pour des applications industrielles [EWJL10, BMEWL11].
Il faut donc envisager plusieurs centaines (milliers) de recherches en base pour chaque requête.
Ce qui souligne l'intérêt de l'utilisation de tables de hachage eﬃcaces pour cette tâche. De plus, la
très grande variété des combinaisons de clefs possibles permet une dispersion importante par hâchage.
Le nombre de clefs rencontrées eﬀectivement dans une requête est limité, et le rapport de ces deux
grandeurs valide l'utilisation de ces structures.
Chaque requête implique la construction d'un histogramme Hq , contenant pour chaque objet xi et
chaque décalage τ le nombre de clefs en commun avec la requête. La recherche du plus proche voisin
se réduit ainsi au problème trivial :
PPV (q), τmax = arg max
i∈[0..L−1]
Hq(i, τ) (7.2.4)
d'où l'on déduit q ≈ xi ∗ δ(τmax).
Clefs à partir de décomposition MP Il est possible de remplacer l'étape de sélection de maxima
locaux dans une représentation temps-fréquence par une décomposition parcimonieuse superﬁcielle du
signal. En stoppant un MP à un faible nombre d'itération, on obtient une approximation à m-termes
dans un dictionnaire multi-échelles comme illustré Figure 7.2.2.
Nous proposons d'utiliser directement les indices des atomes dans le dictionnaire comme clefs. Sur
chaque segment on calcule donc m clefs ck déﬁnies par l'indice de l'échelle et l'indice fréquentiel de
l'atome. Là encore, la localisation temporelle absolue des atomes n'est pas utilisée pour la construction
des clefs.
Il est tout à fait possible d'appairer les atomes de la même façon que les pics temps-fréquence.
Néanmoins, nous avons voulu dans ce travail évaluer directement la capacité du support atomique
à servir dans une tâche de comparaison d'empreintes sur des problèmes de dimensions importantes.
L'autre intérêt est de garantir une complexité constante à l'étape de construction d'une empreinte, et
surtout de limiter le nombre de clefs. Le léger surcoût lié à l'utilisation de MP est ainsi compensé par
l'accélération de l'étape de recherche et la limitation des ressources nécessaires en stockage.
En revanche, il convient de modiﬁer légèrement le critère de sélection des atomes. En eﬀet celui-ci
dans le cas de l'algorithme MP standard est purement énergétique. Or on aimerait capturer un max-
imum d'information pour construire des empreintes eﬃcaces. On a vu dans la section 6.2.1 page 104
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Figure 7.2.2: Calcul de descripteurs (clefs) locaux. Illustration de la construction d'une empreinte
par décomposition superﬁcielle dans un dictionnaire temps-fréquence (union de bases MDCT). Chaque
atome déﬁnit une clef par la donnée de son échelle et de sa localisation fréquentielle : ck = (ek, fk)
et la valeur qui lui est associée dans la table de hachage est composée de l'indice de la trame et du
temps de son occurrence vk = (i, tk).
que les probabilités empiriques de co-occurrence entre atomes du dictionnaires sont distribuées non-
uniformément dans le plan temps-fréquence (Figures 6.2.2 et 6.2.3). En particulier, les atomes situés
dans les basses fréquences sont plus souvent sélectionnés par MP. De même, les atomes d'une décom-
position sont concentrés dans des voisinages temps-fréquence.
Il est possible d'apprendre des distributions p(s). En particulier, connaissant les n premiers atomes
d'une décomposition (i.e. le vecteur de supports sn), la probabilité de sélection de l'atome suivant
n'est pas uniforme dans le dictionnaire (i.e. on connaît P (φi|sn) pour chaque atome φi). On peut donc
imaginer une pénalisation supplémentaire dans le critère de sélection qui reﬂète cette information, le
but étant ici de maximiser l'entropie H(sn) du support. Le critère de sélection standard pour un
résiduel Rnx est :
C(Rnx,Φ) = arg max
φ∈Φ
|〈Rnx, φ〉| (7.2.5)
que l'on peut remplacer par :
CH(Rnx,Φ, λH) = arg max
φi∈Φ
(|〈Rnx, φi〉| − λHP (φi|sn)) (7.2.6)
Si ce critère présente un intérêt en théorie, plusieurs limitations apparaissent :
( Un tel critère ne permet pas de maximiser globalement l'entropie H(sn), l'optimisation ne se
faisant que localement.
( Le paramètre λH doit être réglé.
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( Apprendre les P (φi|sn) est une tâche très lourde.
Pour toutes ces raisons, nous proposons en pratique un critère plus simple :
CM(Rnx,Φ) = arg max
φi∈Φ
(|〈Rnx, φi〉|M(φi|Γn)) (7.2.7)
oùM(φi|Γn) est un masque temps-fréquence construit à partir du support de l'approximation courante
Γn de telle sorte que la sélection d'un atome soit pénalisée voire interdite dans le voisinage d'un atome
précédemment sélectionné. On peut pour cela utiliser la mesure
M(φi|Γn) = 1− max
γ∈Γn
|〈φi, φγ〉| (7.2.8)
Ce terme de pénalisation est une façon très simple de favoriser la sélection d'atomes plus répartis dans
le plan temps-fréquence. Il est assez simple de garder à jour ce masque et les produits 〈φi, φγ〉 peuvent
être calculé au préalable et stockés dans une matrice de Gram.
Dans la suite, nous utilisons un MP dans une union de bases MDCT avec le critère (7.2.7) pour
sélectionner les atomes qui servent de clefs. L'ensemble de ces clefs constitue l'empreinte acoustique
du signal.
7.2.4 Détection d'objets dans des ﬂux radiophoniques
L'état de l'art sur la reconnaissance de scènes sonores par comparaison d'empreintes avec une
base de référence est déjà très fourni. Une contribution dans ce domaine nécessiterait une logistique
de validation lourde (base de données de test très importante). Dans ce travail, nous n'avons pas
pour objectifs de proposer un système compétitif de comparaison d'empreintes, mais d'évaluer la
pertinence de l'utilisation des représentations parcimonieuses dans ce cadre. Pour cela, le problème de
la segmentation de ﬂux radiophoniques est plus adapté.
On s'intéresse en particulier au problème de la détection de motifs récurrents dont on ne connaît
ni la position ni la longueur. Ce problème est décrit et formalisé par Herley [Her06]. Nous avons
proposé, dans un travail en commun avec S. Fenet, une architecture abordant ce problème. Celle-ci
est schématisée Figure 7.2.3.
A l'initialisation, la base d'empreintes est vide. Pour chaque trame de ﬂux, une comparaison
d'empreintes par recherche des clefs dans la base permet de trouver parmi les trames précédentes les
k plus proches voisins. Une fusion de ces décisions locales est ensuite nécessaire pour déterminer de
façon cohérente si une trame et celles qui l'entourent sont des répétitions de trames diﬀusées plus
tôt dans le ﬂux. La Figure 7.2.4 présente le schéma-bloc de l'architecture développée dans l'article
[FMG+12]. Les principales caractéristiques de ce système sont :
( Une recherche des k plus proches voisins par comparaison d'empreintes. Nous utilisons pour cela
une table de hachage et des histogrammes comme décrit plus haut. Dans cette conﬁguration, il
n'y a aucun objet connu a priori, l'histogramme est donc construit uniquement pour les décalages
existant, c'est à dire l'écart entre la trame courante et les trames précédentes qui possédaient
les même clefs.
( Le mécanisme de fusion des décisions locales. Après l'observation de P trames, si on trouve de
façon persistante un décalage parmi les k plus proches voisins, alors on peut considérer qu'il
s'agit d'une redondance.
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Figure 7.2.3: Architecture de détection automatique de motifs récurrents dans un ﬂux audio.
( Le stockage dans la base de données de l'empreinte de la trame courante est conditionnée à la
décision de redondance. Une trame originale sera stockée tandis qu'une trame redondante ne le
sera pas.
Ce système permet, pour chaque trame analysée, de déterminer s'il s'agit de contenu déjà diﬀusé
ou original. Dans une étape ultérieure, une succession de trames considérées comme redondantes va
déﬁnir un objet. Cette étape de regroupement permet, étant donné un ﬂux audio, de construire une
base d'objets redondants avec leur positionnement dans le ﬂux. Lors de cette étape, on peut ﬁxer un
seuil minimal de nombre de trames consécutives marquées comme redondantes pour qu'un objet soit
constitué.
Il y a donc deux façons d'évaluer ses performances, soit en utilisant des métriques trame par trame,
soit en évaluant la qualité de la base d'objets construite.
7.3 Évaluations
Pour évaluer les performances du système, il faut disposer d'une base de test sur laquelle on a une
connaissance a priori des redondances. Il y a deux façons de construire de telles bases :
( Soit en construisant de façon synthétique un ﬂux à partir d'une collection d'objets distincts.
( Soit en annotant à la main un ﬂux réel.
Au sein du projet QUAERO, une collaboration entre l'IRCAM, Yacast, le l'IRIT et Telecom ParisTech
a permis de mettre au point une base annotée de dimension importante et un protocole d'évaluation.
Les détails sont présentés dans l'article [RFB+12].
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Figure 7.2.4: Architecture d'un système de segmentation de ﬂux en objets redondants. D'après
[FMG+12]
7.3.1 Métriques
Soit une collection d'éléments {xi} pour lesquels on dispose d'annotations, c'est-à-dire pour chaque
xi, un ensemble V(xi) = {jv} d'indices des éléments avec lesquels xi est redondant. Un système fournit
pour xi une estimation S(xi) = {jS} de cet ensemble d'indices et les performances sont mesurées en
terme de :
( Précision :
PS(i) =
|{jv}
⋂{jS}|
|{jS}| (7.3.1)
( Rappel :
RS(i) =
|{jv}
⋂{jS}|
|{jv}| (7.3.2)
( F-mesure :
F1(i) =
2(PS(i)RS(i))
PS(i) +RS(i)
(7.3.3)
La précision évalue la capacité à ne pas commettre de fausses détections (souvent appelées fausses
alarmes), le rappel a retrouver toutes les répétitions. La F-mesure résume ces deux caractéristiques.
Dans cette application, on peut calculer ces métriques sur les objets de la base construite par le
système ou directement sur chaque trame du ﬂux. Dans ce dernier cas il faut être sûr de disposer
d'annotations suﬃsamment précises (à l'échelle d'une trame soit par exemple à 5 secondes près) pour
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que les scores obtenus aient un sens. En pratique, une telle précision sur les annotations pour des ﬂux
réels est très diﬃcile à obtenir. En revanche, sur des ﬂux construits de façon synthétique, la position
des redondances est connue avec une précision à l'échantillon près et les performances trame par trame
sont pertinentes.
Exemple de segmentation Avant de présenter les résultats obtenus sur des bases réelles et syn-
thétiques, la Figure 7.3.1 donne une idée du comportement du système proposé. Un certain nombre
de remarques peuvent déjà être faites :
( Quelques fausses alarmes apparaissent, surtout au démarrage. Ceci s'explique par le fait que la
base étant initialement vide, la probabilité qu'un décalage ressorte parmi les k candidats pour P
trames successives, même s'il ne s'agit pas d'une redondance, est signiﬁcative. Pour éviter cela,
on interdit toute détection de redondance durant une certaine période, de façon à initialiser
correctement la base de données (en anglais il s'agit d'un cold start problem).
( Certaines redondances, qui sont pourtant exactes, apparaissent comme des erreurs du fait des
imprécisions et lacunes des annotations. Ce problème est malheureusement très fréquent pour
des tâches de cette dimension et ne peut être réglé qu'en modiﬁant manuellement les annotations
(on parle d'adjudication).
( Certaines erreurs n'en sont pas vraiment. En particulier il arrive que le premier refrain de la
deuxième diﬀusion d'une chanson soit marqué comme une répétition du second refrain de la
première diﬀusion. En réalité, les deux possibilités sont généralement présentes parmi les plus
proches voisins retenus et la décision peut se jouer à quelques clefs seulement. On notera que
les données utilisées pour cette expérience proviennent d'une radio commerciale en 2011. Les
chansons sont de type musique populaire internationale, pour lequel il est courant de trouver
des refrains très redondants.
7.3.2 Comparaisons avec une empreinte standard
Nous évaluons le système avec deux types d'empreinte : la première, proposée dans une étude
récente [FRG11], est calculée comme dans [FRG11] avec des paires de maxima locaux dans une
transformée à Q constant. On la note CQT-Pics. La seconde est l'empreinte obtenue par décomposition
MP stoppée à 150 itérations (avec masquage des voisinages temps-fréquence), dans une union de bases
MDCT. On la note MP-150.
Comparaison sur une base synthétique Une première expérience consiste à étudier la pertinence
des décisions trame par trame. Pour cela on construit un ﬂux synthétique de la façon suivante. 140
extraits de scènes sonores (distinctes deux à deux) sont choisis dans une base de données de musique
populaire. Chaque extrait a une durée de 30 secondes. Parmi ces 140 objets, on en duplique 100
pour constituer un ensemble de 240 objets de 30 secondes que l'on concatène pour constituer un
ﬂux synthétique d'une durée de 2 heures. La position de chaque objet dans le ﬂux est tirée de façon
aléatoire mais connue, ce qui va nous servir de vérité terrain.
Pour évaluer la capacité du système, le ﬂux est découpé en trame de 5 secondes et analysé par le
système en utilisant les diﬀérentes empreintes. Le Tableau 7.3.1 présente les résultats obtenus pour ce
cas de ﬁgure simpliﬁé.
Ces résultats amènent les remarques suivantes :
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Figure 7.3.1: Matrice de similarité obtenue par détection de motifs récurrents dans un ﬂux ra-
diophonique (5 heures). Les résultats sont ﬁgurés ici trame par trame (c-à-d. avant regroupement
des trames consécutives en objets). En carrés de couleur la vérité terrain provenant d'annotations
manuelles. En croix noires les décisions locales. Si une trame est jugée originale, la croix est sur la
diagonale. Sinon, elle est positionnée en ordonnée sur l'instant de première diﬀusion estimé.
CQT-Pics MP-150
Précision (%) 95.1 94.5
Rappel (%) 97.8 91.5
F-mesure (%) 96.5 93.0
Temps CPU - Calcul Empreinte (s) 0.12 0.33
Temps CPU - Recherche Base (s) 0.08 0.07
Mémoire (Mo) 9.3 2.4
Table 7.3.1: Comparaison des ressources et performances trame à trame pour une tâche de détection
de motifs récurrents dans un ﬂux synthétique de 2 heures. Temps moyens par traitement d'une trame
(5 secondes) obtenus sur une machine Double Coeur à 3.16GHz, 4Go de mémoire RAM.
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Empreinte Nb Rép. Trouvées / Total (Rappel) Fausses alarmes
CQT-Pics 191 / 191 (=100%) 0
MP-150 178 / 191 (=93.2%) 1
Table 7.3.2: Scores sur une tâche de détection d'objets
( Les scores obtenus par le système, quelle que soit l'empreinte utilisée sont encourageants : une
F-mesure de plus de 93% sur un ﬂux de 1440 trames.
( L'empreinte calculée par MP est légèrement moins robuste que l'empreinte standard. Elle est
cependant signiﬁcativement plus petite (environ 4 fois). On remarque d'ailleurs que si le temps
de calcul de l'empreinte MP est supérieur, le temps de recherche en base est plus petit en
utilisant ces empreintes. Cette diﬀérence peut paraître négligeable, mais plus les ﬂux traités sont
longs, plus le temps de calcul des empreintes (qui est constant) devient négligeable devant celui
nécessaire à la recherche de clefs et à la construction des histogrammes.
Comparaison sur des bases réelles La même conﬁguration est évaluée sur un corpus de 24H de
radio manuellement annoté dans QUAERO. Pour ces données réelles, l'annotation est trop probléma-
tique (en raison des coupes et autres déformations subies par les objets lors de leur diﬀusion) pour
envisager une évaluation trame par trame. Nous nous concentrons donc sur la capacité du système
à segmenter le ﬂux, c'est à dire construire une base d'objets pertinents (e.g. chansons, publicités)
eﬀectivement redondants, et surtout à situer ces redondances aux bons endroits du ﬂux.
Nous nous intéressons notamment à la détection de chansons, c'est-à-dire en pratique la détection
d'objets redondants dont la taille excède 90 secondes. Cette limite correspond expérimentalement
à la durée maximale observée d'une publicité sur la base considérée. Le Tableau 7.3.2 présente les
performances obtenues.
Le ratio du nombre de répétitions trouvées sur le nombre de répétition totales donnée par les
annotations est une mesure de Rappel et le nombre de fausse alarmes donne dans ce cas de ﬁgure une
idée de la précision. Sur cette tâche, le système utilisant l'empreinte CQT ne commet aucune erreur.
En utilisant l'empreinte MP, plus simple, les performances sont légèrement inférieures. Cela s'explique
par la taille des empreintes (nombre de clefs plus faible) et par le fait qu'entre plusieurs diﬀusions
d'une même chanson, certaines distorsions de type pitch-shifting peuvent apparaître.
Pour rendre notre empreinte robuste à ces petites déformations, une indexation plus poussée (p.
ex. en utilisant des paires d'atomes pour déﬁnir les clefs) est sans doute nécessaire.
7.3.3 Campagne QUAERO
Le système décrit ci-dessus à été présenté dans une campagne d'évaluation européenne, menée
au sein du projet QUAERO. Le corpus d'évaluation comportait 144 heures de ﬂux radiophonique,
réparties en deux corpus :
( Un corpus de 72 heures, comprenant 3 jours successifs pour une même radio (commerciale, forte
concentration de chansons redondantes et de publicités)
( Un corpus de 72 heures constitué des enregistrements de 3 radios diﬀérentes sur une même
journée.
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Corpus Empreinte Nb Rép. Trouvées / Total (Rappel) Fausses alarmes
3 Jours
CQT-Pics 565 / 565 (=100%) 0
MP-150 537 / 565 (= 95%) 7
3 Radios
CQT-Pics 626 / 644 (=97%) 8
MP-150 478 / 644 (= 74%) 5
Table 7.3.3: Scores sur une tâche de détection de motifs récurrents pour deux corpus. Évaluation
réalisée au sein du projet QUAERO par l'IRIT.
Le premier corpus constitue, sur une échelle plus grande, le même type de données que le cas présenté
plus haut. En revanche le second corpus constitue un ensemble de données plus complexe. Le mixage
et les distorsions d'un titre varient en eﬀet de façon beaucoup plus importante entre deux diﬀusions
sur deux radios distinctes qu'entre deux diﬀusions sur une même radio. En pratique, on observe des
diﬀérences importantes du taux de compression et des modiﬁcations de hauteurs allant jusqu'au quart
de ton.
Une diﬃculté supplémentaire vient du fait que deux radios peuvent diﬀuser deux versions dif-
férentes d'une même chanson. Certaines versions sont amputées de parties entières, telles qu'une
répétition de refrain, un couplet entier, l'introduction ou la ﬁn de la scène originale. Ces mutilations
ont pour but de faire tenir les objets sonores dans les cases de diﬀusion dont la durée est ﬁxe (intervalle
entre deux tranches de publicités).
Sur ces évaluations, dont les résultats sont présentés dans le Tableau 7.3.3, nous pouvons faire les
remarques suivantes :
( Les performances de l'architecture avec l'empreinte basée sur la représentation parcimonieuses
de 150 atomes MDCT pour le corpus 3 Jours sont assez proches de l'optimal. Pour le corpus 3
Radios, ces performances sont nettement moins bonnes, ce qui conﬁrme la diﬃculté de la tâche
et le défaut de robustesse aux petites déformations de la diﬀusion radiophonique de l'empreinte
présentée.
( Clairement, la robustesse introduit par l'appairage des pics améliore les résultats. Mais cela a un
coût. Bien que les évaluations conduites ne l'aient pas pris en compte, la complexité (notamment
le temps de calcul, mais aussi les ressources mémoires) est plus grande avec ce type d'empreintes.
De même, un certain nombre de paramètres du système n'ont pas été optimisé sur la base de données
de test. Sur des cas de ﬁgure pratique d'archivage, il semble possible d'envisager l'utilisation de ces
empreintes, dans ce type de système, pour eﬀectuer rapidement une tâche de détection de motifs
récurrents sur un grand volumes de données.
Conclusion partielle
La détection de motifs récurrents peut s'eﬀectuer à des échelles très diverses. Sur des signaux
relativement courts (jusqu'à quelques minutes) il est possible de mettre au jour la structure interne
(par exemple d'une chanson). En utilisant les représentations parcimonieuses, nous avons ainsi déﬁni
une distance mesurant la capacité d'une représentation de x à représenter y. Cette mesure se substitue
à une information mutuelle. L'algorithme de factorisation réalise ainsi une mesure de similarité souple
et eﬀectue dans le même temps un commencement de codage distribué.
Sur des échelles plus grandes, ces mesures de similarités sont inadaptées et nous avons recours à
des méthodes de comparaisons eﬃcaces d'empreintes acoustiques. Il est possible d'utiliser les mêmes
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représentations, dictionnaires et algorithmes pour construire des empreintes de dimensions réduites.
Au sein d'une architecture spéciﬁque, ces empreintes permettent de détecter des redondances sur des
volumes de plusieurs jours de ﬂux radiophonique.
Il est intéressant de noter que tout au long de ce chapitre, nous utilisons le même dictionnaire et
des variantes très proches de MP. Nous avons ainsi une illustration des possibilités de traitements à
diﬀérentes échelles de données qu'oﬀrent ce type de représentations.

Chapitre 8
Séparation de sources répétitives
Nous avons vu les possibilités de détection de récurrence à diﬀérentes échelles, ainsi qu'une appli-
cation à grande échelle de segmentation de ﬂux radiophonique. Dans ce chapitre, nous présentons une
application qui paraît a priori éloignée des problématiques de l'archivage : la séparation de sources
monophoniques. Nous allons voir que dans certains cas où une information sur la structure des sources
est disponible, il est possible d'eﬀectuer une tâche de séparation de sources à l'aide d'algorithmes de
compression de type Matching Pursuit.
Le lien s'établit à travers le formalisme d'un problème d'approximations jointes de plusieurs sig-
naux. Nous commencerons donc, section 8.1, par présenter ce formalisme et étudierons à quels cas
spéciﬁques de séparation de sources il correspond. Dans un second temps, section 8.2, nous présen-
terons un algorithme inspiré des Matching Pursuit Simultanés, et les légères adaptations nécessaires
pour eﬀectuer une séparation de sources en même temps que la décomposition du mélange.
Enﬁn, nous évaluons section 8.3 les performances de l'algorithme, tant en termes de séparation
que d'approximations simultanées. Ce chapitre à fait l'objet d'un article à la conférence EUSIPCO
2012 [MRD12].
8.1 Formalisation
La séparation de sources monophoniques est le problème qui consiste, étant donné un (ou plusieurs)
signal de mélange monocanal x ∈ RN , à retrouver les signaux sources élémentaires qui le composent.
Nous nous concentrons sur un cas de ﬁgure particulier où l'on dispose de plusieurs de ces mélanges,
partageant tous au moins une source commune. Nous entendons ici par source commune un signal qui
peut lui-même être un mélange de sources sonores. Cette conﬁguration se retrouve dans un certain
nombre de problèmes pratiques, lorsque les signaux considérés ont une structure particulière, répétitive
ou redondante.
8.1.1 Cas pratiques de séparation de sources répétitives
On peut discerner au moins deux cas pratiques de séparation de sources dans lesquels la redondance
des sources joue un rôle central :
( La Séparation de Composante Commune (SCC) : Dans cette conﬁguration, on dispose d'un
ensemble de signaux de mélanges et l'on suppose qu'il existe une (et une seule) source commune
à chacun de ces mélanges. Par exemple, si l'on dispose des diﬀérentes versions (dialogues en
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diﬀérents langages) de la bande son d'un ﬁlm, alors on peut supposer que chacun de ces signaux
contient comme composante commune la musique et les bruitages en plus des voix des acteurs,
spéciﬁques à chaque version [LL10, BL11]. Plus généralement, si l'on dispose d'enregistrements
multi-capteurs bruités d'une scène sonore, alors le débruitage de cette composante commune est
typiquement un problème de Séparation de Composante commune [TG05, Gri02].
( La Séparation de motifs récurrents (SMR) : Récemment, Rafii et al [RP11a] ont montré qu'on
pouvait tirer proﬁt de la nature relativement répétitive de la musique pour séparer du fond
musical une composante non (ou plutôt moins) répétitive, typiquement la voix. Une extension
de ce travail est proposé dans [LRB+12].
Ces deux exemples sont liés par le modèle commun qu'ils sous-entendent : soit un ensemble de I
mélanges {Xi}i∈[0..I−1] tel que chaque Xi se comprend comme la somme d'une composante propre Pi
et d'une composante partagée Xc (potentiellement déformée de façon propre Xci). Ce qui distingue
les deux problèmes ci-dessus est principalement la modélisation des composantes propres. Pour la
SCC, ces composantes sont traitées comme du bruit et seul le recouvrement de Xc à partir de ses
multiples exemplaires est recherché. Pour la SMR, Xc capture le fond musical redondant dans les
diﬀérentes occurrences des motifs. Les sources propres capturent quant à elles la partie variable de
chaque occurrence et, contrairement au cas de la SCC, on désire souvent récupérer chacune de ces
composantes au même titre que Xc.
La redondance est ici ce qui justiﬁe le modèle des mélanges. La cause de cette redondance (multi-
plicité des capteurs/versions ou structure répétitive de la musique) est secondaire et les algorithmes
traitant l'un ou l'autre de ces problèmes sont donc de même nature. Une formulation plus générale
est donnée dans la section suivante.
8.1.2 Approximations Parcimonieuses Simultanées
On peut formuler le problème de séparation de sources comme un problème d'approximations
simultanées [TGS06]. Il s'agit en eﬀet, d'estimer simultanément les diﬀérentes composantes Pi et Xc.
Soit X = RN×I une matrice de I mélanges Xi ∈ RN . Soit Φ ∈ RN×M un dictionnaire de M atomes,
on cherche une approximation de X dans Φ sous la forme :
X˜ ≈ Φ ·CX (8.1.1)
ou CX ∈ RM×I est une matrice de coeﬃcients que l'on souhaite parcimonieuse. Le problème d'ap-
proximations parcimonieuses simultanées s'écrit :
(SP 0 ) : minCX
‖CX‖0 soumis à ‖X −Φ ·CX‖2F ≤  (8.1.2)
où ‖ · ‖F est la norme de Frobenius et ‖C‖0 compte le nombre d'entrées non nulles de la matrice C.
Le problème de recouvrement parcimonieux correspondant est une variante du Compressed Sensing
connue sous le nom deMultiple Measurement Vector. L'algorithme Simultaneous Orthogonal Matching
Pursuit (SOMP) [LT06, TG05] est une adaptation d'OMP au problème (SP 0 ). On peut de la même
façon qu'avec le cas de ﬁgure I = 1 proposer une relaxation de ce problème (SP0) en (SPp,q) à l'aide
de norme mixte `p,q :
‖C‖p,q =
∑
i,j
|ci,j |p

q
p
(8.1.3)
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Figure 8.1.1: Illustration matricielle du problème d'approximations parcimonieuses simultanées
L'algorithme d'optimisation convexe correspondant est appelé Group-LASSO [YL06, RF08]. La
version pénalisée de ce problème s'écrit :
(SLp,q) : minCX
‖X − Φ · CX‖2F + λ‖CX‖p,q (8.1.4)
ou p et q peuvent être choisi en fonction du proﬁl de parcimonie recherché et λ est un paramètre de
contrôle de la contrainte de parcimonie. Kowalski et al [KVG10] ont montré que les normes mixtes
favorisent la sélection de matrices dont la parcimonie est structurée en lignes et/ou colonnes. Ce type
de structure est particulièrement intéressant dans notre cas de ﬁgure.
Interprétation des structures Si chaque colonne de X est une occurrence d'un motif, on peut
espérer que la composante partagée par toutes les occurrences (p.ex. le fond musical) se retrouvera
dans la décomposition sous la forme de lignes d'éléments non nuls dans la matrice CX . En eﬀet,
le coeﬃcient cm,i de CX code l'utilisation de l'atome φm dans la représentation du mélange Xi. Si
cet atome appartient à la représentation de la composante partagée, alors toute la ligne m de CX
doit être non nulle. A l'inverse, une ligne pour laquelle seuls quelques éléments sont non nuls dénote
un atome appartenant aux composantes propres d'un sous-ensemble de mélange. L'utilisation d'une
norme mixte pénalise très fortement ce deuxième cas et favorise donc la sélection d'atomes eﬃcace
sur l'ensembles des signaux.
Distinction selon les proﬁls de parcimonie L'observation ci-dessus nous amène à proposer une
méthode simple de séparation de sources basée sur la résolution de (SP 0 ) et la décomposition de la
matrice CX en fonction des proﬁls de parcimonie observés. L'idée est proche de l'esprit de la Robust
PCA [CLM09] qui a d'ailleurs été reprise pour la séparation de sources par Huang et al [HCSHJ12].
Ici nous ne séparerons pas CX en une composante de rang faible et une composante parcimonieuse
car CX est déjà parcimonieuse. Nous n'utilisons pas de normes mixtes non plus car les deux types de
parcimonie nous intérèssent et la décomposition se fait selon ce type de parcimonie :
CX = BX + PX (8.1.5)
où BX est une matrice parcimonieuse structurée (c-à-d. les éléments d'une même ligne sont tous nuls
ou tous non nuls) et d'une matrice PX parcimonieuse explicitement non structurée (c-à-d. sur une
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Figure 8.1.2: Séparation des sources selon le type de parcimonie.
même ligne, tous les éléments ne peuvent être non nuls). L'intérêt de cette décomposition est évident
dans le contexte de cette étude, où la matrice BX capture la composante commune (p.ex. le fond
musical) tandis que la matrice PX regroupe les composantes propres. Le problème (SP0) étant un
problème de synthèse, on obtient directement la représentation des sources séparées.
On peut tout à fait tenter de construire BX et PX à partir de CX , alternativement, ces deux
proﬁls de parcimonie peuvent être directement inclus dans la formulation du problème :
(SLp,q,p′,q′) : min
BX ,PX
1
2‖X −Φ · (BX + PX)‖2F + λB‖BX‖p,q + λP ‖PX‖p′,q′ (8.1.6)
Limites pratiques Il est possible de proposer des méthodes convexes pour résoudre ce type de
problèmes (en supposant que les normes mixtes utilisées gardent le problème convexe). Malheureuse-
ment, pour le type de données que l'on veut traiter, ces méthodes ont une complexité importante. De
plus, ﬁxer a priori les paramètres λB ,λP , p et q n'est pas évident.
Plus généralement, cette formulation matricielle est en quelque sorte trop rigide pour les cas
d'utilisation envisagés, en particulier dans le cas de la SMR. Le fond musical n'est sans doute pas
exactement le même d'une occurrence à l'autre, surtout s'il s'agit d'une performance instrumentale
(par opposition à une répétition d'un motif enregistré, ou sample). Vouloir structurer la parcimonie sur
les lignes, revient à s'interdire de prendre en compte des variations (autres que d'amplitude) entre les
occurrences de la composante commune. Si ce modèle est adapté à certaines situations (notamment
des instances de SCC), il lui manque la souplesse nécessaire à son application aux scènes sonores
musicales considérées.
Dans ce travail de thèse, nous utiliserons donc des algorithmes gloutons proches de ceux déjà
rencontrés dans cette thèse. Nous proposons notamment un algorithme original de Matching Pursuit
Joint, proche dans l'esprit de celui proposé par Tropp [TG05]. Nous allons voir que deux adaptations
peuvent être proposées pour les problèmes de SCC et SMR, un changement du critère de sélection des
atomes, et la prise en compte des variations entre occurrences à l'aide d'un paramètre temporel.
8.2 Matching Pursuit Joints
8.2.1 Algorithme
Nous avons choisi d'utiliser des variantes du MP basés sur la règle de mise à jour standard (et non
orthogonale comme proposée par Tropp [TG05]). Rappelons que nous nous intéressons directement
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au problème (SP 0 ) (8.1.2). Les solutions trouvées par ce type d'algorithme sont sous-optimales mais
la complexité réduite permet d'envisager simplement le traitement de données de grande dimension.
Or nous souhaitons appliquer ces méthodes à des scènes sonores de plusieurs secondes voire minutes.
Une méthode possible serait de décomposer chacun des mélanges Xi séparément des autres, con-
struire la matrice CX par concaténation et réaliser la séparation dans une phase de post-traitement.
Cependant, nous avons trouvé que des performances supérieures peuvent être obtenues lorsque l'on
incorpore la connaissance a priori de la redondance dans le processus de décomposition. Cette inté-
gration prend la forme de deux changements dans l'algorithme standard :
1. Le critère de sélection des atomes doit prendre en compte la nouvelle dimension.
2. Un mécanisme d'attribution de l'atome sélectionné soit à BX soit à PX doit être mis en place.
En revanche, la règle de mise à jour standard peut être conservée. L'algorithme résultant est dénoté
Matching Pursuit Joint (MPJ) et est décrit ci-dessous :
Algorithm 5 Matching Pursuit Joint (MPJ)
Entrées: X , Φ
1: R0 := X , n = 0
2: Répéter
3: Etape 1 : Selection de l'atome φγn ← C(Φ,Rn)
4: Etape 2 : Decide si φγn ∈ source propre ou commune
5: Si φγn ∈ source commune alors
6: ∀i,BX[γn, i] = 〈φγn , Rni 〉
7: Sinon
8: Trouve quelles sources J ⊂ I contiennent φγn .
9: ∀j ∈ J,PX[γn, j] =
〈
φγn , R
n
j
〉
10: Fin Si
11: Etape 3 : Mise à jour :
Rn = X− (BX ·Φ + PX ·Φ)
n← n+ 1
12: Jusqu'à condition d'arrêt
Sorties: Rn, BX and PX
L'algorithme est initialisé avec une matrice résiduelleR0 = X, les atomes sont sélectionnés séquen-
tiellement selon un critère C(Φ,Rn) et attribués soit à BX soit à PX selon une règle décrite plus
loin. La notation B[nl, nc] est utilisée pour indiquer l'élément situé sur la nl-ième ligne et la nc-ième
colonne de la matrice B. Cet algorithme se distingue du SOMP [TGS06] par l'étape 2 d'attribution
des atomes à l'une ou l'autre des matrices, et par l'utilisation d'une règle de mise à jour standard.
Adaptation des atomes Nous avons vu qu'une des diﬃcultés est de prendre en compte les légères
variations qui peuvent survenir entre deux occurrences d'un même motif. Par exemple, les composantes
rythmiques peuvent être légèrement décalées, et plus généralement, il faut considérer que les musiciens
ne jouent jamais deux fois de la même façon un motif donné. L'algorithme MPJ n'autorise qu'une
variation d'amplitude entre les occurrences. Si on utilise un dictionnaire d'atomes localisés dans le
plan temps-fréquence, chaque atome attribué à la source commune aura une localisation identique
dans tous les mélanges (le coeﬃcient de projection sera en revanche, spéciﬁque pour chaque mélange).
Pour introduire de la ﬂexibilité et prendre en compte ces petites variations d'exécutions, il faut
adapter cette localisation en cherchant pour chaque mélange, la localisation optimale dans un voisi-
nage. Cette technique s'apparente à celle des Matching Pursuit Adaptatif (voir 3.3.3 page 46) elle
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est donc appelée Matching Pursuit Adaptatif Joint (MPAJ) et est décrite par l'algorithme (6) où
l'adaptation se fait uniquement sur la localisation temporelle des atomes à l'aide d'un paramètre de
décalage.
Algorithm 6 Matching Pursuit Adaptatif Joint (MPAJ)
Entrées: X , Φ
1: R0 := X , n = 0
2: Répéter
3: Etape 1 : Selection de l'atome φγn ← C(Φ,Rn)
4: Etape 1-bis : Adaptation locale de l'atome au mélange : ∀i, τ in = arg maxτ | 〈(φγn ∗ δτ ), Rni 〉 |
5: Etape 2 : Decide si φγn ∈ source(s) propre(s) ou commune
6: Si φγn ∈ source commune alors
7: ∀i,BX[γn, i] =
〈
(φγn ∗ δτ in), Rni
〉
8: ∀i, Rn+1i = Rni −BX[γn, i](φγn ∗ δτ in)
9: Sinon
10: Trouve quelles sources J ⊂ I contiennent φγn .
11: ∀j ∈ J,PX[γn, j] =
〈
(φγn ∗ δτjn), Rnj
〉
12: ∀j ∈ J,Rn+1j = Rnj −PX[γn, j](φγn ∗ δτjn)
13: Fin Sin← n+ 1
14: Jusqu'à condition d'arrêt
Sorties: Rn, BX , PX et τ in
8.2.2 Critères de sélection
Le critère de sélection reprenant de façon naturelle celui d'un Matching Pursuit simple est :
CS(Φ,Rn) = arg max
φ∈Φ
I−1∑
i=0
rni (φ) (8.2.1)
où rni (φ) dénote la projection de l'atome φ sur le résiduel R
n
i du mélange Xi à l'itération n :
rni (φ) = |〈Rni , φ〉|2 (8.2.2)
Le critère (8.2.1) est un simple critère énergétique qui évalue la corrélation moyenne d'un atome avec
les mélanges. On le retrouve par exemple dans [GRS07]. Ce critère ne présume pas de l'appartenance
de l'atome sélectionné à la composante commune ou un sous-ensemble de composantes propres.
Alternativement, on peut déﬁnir un critère de sélection minimisant le risque de sélectionner un
atome n'appartenant pas à la composante commune. Pour cela on adopte un critère de type minimax :
CMin(Φ,Rn) = arg max
φ∈Φ
min
i
rni (φ) (8.2.3)
ce critère pénalise très fortement la sélection d'atomes mal corrélés avec un des mélanges. Il est donc
particulièrement intéressant pour un problème de type séparation de composante commune, où l'on
cherche à retrouver uniquement cette composante partagée par les mélanges. Un critère un peu moins
fort est basé sur le produit des projections, que l'on peut aussi formuler comme la somme de leurs
logarithmes :
Clog(Φ,Rn) = arg max
φ∈Φ
I−1∑
i=0
log (rni (φ)) (8.2.4)
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Formule (arg maxφ∈Φ) Stratégie mise en oeuvre linéaire
CS
∑I−1
i=0 r
n
i (φ) aucune oui
CMin mini rni (φ) uniquement source commune non
Clog
∑I−1
i=0 log (r
n
i (φ)) favorise source commune oui
CMax maxi rni (φ) favorise sources propres non
CMed mediani rni (φ) favorise sources propres non
CW w(φ,Rn) ·
∑I−1
i=0 r
n
i (φ) favorise source commune non
CP
∑I−1
i=0 r
n
i (φ) + λ
∑
i 6=j |rni (φ)− rnj (φ)| favorise sources propres non
Table 8.2.1: Récapitulatif critères de sélection
A l'inverse, si l'on cherche explicitement les atomes des sources propres, on peut déﬁnir le critère :
CMax(Φ,Rn) = arg max
φ∈Φ
max
i
rni (φ) (8.2.5)
ou de façon moins radicale, remplacer le critère de moyenne de CS par la médiane :
CMed(Φ,Rn) = arg max
φ∈Φ
median rni (φ) (8.2.6)
On peut voir que c'est le proﬁl des projections rni (φ) qui caractérise l'appartenance d'un atome
à l'une ou l'autre des sources. On peut donc dériver deux autres critères prenant explicitement en
compte ce proﬁl :
CW (Φ,Rn) = arg max
φ∈Φ
w(φ,Rn) ·
I−1∑
i=0
rni (φ) (8.2.7)
CP (Φ,Rn, λ) = arg max
φ∈Φ
I−1∑
i=0
rni (φ) + λ
∑
i 6=j
|rni (φ)− rnj (φ)| (8.2.8)
CW (Φ,Rn) est une version pénalisée de CS(Φ,Rn) par le rapport des moyennes géométriques et
arithmétiques des projections (en valeur absolue) :
w(φ,Rn) =
I
√∏ |〈Rni , φ〉|
1
I
∑ |〈Rni , φ〉| ≤ 1 (8.2.9)
cette mesure (également appelée entropie de Wiener) est en eﬀet un descripteur de ﬂatness, c'est à
dire de la faible dispersion des échantillons considérés. Ce score mesure la disparité des coeﬃcients
rni (φ) et pénalise la sélection d'atomes pour lesquels cette répartition présente un proﬁl très variable.
La borne supérieure 1 est au contraire atteinte si tous les échantillons sont identiques. En particulier,
ce score est nul si l'une des projections rni (φ) est nulle.
Enﬁn le critère CP (Φ,Rn, λ) est une pénalisation de CS(Φ,Rn) par la somme des écarts entre
les projections. A l'inverse de CW (Φ,Rn), ce critère donne des scores supérieurs aux atomes dont
les projections sur les mélanges ont de fortes disparités. Ces quatre critères expriment chacun une
stratégie délibérée soit de favoriser la sélection d'atomes pour la composante commune, soit pour les
composantes propres.
8.2.3 Répartition des atomes dans les sources
Une fois sélectionné, on doit décider de l'attribution d'un atome au support de la source commune
(dans la matrice BX) ou dans ceux d'un sous-ensemble de sources propres (dans la matrice PX).
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C'est l'étape 2 des algorithmes MPJ et MPAJ. Soit φγn l'atome choisi à l'itération n, pour décider
de son attribution, il faut étudier la répartition des coeﬃcients rni (φγn). Pour cela, considérons ces
valeurs comme des échantillons d'une variable aléatoire réelle r. Ainsi, à chaque itération, les rni (φγn)
présentent un tirage de I valeurs de r. Un estimateur statistique de la dispersion de r est déﬁni pour
un ensemble {ri} de I échantillons par l'écart type relatif σr :
σr({ri}) = 1√
I
· |σ
µ
| (8.2.10)
ou σ et µ sont respectivement l'écart type et la moyenne empirique des échantillons. Il est possible de
normaliser cette grandeur par un facteur
√
I pour assurer que 0 ≤ σr ≤ 1. Cette mesure est d'autant
plus faible que la dispersion des valeurs est petite. Pour illustrer son intérêt, prenons l'exemple de I
mélanges Xi qui vériﬁent ∀i,Xi = Xc + Pi. La projection de ces mélanges dans un dictionnaire Φ est
donnée par :
A = ΦT ·X (8.2.11)
où chaque ligne m de la matrice A ∈ RM×I contient les projections r0i (φm) de l'atome φm sur les
mélanges. Avant d'observer un cas réel, étudions un cas dégénéré où les projections sont binaires. Pour
une ligne m, et une colonne i de A, un 0 indique que l'atome φm a une corrélation nulle avec le i-ième
mélange. A l'inverse, un 1 indique une corrélation forte. Dans ce cas très simple, si un atome φm
appartient à la source commune, la ligne correspondante de A ne contient que des 1. Si en revanche,
il appartient à un sous-ensemble de sources propres, la ligne m de A contient au moins un 0.
Observons les valeurs caractéristiques de la mesure σr dans ce cas de ﬁgure simpliﬁé, par exemple
pour I = 3 mélange. L'ordre des colonnes n'a ici pas d'inﬂuence car la mesure σr est invariante aux
permutations des éléments. On note alors P ({b0, b1, b2}) une permutation quelconque des éléments
binaires b0, b1, b2. Il y a donc quatre cas de ﬁgure :
( σr(P ({0, 0, 1})) = 1 Conﬁguration où l'une des projections ri(φ) est très grande devant les
autres. Ce cas de ﬁgure indique que l'atome est corrélé avec l'une des sources propres, mais ni
avec les autres, ni avec la source commune.
( σr(P ({1, 1, 1})) = 0 Conﬁguration où les projections ri(φ) sont égales. Ce cas de ﬁgure indique
que l'atome est corrélé avec la source commune à tous les mélanges
( σr(P ({0, 1, 1]})) = 0.5 Conﬁguration où l'atome est corrélé avec un sous-ensemble des mélanges
(deux parmi trois) , il peut donc appartenir à plusieurs sources propres, mais pas à la source
commune.
( σr(P ({0, 0, 0]})) = 0 Conﬁguration où les projections ri(φ) sont égales et nulles. Ce cas de ﬁgure
indique que l'atome n'est corrélé avec aucun des mélanges. En pratique, un tel atome ne sera
pas sélectionné par l'algorithme.
Dans le cas plus général de I sources, on peut de même montrer que I modes principaux (c-à-d. non
tous nuls) vont émerger. Soit J ≤ I le nombre de composantes non nulles d'un échantillon binaire
{ri} ∈ {0, 1}I de taille I. On note P (J |I) une permutation quelconque des éléments de l'échantillon :
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µ(P (J |I)) = J
I
σ(P (J |I)) =
√√√√ 1
I − 1
I∑
i=1
(xi − µ(P (J |I)))2
=
√
1
I − 1
[
J · (1− µ(P (J |I)))2 + (I − J) · (µ(P (J |I)))2
]
=
√
1
I − 1J · (1− µ(P (J |I)))
Le cas J = 0 présente peu d'intérêt et on peut poser σr(P (0|I)) = 0, pour J > 0 :
σr(P (J |I)) = 1√I ·
σ(P (J |I))
µ(P (J |I))
= 1√
I
· I
J
·
√
1
I − 1J ·
(
1− J
I
)
σr(P (J |I)) =
√
I − J
J · (I − 1) (8.2.12)
on obtient ainsi les valeurs des modes pour les cas dégénérés où un atome à une corrélation unitaire
avec J mélanges parmi I.
Plus l'atome sélectionné est corrélé à un sous-ensemble réduit de mélanges, plus σr sera proche de
1 et l'on peut attribuer cet atome à un sous-ensemble de sources propres. A l'inverse, une mesure σr
proche de zéro indique une corrélation répartie sur tous les mélanges et incite à attribuer l'atome à la
source commune.
La ﬁgure 8.2.1 montre les histogrammes obtenus sur des mélanges synthétiques. La source com-
mune est un extrait d'un signal de voix d'homme, les sources propres sont du glockenspiel, un signal
d'orchestre, un signal de trompette et une voix de femme. A chaque fois, une source commune est
présente dans tous les mélanges. Plus un atome a une corrélation répartie sur un grand nombre de
mélanges, plus son écart-type relatif est proche de 0. Le cas I = 2 correspond donc à deux mélanges :
1. Voix d'homme + Glockenspiel
2. Voix d'homme + Orchestre
L'histogramme montre une répartition des valeurs de dispersion des projections très claire, permettant
de distinguer aisément si un atome est dans le support de la source commune (σr ' 0) ou d'une source
propre (σr ' 1). On voit que plus le nombre de mélanges est grand, moins il sera aisé de discriminer de
tels atomes car les modes sont plus proches. Ce résultat peut paraître paradoxal (plus il y a mélange et
moins la séparation est aisée), mais il reﬂète le fait que les diﬀérentes sources n'ont pas des supports
disjoints. Pour le cas I = 2, la composante source (voix d'homme) a un support très diﬀérent des
composantes propres (signaux musicaux) et la séparation peut se faire avec une incertitude très faible.
En revanche, lorsque les composantes propres ont des supports qui recouvrent celui de la composante
commune (ou qui se recouvrent entre elles), alors l'incertitude augmente car un même atome peut
servir pour un sous-ensemble de composantes propres comme pour la composante commune.
Connaissant le nombre de sources, on peut ﬁxer une valeur de seuil τr en dessous de laquelle la
dispersion d'un atome est considérée suﬃsamment faible pour l'aﬀecter à la source commune. Au
dessus de ce seuil, on l'assignera à un sous-ensemble de sources propres. En première approximation,
144 Séparation de sources répétitives
 0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Ecart-type relatif
0
2
4
6
8
10
12
14
2
 0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Ecart-type relatif
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
3
 0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Ecart-type relatif
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4
 0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Ecart-type relatif
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
5
Figure 8.2.1: Histogrammes des écarts-types relatifs σr empiriques obtenus pour I mélanges syn-
thétiques de signaux audio (2 secondes) pour I = 2, 3, 4 et 5. En rouge les modes calculés à l'aide
de (8.2.12). Le dictionnaire est une union de 3 bases MDCT. Pour 2 mélanges (en haut à gauche)
on distingue deux modes selon qu'un atome est bien corrélé avec les deux mélanges (valeurs proches
de zéro) et doit être attribué à la source commune, ou à un seul (valeurs proches de 1) et doit être
attribué à une seule source propre. Pour le cas I = 3 (en haut à droite), un nouveau mode apparait
(autour de 0.5) qui indique des atomes bien corrélés avec 2 mélanges parmi 3, soit un sous-ensemble
de sources propres. Plus le nombre de mélanges augmente, moins les diﬀérents modes sont faciles à
distinguer.
on pourra prendre comme seuil la moitié de la valeur σr(P (I − 1|I)) qui vaut pour le cas où l'atome
est corrélé à tous sauf un seul des mélanges
τr =
1
2
σr(P (I − 1|I))
=
1
2 · (I − 1) (8.2.13)
Ainsi pour I = 2 sources on ﬁxera ce seuil à 0.5, puis à 0.25 pour 3 sources et ainsi de suite. En
pratique néanmoins, comme on peut l'observer sur la Figure 8.2.1, au delà de 3 sources, ce seuil ne
prend plus suﬃsamment en compte les interférences (qui se traduisent notamment par un décalage du
mode en zéro), et il conviendra de l'augmenter un peu.
La méthode que nous adoptons présente des similitudes avec une approche classique de la séparation
de sources aveugle : l'algorithme DUET présenté par Yilmaz et Rickard [YR04] qui estime des
masques temps-fréquence à partir de la recherche de pics dans des histogrammes. Il y a néanmoins
des diﬀérences fondamentales. D'abord, DUET s'intéresse à la répartition de sources à travers les
diﬀérents canaux d'un enregistrement. Ensuite, ici le choix de l'appartenance à l'une ou l'autre des
sources se fait pour chaque atome sélectionné par l'algorithme.
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Nom Plage de Valeurs Remarques
C voir 8.2.1 contrôle la stratégie de sélection des atomes
τr autour de 12(I−1) contrôle la répartition des atomes dans BX ou PX
Nmax N nombre d'atomes de la décomposition
 R erreur de reconstruction cible ‖X −Φ ·CX‖2F
Table 8.3.1: Tableau des paramètres de contrôle de MPAJ
8.3 Évaluations
Nous avons évalué l'algorithme MPAJ avec diﬀérents critères de sélection sur des exemples syn-
thétiques ainsi que sur des répétitions de motifs musicaux (phrase instrumentale, couplets etc..). Il est
utile de rappeler ici que MPAJ est avant tout un algorithme de construction d'approximations parci-
monieuses, modiﬁé pour la séparation de sources. Nous pouvons donc évaluer ses performances sur
chacune de ces tâches. Nous présentons auparavant les diﬀérents paramètres et les métriques utilisées.
8.3.1 Paramètres et métriques
Paramètres MPAJ est un algorithme de type Matching Pursuit, son réglage s'appuie sur un nombre
très limité de paramètres. Ceux-ci sont donnés dans le tableau 8.3.1.
Métriques de séparation de sources. L'évaluation de la qualité d'une séparation de sources doit
prendre en compte diﬀérentes erreurs (reconstruction, interférences, artefacts, ...). Dans l'article de
Vincent et al [VGF06], on trouve une déﬁnition de ces diﬀérentes erreurs ainsi qu'une boite à outil
pour leur évaluation (BSS_Eval 1). Dans ce travail, nous utilisons trois des mesures déﬁnies dans
l'article, à savoir :
( Le SDR : Sources-to-Distortion Ratio, la métrique de référence. Analogue au SRR, ce score décrit
la qualité de reconstitution d'une source. Plus ce score est haut, plus cette qualité est grande
( Le SIR : Sources-to-Interference Ratio. Ce score décrit la présence des autres sources dans une
source séparée, c'est à dire l'erreur de répartition commise entre les sources.
( Le SAR : Sources-to-Artefact Ratio : Ce score décrit le niveau d'artefacts (éléments non désir-
ables).
Ces trois mesures, en échelle logarithmique (dB) sont couramment utilisées dans la littérature et
permettent une évaluation objective de la qualité d'une séparation étant données les sources originales.
L'algorithme proposé est itératif, il est donc possible de visualiser l'évolution de ces métriques au
cours d'une décomposition. A l'itération n, MPAJ fournit pour chaque mélange Xi deux approxima-
tions B˜ni et P˜
n
i respectivement de la source commune et de la source propre.
La Figure 8.3.1 montre l'évolution des scores pour un cas synthétique de décomposition jointe
de 3 mélanges linéaire instantanés, ∀i = 1..3, Xi = Xc + Pi. Le signal commun utilisé est une voix
d'homme, les sources propres sont glockenspiel, orchestra et voix de femme. Les mesures montrent
qu'il est plus simple de séparer la voix du glockenspiel (SIR, SDR et SAR de P0 élevés) que d'une autre
voix ou d'un signal d'orchestre (scores de P1 et P2 plus faibles). Ceci est dû au fait que l'énergie de
ces signaux se superposent dans le plan temps-fréquence. Dans le cas du glockenspiel par exemple, il y
1. http ://bass-db.gforge.inria.fr/bss_eval/
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Figure 8.3.1: Scores de séparation en fonction du nombre d'itération de MPAJ pour un critère
de sélection CP sur des mélanges synthétiques (linéaires instantanés). Ici, Xc est un signal de voix
d'homme, P0, P1 et P2 sont respectivement des signaux de glockenspiel, d'orchestre et de voix de
femme.
a moins de recouvrement et la séparation est plus aisée. A l'écoute, les écarts de valeur se traduisent
eﬀectivement par une séparation de meilleure qualité pour le glockenspiel que pour les deux autres
composantes propres.
8.3.2 Performances en séparation de sources
Comparaison des critères de sélection sur une tâche simple
Avant de comparer les performances de MPAJ avec celles d'autres méthodes de séparation, nous
étudions quel critère choisir parmi les 6 proposés plus haut.
L'expérience suivante à été mise en place. Avec 4 courts extrait audio de 5 secondes (notés Yi), on
crée 4 jeux de 3 mélanges synthétiques (en permutant la source commune et les sources propres). Pour
simuler une plus grande variété de simulation, on réalise cette opération pour 3 niveaux diﬀérents de
mixage (-5, 0 et 5dB) entre la composante commune et la composante propre (le rapport ‖Xc‖2‖Pi‖2 ) d'un
mélange. Au total 12 jeux de 3 mélanges sont donc disponibles.
L'algorithme MPAJ est lancé sur chacun de ces jeux. Il retourne dans chaque cas un ensemble
de 6 signaux séparés Y˜i, 3 signaux de composante commune (qui ont même support atomique) et 3
composantes propres. Étant donné la nature triviale du problème, les 3 signaux de source commune
sont identiques. On évalue les performances de séparation à l'aide des signaux originaux Yi. Sur cette
tâche, on ﬁxe le nombre d'atomes à 5000. Le paramètre τr est également ﬁxé à 0.4.
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Figure 8.3.2: Performances en séparation de sources pour des mélanges synthétiques et diﬀérents
critères de MPAJ.
L'expérience, dont les résultats sont présentés Figure 8.3.2, disqualiﬁe les critères basés sur le
minimum et la médiane. Ceux qui donnent les meilleurs résultats sont CS , CW et surtout CP qui arrive
en tête pour presque toutes les métriques.
Comparaison avec des méthodes de masquage temps-fréquence
Les méthodes de masquage temps-fréquence eﬀectuent la séparation en appliquant un masque
directement sur la représentation temps fréquence (généralement la TFCT). Soit X un signal compris
comme le mélange de deux sources B et P , soient Xˆ, Bˆ et Pˆ les TFCT respectives de X,B et P , un
estimateur de B basé sur un masque temps-fréquence WB est donné par :
B˜ = TFCT−1
[
WB  Bˆ
]
(8.3.1)
où WB est un masque appliqué sur chaque point temps-fréquence du spectrogramme. WB peut être
construit de façon binaire (seuillage dur comme dans [RP11a]), soit de façon continue (WB(f, t) ∈
[0, 1]) par exemple comme dans un ﬁltre de Wiener [BBG06] (seuillage doux comme dans [LRB+12]).
L'autre source est ensuite estimée par :
P˜ = TFCT−1
[
(1−WB) Pˆ
]
(8.3.2)
Il est possible de généraliser ce principe à un nombre arbitraire de sources, le lecteur intéressé trouvera
un état de l'art plus poussé ainsi qu'une justiﬁcation du ﬁltrage doux dans l'article de Benaroya
et al [BBG06] et plus récemment dans le cas de processus gaussien localement stationnaires dans
l'article de Liutkus et al [LBR11]. Dans l'application qui nous concerne, on se limite au cas de
séparation de deux sources dans un ensemble de I mélangesXi. Dans l'article [RP11a],Rafii et Pardo
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proposent de construire le masque à partir du calcul d'un spectrogramme Vˆ obtenu en moyennant les
spectrogrammes des mélanges |Xˆi|2 :
Vˆ (f, t) =
(
I∏
i=1
|Xˆi(f, t)|2
) 1
I
(8.3.3)
Ce spectrogramme moyen sert ensuite à construire pour chaque mélange le masque binaire W iB :
W iB(f, t) =
1 si
∣∣∣log ( |Xˆi(f,t)|2
Vˆ (f,t)
)∣∣∣ ≤ t
0 sinon
(8.3.4)
où t est un paramètre dit de tolérance permettant de contrôler la séparation. Dans un article récent
[LRB+12], Liutkus et al améliorent ce modèle en proposant la construction de masquesW iB continus
et l'estimation du spectrogramme de la source commune par une médiane plutôt que la moyenne, soit :
V (f, t) = median
{
|Xˆi(f, t)|2
}
(8.3.5)
et pour chaque mélange Xi le masque temps-fréquence :
W iB(f, t) = exp
−
(
log |Xˆi(f, t)|2 − log
(
min{|Xˆi(f, t)|2, V (f, t)}
))2
2λ2
 (8.3.6)
où λ joue ici le même rôle que t. Il est également possible, en lieu et place de la médiane dans (8.3.5),
d'utiliser le minimum :
V (f, t) = min
{
|Xˆi(f, t)|2
}
(8.3.7)
Ce principe de ﬁltrage médian doux se retrouve sous de nombreuses formes dans la littérature de
séparation de sources [FG10].
Nous comparons les scores de séparation de sources obtenus par ﬁltrage doux (Équation (8.3.6))
avec ceux de MPAJ dans la Figure 8.3.3. Sur ce cas de ﬁgure trivial, les performances de séparation,
au bout d'un certain nombre d'itérations sont meilleures avec MPAJ pour toutes les métriques. Il est
important de rappeler ici que les scores de MPAJ sont calculés sur des approximations des mélanges
tandis que les méthodes par ﬁltrage de Wiener utilisent les signaux complets. Ces scores ne témoignent
pas toujours d'une qualité perceptive équivalente, mais les deux méthodes présentent des artefacts
distincts. On pourrait imaginer construire des masques temps-fréquence à partir de la représentation
parcimonieuse.
La pertinence de ces approches repose sur le bon alignement des mélanges. Dans un problème de
séparation de source commune tel que l'extraction de fond musical à partir d'une collection de bandes
originales de ﬁlm [LL10], cet alignement est souvent problématique. De même pour la séparation
de voix dans une chanson par détection de motifs récurrents. Dans les méthodes REPET [RP11a,
LRB+12], si l'estimation des périodes de répétition est imprécise, la séparation va s'en trouver aﬀectée
de façon conséquente. Dans la même situation, MPAJ montre une robustesse plus importante, qui
lui vient de son caractère adaptatif. La Figure (8.3.4) montre que les performances en séparation
sont insensibles à des décalages allant jusqu'à 30 ms entre les mélanges, ce qui correspond à l'ordre
de grandeur habituel des trames d'une TFCT. Il faut remarquer ici que les méthodes utilisant des
masques doux eﬀectuent généralement un lissage des spectrogrammes pour pallier ce problème.
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Figure 8.3.3: Score moyen de séparation obtenu sur des mélanges linéaires instantanés (3 mélanges)
en fonction du nombre d'itérations de MPAJ. Comparaison avec les scores obtenus par Filtrage de
Wiener médian.
0 3 15 30 150
−5
0
5
10
15
SD
R 
(dB
)
Décalage (ms)
 
 
MPAJ−CP
Filtrage doux Median
Figure 8.3.4: SDR en fonction du décalage moyen absolu entre mélanges. Scores moyens pour 3
mélanges de 5 secondes sur 12 conﬁgurations. MPAJ stoppé à 15000 atomes.
Performance sur la séparation de signaux réels Juger de la qualité d'une séparation est tou-
jours un exercice diﬃcile, en particulier lorsqu'il s'agit de comparer des méthodes très diﬀérentes. Nous
avons mené des expériences de séparation sur des données réelles, notamment sur les Beach Boys (sur
les titres 'Wouldn't it be nice', 'Caroline, No', 'I Just Wasn't Made For These Times', 'When I Grow
up to be a Man', et 'All Summer Long' tous extraits de l'album Pet Sounds), et pour lesquels les
sources séparées sont disponibles comme l'ont remarqué Fitzgerald et Gainza [FG10]. Pour ces
5 morceaux, nous avons découpé à la main des motifs récurrents (d'une durée de quelques secondes)
contenant un fond musical répétitif et des voix variables. Trouver automatiquement ces motifs n'est
pas en soi une tâche très complexe (voir chapitre précédent). Il est important de noter que l'algorithme
REPET, notamment dans sa version [LRB+12] ne travaille pas sur des segments constitués de cette
manière, mais évalue pour chaque point temps-fréquence du spectrogramme une période de répétition
locale.
L'évaluation que l'on mène dans ce travail porte donc uniquement sur la comparaison de notre
méthode avec la méthode de séparation, à savoir la construction d'un masque doux. Nous considérons
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3 Versions 4 Versions
Méthode SDR (dB) SIR (dB) SAR (dB) SDR (dB) SIR (dB) SAR (dB)
Musique
Masque-Min 3.16 ± 1.7 3.41 ± 5.8 10.03 ± 1.9 3.47 ± 1.2 3.29 ± 4.7 11.23 ± 2.0
Masque-Médian 2.49 ± 0.6 8.08 ± 6.4 3.28 ± 1.5 2.62 ± 0.7 7.61 ± 6.3 4.23 ± 1.6
MPAJ - CP 1.96 ± 0.6 19.14 ± 7.2 -0.87 ± 2.2 2.06 ± 0.6 17.42 ± 6.0 -0.60 ± 2.3
Voix
Masque-Min 1.67 ± 0.9 9.96 ± 3.2 0.25 ± 3.0 1.39 ± 0.7 11.17 ± 3.1 -0.55 ± 2.4
Masque-Médian 2.91 ± 0.6 5.47 ± 2.7 4.71 ± 1.8 2.92 ± 0.4 5.40 ± 2.2 4.96 ± 1.5
MPAJ - CP 3.62 ± 0.8 5.94 ± 2.5 5.21 ± 1.8 3.48 ± 1.0 6.03 ± 2.5 4.79 ± 2.3
Table 8.3.2: Scores de séparation de source (moyenne et écart type) sur des segments musicaux réels
(The Beach Boys, Pet Sounds). MPAJ est stoppé après 10000 itérations.
néanmoins deux méthodes de constructions, celle basée sur la médiane des spectrogrammes (8.3.5)
et celle basée sur le minimum (8.3.7). Les résultats obtenus sont présenté dans le Tableau 8.3.2. La
méthode Masque-min privilégie l'estimation du fond musical tandis qu'à l'opposé, MPAJ propose une
meilleure reconstruction des sources propres (ici donc, de la voix chantée). La méthode Masque médian
présente un cas de ﬁgure intermédiaire.
Des exemples sonores de séparation sont disponibles en ligne 2. On constate à l'écoute une diﬀérence
de nature entre les artefacts généré par chacune de ces approches. La reconstruction par synthèse que
nous adoptons crée notamment des eﬀets de pré-écho dommageables. On peut également noter une
atténuations des basses fréquences dans les composantes propres isolées. Les atomes basses-fréquences
sont en eﬀet plus facilement attribués à la composante commune. Pour contrer ce défaut, il faudrait
sans doute adapter le seuil de répartition en fonction de la fréquence.
En dehors de ces artefacts de synthèse, MPAJ fournit une séparation intéressante, dans laquelle
on trouve notamment moins d'interférences (au sens de sources mal isolées) qu'avec les méthodes par
masquage.
8.3.3 Performances en approximation
En premier lieu, MPAJ est un algorithme de construction d'approximations jointes. On a vu
que compte tenu du modèle adopté, la nature de la parcimonie à l'oeuvre dans les approximations
construites permet dans certains cas une séparation de la composante commune. Néanmoins, MPAJ
est avant tout destiné à traiter le problème (SP0) (et pas une version pénalisée de type (SLp,q,p′,q′)).
Exemples synthétiques
En reprenant les données synthétiques décrites en 8.3.2 on peut comparer les critères de sélection
à l'aune de la convergence de l'erreur quadratique de reconstruction qu'ils induisent. La Figure 8.3.5
présente les moyennes obtenues pour les quatre critères les plus performants sur la tâche de séparation
de sources.
Le critère CP apparaît là aussi comme le plus eﬃcace. Cette observation nous interpelle, elle
semble indiquer un lien entre performances pour la tâche d'approximation jointe, et performances
pour la séparation de sources. Ce constat est conﬁrmé lorsque l'on fait varier d'autres paramètres que
2. lien temporaire : http ://perso.telecom-paristech.fr/~moussall/Research/DSC/dscPage.html
8.3. Évaluations 151
0 1000 2000 3000 4000 5000
−25
−20
−15
−10
−5
0
Iterations
ε 
(dB
)
 
 
CS
CM
CW
CP
Figure 8.3.5: Décroissance de l'erreur quadratique pour MPAJ et diﬀérents critères de sélection.
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Figure 8.3.6: Décroissance de l'erreur quadratique de reconstruction pour MPAJ et diﬀérents critères
de sélection. En incrustation : zoom sur les 1000 dernières itérations.
le critère de sélection. Par exemple, le seuil τr peut lui aussi être changé, et on observe de la même
façon que les valeurs optimales pour la séparation et l'approximation sont très proches.
Exemples réels
En reprenant l'exemple des Beach Boys, on peut faire les mêmes observations. La Figure (8.3.6)
montre la décroissance de l'erreur quadratique (moyenne sur 3 mélanges de 4 à 6 secondes par chanson
et 5 chansons). Pour I mélanges Xi cette erreur est déﬁnie par :
(n) = 10 log10
(∑I
i=1 ‖Xi − X˜ni ‖22∑I
i=1 ‖Xi‖22
)
(8.3.8)
où X˜ni = B˜
n
i + P˜
n
i est l'approximation du mélange Xi par MPAJ en n itérations. Les critères CW et
CP donnent des résultats assez équivalents, un peu meilleurs que CS . Les autres critères donnent des
performances largement moins intéressantes.
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Figure 8.3.7: Performances de Séparation (SDR et SIR) en fonction de l'erreur quadratique d'ap-
proximation. Plus le marqueur est haut, meilleure est la séparation, plus le marqueur est à gauche,
meilleure est l'approximation.
On peut pour ﬁnir, visualiser les performances jointes de séparation et d'approximation. La Figure
(8.3.7) présente pour chaque morceau de la base des Beach Boys, le SDR et SIR en fonction de l'erreur
quadratique au bout de 5000 itérations. Cette ﬁgure montre assez nettement, quel que soit le critère
de sélection choisi, que les objectifs de séparation et d'approximation sont optimisés de façon jointe
par MPAJ.
Il y a une conséquence pratique assez intéressante à ce constat. Il est diﬃcile d'évaluer la qualité
d'une séparation lorsqu'on ne dispose pas des sources originales. Dans ce cas, les mesures de qualité de
reconstruction (de type SRR) peuvent servir de substitut aux métriques traditionnelles de qualité de
la séparation de sources. Cette remarque nous permet d'insister sur un point important, MPAJ réalise
non seulement une séparation des sources sur un ensemble d'occurrences d'un motif musical, mais il
réalise en même temps la première étape d'un codage distribué (le lien peut d'ailleurs être fait avec
l'algorithme de Factorisation 4 page 116. Le débit nécessaire pour transmettre la source commune
est, étant donnée la structure de la matrice BX , réduit d'un facteur I par rapport à I transmissions
indépendantes.
Nous pouvons faire le lien ici avec la métrique de similarité basée sur une distance d'information
proposée au chapitre précédent ( 7.1.2 page 115). La mesure d'une distorsion, étant donné un débit
ﬁxé nous donnait alors une indication de la similarité. Ici nous pouvons envisager une mesure de même
nature, nous informant cette fois-ci sur la qualité d'une séparation de sources.
Conclusion partielle
Nous avons présenté une méthode de séparation de sources tirant parti d'une information préal-
able sur la structure d'une scène sonore. L'algorithme réalisant cette séparation est une variante de
MP, destinée à construire des solutions sous-optimales à un problème d'approximation simultanée de
plusieurs signaux. Le paramétrage de l'algorithme peut être adapté aux cas de ﬁgure, et de façon un
peu surprenante, les valeurs de paramètres qui donnent de bons résultats en séparation de sources
sont aussi celles pour lesquelles l'algorithme présente les meilleures vitesses de décroissance de l'erreur
de reconstruction.
Les performances sont globalement comparables à celles des méthodes par masquage temps-
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fréquence doux. Si l'approche proposée a une complexité plus importante, elle eﬀectue en plus de
la séparation, une compression eﬃcace des sources, analogues à un codage distribué.

Chapitre 9
Conclusion et perspectives
9.1 Conclusions générales
L'archivage de scènes sonores est une tâche composite, à cheval sur plusieurs problématiques de
traitement du signal audio. Elle suppose deux capacités : celle de représenter les scènes sonores de
façon compacte, ﬁdèle et eﬃcace, et celle de mettre à jour les diﬀérents niveaux de structures de ces
scènes.
Les représentations parcimonieuses dans des dictionnaires temps-fréquence redondants ont prouvé
ces dernières années leur pertinence sur ces diﬀérents objectifs. L'addition de modèles de structures
permet de faire le lien entre les propriétés de ces représentations et l'organisation interne des scènes
sonores. En revanche, si les représentations parcimonieuses structurées sont désormais appliquées avec
succès à la compression, le débruitage, la restauration et autres tâches élémentaires de l'archivage, il
reste diﬃcile d'envisager un traitement simultané de ces tâches.
Parmi les méthodes de construction de ces représentations, les algorithmes gloutons possèdent deux
avantages. Premièrement, leur simplicité autorise leur utilisation sur de grands volumes de données,
remplissant ainsi une contrainte forte de l'archivage. Surtout, leur nature itérative, intrinsèquement
hiérarchique, permet d'envisager une variation dynamique de leurs paramètres et ainsi d'aborder
diﬀérentes tâches à diﬀérentes profondeurs.
Le premier objectif de cette thèse était donc d'examiner le comportement de ces algorithmes au
cours de la décomposition de scènes sonores. Nous avons pour cela présenté un algorithme utilisant une
séquence pseudo-aléatoire de sous-dictionnaires, puis une extension dynamique dans laquelle les sous-
dictionnaires sont choisis de plus en plus petits au fur et à mesure que le résidu de la décomposition
d'un signal se rapproche d'un bruit gaussien.
Cette vision dynamique permet également d'envisager une variation dynamique d'autres paramètres
que le dictionnaire, en particulier le critère de sélection des atomes. Pour justiﬁer cette approche, nous
avons vu deux exemples de tâches pour lesquelles une modiﬁcation du critère de sélection présente un
intérêt évident :
( La construction d'empreintes acoustiques pour la détection de motifs récurrents. La pénalisation
de la sélection d'atomes dans un voisinage temps-fréquence d'atomes précédemment sélectionnés
permet d'obtenir des empreintes acoustiques plus informatives.
( L'approximation jointe de signaux/mélanges partageant une source commune. Là aussi, la pé-
nalisation du critère énergétique  par les corrélations des projections  permet de sélectionner
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des atomes plus pertinents, à la fois du point de vue de la reconstruction des signaux, mais
également selon des critères de séparation de sources.
La ﬂexibilité des algorithmes gloutons est leur meilleur atout pour une tâche d'archivage. L'indexation
 qui elle-même comprend diﬀérentes tâches à diﬀérentes niveaux  se fait en eﬀet à des échelles
d'analyse diﬀérentes de la compression. En hiérarchisant ces niveaux d'analyse, on voit se dessiner une
stratégie complète d'archivage, utilisant une décomposition à paramétrage dynamique.
Lors des premières itérations, le critère de sélection ne doit pas être purement énergétique, mais
assumer une part informative, dans l'esprit de la construction d'empreintes acoustiques présentée
dans ce travail. A une échelle plus ﬁne, les similarités locales peuvent être détectées, par exemple avec
l'algorithme proposé de factorisation des représentations. La connaissance de ces similarités peut alors
permettre une décomposition jointe des parties identiﬁées comme partageant un contenu similaire.
Des approches de MP joint comme celle nous avons présentée dans ce travail pour la séparation de
sources répétitives, peuvent s'acquitter de cette tâche.
Dans un dernier temps, lors de la phase d'analyse la plus profonde, un codage eﬃcace des scènes
sonores par leurs représentations parcimonieuses dans des dictionnaires redondants peut s'appuyer
sur l'étude du comportement asymptotique réalisée dans ce travail, et en particulier sur des algo-
rithmes utilisant des séquences pseudo-aléatoires de dictionnaires sous-échantillonnés de plus en plus
grossièrement.
Si dans ce travail, nous nous sommes intéressés aux diﬀérentes parties de cette architecture hiérar-
chisée, celle-ci reste encore à être validée expérimentalement dans son ensemble. Ceci représente un
déﬁ important, car s'il est relativement facile de comparer des performances sur une tâche en parti-
culier (compression, classiﬁcation, détection de récurrences, séparation de sources etc..), évaluer une
architecture multi-tâches est, en soi, un problème complexe  donc intéressant  à résoudre.
9.2 Perspectives
La première des extensions de ce travail est une validation expérimentale de l'architecture d'archivage.
9.2.1 Archivage semi-automatique de ﬂux radiophoniques
On peut envisager un cas d'utilisation pratique précis, par exemple l'archivage de ﬂux radio-
phoniques comme eﬀectué par l'INA pour le dépôt légal. Actuellement, l'indexation des ﬂux (c'est à
dire quel contenu est diﬀusé à quel moment) est eﬀectué manuellement, à la fois par la station émet-
trice et des annotateurs. Le stockage de ces ﬂux est eﬀectué de façon indépendante. En particulier, les
annotations ne sont pas utilisées pour réduire le stockage en regroupant les éléments redondants du
ﬂux, et cela principalement parce que les annotations manuelles ne sont pas assez précises.
Le système de détection de motifs récurrents présenté dans cette thèse peut fournir un découpage
rapide et précis du ﬂux en objets redondants qui faciliterait grandement le travail des annotateurs.
Ceux-ci n'auraient plus qu'à annoter chaque objet découvert par l'algorithme. Une telle approche
semi-automatique peut améliorer grandement la précision des annotations, en particulier la position
exacte des redondances peut être déterminée.
Connaissant les localisations des diﬀérentes occurrences d'un objet, il n'est plus nécessaire de
stocker les parties du ﬂux concernées. Sous réserve que l'objet soit répété sans trop d'altérations,
beaucoup d'espace de stockage peut être économisé en ne codant qu'une seule fois le signal et en
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conservant (par exemple dans une table) l'information de localisation des occurrences du motifs dans
le ﬂux.
Le codage du motif peut, en outre, être réalisé eﬃcacement en poursuivant la décomposition
démarrée pour le calcul de l'empreinte, mais en changeant le critère de sélection des atomes (plus de
pénalisation pour voisinage temps-fréquence d'atomes déjà sélectionnés) et en utilisant une séquence
de sous-dictionnaires.
Amélioration des empreintes Nous avons présenté dans ce travail une méthode de calcul d'em-
preintes acoustiques basique. Sans même considérer de changer de dictionnaire, on peut déjà mention-
ner deux axes d'amélioration des empreintes :
( La construction de clefs plus robustes, dans l'esprit des paires de pics utilisées dans les méthodes
de l'état de l'art [Wan06, FRG11].
( L'adoption d'autres critères de sélection des atomes. Dans ce travail, nous avons utilisé un
critère énergétique (maximum de la valeur absolue des projections du résiduel sur les atomes
du dictionnaire) pénalisé par un masque temps-fréquence construits à partir des atomes déjà
sélectionnés. Cette solution ad hoc donne des résultats déjà intéressants, mais il serait plus
satisfaisant de pouvoir formaliser cette pénalisation comme une contrainte, par exemple, de
maximisation de l'information apportée par le choix d'un atome, étant donnés ceux sélectionnés
précédemment.
Un modèle de parcimonie structurée sur le support des décompositions superﬁcielles doit alors être
proposé. Si les modèles de type Machine de Boltzmann proposés récemment [PEE12, DHD12] nous
semblent prometteurs, de très fortes contraintes pratiques restreignent pour l'instant leur utilisation
directe sur des problèmes de grande dimension, telles que ceux qui nous intéressent dans cette étude.
9.2.2 Amélioration des codeurs basés sur des représentations parcimonieuses
Un codeur audio complet se caractérise généralement par une structure à deux étages :
1. Un étage d'analyse du signal, qui prend en entrée le signal numérique (p.ex. une forme d'onde) et
rend en sortie un ensemble de paramètres et coeﬃcients calculés sur le signal (p.ex. les coeﬃcients
d'une représentation parcimonieuse dans un dictionnaire redondant)
2. Un étage de codage de source, qui transforme les paramètres et coeﬃcients d'analyse en un ﬂux
binaire prêt à être transmis ou stocké. Cette étape contient également la phase de quantiﬁcation.
Dans cette thèse, nous nous sommes concentrés sur la première étape et avons utilisé un codage de
source naïf (quantiﬁcation uniforme, codage uniforme des coeﬃcients) pour illustrer expérimentale-
ment la validité de SASMP. Une évaluation équitable avec, par exemple le codeur proposé par Ravelli
nécessite d'utiliser un codage de source plus eﬃcace. En particulier, il sera important d'introduire un
modèle psycho-acoustique.
En eﬀet, nous avons dans ce travail uniquement considéré que le critère d'erreur (le terme d'attaches
aux données entre notre modèle et le signal d'entrée) était une simple norme Euclidienne, mais cette
mesure n'est pas toujours pertinente pour évaluer la qualité d'un codage de scène sonore. Des mesures
perceptives objectives sont souhaitables pour pouvoir juger de la qualité d'une approche. Dans une
seconde phase, des tests d'écoute subjectifs pourront être menés.
Parmi les lacunes de la méthode présentée, on peut lister :
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( L'absence de mécanisme de contrôle de pré-écho ([SSDR08, RRD08]). Ce type d'artefacts appa-
rait fréquemment lorsqu'on utilise des dictionnaires dont les atomes sont peu ou prou des cosinus
modulés par une fenêtre symétrique.
( Une complexité accrue par rapport aux codeurs existants. De gros eﬀorts d'optimisation doivent
être conduits dans l'implémentation de la méthode pour permettre son utilisation pratique.
( L'extension au cas stéréophonique et multicanal. Nous nous sommes dans cette étude, cantonnés
au cas monophonique, mais la plupart des scènes sonores rencontrées actuellement sont au moins
stéréophoniques. Des redondances fortes entre les canaux sont à attendre, et leur exploitation au
travers de méthodes telles que proposées dans ce travail peut être intéressante. Mais il faudra,
dès lors se comparer aux méthodes de codage audio multicanal.
Chacune de ces limitations doit être prise en compte avant qu'un codeur réellement compétitif puisse
être développé.
Codage distribué de scènes sonores répétitives En audio, la grande majorité des techniques
de codage joint portent sur le codage de signaux multicanaux. Une vue d'ensemble des techniques
actuelles de codage spatial audio se trouve dans l'article de Elfriti et al [EGK11]. Bien que le cadre
théorique soit tout à fait pertinent, le théorème de Slepian-Wolf est rarement utilisé dans ces travaux.
De même, les quelques travaux portant sur le codage audio distribué (p.ex. les travaux de Roy et
Vetterli [RV07] ou encore de Matta et Creusere [MC09]) sont centrés sur le cas de redondances
spatiales, généralement l'acquisition d'une scène par un réseau de microphones.
Nous avons vu dans ce travail un cadre diﬀérent où le codage audio distribué peut s'appliquer, celui
des redondances temporelles. Ce type de compression de scènes sonores répétitives est relativement
nouveau. Dans certains cas (p.ex. les musiques électroniques et techno), la redondance temporelle est
très importante. Une réduction substantielle du débit est alors possible. Le codage joint des parties
répétitives est un axe d'amélioration des codeurs bas-débit qui nous parait très prometteur. Les gains
en débit potentiels sont, selon nous, d'un ordre de grandeur plus importants que ceux qu'il est encore
possible d'obtenir par codage traditionnel, où les scènes sonores sont découpées en trames codées
indépendamment.
Malheureusement, cette compression est conditionnée à la détection eﬃcace de ces redondances
temporelles. Un système de codage audio distribué de scènes sonores répétitives ne peut s'aﬀranchir
de ce pré-traitement.
9.2.3 Séparation de sources répétitives
Dans le même temps, nous avons vu qu'une décomposition parcimonieuse jointe des diﬀérentes
occurrences d'un motif redondant pouvait permettre une séparation de la composante commune et
des sources variables. Là aussi, on trouve principalement dans l'état de l'art ce type de méthode pour
des problèmes multicapteurs (par exemple de débruitage [LT06, TGS06] ou de séparation de sources
spatiales dans un cadre multicanal [Gri02, GRS07]).
En utilisant la mesure de similarité proposée au chapitre 7 et l'algorithme de séparation de sources
du chapitre 8, il doit être possible de proposer un système capable de séparer la voix dans une piste
complète de musique populaire, dans l'esprit de l'algorithme REPET proposé par Rafii [RP11a] et
amélioré dans [LRB+12].
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Parallèlement, il reste à déterminer des moyens de réduction des artefacts induits par la séparation
par synthèse parcimonieuse dans des dictionnaires redondants.
Dé-construction de musiques électroniques Une part importante (et en progression) de la
musique populaire produite actuellement est construite à l'aide de sons très courts (appelés samples
par les musiciens électro) apparaissant régulièrement et de façon rigoureusement identique dans un
morceau. Dans certains cas, la piste entière peut se comprendre comme, une superposition dans le
temps et l'espace d'un nombre limité de samples. Dans ce genre de cas, il doit être possible à partir
de la piste de mélange, de détecter diﬀérents niveaux de redondance et d'en déduire les samples.
Ce cas particulier peut permettre de constituer une base d'évaluation de méthodes de séparation
bien maîtrisée. Il présente de plus une application susceptible d'intéresser un large public.
A plus longue échéance..
Si l'on considère le déluge de données auquel les archivistes contemporains sont (et seront de plus
en plus) confrontés, la nécessité de trier ce qui, parmi ces données, constitue de l'information, ne peut
que croître dans les prochaines années. Certes, la puissance de calcul et les ressources disponibles aug-
menteront, mais le principal atout de l'archiviste devra être sa compréhension de l'organisation intrin-
sèque des données. Toutes les scènes sonores (musique, voix, cris d'animaux, sons environnementaux
etc..) sont construites et structurées sur diﬀérents niveaux. Les modèles de parcimonie, notamment
structurée, et des méthodes appropriées nous permettent de déconstruire les signaux, et d'expliciter
ces niveaux structurels.
Mais plus profondément encore, les enregistrements de scènes sonores sont comme les paroles gelées
imaginées par Rabelais, ils capturent une expérience, ils ﬁgent une part de la réalité du monde et
peuvent la restituer. Ce niveau ultime de structure, le plus complexe, c'est celui du langage. Les scènes
sonores décrivent le monde dans une langue qu'il nous reste encore à apprendre.
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Annexe A
Modélisation des poursuites à l'aide de
statistiques d'ordre
A.1 Statistiques d'ordre
Commençons par introduire quelques outils fournis par la théorie des statistiques d'ordre. Le lecteur
intéressé trouvera des détails par exemple dans [Nag90, GNP72]. Soit z1, z2, ..zn, n échantillons i.i.d
d'une variable aléatoire continue Z de densité de probabilité fZ et de fonction de répartition FZ . On
dénote par Z1:n, Z2:n, .., Zn:n les statistiques d'ordre de Z. Zi:n est une variable aléatoire continue
représentant le iie`me plus petit élément parmi les n échantillons. La densité de probabilité de Zi:n est
dénotée fZi:n et son expression est donnée par :
fZi:n(z) =
n!
(n− i)!(i− 1)!FZ(z)
i−1fZ(z)(1− FZ(z))n−i (A.1.1)
La densité du maximum se déduit de cette formule :
fZn:n(z) = nFZ(z)
n−1fZ(z) (A.1.2)
Enﬁn le moment d'ordre m de Zi:n est noté µ
(m)
i:n :
µ
(m)
i:n = E(Z
m
i:n) =
ˆ ∞
−∞
zmfZi:n(z)dz (A.1.3)
Dans un souci de clarté on notera directement l'espérance par µi:n = µ
(1)
i:n.
A.2 Modélisation d'une poursuite à l'aide de statistiques d'ordres
Étant donné la nature gloutonne de MP, il est intéressant de modéliser la convergence de la série
des résiduels Rnx. C'est ce que nous allons faire en utilisant les statistiques d'ordre. Soit x ∈RN . Lors
de la première itération de MP, les projections du résiduel R0x = x sur un dictionnaire Φ complet
composé de M atomes {φi}i∈[1,M ] (M > N) de norme `2 unitaire sont données par :
∀i ∈ [1..M ], αi = 〈R0f, φi〉 (A.2.1)
Notons alors zi = |αi| et considérons ces M éléments comme des échantillons i.i.d d'une variable
aléatoire Z vivant dans [0, ‖x‖]. Notons que l'hypothèse d'indépendance est en quelque sorte une
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hypothèse de quasi-incohérence du dictionnaire. MP sélectionne l'atome φγ0 = arg max zi avec un
coeﬃcient αγ0 = 〈R0x, φγ0〉 dont la valeur absolue correspond au maximum des {zi}, c'est à dire la
statistique d'ordre ZM :M .
|αγ0 | = max
φγ∈Φ
|〈R0x, φγ〉| = ZM :M (A.2.2)
Un MP standard construit un nouveau résiduel R1x en soustrayant la contribution de l'atome sélec-
tionné et en itérant ce processus. Si l'on fait une hypothèse de quasi-incohérence entre les atomes, on
peut dire qu'au bout de n itérations, la contribution des n atomes les plus importants a été soustraite.
MP va donc sélectionner un nouvel atome, dont la valeur absolue de la contribution est donnée par
l'élément le plus grand de la séquence {zi} sachant que l'on a retiré les n plus grand, ce qui correspond
à la statistique d'ordre ZM−n:M :
|αγn | = max
φγ∈Φ
|〈Rnx, φγ〉| = ZM−n:M (A.2.3)
La conservation de l'énergie permet alors d'écrire (A.2.4).
‖x‖2 = ‖Rnx‖2 +
n−1∑
i=0
|αγi |2 (A.2.4)
En combinant (A.2.4) et (A.2.3) et en prenant l'espérance on obtient (A.2.5)
E(‖Rnx‖2) = ‖x‖2 −
n−1∑
i=0
µ
(2)
M−i:M (A.2.5)
où l'on reconnaît le moment d'ordre 2 µ(2)M−i:M = σ
2
M−i:M + µ
2
M−i:M . De la même façon, on peut
dériver la variance :
V ar(‖Rnx‖2) =
n−1∑
i=0
n−1∑
j=0
cov(Z2M−i:M , Z
2
M−j:M ) (A.2.6)
Ce qui signiﬁe que, sachant la distribution de Z, les équations A.2.5 et A.2.6 donnent des estimateurs
de la moyenne et la variance de la norme des éléments de la séquence de résiduels construits par un
MP standard sur un Φ complet et quasi-incohérent.
A.2.1 Nouveaux tirages : Poursuite dans une séquence de dictionnaires
L'idée au coeur de l'algorithme SSMP présenté en 4.2 page 58 équivaut à réaliser un nouveau
tirage des projections zi à chaque itération en forçant un changement de dictionnaire. Soit {Φi}i∈[0,n]
une séquence de dictionnaires quasi-incohérent de même taille M , faisons de plus l'hypothèse que les
projections de x sur chaque dictionnaire suivent la même distribution.
Pour la première itération, le processus est identique à celui du MP standard et l'atome φγ0 dans Φ0
est sélectionné par arg maxφγ∈Φ0 |
〈
R0f, φγ
〉 | avec un coeﬃcient identique (A.2.2). Après soustraction
de cet atome, on obtient le résiduel R1x. SSMP cherche ensuite l'atome le plus corrélé dans un nouveau
dictionnaire Φ1. les valeurs absolues des projections dans Φ1 sont M échantillons i.i.d z1i :
∀i ∈ [1..M ], z1i = |αi| = |〈R1f, φi〉| (A.2.7)
Supposons maintenant que ces échantillons z1i suivent la même loi de distribution que le premier
jeu d'échantillons zi, à une diﬀérence d'échelle près car R1x a une énergie plus petite que R0x. En
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d'autres termes, on déﬁnit une nouvelle variable aléatoire Z1 distribuée comme Z × ‖R1x‖‖x‖ . On note
alors Z1M :M sa statistique d'ordre M . Son moment d'ordre 2 est alors :
E(Z12M :M ) = E(Z2M :M ).E(
‖R1x‖2
‖x‖2 ) + cov(Z
2
M :M ,
‖R1x‖2
‖x‖ ) (A.2.8)
or on sait que‖R1x‖2 = ‖x‖2 − Z2M :M d'où :
cov(Z2M :M , ‖R1x‖2) = −cov(Z2M :M , Z2M :M ) = (µ(2)M :M )2 − µ(4)M :M (A.2.9)
ce qui donne :
E(Z12M :M ) = µ
(2)
M :M .(1−
µ
(2)
M :M
‖x‖2 ) +
1
‖x‖2
(
(µ
(2)
M :M )
2 − µ(4)M :M
)
= µ
(2)
M :M −
µ
(4)
M :M
‖x‖2
A l'itération suivante, le nouveau résiduel R2x est tel que ‖R2x‖2 = ‖R1x‖2−Z12M :M , soit par passage
à l'espérance :
E(‖R2x‖2) = ‖x‖2 − 2µ(2)M :M +
µ
(4)
M :M
‖x‖2 (A.2.10)
et l'on voit apparaître des moments d'ordre supérieur de la statistique d'ordre M . Le fait de changer
de dictionnaire garanti que l'on sélectionne le meilleur parmi un nouvel ensemble de M éléments ce
qui justiﬁe que seuls les moments de la statistique d'ordre M soient nécessaires à l'expression de
E(‖R2x‖2). Par récurrence, il est aisé de montrer qu'à l'itération n on obtient l'expression A.2.11) :
E(‖Rnx‖2) = ‖x‖2 +
n∑
i=1
(−1)i
(
n
i
)
µ
(2i)
M :M
‖x‖2(i−1) (A.2.11)
De la même façon on obtient l'expression de la variance :
V ar(‖Rnx‖2) =
n∑
i=1
n∑
j=1
(−1)j+i
(
n
i
)(
n
j
)
cov(Z
(2i)
M :M , Z
(2j)
M :M )
‖x‖2(i+j−1) (A.2.12)
A.3 Simulations
On peut comparer les deux stratégies (projections ﬁxes ou retirées à chaque itération) sur des cas
de ﬁgure synthétiques ou la distribution originale fZ est connue.
On calcule ainsi l'erreur relative (n) = 10 log ‖R
nx‖
‖x‖2 après n itérations pour chacune des stratégies.
les équations A.2.5 à A.2.12 fournissent une expression analytique de la moyenne et la variance de
(n) pour chacune des stratégies. Par exemple, si Z est distribué uniformément Z ∼ U(0, 1), ses
statistiques d'ordres suivent une loi de distribution Gamma : Zk:M ∼ Beta(k,M + 1− k) et tous les
moments µ(m)M−k:M sont aisément déductibles. Pour des distributions plus complexes, nous proposons
plus bas le calcul. Pour l'instant, on utilise une simulation grossière de poursuite gloutonne respectant
les hypothèses faites plus haut à savoir :
( Dans le cas ﬁxe : la sélection d'un atome n'inﬂue pas sur la valeur des autres projections
( Dans le cas variable : à chaque itération la séquence est retirée selon la même loi avec une
variance réduite.
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La Figure A.3.1 illustre diﬀérents cas de ﬁgures. Pour 3 distributions de fZ  uniforme, demi-normale
et exponentielle on aﬃche les distributions fZM :M et f
Z
M/2:M . ces deux éléments combinés donnent une
idée de la rapidité avec laquelle les coeﬃcients sélectionnés dans le cas ﬁxe décroissent. Au vu des
résultats on peut faire les remarques suivantes :
( Dans le cas uniforme, les coeﬃcients décroissent relativement lentement, au bout de M/2 itéra-
tions dans le cas ﬁxe, on peut encore espérer sélectionner un élément assez grand (c-à-d. un
bon atome). Dans ce cas de ﬁgure, retirer les projections (c-à-d. changer de dictionnaire) semble
même être une mauvaise idée, comme le montre le proﬁl dégradé de convergence de l'erreur.
( En revanche, si les projections sont distribuées selon une demi-gaussienne ou exponentiellement,
la stratégie de changement de dictionnaire est sensiblement meilleure que la stratégie ﬁxe. La
diﬀérence est d'autant plus importante que la queue de la distribution est longue, ce qui est une
conséquence assez naturelle de l'allure des équations A.2.5 et A.2.12.
Ces observations sont prometteuses, car en pratique le modèle uniforme ne correspond pas vrai-
ment au proﬁl des projections d'un signal dans un dictionnaire redondant. En revanche le modèle
exponentiel est régulièrement associé à la notion de parcimonie d'une représentation. Plus générale-
ment, les distributions à longue queue apparaissent souvent comme dans les problèmes pratiques ou
l'hypothèse de parcimonie est avancée.
Dans le pire des cas, le modèle demi-gaussien va lui être préféré pour modéliser un signal mal
corrélé avec un dictionnaire, c'est à dire pour lequel l'hypothèse de parcimonie est caduque. Dans ce
cas là aussi, changer de dictionnaire semble être une bonne stratégie pour accélérer la convergence de
l'erreur quadratique.
Pour être complet, rappelons qu'il s'agit d'une modélisation simpliste du comportement des algo-
rithmes de poursuites, et non d'une preuve formelle que la stratégie proposée accélère la convergence.
Néanmoins il s'agit à notre connaissance d'une modélisation originale. Et les chapitres 4 et 5 montrent
que ces considérations sont valables en pratique sur des signaux et dictionnaires réels.
A.4 Calcul de moments
Dans cette section nous présentons les calculs des deux premiers moments des statistiques d'ordre,
en particulier ceux du maximum, pour deux distributions particulières : la loi exponentielle et la loi
demi-normale.
A.4.1 Distribution exponentielle
Une distribution exponentielle sur fZ est un modèle souvent associé (pas toujours avec raison,
voir [GCD12]) aux vecteurs parcimonieux et/ou compressibles. En eﬀet pour ce type de signaux, les
projections sont distribuées selon une loi de Laplace. Z suit donc une loi exponentielle. On pose donc :
fZ(z) =
1
β
e−βz
pour z ≥ 0 et donc :
FZ(z) = (1− e−βz)
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Figure A.3.1: Gauche : densité de probabilité de Z, de son maximum (statistique d'ordreM) et de sa
statistique d'ordreM/2. Droite : erreur relative (moyenne et variance) fonction du nombre d'itérations.
De haut en bas : modèle uniforme, normal (σ = 1) et exponentiel (µ = 1). M = 100 résultats moyens
sur 1000 simulations.
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le moment d'ordre 1 de la statistique d'ordre i est donc :
µi:n =
ˆ +∞
0
i
(
n
n− i
)(
1− e−βz)i−1 z
β
e−βz
(
e−βz
)
n−idz
=
i
β
(
n
n− i
)ˆ +∞
0
ze−βz(n−i+1)
(
1− e−βz)i−1 dz
=
i
β
(
n
n− i
)ˆ +∞
0
ze−βz(n−i+1)
i−1∑
k=0
(−e−βz)k
(
i− 1
k
)
dz
=
i
β
(
n
n− i
) i−1∑
k=0
(
i− 1
k
)ˆ +∞
0
ze−βz(n−i+1)(−e−βz)kdz
=
i
β
(
n
n− i
) i−1∑
k=0
(
i− 1
k
)
(−1)k
ˆ +∞
0
ze−βz(n−i+1+k)dz
or : ˆ +∞
0
ze−βz(n−i+1+k)dz =
1
(β(n− i+ 1 + k))2
d'où :
µi:n =
i
β
(
n
n− i
) i−1∑
k=0
(
i− 1
k
)
(−1)k 1
(β(n− i+ 1 + k))2
d'où on en déduit la valeur particulière :
µn:n =
n
β
n−1∑
k=0
(
n− 1
k
)
(−1)k
(β(k + 1))
2
on peut montrer en utilisant : ˆ +∞
0
z2e−βzdz =
2
(β)
3
que pour le moment d'ordre 2 :
µ(2)n:n =
2n
β
n−1∑
k=0
(
n− 1
k
)
(−1)k
(β(k + 1))
3
A.4.2 Distribution demi-normale
Une distribution demi-normale sur fZ est un bon modèle pour des signaux de bruit. En particulier,
c'est à rapprocher de la borne ΛW (Φ)
fZ(z, σ) =
√
2
σ
√
pi
e−
z2
2σ2
pour z ≥ 0. La fonction de répartition :
FZ(z, σ) = erf
(
z
σ
√
2
)
Passons directement au calcul du maximum :
µn:n =
ˆ +∞
0
z
n
σ
√
2
pi
[
erf
(
z
σ
√
2
)]n−1
exp
(−z2
2σ2
)
dz
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on doit alors remarquer que :
∂
(
erf
(
z
σ
√
2
)n)
∂z
=
n
σ
√
2
pi
[
erf
(
z
σ
√
2
)]n−1
exp
(−z2
2σ2
)
du coup on peut écrire :
µn:n =
ˆ +∞
0
z
∂
(
erf
(
z
σ
√
2
)n)
∂z
dz
Cette intégrale est calculable (on peut d'ailleurs aisément vériﬁer les valeur pour µ1:1et µ2:2) mais le
calcul devient très vite fastidieux, et aucune relation simple de récurrence n'a pu être trouvée. En
revanche, on observe expérimentalement (voir par exemple la Figure 5.1.5 page 83) que la distribution
de fn:n est uni-modale et que la médiane est assez proche de la moyenne.
Calcul de la médiane On trouve assez simplement la distribution cumulative :
FZn:n(z) =
ˆ z
0
fzn:n(x)dx
=
ˆ z
0
d
(
erf
(
x
σ
√
2
)n)
dx
dx
= erf
(
z
σ
√
2
)n
pour trouver la médiane νn:n, on cherche à résoudre :
FZn:n(νn:n) = 0.5
d'où :
νn:n = σ
√
2erf−1
(
0.5
1
n
)
Le lecteur intéressé pourra voir que quelle que soit la distribution de Z, fn:nsuit une loi dite
de valeur extrême généralisée qui regroupe trois type de distribution (Weibull, Gumbel et Fréchet).
En théorie il est donc possible de proposer un modèle général pour le calcul des moments de Zn:n.
Une discussion se trouve dans la littérature [CHT09, HCT09] et se retrouve notamment pour la
modélisation de risque en ﬁnance [HB00], mais sort très largement du cadre de ce travail.
Ces valeurs constituent la base de la modélisation du comportement dynamique des algorithmes
gloutons proposée au Chapitre 5.
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