This paper deals with existence and uniqueness, in viscosity sense, of a solution for a system of m variational partial differential inequalities with inter-connected obstacles. A particular case of this system is the deterministic version of the Verification Theorem of the Markovian optimal m-states switching problem. The switching cost functions are arbitrary. This problem is connected with the valuation of a power plant in the energy market. The main tool is the notion of systems of reflected backward stochastic differential equations with oblique reflection.
Introduction
The multi-modes switching problem is by now well documented both in the economics or mathematical literatures (see e.g. [4, 5, 6, 9, 10, 15, 18, 19, 20, 27, 28, 29] , etc. and the references therein). The pioneering work of Brennan and Schwarz [4] deals with a two-modes switching problem describing the life cycle of an investment in the natural resource industry. A major switching problem of interest is related to the energy market. Actually let us consider a power plant which has several modes of production and which is put in a specific mode according to its profitability which depends on the electricity price in the market. The manager of the plant aims at maximizing its global profit. For this objective, she implements an optimal strategy δ * which is a pair of two sequences (τ k ) k≥1 and (ξ k ) k≥1 describing respectively the optimal successive switching times and modes. However switching the plant from one mode to another is not free and generates expenditures and, on the other hand, when the plant is in a specific mode it provides a profit which depends on that mode.
It is well-known that the optimal switching problem is related to systems of reflected backward stochastic differential equations (BSDEs for short) with inter-connected obstacles or oblique reflection (see e.g. [5, 10, 18, 19, 20, 27] where J −i = J − {i}. Actually it is shown in the aforementioned papers that Y i 0 is the optimal profit if the plant is in mode i at t = 0, i.e., ∀i ∈ J ,
where, A i 0 stands for the set of all admissible strategies starting from mode i at time t = 0, f δ the instantaneous profit per unit of time when δ is implemented, g ξ k ,ξ k+1 is the switching cost from mode ξ k to mode ξ k+1 (ξ 0 = i, τ 0 = 0) and finally h δ (T ) is the terminal profit under δ.
Additionally, if we are given the solution (Y i ) i=1,··· ,m then the optimal strategy δ * = (ξ * k , τ * k ) is uniquely characterized as follows: if we set τ * 1 = 0, and ξ * 1 = i then for any that is to say, the processes f i (s, ω), h i (s, ω) and g ij (s, ω) are deterministic functions of (s, X t,x s (ω)), the optimal switching problem is also related to the following system of variational inequalities with inter-connected obstacles:
(−g ij (t, x) + v j (t, x)), −∂ t v i (t, x) − Lv i (t, x) − f i (t, x) = 0;
where L is the infinitesimal generator associated with X t,x . The process X t,x can be the electricity price in the market or the dynamics of factors which determine that price. System (1.4) is the deterministic version of the verification theorem of the optimal switching problem.
Actually in [15] , the authors have proved that if, mainly, the switching costs satisfy g ij (t, x) ≥ γ 0 > 0 then the system (1.4) has a unique continuous solution (v 1 , . . . , v m ) in viscosity sense and the following relationship holds true:
where (Y i ) i∈J are the processes solution of (1.1) with f i , g ij and h i which are deterministic functions of (s, X t,x s ). So the main objective of this paper is to deal with system (1.4) in its general setting, i.e., to study the existence and uniqueness of a solution in viscosity sense for the following:
(−g ij (t, x) + v j (t, x)), −∂ t v i (t, x) − Lv i (t, x) − f i (t, x, v 1 (t, x), . . . , v m (t, x), σ ⊤ (t, x)D x v i (t, x)) = 0 ; v i (T, x) = h i (x). This system has already been studied in [7, 19] in this general form.
There are at least two motivations for considering this problem. The first one is to extend, as much as possible, the Feynman-Kac's representation of the solution of (1.6) via the solution of (1.5) and the process X t,x . This issue is very important if we are willing to consider the numerical study of (1.6) especially in connection with the pricing of gas options in the energy market (one can see e.g. [2] for more details). The second one is that solving this problem is a step toward the study of zero-sum switching games which are encountered especially in the carbon market by energy firms (see e.g. [2] for more details).
The novelty of this paper lies in the fact that we investigate both existence and uniqueness of a continuous viscosity solution of (1.5) under the following relaxed hypotheses:
(i) the switching costs are non-negative and satisfy the no free loop condition (see [H3] -(ii) below)
(ii) for any i ∈ J , either :
(a) ∀ k ∈ J −i , the mappings y k → f i (t, x, y 1 , . . . , y k−1 , y k , y k+1 , . . . , y m , z) are non-decreasing ; or (b) ∀ k ∈ J −i , the mappings y k → f i (t, x, y 1 , . . . , y k−1 , y k , y k+1 , . . . , y m , z) are non-increasing.
In both cases we show existence of a solution for (1.5) while we have been able to show uniqueness only in the case (ii)-(a).
The closest paper to ours is the one by Elie-Kharroubi [11] where the authors deal also with the representation of solution of (1.6) by the viscosity solution of (1.5). However their approach, based on the minimal solutions of constrained BSDEs with jumps introduced in [23] , is not very satisfactory since it induces assumptions on the data of the problem which are either not natural or difficult to verify in practice. Finally note that there are also works related to viscosity solutions of the switching problem but their settings and/or approaches are not the same as ours [1, 3, 20, 28] , etc.
This paper is organized as follows:
In Section 2 we collect the main assumptions on the data of the problem and we define the notion of a viscosity solution for the system (1.5). In Section 3, we once more introduce the switching problem and provide some results related to solutions of systems of reflected BSDEs with oblique reflection which are rather new since they are obtained under weaker conditions than the ones of the literature on the subject (see e.g. [7, 19] , etc.). In particular, we mainly deal with the non free loop property
[H3]-(ii) on the switching costs. Those results are basic to deal with the main purpose of this work. In Section 4, we provide a comparison result between sub-solutions and super-solutions of the system (1.5) in the case when for any i ∈ J the function f i depends on (y i ) i∈J only through y i . We then show, in this specific framework of functions f i , that system (1.5) has a unique continuous solution (v i (t, x)) i∈J which is moreover of polynomial growth. As a by-product, we provide a probabilistic representation for the solution of (1.6) via the deterministic continuous functions (v i (t, x)) i∈J and the process X t,x .
In Section 5, we deal with the general framework under mainly conditions (i)-(ii) above. Using the results of Sections 3 and 4, we construct in each case an approximating scheme which is convergent and whose limit is a solution in viscosity sense for system (1.5). Finally under condition (ii)-(a), we
show that system (1.5) satisfies the comparison property between sub-and super-solutions. Thus under conditions (ii)-(a) the solution of system (1.5) is unique.
Assumptions and problem formulation
Let T (resp. k) be a fixed real (resp. integer) positive constant, let J := {1, . . . , m} and let us consider the following functions: for i, j ∈ J ,
It is called of polynomial growth if there exist two non negative real constants C and γ such that:
Throughout this paper, we denote by Π g the class of functions with polynomial growth and by
) the set of functions defined on [0, T ] × R k with values in R which are C 1 in t and C 2 in x. ✷
We now consider the following assumptions:
[H1]: The functions b and σ are jointly continuous and of linear growth in (t, x), and Lipschitz continuous w.r.t. x, i.e., there exists a constant C ≥ 0 such that for any t ∈ [0, T ] and
Throughout this paper we assume that assumption [H1] holds.
[H2]: for i ∈ J , f i satisfies:
(ii) f i is uniformly Lipschitz continuous with respect to ( − → y , z) := (y 1 , ..., y m , z), i.e., for some C ≥ 0, (iv) Monotonicity: ∀i ∈ J , for any k ∈ J −i , the mapping
is non-decreasing whenever the other components (t, x, y 1 , ..., y k−1 , y k+1 , ..., y m ) are fixed;
(ii) The non-free loop property: for any (t, x) ∈ [0, T ] × R k and for any sequence of indices i 1 , ..., i k such that i 1 = i k and card{i 1 , ..., i k } = k − 1 we have:
As a convention we assume hereafter that g ii (t, x) = 0 for any (t, x) ∈ [0, T ] × R k and i ∈ J .
[H4]: h i is continuous, belongs to Π g and satisfies:
Next let us introduce the following infinitesimal generator
for a function ϕ which belongs to C 1,2 ([0, T ] × R k ; R) (T r is the trace of a symmetric matrix and (.) ⊤ stands for the transpose). It is associated with a stochastic process which we will describe precisely below.
In this paper we are concerned with the existence and uniqueness in viscosity sense of the solution
. . , v m (t, x)) ∈ R m of the following system of m partial differential equations with inter-connected obstacles:
To proceed we will precise the notion of a viscosity solution of the system (2.3). It will be done in terms of sub-and super-jets. So for any locally bounded function u :
we define its lower semicontinuous (lsc for short) envelope u * , and upper semicontinuous (usc for short) envelope u * in the following way:
Definition 1 : Subjects and superjets
, we denote by J − u(t, x) the parabolic subjet (resp.
where S k is the set of symmetric real matrices of dimension k.
(ii) For a function u : [0, T ] × R k → R, lsc (resp. usc), we denote byJ − u(t, x) the parabolic limiting subjet (resp.J + u(t, x) the parabolic limiting superjet) of u at (t, x) ∈ [0, T ] × R k , as the set of triples
We now give the definition of a viscosity solution for the system of PDE equations with oblique reflection (2.3).
Definition 2 : Viscosity solution to (2.3)
) is a viscosity supersolution (resp. subsolution) of (2.3).
As pointed out previously we will show that system (2.3) has a unique solution in viscosity sense.
A particular case of this system is the deterministic version of the optimal m-states switching problem which is well documented e.g. in [10, 20] and which we will describe in the next section.
3 The optimal m-states switching problem
Setting of the problem
Let (Ω, F, P) be a fixed probability space on which is defined a standard d-dimensional Brownian motion B = (B t ) 0≤t≤T whose natural filtration is (F 0 t := σ{B s , s ≤ t}) 0≤t≤T . Let F = (F t ) 0≤t≤T be the completed filtration of (F 0 t ) 0≤t≤T with the P-null sets of F, hence (F t ) 0≤t≤T satisfies the usual conditions, i.e., it is right continuous and complete. Furthermore, let:
-P be the σ-algebra on [0, T ] × Ω of F-progressively measurable sets ; -H 2,k be the set of P-measurable, R k -valued processes w = (w t ) t≤T such that E[ T 0 |w s | 2 ds] < ∞ ; -S 2 be the set of P-measurable, continuous, R-valued processes w = (w t ) t≤T such that
The problem of multiple switching can be described through an example as follows. Assume we have a plant which produces a commodity, e.g. a power station which produces electricity. Let J be the set of all possible activity modes of the production of the commodity. A management strategy of the plant consists, on the one hand, of the choice of a sequence of nondecreasing stopping times (τ n ) n≥1
(i.e. τ n ≤ τ n+1 and τ 0 = 0) where the manager decides to switch the activity from its current mode to another one. On the other hand, it consists of the choice of the mode ξ n , a r.v. F τn -measurable with values in J , to which the production is switched at τ n from its current mode. Therefore the admissible management strategies of the plant are the pairs (δ, ξ) := ((τ n ) n≥1 , (ξ n ) n≥1 ) for which we require also that P[τ n < T, ∀n ≥ 0] = 0. This set is called of admissible strategies and denoted by D.
Next, assuming that the production activity is in mode 1 at the initial time t = 0, let (α t ) t≤T denote the indicator of the production activity's mode at time t ∈ [0, T ], i.e.,
Finally, for i ∈ J , let (ψ i (t, ω)) t≤T be a process of H 2,1 which stands for the instantaneous profit when the system is in state i and for i, j ∈ J , i = j, let (g ij (t, ω)) t≤T be a process of S 2 which denotes the switching cost of the production at time t from current mode i to another one j. If the plant is run under the admissible strategy (δ, ξ) = ((τ n ) n≥1 , (ξ n ) n≥1 ) the expected total profit is given by:
Therefore in several works authors are usually interested in either finding an optimal strategy, i.e, a strategy (δ * , ξ * ) such that J(δ * , ξ * ) ≥ J(δ, ξ) for any (δ, ξ) ∈ D ( [10, 20] ) or at least in characterizing the quantity sup (δ,ξ)∈D J(δ, ξ) in some specific cases ( [5, 15] ). This latter quantity is in a way the price of the power plant in the energy market.
Connection with systems of reflected BSDEs with oblique reflection
In order to tackle the switching problem described above, we usually relate it to systems of reflected BSDEs with oblique reflection which we introduce below in the case we need in order to deal also with the system of PDEs (2.3).
s ) s≤T be the solution of the following stochastic differential equation:
The solution of this equation exists, is unique, since b and σ verify [H1], and satisfies:
Next let us introduce the solution of the system of reflected BSDEs with oblique reflection associated with the deterministic functions ((f i ) i∈J , (g ij ) i,j∈J , (h i ) i∈J ) introduced in Section 2. The solution consists of m triplets of processes ((Y i;t,x , Z i;t,x , K i;t,x )) i∈J , which is denoted, for convenience, by ((Y i , Z i , K i )) i∈J and satisfies: for any i ∈ J ,
and K i non-decreasing and
We first provide an existence and uniqueness results of the solution of (3.3) and some of their properties as well.
Theorem 1 Assume that:
1) the functions (f i ) i∈J satisfy (H2)-(ii), (iii) and (iv) ;
2) For any i, j ∈ J , the functions g ij (resp. h i ) verify (H3) (resp. (H4)).
Then the system (3.3) has a solution (
Proof: Since the above assumptions are not exactly the same as the ones of Theorem 3.2 in [19] we give its main steps for sake of completeness.
Step 1: Let us consider the following BSDEs:
and
Thanks to the result by Pardoux-Peng [24] , the solutions of both (3.4) and (3.5) exist. We next introduce the following sequences of BSDEs defined recursively by: for any i ∈ J , Y i,0 = Y and for n ≥ 1 and 
Since the processes ((Ȳ ,Z, 0)) i∈J is a solution for the system of obliquely reflected BSDEs associated
, an induction procedure and the repeated use of comparison theorem, which is justified taking into account that f i satisfies the monotonicity property (H2)-(iv)), leads to
Step 2: Using Peng's monotonic limit theorem (see Theorem 2.1 in [25] ), we deduce that for any i ∈ J , there exist:
(i) a càdlàg (for right continuous with left limits) process
(ii) a process Z i of H 2,d such that, at least for a subsequence, (Z i,n ) n≥0 converges weakly to Z i in
Additionally in taking the limit in (3.6), the triple of processes (Y i , Z i , K i ) satisfies:
Next let us consider the following m independent reflected BSDEs with a càdlàg barrier which, in addition, are independent of each other (for existence and uniqueness results for such BSDEs, we refer to [16] ):
Henceforth in using once more comparison theorem (e.g. [16] , Theorem 1.5) we have for any i ∈ J , Y i,n ≤Ỹ i and then Y i ≤Ỹ i . On the other hand using Itô's formula with ((
We now give a remark related to comparison of the solutions of system (3.3) constructed in Theorem 1. Its proof is rather easy since an induction argument allows to compare the solutions of the convergence schemes. Actually we have:
, (iv) (resp. (H3), resp. (H4)) and let ((Y ′i , Z ′i , K ′i )) i∈J be the solution of the system of reflected BSDEs
If for any i, j ∈ J we have:
In case of uniqueness of the solutions of those systems, this result reduces to the comparison of the solutions.
We now focus on the regularity properties of the solution of system (3.3) constructed in Theorem 1.
Proposition 3.1 Assume the assumptions of Theorem 1 are fulfilled. Then there exist lsc deterministic
and which belong to Π g , such that:
where ((Y i , Z i , K i )) i∈J is the solution of (3.3) constructed in Theorem 1.
Proof: Actually under the hypotheses of Theorem 1, there exist deterministic continuous with polynomial growth functionsv(t, x) and v(t, x) with values in R such that for any
Next by induction and thanks to the result by El-Karoui et al. ([12] , pp.729), there exist deterministic continuous functions v i,n (t, x) in the class Π g such that for any i ∈ J and n ≥ 0,
the process Y i,n being defined as the unique solution of (3.6) (see step 1, Theorem 1) As Y i,n ≤ Y i,n+1 ≤ Y then for fixed i, the sequence (v i,n ) n≥0 is non-decreasing and such that v i,n ≤v, then it converges pointwisely to v i . This latter function is therefore lower semi-continuous on [0, T ] × R k , of polynomial growth since v ≤ v i ≤v and finally for any
Since v i , i ∈ J , belongs to Π g , then classically (see e.g. [12] ) one can show that for any
is also of polynomial growth.
We next give a representation result for the solutions of system (3.3) and, as a by product, we obtain a uniqueness result in some specific cases. Actually let fix − → u := (u i ) i=1,m in H 2,m and let us consider the following system of reflected BSDEs with oblique reflection:
Let s ≤ T be fixed and i ∈ J and let D i s be the following set of admissible strategies :
where for any r ∈ [0, T ], A α r is the cumulative switching costs up to time r, i.e.,
Therefore and for any admissible strategy α we have:
Note that, by definition of the set D, (τ n (ω)) is a stationnary sequence (for almost all ω) and therefore the previous sum is finite, P-almost surely.
Let us now consider a strategy α = ((τ n ) n≥0 , (ξ n ) n≥0 ) ∈ D i s and let (P α , Q α ) := (P α s , Q α s ) s≤T be the solution of the following BSDE (which is not of standard type):
In setting upP α := P α − A α , we easily deduce the existence and uniqueness of the process (P α , Q α ), since A α is adapted and E[(A a T ) 2 ] < ∞, and the generator as well as the terminal value of the transformed BSDE are standard.
We then have the following representation for the solution of (3.10) which is the main relationship between the value function of the optimal switching problem and solutions of systems of reflected BSDEs with oblique reflection. This result usually referred as the verification result is not new and has been already shown in several contexts and under various assumptions.
Theorem 2 Assume that for any i, j ∈ J :
(ii) g ij (resp . h i ) satisfies (H3) (resp. (H4)).
Then the solution of system of BSDEs (3.10) exists and satisfies:
Thus the solution of (3.10) is unique.
Proof: Thanks to Theorem 1 and considering once more the same assumptions on the functions
) i∈J of system (3.10) exists. Next using that Y u,i is solution to system (3.10) and following the strategy α ∈ D i s in (3.3), we obtain:
Note that the right-hand side in (3.13) is not a BSDE, therefore we shall rather consider the equation satisfied by Y u,i − P α where the pair (P α , Q α ) satisfies (3.11). Then using an equivalent change of probability we deduce the previous inequality.
Next let α * = (τ * n , ξ * n ) n≥0 be the strategy defined recursively as follows: τ * 0 = 0, ξ * 0 = i and for n ≥ 0,
Let us show that α * ∈ D i s and, for this, let us first prove that P [τ * n < T, ∀n ≥ 0] = 0. Actually assume the contrary i.e. P [τ * n < T, ∀n ≥ 0] > 0. Therefore thanks to definition of τ * n , we have:
As J is finite then there is a state i 0 ∈ J and a loop i 0 , i 1 , ..., i k , i 0 of elements of J such that card{i 0 , i 1 , ..., i k } = k + 1 and
Therefore taking the limit w.r.t. n to obtain:
where τ := lim n→∞ τ * n . But this implies that
which contradicts assumption (H3) − (i). Thus we have P [τ * n < T, ∀n ≥ 0] = 0. Next it only remains to prove that E[(A α * T ) 2 ] < ∞ and α * is optimal in D i s for the switching problem (3.12). Actually following the strategy α * and since Y u,i solves the reflected BSDE (3.10), it yields: for any n ≥ 1,
noting that K ξ * n r − K ξ * n τn = 0 holds for any r, τ * n < r ≤ τ * n+1 . Taking now the limit w.r.t. n in (3.14) to obtain:
But taking into account the assumptions (H4) and (H2)-(ii),(iii) satisfied by h i and f i respectively and
s and Y u,i s = P α * s , thus (3.12) holds and the solution of (3.10) is unique.
Next for − → u := (u i ) i=1,m ∈ H 2,m let us define by The following result, established by Chassagneux et al. [7] , shows that Φ is a contraction in H 2,m when endowed with an appropriate equivalent norm. Therefore the existence and uniqueness of a solution for (3.3) is deduced for general functions f i since, contrary to Theorem 1, they are not supposed to satisfy any monotonicity assumption. Actually we have:
Theorem 3 Assume that for any i, j ∈ J the following assumptions are fullfiled:
(ii) g ij (resp. h i ) verifies (H3) (resp. (H4)).
Then we have:
for some appropriate β 0 ∈ R.
Proof: We provide it only for the sake of completeness since it has been already given in [7] . For i ∈ J , − → u and − → v ∈ H 2,m let us set
and let us consider the solution, denoted by (Ỹ i ,Z i ,K i ) i∈J , of the system of obliquely reflected BSDEs associated with (ϕ i (r, X t,x r , z)) i∈J , (h i ) i∈J and (g ij ) i,j∈J which exists and is unique by Theorem 1. As shown in Theorem 2, the following representation holds true:
Additionally an optimal strategyã exists i.e.Ỹ i s =Pã s . Note here that the dependence of Pã s on i is made through the strategyã which belongs to D i s . Now since for any r ≤ T and
r , − → v r , z) then by comparison and uniqueness (see Remark 1) we have:
Next for a ∈ D i s , let (P a r , Q a r ) r≤T be the solution of the non-standard BSDE (3.11) and let (P ′a r , Q ′a r ) r≤T be the solution of the same non-standard BSDE with generator f a (r, X t,x r , − → v r , z). Then we have:
But for any η ≤ T we have:
and a similar equation is valid forPã η − P ′ã η . Next using Itô's formula to obtain:
r , − → u r , Qã r )}dr.
As
Now classically we obtain the existence of a real constant C ≥ 0 such that:
In the same way considering |Pã η − P ′ã η | 2 we obtain a similar inequality as (3.20) where Pã is replaced by P ′ã . Finally going back to (3.19) , squarring and taking the expectation, we obtain the first estimate.
Let us now show that Φ is a contraction. Let β > 0 and let us make use of Itô's formula to obtain:
where C is the Lipschitz constant of f . Therefore taking expectation in the previous equation and using both inequalities 2Cxy ≤ (Cx) 2 + y 2 and 2xy ≤
But the same estimate can be obtained for E[e βη |Pã η − P ′ã η | 2 ]. Taking β ≥ C 2 + C √ β and going back to (3.19) to obtain:
Next summing for i = 1, m in (3.21) and integrating w.r.t. dt we obtain that:
Choosing now β = β 0 ≥ 2 max{(2CT ) 2 , C 2 + C √ β} yields that Φ is a contraction in the Banach space (H 2,m , . β 0 ), therefore it has a fixed point (Y i ) i=1,m which can be chosen continuous since
Thus the system of reflected BSDEs with interconnected obstacles has a unique solution.
Remark 3 Let (Y i,0 ) i∈J be fixed processes of H 2,m and for n ≥ 1 let us set (Y i,n ) i∈J = Φ((Y i,n−1 ) i∈J ).
Then the sequence ((Y i,n ) i∈J ) n≥0 converges in (H 2,m , . ) to the unique solution of the system of reflected BSDEs associated with ((
and the norms . β 0 and . are equivalent.
Uniqueness of the solution of the system of PDEs
In this section we deal with the issue of uniqueness of the solution of system (2.3) and to do so, we first establish an auxiliary result which is a classical one in viscosity literature (see e.g. [26] , pp. 76).
Lemma 4.1 Let (v i (t, x)) i=1,m be a supersolution of the system (2.3), then for any γ ≥ 0 there exists λ 0 > 0 which does not depend on θ such that for any λ ≥ λ 0 and θ > 0, the m-uplet (v i (t, x) + θe −λt |x| 2γ+2 ) i=1,m is a supersolution for (2.3).
Proof: Without loss of generality we assume that the functions v 1 , . . . , v m are lsc. For sake of convenience, we do not use the previous definition of a supersolution but an equivalent one (see e.g. [8] ). Let i ∈ J be fixed and let ϕ ∈ C 1,2 be such that the function ϕ − (v i + θe −λt |x| 2γ+2 ) has a local maximum in (t, x) which is equal to 0. As (v i ) i=1,m is a supersolution for (2.3), then we have: ∀i ∈ J ,
On the other hand:
But the last term in the right-hand side of this latter inequality is equal to
where C i t,x,θ,λ is bounded by a constant independent of θ since the function f i is uniformly Lipschitz w.r.t. z. Therefore, taking into account the growth conditions on b and σ, there exists a constant λ 0 ∈ R + which does not depend on θ such that if λ ≥ λ 0 , the right-hand side of (4.2) is non-negative.
Henceforth, noting that i is arbitrary in J together with (4.1), we obtain that (v i + θe −λt |x| 2γ+2 ) i=1,m is a viscosity supersolution for (2.3).
We now establish the comparison property between supersolutions and subsolutions of (2.3) in the case when f i does not depend on (y 1 , . . . , y i−1 , y i+1 , . . . , y m ) for any i ∈ J . Actually let us introduce the following assumption on the functions f i 's.
[H5]: For any i ∈ J , the function f i does not depend on (y 1 , . . . , y i−1 , y i+1 , . . . , y m ). Note that this assumption replaces assumption (H2)(iv): this last one does not make sense any more when f i depends only on y i , z i . Proposition 4.1 Assume both (H3) and (H4) and let suppose that the functions f i , i ∈ J , verify (H2)-
) be a subsolution (resp. a supersolution) of the system (2.3) which belongs to Π g , then for any i ∈ J , we have:
Proof: First w.l.o.g we assume that u i (resp. w i ) is usc (resp. lsc) for any i ∈ J . Next let γ > 0 and C be such that that for any i ∈ J we have:
For sake of clarity, the proof is divided into two steps.
Step 1: To begin with we additionally assume that the functions f i , i ∈ J , satisfy:
According to the previous lemma we know that for any θ > 0 and λ large enough (v i (t, x) + θe −λt |x| 2γ+2 ) i=1,m is also a supersolution for (2.3). Therefore it is enough to show that for any i ∈ J , we have:
since in taking the limit as θ → 0 we obtain the desired result. So let us set w i,θ,λ (t, x) = v i (t, x) + θe −λt |x| 2γ+2 , (t, x) ∈ [0, T ] × R k and we still denote w i,θ,λ by w i . Next assume there exists a point (t,x) ∈ [0, T ] × R k such that for i ∈ J : max i∈J (u i (t,x) − w i (t,x)) > 0. Next using the growth condition there exists R > 0 such that:
Taking into account the values of the subsolution and the supersolution at T , it implies that
where B(0, R) is the open ball in R k centered in 0 and of radius R and (t * , x * ) ∈ [0, T [×B(0, R).
Now let us defineJ as:
First note thatJ is not empty. Next for j ∈J and n ≥ 1, let us define:
where: ϕ n (t, x, y) :
which exists since Φ j n is usc (B ′ (0, R) is the closure of B(0, R)). Then we have:
The definition of ϕ n together with the growth condition of u j and w j implies that (x n −y n ) n≥1 converges to 0. Next for any subsequence ((t n l , x n l , y n l )) l which converges to (t,x,x) we deduce from (4.7) that
since u j is usc and w j is lsc. As the maximum of
then this last inequality is actually an equality. It implies, from the definition of ϕ n and (4.7), that the sequence ((t n , x n , y n )) n converges to (t * , x * , x * ) from which we deduce
Actually this latter convergence holds since from (4.7) we first obtain,
whereas the fact that u j (resp. w j ) is usc (resp. lsc) gives
All these inequalities imply that
Next as in [21] , let us show by contradiction that for some k ∈J we have:
Actually suppose that for any k ∈J we have:
then there exists j ∈ J −k such that
But w k is a supersolution of (2.3), therefore we have
and then
which implies that j also belongs toJ and
Repeating this procedure as many times as necessary and sinceJ is finite we get the existence of a loop of indices i 1 , ..., i p , i p+1 ofJ such that i 1 = i p+1 and
But this contradicts the assumption (H3) on g ij , i, j ∈ J , whence the desired result.✷
To proceed let us consider k ∈J such that:
As the functions u j , j ∈ J , are usc and g ij are continuous, then there exists ρ > 0 such that for (t, x) ∈ B((t * , x * ), ρ) we have u k (t, x) > max j∈J −k (u j (t, x) − g kj (t, x)). Next and by construction it holds that (t n , x n , u k (t n , x n )) n → n (t * , x * , u k (t * , x * )) and once more since u j is usc then for n large enough we have:
Now applying Crandall-Ishii-Lions's Lemma (see e.g. [8] or [14] , pp.216) with Φ k n (note that k ∈J and (4.9) is satisfied) in (t n , x n , y n ), there exist (p n u , q n u , M n u ) ∈J 2,+ u k (t n , x n ) and (p n w , q n w , M n w ) ∈ J 2,− w k (t n , y n ) such that:
where A n = D 2 (x,y) ϕ n (t n , x n , y n ). But
On the other hand,
and finally
As (u i ) i∈J (resp. (w i ) i∈J ) is a subsolution (resp. supersolution) of (3.3) and taking into account (4.9), we obtain:
Making the difference between those two inequalities yields:
As usual taking into account (4.10) we have:
Finally taking the limit in (4.11) and using the assumption (4.3) to obtain:
which is contradictory with (4.4) and then for any j ∈ J we have u j ≤ w j .
Step 2: The general case.
Once more let (u j ) j∈J (resp. (w j ) j∈J ) be a subsolution (resp. supersolution) of (2.3). For j ∈ J let us
is a subsolution (resp. supersolution) of the following system of variational inequalities with oblique reflection: for any i ∈ J ,
Actually let i ∈ J and let ϕ(t, x) be a C 1,2 -function such that ϕ −ũ i has a minimum at (t, x) and
. Therefore e −λt ϕ − u i has a minimum at (t, x) and e −λt ϕ(t, x) = u i (t, x). As u i is a subsolution thenũ i (T, x) ≤ e λT h i (x) and,
Now if
then we haveũ
and the viscosity subsolution property is satisfied. If not, i.e., u i (t, x) − max
Therefore once more the viscosity subsolution property is satisfied. As i is arbitrary in J , then (ũ i ) i∈J is a viscosity subsolution for (4.15).
In the same way one can show that (w j ) j∈J is a viscosity supersolution of (4.15), whence the claim.
Next for i ∈ J let us set:
Taking now λ = (1 + max i=1,m C i ), where C i is the Lipschitz constant of f i w.r.t. to u, to obtain that for u ≥ v, F i (t, x, u, z) − F i (t, x, v, z) ≤ −(u − v). It means that F i satisfies the assumption (4.3).
Therefore and according to the result proved in Step 1, for any j ∈ J , we haveũ j ≤w j and also u j ≤ w j . The proof of the proposition is now complete.
Next, thanks to Proposition 4.1, we classically deduce both uniqueness and continuity results of any solution of (2.3) which belongs to Π g . Actually if (u i ) i∈J is a solution then (u * i ) i∈J (resp. (u i * ) i∈J ) is a subsolution (resp. supersolution) for the system (2.3) in the class Π g , then we deduce that u * i ≤ u i * and then u * i = u i * = u i , for any i ∈ J . Whence the continuity of (u i ) i∈J . To sum up, we have: In this specific case we have the following existence result:
Theorem 5 Under (H2), (H3), (H4) and (H5), the following system of variational inequalities with inter-connected obstacles
has a unique continuous solution (v i ) i∈J in the class Π g .
P roof : First note that the hypothesis (H2)-(iv) does not make any sense in consideration with (H5).
Now let (v i ) i∈J be the functions constructed in Prop. 3.1 which are associated with the solution of the system of reflected BSDEs with inter-connected obstacles associated with ((f i ) i∈J , (h i ) i∈J , (g ij ) i,j∈J ), which both exist under (H2)-(H5). The functions v i , i ∈ J , are of polynomial growth, thus locally bounded. Next let us show that they are viscosity solutions for the system (5.1).
For any i ∈ J , v i is lsc, then v i = v i * . So let us show that the m-uplet (v i ) i∈J is a viscosity supersolution to (5.1). First note that for any i ∈ J ,
where v i,n , for n ≥ 1, is defined in (3.9). By El-Karoui et al.'s result ( [12] , Thm. 8.5), v i,n is a viscosity solution of the following variational inequality or PDE with obstacle:
. By (5.2) and Lemma 6.1 in [8] ,
there exist sequences
such that:
Now from the viscosity supersolution property for v i,n j we have:
and taking then the limit as j → ∞ we obtain:
) and v i (T, x) = h i (x) then v i is a viscosity supersolution for the following PDE with obstacle:
Finally as i is arbitrary in J then the m-uplet (v 1 , . . . , v m ) is a viscosity supersolution for the system of variational inequalities (5.1). ✷ Next let us show that (v i * ) i∈J is a subsolution for (5.1). First let us show that for any i ∈ J ,
To begin with we are going to show that:
Actually
since v i,n is continuous and at t = T it equals to h i (x). On the other hand for any (t, x) we have:
which with (5.5) imply that:
Let us now show that the left-hand side of (5.6) cannot be positive. We first follow the same idea as in [3] . So let us suppose that for some x 0 , there is ε > 0 such that:
and let us construct a contradiction. Let (t k , x k ) k≥1 be a sequence in [0, T ] × R k such that:
Since v i, * is usc and of polynomial growth and taking into account of (5.2), we can find a sequence
and, on some neighbourhood B n of (T, x 0 )
we have:
After possibly passing to a subsequence of (t k , x k ) k≥1 we can then assume that it holds on B n k := [t k , T ] × B(x k , δ k n ) for some δ n k ∈ (0, 1) small enough in such a way that B n k ⊂ B. Now since v i, * is locally bounded then there exists ζ > 0 such that |v i, * | ≤ ζ on B n . We can then assume that ̺ n ≥ −2ζ
Note that̺ n k ≥ ̺ n and
Next since ∂ t ( √ T − t) → −∞ as t → T , we can choose t k large enough in front of δ n k and the derivatives of ̺ n to ensure that
Next let us consider the following stopping time
}∧T where B k n c is the complement of B k n , and
which is contradictory with (H3)-(ii). Thus for any i ∈ J we have:
Let us now show that (v i * ) i∈J is a subsolution to (5.1). First note that since v i,n ր v i and v i,n is continuous then we have (see e.g. [26] , pp.91)
Next let us fix i ∈ J and let (t, x) ∈ [0, T [×R k be such that
. By (5.10) and Lemma 6.1 in [8] , there exist sequences
Now from the viscosity subsolution property for v i,n j at (t j , x j ) (see 5.3), for any j ≥ 0, we have:
Next the definition of v ℓ * implies that
therefore by (5.11), there exists j 0 ≥ 0, such that if j ≥ j 0 we have
Then (5.12) implies that, for any j ≥ j 0 ,
Taking the limit as j → ∞ we deduce that
since f i is uniformly continuous in (t, x) and Lipschitz in (y i , z). Then
which means that v i * is a viscosity subsolution for (5.1). Thus the m-uplet (v i ) i∈J is a solution for (5.1) and Theorem 4 implies that it is continuous and unique.
As a by-product we obtain:
Corollary 1 Under (H1)-(H5), there exist deterministic continuous functions (v i (t, x)) i∈J which belong to Π g unique solution of (4.15) and such that the unique solution of the system of reflected BSDEs with inter-connected obstacles associated with ((f i ) i∈J , (h i ) i∈J , (g ij ) i,j∈J ) has the following representation: 
Proof:
We first prove existence. Let λ ∈ R and for i ∈ J , let F i be the function defined by:
Since f i is uniformly Lipschitz w.r.t. y i then F i is so and for λ small enough (λ < 0) the function F i is non-decreasing in all variables (y 1 , ..., y m ). Next thanks to Theorems 1 and 2, there exist processes (Y i , Z i , K i ) i∈J solution of the system of reflected BSDEs with interconnected obstacles associated with ((F i (t, x, y 1 , ..., y m , z)) i∈J , (e λT h i (X t,x T )) i∈J , (e λt g ij ) i,j∈J ). Additionally thanks to Proposition 3.1, there exist deterministic lsc functions v i , i ∈ J , such that:
Let us now analyze the decreasing scheme. First let us consider (Ȳ ,Z) the solution of the following standard BSDE:
Next for any i ∈ J , let us set Y i,0 =Ȳ and for n ≥ 1 let us define (Y i,n , Z i,n , K i,n ) by:
First note that the existence ofȲ is obvious by Pardoux-Peng's result [24] and then we easily deduce by induction: (i) for any n ≥ 1, there exists a unique m-uplet of processes (Y i,n , Z i,n , K i,n ), i ∈ J , ;
(ii) for any n ≥ 1, there exist deterministic continuous functions v i,n , i ∈ J , such that: obviously the property is valid for n = 0 (see e.g. [13] , Thm.4.1). Next if the property holds for some n then it holds also for n + 1 in using Corollary 1. As for (iii), the property is true for n = 0 since
) i∈J is the unique solution of the system associated with
T )) i∈J , (e λt g ij ) i,j∈J ) and then it is just enough to use the comparison result of Remark 1. Next if the property is valid for some n then it is also valid for n+1, in using once more comparison since F i (t, x, (y i ) i∈J , z), i ∈ J , is non-decreasing in (y i ) i∈J . Finally (iv) holds true because the mapping Φ defined in (3.16) is a contraction in H 2,m and we obviously have:
Let us now show that the deterministic functions (v i ) i∈J of (5.15) are continuous. Recall that thanks to Proposition 3.1 each v i is the limit of some increasing sequence and hence it is lsc: therefore, it is enough to show that they are upper semicontinuous. But from the estimate given in (3.17), we know that:
As lim n→∞ (Y i ) i∈J − (Y i,n−1 ) i∈J H 2,m = 0 then for any i ∈ J , the sequence (v i,n ) n defined in (5.17) converges pointwisely and decreasingly (from (5.17)-(iii)) to v i . As a decreasing limit of continuous functions, v i is usc and then continuous. It follows that the solution (y i , z i , k i ) i∈J of the system of reflected BSDEs with oblique associated with
s )) i,j∈J ) has the following representation:
As v i , i ∈ J , is continuous and of polynomial growth then using the result by El-Karoui et al. ([12] , Thm. 8.5) related to connection between solutions of reflected BSDEs and viscosity solutions of PDE with obstacles we deduce that (e −λt v i (t, x)) i∈J is a viscosity solution for system (2.3).
As previously mentioned, we now consider the case when the functions −f i , i ∈ J , verify (H2)-(iv).
Then we have:
Theorem 7 Assume that assumptions (H3), (H4) are fulfilled and that the functions (−f i ) i∈J verify (H2). Then the system of variational inequalities with inter-connected obstacles (2.3) has a continuous solution (v 1 , . . . , v m ) in the class Π g .
Proof:
We first prove existence of a candidate to be a viscosity solution of the system. As previously, we will relate it to the unique solution of the multidimensional reflected BSDE (3.3).
Step 1: Construction
For i ∈ J , let F i be defined as in (5.14). Choosing λ large enough, we obtain that each F i is decreasing with respect to all the variables y j , j = 1, · · · , m. Next let us consider the following iterative Picard scheme: for any i ∈ J , Y i,0 = 0 and for n ≥ 1, we define (Y i,n ) i∈J by:
Therefore we know from Theorem 2 that the sequence (Y i,n ) i∈J converges in H 2,m to the unique solution (Y i ) i∈J of the system of reflected BSDEs with oblique reflection associated with
s )) i,j∈J ). Next using Proposition 3.1 and an induction argument, we deduce the existence of continuous functions with polynomial growth such that:
But from Theorem 3-(a) we have: for any i, n, m and s ≤ T , 19) where, to obtain the last inequality, we rely on the characterization of the solution (Y i ) i∈J constructed in [7] , i.e., (Y i ) i∈J = Φ((Y i ) i∈J ). Taking s = t we obtain:
As the sequence ((Y i,n ) i∈J ) n≥0 is convergent in H 2,m then it is of Cauchy type which implies that (v i,n ) n≥0 is so and then converges pointwisely to a deterministic function v i , for any i ∈ J . Thus going back to (5.19) we deduce that:
Let us now show that v i , i ∈ J , belongs to Π g . Actually since Φ is a contraction in (H 2,m , . β 0 ) and by some induction procedure on n we get:
with C Φ (such that 0 < C Φ < 1) which is the contraction constant of the mapping Φ (constant which is independent of (t, x)). As the norms . and . β 0 are equivalent then there exists a constant C 1 such that:
Taking now the limit as q goes to +∞ and in view of (5.19) and (5.20), if we then take s = t we deduce that:
Finally one can check easily that (Y i,1 ) i∈J (t, x) is of polynomial growth (since E[sup s≤T |X t,x s | γ ] belongs to Π g for any γ ≥ 0, see (3.2)) and since v i,n is so, then we deduce that v i is also of polynomial growth for any i ∈ J .
Step 2: Continuity of v i , i ∈ J .
We again rely on the convergence result of any sequence (Y i,n ) n constructed via the Picard iterative scheme. So let us initialize the scheme as follows: .., y m , z)) i∈J , (e λT h i (X t,x T )) i∈J , (e λt g ij (s, X t,x s )) i,j∈J ) we deduce that Y i,1 ≤ Y i for any i ∈ J . Thus the property (5.22) is valid for n = 0. Now if it is satisfied for some n and repeating the same argumentation, it also holds for n + 1, whence the claim.
Next and relying once more on the result obtained El-Karoui et al. ([12] , Thm. 8.5) letṽ i,n , i ∈ J and n ≥ 0, be the deterministic continuous functions of Π g such that: Therefore for any i ∈ J , v i is both usc and lsc and thus it is continuous. Next, since (Y i , Z i , K i ) i∈J is the unique solution of the system of reflected BSDEs associated with the following triplet of datas ((F i (s, X t,x s , y 1 , ..., y m , z)) i∈J , (e λT h i (X t,x T )) i∈J , (e λt g ij (s, X t,x s )) i,j∈J ) then ((e −λt Y i t , e −λt Z i t , e −λt dK i t ) t≤T ) i∈J is the solution of the sytem of reflected BSDEs associated with ((f i ) i∈J , (h i ) i∈J , (g ij ) i,j∈J ) then using once more the result by El-Karoui et al. ( [13] , Thm.8.5) to deduce that (e −λt v i ) i∈J is a continuous with polynomial growth solution of the system of variational inequalities with inter-connected obstacles (2.3). The proof is now complete.
Next we deal with the issue of uniqueness of the solution of (2.3) in the general case. Proof. As usual it is enough to show that if (u 1 , ..., u m ) (resp. (v 1 , ..., v m )) is a continuous subsolution (resp. supersolution) of (2.3) such that u i , v i , i ∈ J , belong to Π g then u i ≤ v i , for all i ∈ J . Thus classically we have uniqueness of (2.3).
Step 1: We first assume the existence of a constant λ < −m. max{C Let γ > 0 and C be such that for any i ∈ J we have:
Next as in Lemma 4.1, for θ > 0 and ν large enough (v i (t, x) + θe −νt |x| 2γ+2 ) i=1,m is also a supersolution for (3.3). Therefore it is enough to show that for any i ∈ J , we have:
and taking the limit as θ → 0 we obtain the desired result. So let us set w i,θ,ν (t, x) = v i (t, x) + θe −νt |x| 2γ+2 , (t, x) ∈ [0, T ] × R k which is denoted by w i for simplicity. Assume now that there exists a point (t,x) ∈ [0, T ] × R k such that max i∈J (u i (t,x) − w i (t,x)) > 0. Using the growth condition on u i and w i , there exists R > 0 such that:
∀i ∈ J , ∀(t, x) ∈ [0, T ] × R k s.t. |x| ≥ R, u i (t, x) − w i (t, x) < 0.
Taking into account the values of the subsolution and the supersolution at T , it implies that 0 < max (t,x)∈[0,T ]×R k max i∈J (u i (t, x) − w i (t, x)) = max (t,x)∈[0,T [×B(0,R) max i∈J (u i (t, x) − w i (t, x)) = max i∈J (u i (t * , x * ) − w i (t * , x * )) (5.24) where (t * , x * ) ∈ [0, T [×B(0, R). Now letJ be as in (4.5) and let j ∈J be such that
