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I. INTRODUCTION
Obstructed flows, i.e., flows through an array of solid bodies, are ubiquitous in the environment. Classic examples include groundwater flow and flow around buildings, trees, and aquatic plants. The simplest obstructed flow is uniform flow through a two-dimensional array of circular cylinders. Such an array is often used as an idealized porous medium to better understand how obstructions affect flow and transport ͑e.g., Refs. 1-3͒. In addition, certain emergent aquatic plants, which are the application that motivates this study, have stems that are approximately cylindrical, and quantitative measurements obtained in cylinder arrays can be applied directly to these systems.
In this paper, we consider solute transport in a homogeneous, two-dimensional array of rigid circular cylinders of uniform diameter d distributed randomly with a constant density m ͑cylinders per unit horizontal area͒. The corresponding solid volume fraction is = md 2 / 4. The center-tocenter distance from a particular cylinder to its nearest neighbor is denoted by s nc ͑Fig. 1͒. The corresponding distance between the surfaces of the cylinders is denoted by s n ͑=s nc − d͒. In this paper, we use d and ͗s n ͘ A , the mean nearest-neighbor separation defined between cylinder surfaces, as the characteristic geometric scales of the array. Here, ͗ ͘ A denotes an average over many cylinders in the array. This choice of length scales is motivated by the previous 4 observation that the square root of the permeability and the integral length scale of turbulence are approximately equal to ͗s n ͘ A for a wide range of ͑ Ͻ 0.25 and 0.091 Յ Յ 0.35, respectively͒, and by the availability of an analytical solution for ͗s n ͘ A that is a function only of d and .
The Cartesian coordinates x = ͑x , y͒ are defined such that the x-axis is aligned with the fluid velocity averaged over time and the fluid volume, denoted by ͗ū͘, and the y-axis is in the horizontal plane and perpendicular to the x-axis ͑Fig. 1͒. The overbar denotes an average over a time interval much longer than those associated with turbulent fluctuations and vortex shedding. ͗ ͘ denotes an average over infinitesimally thin fluid volume that span many cylinders or, equivalently, an ensemble average, i.e., an average over many arrays with the same , d, and flow conditions, but with different cylinder configurations. We only consider constant, uniform mean flow, i.e., time-independent ͗ū͘.
The two length scales identified above can be used to define two Reynolds numbers, Re d ϵ͗ū͘d / and Re s ϵ͗ū͗͘s n ͘ A / , where is the kinematic viscosity. It is well established that flow patterns around isolated cylinders are similar at the same Re d . Detailed descriptions of these flows are available in classic papers and in standard fluid mechanics text books, e.g., Refs. 5-7, so only the key regimes relevant to this paper are identified here. As Re d is increased from Stokes flow, flow remains steady and laminar everywhere in the fluid up to Re d Ϸ 40. At Re d Ϸ 40, the isolated cylinder wake begins to oscillate periodically. Next, at Re d Ϸ 90, vortices begin to periodically shed from the cylinder. This unsteady, laminar wake regime continues until Re d Ϸ 200, beyond which the periodic motion of the wake gradually breaks down and the wake becomes turbulent as Re d is increased further. The wake becomes fully turbulent at roughly Re d Ϸ 5000. 6 At sufficiently small , flow around each cylinder in the array resembles flow past an isolated cylinder. In this limit, where ͗s n ͘ A tends to infinity, Re d is the relevant Reynolds number and, for example, transitions between the flow regimes described above occur at the same Re d as in the isolated cylinder wake. At sufficiently large , the array resembles a network of intersecting channels of width ͗s n ͘ A . Accordingly, flow in such arrays is expected to be kinematically and dynamically similar at the same Re s . Arrays considered in this study fall between these limits, such that neither Re d or Re s captures the similarity across flows in different . For simplicity, results will be discussed in terms of Re d only. In the laboratory experiments considered in the present paper, d was kept constant, and differences in Re d result entirely from differences in ͗ū͘ / , i.e., Re d dependence refers specifically to the dependence on ͗ū͘ / .
It is convenient to describe the conservation of a passive solute in a two-dimensional array in terms of temporally and spatially averaged parameters,
͑1͒
Here, Љ denotes the spatial fluctuations of the local temporal average ͑denoted by ͒, Ј denotes the temporal fluctuations, t is time, c͑x , t͒ = ͗c͑͘x , t͒ + cЉ͑x , t͒ + cЈ͑x , t͒ is the solute concentration, v͑x , t͒ = ͑u , v͒ = ͗v͑͘x , t͒ + vЉ͑x , t͒ + vЈ͑x , t͒ is the fluid velocity, and D m is the molecular diffusion coefficient of the solute. By definition, cЈ , vЈ , ͗cЉ͘ , ͗vЉ͘ = 0. Also, by our definition of the Cartesian coordinates, ͗v͘ = 0. In uniform, time-independent mean flow through a spatiallyhomogeneous random array, long-range velocity correlations are not expected because of the obstructions.
9,10 Accordingly, Fickian dispersion is expected after sufficiently long time after the solute is introduced to the flow, once the spatial scale over which the mean concentration gradient varies exceeds the finite scales of velocity correlations. where K jj are the coefficients for asymptotic ͑long-time/ long-distance͒ net dispersion. The first equality in Eq. ͑2͒ states that the sum of the fluxes on the right-hand side of Eq. ͑1͒ obeys Fick's law. The second equality states that K jj is spatially homogeneous, which is expected in a homogeneous array.
In the present study, we are only concerned with the lateral component of the macroscopic dispersion coefficient, K yy . Consider an experiment in which solute particles are released continuously from a point source ͑x = 0͒. Then, c͑x͒ is the temporal average of the solute concentration observed at some point x during a single experiment, and ͗c͑͘x͒ is its ensemble average. If the solute is transported according to Eq. ͑2͒, the lateral variance of its distribution is related to K yy as 13 
K yy
͗ū͘d = 1 2d d dx ͫ͗ y 2 ͑x͒͘ + ͳͩ m 1 m 0 ͑x͒ͪ 2 − ͳ m 1 m 0 ͑x͒ ʹ 2 ʹͬ ,
͑3͒
where y 2 and m 1 / m 0 are the variance and the center of mass, respectively, of the time-averaged lateral concentration distribution at a given x in a single experiment; ͗m 1 / m 0 ͘ and the expression inside ͓ ͔ are the center of mass and the variance, respectively, of ͗c͘ at a given x. From Eq. ͑2͒, it follows that d͗m 1 / m 0 ͘ / dx = 0. Further, since m 1 / m 0 is the mean lateral displacement of many solute particles, d͗͑m 1 / m 0 ͒ 2 ͘ / dx also approaches zero at sufficiently large x. Then, Eq. ͑3͒ reduces to
The right-hand side of Eq. ͑4͒ is commonly referred to as the "relative" Conversely, the model predicts that at large ͑Ͼ0.19͒, turbulence does not contribute significantly to asymptotic dispersion and, consequently, that the contribution from the tortuous flow path, i.e., the time-averaged, spatially heterogeneous velocity field, dominates. In dense arrays, physical reasoning suggests that the time-averaged velocity field, and therefore its contribution to lateral dispersion, are determined primarily by the local cylinder configuration and, therefore, do not depend strongly on Re d . Therefore, K yy / ͑͗ū͘d͒ at Ͼ 0.19 is not expected to depend strongly on Re d either. To our knowledge, the Re d -dependence of the time-averaged velocity field has not been investigated directly. Nevertheless, the good agreement between experiment and the model of Tanino and Nepf, 4 which assumes a Re d -independent contribution from the tortuous flow path, supports this conjecture. Indeed, Hill et al. 17 made the same conjecture for dense arrays of randomly distributed spheres, based on their observation that the spatial variance of the transverse components of velocity normalized by ͗ū͘ 2 differs by less than 4% between Stokes flow and Re d = 113 in their numerical simulations at = 0.588. The same conjecture has also been made for rhombohedrally distributed spheres. 18 In fully turbulent flow, d͗ y 2 ͘ / dx is expected to be independent of Re d at all x. This implies that ͗ y 2 ͑͘x͒ is also Re d -independent at all x in this flow regime, given the same initial distribution of the solute ͓͗ y 2 ͑x =0͒͘ =0͔. Indeed, ͗ y 2 ͘ was observed 16 
20
This disagreement may be due to their 20 flow not being fully developed at the solute source or measurements being collected at very short distances ͑x / d =8-26͒. Although Serra et al. 20 reported that their estimates of K yy did not vary with x within this range, comparison with experiments reported in the present paper suggests that they were sampling in the pre-asymptotic regime ͑Sec. III C͒.
In this study, a set of laser-induced fluorescence ͑LIF͒ experiments were performed in arrays of = 0.20 and 0.35 at selected Re d in the range of Re d = 48-120. Visualizations of pore-scale mixing are presented, and the observed Re d dependence is discussed qualitatively ͑Sec. III A͒. Timeaveraged concentration profiles are discussed in Secs. III B and III C, in terms of their deviation from a Gaussian distribution, their variance, and the evolution of these two parameters with x. The growth rate of the variance is also compared to the corresponding K yy / ͑͗ū͘d͒ in fully turbulent flow presented in Ref. 4 , and pre-asymptotic and asymptotic regimes are identified. 
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II. MATERIALS AND METHODS

A. Flume and cylinder array configuration
Laboratory experiments were conducted in a recirculating Plexiglas flume with a ͑x ϫ y͒ = 284 cmϫ 40 cm test section. The volumetric flow rate was measured with an in-line flow meter; its temporal variations ranged in magnitude from 1% to 4% in the present experiments. Flow is approximately uniform within an emergent array. 4, 12 Therefore, the temporally and spatially averaged interstitial velocity ͗ū͘ is approximated by its cross-sectional average, which was calculated as the temporal average of the volumetric flow rate divided by the width of the test section, the temporally and spatially averaged water depth ͑͗H ͒͘, and 1 − . Note that the mean water depth decreases along the length of the array to balance the net drag exerted on the flow. 21 The maximum decrease in mean water depth between the solute source and the LIF measurement location was 17% of the depth at the solute source. For consistency, ͗ū͘, and thus Re d , for a given experiment will be defined at the solute source in this paper. The range of experimental conditions examined is summarized in Table I .
Cylindrical maple dowels of diameter d = 0.64 cm ͑Saunders Brothers, Inc.͒ were inserted into perforated polyvinyl chloride sheets of either 20% or 35% hole fraction to create 280 cm-long arrays of two densities: = 0.20 and 0.35. These custom-made sheets were manufactured previously 4 by generating uniformly distributed random coordinates for the hole centers until the desired number of nonoverlapping holes was assigned; nonoverlapping holes were defined to not have any other hole center fall within a 2d ϫ 2d square around its center. The = 0.35 array was created by filling all of the holes in the 35% hole fraction sheets. Different = 0.20 arrays were created by selecting different combinations of the 20% and 35% hole fraction sheets. In doing so, more array realizations could be included in the ensemble average. Where 35% hole fraction sheets were used to create a = 0.20 array, the holes that were filled were selected using MATLAB's random number generator. The cylinders are perpendicular to the horizontal bed of the test section.
B. LIF experiments
LIF was used to measure the lateral concentration distribution at ͑x ,Re d ͒ selected systematically between Re d =48 and 120 and x = 38 and 234 cm ͑x = 0 is the solute source͒. The procedure was essentially the same as that described in Ref. 4 , so only key steps are presented here. Dilute rhodamine WT was injected continuously with a syringe pump ͑Orion Sage™ M362͒ from a needle embedded within the array. The rate of injection was matched visually to the local flow. A single horizontal beam of argon ion laser ͑Coherent INNOVA R 70 and 70 C ion laser͒ passed laterally through the flume at a single streamwise position, x, downstream of the solute source ͑Fig. 3͒. A charge-coupled device camera ͑Sony XCD-X710͒ recorded the line of fluoresced solute from above the flume in a sequence of 1024ϫ 48 bitmap images. 530 and 515 nm long-pass filters ͑Midwest Optical Systems, Inc.͒ were attached to the camera to filter out the laser beam. Preliminary measurements confirmed that the recorded fluorescence intensity was linearly proportional to rhodamine WT concentration; for simplicity, the former was used in all analyses. For each experiment, cylinders were removed to create a single 1.3-cm gap in the array, which allowed the laser beam to pass through the entire width of the flume.
Instantaneous intensity profiles were extracted from the images, corrected for background and anomalous pixel intensities, and averaged over the duration of the experiment to yield a time-averaged intensity profile, I͑y , t͒. The duration of the experiments in = 0.20 ranged from 46 to 213 s ͑4.5-18.9 frames/s͒. In = 0.35, images were collected over 94 s ͑10.1-10.7 frames/s͒ in all but six runs; the duration of the other six runs ranged from 80 to 112 s ͑9.0-12.5 frames/s͒. The high frame rate at = 0.20 arose because one of the two computers used was able to record images at a faster frame rate. The time-averaged profile was further corrected for noise and background. Two quantitative parameters were considered in describing I͑y , t͒. First, its variance was calculated as
where m j ͑x͒ is the jth moment,
y j I͑y,t͒dy. ͑6͒ y = 0 is defined at the lateral position of the solute source. The zeroth, first, and second moments and the corresponding y 2 were calculated by setting the limits of integration in Eq. ͑6͒, 1,2 , at the two edges of the images. Next, 1,2 were redefined as 1,2 = ͑m 1 / m 0 ͒ Ϯ 4 y and the calculation was repeated. These limits were applied to prevent small fluctuations at large distances from the center of mass from unrealistically increasing the variance estimate. Second, the deviation of I͑y , t͒ from a Gaussian distribution was parameterized by
where 1,2 = ͑m 1 / m 0 ͒ Ϯ 3 y and I G ͑y͒ is a Gaussian distribution with unit total mass and with the same center of mass ͑m 1 / m 0 ͒ and y 2 as I͑y , t͒.
III. EXPERIMENTAL RESULTS AND DISCUSSION
By analogy with turbulent diffusion, dispersion in a homogeneous array is expected to become Fickian once the plume becomes well-mixed at, and significantly larger than, the spatial scales of all contributing mechanisms. 9, 11, 12 In steady laminar flows and in turbulent flows through dense random arrays, the mechanisms that contribute to ͑macro-scopic͒ lateral dispersion are molecular diffusion, turbulent diffusion, and dispersion associated with the tortuous flow path. Turbulent eddies are constrained by the local cylinder spacing, and thus the largest eddies scale with ͗s n ͘ A in dense arrays. 4 Dispersion associated with the tortuous flow path can be modeled as a series of independent, discrete lateral deflections that fluid particles undergo as they flow around cylinders; each deflection is expected to scale with d. 22, 23 Accordingly, asymptotic dispersion is expected once
The initial ͑small x͒ growth of the ensemble-averaged variance of the plumes may be approximated by ͗ y 2 ͘ =2D pore t =2D pore x / ͗ū͘, where the diffusion coefficient D pore characterizes pore-scale mixing. Then, the mean streamwise distance that the solute is advected before achieving asymptotic behavior, x c , is expected to scale as
In steady laminar flow, D pore is the molecular diffusion coefficient D m , and x c / d is linearly proportional to the Peclet number Peϵ͗ū͘d / D m . This Pe dependence has been observed in simulations of different types of steady laminar obstructed flows, e.g., in packed beds of spheres, 24, 25 in periodic cylinder arrays, 3 and in a lattice network. 26 In contrast, in turbulent flow, turbulent mixing is the dominant mechanism for pore-scale mixing. Then, D pore ϳ͗ ͱ k t ͘l t , where k t is the turbulent kinetic energy per unit mass and l t is the integral length scale of turbulence. Recall that d Ͼ ͗s n ͘ A in the arrays considered in the present paper ͑Sec. I; Table I͒ . Under these conditions, Eq. ͑8͒ yields
.
͑9͒
It was previously 4 shown that the integral length scale is accurately described by l t / d = min͕1,͗s n ͘ A / d͖ in fully turbulent flow. Then, in the arrays considered in this paper,
which decreases monotonically as increases. Further, Eq. ͑10͒ is expected to be valid in transitional turbulent flow as well, because the physical reasoning behind it, i.e., that the cylinder spacing limits the size of the largest turbulent eddies, involves only a purely geometric constraint. In contrast, mean turbulence intensity, ͗ ͱ k t / ͗ū͘͘, is expected to depend strongly on Re d . In fully turbulent flow, ͗ ͱ k t / ͗ū͘͘ can be described by scale models in Ref. Fig. 4 for a given .
Note that this schematic further assumes that d͗ y 2 ͘ / dx at a given Re d increases monotonically as it approaches its asymptotic ͑large x͒ limit. With this pre-asymptotic behavior, ͗ y 2 ͑x͒͘ at a given x necessarily increases with Re d until fully turbulent flow is reached for all x, consistent with previous 16 observations ͑Fig. 4͒. It should be noted that in flows in which the lateral velocity autocorrelation function takes on negative values, d͗ y 2 ͘ / dx will decrease with increasing x at some x Ͻ x c prior to achieving its asymptotic limit, as highlighted in the classic paper by Taylor. 29 A transient decrease in the dispersion coefficient has been observed in numerical simulations of randomly packed bed of spheres 25 and of lattice networks. 
left to right. The fluorescein injection position was fixed over ͑a͒-͑d͒ and over ͑e͒-͑h͒. In ͑a͒-͑d͒, fluorescein was injected along the upstream edge of the cylinder marked with a ϫ; in ͑e͒-͑h͒, the source is visible in the photo. In ͑e͒-͑h͒, the distance between the source and the cylinder marked with a white ϫ is 6.0 cm. Vortex shedding can be observed downstream of one of the cylinders in ͑a͒ ͑dotted oval͒. Re d = 180 in the = 0.35 array, the interface between the tracer and the ambient fluid was blurred, and the tracer was well mixed at the pore scale and distributed over distances larger than d and ͗s n ͘ A by the time it reached the right edge of the respective photos ͓Figs. 5͑c͒, 5͑d͒, and 5͑h͔͒. The rapid pore-scale mixing and the absence of any apparent periodicity are indicative of turbulent flow, in which smallscale turbulence provides an additional, much faster mechanism for mixing within the pores. Recall that the tracer plume must be well mixed and much wider than d and ͗s n ͘ A for its dispersion to be asymptotic. Based on the observations above, we expect that beyond the steady laminar flow regime, the distance solute particles are advected before their dispersion becomes asymptotic, x c , is smaller at higher Re d .
B. Deviation of the time-averaged concentration profile from a Gaussian distribution
Fickian dispersion of solute released from a point source results in a Gaussian concentration distribution. Therefore, the deviation of the time-averaged concentration profile, I͑y , t͒, from a Gaussian distribution is a convenient measure of the proximity to Fickian behavior. For reference, selected I͑y , t͒ are presented in Fig. 6 . The time-averaged profiles gradually approach a Gaussian distribution as x increases, and this trend is reflected in the corresponding reduction in the mean normalized squared deviation, C ms ͓Eq. ͑7͔͒.
The ensemble-averaged C ms are presented in Fig. 7 as a function of x / d, which is the expected number of cylinders in a d ϫ x area ͑multiplied by / 4͒. Two salient trends can be identified at each . 16 The high Re d ͑=310-340͒ data for = 0.20 were selected from this regime, i.e., both ͗ y 2 ͘ and d͗ y 2 ͘ / dx are independent of Re d . 4 At = 0.35, Re d -independent ͗ y 2 ͘ could not be confirmed under experimental conditions considered previously 4, 16 or in the present study, i.e., at Re d Ͻ 400. Therefore, y 2 ͑x͒ at ͑ ,Re d ͒ = ͑0.35, 300-390͒ is expected to be smaller than in fully turbulent flow for all x ͑cf. Fig. 4͒ . Unfortunately, the laboratory flume cannot accommodate Re d Ͼ 400 at this . 4 Both ͗ y 2 ͑x͒͘ and d͗ y 2 ͘ / dx decrease as Re d decreases below Re d Ϸ 100 at both ͑Figs. 8 and 9͒. As depicted in Fig. 4 , this Re d dependence of d͗ y 2 ͘ / dx at transitional Re d is attributed to pre-asymptotic effects, i.e., the plume reached the measurement location before the solute particles experienced a sufficiently large subset of velocities in the array or, equivalently, before the solute particles dispersed over scales much larger than d and ͗s n ͘ A ͓Eq. ͑8͔͒. A qualitatively similar increase in d͗ y 2 ͘ / dx with ͗ū͘ / at a fixed x, and subsequent ͗ū͘ / independence at high ͗ū͘ / , have been observed in ceramic foam. 34, 35 If the observed Re d dependence of d͗ y 2 ͘ / dx is indeed due to pre-asymptotic effects, then d͗ y 2 ͑x͒͘ / dx is expected to approach its asymptotic value in fully turbulent flow at sufficiently large x ͑=x c ͒ ͑Fig. 4͒. At ͑ ,Re d ͒ = ͑0.20, 58-61͒, flow is steady and laminar ͓Fig. 5͑a͔͒, and the predicted x c / d ͓ϳ3 ϫ 10 4 , Eq. ͑8͔͒ is two orders of magnitude larger than the length of the laboratory array ͑x / d =88͒. Accordingly, d͗ y 2 ͘ / dx remains smaller than its asymptotic value at high Re d ͑=310-340͒ for all x considered ͓Fig. 
