In this study, we present several image segmentation techniques for various image scales and modalities. We consider cellular-, organ-, and whole organism-levels of biological structures in cardiovascular applications. Several automatic segmentation techniques are presented and discussed in this work. The overall pipeline for reconstruction of biological structures consists of the following steps: image pre-processing, feature detection, initial mask generation, mask processing, and segmentation post-processing. Several examples of image segmentation are presented, including patient-specific abdominal tissues segmentation, vascular network identification and myocyte lipid droplet micro-structure reconstruction.
Introduction
Numerical modeling in biomedical applications has remained a challenge for many years. Individualized numerical simulations of physiological processes in the human body received a great deal of attention over several decades, and a vast number of models have been described in the literature. Contemporary resolution of medical images and new algorithms for their post-processing allow us to develop high resolution numerical models of various processes at cellular-, organ-, and whole organism-levels [1] [2] [3] [4] [5] . Given an imaging dataset, one performs image segmentation, volume reconstruction, and numerical discretization. In this paper, we present and develop methods and algorithms for construction of patient-specific and cellular micro-structure discrete geometric models for cardiovascular biomedical applications.
The cornerstone of medical image processing is the segmentation process that assigns labels to the voxels. Each biomedical application imposes specific restrictions on both the input medical images and the output patient-specific model, and, therefore, calls for a specific class of 3D segmentation methods. Various medical image segmentation techniques have been developed [6] [7] [8] .
The most promising fully automatic segmentation methods belong to the class of atlas-based segmentation techniques [9] [10] [11] . The patient-specific segmentation is obtained from the atlas of presegmented images of other individuals. This atlas should contain enough different cases for accurate mapping of the new patient data. Thus, the atlas-based approach requires a huge amount of expert segmentation for preparation of atlases and development of algorithms dealing with big data. The application area of atlas-based methods is limited due to lack of the specialized presegmented atlases. Semi-automatic or supervised segmentation technologies require interaction with the expert. They are used primarily for segmentation of particular organs and tissues.
In this paper, we focus on two cardiovascular applications: haemodynamics and electrophysiology modeling. One can consider the cardiovascular modeling at different scales. The electrocardiography (ECG) forward calculations require the patient-specific segmented thoracic model [12, 13] . The bidomain electrophysiology simulation requires the detailed model of the heart ventricles and atria. Whole body haemodynamics modeling requires the full blood vessel network [3, 4, 14] . Local haemodynamics modeling requires the patient-specific local reconstruction of coronary and cerebral arteries [15, 16] . The analysis of internal structure of cardiac cells requires the volume reconstruction of micro-structures [17] . Different image acquisition and segmentation techniques are used in these applications.
In this study, we address several segmentation techniques for contrast-enhanced Computed Tomography (ceCT), contrast-enhanced Computed Tomography Angiography (ceCTA), and Electron Microscopy (EM) images.
The overall pipeline for reconstruction of biological structures in cardiovascular applications consists of the following common steps: image pre-processing, feature detection, initial mask generation, mask processing, and segmentation post-processing. The pre-processing step is usually used to smooth the input data and filter noise. Feature detection is a very application-specific step: we use textural features [18] for segmentation of parenchymal organs and vesselness filter [19] for arteries segmentation. We also utilize different mask generation, mask processing, and segmentation post-processing methods in our applications: the level set methods [20] are used for parenchymal organs, and isoperimetric distance trees [21] and distance ordered homotopic thinning [22, 23] are used in vessel segmentation. The modality-and structure-specific features of segmentation process are presented in detail in this work.
Various segmentation methods are used for generation of discrete models suitable for ECG forward calculations. In our previous work, we used several techniques for adaptation of the segmented reference human model to different individuals. This technique relies on anthropometric scaling, control points mapping and supervised segmentation [24, 25] . We extend our segmentation techniques for electrophysiology modeling and ECG forward calculations with heart ventricles and the atria supervised segmentation method [26] . In this paper, we evaluate several ideas for automatic segmentation of thorax and abdominal tissues using ceCT images in order to improve ECG modeling.
Our previous technique of coronary artery segmentation and graph network reconstruction for haemodynamics modeling [23] is improved and extended for both coronary and cerebral arteries using ceCTA. This technique reconstructs both the 3D segmented image and 1D centerlines network. The segmented image may be used for 3D discrete mesh generation, and the 1D vessels network may be used in 1D haemodynamics modeling. The improved algorithm for coronary artery segmentation includes an additional aorta border cleaning step. The cerebral artery segmentation method is designed in the same way as in [23, 27, 28] .
There are several approaches for cerebral artery segmentation. Some of them [29, 30] are focused only on the brain arteries, ignoring neck vessels. Another semi-automatic approach is based on the level set methods [31] . Olivier Cuisenaire, in his work [32] , takes advantage of the active objects method, requiring the localization of initial seed points at the vessel ends; user interaction is reduced by the use of a patient-adapted anatomical model. However, in some cases, supervised initialization is still required. Our technique is based on the following idea. First, all arteries in the domain are segmented by the vesselness filter; second, the 1D structure is reconstructed by the thinning process. Thus, blood vessel ends are extracted automatically and no initial seeds are required.
In this work, we discuss the segmentation techniques for reconstruction of cardiac cell micro-structure from EM images. The huge size of typical EM images requires the use of automatic methods. The supervoxels, shape features, and machine learning techniques may be used to reduce the problem sizes and detect specific micro-structures [33] . In our work, we uncovered inhomogeneity in some myocyte lipid droplets; and we applied basic threshold-based methods for reconstruction of internal structure of these lipid droplets.
In this study, we present in detail the segmentation techniques for cardiovascular biomedical applications, the enhanced automatic algorithm for coronary and cerebral arteries segmentation with alternative segmentation correction step, and the reconstruction of inhomogeneous structure of lipid droplets in human myocyte cells.
The paper outline is as follows. In Section 2, we discuss and present segmentation methods for ceCT, ceCTA, and EM images. In particular, we consider segmentation of abdominal parenchymal organs, coronary and cerebral arteries, and myocyte micro-structure. In Section 3, we demonstrate the results of the proposed techniques. Section 4 concludes the paper with discussions.
Segmentation Techniques
The bioelectrical inhomogeneities of the human thorax affect the ECG forward calculation. Reconstruction of a fully heterogeneous model remains time-consuming and labor-intensive as a complete automatic segmentation is not available. Recent research on influence of different tissues [34] on ECG signals suggests that muscle, lungs and fat tissues are more important than the others. Most of these tissues can be segmented automatically [35] [36] [37] [38] . In this paper, we will focus on segmentation of abdominal parenchymal organs. The liver is a typical example of these organs. Its size and proximity to the heart indicate noticeable influence on ECG modeling.
Segmentation of Abdominal Parenchymal Organs
In this part, we propose a method for segmentation of abdominal parenchymal organs. The main steps of the algorithm are binary mask generation using analysis of CT texture features and further extraction of the 3D organ models.
The fully automatic segmentation of abdominal cavity is a complicated task because of several factors. First, there is a large anatomical variability of patients; second, medical images come from different devices and have different properties; third, similar intensity values for adjacent organs make boundary detection difficult. To partly overcome this problem, we considered contrast-enhanced CT as input data. Multiphase CT-scans are performed in order to enhance contrast between anatomical structures. The main phases of enhancement are as follows: without contrast (non-enhanced CT), arterial, portal and late phase. In our research, the smoothed CT-scans of the portal phase are used.
We have experimented with several segmentation techniques. In [39] , we proposed a method of the piecewise affine mapping of the segmented reference model. This transformation requires a set of the control points defined on both reference and patient images. Control point localization is a very time-consuming task that requires a good understanding of human anatomy. We have also investigated some strategies based on the voxel clustering [33, 40] . The clusterization algorithm takes into account only intensities and distances between voxels. However, the abdominal organs boundaries are not always clear, since the intensity ranges overlap. Therefore, some clusters contain voxels belonging to different tissues. It makes further cluster processing complicated. In addition, parameters of cluster generation highly depend on intensity range of the input image, which makes fully automatic segmentation difficult. We also implemented several methods proposed in [41] . Most of them are based on the gray level analysis and take into account anatomical peculiarities of the patient. These semi-automatic methods are rather good, but are sensitive to dataset variations because of gray levels variability between patients.
We propose a method that is robust to inter-patient gray level and anatomical variability. The main idea is based on two properties of parenchymal organs: homogeneous structure and relatively sharp boundaries on the images with contrast. We use texture analysis to measure these properties. In [18] , some texture features were proposed for 2D image classification. We used these ideas for segmentation of 3D medical images.
Textural features are computed using s × s × s voxel neighborhood, where s is an odd number greater than 1. In our study, we considered several textural features: contrast, inverse difference moment, second angular moment, etc. From all experimental results, the entropy was chosen as the most informative and easily processed. It is easy to verify that the range of entropy values is [0; ln n(s)], where n(s)
is the doubled number of connections in the cubic neighborhood. Let p be the spatial-dependence matrix [18] , p(i, j) be its (i, j) entry. One can prove that entropy
achieves its maximum value ln n(s), if the number of different adjacent voxel pairs is equal to the number of connections in the neighborhood. This entropy property describes two important anatomical peculiarities used for segmentation process in this study: voxels inside of parenchymal organs have low entropy values because of the homogeneous structure and voxels of the boundary have high values because of diversity of intensities in the neighborhood. Figure 1 demonstrates the result of entropy computation for different neighborhood sizes (s = 3, 5). Experiments with different datasets have shown that the 3 × 3 × 3 voxel neighborhood (s = 3) is sufficient for parenchymal organs detection. In this case, n(3) = 108 and ENT ∈ [0, 5). Using thresholding, we can obtain the corresponding binary masks (rf. Figure 2) . Analyzing a histogram, we have selected thresholds for s = 3 equal to three and verified it experimentally with CT images of different patients. This threshold value provides rather good results for different datasets. The second step of our algorithm is 3D volume extraction. Binary mask does not represent organs as separated components because of the multiple "leaks". We use active contours method for extraction of parenchymal organs. We compared several implementations of active contours methods [20, 42, 43] . The most convenient one for our purposes is the level set function implemented in Convert3D tool from ITK SNAP (Philadelphia, PA, USA) ( [44] ). The coordinates of seed points can be found automatically using prior anatomical knowledge.
The evolution of closed surface C(u, v; t) is governed by the equation:
where − → n is the unit normal vector to the contour. Two forces act on the contour in the normal direction: αg I is the internal force (the propagation term) and βκ is the external force (the spatial modifier term), where κ is the mean curvature of the contour, g I is the speed function computed from the input image, and α, β are scalar constants. Equation (2) describes the velocity of every point of the contour at any moment of time. The propagation term is proportional to the values of the feature image, computed from the input image voxelwise by some function. The advantage of our method is that the binary mask from the previous step is used directly as a feature image eliminating the necessity to compute it explicitly. The spatial modifier term controls the smoothness of the evolving contour and is approximately proportional to the curvature of the contour at the point. Relation between forces can be controlled by setting appropriate parameters. One can easily change parameters and observe regions growing using ITK SNAP user graphical interface (Active Contour Segmentation Mode, [44] ). To avoid contour evolution into neighboring structures, we have to maintain a certain smooth shape by setting the spatial modifier term significantly bigger than the propagation term: 0.9-1.0 and 0.1-0.25, respectively. One can slow down contour evolution into domains with high curvature and effectively smooth organ surfaces.
The summary of our algorithm for parenchymal organs segmentation is presented below:
1. Pre-process and smooth the input dataset. 2. Compute the spatial-dependence matrix (specified in [18] ) for all voxels of the smoothed dataset. 3. Compute entropy (1) for each voxel using the spatial-dependence matrix. 4. Obtain the binary mask by entropy values thresholding. 5. Set the seed points for organs extraction. 6. Implement active contours method and extract 3D model.
The results of the proposed segmentation technique are presented in Section 3. This algorithm is especially useful for segmentation of a liver, which is one of the significant organs during ECG modeling.
Vessel Segmentation
In this section, we propose algorithms for automatic segmentation of coronary and cerebral human arteries. We assume that the input data is a 3D DICOM (Digital Imaging and Communications in Medicine) dataset acquired using ceCTA protocol. All algorithms presented in this section are developed for uniform cubic voxel grids; the anisotropic dataset should be resampled prior to segmentation. We also assume that each voxel has 26 adjacent voxels, i.e., voxels with common face, edge or vertex.
Both segmentation techniques are based on the Isoperimetric Distance Trees (IDT) algorithm [21] and Frangi Vesselness filter [19] . Output segmentations are represented by the binary masks that are useful for skeletonization post-processing.
Algorithms for coronary and cerebral cases are almost similar and consist of next essential steps: The aorta segmentation algorithm was presented in our previous work [23] . In the current work, we extend this algorithm to cerebral datasets. Pulmonary arteries are removed by the morphological operations proposed in [27] . Bone elimination is an essential step for cerebral artery segmentation due to vertebral arteries and cervical vertebrae proximity. Assuming both CT and ceCTA datasets are available for the same patient, bones can be automatically darkened with the multiscale matched mask bone elimination algorithm [45] . Otherwise, bones should be segmented and eliminated manually. Ostia points are detected as two distant vesselness maxima near aorta border. Aortic arch branches are defined as connected components of voxels with high vesselness, lying close to aorta border. Aorta border cleaning is the final step, which is necessary since high vesselness values may falsely occur near big bright structures.
We employ the IDT algorithm for aorta segmentation, since aorta is much larger than coronary or cerebral vessels and its segmentation using vesselness filtering is very time consuming. The IDT method starts from the binary mask M init and a voxel c, it cuts the mask M init through bottlenecks and outputs submask M A containing c. Full automatic aorta segmentation can be achieved with the Circle Hough Transform (CHT) [46] (we use its implementation in ITK library [47] ). The transform is used to detect the largest bright disk D and its radius R A on transverse planes. This disk is an aorta cross-section. Initial mask is acquired by thresholding method with a minimal intensity inside of the disk t init as a threshold parameter. The center of the disk is considered as the initial voxel c.
After the IDT stage, some parts of aortic arch branches or coronary arteries may still be included in M A . In the coronary case a simple morphological smoothing of M A is sufficient in order to remove coronary parts and to keep the mask intact. However, carotid and subclavian arteries are bigger than the coronary arteries and thus algorithm requires more sophisticated approach for their removal.
To this end, we define mask smoothing with parameter p as successive deletion of p voxels thick border from the mask (p-border) and addition of p-border. Details of the smoothing method are discussed in [23] . We should note that the smoothing procedure with high parameter values distorts input masks. Next, we use three parameters r, R, t to remove coronary and cerebral arteries from the aorta mask M A . The specific values of these parameters are presented in Section 3. We assume the mask M A is already smoothed with a parameter r and coronary vessels are already excluded. In order to remove the aortic arch branches, the mask M A is copied to the mask M smooth and M smooth is smoothed with high parameter R. After that step, M smooth is distorted but no longer contains any parts of carotid or subclavian arteries. We add t-border to the mask M smooth and intersect it with the mask M A . The last step allows the resulting mask to keep intact the border of the mask M A . To summarize, we refer the reader to the next algorithm: Frangi vesselness filter is a useful instrument for vessel segmentation since it results in high vesselness values inside of the vessels and low values elsewhere. However, the filter may also produce high values near large bright structures like aorta. Authors of [27] proposed the modified vesselness function; however, we observed false filter response only near the aorta, and, thus, we propose an alternative approach for segmentation correction only near the aorta border. It should be noted that conventional remove-islands procedure may not eliminate the segmentation errors since false regions are attached to the arteries.
We define distance map dmap M (v) as the distance to the mask M for each voxel v. The detailed description of distance maps and its construction process are presented in [23] . We assume the mask M V represents the vessels, and the mask M A represents only the aorta. We define the voxel layer 
Segmentation of Lipid Droplets
In this paragraph, we discuss a specific technique for segmentation of internal structure of lipid droplets in human myocyte cells. The myocyte 3D structure is obtained by electron microscopy (EM) that is a key technique to observe tissues on cellular level. One of the EM techniques is a 3D focused ion beam (FIB) method. FIB is applied to the tissue, which was previously embedded and repeatedly milled layer by layer (each about 10 nm thick). These layers may shift during the procedure, hence all segmentation techniques for EM-FIB data require preliminary slice alignment. For additional details on the FIB method, we refer to [17] . The shape of lipid droplets may be easily extracted using threshold method and edge detector [17] , since the lipids have the lowest intensities in the FIB images. The internal structure of some inhomogeneous lipid droplets is noticeable by detailed examination. Figure 3 demonstrates the region containing lipid droplet. This region was cropped from the original EM-FIB data provided by I.R. Efimov of the George Washington University, Department of Biomedical Engineering (Washington, DC, USA).
The structure of the lipid droplets is represented by two intensity ranges: darker intensities represent the inhomogeneous inclusions, and slightly brighter ones determine the shape of the lipid droplet. A naive thresholding approach may produce incorrect results due to different sharpness of 2D image slices. Some of the slices are sharp with low signal-to-noise ratio (SNR), and the others are blurred. We noticed that threshold may be applied successfully only in the case of the smoothed images. Taking it into account, one can smooth the sharp 2D slices and threshold all slices eventually, producing satisfying results. Alternatively, one can apply the 3D Gaussian smoothing to the whole lipid droplet region rather than search for the sharp 2D slices manually. The remove-islands procedure is applied as a final post-processing step. This procedure removes the disconnected regions with volume lower than the parameter threshold.
All steps may be formalized in the next algorithm:
1. Align all 2D slices of the image dataset. 2. Detect all lipid droplets using the threshold method (ref. [17] ). 3. Apply Gaussian smoothing in the vicinity of the lipid droplet. 4. Segment inhomogeneous inclusions by thresholding with the lower parameter. 5. Apply 3D remove-islands procedure.
The two threshold parameters correspond to the local minima of the intensity histogram of the cropped FIB dataset (Figure 4) . The left peak represents the intensities of the inhomogeneous inclusions, the middle peak represents the intensities inside of lipid droplet, and the right peak represents the intensities of surrounding cell structures. The intensity histogram of the homogeneous lipid droplet does not contain explicit local minimum inside the droplet intensity range. The cell organelles with easily detectable boundaries and distinct internal structure may be segmented using the similar technique.
Results
All proposed methods were implemented in our research code using Python and C programming languages. Several intermediate steps were performed using third-party software packages.
The parenchymal organs segmentation technique was implemented using Python programming language. We demonstrate results of experiments on two DICOM datasets. The first dataset represent normal abdominal CTA in venous phase obtained from DICOM with alias name OBELIX from the OsiriX samples database [48] . The second anonymized DICOM dataset was provided by the staff of I. M. Sechenov First Moscow State Medical University, Moscow, Russia.
The entropy feature computation is a computationally expensive step, thus a separate massive parallel OpenCL-based (Open Computing Language) version of the code was implemented using PyOpenCL package. Both sequential CPU (Central Processing Unit) and parallel GPU (Graphics Processing Unit) versions were tested. Intel Core i7 CPU (Santa Clara, CA, USA) was used for CPU version of the code. The GPU version was executed on NVIDIA graphic card GeForce GT 740M (Santa Clara, CA, USA). Both versions result in exactly the same entropy feature distribution, though the GPU version is considerably faster. The computation times of both versions are presented in the Table 1 . The results of spleen and liver segmentation with parameters α = 0.2, β = 0.95 from (2) are presented in Figures 5 and 6 . The 3D model generation was performed using ITK SNAP software (version 3.4.0, University of Pennsylvania, Philadelphia, PA, USA) [44] . Cerebral vessels segmentation algorithm was tested on two ceCTA DICOM datasets with resolutions 512 × 512 × 501 voxels and 512 × 512 × 451 voxels and voxel spacing 0.76 × 0.76 × 0.80 mm and 0.62 × 0.62 × 0.80 mm, respectively. Although the original algorithm was designed for cubic voxel grids, the experiments on slightly anisotropic grids show good results.
Bones were removed manually due to lack of non-enhanced CT data. The parameters r, R and t of the aorta segmentation algorithm were set in accordance with experiments to provide anatomically correct results:
where R A is the actual radius of aorta cross-section estimated by CHT. Frangi Vesselness parameters were set to 0.2, 0.5, 500 and filter was computed at scales 1-5 (ref. [23] for details). In both cases, subclavian, carotid, vertebral arteries and the circle of Willis were successfully segmented. Figure 8 demonstrates the results of automatic segmentation. CPU times are presented in Table 2 for the same Intel Core i7 CPU machine. The vascular network 1D graphs were reconstructed from the segmented images and were used in haemodynamics numerical modeling in the work [49] . The coronary arteries segmentation algorithm was thoroughly tested in our previous works [23, 50] .
The proposed segmentation technique for reconstruction of the lipid droplets internal structure was tested on the FIB dataset that was produced the same way as in [17] . The original image dataset was cropped to the region of interest, containing only one lipid droplet (rf. Figure 3) . The 3D volume of the lipid droplet structure reconstructed by thresholding and post-processing of aligned and smoothed FIB slices is presented in Figure 9 . For the last dataset, thresholds were set to 3 and 54, according to the histogram local minima as described above (Figure 4) .
The inhomogeneous structure is observed only in some lipid droplets. The causes and effects of these inhomogeneities should be further investigated.
Segmentation of the whole myocyte cell 3D structure is important for understanding of myocardial tissue processes on a cellular level. There are two main points in the segmentation strategy for EM images. First, automation is important for segmentation of EM data because of its large size and cellular structure complexity. Manual or semi-automatic segmentation is very difficult in the EM case. Second, EM images contain a variety of different objects (mitochondria, t-tubules, etc.) with overlapping intensity ranges. It is difficult to segment these structures relying only on the local image statistics. In addition, algorithms based on thresholding are inapplicable in most cases. Several works were published on EM segmentation [33, 51] , but none of these algorithms were yet tested with the structure of myocyte cells. These methods are based on two fully automated approaches: clustering and machine learning. According to [40] , clustering downsamples the image into supervoxels, meaningful regions that can be used to replace the rigid structure of the voxel grid. Machine learning does not require special knowledge of the object structure and relies on global image statistics. In summary, the combination of these two approaches satisfies both requirements of EM image segmentation and may be applied to all cell structures. Thus, it should be tested on myocyte EM images.
Discussion
Image segmentation is a crucial process in biomedical modeling. Complex models require segmentation of complex biological structures. Regardless of the image scale, one can use the thresholding technique, if the structure to be segmented has distinct intensity range. However, when several organs or organelles have overlapping intensity ranges, more complex methods are required. In the case of EM, local image statistics are not sufficient in contrast to vessel or abdominal organs segmentation where local information (vesselness and texture features) provides good results. Examples of the overlapping intensities are presented in this work: bone tissue and arteries in ceCTA, abdominal parenchymal organs in CTA, and organelles of myocyte cells in EM. Examples of distinct intensity ranges are lungs in CTA and lipid droplets in EM.
All of the proposed techniques consist of the following common steps: image pre-processing, feature detection, initial mask generation, mask processing, and segmentation post-processing. These techniques have several limitations. Similar intensity values of adjacent organs make boundary detection difficult in abdominal segmentation; we use portal phase ceCT images to overcome this problem. The vessel segmentation algorithm is designed for cubic voxels and performs well for slightly anisotropic voxel grids; highly anisotropic grids should be resampled prior to the segmentation process. Both CT and ceCTA images are required for automatic cerebral arteries segmentation; an additional supervised preprocessing step is needed in case only ceCTA data are available. Nevertheless, the proposed and discussed techniques and algorithms for CTA, ceCTA and EM images show reasonable applicability for object-specific segmentation on various datasets modalities and scales. These methods extend the applicability of the cardiovascular modeling algorithms. Further improvements allow us to create an automated segmentation framework needed for patient-and object-specific numerical modeling.
The important example of modeling application includes the patient-specific haemodynamics modeling. Automatic and correct segmentation of arteries result in more accurate simulation. Another important cardiovascular application is the ECG forward calculation. Automatic algorithms for segmentation of lungs, muscles, fat tissues, and abdominal organs decrease the uncertainty of numerical ECG models.
As the automatic segmentation techniques will eventually be included in everyday practice, the efficiency and speed of the algorithms will become crucial. Some computationally expensive steps of the segmentation process have a great potential to be accelerated using massive parallel programming on GPU devices. For instance, time effectiveness of the proposed cerebral segmentation algorithm can be improved with a parallel version of Frangi Vesselness, which is computed in each voxel of the 3D dataset. Our preliminary experience in accelerating the processing code using OpenCL technology shows promising results.
Conclusions
We presented several techniques of image segmentation for cardiovascular biomedical applications. Segmentation of abdominal parenchymal organs, vessels, and lipid droplets was addressed. The algorithms were designed with automation in mind; user interaction was minimized. The results demonstrated reasonable applicability of the proposed methods to medical image data. OpenCL-accelerated version of the texture-based segmentation algorithm was implemented and tested, showing good computation speed-up. In future work, the segmentation methods will be improved, particularly concerning extension of applications range, inclusion of machine learning techniques, and parallel acceleration.
