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Abstract. A new class of linearizations and `-ifications for mˆm matrix polynomials P pxq of
degree n is proposed. The `-ifications in this class have the form Apxq “ Dpxq`pebImqW pxq where D
is a block diagonal matrix polynomial with blocks Bipxq of size m, W is an mˆqm matrix polynomial
and e “ p1, . . . , 1qt P Cq , for a suitable integer q. The blocks Bipxq can be chosen a priori, subjected
to some restrictions. Under additional assumptions on the blocks Bipxq the matrix polynomial Apxq
is a strong `-ification, i.e., the reversed polynomial of Apxq defined by A#pxq :“ xdegApxqApx´1q
is an `-ification of P#pxq. The eigenvectors of the matrix polynomials P pxq and Apxq are related
by means of explicit formulas. Some practical examples of `-ifications are provided. A strategy for
choosing Bipxq in such a way that Apxq is a well conditioned linearization of P pxq is proposed. Some
numerical experiments that validate the theoretical results are reported.
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1. Introduction. A standard way to deal with an m ˆ m matrix polynomial
P pxq “ řni“0 Pixi is to convert it to a linear pencil, that is to a linear matrix poly-
nomial of the form Lpxq “ Ax´B where A and B are mnˆmn matrices such that
detP pxq “ detLpxq. This process, known as linearization, has been considered in
[17].
In certain cases, like for matrix polynomials modeling Non-Skip-Free stochastic
processes [4], it is more convenient to reduce the matrix polynomial to a quadratic
polynomial of the form Ax2 ` Bx ` C, where A,B,C are matrices of suitable size
[4]. The process that we obtain this way is referred to as quadratization. If P pxq is
a matrix power series, like in M/G/1 Markov chains [25, 26], the quadratization of
P pxq can be obtained with block coefficients of infinite size [28]. In this framework,
the quadratic form is desirable since it is better suited for an effective solution of
the stochastic model; in fact it corresponds to a QBD process for which there exist
efficient solution algorithms [4], [22]. In other situations it is preferable to reduce the
matrix polynomial P pxq of degree n to a matrix polynomial of lower degree `. This
process is called `-ification in [15].
Techniques for linearizing a matrix polynomial have been widely investigated.
Different companion forms of a matrix polynomial have been introduced and analyzed,
see for instance [2, 14, 24] and the literature cited therein. A wide literature exists
on matrix polynomials with contribution of many authors [1, 10, 12, 13, 14, 17, 19,
20, 21, 30, 33], motivated both by the theoretical interest of this subject and by the
many applications that matrix polynomials have [4, 22, 23, 25, 25, 32]. Techniques for
reducing a matrix polynomial, or a matrix power series into quadratic form, possibly
with coefficients of infinite size, have been investigated in [4, 28]. Reducing a matrix
polynomial to a polynomial of degree ` is analyzed in [15].
Denote by Crxsmˆm the set of mˆm matrix polynomials over the complex field
C. If P pxq “ řni“0 Pixi P Crxsmˆm and Pn ‰ 0 we say that P pxq has degree n. If
detP pxq is not identically zero we say that P pxq is regular. Throughout the paper
˚Work supported by Gruppo Nazionale di Calcolo Scientifico (GNCS) of INdAM
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we assume that P pxq is a regular polynomial of degree n. The following definition is
useful in our framework.
Definition 1.1. Let P pxq P Crxsmˆm be a matrix polynomial of degree n. Let q
be an integer such that 0 ă q ď n. We say that a matrix polynomial Qpxq P Crxsqmˆqm
is equivalent to P pxq, and we write P pxq « Qpxq if there exist two matrix polynomials
Epxq, F pxq P Crxsqmˆqm such that detEpxq and detF pxq are nonzero constants, that
is Epxq and F pxq are unimodular, and
EpxqQpxqF pxq “
„
Impq´1q 0
0 P pxq

“: Impq´1q ‘ P pxq.
Denote P#pxq “ xnP px´1q the reversed polynomial obtained by reverting the order of
the coefficients. We say that the polynomials P pxq and Qpxq are strongly equivalent
if P pxq « Qpxq and P#pxq « Q#pxq. If the degree of Qpxq is 1 and P pxq « Qpxq
we say that Qpxq is a linearization of P pxq. Similarly, we say that Qpxq is a strong
linearization if Qpxq is strongly equivalent to P pxq and degQpxq “ 1. If Qpxq has
degree ` we use the terms `-ification and strong `-ification.
It is clear from the definition that P pxq « Qpxq implies detP pxq “ κdetQpxq
where κ is some nonzero constant, but the converse is not generally true. The equiva-
lence property is actually stronger because it preserves also the eigenstructure of the
matrix polynomial, and not only the eigenvalues. For a more in-depth view of this
subject see [15].
In the literature, a number of different linearizations have been proposed. The
most known are probably the Frobenius and the Fiedler linearizations [13]. One of
them is, for example,
xA´B “ x
»———–
Im
. . .
Im
Pn
fiffiffiffifl´
»———–
´P0
Im ´P1
. . .
...
Im ´Pn´1
fiffiffiffifl , (1.1)
where Im denotes the identity matrix of size m.
1.1. New contribution. In this paper we provide a general way to transform
a given m ˆ m matrix polynomial P pxq “ řni“0 Pixi of degree n into a strongly
equivalent matrix polynomial Apxq of lower degree ` and larger size endowed with a
strong structure. The technique relies on representing P pxq with respect to a basis
of matrix polynomials of the form Cipxq “śqj“1, j‰iBjpxq, i “ 1, . . . , q, where Bipxq
such that degBipxq “ di satisfy the following requirements:
1. For every i, j, BipxqBjpxq ´BjpxqBipxq “ 0, i.e., the Bipxq commute;
2. Bipxq and Bjpxq are right coprime for every i ‰ j. This implies that there
exist αi,jpxq, βi,jpxq appropriate matrix polynomials such that Bipxqαi,jpxq`
Bjpxqβi,jpxq “ I.
The above conditions are sufficient to obtain an `-ification. In order to provide a
strong `-ification, we need the following additional assumptions
1. degBipxq “ d for i “ 1, . . . , q;
2. B#i pxq and B#j pxq are right coprime for every i ‰ j.
According to the choice of the basis we arrive at different `-ifications Apxq, where
` ě rn{qs is determined by the degree of the Bipxq, represented as a q ˆ q block
diagonal matrix with mˆm blocks plus a matrix of rank at most m.
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Moreover, we provide an explicit version of right and left eigenvectors of Apxq in
the general case.
An example of `-ification Apxq is given by
Apxq “ Dpxq ` peb ImqrW1, . . . ,Wqs,
Dpxq “ diagpB1pxq, . . . , Bqpxqq, e “ p1, . . . , 1qt P Cq,
Bipxq “ bipxqIm, for i “ 1, . . . , q ´ 1,
Bqpxq “ bqpxqPn ` sIm, dq “ deg bqpxq,
Wipxq P Crxsmˆm, degWipxq ă degBipxq,
where b1pxq, . . . , bqpxq are pairwise co-prime monic polynomials of degree d1, . . . , dq,
respectively, such that n “ d1 ` ¨ ¨ ¨ ` dq, and s is such that λbqpξq ` s ‰ 0 for
any eigenvalue λ of Pn and for any root ξ of bipxq for i “ 1, . . . , q ´ 1. The matrix
polynomial Apxq has degree ` “ maxtd1, . . . , dqu ě rnq s and size mq ˆmq.
If bipxq “ x´ βi are linear polynomials then degApxq “ 1 and the above equiva-
lence turns into a strong linearization, moreover the eigenvalues of P pxq can be viewed
as the generalized eigenvalues of the matrix pencil Apxq
Apxq “ x
»———–
I
. . .
I
Pn
fiffiffiffifl´
»———–
β1I
. . .
βn´1I
βnPn ´ sI
fiffiffiffifl`
»————–
I
...
...
I
fiffiffiffiffifl rW1 . . .Wns
where
Wi “
$’&’%
P pβiqśn´1
j“1, j‰ipβi´βjq
ppβi ´ βnqPn ` sImq´1 for i ă n,
P pβnqśn´1
j“1 pβn´βjq
´ sIm ´ sřn´1j“1 Wiβn´βj otherwise. (1.2)
If P pxq is a scalar polynomial then detApxq “ śni“1px ´ βiqpřnj“1 Wjx´βj ` 1q
so that the eigenvalue problem can be rephrased in terms of the secular equationřn
j“1
Wj
x´βj ` 1 “ 0. Motivated by this fact, we will refer to this linearization as
secular linearization.
Observe that this kind of linearization relies on the representation of P pxq ´śn
i“1Bipxq in the Lagrange basis formed by Cipxq “
śn
j“1, j‰iBjpxq, i “ 1, . . . , n
which is different from the linearization given in [2] where the pencil Apxq has an ar-
rowhead structure. Unlike the linearization of [2], our linearization does not introduce
eigenvalues at infinity.
This secular linearization has some advantages with respect to the Frobenius
linearization (1.1). For a monic matrix polynomial we show that with the linearization
obtained by choosing βi “ ωin, where ωn is a principal nth root of 1, our linearization
is unitarily similar to the block Frobenius pencil associated with P pxq. By choosing
βi “ αωin, we obtain a pencil unitarily similar to the scaled Frobenius one. With these
choices, the eigenvalues of the secular linearization have the same condition number
as the eigenvalues of the (scaled) Frobenius matrix.
This observation leads to better choices of the nodes βi performed according to
the magnitude of the eigenvalues of P pxq. In fact, by using the information provided
by the tropical roots in the sense of [6], we may compute at a low cost particular values
of the nodes βi which greatly improve the condition number of the eigenvalues. From
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an experimental analysis we find that in most cases the conditioning of the eigenvalues
of the linearization obtained this way is lower by several orders of magnitude with
respect to the conditioning of the eigenvalues of the Frobenius matrix even if it is
scaled with the optimal parameter.
Our experiments, reported in Section 6 are based on some randomly generated
polynomials and on some problems taken from the repository NLEVP [3].
We believe that the information about the tropical roots, used in [16] for providing
better numerically conditioned problems, can be more effectively used with our `-
ification. This analysis is part of our future work.
Another advantage of this representation is that any matrix in the form “diagonal
plus low-rank” can be reduced to Hessenberg form H by means of Givens rotation with
a low number of arithmetic operations provided that the diagonal is real. Moreover,
the function ppxq “ detpxI ´Hq as well as the Newton correction ppxq{p1pxq can be
computed in Opnm2q operations [8]. This fact can be used to implement the Aberth
iteration in Opn2m3q ops instead of Opnm4 ` n2m3q of [5]. This complexity bound
seems optimal in the sense that for each one of the mn eigenvalues all the m2pn` 1q
data are used at least once.
The paper is organized as follows. In Section 2 we provide the reduction of any
matrix polynomial P pxq to the equivalent form
Apxq “ Dpxq ` peb ImqrW1pxq, . . . ,Wqpxqs,
that is, the `-ification of P pxq. In Section 2.1 we show that P pxq is strongly equivalent
to Apxq in the sense of Definition 1.1. In Section 3 we provide the explicit form of
left and right eigenvectors of Apxq relating them to the corresponding eigenvectors of
P pxq. In Section 4 we analyze the case where Bipxq “ bipxqI for i “ 1, . . . , q ´ 1 and
Bqpxq “ bqpxqPn ` sI for scalar polynomials bipxq. Section 5 outlines an algorithm
for computing the `-ifications. Finally, in Section 6 we present the results of some
numerical experiments.
2. A diagonal plus low rank `-ification. Here we recall a known companion-
like matrix for scalar polynomials represented as a diagonal plus a rank-one matrix,
provide a more general formulation and then extend it to the case of matrix polynomi-
als. This form was introduced by B.T. Smith in [29], as a tool for providing inclusion
regions for the zeros of a polynomial, and used by G.H. Golub in [18] in the analysis
of modified eigenvalue problems.
Let ppxq “ řni“0 pixi be a polynomial of degree n with complex coefficients,
assume ppxq monic, i.e., pn “ 1, consider a set of pairwise different complex numbers
β1, . . . , βn and set e “ p1, . . . , 1qt. Then it holds that [18], [29]
ppxq “ detpxI ´D ` ewtq,
D “ diagpβ1, . . . , βnq, w “ pwiq, wi “ ppβiqś
j‰ipβi ´ βjq
.
(2.1)
Now consider a monic polynomial bpxq of degree n factored as bpxq “śqi“1 bipxq,
where bipxq, i “ 1, . . . , q are monic polynomials of degree di which are co-prime, that
is, gcdpbipxq, bjpxqq “ 1 for i ‰ j, where gcd denotes the monic greatest common
divisor. Recall that given a pair upxq, vpxq of polynomials there exist unique polyno-
mials spxq, rpxq such that deg spxq ă deg vpxq, deg rpxq ă deg upxq, and upxqspxq `
vpxqrpxq “ gcdpupxq, vpxqq. From this property it follows that if upxq and vpxq are
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co-prime, there exists spxq such that spxqupxq ” 1 mod vpxq. This polynomial can
be viewed as the reciprocal of upxq modulo vpxq. Here and hereafter we denote upxq
mod vpxq the remainder of the division of upxq by vpxq.
This way, we may uniquely represent any polynomial of degree n in terms of the
generalized Lagrange polynomials cipxq “ bpxq{bipxq, i “ 1, . . . , q as follows.
Lemma 2.1. Let bipxq, i “ 1, . . . , q be co-prime monic polynomials such that
deg bipxq “ di and bpxq “ śqi“1 bipxq has degree n. Define cipxq “ bpxq{bipxq.
Then there exist polynomials sipxq such that sipxqcipxq ” 1 mod bipxq, moreover,
any monic polynomial ppxq of degree n can be uniquely written as
ppxq “ bpxq `
qÿ
i“1
wipxqcipxq,
wipxq ” ppxqsipxq mod bipxq, i “ 1, . . . , q,
(2.2)
where degwipxq ă di.
Proof. Since gcdpbipxq, bjpxqq “ 1 for i ‰ j then bipxq and cipxq “ śj‰i bjpxq
are co-prime. Therefore there exists sipxq ” 1{cipxq mod bipxq. Moreover, setting
wipxq ” ppxqsipxq mod bipxq for i “ 1, . . . , q, it turns out that the equation ppxq “
bpxq `řqi“1 wipxqcipxq is satisfied modulo bipxq for i “ 1, . . . , q. For the primality of
b1pxq, . . . , bqpxq, this means that the polynomial ψpxq :“ ppxq´bpxq´řqi“1 wipxqcipxq
is a multiple of
śq
i“1 bipxq which has degree n. Since ψpxq has degree at most n´ 1
it follows that ψpxq “ 0. That is (2.2) provides a representation of ppxq. This
representation is unique since another representation, say, given by w˜ipxq, i “ 1, . . . , q,
would be such that
řq
i“1pw˜ipxq ´ wipxqqcipxq “ 0, whence pw˜ipxq ´ wipxqqcipxq ” 0
mod bipxq. That is, for the co-primality of bipxq and cipxq, the polynomial w˜ipxq ´
wipxq would be multiple of bipxq. The property degpbipxqq ă degpw˜ipxq ´ wipxqq
implies that w˜ipxq ´ wipxq “ 0.
The polynomial ppxq in Lemma 2.1 can be represented by means of the deter-
minant of a (not necessarily linear) matrix polynomial as expressed by the following
result which provides a generalization of (2.1)
Theorem 2.2. Under the assumptions of Lemma 2.1 we have
ppxq “ detApxq, Apxq “ Dpxq ` erw1pxq, . . . , wqpxqs
for D “ diagpb1pxq, . . . , bqpxqq and e “ r1, . . . , 1st.
Proof. Formally, one has Apxq “ DpxqpI `Dpxq´1erw1pxq, . . . , wqpxqsq so that
detApxq “ detDpxqdetpIq `Dpxq´1erw1pxq, . . . , wqpxqsq
“ bpxqp1` rw1pxq, . . . , wqpxqsDpxq´1eq,
where bpxq “śqi“1 bipxq. Whence, we find that detApxq “ bpxq `řqi“1 wipxqcipxq “
ppxq, where the latter equality holds in view of Lemma 2.1.
Observe that for di “ 1 the above result reduces to (2.1) where wi are constant
polynomials. From the computational point of view, the polynomials wipxq are ob-
tained by performing a polynomial division since wipxq is the remainder of the division
of ppxqsipxq by bipxq.
2.1. Strong `-ifications for matrix polynomials. The following technical
Lemma is needed to prove the next Theorem 2.5.
Lemma 2.3. Let B1pxq, B2pxq P Crxsmˆm be regular and such that B1pxqB2pxq “
B2pxqB1pxq. Assume that B1pxq and B2pxq are right co-prime, that is, there exist
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αpxq, βpxq P Crxsmˆm such that B1pxqαpxq `B2pxqβpxq “ Im. Then the 2ˆ 2 block-
matrix polynomial F pxq “
”
αpxq B2pxq
´βpxq B1pxq
ı
is unimodular.
Proof. From the decomposition„
Im 0
B1pxq ´B2pxq
 „
αpxq B2pxq
´βpxq B1pxq

“
„
αpxq B2pxq
Im 0

we have´detB2pxqdetF pxq “ ´detB2pxq. Since B2pxq is regular then detF pxq “ 1.
Lemma 2.4. Let P pxq, Qpxq and T pxq be pairwise commuting right co-prime
matrix polynomials. Then P pxqQpxq and T pxq are also right co-prime.
Proof. We know that there exists αP pxq, βP pxq, αQpxq, βQpxq, matrix polynomials
such that
P pxqαP pxq ` T pxqβP pxq “ I, QpxqαQpxq ` T pxqβQpxq “ I.
We shall prove that there exist appropriate αpxq, βpxq matrix polynomials such that
P pxqQpxqαpxq ` T pxqβpxq “ I. We have
P pxqQpxqpαQpxqαP pxqq ` T pxqpP pxqβQpxqαP pxq ` βP pxqq “
P pxqpQpxqαQpxq ` T pxqβQpxqqαP pxq ` T pxqβP pxq “
P pxqαP pxq ` T pxqβP pxq “ I,
where the first equality holds since T pxqP pxq “ P pxqT pxq. So we can conclude that
also P pxqQpxq and T pxq are right coprime, and a possible choice for αpxq and βpxq
is:
αpxq “ αQpxqαP pxq, βpxq “ P pxqβQpxqαP pxq ` βP pxq.
Now we are ready to prove the main result of this section, which provides an `-
ification of a matrix polynomial P pxq which is not generally strong. Conditions under
which this `-ification is strong are given in Theorem 2.7.
Theorem 2.5. Let P pxq “ řni“0 Pixi, B1pxq, . . . , Bqpxq, and W1pxq, . . . ,Wqpxq
be polynomials in Crxsmˆm. Let Cipxq “ śqj“1, j‰iBjpxq and suppose that the fol-
lowing conditions hold:
1. P pxq “śqi“1Bipxq `řqi“1WipxqCipxq;
2. the polynomials Bipxq are regular, commute, i.e., BipxqBjpxq´BjpxqBipxq “
0 for any i, j, and are pairwise right co-prime.
Then the matrix polynomial Apxq defined as
Apxq “ Dpxq ` peb ImqrW1pxq, . . . ,Wqpxqs, Dpxq “ diagpB1pxq, . . . , Bqpxqq (2.3)
is equivalent to P pxq, i.e., there exist unimodular qˆq matrix polynomials Epxq, F pxq
such that EpxqApxqF pxq “ Impq´1q ‘ P pxq.
Proof. Define E0pxq the following (constant) matrix:
E0pxq “
»—————–
Im ´Im
Im ´Im
. . .
. . .
Im ´Im
Im
fiffiffiffiffiffifl .
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A direct inspection shows that
E0pxqApxq “
»—————–
B1pxq ´B2pxq
B2pxq ´B3pxq
. . .
. . .
Bq´1pxq ´Bqpxq
W1pxq W2pxq ¨ ¨ ¨ Wq´1pxq Bqpxq `Wqpxq
fiffiffiffiffiffifl .
Using the fact that the polynomials Bipxq are right co-prime, we transform the latter
matrix into block diagonal form. We start by cleaning B1pxq. Since B1pxq, B2pxq are
right co-prime, there exist polynomials αpxq, βpxq such that B1pxqαpxq`B2pxqβpxq “
Im. For the sake of brevity, from now on we write α, β, Wi andBi in place of αpxq, βpxq,
Wipxq and Bipxq, respectively. Observe that the matrix
F1pxq “
„
α B2
´β B1

‘ Impq´2q.
is unimodular in view of Lemma 2.3, moreover
E0pxqApxqF1pxq “
»—————–
Im
´B2β B1B2 ´B3
. . .
. . .
Bq´1 ´Bq
W1α´W2β W1B2 `W2B1 ¨ ¨ ¨ Wm´1 Bq `Wq
fiffiffiffiffiffifl .
Using row operations we transform to zero all the elements in the first column of this
matrix (by just adding multiples of the first row to the others). That is, there exists
a suitable unimodular matrix E1pxq such that
E1pxqE0pxqApxqF1pxq “
»—————–
Im
B1B2 ´B3
. . .
. . .
Bq´1 ´Bq
W2B1 `W1B2 ¨ ¨ ¨ Wq´1 Bq `Wq
fiffiffiffiffiffifl .
In view of Lemma 2.4, B1B2 is right coprime with B3. Thus, we can recursively apply
the same process until we arrive at the final reduction step:
Eq´1pxq . . . E0pxqApxqF1pxq . . . Fq´1pxq “ Impq´1q ‘
˜
qź
i“1
Bipxq `
qÿ
i“1
WipxqCipxq
¸
where the last diagonal block is exactly P pxq in view of assumption 1.
Observe that if m “ 1 and Bipxq “ x ´ βi then we find that (2.1) provides the
secular linearization for P pxq.
Now, we can prove that the polynomial equivalence that we have just presented
is actually a strong equivalence, under the following additional assumptions
degBipxq “ d, i “ 1, . . . , q,
n “ dq, degWipxq ă degBipxq
B#i pxq, are pairwise right co-prime.
(2.4)
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Remark 2.6. Recall that, according to Theorem 7.5 of [15] in an algebraically
closed field there exists a strong `-ification for a degree n regular matrix polynomial
P pxq P Cmˆmrxs if and only if `|nm. Conditions (2.4) satisfy this requirement, since
` “ d and d|n.
To accomplish this task we will show that the reversed matrix polynomial of
Apxq “ Dpxq ` peb ImqW , W “ rW1, . . . ,Wqs, has the same structure as Apxq itself.
Theorem 2.7. Under the assumptions of Theorem 2.5 and of (2.4) the secular
`-ification given in Theorem 2.5 is strong.
Proof. Consider A#pxq “ xdApx´1q. We have
A#pxq “ diagpxdB1px´1q, . . . , xdBqpx´1qq ` peb ImqrxdW1px´1q, ¨ ¨ ¨ , xdWqpx´1qs.
This matrix polynomial is already in the same form as Apxq of (2.3) and verifies the
assumptions of Theorem 2.5 since the polynomials xdB1px´1q are pairwise right co-
prime and commute with each other in view of equation (2.4). Thus, Theorem 2.5
implies that A#pxq is an `-ification for
qź
i“1
xdBipx´1q `
qÿ
i“1
xdWipx´1q
ź
j‰i
xdBjpx´1q
“ xdq
˜
qź
i“1
Bipx´1q `
qÿ
i“1
Wipx´1q
ź
j‰i
Bjpx´1q
¸
“ xnP px´1q “ P#pxq,
where the first equality follows from the fact that n “ dq in view of equation (2.4).
This concludes the proof.
Remark 2.8. Note that in the case where the Bipxq do not have the same degree,
the secular `-ification might not be strong: the finite eigenstructure is preserved but
some infinite eigenvalues not present in P pxq will be artificially introduced.
3. Eigenvectors. In this section we provide an explicit expression of right and
left eigenvectors of the matrix polynomial Apxq.
Theorem 3.1. Let P pxq be a matrix polynomial, Apxq its secular `-ification
defined in Theorem 2.5, λ P C such that detP pλq “ 0, and assume that detBipλq ‰ 0
for all i “ 1, . . . , q. If vA “ pvt1, . . . , vtqqt P Cmq is such that ApλqvA “ 0, vA ‰ 0 then
P pλqv “ 0 where v “ ´śqi“1Bipλq´1řqj“1Wjvj ‰ 0. Conversely, if v P Cm is a
nonzero vector such that P pλqv “ 0, then the vector vA defined by vi “śj‰iBjpλqv,
i “ 1, . . . , q is nonzero and such that ApλqvA “ 0.
Proof. Let vA ‰ 0 be such that ApλqvA “ 0, so that
Bipλqvi `
qÿ
j“1
Wjpλqvj “ 0, i “ 1, . . . , q. (3.1)
Let v “ ´pśqi“1Bipλq´1qřqj“1Wjpλqvj . Combining the latter equation and (3.1)
yields
vi “ ´Bipλq´1
˜
qÿ
j“1
Wjpλqvj
¸
“
qź
j“1, j‰i
Bjpλqv. (3.2)
Observe that if v “ 0 then, by definition of v, one has řqj“1Wjpλqvj “ 0 so that, in
view of (3.1), we find that Bipλqvi “ 0. Since detBipλq ‰ 0 this would imply that
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vi “ 0 for any i so that vA “ 0 which contradicts the assumptions. Now we prove
that P pλqv “ 0. In view of (3.2) we have
P pλqv “
qź
j“1
Bjpλqv `
qÿ
i“1
Wipλq
qź
j“1, j‰i
Bjpλqv “
qź
j“1
Bjpλqv `
qÿ
i“1
Wipλqvi.
Moreover, by definition of v we get
P pλqv “ ´
qź
j“1
Bjpλqp
qź
i“1
Bipλq´1q
qÿ
i“1
Wipλqvi `
qÿ
i“1
Wipλqvi “ 0.
Similarly, we can prove the opposite implication.
A similar result can be proven for left eigenvectors. The following theorem relates
left eigenvectors of Apxq and left eigenvectors of P pxq.
Theorem 3.2. Let P pxq be a matrix polynomial, Apxq its secular `-ification
defined in Theorem 2.5, λ P C such that detP pλq “ 0, and assume that detBipλq ‰ 0.
If utA “ put1, . . . , utqq P Cmq is such that utAApλq “ 0, uA ‰ 0, then utP pλq “ 0 where
u “ řqi“1 ui ‰ 0. Conversely, if utP pλq “ 0 for a nonzero vector u P Cm then
utAApλq “ 0, where uA is a nonzero vector defined by uti “ ´utWipλqBipλq´1 for
i “ 1, . . . , q.
Proof. If utAApλq “ 0 then from the expression of Apxq given in Theorem 2.5 we
have
utiBipλq `
˜
qÿ
j“1
utj
¸
Wipλq “ 0, i “ 1, . . . , q. (3.3)
Assume that u “ řqj“1 uj “ 0. Then from the above expression we obtain, for any i,
utiBipλq “ 0 that is ui “ 0 for any i since detBipλq ‰ 0. This is in contradiction with
uA ‰ 0. From (3.3) we obtain uti “ ´utWipλqBipλq´1. Moreover, multiplying (3.3)
to the right by
śq
j“1, j‰iBj yields
0 “ uti
qź
j“1
Bjpλq ` utWipλq
qź
j“1, j‰i
Bjpλq.
Taking the sum of the above expression for i “ 1, . . . , q yields
0 “
˜
qÿ
i“1
uti
¸
qź
j“1
Bjpλq ` ut
qÿ
i“1
Wipλq
qź
j“1, j‰i
Bjpλq “ utP pλq.
Conversely, assuming that utP pλq “ 0, from the representation
P pxq “
nź
j“1
Bjpxq `
qÿ
i“1
Wipxq
qź
j“1, j‰i
Bipxq,
defining uti “ ´utWipλqBipλq´1 we obtain
qÿ
i“1
uti “ ´ut
qÿ
i“1
WipλqBipλq´1 “ ´utpP pλq
qź
j“1
Bjpλq´1 ´ Iq “ ut
and therefore from (3.3) we deduce that utAApλq “ 0.
The above result does not cover the case where detBipλq “ 0 for some i.
9
3.1. A sparse `-ification. Consider the block bidiagonal matrix L having Im
on the block diagonal and ´Im on the block subdiagonal. It is immediate to verify
that Lpeb Imq “ e1 b Im, where e1 “ p1, 0, . . . , 0qt. This way, the matrix polynomial
Hpxq “ LApxq is a sparse `-ification of the form
Hpxq “
»——————–
B1pxq `W1pxq W2pxq . . . Wq´1pxq Wqpxq
´B1pxq B2pxq
´B2pxq . . .
. . . Bq´1pxq
´Bq´1pxq Bqpxq
fiffiffiffiffiffiffifl
4. A particular case. In the previous section we have provided (strong) `-
ifications of a matrix polynomial P pxq under the assumption of the existence of the
representation
P pxq “
qź
i“1
Bipxq `
qÿ
i“1
Wipxq
ź
j‰i
Bjpxq (4.1)
and under suitable conditions on Bipxq. In this section we show that a specific choice
of the blocks Bipxq satisfies the above assumptions and implies the existence of the
representation (4.1). Moreover, we provide explicit formulas for the computation of
Wipxq given P pxq and Bipxq.
We provide also some additional conditions in order to make the resulting `-
ification strong.
Assumption 1. The matrix polynomials Bipxq are defined as follows#
Bipxq “ bipxqI i “ 1, . . . , q ´ 1
Bqpxq “ bqpxqPn ` sI otherwise
where bipxq are scalar polynomials such that deg bipxq “ di and řqi“1 di “ n; the
polynomials bipxq, i “ 1, . . . , q, are pairwise co-prime; s is a constant such that
λbqpξq ` s ‰ 0 for any eigenvalue λ of Pn and for any root ξ of bipxq, for i “
1, . . . , q ´ 1.
In this case it is possible to prove the existence of the representation (4.1). We
rely on the Chinese remainder theorem that here we rephrase in terms of matrix
polynomials.
Lemma 4.1. Let bipxq, i “ 1, . . . , q be co-prime polynomials of degree d1, . . . , dq,
respectively, such that
řq
i“1 di “ n. If P1pxq, P2pxq are matrix polynomials of degree
at most n ´ 1 then P1pxq “ P2pxq if and only if P1pxq ´ P2pxq ” 0 mod bipxq, for
i “ 1, . . . , q.
Proof. The implication P1pxq ´ P2pxq “ 0 ñ P1pxq ´ P2pxq ” 0 mod bipxq is
trivial. Conversely, if P1pxq ´ P2pxq ” 0 mod bipxq for every bi then the entries of
P1pxq´P2pxq are multiples of śqi“1 bipxq for the co-primality of the polynomials bipxq.
But this implies that P1pxq ´ P2pxq “ 0 since the degree of P1pxq ´ P2pxq is at most
n´ 1 while śqi“1 bipxq has degree n.
We have the following
Theorem 4.2. Let P pxq “ řni“0 xiPi be an m ˆm matrix polynomial over an
algebraically closed field. Under Assumption 1, set Cipxq “ śj‰iBjpxq. Then there
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exists a unique decomposition
P pxq “ Bpxq `
qÿ
i“1
WipxqCipxq, Bpxq “
qź
i“1
Bipxq, (4.2)
where Wipxq are matrix polynomials of degree less than di for i “ 1, . . . , q defined by
Wipxq “ P pxqśq´1
j“1, j‰i bjpxq
pbqpxqPn ` sImq´1 mod bipxq, i “ 1, . . . , q ´ 1
Wqpxq “ 1śq´1
j“1 bjpxq
P pxq ´ sIm ´ s
q´1ÿ
j“1
Wjpxq
bjpxq mod bqpxq.
(4.3)
Proof. We show that there exist matrix polynomials Wipxq of degree less than
di such that P pxq ´ Bpxq ” řqi“1WipxqCipxq mod bipxq for i “ 1, . . . , q. Then we
apply Lemma 4.1 with P1pxq “ P pxq ´ Bpxq that by construction has degree at
most n ´ 1, and with P2pxq “ řqi“1WipxqCipxq, and conclude that P pxq “ Bpxq `řq
i“1WipxqCipxq. Since for i “ 1, . . . , q ´ 1 the polynomial bipxq divides every entry
of Bpxq and of Cjpxq for j ‰ i, we find that P pxq ” WipxqCipxq mod bipxq, i “
1, . . . , q. Moreover, for i ă q we have Cipxq “
´ś
j‰i,jăq bjpxqIm
¯
pbqpxqPn ` sImq.
The first term is invertible modulo bipxq since by assumption bipxq is co-prime with
bj for every j ‰ i. We need to prove that the matrix on the right is invertible modulo
bipxq, that is, its eigenvalues µ are such that bipµq ‰ 0. Now, since the eigenvalues
of bqpxqPn ` sIm have the form µ “ bqpxqλ` s, where λ is an eigenvalue of Pn, it is
enough to ensure that for every ξ which is a root of bipxq the value λbqpξq`s is different
from 0 for i “ 1, . . . , q ´ 1. This is guaranteed by hypothesis, and so we obtain the
explicit formula for Wipxq, i “ 1, . . . , q´1 given by (4.3). It remains to find an explicit
expression for Wqpxq. We have WqpxqCqpxq “ P pxq ´řq´1j“1WjpxqCjpxq, where the
right-hand side is made by known polynomials. This way, taking the latter expression
modulo bqpxq we can compute Wqpxq since Cqpxq “śq´1j“1 bjpxqIm is invertible modulo
bqpxq in view of the co-primality of the polynomials b1pxq, . . . , bqpxq. This way we get
the expression of Wq in (4.3).
Remark 4.3. Note that in the case where Pn “ I it is possible to choose s “ 0
so that Equations (4.3) take a simpler form.
We observe that the matrix polynomials Bipxq which satisfy Assumption 1 verify
the hypotheses of Theorem 2.5. Therefore there exists an `-ification of P pxq which
can be computed. In view of Theorem 2.7 we have that this `-ification is also strong
if the following conditions are satisfied:
1. The Bipxq have the same degree d. In our case this implies that deg bipxq “ d
for every i “ 1, . . . , q.
2. The matrix polynomials xdBipx´1q are right coprime. It can be seen that
under Assumption 1 this is equivalent to asking that bip0q ‰ 0 for every
i “ 1, . . . , q and that either Pn ‰ I or ξdbqpξq ` s ‰ 0 for every ξ root of
bipxq, for i ă q.
Here we provide an example of an `-ification of degree 2 for a 2 ˆ 2 matrix
polynomial P pxq of degree 4.
Example 4.4. Let
P pxq “
„
x4 ` 2 ´1
x x3 ´ 1

, b1pxq “ x2 ´ 2, b2pxq “ x2 ` 2, s “ 1.
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Applying the above formulas we obtain
W1pxq “
„
6
5 ´1
1
5x ´1` 2x

, W2pxq “
„´ 115 0´ 15x ´1` x

.
Then we have that Apxq is a degree 2 `-ification for P pxq, that is, a quadratization,
by setting
Apxq “
»——–
x2 ´ 2 0 0 0
0 x2 ´ 2 0 0
0 0 x2 ` 3 0
0 0 0 1
fiffiffifl`
»——–
6
5 ´1 ´ 115 0
1
5x ´1` 2x ´ 15x ´1` x
6
5 ´1 ´ 115 0
1
5x ´1` 2x ´ 15x ´1` x
fiffiffifl .
In the case where bipxq, i “ 1, . . . , q are linear polynomials we have the following:
Corollary 4.5. If bipxq “ x´ βi, i “ 1, . . . , q, then q “ n and
Wi “ P pβiqśn´1
j“1, j‰ipβi ´ βjq
ppβi ´ βnqPn ` sImq´1, i “ 1, . . . , n´ 1,
Wn “ P pβnqśn´1
j“1 pβn ´ βjq
´ sIm ´ s
n´1ÿ
j“1
Wj
βn ´ βj .
Moreover, if P pxq is monic then with s “ 0 the expression for Wi turns simply into
Wi “ P pβiq{śnj“1, j‰ipβi ´ βjq, for i “ 1, . . . , n.
Proof. It follows from Theorem 4.2 and from the property vpxq mod x´β “ vpβq
valid for any polynomial vpxq.
Given n and q ď n, let ` “ rnq s. We may choose polynomials bipxq of degree di
in between `´ 1 and ` such that řqi“1 di “ n. This way Apxq is an mq ˆmq matrix
polynomial of degree `. For instance, if ` “ 2 we obtain a quadratization of P pxq.
If P pxq is monic, that is Pn “ I, we can handle another particular case of `-
ification by choosing diagonal matrix polynomials Bipxq.
Let Bipxq “ diagpdpiq1 pxq, . . . , dpiqm pxqq “: Dipxq be monic matrix polynomials such
that the corresponding diagonal entries of Dipxq and Djpxq are pairwise co-prime for
any i ‰ j so that the second assumption of Theorem 2.5 is satisfied. Let us prove
that there exist matrix polynomials Wipxq such that degWipxq ă degDipxq and
P pxq “
qź
i“1
Dipxq `
qÿ
i“1
WipxqCipxq, Cipxq “
qź
j“1, j‰i
Dipxq, (4.4)
so that Theorem 2.5 can be applied. Observe that equating the coefficients of xi in
(4.4) for i “ 0, . . . , n´1 provides a linear system of m2n equations in m2n unknowns.
Equating the jth columns of both sides of (4.4) modulo d
piq
j pxq yields
P pxqej mod dpiqj pxq “
nź
s“1, s‰i
d
psq
j Wipxqej mod dpiqj pxq, i “ 1, . . . ,m.
The above equation allows one to compute the coefficients of the polynomials of degree
at most degDjpxq´1 in the jth column of Wjpxq by means of the Chinese remainder
theorem.
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5. Computational issues. In the previous section we have given explicit formu-
las for the (strong) `-ification of a matrix polynomial satisfying Assumption 1. Here
we describe some algorithms for the computation of the matrix coefficients Wipxq.
In the case where d “ 1, the equations given in Corollary 4.5 provide a straight-
forward algorithm for the computation of the matrices Wi for i “ 1, . . . , n. In the case
where di “ deg bipxq ą 1 for some values of i we have to apply (4.3) which involve
operations modulo scalar polynomials bipxq for i “ 1, . . . , q.
The main computational issues in this case are the evaluation of a scalar polyno-
mial modulo a given bipxq, the evaluation of the inverse of a scalar polynomial modulo
bipxq and the more complicated task of evaluating the inverse of a matrix polynomial
modulo bipxq.
In general we recall that, given polynomials vpxq and bpxq such that vpxq is co-
prime with bpxq, there exist polynomials αpxq and βpxq such that
αpxqvpxq ` βpxqbpxq “ 1. (5.1)
This way, we have αpxq “ 1{vpxq mod bpxq.
There are algorithms for computing the coefficients of αpxq given the coefficients
of vpxq and bpxq. We refer the reader to the book [7] and to any textbook in computer
algebra for the design and analysis of algorithms for this computation. Here, we recall
a simple numerical technique, based on the evaluation-interpolation strategy, which
can be also directly applied to the matrix case.
Observe that from (5.1) it turns out that αpξjq “ 1{vpξjq for j “ 1, . . . , d, where
ξj are the zeros of the polynomial bpxq of degree d. Since αpxq has degree at most
d ´ 1, it is enough to compute the values 1{vpξjq in order to recover the coefficients
of αpxq through an interpolation process. This procedure amounts to d evaluations
of a polynomial at a point and to solving an interpolation problem for the overall
cost of Opd2q arithmetic operations. If the polynomial bpxq is chosen in such a way
that its roots are multiples of the dth roots of unity then the evaluation/interpolation
problem is well conditioned, and it can be performed by means of FFT which is a fast
and numerically stable procedure.
The evaluation/interpolation technique can be extended to the case of matrix
polynomials. For instance, the computation of the coefficients of the matrix polyno-
mial F pxq “ V pxq´1 mod bpxq, where V pxq is a given matrix polynomial co-prime
with bpxqI, can be performed in the following way:
1. compute Yk “ V pξkq´1, for k “ 1, . . . , d;
2. for any pair pi, jq, interpolate the entries ypkqi,j , k “ 1, . . . , d of the matrix Yk
and find the coefficients of the polynomial fi,jpxq, where F pxq “ pfi,jpxqq.
This procedure requires the evaluation of m2 polynomials at d points, followed by
the inversion of d matrices of order m and the solution of m2 interpolation problems.
The cost turns to Opm2d2q ops for the evaluation stage, Opm3dq ops for the inversion
stage, and Opm2d2q for the interpolation stage. In the case where the polynomial bpxq
is such that its roots are multiple of the d roots of the unity, the evaluation and the
interpolation stage have cost Opm2d log dq if performed by means of FFT.
Observe that, in the case of polynomials bipxq of degree one, the above procedure
coincides with the one provided directly by equations in Corollary (4.5).
6. Numerical issues. Let ωn be a principal nth root of the unity, define Ωn “
1?
n
pωijn qi,j“1,n the Fourier matrix such that Ωn˚Ωn “ In and observe that Ωne “ en
where e “ p1, . . . , 1qt, en “ p0, . . . , 0, 1qt. Assume for simplicity Pn “ Im. For the
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linearization obtained with βi “ ωin, i “ 1, . . . , n, we have, following Corollary 4.5,
Apxq “ xImn ´ diagpω1nIm, ω2nIm, . . . , ωnnImq ` peb ImqrW1, . . . ,Wns
with Wi “ 1nωinP pωinq. The latter equation follows from Wi “ P pωinq{p
ś
j‰ipωin´ωjnqq
since
ś
j‰ipωin ´ ωjnq coincides with the first derivative of xn ´ 1 “
śn
j“1px ´ ωjnq
evaluated at x “ ωin, that is
ś
j‰ipωin ´ ωjnq “ nω´in . It is easy to verify that the
pencil pΩn˚ b ImqApxqpΩn b Imq has the form
xImn ´ F, F “ pC b Imq ´
»———–
P0 ` Im
P1
...
Pn´1
fiffiffiffifl petn b Imq
where C “ pci,jq is the unit circulant matrix defined by ci,j “ pδi,j`1 mod nq. That
is, F is the block Frobenius matrix associated with the matrix polynomial P pxq.
This shows that our linearization includes the companion Frobenius matrix with
a specific choice of the nodes. In particular, since Ωn is unitary, the condition number
of the eigenvalues of Apxq coincides with the condition number of the eigenvalues of F .
Observe also that if we choose βi “ αωin with α ‰ 0, then pΩn˚b ImqApxqpΩnb Imq “
xI ´D´1α FDα for Dα “ diagp1, α, . . . , αn´1q. That is, we obtain a scaled Frobenius
pencil.
Here, we present some numerical experiments to show that in many interesting
cases a careful choice of the Bipxq can lead to linearizations (or `-ifications) where
the eigenvalues are much better conditioned than in the original problem. Here we
are interested in measuring the conditioning of the eigenvalues of a pencil built using
these different strategies. Recall that the conditioning of an eigenvalue λ of a matrix
pencil xA ´ B can be bounded by κλ ď ‖v‖‖w‖|w˚Av| where v and w are the right and
left eigenvectors relative to λ, respectively [31]. This is the quantity measured by
the condeig function in MATLAB that we have used in the experiments. The above
bound can be extended to a matrix polynomial P pxq “ řni“0 Pixi. In particular,
the conditioning number of an eigenvalue λ of P can be bounded by κλ ď ‖v‖‖w‖|w˚P 1pλqv|
where v and w are the right and left eigenvectors relative to λ, respectively, [31].
Observe that, if xA ´ B is the Frobenius linearization of a matrix polynomial P pxq,
then the condition number of the eigenvalues of the linearization is larger than the
one concerning P pxq, since the perturbation to the input data on xA´B can be seen
as a larger set with respect to the perturbation to the coefficients of P pxq. This is
not true, in general, for a linearization in a different basis, as in our case, since there
is not a direct correspondence between the perturbations on the original coefficients
and the perturbations on the linearization. An analysis of the condition number for
eigenvalue problems of matrix polynomials represented in different basis is given in
[11].
The code used to generate these examples can be downloaded from http://
numpi.dm.unipi.it/software/secular-linearization/.
6.1. Scalar polynomials. As a first example, consider a monic scalar poly-
nomial ppxq “ řni“0 pixi where the coefficients pi have unbalanced moduli. In this
case, we generate pi using the MATLAB command p = exp(12 * randn(1,n+1));
p(n+1)=1;
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Figure 6.1. Conditioning of the eigenvalues of different linearizations of a degree 50 scalar
polynomial with random unbalanced coefficients.
Then we build our linearization by means of the function seccomp(b,p) that
takes a vector b together with the coefficients of the polynomial and generates the
linearization Apxq where Bipxq “ x ´ βi for βi “ bpiq. Finally, we measure the
conditioning of the eigenvalues of Apxq by means of the Matlab function condeig.
We have considered three different linearizations:
‚ The Frobenius linearization obtained by compan(p);
‚ the secular linearization obtained by taking as βi some perturbed values of
the roots; these values have been obtained by multiplying the roots by p1` q
with  chosen randomly with Gaussian distribution  „ 10´12 ¨Np0, 1q.
‚ the secular linearization with nodes given by the tropical roots of the poly-
nomial multiplied by unit complex numbers.
The results are displayed in Figure 6.1. One can see that in the first case the
condition numbers of the eigenvalues are much different from each other and can be
as large as 108 for the worst conditioned eigenvalue. In the second case the condition
number of all the eigenvalues is close to 1, while in the third linearization the condition
numbers are much smaller than those of the Frobenius linearization and have an
almost uniform distribution.
These experimental results are a direct verification of a conditioning result of [9,
Sect. 5.2] that is at the basis of the secsolve algorithm presented in that paper.
These tests are implemented in the function files Example1.m and Experiment1.m
included in the MATLAB source code for the experiments. A similar behavior of the
conditioning for the eigenvalue problem holds in the matrix case.
6.2. The matrix case. Consider now a matrix polynomial P pxq “ řni“0 Pixi.
As in the previous case, we start by considering monic matrix polynomials. As a first
example, consider the case where the coefficients Pi have unbalanced norms. Here is
the Matlab code that we have used to generate this test:
n = 5; m = 64;
P = {};
for i = 1 : n
P{i} = exp(12 * randn) * randn(m);
end
P{n+1} = eye(m);
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We can give reasonable estimates to the modulus of the eigenvalues using the
Pellet theorem or the tropical roots. See [16, 27], for some insight on these tools.
The same examples given in the scalar case have been replicated for matrix poly-
nomials relying on the Matlab script published on the website reported above by
issuing the following commands:
>> P = Example2 ();
>> Experiment2(P);
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Figure 6.2. Conditioning of the eigenvalues of different linearizations for some matrix poly-
nomials with random coefficients having unbalanced norms.
We have considered three linearizations: the standard Frobenius companion lin-
earization, and two versions of our secular linearizations. In the first version the nodes
βi are the mean of the moduli of set of eigenvalues with close moduli multiplied by
unitary complex numbers. In the second, the values of βi are obtained by the Pellet
estimates delivered by the tropical roots.
In Figure 6.2 we report the conditioning of the eigenvalues, measured with Mat-
lab’s condeig.
It is interesting to note that the conditioning of the secular linearization is, in
every case, not exceeding 103. Moreover it can be observed that no improvement is
16
obtained on the conditioning of the eigenvalues that are already well-conditioned. In
contrast, there is a clear improvement on the ill-conditioned ones. In this particular
case, this class of linearizations seems to give an almost uniform bound to the condition
number of all the eigenvalues.
Further examples come from the NLEVP collection of [3]. We have selected some
problems that exhibit bad conditioning.
As a first example we consider the problem orr sommerfeld. Using the tropical
roots we can find some values inside the unique annulus that is identified by the
Pellet theorem. In this example the values obtained only give a partial picture of the
eigenvalues distribution. The Pellet theorem gives about 1.65e-4 and 5.34 as lower
and upper bound to the moduli of the eigenvalues, but the tropical roots are rather
small and near to the lower bound. More precisely, the tropical roots are 1.4e-3 and
1.7e-4 with multiplicities 3 and 1, respectively.
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Figure 6.3. On the left we report the conditioning of the Frobenius and of the secular lineariza-
tion with the choices of bi as mean of subsets of eigenvalues with close moduli and as the estimates
given by the tropical roots. On the right the tropical roots are coupled with estimates given by the
Pellet theorem.
This leads to a linearization Apxq that is well-conditioned for the smaller eigen-
values but with a higher conditioning on the eigenvalues of bigger modulus as can be
seen in Figure 6.3 on the left (the eigenvalues are ordered in nonincreasing order with
respect to their modulus). It can be seen, though, that coupling the tropical roots
with the standard Pellet theorem and altering the bi by adding a value slightly smaller
than the upper bound (in this example we have chosen 5 but the result is not very
sensitive to this choice) leads to a much better result that is reported in Figure 6.3
on the right. In the right figure we have used b = [ 1.7e-4, 1.4e-3, -1.4e-3, 5
]. This seems to justify that there exists a link between the quality of the approx-
imations obtained through the tropical roots and the conditioning properties of the
secular linearization.
We analyzed another example problem from the NLEVP collection that is called
planar waveguide. The results are shown in Figure 6.4. This problem is a PEP of
degree 4 with two tropical roots approximately equal to 127.9 and 1.24. Again, it can
be seen that for the eigenvalues of smaller modulus (that will be near the tropical root
1.24) the Frobenius linearization and the secular one behave in the same way, whilst
for the bigger ones the secular linearization has some advantage in the conditioning.
This may be justified by the fact that the Frobenius linearization is similar to a secular
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Figure 6.4. Conditioning of the eigenvalues for three different linearizations on the
planar waveguide problem.
linearization on the roots of the unity.
Note that in this case the information obtained by the tropical roots seems more
accurate than in the orr sommerfeld case, so the secular linearization built using
the tropical roots and the one built using the block-mean of the eigenvalues behave
approximately in the same way.
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Figure 6.5. The accuracy of the computed eigenvalues using polyeig, the Frobenius linearization
and the secular linearization with the bi obtained through the computation of the tropical roots.
As a last example, we have tried to find the eigenvalues of a matrix polynomial
defined by integer coefficients. We have used polyeig and our secular linearization
(using the tropical roots as bi) and the QZ method. We have chosen the polynomial
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P pxq “ P11x11 ` P9x9 ` P2x2 ` P0 where
P11 “
»——–
1 1 1 1
1 1 1
1 1
1
fiffiffifl , P9 “ 108
»——–
3 1
1 3 1
1 3 1
1 3
fiffiffifl , P2 “ 108P t11, P0 “
»——–
1
2
3
4
fiffiffifl .
In this case the tropical roots are good estimates of the blocks of eigenvalues of the
matrix polynomial. We obtain the tropical roots 1.2664 ¨104, 0.9347 and 1.1786 ¨10´4
with multiplicities 2, 7 and 2, respectively. We have computed the eigenvalues with
a higher precision and we have compared them with the results of polyeig and of
eig applied to the secular linearization and to the standard Frobenius linearization.
Here, the secular linearization has been computed with the standard floating point
arithmetic. As shown in Figure 6.5 we have achieved much better accuracy with the
latter choice. The secular linearization has achieved a relative error of the order of
the machine precision on all the eigenvalues except the smaller block (with modulus
about 10´4). In that case the relative error is about 10´12 but the absolute error is,
again, of the order of the machine precision. Moreover, polyeig fails to detect the
eigenvalues with bigger modules, and marks them as eigenvalues at infinity. This can
be noted by the fact that the circles relative to the bigger eigenvalues are missing in
polyeig plot of Figure 6.5.
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