During the last five years, several methods have been proposed for handling nonlinear constraints using evolutionary algorithms (EAs) for numerical optimization problems. Recent survey papers classify these methods into four categories: preservation of feasibility, penalty functions, searching for feasibility, and other hybrids.
Introduction
T h e general nonlinear programming (NLP) problem is to find 2 so as to optimize f (2), 2 = ( 5 1 , . . . ,z,) E Rn, where 2 E 3 S. T h e objective&nction f is defined on the search space S c Rn and the set 3 C_ S defines thefeasible region. Usually, the search space S is defined as a n-dimensional rectangle in Rn where the domains of variables are defined by their lower and upper bounds
The feasible region 3 S is defined by a set of m additional constraints (m 2 0): g j ( 2 ) 5 0, forj = l,.. . , 4 , and hi(.') = 0, f o r j = q + 1,. . . ,m.
by the Massachusetts Institute of Technology
Evolutionary Computation 7(1): It is a common practice to replace the equations hj (2) = 0 with a set of inequalities hj (2) 5 6
and hJ(2) 2 -6 for some small 6 > 0. In the rest of this paper we assume this is the case; consequently, the set of constraints consists of m inequalities gj(.') 5 0, for j = 1, . . . , 7 a 1 At any point ;r' E F, the constraints gj that satisfy gj (2) = 0 are called the active constraints at Z.
'The h?,P problem, in general, is intractable: it is impossible to develop a deterministic method for the NLP in the global optimization category, which would be better than the exhaustive search (Gregory, 1995) . This makes room for evolutionary algorithms, which aim at complex objective functions (e.g., non differentiable or discontinuous) extended by some constraint-handling methods. Indeed, recently, several evolutionary algorithms have been proposed for the NLP; a recent survey paper provides an overview of these algorithms.
In this paper we propose an alternative approach to the NLP: the evolutionary algorithm uses a decoder, which is based on the transformation of the constrained problem a t hand to the unconstrained one via a homoniorphous mapping. The method, based on earlier work of the first author (Koziet, 1997), has several advantages over methods proposed earlier -no additional parameters, no need to evaluate or penalize infeasible solutions, ease of approaching a solution located on the edge of the feasible region, no need for special operators, etc. We demonstrate the power of this new approach on a few test cases and discuss its further potential.
'The paper is organized as follows. Section 2 surveys briefly several constraint-handling techniques for numerical optimization problems which have emerged in evolutionary computation techniques over the last years. Sections 3 and 4 discuss the new method (for convex and non-convex feasible regions 3, respectively), whereas section 5 presents some experimental results. Section 6 concludes the paper and indicates some directions for future research.
Constraint-handling methods
During the last few years several methods were proposed for handling constraints by genetic algorithms for parameter optimization problems. These methods were grouped into four categories: (1) methods based on preserving feasibility of solutions, ( 2 ) methods based on penalty functions, ( 3 ) methods which make a clear distinction between feasible and infeasible solutions, and (4) other hybrid methods. We discuss them brieflv in turn.
2.1
The best example of this approach is the Genocop (GEnetic algorithm for Numerical Optimization of COnstrained Problems) system (Michalewicz and Janikow, 1991; Michalewicz et al., 1994) . 'The idea behind the system is based on specialized operators which transform feasible individuals into feasible individuals, i.e., operators, which are closed on the feasible part F of the search space. l h e method assumes linear constraints only and a feasible starting point or feasible initial population. Linear equations are used to eliminate some variables and they are replaced as a linear combination of remaining variables. Linear inequalities are updated accordingly. A closed set of operators maintains feasibility of solutions. For example, when a particular component .ri of a solution vector 2 is mutated, the system determines its current domain d o m ( z , ) which is a function of linear constraints and remaining values of the solution vector 2. The new value of z; is taken from this domain either with flat probability Methods based on preserving feasibility of solutions ' After replacement of equations h i ( 2 ) = 0 (j = q + 1. . . . , nz) by pairs of inequalities, the total number of inequality constraints is q + 2 . ( r n -q ) = 2nr ~ q. Hon-exr, to simplifi the notation, we assume there are rri inequ.iliT constraints. distribution for uniform mutation, or other probability distributions for non-uniform and boundary mutations. In any case the offspring solution vector is always feasible. Similarly, the arithmetic crossover, aZ+ (1 -a)$, of two feasible solution vectors 2 and $always ylelds a feasible solution for 0 5 a 5 1 in convex search spaces -the system assumes linear constraints only which imply convexity of the feasible search space 3.
Recent work Schoenauer and Michalewicz, 1996; Schoenauer and Michalewicz, 1997) on systems which search only the boundary area between feasible and infeasible regions of the search space, constitutes another example of the approach based on preserving feasibility of solutions. These systems are based on specialized boundary operators, e.g., sphere crossover, geometrical crossover, etc. It is a common situation for many constrained optimization problems that some constraints are active at the target global optimum, thus the optimum lies on the boundary of the feasible space.
2.2
Many evolutionary algorithms incorporate a constraint-handling method based on the concept of exterior penalty functions which penalize infeasible solutions. Usually, the penalty function is based on the distance of a solution from the feasible region 3, or on the effort to "repair" the solution, i.e., to force it into F. The former case is the most popular one. In many methods a set of functions f j (1 5 j 5 m) is used to construct the penalty, where the function f j measures the violation of the j-th constraint in the following way:
Methods based on penalty functions
However, these methods differ in important details, how the penalty function is designed and applied to infeasible solutions. For example, a method of static penalties was proposed (Homaifar et al., 1994) and it assumes that for every constraint we establish a family of intervals which determine appropriate penalty coefficient. The method of dynamic penalties was examined (Joines and Houck, 1994) , where individuals are evaluated, at the iteration t, by the following formula:
where C, ( 1 : and , ! 3 are constants. Another approach (Genocop 10, also based on dynamic penalties, was described (Michalewicz and Attia, 1994) . In that algorithm, at every iteration active constraints only are considered, and the pressure on infeasible solutions is increased due to the decreasing values of temperature T. , a method for solving constraint satisfaction problems which change the evaluation function based on the performance of an EA run was described: the penalties (weights) of those constraints which are violated by the best individual after termination are raised, and the new weights are used in the next run. A method based on adaptive penalty functions was developed in Hadj-Alouane and Bean, 1992) : one component of the penalty function takes a feedback from the search process. Each individual is evaluated by the formula:
where X ( t ) is updated every generation t with respect to the current state of the search based on last k generations. The adaptive penalty function was also used in (Smith and Tate, 1993) , where both the search length and constraint severity feedback were incorporated. It involves Evolutionary Computation Volume 7 , Number 1 S. Koziei and Z. Michalewicz the estimation of a near-feasible threshold qj for each constraint 1 5 j 5 m,. Such thresholds indicate distances from the feasible region F which are "reasonable", or which determine "interesting" infeasible solutions, i.e., solutions relatively close to the feasible region. An additional method, a so-called segregated genetic algorithm, was proposed in Leriche et al. (1995) as yet another way to handle the problem of the robusmess of the penalty level: two different penalized fitness functions with static penalty terms pl and p2 were designed, smaller and larger, respectively. The main idea is that such an approach will result roughly in maintaining two subpopulations: the individuals selected on the basis of fi will more likely lie in the infeasible region while the ones selected on the basis of fz will probably stay in the feasible region. The overall process is thus allowed to reach the feasible optimum from both sides of the boundary of the feasible regon.
Methods based on a search for feasible solutions
There are a few methods which emphasize the distinction between feasible and infeasible solutions in the search space S. One method, proposed in (Schoenauer and Xanthahs, 1993) , called a "behavioral memory" approach, considers the problem constraints in a sequence; a switch from one constraint to another is made upon arrival of a sufficient number of feasible individuals in the population.
'The second method, developed in (Powell and Skolnick, 1993 ) is based on a classical penalty approach with one notable exception. Each individual is evaluated by the formula:
where r is a constant. However, the original component O(t,2) is an additional iteration dependent function which influences the evaluations of infeasible solutions. The point is that the method distinguishes between feasible and infeasible individuals by adopting an additional heuristic rule suggested earlier in Richardson et al. (1989) : for any feasible individual 2 and any infeasible individual $ eval(2) < evaZ(f), i.e., any feasible solution is better than any infeasible one.* The third method, Genocop 111, proposed in Michalewicz and Nazhiyath (1995) is based on the idea of repairing infeasible individuals. Genocop I11 incorporates the original Genocop system, but also extends it by maintaining two separate populations, where a development in one population influences evaluations of individuals in the other population. The first population pF consists of so-called search points from . Fl which satisfy the linear constraints of the problem. The feasibility, in the sense of linear constraints, of these points is maintained by specialized operators. The second population P, consists of so-called reference points from F ; these points are fully feasible, i.e., they satisfy all constraints. Reference points r' from P?, being feasible, are evaluated directly by the objective function, i.e., e.oal(r') = f(3.
On the other hand, search points from P, are "repaired" for evaluation.
Hybrid methods
It is relatively easy to develop hybrid methods which combine evolutionary computation techniques with deterministic procedures for numerical optimization problems. In (Waagen et al., 1992) a combined evolutionary algorithm with the direction set method of HookeJeeves is described; this hybrid method was tested on three (unconstrained) test functions. In Myung et al. (1995) the authors considered a similar approach, but they experimented -_______ 'For niinimi7ation problems.
with constrained problems. Again, they combined an evolutionary algorithm with some other method-developed in Maa and Shanblatt (1992) . However, while the method of Waagen et al. (1992) incorporated the direction set algorithm as a problem-specific operator of this evolutionary technique, in Myung et al. (1995) of the population based on each of the objectives. Such an approach was incorporated by Parmee and Purchase (1994) in the development of techniques for constrained design spaces.
On the other hand, in the approach by Surry et al. (1995) , all members of the population are ranked on the basis of constraint violation. Such rank T , together with the value of the objective function f , leads to the two-objective optimization problem. This approach gave a good performance on the optimization of gas supply networks.
Also, an interesting approach was reported in Paredis (1994) . The method, described in the context of constraint satisfaction problems, is based on a co-evolutionary model, where a population of potential solutions co-evolves with a population of constraints: fitter solutions satisfy more constraints, whereas fitter constraints are violated by more solutions. There is some development connected with generalizing the concept of "ant colonies" (Colorni et al., 1996) , which were originally proposed for order-based problems, to numerical domains (Bilchev and Parmee, 199s) . First experiments on some test problems gave very good results (Wodrich and Bilchev, 1997) . It is also possible to incorporate the knowledge of the constraints of the problem into the belief space of cultural algorithms (Reynolds, 1994) . Such algorithms provide a possibility of conducting an efficient search of the feasible search space (Reynolds et al., 1995) .
The homomorphous mapping: convex search spaces
Decoders offer an interesting option for all practitioners of evolutionary techniques. In these techniques a chromosome "gives instructions" on how to build a feasible solution. For example, a sequence of items for the knapsack problem can be interpreted as: "take an item if possible"-such interpretation would lead always to a feasible solution.
However, it is important to point out that several factors should be taken into account while using decoders. Each decoder imposes a mapping T between a feasible solution and decoded solution. It is important that several conditions are satisfied: (1) for each solution s E F there is an encoded solution d, (2) each encoded solution d corresponds to a feasible solution s, and (3) all solutions in F should be represented by the same number of encodings d 3 Additionally, it is reasonable to request that (4) the transformation T is computationally fast and (5) it has locality feature in the sense that small changes in the coded solution result in small changes in the solution itself. An interesting study on coding trees for the genetic algorithm was reported in Palmer and Kershenbaum (1994) , where the above conditions were formulated. 3However, as observed by Davis (1997) , the requirement that all solutions in 3 should be represented by the same number of decodings seems overly strong: there are cases in which this requirement might be suboptimal. For example, suppose we have a decoding and encoding procedure which makes it impossible to represent suboptimal solutions, and which encodes the optimal one: this might be a good thing. (An example would be a graph coloring order-based chromosome, with a decoding procedure that gives each node its first legal color. This representation could not encode solutions where some nodes that could be colored were not colored, but this is a good thing!) Evolutionary Computation Volume 7, Number 1 0
However, the use of decoders for continuous domains has not been investigated. Actually, this might be a promising direction for approaching nonlinear programming problems by evolutionary methods. For example, it is relatively easy to establish a one-to-one mapping between arbitrary convex feasible search space F and the n-dimensional cube 1In . See
Note that an arbitrary, different than 6, point gi = (yo,I,. . . , yo, , ) E [--I, lIn defines a line segment from the a to the boundary of the cube; this segment is described by: The above homomorphous mapping satisfies all requirements of a "good" decoder: apart Additionally, there are a few other features which make the proposed method very from being one-to-one, the transformation is fast and has locality feature.
interesting; these include: 0 as opposed to most other constraint-handling methods, there is no need for any additional parameters, e.g., frequency of seven operators in Genocop , penalty coefficients, etc.: only the basic parameters of an evolutionary algorithm, e.g., population size, probability of crossover, etc. are required.
'.4 refcrence point r; is an arbitrary internal point of the convex set F. Note, that the convexity of the feaddc search space F is not necessary; it is sufficient if we assume the existence of the reference point ~' j , such that every line segncnt originating in r: intersects the boundary of F in precisely one point. This requirement is satisfied, o f course, For any convex set F.
1
Evolutionary Computation Volume 7 , Number 1 Figure 2 : The influence of locution ofthe reference point on the trun$omzution T 0 as opposed to some other constraint-handling methods, there is no need for any specialized operators to maintain the feasibility of solutions, e.g., operators of Genocop to maintain linear constraints, specialized boundary operators to search the boundary between feasible and infeasible parts of the search space, etc. Any evolutionary algorithm can be used together with the proposed mapping.
0 as opposed to most of other constraint-handling methods, i.e., all methods which do not reject infeasible solutions, there is no need to evaluate infeasible solutions, in particular, no need to penalize them, tuning penalty coefficients, no need to repair it, etc.
as opposed to some other constraint-handling methods, e.g., methods based on penalty functions, hybrid methods, the proposed method always returns a feasible solution.
The proposed approach can also be extended by an additional method of iterative solution improvement which is based on the relationship between the location of the reference point and the efficiency of the proposed approach. It is clear, that the location of the reference point r< has an influence on the "deformation" of the domain of optimized function: the evolutionary algorithm does not optimize the objective function, but rather some other function which is topologically equivalent to the original one. For example, consider the case when the reference point is located near by the edge of the feasible region F-it is easy to notice a strong irregularity of transformation T . The part of the cube [-1, I ]', which is on the left side of the vertical line, is transformed into much smaller part of the set F than the part on the right side of this line. See figure 2.
According to these considerations, it seems intuitively profitable to localize the reference point in the neighborhood of expected optimum, if this optimum is close to the edge of the set F. In such case the area between the edge of F and the reference point r: is explored more precisely.
In the case of lack of information about the approximate localization of solution, the reference point should be placed close to the geometrical center of the set F. This can be easily done by sampling set F and setting where x> are samples from F. It is also possible to take advantage of the mentioned effect for the purpose of iterative improvement of the best found solution. To obtain this effect it is
necessary to repeat the optimization process with a new reference point (,? which is located on a line segment between the current reference point r; and the best solution 6found so far:
where t E (0.11 should be close to zero. Ths change of the location of the reference point causes, in the next iteration, the neighborhood of the found optimum to be explored more precisely in comparison with the remaining part of the feasible region. Our experiments show that such a method usually gives good results for problems with optimal solutions localized on the edge of the feasible region (see section 5).
The proposed approach can also be extended to handle non-convex search spaces. We discuss this generalization in the next section.
The homomorphous mapping: non-convex search spaces
In this section we present a generalization of the previously described method for handling a~b z w a~~ constraints for numerical optimization problems. The task is to develop a homomorphous mapping 9, which transforms the n-dimensional cube [-I, lIn into the feasible region F of the problem. Note that F need not be convex; it might be concave or even consist of non-convex regons.
Clearly, this homomorphous mapping (t3 would be more complex than T of the previous section. Note that any line segment L which origmates a t a reference point r: E F may intersect a boundary of the feasible search space F at more than just one point (see figure 3) .
For this reason, it is necessary to consider the domains of the variables and to re-design the original mapping T .
First, let us define an additional one-to-one mapping g between the cube [-I, 11" and the search space S. Note that the search space S is defined as a Cartesian product of domains of all problem variables (see Introduction). Then, the mapping g : [ -1? 11" -+ S can be defined Clearly, if the feasible search space F is convex, then the above line segment intersects the boundary of 3 in precisely one point, for some to E [0, 13. Consequently, for convex feasible search spaces F , it is possible to establish a one-to-one mapping cp : [--I, IIn + F as follows:
where TO E F is a reference point, and ymaz = m a r z l I yi I. Figure 4 illustrates the transformation cp. Now we are ready to return to the general case of arbitrary constraints, i.e., non-convex feasible search spaces F. Let us consider an arbitrary point f E [ -1, lIn and a reference point r; E F. A line segment L between the reference point r; and the point s' = g(jj/Ymax) at the boundary of the search space S , is defined as before:
however, it may intersect the boundary of F at many points (see figure 3) . In other words, Note that, due to this change, the left boundary point from each interval 1 5 i 5 k is lost. This is not a serious problem since we can approach the lost points with arbitrary precision. On the other hand, the benefits are clear: it is possible to "glue together" intervals which are open a t one end and closed a t another, and such a mapping is one-to-one. There are many possibilities for defining such a mapping. First, let us define a reverse mapping 6:
as follows: where j is the smallest index such that a 5 s ( t 2 j ) .
Now we are ready to define the general mapping cp, which is the essence of our method of transformation of the constrained optimization problem to the unconstrained one for every feasible set F. The mapping cp is given by the following formula:
where ro E F is a reference point, ymaz = maxy==, lyil, and to = ~( 1~~~~1 ) .
It is interesting to note that the definition of the mapping cp is almost identical to the previous one for convex feasible search spaces. The only difference is in the use of additional mapping y due to the fact that there may be several intersection points between a line segment and the boundary of F.
Finally, it is necessary to consider a method of finding such points of intersections t i (see figure 5 ). This was relatively easy for convex sets, since there was only one point of intersection. Now the problem is more complex. In our implementation we have used the As stated earlier, the feasible region need not be convex, so, it may have more than one point of intersection of the segment L with the boundaries of the set F. Therefore, let us partition the interval [0,1] into v subintervals [vj-l, vj] , where vj -vj-1 = 1/v (1 5 j 5 v), so that equations P i ( t ) = O have at most one solution in every ~ubinterval.~ In that case, the points of intersection can be determined by a binary search. Once the intersection points between a line segment L and all constraints gi(Z) 5 0 are known, it is quite easy to determine intersection points between this line segment L and the boundary of the feasible set F.
Experimental study
In Michalewicz and Schoenauer (1 996) eleven test cases for constrained numerical optimization problems were proposed. They are listed in the Appendix in this paper. These test cases include objective functions of various types: linear, quadratic, cubic, polynomial and nonlinear. The functions have various numbers and types of variables, linear inequalities, nonlinear equations and inequalities, and numbers of constraints. The ratio between the size of the feasible search space .
F and the size of the whole search space S for these test cases varies from 0% to almost 100%. The topologies of feasible search spaces are also quite different. These test cases are summarized in table 1. For each test case we list number n of variables, type of the function f , the relative size of the feasible region in the search space given by the ratio p , the number of constraints of each category -linear inequalities LI, nonlinear equations NE and inequalities NI, and the number a of active constraints at the optimum, including equality constraints. ' To test the proposed method an evolutionary algorithm based on Gray coding was implemented -2 5 bits represented every variable. T h e algorithm (ALG,) incorporated proportional selection (no elitism), function scaling, and standard operators (flip mutation and 1 -point crossover). All parameters were fixed: popsize = 70, generation gap = loo%, and p , = 0.9.
The only non-standard feature incorporated into the system was a variable probability of muta ti on:
where t and T are the current and maximum generation numbers, respectively. In all experiments, p,(O) = 0.005, T = 4, and p m ( T ) = 0.00005 (Back and Schiitz, 1996) .
Three types of experiments were performed for each test case:
Experiment #1: 20 runs were executed. For each run the maximum number of generations was set to T = 5000, and for each run a random reference point r< was selected, i.e., the first randomly generated feasible point was accepted as a reference point.
Experiment #2: everything was the same as in experiment #1 except that the maximum number of generations was increased to T = 20000.
Experiment #3: everything was the same as in experiment #1 except that the selected reference point r'j was the best solution obtained from experiment #l. Also, only 10 runs were executed.
The first experiment is a standard one -a standard Gray-coded GA is used. T h e motivation for malung extended runs (see experiment #2) was to examine the speed of convergence of the algorithm towards the global optimum. On the other hand, the results of experiment #3 indicate the importance of the selection process of the reference point. The experimental results provided interesting data. First, it is important to note that the proposed approach gave satisfactory results for all test cases, except for the test case G5, which involves, apart from two inequalities, three equations: h l ( Z ) = 1000 sin( -2 3 -0.25) + 1000 sin( -2 4 -0.25) + 894.8 -x1 = 0, hz(2) = 1000 sin(z3 -0.25) + 1000 sin(z3 -2 4 -0.25) + 894.8 -22 = 0, h3(Z) = 1000 sin(z4 -0.25) + 1000 sin(z4 -z 3 -0.25) + 1294.8 = 0.
In this test case, the replacement of equations by inequalities h j ( Z ) 5 S and hj(.') 2 -6 (J' = 1.2.3) did not provide quality results. Note, however, that the test cases G3 and GI1 have one equality constraint each, and the replacement of these equations by a pair of inequalities was successful despite the fact that the proposed method of homomorphous mapping was proposed primarily for inequality constraints only.
It is a well-known fact that different constraint-handling techniques provide results of differing quality on different test cases (see, for example, ). However, the proposed technique was very consistent in locating the area of global optimum. In many cases the difference between the values of the objective function G a t the global solution and at the best solution found was due to the shape of the landscape: mimimal changes in Ic' result in large changes of the evaluation function G(Z). For example, one solution found for G1 (experiment #1) was:
: T: =(0. 999, 0.999,0.993, 0.997, 0.978,0.987, 0.996,0.999,0.992 Moreover, due to the new approach, we were able to correct an error published in
The test Homaifar et al. problem G4 was formulated as follows:
(1994) and repeated in . The best solution obtained in 10 runs reported in (Homaifar et al., 1994) was 80.49.33.07.32.03. 10.33.33.34) with G4(S) = -30005.7, whereas the optimum solution (Himmelblau, 1992 Note a small difference in the coefficient of x1 x4 component.6 Note also that the algorithm ALG,, after the problem was corrected, provided an excellent value of -30664.5-by far the best value reported by any evolutionary system for this test case! By comparing the results of experiments #1 and #3, it is quite obvious that the quality of the selected reference point is of importance; values obtained in experiment #3 for some test cases were better average scores than those of experiment #l. Note the same number of generations for experiments #1 and #3. There were exceptions to this rule, however, e.g., test cases G2 and G9, where the selection of the best reference point did not help.7 Besides, the reference point for experiment #3 was always selected as the best solution from experiment #l. Clearly, this criterion of selection need not be optimal.
We have also experimented with another algorithm, ALGb, based on binary coding. All other components of the first algorithm were left unchanged, i.e., proportional selection, no elitism, standard operators: flip mutation and l-point crossover, values of all parameters. The only difference between these two algorithms, apart from representation, was that a variable mutation probability, pm, was replaced by a variable distribution of mutation probability for bits: while the probability of bit mutation remains constant, and equal to 0.005, the probability of mutating more significant bits decreases with generation number, hence, the probability of mutating less significant bits grows with generation number. This feature is responsible for fine-tuning the capabilities of the system.
For some test problems, ALGb provided with yet better results. This was the case of problem G2 and G6. For example, for the latter case, the comparison between ALG, and ALGb is illustrated in table 4. It seems that ALG, is better at locating the area of global optima, but slower in converging to the global solution. On the other hand, ALGb was often trapped in a local optimum. For most test cases the results were inferior to those reported in tables 2 and 3 , but the convergence was much quicker. This suggests another possibility of designing an algorithm which changes the representation from Gray into binary a t some stage of the run, e.g., when some 'population diversity coefficient' reaches some threshold. Some other possibilities are discussed in the next section.
Disjoint components
Note that all test cases discussed earlier in section 5.1 had a small number (usually one) of disjoined components of feasible parts of the search space. It is interesting to investigate the 6The reader is encouraged to make the appropriate correction in . 7G2 was also the only test case for which the number of generations was enlarged: from 5,000 to 10,000 for experiments #I and #3, and from 20,000 to 30,000 for experiment #2.
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Let us consider the following problem. Maximize Gl2(2) = (100 -(I1 -5)'l -( 1 ' -5)' -(23 -5) 2)/100, subject to the constraints*:
for p . q. r = 1.3.3.7,9 and bounds:
Note that the feasible regon of the search space consists of 53 = 125 disjoint spheres -all of them have a radius of 0.5. T h e function G12 has a global maximum at 2 = (5,5,5), where G12(s") = 1.
10 runs of the algorithm ALGg were executed with the same parameters as given earlier in this section. For each run the maximum number of generations was set to T = 500, and, as before, for each run a random reference point r; was selected, i.e., the first randomly generated feasible point was accepted as a reference point. T h e algorithm did not have any difficulty in locating the global optimum. T h e best, average, and worst values of G12 out of 10 runs were: best = 1.000000000, average = 0.999934768, worst = 0.999694591.
It is possible to modify the above test case to increase the number of disjoint components by increasing the number of spheres-constraints and decreasing their radius. For example, if we change the constraints of the above problem:
for p . y. r = 1, . . . ,9, the feasible region of the search space would consist of g3 = 729 disjoint spheres -all of them with a radius of 0.25. T h e function G12 still has a global maximum a t s" = (5,s. 5 ) , and G 1 2 ( P ) = I. Again, the algorithm performed very well. The best, average, and worst values of G12 (out of 10 runs) were: best = 0.999999857, average = 0.999134613, worst = 0.991950498.
'These limited experiments demonstrate the ability of the method to deal with multiple disjoint regons of the feasible search space. However, further analysis and experiments are necessary for the full evaluation of this constraint-handling method.
RNote that in this test problem, as opposed to all other test problems C1 -G11, the feasible search space F is defined as a union of all constraints (spheres), i.e., a point ( z 1 , 2 2 , 2 3 ) is feasible if and only if there exist p , q, T such that (71 -P )~ + ( 2 2 -q ) 2 + ( 2 3 -T )~ 5 0.25.
Conclusions
The paper presents a new approach to constrained numerical optimization, based on homomorphous mapping between the cube [-1, lIn and the feasible part of the search space. This is the first approach of this type; until now, mappings, or decoders, were applied only to discrete optimization problems. As indicated in the Introduction, two main constrainthandling methods were based on penalty functions and the preservation of feasible solutions by specialized operators or repair algorithms. Thus the proposed method is the first one in a new category of methods based on decoders for parameter optimization problems.
The reported results indicate its huge potential; the proposed method does not require additional parameters, evaluation of infeasible solutions, or specialized operators to maintain feasibility-or to search the boundary of the feasible region (Schoenauer and Michalewicz, 1997) , . Moreover, any standard evolutionary algorithm, e.g., binary-coded genetic algorithm or evolution strategy can be used in connection with the mapping. On the top of that, the method guarantees a feasible solution, which is not always the case for other methods. However, it should be also pointed out that this method 0 introduces an additional, problem-dependent parameter, 21, usually determined experimentally before the run of the algorithm to partition the interval [0,1] into 21 subintervals of equal length such that equations = 0 (see section 4) have at most one solution in every subinterval. 0 loses the locality feature of the mapping for non-convex feasible search spaces: small changes in the coded solution may result in huge changes in the solution itself, e.g., when solution "moves" from one disjoint region to the other.
0 requires additional computational effort (binary search) for finding all intersection points ti for a line segment with the boundaries of the feasible region.
As described in the previous section, the proposed method of homomorphous mapping provided quality results for all test cases which involved inequalities only and on two additional test cases which involved single equations. The results were much better than for any earlier reported method. We have previously discussed the case of G4, where the performance of the system allowed a discovery of error in the problem formulation. Additionally, Michalewicz (199Sa) reports experimental results of several constraint handling techniques -static and dynamic penalties, behavioural memory, death penalty, promoting feasible solutions, etc., on five test cases, four of which are included in the test suite G1-G11. By comparing the results of the other constraint handling techniques with the results reported in the previous section on common test cases: G1, G7, G9, and G10, the superiority of the proposed method is quite clear.
Moreover, it should be relatively easy to further enhance the performance of the algorithm. If proportional selection is replaced by a tournament selection with elitism, the algorithm provides much better results. For example, for the test case G2, the results of all runs were around 0.8035 for 5,000 generations (experiment #l), whereas the best result was 0.8036. For G3 the value of 0.99999 was reached in as little as 1,000 generations, whereas for G9 the best result was 680.634. Compare these values with those reported in Table 2 . Also, for the test case of G6, the global optimum was found in almost all runs (value -6961.8), and for G4, the results stayed within a range from -30665.5 to -30664, with the best solution of -30665.5 within less than 5,000 generations. Again, refer to the In the proposed method of homomorphous mapping, due to a binary search involved to establish intersection points of a line segment and the boundaries of the feasible part of the search space 3, the number of function calculations per single evaluation is even higher than in a simple 'repair' approach.
l o evaluate the computational overhead introduced by the proposed method, an additional set of experiments was performed. The execution times of the algorithm ALG, were recorded for all test problems Gl-Gl2 in two scenarios: (1) all constraints were considered and ( 2 ) all constraints, apart from the bounds of the variables, were ignored. Table 5 reports the increase of the CPU time of the algorithm after inclusion of constraints, i.e., it provides, for each of the test cases, the ratio t'/tl, where t z and t l denote CPU time of the algorithm for a test case with and without constraints, respectively.
~.
'hble 5: The ratio between computational times t?/tL of the algorithm ALG, for all test problems with (t2) and without constraints ( t l ) The inclusion of constraints in test cases G1-G11 resulted in an average two-fold increase of the computational time of the algorithm. Note, however, that all the test cases G1-G11 have a small number of disjoint components of the feasible part of the search space -usually one. 'Thus the experiment with two versions of G12, with 12s and 729 disjoint components, was more meaningful, resulting in ratios of 21.5 and 103, respectively. Clearly, a larger number of disjoint components implies a larger number of intersections of a line segment with the boundaries of the feasible repon, hence, a significant increase in computation time.
There are some additional issues which might be investigated in connection with this gl'e of mapping. For example, by setting 7 = r,,,, , only part of the boundary of the feasible region S will be e x p l~r e d .~ Thus, it is possible to use this approach to search the boundary of the feasible search space. Moreover, it is interesting to investigate non-uniform distributions of values o f t between 0 and t,,,,: by increasing the probability of selecting t close to tllLCLS, the system explores points closer to the boundary of F. O n the other hand, by increasing the probability of selecting t close to zero, the system explores points closer to the reference point. Thus exploration of non-uniform distribution o f t provides additional possibilities for tuning the search. It would also be important to investigate the role of the reference point T;, which can "follow" the best solution found so far -the method of iterative solution improvement. In that way, the reference point can adapt itself to the current state of the search. This research direction seems very promising as are the results of preliminary runs (see Koziel and Michalewicz (1998) ), especially in connection with some ideas presented earlier, e.g., a non-uniform distribution ofvalues oft can concentrate the search around the reference point which follows the best solution. The problem has 3 linear and 5 nonlinear constraints; the function G7 is quadratic and has its global minimum a t .r -c --(2. 171996,2.363683,8.773926.3.095984,0.9906548, 1.430574,1.321644,9.828726,8.280092,8.375927) ,
where G 7 ( F ) = 24.3062091. Six (out of eight) constraints are active a t the global optimum (all except the last two).
subject to the following constraints:
and bounds:
Function G8 has many local optima, the highest peaks are located along the r axis (e.g., The problem has 3 linear and 3 nonlinear constraints; the function G10 is linear and has its global minimum a t 3 = (579. 3167,1359.943,5110.071,182.0174,295.5985,217.9799,286.4162,395.5979) ,
where GlO(P) = 7049.330923. All six constraints are active a t the global optimum.
Minimize subject to a nonlinear constraint:
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