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Preface
This issue of ENTCS is devoted to some of the lectures that were delivered
at the Bellairs Institute of McGill University during the workshop on Domain
Theoretic Methods for Probabilistic Processes held in April 2003. The meeting
featured talks on aspects of Labelled Markov Processes [3,4], probabilistic
power-domains, domain theoretic versions of results from functional analysis,
metric viewpoints and other topics. In addition there was a series of lectures by
Martin Escardo on topology and computability on domains. Not all the talks
were submitted for this issue of ENTCS; some were deemed too preliminary
and some had already appeared in print.
One of the highlights of the meeting, and of this issue as well, was Escardo’s
lectures on topology and computability. Though this was not at the centre of
activity on probabilistic processes, the topics covered were of great interest to
all the participants as it directly addresses fundamental issues of computability
with real numbers. The lectures were delivered in the style of an advanced
course and the written material has the same expository ﬂavour; we hope that
it will be useful to graduate students and beginning researchers.
The rest of the papers focused on various aspects of probabilistic processes.
Probabilistic processes in the sense of process-algebra style transition systems
enhanced with probabilistic information were studied by several authors but
most notably Larsen and Skou [7] and van Glabbeek et. al. [9] in the late 1980s
and early 1990s. Larsen and Skou introduced probabilistic bisimulation and
testing and showed that bisimulation could be understood as a testing equiv-
alence. The papers by us and our coworkers cited above initiated the study of
such processes on continuous state spaces. This led to the need to invoke the
measure-theoretic foundations of probability and to study bisimulation and
its logical characterization in this context.
In order to make contact with computational notions, it became necessary
to develop an approximation theory for LMPs. This was undertaken in a paper
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by Desharnais, Gupta, Jagadeesan and Panangaden [4]. The role of domain
theory is fundamental in any study of approximation and Lawson-compact
domains emerge as the natural setting for measure theory on domains. Ear-
lier Jones and Plotkin [5] had developed a probabilistic power-domain which
was then studied by Jung and Tix [6]. This leads to the need to understand
valuations on domains and their relationship to measures and various related
concepts from functional analysis. The paper by Klaus Keimel is a very valu-
able contribution to this and is also written in an expository style so that it
can be read easily by theoretical computer scientists.
If one focuses on topology then it is natural to generalize Lawson-compact
domains to stably-compact spaces. The paper by Jung discusses the prob-
abilistic power-space construction on stably compact spaces and shows that
the valuations on a stably compact space can be given a topology that makes
them stably compact: in fact this is the weakest topology that makes the inte-
gration of lower semi-continuous functions continuous. Jung’s paper is part of
a programme of research on a continuous analogue of domain theory in logical
form (see the citations in his paper); one of the interesting papers in that
series [8] gives a logical characterization of probabilistic bisimulation similar
to the one in [3].
The paper by Danos, Desharnais and Panangaden extends the approxi-
mation theory developed in [4] in two ways. First, it allows for loops in the
approximation process so that certain approximations terminate immediately
rather than being unwound, for no good reason, forever. Second, they show
how to orient the approximation process so that it is geared towards a set of
formulas of interest. This may destroy the status of the approximant as an
LMP [1]. A new approach to approximation based on averaging rather than
on staying below was developed which is free from this defect [2]. The paper
in this issue is essentially a synthesis of the papers just cited.
The last paper, by Laviolette, is on combinatorics. The introduction of
continuous state spaces caused a shift from the earlier combinatorial tech-
niques to measure theory, domain theory and functional analysis. Laviolette’s
work, however, deals with the combinatorics of uncountable graphs: it is a
blend of combinatorics with topology. It would be fascinating if these tech-
niques could turn out to be useful in the analysis of probabilistic processes;
the transition graphs of such processes are nothing but uncountable graphs.
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