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Einleitung
Die Darstellungstheorie spielt beim Studium der Eigenschaften endlicher Gruppen
oft eine wesentliche Rolle. Gewo¨hnlich betrachtet man zu einer endlichen Gruppe G
die Gruppenalgebra KG fu¨r einen Ko¨rper K und untersucht die Isomorphieklassen
von KG-Moduln. A¨quivalent dazu ist es, die Isomorphieklassen von K-Darstellungen
von G zu untersuchen. Eine mo¨gliche Herangehensweise an diese Aufgabe ist, u¨ber
die durch die direkte Summe und das Tensorprodukt definierte Halbring-Struktur
dieser Darstellungen, den Grothendieckring RK(G) zu definieren. Dieser wird auch
als Darstellungsring oder Greenring bezeichnet. Im Fall K = C verzichtet man meist
auf die Bezeichnung, um welchen Ko¨rper es sich handelt, und schreibt nur R(G).
Ebenso gibt es zum Halbring der gewo¨hnlichen Charaktere von G einen Grothen-
dieckring, den Charakterring von G. Dieser ist isomorph zu R(G), weswegen man
auch den Charakterring mit R(G) bezeichnet. Der Charakterring ist als Z-Modul
frei und endlich erzeugt, eine Basis bilden z. B. die irreduziblen Charaktere von G.
Das impliziert, dass R(G) eine Z-Ordnung in der Q-Algebra Q⊗Z R(G) ist.
Welche Eigenschaften Ordnungen im Allgemeinen haben, wird in der Ganzen Dar-
stellungstheorie untersucht. Fu¨r einen kommutativen Ring R mit 1 und eine R-
Ordnung Λ in einer Algebra A schaut man sich dabei, wenn mo¨glich, meist eine
maximale R-Ordnung Λ′ in A an, die Λ entha¨lt, und versucht, u¨ber deren Eigen-
schaften auf die Eigenschaften von Λ zu schließen. Dieses Verfahren wird z. B. ha¨ufig
bei der Untersuchung des mit dem Charakterring verwandten Burnsiderings A(G)
von G verwendet. So gelangt man beispielsweise zum Darstellungstyp [40, 41], zur
Brauergruppe [50] und in vielen Fa¨llen zur Einheitengruppe (siehe Bemerkungen
in [50]) von A(G). Auch die Brauergruppe von R(G) la¨sst sich auf diesem Weg be-
rechnen [22], was suggeriert, dass man weitere Eigenschaften von R(G) u¨ber diesen
Zugang bestimmen ko¨nnen sollte.
In dieser Dissertation wollen wir den Darstellungstyp des Charakterrings R(G) einer
endlichen Gruppe G allein u¨ber Angaben zur Gruppenstruktur von G bestimmen.
Fu¨r den Gruppenring ZG weiß man, dass dessen Darstellungstyp genau dann endlich
ist, wenn G ausschließlich zyklische Sylowgruppen entha¨lt und die Ordnung von G
kubikfrei ist [25, 26, 34, 3]. Da der Charakterring einer endlichen abelschen Gruppe
zu deren Gruppenring isomorph ist, kennt man im Fall abelscher Gruppen also
bereits das Ergebnis.
Fu¨r eine nichtabelsche Gruppe hat der Darstellungstyp des Gruppenrings nichts
mehr mit dem des Charakterrings zu tun, da der Charakterring dann immer noch
ein kommutativer Ring ist. Dafu¨r gibt es fu¨r kommutative Ordnungen starke Krite-
rien, wann deren Darstellungstyp endlich ist (siehe [14]). Ein wesentliches Resultat
stammt von Jones, wonach man ein Lokal-Global-Prinzip fu¨r den Darstellungstyp
einer R-Ordnung Λ hat: Man betrachtet fu¨r gewisse Primideale p von R die R̂p-Ord-
nung R̂p ⊗R Λ, wobei R̂p fu¨r die Komplettierung des von p induzierten diskreten
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Bewertungsrings steht. Ein weiteres haben Jacobinski beziehungsweise Drozd und
Ro˘ıter gezeigt: Eine kommutative Ordnung Λ hat genau dann endlichen Darstel-
lungstyp, wenn der Λ-Modul Λ′/Λ ein aus ho¨chstens zwei Elementen bestehendes
Erzeugendensystem hat und das Radikal dieses Moduls zyklisch ist. Beide Resultate
stellen noch einige technische Bedingungen an Λ, die im Falle Λ = R(G) aber alle
erfu¨llt sind, wie wir sehen werden. Wir mu¨ssen nicht einmal auf die im Satz von
Jones erwa¨hnten Komplettierungen zuru¨ckgreifen, sondern ko¨nnen Lokalisierungen
verwenden.
Im Laufe der Arbeit werden wir verschiedene Ergebnisse aus der Darstellungstheorie,
der Theorie endlicher Gruppen sowie der algebraischen Zahlentheorie beno¨tigen.
Diese fassen wir im ersten Kapitel zusammen. Dort werden auch fast alle spa¨ter
verwendeten Bezeichnungen eingefu¨hrt.
Im zweiten Kapitel zeigen wir zuna¨chst einige Eigenschaften des Charakterrings, oh-
ne die die Anwendung des Satzes von Jacobinski/Drozd-Ro˘ıter nicht zula¨ssig wa¨re.
Zudem bestimmen wir die maximale Ordnung R(G)′ von R(G) in Q⊗ZR(G) (Folge-
rung 2.6). Wir werden feststellen, dass diese maximale Ordnung isomorph zu einer
direkten Summe von Ganzheitsringen algebraischer Zahlko¨rper, genauer gewissen
Teilko¨rpern von Kreisteilungsko¨rpern, ist. Daraus la¨sst sich mithilfe des Dirichlet-
schen Einheitensatzes schnell auf den Rang der Einheitengruppe von R(G) schließen.
Des Weiteren sind die Torsionseinheiten nach Saksonov genau die linearen Charak-
tere von G und deren (additive) Inverse (siehe [43] oder [36]). Damit ko¨nnen wir den
Isomorphietyp der Einheitengruppe von R(G) exakt bestimmen (Satz 2.8). Dieser
war bisher nur fu¨r wenige Gruppen G bekannt, beispielsweise hat sich Yamauchi
mit der Einheitengruppe von R(An) fu¨r alternierende Gruppen An vom Grad n ≥ 5
befasst [57, 58] sowie mit der Frage, fu¨r welche Gruppen G es Einheiten unendli-
cher Ordnung in R(G) gibt [59]. Dieses Ergebnis mag vielleicht vor allem deshalb
u¨berraschen, weil man den Isomorphietyp der maximalen Ordnung R(G)′ im Allge-
meinen nicht kennt. Deren Torsionseinheiten zu bestimmen wa¨re na¨mlich a¨quivalent
dazu, die Torsionseinheiten der Ganzheitsringe von Teilko¨rpern gewisser Kreistei-
lungsko¨rper zu ermitteln. Es ist jedoch bis auf wenige Ausnahmen nicht einmal der
Isomorphietyp der Einheitengruppen der Ganzheitsringe von Kreisteilungsko¨rpern
bekannt (siehe z. B. [53]).
Nach diesem kurzen Einschub zur Einheitengruppe von R(G) schauen wir uns einige
konkrete Funktionen aus R(G) sowie aus R(G)′\R(G) an. Mithilfe dieser werden wir
in Folgerung 2.14 zeigen, dass R(G) unendlichen Darstellungstyp hat, sobald es in
einer rationalen p′-Sektion von G mindestens vier Q-Klassen gibt. Die Definition der
Q-Klassen endlicher Gruppen geht zuru¨ck auf Berman [1, 2], die Q-Klassen von G
stehen kanonisch in Bijektion zu den Konjugationsklassen zyklischer Untergruppen
vonG. Insbesondere folgt also, dass der Exponent vonG nicht von der dritten Potenz
irgendeiner Primzahl geteilt werden kann, wenn R(G) endlichen Darstellungstyp
hat.
Abgesehen davon, dass fu¨r eine Primzahl p der Exponent einer p-Sylowgruppe P
von G ho¨chstens p2 sein kann, la¨sst sich noch viel mehr u¨ber die Struktur von P
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aussagen, wenn der Darstellungstyp von R(G) endlich ist. Das dritte Kapitel widmet
sich diesem Thema. Am Ende dieses Kapitels werden wir schließen ko¨nnen, dass,
sollte p ungerade sein, P entweder zyklisch der Ordnung ≤ p2 oder aber elementar-
abelsch ist. Außerdem kommen neben elementar-abelschen 2-Gruppen und zykli-
schen Gruppen der Ordnung ≤ 4 auch noch Quaternionen- und Diedergruppen der
Ordnung 8 sowie Suzuki 2-Gruppen, die als 2-Sylowgruppen der projektiven spezi-
ellen unita¨ren Gruppen PSU(3, 2n) fu¨r gewisse n auftreten, und eine weitere Suzuki
2-Gruppe der Ordnung 29 als 2-Sylowgruppen von G infrage.
Viele Ideen sowie das prinzipielle Vorgehen im dritten Kapitel orientieren sich an [11],
wo Costantini und Jabara Gruppen untersuchen, in denen je zwei Untergruppen der-
selben Ordnung konjugiert sind. Strukturell ist das Kapitel wie folgt aufgebaut: Wir
werden zuna¨chst zeigen, dass G nur einen nichtabelschen Kompositionsfaktor haben
kann, wenn R(G) endlichen Darstellungstyp hat, und dann in Satz 3.6 die mo¨gli-
chen Isomorphietypen dieses Kompositionsfaktors ermitteln. Zur Bestimmung dieser
mo¨glichen Isomorphietypen nutzen wir die Tatsache, dass G nur eine Konjugations-
klasse von Involutionen besitzen kann. Die (fast-)einfachen Gruppen mit nur einer
Klasse von Involutionen sind durch Yamaki in [56] klassifiziert worden. Die Gruppen
aus der Liste dieser Klassifikation betrachten wir separat. Wir werden feststellen,
dass jede dieser Gruppen, deren Charakterring endlichen Darstellungstyp hat, nur
zyklische und elementar-abelsche Sylowgruppen besitzt.
Anschließend bestimmen wir in Satz 3.12 die mo¨gliche Gestalt der 2-Sylowgruppen
und in Satz 3.15 die der p-Sylowgruppen ungerader Ordnung fu¨r eine Gruppe G,
deren Charakterring endlichen Darstellungstyp hat. Die Beweise nutzen aus, dass
man annehmen kann, dass in G eine Komponente, die eine p-Sylowgruppe von G
entha¨lt, liegt oder dass die p-Sylowgruppe von G der verallgemeinerten Fitting-
gruppe von G entspricht. Im Fall der 2-Sylowgruppen hilft dann die Klassifikation
aller 2-Gruppen, in denen je zwei zyklische Untergruppen derselben Ordnung in
deren Automorphismengruppe konjugiert sind, von Wilkens weiter [54]. Fu¨r die un-
geraden p-Sylowgruppen werden wir auf die Klassifikation der transitiven linearen
Gruppen durch Huppert und Hering zuru¨ckgreifen [31, 27]. Die Klassifikation der
endlichen einfachen Gruppen geht damit an vielen Stellen in die Beweise im dritten
Kapitel ein.
Schließlich versuchen wir im vierten Kapitel, auch hinreichende Kriterien dafu¨r zu
finden, dass R(G) endlichen Darstellungstyp hat. Wir unterscheiden dabei nach der
Gestalt der Sylowgruppen von G. Besitzt G zyklische p-Sylowgruppen der Ordnung
≤ p2, so ko¨nnen wir zeigen, dass die Ordnung R(G)p := Z(p) ⊗Z R(G) endlichen
Darstellungstyp hat (Abschnitt 4.1). Damit folgt insbesondere, dass der Darstel-
lungstyp von G endlich ist, wenn |G| kubikfrei ist und G ausschließlich zyklische
p-Sylowgruppen hat.
Im Fall, dass G elementar-abelsche p-Sylowgruppen entha¨lt, wird es uns jedoch nicht
in jedem Fall gelingen, von der Struktur von G auf den Darstellungstyp von R(G)p
zu schließen. Wir untersuchen als erstes den Fall, dass alle zyklischen Gruppen der
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Ordnung p konjugiert sind. Fu¨r eine p-Sylowgruppe P wissen wir in diesem Fall auf-
grund der Klassifikation der transitiven linearen Gruppen, wie NG(P )/CG(P ) auf P
operiert. Dies erlaubt unter Anwendung eines Satzes von Stickelberger (Satz 1.20)
den Schluss, dass alle Elemente der Ordnung p in G konjugiert sein mu¨ssen, damit
der Darstellungstyp von R(G)p endlich sein kann. Wir werden in einem Beispiel
sehen, dass selbst das noch nicht garantiert, dass R(G)p endlichen Darstellungstyp
hat.
Der Fall, dass G genau zwei Konjugationsklassen zyklischer Untergruppen der Ord-
nung p besitzt, ist in Ermangelung eines a¨hnlichen Resultats wie die Klassifikati-
on der transitiven linearen Gruppen, deutlich komplizierter. Wir werden in einigen
Fa¨llen zwar ausschließen, dass R(G) endlichen Darstellungstyp haben kann, jedoch
auch ein Beispiel einer Gruppe G angeben, deren Charakterring endlichen Darstel-
lungstyp hat, obwohl G eine elementar-abelsche 5-Sylowgruppe der Ordnung 25
besitzt und nicht alle Elemente der Ordnung 5 in G konjugiert sind.
Zu guter Letzt werden wir sehen, dass es bei der Bestimmung des Darstellungs-
typs von R(G)2, wenn G nichtzyklische 2-Sylowgruppen besitzt, a¨hnliche Proble-
me gibt, wie bei der Bestimmung des Darstellungstyps von R(G)p, wenn G eine
elementar-abelsche p-Sylowgruppe und nur eine Konjugationsklasse von Elementen
der Ordnung p hat. Diese Beobachtung sowie eine Zusammenfassung der vorherigen
Strukturaussagen wird die Dissertation abschließen.
Fu¨r die interessante Aufgabenstellung und die Unterstu¨tzung meiner Arbeit mo¨chte
ich mich bei meinem Betreuer Prof. Dr. Burkhard Ku¨lshammer bedanken. Ein wei-
terer Dank gilt PD Dr. Haberland fu¨r den Beweis zu Lemma 4.8, ohne das deutlich
mehr Fragen zu Gruppen mit elementar-abelschen Sylowgruppen offen geblieben
wa¨ren.
1 Grundlagen
In diesem Kapitel wollen wir bekannte Fakten aus der Zahlentheorie, Gruppentheo-
rie und Darstellungstheorie zusammentragen, die wir spa¨ter verwenden werden. Die
Beweise der einzelnen Resultate lassen sich, sofern keine weiteren Angaben erfolgen,
in der Standardliteratur finden. Fu¨r die Zahlentheorie sind damit zum Beispiel [4]
und [39] gemeint, fu¨r die Aussagen zur Theorie ganzer Darstellungen beispielswei-
se [14]. Weiter stehen die Resultate zur Charaktertheorie unter anderem in [32]
oder [44] und die u¨ber endliche Gruppen in [29, 30, 31]. Zudem setzen wir einige
Begriffe aus der Algebra als bekannt voraus und gehen nicht weiter auf diese ein.
Sa¨mtliche in dieser Arbeit auftretende Moduln sind als Linksmoduln anzusehen.
Die im Verlauf der Arbeit verwendeten Charaktertafeln sind entweder in den jeweils
angegebenen Quellen oder im Anhang zu finden.
1.1 Dedekindringe
Ein wesentliches Prinzip in dieser Arbeit wird es sein, Fragen u¨ber gewisse kommu-
tative Ringe auf Fragen u¨ber zu diesen assoziierte Dedekindringe zuru¨ckzufu¨hren. In
diesem Abschnitt wollen wir deshalb auf einige Aussagen sowohl zu Dedekindringen
im Allgemeinen als auch zu speziellen Klassen von Dedekindringen eingehen.
Definition 1.1. Sei R ein nullteilerfreier, kommutativer Ring mit Einselement. Ist
R noethersch sowie ganzabgeschlossen in seinem Quotientenko¨rper und ist außerdem
jedes von (0) verschiedene Primideal von R ein maximales Ideal, so bezeichnet man
R als Dedekindring.
Eine wichtige Eigenschaft von Dedekindringen ist, dass es in ihnen eine Primfaktor-
zerlegung gibt. Genauer la¨sst sich jedes nichttriviale echte Ideal eines Dedekindrings
in (bis auf Reihenfolge) eindeutiger Weise als Produkt von endlich vielen Primidea-
len schreiben. Oft wird der Begriff Dedekindring auch als Integrita¨tsbereich, in dem
eine solche Primfaktorzerlegung existiert, definiert. Es la¨sst sich zeigen, dass diese
Definition a¨quivalent zur obigen ist.
Aus der eindeutigen Primfaktorzerlegung in Dedekindringen folgt sofort, dass jeder
Hauptidealring ein Dedekindring ist. Umgekehrt ist natu¨rlich nicht jeder Dedekind-
ring auch ein Hauptidealring, es gilt aber zumindest Folgendes:
Lemma 1.2. Sei R ein Dedekindring mit nur endlich vielen Primidealen. Dann ist
R ein Hauptidealring.
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Weitere Dedekindringe, die fu¨r uns von Interesse sein werden (und zum Teil eben-
falls Hauptidealringe sind), sind unter anderem Ganzheitsringe von algebraischen
Zahlko¨rpern. Unter einem algebraischen Zahlko¨rper verstehen wir dabei eine endli-
che Ko¨rpererweiterung der rationalen Zahlen Q, und der Ganzheitsring eines solchen
ist der ganze Abschluss von Z in diesem Erweiterungsko¨rper. Im Folgenden bezeich-
nen wir den Ganzheitsring eines algebraischen Zahlko¨rpers K mit OK.
1.1.1 Primideale in Erweiterungen
In diesem Abschnitt sei R ein Dedekindring mit Quotientenko¨rper K, L/K eine
endliche separable Ko¨rpererweiterung und S der ganze Abschluss von R in L. Unter
diesen Voraussetzungen ist auch S ein Dedekindring, insbesondere ist jedes von (0)
verschiedene Primideal von S maximal. Unser Interesse gilt den Zusammenha¨ngen
zwischen den Primidealen von R und S. Um nicht jedes Mal das Nullideal extra
ausschließen zu mu¨ssen, formulieren wir die folgenden Aussagen fu¨r maximale Ideale
statt Primideale.
Fu¨r ein maximales Ideal p aus R la¨sst sich das Ideal pS von S also als Produkt
pS = P1 · · ·Pn endlich vieler maximaler Ideale P1, . . . ,Pn aus S schreiben. Ist P
eines dieser Ideale, so gilt P ∩ R = p. Man sagt in diesem Fall, dass P u¨ber p
liegt. Offenbar liegt kein maximales Ideal von S, das nicht mit einem der Ideale
P1, . . . ,Pn u¨bereinstimmt, u¨ber p. Die Aussagen dieses Absatzes lassen sich also
wie folgt zusammenfassen:
Satz 1.3. Zu jedem maximalen Ideal p von R existiert ein maximales Ideal P in S,
das u¨ber p liegt. Zudem liegen in S nur endlich viele maximale Ideale u¨ber p.
U¨ber die Anzahl der u¨ber einem maximalen Ideal p von R liegenden maximalen
Ideale aus S lassen sich genauere Aussagen treffen. Bevor wir diese formulieren
ko¨nnen, beno¨tigen wir aber noch einige Begriffe.
Definition 1.4. Sei p ein maximales Ideal von R und habe pS die Primfaktorzer-
legung pS = Pe11 · · ·Penn in S mit paarweise verschiedenen Primidealen P1, . . . ,Pn.
(i) Der Exponent ei = e(Pi/p) heißt Verzweigungsindex von Pi (u¨ber p), i ∈
{1, . . . , n}.
(ii) Der Grad fi = f(Pi/p) der Ko¨rpererweiterung (S/Pi)/(R/p) ist der Tra¨gheits-
grad von Pi (u¨ber p), i ∈ {1, . . . , n}.
Des Weiteren nennen wir ein maximales Ideal p von R unverzweigt, wenn fu¨r jedes P
aus S, welches u¨ber p liegt, der Verzweigungsindex von P gleich 1 ist. Andernfalls
heißt p verzweigt und wenn der Tra¨gheitsgrad von P den Wert 1 hat, total ver-
zweigt.
Fu¨r die Anzahl der in S u¨ber einem maximalen Ideal von R liegenden maximalen
Ideale erha¨lt man nun die folgende Formel.
1.1 Dedekindringe 11
Satz 1.5. Fu¨r ein maximales Ideal p von R mit pS = Pe11 · · ·Penn , Pi 6= Pj fu¨r
i 6= j, gilt
[L : K] =
n∑
i=1
eifi .
Diese Formel legt nahe, dass es, wie fu¨r den Grad endlicher separabler Ko¨rpererwei-
terungen, auch fu¨r den Verzweigungsindex und den Tra¨gheitsgrad Turmsa¨tze gibt.
Das ist tatsa¨chlich der Fall. Sei also zusa¨tzlich zu den obigen Voraussetzungen noch
M/L eine endliche separable Erweiterung und T der ganze Abschluss von S inM.
Satz 1.6. Sind p, P und P maximale Ideale von R, S bzw. T , sodass P u¨ber p und
P u¨ber P liegt, so gilt
e(P/p) = e(P/P) · e(P/p) sowie
f(P/p) = f(P/P) · f(P/p) .
Um herauszubekommen, welche Primideale von R in S verzweigt sind, kann man die
Diskriminante von L/K zurate ziehen. Bevor wir diese einfu¨hren, wollen wir noch
an die Begriffe Spur und Norm fu¨r endliche Ko¨rpererweiterungen erinnern.
Definition 1.7. Fu¨r x ∈ L sei Ax die Abbildungsmatrix der K-linearen Abbildung
f : L→ L, y 7→ xy. Die Spur TrL/K und die Norm NL/K der Ko¨rpererweiterung L/K
sind die durch
TrL/K : L→ K , x 7→ Spur(Ax) sowie NL/K : L× → K× , x 7→ det(Ax)
definierten Abbildungen.
Wenn klar ist, bezu¨glich welcher Erweiterung wir die Spur oder die Norm betrachten,
schreiben wir auch einfach Tr statt TrL/K bzw. N statt NL/K. Fu¨r konkrete Berech-
nungen empfehlen sich oft die folgenden Darstellungen von Spur und Norm.
Proposition 1.8. Sei K der algebraische Abschluss von K. Fu¨r x ∈ L gilt dann
TrL/K(x) =
∑
σ∈HomK(L,K)
σ(x) und NL/K(x) =
∏
σ∈HomK(L,K)
σ(x) .
Ist L/K eine Galois-Erweiterung, so laufen die Summe und das Produkt also jeweils
u¨ber die Galois-Automorphismen von L/K.
Manchmal kann man mithilfe der Norm schnell herausfinden, ob ein Element aus S
ein Primideal von S erzeugt. Ist beispielsweise R = Z und p ein Primideal aus S,
das u¨ber einem Primideal (p) von Z total verzweigt und zudem ein Hauptideal ist,
so erzeugt x ∈ p das Ideal p genau dann, wenn |NL/K(x)| = p gilt. Natu¨rlich hat die
Norm noch wichtigere Anwendungen, insbesondere wenn man sie auf eine Norm fu¨r
Ideale verallgemeinert. Davon werden wir aber keinen Gebrauch machen.
Mithilfe der Spur la¨sst sich eine nichtausgeartete Bilinearform TrL/K, die Spurform,
definieren. Diese ist gegeben durch TrL/K : L × L → K, (x, y) 7→ TrL/K(xy). U¨ber
sie gelangen wir zur Diskriminante.
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Definition 1.9. Sei {x1, . . . , xn} eine K-Basis von L und A die n×n-Matrix, die
an der Stelle (i, j) den Eintrag TrL/K(xixj) hat. Dann heißt d(x1, . . . , xn) := det(A)
Diskriminante von x1, . . . , xn.
Auch hier gibt es wieder eine Darstellung u¨ber die K-Einbettungen von L in K.
Bezeichnen wir diese mit σ1, . . . , σn und setzen B als die Matrix, deren Eintrag
an der Stelle (i, j) gerade σi(xj) fu¨r eine K-Basis {x1, . . . , xn} von L ist, so gilt
d(x1, . . . , xn) = (det(B))
2. Ist {y1, . . . , yn} eine weitere K-Basis von L und C = (cij)
die n×n-Matrix u¨ber K, die yi =
∑n
j=1 cijxj erfu¨llt, so erha¨lt man mithilfe dieser
Darstellung leicht d(y1, . . . , yn) = d(x1, . . . , xn)(det(C))
2.
Wenn die Elemente der K-Basis {x1, . . . , xn} von L allesamt in R liegen, dann ist of-
fenbar auch d(x1, . . . , xn) ∈ R. Die Diskriminanten unterschiedlicher R-Basen von S
unterscheiden sich aufgrund der eben genannten Formel fu¨r den Basiswechsel ho¨chs-
tens um eine Einheit aus R. Das durch d(x1, . . . , xn) in R erzeugte Hauptideal d
ist also unabha¨ngig von der Wahl der Basis {x1, . . . , xn}. Dieses Ideal entha¨lt alle
Informationen daru¨ber, welche Primideale aus R in S verzweigt sind.
Satz 1.10. Ein Primideal p von R ist genau dann in S verzweigt, wenn p das Ideal d
teilt.
Wir interessieren uns vor allem fu¨r den Spezialfall K = Q. Fu¨r zwei Z-Basen
{x1, . . . , xn} und {y1, . . . , yn} von S und die entsprechende Basiswechselmatrix C ist
d(y1, . . . , yn) = d(x1, . . . , xn)(det(C))
2. Nun ist det(C) aber eine Einheit in Z und
folglich (det(C))2 = 1. Die Diskriminante dL von L ist deshalb als d(x1, . . . , xn) fu¨r
irgendeine Basis {x1, . . . , xn} definiert. Mit dem vorigen Satz erhalten wir sofort:
Folgerung 1.11. Eine Primzahl p ∈ Z ist genau dann in S verzweigt, wenn p ein
Teiler von dL ist.
Mit Satz 1.6 folgt dann, dass jede in S verzweigte Primzahl auch in T verzweigt
ist.
Die Diskriminante ist nicht nur im Zusammenhang mit der Verzweigung von Prim-
idealen interessant. Auch u¨ber die Struktur gewisser Ganzheitsringe lassen sich dank
ihr mitunter Aussagen treffen.
Lemma 1.12. Seien E,F algebraische Zahlko¨rper mit E ∩ F = Q und ggT(dE, dF) =
1. Dann gilt OEF = OEOF.
1.1.2 Ganzheitsringe von Kreisteilungsko¨rpern
Sei n eine natu¨rliche Zahl > 2 und ζn eine primitive n-te Einheitswurzel. Die Ko¨rper-
erweiterung Q(ζn) von Q wird dann n-ter Kreisteilungsko¨rper genannt. Hierbei han-
delt es sich um eine Galois-Erweiterung vom Grad [Q(ζn) : Q] = ϕ(n), wobei ϕ die
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Eulersche ϕ-Funktion bezeichnet. Die Galois-Automorphismen werden durch die
Abbildungen ζn 7→ ζan mit 1 ≤ a < n und ggT(a, n) = 1 induziert.
Im Allgemeinen ist es schwierig, den Ganzheitsring eines algebraischen Zahlko¨rpers
explizit anzugeben. Dagegen lassen sich die Ganzheitsringe der Kreisteilungsko¨rper
einfach beschreiben.
Satz 1.13. Der Ganzheitsring von Q(ζn) ist OQ(ζn) = Z[ζn].
Zudem kennt man nicht nur die Gestalt der Ganzheitsringe, sondern auch ihre Dis-
kriminanten. Wir geben diese hier nicht exakt an, sondern beschra¨nken uns auf ihre
Primteiler.
Proposition 1.14. Seien m,n positive ganze Zahlen mit ggT(m,n) = 1. Dann gilt
Q(ζm) ∩Q(ζn) = Q und ggT(dQ(ζm), dQ(ζn)) = 1.
Mithilfe von Lemma 1.12 gelangen wir also zu folgendem Resultat:
Folgerung 1.15. Seien m,n positive ganze Zahlen mit ggT(m,n) = 1 und K,L
algebraische Zahlko¨rper mit K ⊆ Q(ζm) und L ⊆ Q(ζn). Dann gilt OKL = OKOL.
Neben der Gestalt der Ganzheitsringe von Kreisteilungsko¨rpern ist fu¨r uns auch
das Zerlegungsverhalten der gewo¨hnlichen Primzahlen (also der nichttrivialen Prim-
ideale von Z) in ihnen von Interesse. Die Menge dieser Primzahlen werden wir im
Folgenden mit P bezeichnen.
Satz 1.16. Seien p ∈ P und k ∈ N, sodass pk > 2 gilt. Ist p kein Teiler von n, so ist
p in OQ(ζn) unverzweigt. Außerdem ist p die einzige verzweigte Primzahl in OQ(ζpk )
und dort total verzweigt.
Fu¨r den Fall, dass n eine Potenz der Primzahl p ist, gibt es also nur ein einziges
Primideal in OQ(ζn), das p entha¨lt. Auch dessen Gestalt la¨sst sich allgemein ange-
ben.
Lemma 1.17. Seien p ∈ P und k ∈ N, sodass pk > 2 gilt. Das p enthaltende
Primideal von OQ(ζ
pk
) ist (1− ζpk).
1.1.3 Lokalisierungen und Komplettierungen
Sei wieder R ein Dedekindring mit Quotientenko¨rper K. Eine Teilmenge S ⊂ R
heißt multiplikativ, wenn mit x, y ∈ S auch xy in S liegt und außerdem 1R, nicht
jedoch 0R in S enthalten ist. Die Lokalisierung S
−1R von R in S ist dann die Menge{
r
s
∈ K : r ∈ R, s ∈ S}.
Proposition 1.18. Ist S ⊂ R multiplikativ, so ist S−1R ein Dedekindring. Die
Primideale von S−1R stehen dabei in Bijektion zu den Primidealen von R, die kein
Element mit S gemeinsam haben.
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Der Ring S−1R entha¨lt also im Allgemeinen viel weniger Primideale als R und hat
dadurch eine leichter zu verstehende Struktur. Wa¨hlt man insbesondere S = R \ p
fu¨r ein maximales Ideal p von R, so besitzt S−1R nur noch ein maximales Ideal. Statt
Eigenschaften von p in R zu untersuchen, versucht man diese u¨ber die Eigenschaften
des maximalen Ideals in S−1R herzuleiten.
Fu¨r S = R \ p schreiben wir auch Rp statt S−1R und nennen Rp die Lokalisierung
von R nach p. Nach Lemma 1.2 ist Rp ein Hauptidealring. Ein Integrita¨tsbereich, der
nur ein maximales Ideal besitzt und außerdem ein Hauptidealring ist, heißt diskreter
Bewertungsring, Rp ist also ein solcher.
Ist π ein Erzeuger des maximalen Ideals von Rp, so la¨sst sich jedes Element x ∈ K×
in eindeutiger Weise als x = uπk fu¨r eine Einheit u ∈ R×p und ein k ∈ Z schreiben.
Dies motiviert die Definition eines Homomorphismus νp : K× → Z, x = uπk 7→ k.
Zusa¨tzlich setzen wir noch νp(0) := ∞. Fu¨r diesen Homomorphismus gilt offenbar
νp(x + y) ≥ min{νp(x), νp(y)}, falls x, y ∈ K. Die Lokalisierung Rp ko¨nnen wir
dann auch als Rp = {x ∈ K : νp(x) ≥ 0} und das maximale Ideal (π) von Rp als
(π) = {x ∈ K : νp(x) > 0} schreiben. Diese Konstruktion la¨sst sich wie folgt auf
beliebige Ko¨rper der Charakteristik 0 verallgemeinern.
Definition 1.19. Sei L ein Ko¨rper der Charakteristik 0. Eine Abbildung ν : L →
R ∪ {∞} heißt Exponentialbewertung, falls fu¨r x, y ∈ L gilt:
(i) ν(x) =∞⇔ x = 0,
(ii) ν(xy) = ν(x) + ν(y),
(iii) ν(x+ y) ≥ min{ν(x), ν(y)}.
Ist zusa¨tzlich ν(L×) zyklisch, so nennt man ν diskrete Exponentialbewertung.
Sei im Folgenden L ein Ko¨rper der Charakteristik 0 und ν eine Exponentialbewer-
tung von L. Ist ν diskret, so ist Oν := {x ∈ L : ν(x) ≥ 0} tatsa¨chlich ein diskreter
Bewertungsring mit maximalem Ideal mν = {x ∈ L : ν(x) > 0}. Der Ko¨rper Oν/mν
heißt Restklassenko¨rper von L.
Fu¨r eine beliebige reelle Zahl 0 < γ < 1 liefert die Abbildung dν : L × L → R,
(x, y) 7→ γν(x−y) eine Metrik auf L, wenn man noch γν(0) = γ∞ := 0 setzt. Auf diese
Weise lassen sich analytische Begriffe wie Grenzwert, Konvergenz, Cauchyfolge usw.
auf L definieren. Metriken, die durch dieselbe Exponentialbewertung induziert wer-
den, sind dabei a¨quivalent. Der Ko¨rper L heißt vollsta¨ndig bezu¨glich ν, wenn in L
jede Cauchyfolge bezu¨glich dν konvergiert. Falls L nicht vollsta¨ndig bezu¨glich ν ist,
so la¨sst sich L zumindest in einen im Wesentlichen eindeutig bestimmten Ko¨rper L̂
einbetten, in dem L dicht liegt und der eine Exponentialbewertung νˆ tra¨gt, die ν
fortsetzt und bezu¨glich der L̂ vollsta¨ndig ist. Diesen Ko¨rper L̂ nennt man die Kom-
plettierung von L (bezu¨glich ν). Ist ν diskret, so ist dabei auch νˆ diskret.
Ist K ein algebraischer Zahlko¨rper und p ein maximales Ideal von R, so ist das oben
definierte νp also eine diskrete Exponentialbewertung von K. Die Komplettierung
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von K bezu¨glich νp wird mit Kp bezeichnet. Ein wichtiger Spezialfall ergibt sich fu¨r
R = Z. Fu¨r p ∈ P bezeichnet Qp die Komplettierung von Q bezu¨glich ν(p). Diese
Komplettierung nennt man den Ko¨rper der p-adischen Zahlen und den durch {x ∈
Qp : ν(p)(x) ≥ 0} definierten diskreten Bewertungsring Zp den Ring der ganzen p-
adischen Zahlen. Jedes Element x aus Zp besitzt damit eine eindeutige Darstellung
x =
∞∑
i=0
xip
i mit xi ∈ {0, 1, . . . , p− 1} .
Das maximale Ideal von Zp ist dann pZp. Der Ko¨rper Qp ist zwar nicht algebraisch
abgeschlossen und sein algebraischer Abschluss Qp nicht vollsta¨ndig, dessen Kom-
plettierung Cp ist aber schließlich algebraisch abgeschlossen.
Man kann zeigen, dass sich jede endliche Erweiterung von Qp in der Form Kp = KQp
fu¨r einen algebraischen Zahlko¨rper K und ein u¨ber (p) liegendes Primideal p von OK
schreiben la¨sst. Man setzt dann e(Kp/Qp) = e(p/(p)) und nennt die Erweiterung
unverzweigt, wenn e(Kp/Qp) = 1 gilt. Fu¨r jede positive ganze Zahl n gibt es dann
genau eine unverzweigte Erweiterung von Qp vom Grad n. Der Restklassenko¨rper
dieses Erweiterungsko¨rpers besteht dabei aus pn Elementen.
Wir bezeichnen die Lokalisierung von Z nach dem Primideal (p) im Folgenden immer
mit Z(p), um sie von den ganzen p-adischen Zahlen Zp zu unterscheiden.
1.1.4 Gaußsche Summen
Sei L = Q(ζp) fu¨r ein p ∈ P. Im Allgemeinen ist es schwierig zu entscheiden, ob
gewisse Summen oder gar OL-Linearkombinationen von Potenzen von ζp Einheiten
in OL sind bzw. in welcher Potenz des p enthaltenden maximalen Ideals von OL
sie womo¨glich liegen. In einigen Fa¨llen kennt man jedoch die Antwort, z. B. wenn
Gaußsche Summen vorliegen.
Sei q = pk fu¨r eine positive ganze Zahl k. Den endlichen Ko¨rper mit q Elementen
bezeichnen wir mit Fq. Sind ψ ∈ Hom(Fq,C×) ein additiver und χ ∈ Hom(F×q ,C×)
ein multiplikativer Homomorphismus, so definieren wir die Gaußsche Summe Γ(χ)
durch
Γ(χ) := Γ(χ, ψ) :=
∑
α∈F×q
χ(α)ψ(α) .
Meist bezeichnet man Gaußsche Summen mit G. Bei uns wird G jedoch in der Regel
fu¨r eine Gruppe stehen, deshalb weichen wir davon ab. Da Gaußsche Summen fu¨r
endliche Ko¨rper das sind, was die Gammafunktion fu¨r die reellen bzw. komplexen
Zahlen ist, wa¨hlen wir Γ als Bezeichnung.
Sei K die unverzweigte Erweiterung von Qp mit Restklassenko¨rper Fq. Mit µn be-
zeichnen wir fu¨r eine positive ganze Zahl n die Gruppe der n-ten Einheitswurzeln
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in Cp. Dann gibt es einen Isomorphismus zwischen der Gruppe µq−1 ⊂ K und F×q .
Da die Spurform TrK/Qp nicht ausgeartet ist, la¨sst sich Γ(χ, ψ) auch in der Form
Γ` =
∑
α∈µq−1
α−`ζTr(α)
fu¨r gewisse ` ∈ Z und ζ ∈ µp schreiben. Fu¨r diese Summe kann man die folgende
Kongruenz zeigen.
Satz 1.20 (Stickelberger). Sei ` eine natu¨rliche Zahl mit 0 < ` < q − 1. Die p-adi-
sche Darstellung von ` habe die Form ` =
n−1∑
j=0
`jp
j, 0 ≤ `j < p, und es sei
Γ` :=
∑
α∈µq−1
α−`ζTr(α)
fu¨r ein ζ ∈ µp. Dann gilt
Γ` ≡ −(1− ζ)
`0+...+`n−1
`0! · . . . · `n−1!
(
mod (1− ζ)`0+...+`n−1+1) .
Ein klassischer Beweis dieses Satzes la¨sst sich z. B. in [6] finden, ein modernerer
Beweis in [8]. Ein analoges Resultat erha¨lt man auch, wenn man Lokalisierungen
statt Komplettierungen zugrunde legt (siehe z. B. [7]).
1.2 Gewo¨hnliche Charaktere
Im gesamten Abschnitt sei G eine endliche Gruppe. Fu¨r g ∈ G und eine Teilmenge
X ⊆ G bezeichnen CG(g) den Zentralisator von g in G, NG(X) den Normalisator
von X in G und CG(X) den Zentralisator von X in G, d. h. die Menge aller Elemente
von G, die mit jedem Element aus X kommutieren. Außerdem stehe Z(G) fu¨r das
Zentrum von G. Das neutrale Element von G nennen wir 1 oder auch 1G, auch die
triviale Untergruppe {1} von G wird im weiteren Verlauf mit 1 bezeichnet. Weiter
schreiben wir g ∼ h bzw. g ∼G h, wenn g, h ∈ G in G konjugiert sind, und clG(g)
fu¨r die Konjugationsklasse von g in G. Schließlich seien Sylp(G) die Menge aller
p-Sylowgruppen von G fu¨r p ∈ P und exp(G) der Exponent von G, d. h. die kleinste
positive ganze Zahl n, sodass gn = 1 fu¨r jedes g ∈ G gilt.
1.2.1 Die Algebra der Klassenfunktionen
Eine gewo¨hnliche Darstellung von G ist ein Homomorphismus % : G → GL(n,C)
fu¨r eine positive ganze Zahl n. Man sagt dann, dass die Darstellung % den Grad n
hat. Der zugeho¨rige gewo¨hnliche Charakter wird durch χ% : G→ C, g 7→ Spur(%(g))
definiert. Offenbar gilt χ%(1) = n und man nennt χ% einen Charakter vom Grad n.
1.2 Gewo¨hnliche Charaktere 17
Es sei an dieser Stelle angemerkt, dass es eine Korrespondenz zwischen den gewo¨hn-
lichen Darstellungen von G und den CG-Moduln gibt, wobei CG fu¨r die Grup-
penalgebra {∑g∈G agg : ag ∈ C} steht. Fu¨r v ∈ Cn, g ∈ G und eine gewo¨hnliche
Darstellung % von G setzt man g · v := %(g)v, womit Cn zu einem CG-Modul wird.
Hat man andererseits einen CG-Modul M , so kann man eine Basis von M wa¨hlen
und %(g) fu¨r g ∈ G als die Matrix der durch g auf M induzierten Abbildung de-
finieren. Diese Korrespondenz hat man allgemein auch, wenn man C durch einen
beliebigen anderen Ko¨rper K ersetzt (und als Darstellungen demzufolge Homomor-
phismen nach GL(n,K) betrachtet). Deshalb versteht man unter Darstellungstheorie
im Allgemeinen die Untersuchung von Moduln u¨ber Algebren.
Wenn wir von Darstellungen oder Charakteren einer Gruppe schreiben, meinen wir
ab jetzt immer gewo¨hnliche Darstellungen bzw. gewo¨hnliche Charaktere. Fu¨r ver-
schiedene Darstellungen %1, %2 ko¨nnen χ%1 und χ%2 durchaus identisch sein. Das pas-
siert aber nur dann, wenn es eine Matrix M ∈ GL(n,C) gibt, sodass M%1(g)M−1 =
%2(g) fu¨r jedes g ∈ G gilt. Umgekehrt folgt aus Spur(AB) = Spur(BA) fu¨r beliebige
n×n-Matrizen A,B, dass χ%1 = χ%2 ist, wenn solch eine Matrix M existiert. Die
Darstellungen %1 und %2 heißen dann a¨hnlich. Bis auf A¨hnlichkeit kann man jedem
Charakter also in eindeutiger Weise eine Darstellung zuordnen.
Aus Spur(AB) = Spur(BA) fu¨r n×n-Matrizen A,B folgt außerdem, dass fu¨r Ele-
mente g, h ∈ G, die in derselben Konjugationsklasse von G liegen, χ%(g) = χ%(h) gilt.
Die gewo¨hnlichen Charaktere von G sind also konstant auf den Konjugationsklassen
von G und geho¨ren dementsprechend zu den Klassenfunktionen von G.
Man kann schnell nachweisen, dass es fu¨r eine Darstellung % vom Grad n und ein
Element g ∈ G der Ordnung a eine zu % a¨hnliche Darstellung %˜ gibt, sodass %˜(g) ei-
ne Diagonalmatrix mit a-ten Einheitswurzeln als Diagonaleintra¨gen ist. Demzufolge
la¨sst sich die Zahl χ%(g) als Summe von genau n a-ten Einheitswurzeln schreiben.
Ist % irreduzibel, so folgt daraus und mit der unten aufgefu¨hrten zweiten Ortho-
gonalita¨tsrelation fu¨r ein Element z ∈ Z(G) die Gleichung χ%(z) = ζχ%(1), wobei
ζ eine |〈z〉|-te Einheitswurzel ist. Des Weiteren gilt immer χ%(g−1) = χ%(g) bzw.
allgemeiner χ%(g
k) = σ(χ%(g)), wenn σ der Automorphismus aus Gal(Q(ζ|〈g〉|)/Q)
ist, fu¨r den σ(ζ|〈g〉|) = ζk|〈g〉| gilt.
Wie fu¨r algebraische Strukturen u¨blich, versucht man auch Darstellungen als Summe
ihrer unzerlegbaren Bestandteile zu schreiben. Zu einer Darstellung % von G existiert
stets ein m ∈ N und eine invertierbare komplexe n×n-Matrix M , sodass die Matrix
M%(g)M−1 die Blockdiagonalgestalt
%1(g)
%2(g)
. . .
%m(g)

fu¨r g ∈ G hat. Dabei ist die Gro¨ße der einzelnen Blo¨cke unabha¨ngig von g. Ist dies
sogar fu¨r ein m ≥ 2 der Fall, so repra¨sentieren %1, . . . , %m Darstellungen von G, und
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% la¨sst sich im Wesentlichen als direkte Summe von %1, . . . , %m auffassen. In solch
einem Fall nennt man % reduzibel, andernfalls heißt % irreduzibel. Ist % irreduzibel, so
heißt auch χ% irreduzibel. Die Menge aller irreduziblen Charaktere von G bezeichnen
wir mit Irr(G).
Jede Darstellung la¨sst sich folglich in eine direkte Summe irreduzibler Darstellungen
zerlegen. Des Weiteren kann man zeigen, dass jede irreduzible Darstellung ein direk-
ter Summand der regula¨ren Darstellung %reg : G → GL(|G|,C), g 7→ Ag, ist, wobei
Ag fu¨r die Matrix der Abbildung CG → CG, x 7→ gx steht. Daher besitzt G nur
endlich viele irreduzible Darstellungen. Es la¨sst sich sogar zeigen, dass eine irreduzi-
ble Darstellung vom Grad n genau n-mal als direkter Summand von %reg auftaucht.
Daraus schließt man auf die Gleichung
|G| =
∑
χ∈Irr(G)
χ(1)2 .
Wenn sich eine Darstellung % als Summe von Darstellungen %1, . . . , %m schreiben
la¨sst, so gilt fu¨r die entsprechenden Charaktere offenbar χ% = χ%1 + . . . + χ%m .
Jeder Charakter la¨sst sich also als Summe irreduzibler Charaktere schreiben. Einen
Summanden eines Charakters χ nennen wir auch Konstituente von χ.
Fu¨r Klassenfunktionen ϕ, η von G hat man neben der Addition (ϕ + η)(g) :=
ϕ(g) + η(g) fu¨r g ∈ G auch noch eine durch (ϕη)(g) := ϕ(g)η(g) gegebene Mul-
tiplikation. Sind %1, %2 Darstellungen von G, so stimmt der Charakter χ%1⊗%2 mit
dem Produkt der Charaktere χ%1 und χ%2 u¨berein. Das Produkt zweier Charaktere
ist also unabha¨ngig davon, ob man es in der Algebra der Klassenfunktionen oder
u¨ber die Darstellungen der Charaktere berechnet.
Das Produkt zweier Charaktere vom Grad 1, auch lineare Charaktere genannt, ist
also wieder ein Charakter vom Grad 1. Zudem besitzt jede Gruppe eine triviale
Darstellung %triv : G → G, g 7→ 1. Den zugeho¨rigen trivialen Charakter bezeichnen
wir mit 1. Fu¨r eine Klassenfunktion ϕ von G gilt offensichtlich ϕ1 = ϕ. Der triviale
Charakter ist also das Einselement der C-Algebra der Klassenfunktionen und insbe-
sondere folgt daraus auch, dass die linearen Charaktere eine Gruppe bezu¨glich der
Multiplikation bilden.
Schließlich la¨sst sich zeigen, dass |Irr(G)| mit der Anzahl der Konjugationsklassen
von G u¨bereinstimmt. Zudem sind die irreduziblen Charaktere von G linear un-
abha¨ngig u¨ber C und folglich ist Irr(G) eine Basis der C-Algebra der komplexen
Klassenfunktionen von G. Diese Algebra ist mit einem Skalarprodukt 〈·, ·〉 ausge-
stattet, bezu¨glich dem die irreduziblen Charaktere eine Orthonormalbasis bilden.
Fu¨r zwei Klassenfunktionen ϕ, η wird dieses durch
〈ϕ, η〉 = 1|G|
∑
g∈G
ϕ(g)η(g)
definiert. Insbesondere gilt also
ϕ =
∑
χ∈Irr(G)
〈ϕ, χ〉χ .
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Zusa¨tzlich dazu gibt es fu¨r irreduzible Charaktere χ, ψ auch noch die verallgemei-
nerte (erste) Orthogonalita¨tsrelation
1
|G|
∑
g∈G
χ(gh)ψ(g) =
{
χ(h)
χ(1)
, χ = ψ
0 , χ 6= ψ
sowie die daraus fu¨r Elemente g, h ∈ G abgeleitete zweite Orthogonalita¨tsrelation
∑
χ∈Irr(G)
χ(g)χ(h) =
{
|CG(g)| , g ∼ h
0 , g  h
.
Auf den komplexwertigen Funktionen von G la¨sst sich außerdem eine Fourier-Trans-
formation definieren (siehe z. B. [51]). Wir interessieren uns hier nur fu¨r den Fall,
dass G abelsch ist. In diesem entsprechen die komplexwertigen Funktionen von G
den komplexen Klassenfunktionen und die irreduziblen Charaktere von G stehen in
Bijektion zu den Elementen von G. Dann wird die Fourier-Transformierte fˆ von f
durch
fˆ(χ) =
∑
x∈G
f(x)χ(x)
fu¨r χ ∈ Irr(G) definiert und die inverse Fourier-Transformierte erha¨lt man durch
f(x) =
1
|G|
∑
χ∈Irr(G)
fˆ(χ)χ(x)
fu¨r x ∈ G.
1.2.2 Restriktion, Induktion und Erweiterung von Charakteren
Eine grundlegende Aufgabe in der Charaktertheorie ist es, aus den irreduziblen Cha-
rakteren von G die irreduziblen Charaktere von Unter- und Faktorgruppen von G
zu gewinnen, bzw. umgekehrt aus der Kenntnis der irreduziblen Charaktere eini-
ger Unter- und Faktorgruppen von G auf die Gestalt der irreduziblen Charaktere
von G zu schließen. Sei H eine Untergruppe von G. Fu¨r einen irreduziblen Charak-
ter χ von G ist dann natu¨rlich die Restriktion bzw. Einschra¨nkung χH von χ auf H
ebenfalls ein Charakter, der aber nicht irreduzibel sein muss.
Ist H sogar ein Normalteiler von G, so kann man zumindest noch einiges u¨ber die
Zerlegung von χH in irreduzible Charaktere aussagen. Fu¨r eine Klassenfunktion ϕ
von H und ein g ∈ G sei ϕg die Klassenfunktion mit ϕg(h) := ϕ(ghg−1) fu¨r h ∈ H.
Wir sagen, dass ϕg G-konjugiert zu ϕ ist. Es la¨sst sich leicht einsehen, dass ϕg genau
dann ein Charakter von H ist, wenn dies auch auf ϕ zutrifft, und ebenso ϕg ∈ Irr(H)
genau dann gilt, wenn auch ϕ ∈ Irr(H) ist.
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Satz 1.21 (Clifford). Seien H ein Normalteiler von G, χ ∈ Irr(G) und ψ eine
irreduzible Konstituente von χH . Die zu ψ in G konjugierten Charaktere seien ψ =
ψ1, . . . , ψt. Dann gilt χH = e
∑t
i=1 ψi, wobei e mit 〈χH , ψ〉 u¨bereinstimmt.
Im noch spezielleren Fall, dass sich G als direktes Produkt H × K zweier Unter-
gruppen H,K ≤ G schreiben la¨sst, sind die Einschra¨nkungen irreduzibler Charak-
tere von G auf H bzw. K Vielfache irreduzibler Charaktere von H bzw. K und zu
ψ ∈ Irr(H) bzw. ϕ ∈ Irr(K) existiert ein χ ∈ Irr(G), sodass χH = ψ bzw. χK = ϕ
gilt. Umgekehrt gewinnt man die irreduziblen Charaktere von G auch aus denen
von H und K. Sind na¨mlich ψ und ϕ Klassenfunktionen von H bzw. K, so ist
χ := ψ × ϕ mit χ(hk) = ψ(h)ϕ(k), h ∈ H, k ∈ K, eine Klassenfunktion von G.
Es la¨sst sich leicht einsehen, dass χ ein Charakter von G ist, wenn ψ, ϕ Charaktere
von H bzw. K sind.
Proposition 1.22. Seien H,K endliche Gruppen und G = H ×K. Dann sind die
Charaktere ψ×ϕ mit ψ ∈ Irr(H) und ϕ ∈ Irr(K) genau die irreduziblen Charaktere
von G.
Ein weiterer Fall, in dem alles bekannt ist, ist der des U¨bergangs von den irreduziblen
Charakteren von G zu denen der Faktorgruppe G/N fu¨r einen Normalteiler N EG.
Fu¨r jedes χ ∈ Irr(G) mit N ⊆ Kern(χ) = {g ∈ G : χ(g) = χ(1)} liegt der durch
χˆ(gN) := χ(g) definierte Charakter χˆ in Irr(G/N). Auf diese Weise la¨sst sich jeder
irreduzible Charakter von G/N gewinnen. Umgekehrt erha¨lt man fu¨r χˆ ∈ Irr(G/N)
durch die Definition χ(g) := χˆ(gN) stets einen irreduziblen Charakter von G. Wa¨hlt
man speziell N = G′, so ergibt sich aus dieser Korrespondenz leicht die folgende
Aussage:
Proposition 1.23. Fu¨r die Kommutatorgruppe G′ von G gilt
G′ =
⋂
λ∈Irr(G)
{Kern(λ) : λ(1G) = 1} und
|G : G′| = |{λ ∈ Irr(G) : λ(1G) = 1}| .
Eine Art Gegenstu¨ck zur Einschra¨nkung eines Charakters von G auf eine Unter-
gruppe H ist die Induktion eines Charakters von H nach G.
Definition 1.24. Seien H ≤ G und ϕ eine Klassenfunktion von H. Die nach G
induzierte Klassenfunktion ϕG ist definiert durch
ϕG(g) =
1
|H|
∑
x∈G
ϕ◦(xgx−1) ,
wobei ϕ◦(h) := ϕ(h) fu¨r h ∈ H und ϕ◦(x) := 0 fu¨r x /∈ H ist.
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Es la¨sst sich schnell nachrechnen, dass fu¨r Klassenfunktionen ϕ von H und η von G
die sogenannte Frobenius-Reziprozita¨t 〈ϕG, η〉 = 〈ϕ, ηH〉 gilt. Damit folgt sofort,
dass die induzierte Klassenfunktion ψG eines Charakters ψ von H ein Charakter
von G ist. Natu¨rlich kann man dagegen nicht erwarten, dass fu¨r ψ ∈ Irr(H) auch
ψG ∈ Irr(G) liegt.
Auch u¨ber induzierte Charaktere la¨sst sich wieder deutlich mehr sagen, wenn man
einen Normalteiler N EG statt einer beliebigen Untergruppe betrachtet. Natu¨rlich
kann man aus den irreduziblen Charakteren vonN nicht alle irreduziblen Charaktere
von G gewinnen, da sich u¨ber die Werte auf den in G \ N enthaltenden Konjuga-
tionsklassen kaum Aussagen treffen lassen. Zumindest eine Teilmenge von Irr(G)
kann man aber u¨ber einen kleinen Umweg dennoch bestimmen.
Sei ϑ ∈ Irr(N), dann nennen wir IG(ϑ) := {g ∈ G : ϑg = ϑ} die Tra¨gheitsgruppe
von ϑ in G. Offenbar gilt N ≤ IG(ϑ). Im Fall IG(ϑ) = G bezeichnen wir ϑ auch
als G-invariant bzw. invariant in G. Die irreduziblen Charaktere von IG(ϑ) sind nun
diejenigen, durch deren Induktion man Charaktere aus Irr(G) erha¨lt.
Satz 1.25. Seien N EG und ϑ ∈ Irr(N). Wir setzen
I := {ψ ∈ Irr(IG(ϑ)) : 〈ψN , ϑ〉 6= 0} und G := {χ ∈ Irr(G) : 〈χN , ϑ〉 6= 0} .
Dann ist die Abbildung I → G, ψ 7→ ψG, eine Bijektion. Außerdem ist ψ die einzige
irreduzible Konstituente von ψG in I.
Eine Klasse von Gruppen, fu¨r die die beschriebenen Verfahren zur Gewinnung der
irreduziblen Charaktere bereits ausreichen, ist die der Frobeniusgruppen. Die Grup-
pe G wird als Frobeniusgruppe bezeichnet, wenn sie eine echte nichttriviale Unter-
gruppe H entha¨lt, sodass H ∩ gHg−1 = {1} fu¨r jedes g ∈ G \ H gilt. Dann la¨sst
sich zeigen, dass ein Normalteiler N EG mit NH = G und N ∩H = {1} existiert.
Die Untergruppe H wird als Frobeniuskomplement bzw. Komplement von G und
der Normalteiler N als Frobeniuskern bzw. Kern von G bezeichnet.
Die irreduziblen Charaktere von G kommen dann auf zwei Weisen zustande. Zum
einen erha¨lt man zu jedem irreduziblen Charakter χˆ von H ∼= G/N einen irredu-
ziblen Charakter χ wie oben beschrieben. Zum anderen kann man fu¨r jeden nicht-
trivialen irreduziblen Charakter ψ ∈ Irr(N) zeigen, dass IG(ψ) = N gilt, ψG also ein
irreduzibler Charakter von G ist. Jeden irreduziblen Charakter von G erha¨lt man
durch eine dieser beiden Konstruktionen.
Sei G jetzt wieder eine beliebige endliche Gruppe. Fu¨r N E G und ϑ ∈ Irr(N)
hilft Satz 1.25 im Fall IG(ϑ) = G nicht weiter, wenn man irreduzible Charaktere
von G mittels ϑ konstruieren mo¨chte. Dafu¨r kann man jedoch Glu¨ck haben und
einen irreduziblen Charakter χ von G erhalten, wenn man χN = ϑ definiert und fu¨r
χ(g), g ∈ G\N , geeignete Werte findet. In so einem Fall nennt man ϑ erweiterbar.
Es gibt eine Reihe von Aussagen dazu, unter welchen Bedingungen sich ein Charakter
erweitern la¨sst. Wir werden spa¨ter nur die folgende verwenden und beschra¨nken uns
deshalb auf diese.
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Proposition 1.26. Sei N ein Normalteiler von G, sodass G/N zyklisch ist. Dann
la¨sst sich jeder G-invariante Charakter ϑ ∈ Irr(N) zu einem irreduziblen Charakter
von G erweitern.
Schließlich stellt sich des O¨fteren die Frage, ob eine gegebene Klassenfunktion ϕ ein
Charakter ist oder, falls dies nicht der Fall ist, ob sie zumindest im Ring R[Irr(G)]
fu¨r einen gewissen Ring R, der Z entha¨lt, liegt. Im Fall R = Z entspricht dieser
Ring, wie wir spa¨ter sehen werden, gerade dem Charakterring von G, auch Ring
der virtuellen Charaktere von G genannt. Wir werden uns außerdem fu¨r den Fall
R = Z(p), p ∈ P, interessieren.
Um herauszufinden, ob ϕ in R[Irr(G)] liegt, ist es manchmal einfacher zu untersu-
chen, ob sich ϕH fu¨r gewisse Untergruppen H < G in R[Irr(H)] befindet. Wa¨hlt
man eine geeignete Familie von Untergruppen von G, so kann man daraus schließen,
ob ϕ in R[Irr(G)] enthalten ist. Solch eine geeignete Familie sind z. B. die elementa-
ren Untergruppen von G. Vor deren Definition erinnern wir daran, dass eine Gruppe
p-Gruppe heißt, wenn ihre Ordnung eine p-Potenz fu¨r ein p ∈ P ist.
Definition 1.27. Sei ` ∈ P. Eine Gruppe E heißt `-elementar, wenn E das direkte
Produkt einer zyklischen Gruppe und einer `-Gruppe ist. Weiter heißt E elementar,
wenn E eine p-elementare Gruppe fu¨r irgendeine Primzahl p ist.
Satz 1.28 (Brauer). Sei R ein Ring mit Z ⊆ R ⊆ C. Eine Klassenfunktion ϕ
von G liegt genau dann in R[Irr(G)], wenn fu¨r jede elementare Untergruppe E ≤ G
die Einschra¨nkung ϕE in R[Irr(E)] enthalten ist.
1.2.3 Sektionen und Q-Klassen
Sei p ∈ P. Dann bezeichnen wir g ∈ G als p-Element, wenn die Ordnung von g
eine p-Potenz ist. Weiter sagen wir, dass g ein p′-Element ist, wenn die Ordnung
von g teilerfremd zu p ist. Analog nennen wir g ein π-Element, wenn fu¨r π ⊆ P alle
Primteiler von |〈g〉| in π liegen bzw. π′-Element, wenn keine Zahl aus π ein Teiler
der Ordnung von g ist.
Ein Element g ∈ G ko¨nnen wir in eindeutiger Weise als Produkt g = gpgp′ schrei-
ben, sodass gpgp′ = gp′gp gilt, gp ein p-Element und gp′ ein p
′-Element aus G ist.
Das Element gp heißt dann p-Anteil und das Element gp′ p
′-Anteil von g. Analoge
Aussagen gelten allgemeiner fu¨r den π- und den π′-Anteil von g.
Auf der Gruppe G kann man u¨ber den p-Anteil ihrer Elemente eine A¨quivalenz-
relation definieren. Man sagt, dass g, h ∈ G genau dann in Relation stehen, wenn
ihre p-Anteile in G konjugiert sind. Die A¨quivalenzklassen heißen dann p-Sektionen
von G. Eine analoge Definition erha¨lt man, wenn man statt dem p- den p′-Anteil der
Elemente aus G betrachtet. In diesem Fall nennt man die A¨quivalenzklassen dement-
sprechend p′-Sektionen. Auch diese Definitionen lassen sich auf π- bzw. π′-Sektionen
ausdehnen.
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Diese Einteilung wird uns spa¨ter bei der Anwendung lokaler Methoden helfen. Dabei
werden wir unter anderem die beiden folgenden Aussagen beno¨tigen.
Lemma 1.29. Seien |G| = mn mit ggT(m,n) = 1, π := {p ∈ P : p | m} und
R := Z[ζn]. Fu¨r g ∈ G mit g = gπ′ werde die Klassenfunktion ϑ von G durch
ϑ(x) =
{
n, xπ′ ∼ g
0, xπ′  g
definiert. Dann liegt ϑ in R[Irr(G)].
Lemma 1.30. Seien p ∈ P und p ein p enthaltendes maximales Ideal in Z[ζ|G|]. Fu¨r
Elemente x, y ∈ G sind xp′ und yp′ genau dann in G konjugiert, wenn χ(x) ≡ χ(y)
(mod p) fu¨r jedes χ ∈ Irr(G) gilt.
Fu¨r unsere Zwecke wird die Einteilung von G in Konjugationsklassen des O¨fteren
zu fein sein. Stattdessen werden wir G in sogenannte Q-Klassen unterteilen.
Definition 1.31. Sei n := exp(G). Zwei Elemente g, h ∈ G heißen Q-konjugiert
in G, wenn es eine zu n teilerfremde ganze Zahl m und ein σ ∈ Gal(Q(ζn)/Q)
mit σ(ζn) = ζ
m
n gibt, sodass g zu h
m konjugiert ist. Die Menge aller in G zu g
Q-konjugierten Elemente heißt Q-Klasse von g in G.
Der Name Q-Klasse ru¨hrt daher, dass Berman allgemein K-Klassen fu¨r Ko¨rper K der
Charakteristik 0 bzw. mit zu |G| teilerfremder Charakteristik eingefu¨hrt hat [1, 2].
Es sei bemerkt, dass der Begriff
”
rationale Konjugationsklasse“, den man vielleicht
intuitiv mit dem Begriff
”
Q-Klasse“ identifizieren wu¨rde, in der Literatur eine ande-
re Bedeutung hat. Als rationale Konjugationsklassen werden Konjugationsklassen
bezeichnet, die bereits Q-Klassen sind.
Eine Q-Klasse ist also eine Vereinigung von Konjugationsklassen von G. Die Q-
Klassen von G stehen offenbar in Bijektion zu den Konjugationsklassen zyklischer
Untergruppen von G.
Wie fu¨r Konjugationsklassen lassen sich auch fu¨r Q-Klassen Sektionen definieren.
Dazu nutzen wir die Operation von Gal(Q(ζexp(G))/Q) auf den Konjugationsklassen
von G, die durch σ(clG(x)) = clG(x
t) fu¨r σ ∈ Gal(Q(ζexp(G))/Q), x ∈ G und die
ganze Zahl t mit 1 ≤ t ≤ exp(G) sowie σ(ζexp(G)) = ζtexp(G) definiert ist. Ist S eine
Vereinigung von Konjugationsklassen C1, . . . , Ck von G, so setzen wir entsprechend
σ(S) = σ(C1) ∪ . . . ∪ σ(Ck). Damit operiert Gal(Q(ζexp(G))/Q) also auch auf den
p- bzw. p′-Sektionen von G. Unser Augenmerk wird im Wesentlichen auf den p′-
Sektionen liegen.
Definition 1.32. Seien p eine Primzahl, S eine p′-Sektion von G und außerdem
G := Gal(Q(ζexp(G))/Q). Dann nennt man
⋃
σ∈G σ(S) eine rationale p′-Sektion vonG.
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Eine rationale p′-Sektion ist also eine p′-Sektion von Q-Klassen. Der Begriff
”
ratio-
nale p′-Sektion“ wird auch in der Literatur so verwendet, insbesondere entha¨lt eine
rationale p′-Sektion in der Regel nicht nur rationale Konjugationsklassen.
Konjugations- wie Q-Klassen kann man auf folgende Weise algebraische Zahlko¨rper
zuordnen. Seien C1, . . . , Ck die Q-Klassen und C1, . . . , Cl die Konjugationsklassen
von G, sodass Ci ⊆ Ci fu¨r 1 ≤ i ≤ k gilt. Fu¨r ein beliebiges xi ∈ Ci setzen wir dann
Q(Ci) := {Q(χ(xi)) : χ ∈ Irr(G)}. Diese Definition ist offenbar repra¨sentanten-
unabha¨ngig und es gilt Q(Ci) = Q(Ci), wenn wir fu¨r ein beliebiges yi ∈ Ci analog
Q(Ci) := {Q(χ(yi)) : χ ∈ Irr(G)} setzen. Damit wird
⊕k
i=1Q(Ci) auf natu¨rliche
Weise zu einer Q-Algebra.
Zum Grad einer Ko¨rpererweiterung Q(Ci)/Q kann man allein durch Informationen
u¨ber die Struktur von G gelangen. Die Herleitung des folgenden Isomorphismus ist
nicht schwer und z. B. in [38] zu finden.
Lemma 1.33. Sei C eine Konjugationsklasse von G und x ∈ C. Dann gibt es einen
kanonischen Isomorphismus zwischen Gal(Q(ζ|〈x〉|)/Q(C)) und NG(〈x〉)/CG(x).
1.3 Ganze Darstellungen
Die Theorie ganzer Darstellungen la¨sst sich als Ausweitung der gewo¨hnlichen bzw.
modularen Darstellungstheorie ansehen. Wa¨hrend in Letzterer Moduln u¨ber Ko¨r-
pern untersucht werden, befasst man sich in der Theorie zu ganzen Darstellungen
mit Moduln u¨ber Ringen.
Die Motivation dazu liefert unter anderem das Folgende: Seien K ein algebraischer
Zahlko¨rper der Charakteristik 0 und R sein Ganzheitsring. Zu einer endlichen Grup-
pe G fragt man nun nicht nur nach den KG-Moduln, sondern auch nach den soge-
nannten RG-Gittern, also den RG-Moduln, die als R-Modul projektiv und endlich
erzeugt sind. Abha¨ngig von der Gestalt von K und R treten diese und damit in
Zusammenhang stehende Fragen in der modularen Darstellungstheorie, der Zahlen-
theorie oder auch der algebraischen K-Theorie auf.
Von Gittern spricht man in diesem Zusammenhang, weil man die RG-Moduln als
R-Gitter in den als K-Vektorra¨umen angesehenen KG-Moduln auffassen kann. Ur-
spru¨nglich stand
”
Gitter“ fu¨r eine diskrete Untergruppe des Vektorraums Rn, die
diesen aufspannt. Als Gruppe sind solche Gitter zu Zn isomorph, daher ru¨hrt der
Begriff
”
Ganze Darstellung“. Im Allgemeinen la¨sst man jedoch beliebige Ko¨rper L
sowie beliebige Teilringe S von L zu (S 6= L) und definiert als Gitter das S-Erzeugnis
einer Basis eines L-Vektorraums. In diesem liegt das Gitter eventuell nicht diskret,
trotzdem spricht man auch in diesem Fall von ganzen Darstellungen.
Zur Untersuchung der RG-Moduln erweist es sich als nu¨tzlich, R-Ordnungen zu
betrachten. Die Theorie zu Ordnungen und Gittern u¨ber diesen Ordnungen ist das,
was man im Allgemeinen als
”
Ganze Darstellungstheorie“ versteht.
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1.3.1 Ordnungen
In Abschnitt 1.2 wurde auf die Korrespondenz zwischen gewo¨hnlichen Darstellungen
und (freien) CG-Moduln fu¨r eine endliche Gruppe G eingegangen. Aus technischer
Sicht sowie mit einem Blick auf mo¨gliche Verallgemeinerungen bietet es sich an,
projektive Moduln zu betrachten. Ist R ein Ring, so heißt der R-Modul P projektiv,
wenn P ein direkter Summand eines freien R-Moduls ist. Es gibt eine Reihe weiterer
a¨quivalenter Definitionen dafu¨r, dass P projektiv ist, wir werden diese aber nicht
beno¨tigen. Stattdessen werden wir uns spa¨ter sogar wieder nur auf freie Moduln
konzentrieren.
Definition 1.34. Sei R ein kommutativer Ring mit 1. Dann nennt man einen endlich
erzeugten projektiven R-Modul ein R-Gitter.
Im Fall, dass R ein Dedekindring ist, lassen sich die projektiven R-Moduln sehr
einfach beschreiben: Ein endlich erzeugter R-Modul M ist genau dann projektiv,
wenn er torsionsfrei ist. Dass M torsionsfrei ist, bedeutet dabei, dass fu¨r r 6= 0 und
m 6= 0 stets rm 6= 0 gilt.
Definition 1.35. Sei R ein Dedekindring mit Quotientenko¨rper K, A eine endlich-
dimensionale K-Algebra und Λ ⊆ A ein Teilring, der R entha¨lt. Dann nennt man Λ
eine R-Ordnung in A, falls Λ ein R-Gitter ist und außerdem K⊗R Λ = A gilt.
Beispiele fu¨r Ordnungen sind die Ganzheitsringe algebraischer Zahlko¨rper, genauer
ist OL eine Z-Ordnung in der Q-Algebra L, wenn L ein algebraischer Zahlko¨rper ist.
Ebenso ist Z[2i] eine Z-Ordnung in Q(i), dagegen ist Z keine Z-Ordnung in Q(i). Des
Weiteren ist fu¨r einen Dedekindring R und eine endliche Gruppe G der Gruppen-
ring RG eine R-Ordnung in der Gruppenalgebra KG, wenn K der Quotientenko¨rper
von R ist.
Sei jetzt R ein Dedekindring mit Quotientenko¨rperK und A eineK-Algebra. Oftmals
lassen sich Aussagen u¨ber eine R-Ordnung Λ in A nur schwer u¨ber deren direkte Be-
trachtung gewinnen. Stattdessen hilft es oft, Λ in eine maximale R-Ordnung Λ′ in A
einzubetten und u¨ber die leichter versta¨ndliche Struktur von Λ′ an Eigenschaften
von Λ zu gelangen. Dass Λ′ maximal ist, bedeutet dabei, dass es keine R-Ordnung
in A gibt, die Λ′ echt entha¨lt.
Im Allgemeinen kann man nicht von der Existenz maximaler Ordnungen in A aus-
gehen. Anders sieht es aus, wenn A eine separable Algebra ist, weshalb wir zuna¨chst
sagen, was wir unter einer separablen Algebra verstehen.
Definition 1.36. Sei K ein Ko¨rper. Eine K-Algebra A heißt separabel, falls L⊗KA
fu¨r jede Ko¨rpererweiterung L/K eine halbeinfache L-Algebra ist.
Um zu entscheiden, ob eine K-Algebra separabel ist, mo¨chte man natu¨rlich nicht die
Halbeinfachheit der L-Algebren L⊗KA fu¨r jede Ko¨rpererweiterung L/K nachpru¨fen.
Tatsa¨chlich genu¨gt es bereits, lediglich eine geeignete Ko¨rpererweiterung L/K zu
betrachten.
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Lemma 1.37. Sei K ein Ko¨rper. Eine K-Algebra A ist genau dann separabel, wenn
es eine endliche Ko¨rpererweiterung L/K gibt, sodass L⊗K A eine zerfallende halb-
einfache L-Algebra ist.
Dass die Algebra L⊗K A zerfa¨llt, bedeutet hierbei, dass L⊗K A isomorph zu einer
direkten Summe von Matrixalgebren u¨ber L ist.
Ist A eine separable K-Algebra, so haben wir eben schon angedeutet, dass A ma-
ximale Ordnungen entha¨lt. Tatsa¨chlich la¨sst sich in diesem Fall jede R-Ordnung Λ
in A in mindestens eine maximale R-Ordnung in A einbetten. Ist R u¨berdies noch
kommutativ, kennt man sogar die Struktur der dann einzigen maximalen R-Ordnung
in A.
Satz 1.38. Seien R ein Dedekindring mit Quotientenko¨rper K und A eine endlich
erzeugte kommutative separable K-Algebra. Dann entha¨lt der ganze Abschluss von R
in A jede R-Ordnung in A und ist somit die einzige maximale R-Ordnung in A.
Die oben angesprochenen Ganzheitsringe algebraischer Zahlko¨rper sind also gerade
die maximalen Ordnungen, wenn man die Zahlko¨rper als Q-Algebren auffasst.
1.3.2 Der Charakterring einer endlichen Gruppe
Zur Definition des Charakterrings einer endlichen Gruppe beno¨tigen wir den Be-
griff des Grothendieckrings. Wir schauen uns dazu zuna¨chst an, wie man die Gro-
thendieckgruppe einer kommutativen Halbgruppe explizit konstruiert. Die Grothen-
dieckgruppe ist ein Begriff aus der algebraischen K-Theorie und wird meist u¨ber
eine universelle Eigenschaft definiert. Wir beno¨tigen jedoch nur die konkrete Kon-
struktion und diese auch nur fu¨r Halbgruppen mit Ku¨rzungseigenschaft. Genaueres
zur Grothendieckgruppe im allgemeinen Fall findet man z. B. in [42].
Sei H eine kommutative Halbgruppe mit Ku¨rzungseigenschaft, d. h., fu¨r x, y, z ∈ H
folgt aus x + y = x + z stets y = z. Dann kann man auf H × H eine A¨quivalenz-
relation ∼ durch (x, y) ∼ (x˜, y˜)⇔ x+ y˜ = y+ x˜ definieren, die A¨quivalenzklasse von
(x, y) sei [x, y]. Es la¨sst sich zeigen, dass G(H) := H ×H/ ∼ mit der Verknu¨pfung
[x1, y1] + [x2, y2] := [x1 + x2, y1 + y2] zu einer kommutativen Gruppe wird. Diese
nennt man die Grothendieckgruppe von H.
Das neutrale Element in G(H) ist [x, x] (unabha¨ngig von x ∈ H) und fu¨r die Inversen
gilt −[x, y] = [y, x]. Ferner la¨sst sich H u¨ber den injektiven Halbgruppen-Homo-
morphismus H → G(H), x 7→ [x + x, x] in G(H) einbetten. Mit dieser Sichtweise
kann man fu¨r x, y ∈ H
x− y = [x+ x, x]− [y + y, y] = [x+ x, x] + [y, y+ y] = [x+ x+ y, x+ y+ y] = [x, y]
schreiben. Das liefert G(H) = {x− y : x, y ∈ H}.
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Ist auf H außerdem noch eine Multiplikation gegeben, H also ein Halbring, so indu-
ziert diese eine Multiplikation auf G(H). Auf diese Weise wird G(H) zu einem Ring,
der Grothendieckring von H genannt wird.
Sei G eine endliche Gruppe. Die Menge der gewo¨hnlichen Charaktere von G wird
mit der in Abschnitt 1.2 definierten Addition und der durch das Tensorprodukt
induzierten Multiplikation zu einem Halbring. Der Charakterring R(G) von G ist
definiert als Grothendieckring dieses Halbrings. Wie oben beschrieben ist R(G) die
Menge aller Differenzen χ−ψ von Charakteren χ, ψ von G. Da sich jeder Charakter
in eindeutiger Weise als Summe irreduzibler Charaktere von G schreiben la¨sst, gilt
offenbar R(G) = Z[Irr(G)].
Insbesondere ist der Charakterring also ein kommutativer Ring, dessen Einselement
der triviale Charakter 1 ist. Weiterhin ist er als Z-Modul frei und endlich erzeugt,
wobei die irreduziblen Charaktere von G eine Basis bilden. Damit ist R(G) eine
kommutative Z-Ordnung in der Algebra Q⊗Z R(G).
1.3.3 Darstellungen von Ordnungen
Im gesamten Abschnitt bezeichne wieder G eine endliche Gruppe, R einen Dedekind-
ring mit Quotientenko¨rper K und A eine K-Algebra.
Definition 1.39. Sei Λ eine R-Ordnung in A. Ein Λ-Gitter ist ein Λ-Modul, der
zusa¨tzlich ein R-Gitter ist.
Ein Λ-Gitter, das eine endliche R-Basis besitzt, induziert in gewohnter Weise eine
Matrix-Darstellung von Λ. In diesem Fall spricht man auch von einer ganzen Darstel-
lung bzw. einer R-Darstellung von Λ. Umgekehrt erha¨lt man aus jeder R-Darstellung
von Λ ein Λ-Gitter. Der Begriff des Darstellungstyps wird fu¨r Ordnungen deswegen
wie folgt eingefu¨hrt.
Definition 1.40. Der Darstellungstyp einer R-Ordnung Λ in A ist endlich, wenn es
nur endlich viele Isomorphieklassen von unzerlegbaren Λ-Gittern gibt. Andernfalls
hat Λ unendlichen Darstellungstyp.
Eine bekannte Aussage aus der Zahlentheorie ist, dass die Idealklassengruppe von R
endlich ist, wenn K ein algebraischer Zahlko¨rper oder eine endliche Ko¨rpererwei-
terung des Funktionenko¨rpers Fq(X) fu¨r eine Primzahlpotenz q ist. In solch einem
Fall nennt man K auch einen globalen Ko¨rper. Die folgende Aussage ist die Verall-
gemeinerung dieses Resultats auf Ordnungen.
Satz 1.41 (Jordan-Zassenhaus). Seien R ein Dedekindring, dessen Quotientenko¨r-
per K ein globaler Ko¨rper ist, A eine endlich-dimensionale halbeinfache K-Algebra
und Λ eine R-Ordnung in A. Dann gibt es zu jedem endlich erzeugten A-Modul V
nur endlich viele Isomorphieklassen von Λ-Gittern M , sodass K⊗R M ∼= V gilt.
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Ein analoger Satz gilt auch, wenn R ein diskreter Bewertungsring und K die Kom-
plettierung eines globalen Ko¨rpers ist.
Ist A nicht halbeinfach, so la¨sst sich fu¨rR 6= K zeigen, dass es zu jedem A-Modul V 6=
0 unendlich viele Isomorphieklassen von Λ-Gittern M mit K ⊗R M ∼= V gibt. Um
zumindest die Gu¨ltigkeit des Satzes von Jordan-Zassenhaus zu garantieren, nehmen
wir im Folgenden an, dass K ein globaler Ko¨rper oder die Komplettierung eines
globalen Ko¨rpers und A eine endlich-dimensionale separable Algebra ist.
Die Frage, ob Λ endlichen oder unendlichen Darstellungstyp hat, kann man mittels
eines Lokal-Global-Prinzips beantworten. Sei p ein maximales Ideal in R, Kp die
entsprechende Komplettierung und R̂p = OKp. Fu¨r eine R-Ordnung Λ in A setzen
wir Λ̂p = R̂p ⊗R Λ. Ist Λ′ eine maximale R-Ordnung in A, die Λ entha¨lt, so folgt
Λ̂p ⊆ Λ̂′p. In den meisten Fa¨llen gilt hier sogar Gleichheit, man kann zeigen, dass die
Menge
S(Λ) =
{
p maximales Ideal in R : Λ̂p keine maximale R̂p-Ordnung in K̂p ⊗K A
}
eine endliche Menge ist. Ferner gilt genau dann S(Λ) = ∅, wenn Λ eine maximale R-
Ordnung in A ist. Die Frage nach dem Darstellungstyp von Λ la¨sst sich nun auf die
Frage nach den Darstellungstypen der Ordnungen Λ̂p fu¨r die p ∈ S(Λ) reduzieren:
Satz 1.42 (Jones). Eine R-Ordnung Λ in A hat genau dann endlichen Darstel-
lungstyp, wenn fu¨r jedes p ∈ S(Λ) die Ordnung Λ̂p endlichen Darstellungstyp hat.
Fu¨r den Gruppenring ZG erha¨lt man z. B S(ZG) = {(p) : p ∈ P, p | |G|}. Ist allge-
meiner OL der Ganzheitsring eines algebraischen Zahlko¨rpers L, so besteht S(OLG)
aus den maximalen Idealen, die |G| enthalten. Fu¨r ein Primideal p ∈ S(OLG), das
die Primzahl p ∈ P entha¨lt, la¨sst sich der Darstellungstyp von ÔLGp in Abha¨ngigkeit
von den p-Sylowgruppen von G und dem Verzweigungsindex e(p/(p)) bestimmen.
Beispielsweise hat ZG genau dann endlichen Darstellungstyp, wenn fu¨r jeden Prim-
teiler p von |G| die p-Sylowgruppen zyklisch der Ordnung ho¨chstens p2 sind.
Bei der Bestimmung des Darstellungstyps von ZpG wird von der Tatsache Gebrauch
gemacht, dass ZpG genau dann endlichen Darstellungstyp hat, wenn ZpP fu¨r eine
p-Sylowgruppe P endlichen Darstellungstyp hat. Eine a¨hnliche Reduktion ist fu¨r
den Charakterring von G im Allgemeinen nicht mo¨glich. Dafu¨r ist R(G) stets eine
kommutative Ordnung und bei der Bestimmung des Darstellungstyps kommutativer
Ordnungen hilft ein tiefliegender, unabha¨ngig von Jacobinski sowie von Drozd und
Ro˘ıter bewiesener Satz.
Sei S ein beliebiger Ring und X ein endlich erzeugter S-Modul. Das Jacobson-Ra-
dikal radS(X) bzw. rad(X) von X ist der Durchschnitt aller maximalen S-Unter-
moduln von X. Ferner bezeichne µS(X) die minimale Anzahl von Erzeugern von X
als S-Modul.
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Satz 1.43 (Jacobinski, Drozd-Ro˘ıter). Seien A kommutativ, Λ eine R-Ordnung
und Λ′ die maximale R-Ordnung in A. Die Ordnung Λ hat genau dann endlichen
Darstellungstyp, wenn gilt:
µΛ(Λ
′/Λ) ≤ 2 und µΛ(radΛ(Λ′/Λ)) ≤ 1 .
In [14] wird ein U¨berblick u¨ber den Beweis des Satzes gegeben. Vollsta¨ndige Beweise
u¨ber teilweise verschiedene Zuga¨nge findet man in [33], [18] oder [24].
Eine Strategie zur Bestimmung des Darstellungstyps einer kommutativen Ordnung Λ
lautet also wie folgt: Fu¨r p ∈ S(Λ) bestimme man den Darstellungstyp von Λ̂p
mithilfe von Satz 1.43 und schließe daraus mit Satz 1.42 auf den Darstellungstyp
von Λ. Eine Variante dieses Vorgehens ist, statt der R̂p-Ordnung Λ̂p die Rp-Ordnung
Λp := Rp ⊗R Λ zu betrachten, also mit Lokalisierungen statt Komplettierungen zu
arbeiten. Wann dies genu¨gt, zeigt das folgende Resultat aus [41].
Folgerung 1.44 (Reichenbach). Sei R ein Dedekindring, dessen Quotientenko¨r-
per K ein globaler Ko¨rper oder die Komplettierung eines globalen Ko¨rpers ist. Sei A
eine separable kommutative endlich-dimensionale K-Algebra und Λ eine R-Ordnung
in A. Sei a ∈ R so, dass aΛ′ ⊆ Λ fu¨r die maximale R-Ordnung Λ′ in A gilt. Die
Ordnung Λ hat genau dann endlichen Darstellungstyp, wenn fu¨r jedes Primideal p
in R, welches aR entha¨lt, die Rp-Ordnung Λp endlichen Darstellungstyp hat.
Mit den obigen Aussagen la¨sst sich der Darstellungstyp des Gruppenrings ZG be-
stimmen, wenn G abelsch ist. Da ZG ∼= R(G) ist, kennt man also den Darstel-
lungstyp des Charakterrings einer endlichen abelschen Gruppe. Ebenso la¨sst sich
der Darstellungstyp des Burnsiderings A(G) einer beliebigen endlichen Gruppe G
u¨ber die Sa¨tze 1.43 und 1.42 (bzw. Folgerung 1.44) ermitteln. Dieser ist definiert
als Grothendieckring des Halbrings der Isomorphieklassen endlicher G-Mengen, wo-
bei die Addition durch die disjunkte Vereinigung und die Multiplikation durch das
direkte Produkt gegeben werden. Im Gegensatz zum Gruppenring kennt man fu¨r
den Burnsidering kein Verfahren, mit dem man dessen Darstellungstyp ohne die
Verwendung von Satz 1.43 bestimmen kann.
Es gibt ein Kriterium dafu¨r, wann genau der Darstellungstyp von A(G) endlich ist.
Dieses la¨sst sich aber nicht allein u¨ber die p-Sylowgruppen von G beschreiben (sie-
he [40]). Hat A(G) endlichen Darstellungstyp, so sind fu¨r p ∈ P die p-Sylowgruppen
von G zyklisch der Ordnung ho¨chstens p2 oder elementar-abelsch der Ordnung p2
und alle zyklischen Untergruppen der Ordnung p in G sind konjugiert. Die Um-
kehrung dieser Aussage stimmt allerdings nicht. Das la¨sst erahnen, dass auch die
Bestimmung des Darstellungstyps vom Charakterring R(G) fu¨r einige Gruppen G
problematisch werden kann.
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1.4 Endliche Gruppen
Die Theorie zu endlichen Gruppen ist so vielfa¨ltig und weitverzweigt, dass eine in
sich geschlossene U¨bersicht an dieser Stelle nicht mo¨glich ist. Ha¨ufig verwendete Be-
griffe und Resultate wie Sylowsa¨tze, elementare Ergebnisse zu Gruppenoperationen
oder auch den Satz von Feit und Thompson, dass jede endliche Gruppe ungerader
Ordnung auflo¨sbar ist, setzen wir als bekannt voraus. Wir werden spa¨ter einige spe-
zielle Ergebnisse aus verschiedenen Bereichen der Gruppentheorie beno¨tigen und be-
schra¨nken uns daher im Wesentlichen auf die Angabe dieser Resultate. Zum Beweis
der Sa¨tze in Abschnitt 1.4.2 beno¨tigt man die Klassifikation der endlichen einfachen
Gruppen.
Alle in diesem Abschnitt betrachteten Gruppen sind endliche Gruppen. Fu¨r eine
zyklische Gruppe der Ordnung n schreiben wir auch Cn, direkte Produkte von k zyk-
lischen Gruppen der Ordnung n, auch homozyklische Gruppen genannt, werden wir
mit Ckn bezeichnen (fu¨r n ∈ P sprechen wir auch von elementar-abelschen Gruppen).
Außerdem sei Dn die Diedergruppe der Ordnung n und Q8 die Quaternionengruppe
der Ordnung 8.
SeiG eine Gruppe und p ∈ P. Der gro¨ßte Normalteiler vonG, dessen Ordnung eine p-
Potenz ist, wird mit Op(G) bezeichnet und analog ist Op′(G) der gro¨ßte Normalteiler
von G mit zu p teilerfremder Ordnung. Die Fittinggruppe F (G) von G ist der gro¨ßte
nilpotente Normalteiler von G. Bekanntlich kommutieren Normalteiler mit teiler-
fremder Ordnung, weswegen man die Fittinggruppe auch als F (G) =
∏
p||G|Op(G)
schreiben kann. Ist G 6= 1 auflo¨sbar, so gilt daher F (G) 6= 1.
Eine a¨hnliche Rolle wie die Fittinggruppe fu¨r eine endliche auflo¨sbare Gruppe spielt
die verallgemeinerte Fittinggruppe fu¨r eine beliebige endliche Gruppe G. Bevor wir
diese definieren ko¨nnen, mu¨ssen wir noch sagen, was wir unter einer Komponente
von G verstehen. Eine Gruppe H heißt quasieinfach, wenn H eine perfekte zen-
trale Erweiterung einer nichtabelschen einfachen Gruppe S ist, d. h. H = H ′ und
H/Z(H) ∼= S gilt. Als Komponenten von G werden die subnormalen quasieinfa-
chen Untergruppen von G bezeichnet. Fu¨r das Erzeugnis aller Komponenten von G
schreiben wir E(G). Damit ist E(G) offenbar ein Normalteiler von G.
Die verallgemeinerte Fittinggruppe F ∗(G) ist durch F ∗(G) = F (G)E(G) definiert.
Folglich gilt F ∗(G) 6= 1 fu¨r G 6= 1. Je zwei Komponenten von G kommutieren mitein-
ander und außerdem kommutiert jede Komponente auch mit F (G). Die verallgemei-
nerte Fittinggruppe ist also eine zentrale Erweiterung eines direkten Produkts von
p-Gruppen und einfachen Gruppen. Eine wichtige Eigenschaft sowohl der Fitting-
(im Fall G auflo¨sbar) als auch der verallgemeinerten Fittinggruppe von G ist, dass
beide ihren Zentralisator in G enthalten, d. h., es gilt CG(F (G)) ≤ F (G), wenn G
auflo¨sbar ist, und allgemein CG(F
∗(G)) ≤ F ∗(G).
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Als na¨chstes wenden wir uns den extraspeziellen p-Gruppen zu. Es sei bemerkt,
dass fu¨r eine nichtabelsche p-Gruppe P stets Z(P ) ∩ P ′ 6= 1 gilt. Ist außerdem
Φ(P ) die Frattinigruppe von P , also der Durchschnitt aller maximaler Untergruppen
von P , so gilt weiter P ′ ⊆ Φ(P ). Die Gruppe P heißt speziell, wenn diese drei
charakteristischen Untergruppen u¨bereinstimmen, d. h. Z(P ) = P ′ = Φ(P ). Des
Weiteren heißt P extraspeziell, wenn P speziell ist und außerdem |Z(P )| = p gilt.
Die extraspeziellen p-Gruppen zerfallen fu¨r jede Primzahl p in zwei unendliche Se-
rien. Die folgende Beschreibung genu¨gt fu¨r unsere Belange, es lassen sich auch ge-
nauere angeben.
Satz 1.45. Sei p ∈ P. Dann hat jede extraspezielle p-Gruppe die Ordnung p2n+1 fu¨r
eine positive ganze Zahl n. Bis auf Isomorphie gibt es dabei genau zwei extraspezielle
p-Gruppen der Ordnung p2n+1. Ist p ungerade, so hat eine dieser beiden Gruppen den
Exponenten p, die andere den Exponenten p2. Die extraspeziellen Gruppen gerader
Ordnung haben alle den Exponenten 4.
1.4.1 Suzuki 2-Gruppen
Die Suzuki 2-Gruppen wurden von Higman in [28] eingefu¨hrt. Die Motivation dazu
erhielt er durch Suzukis Untersuchungen zu einer anderen Klasse von Gruppen, den
sogenannten ZT-Gruppen (siehe [49]). Higmans Interesse galt der Klassifikation aller
2-Gruppen, die einen Automorphismus besitzen, der deren Involutionen, also ihre
Elemente der Ordnung 2, transitiv permutiert. Dies trifft natu¨rlich zuna¨chst einmal
auf alle 2-Gruppen zu, die nur eine Involution besitzen. Diese Gruppen haben die
folgende Gestalt.
Satz 1.46 (Burnside). Sei P eine 2-Gruppe, die lediglich eine Involution besitzt.
Dann ist P isomorph zu einer zyklischen Gruppe oder einer verallgemeinerten Qua-
ternionengruppe.
Eine verallgemeinerte Quaternionengruppe ist dabei eine zu
〈x, y : x2n = y4 = 1, xn = y2, yxy−1 = x−1〉
fu¨r ein n ≥ 2 isomorphe Gruppe. Fu¨r n = 2 erha¨lt man die Quaternionengrup-
pe Q8.
Weiter la¨sst sich leicht zeigen, dass die abelschen Gruppen, die mehr als eine Invo-
lution und einen Automorphismus wie oben beschrieben besitzen, genau die (nicht-
zyklischen) homozyklischen 2-Gruppen sind. Die Suzuki 2-Gruppen werden deshalb
wie folgt definiert.
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Definition 1.47. Eine nichtabelsche 2-Gruppe P heißt Suzuki 2-Gruppe, wenn P
mehr als eine Involution besitzt und es eine zyklische Untergruppe ungerader Ord-
nung von Aut(P ) gibt, die die Involutionen von P transitiv permutiert.
Die Voraussetzung, dass es eine zyklische Untergruppe von Aut(P ) gibt, die die
Involutionen von P transitiv permutiert, ko¨nnte man noch deutlich abschwa¨chen
und wu¨rde trotzdem genau dieselbe Klasse von Gruppen definieren.
Satz 1.48 (Thompson). Sei G eine auflo¨sbare Gruppe und P eine 2-Sylowgruppe
von G, die mehr als eine Involution besitzt. Sind alle Involutionen in G konjugiert,
so ist P isomorph zu einer homozyklischen Gruppe oder einer Suzuki 2-Gruppe.
Interessanterweise wa¨ren a¨hnliche Definitionen fu¨r p-Gruppen mit einer ungeraden
Primzahl p nicht sinnvoll. In diesen Fa¨llen ga¨be es solche Gruppen na¨mlich gar
nicht [45]:
Satz 1.49 (Shult). Sei p ∈ P und P eine p-Gruppe, sodass Aut(P ) transitiv auf den
Untergruppen der Ordnung p von P operiert. Dann ist P abelsch oder eine 2-Gruppe.
Es la¨sst sich zeigen, dass jede Suzuki 2-Gruppe eine spezielle Gruppe vom Exponen-
ten 4 ist, deren nichttriviale Zentrumselemente genau ihre Involutionen sind. Ist P
eine Suzuki 2-Gruppe mit |Z(P )| = q, so gilt außerdem |P | = q2 oder |P | = q3.
Eine weitere Eigenschaft, die allen Suzuki 2-Gruppen gemein ist, betrifft deren Au-
tomorphismen. Ist G eine Gruppe mit einer abelschen p-Sylowgruppe P (p ∈ P), so
sind zwei Elemente aus P nach einem Satz von Burnside genau dann in G konjugiert,
wenn sie bereits in NG(P ) konjugiert sind. Dieselbe Aussage gilt auch, wenn P kei-
ne abelsche, sondern eine Suzuki 2-Gruppe ist. Dieses Resultat wird in der Sprache
der Fusionssysteme z. B. in [12] bewiesen. Man sagt auch, dass abelsche Gruppen
und Suzuki 2-Gruppen resistent sind (tatsa¨chlich ist dies noch eine etwas sta¨rkere
Formulierung).
Die Suzuki 2-Gruppen lassen sich in vier Typen einteilen. Wie diese Einteilung genau
verla¨uft, erfa¨hrt man z. B. in [28]. Die Gruppen vom Typ A sind beispielsweise genau
die Suzuki 2-Gruppen P , fu¨r die |P | = |Z(P )|2 gilt. Jede dieser Gruppen ist isomorph
zu einer der Matrizengruppen
A(n,Θ) :=

1 a b0 1 aΘ
0 0 1
 : a, b ∈ F2n

fu¨r eine positive ganze Zahl n und ein nichttriviales Θ ∈ Aut(F2n) mit ungerader
Ordnung. Zu den Gruppen vom Typ B geho¨ren unter anderem die 2-Sylowgruppen
der einfachen projektiven speziellen unita¨ren Gruppen PSU(3, 2k). (Fu¨r k = 1 ist
die Gruppe PSU(3, 2k) nicht einfach und ihre 2-Sylowgruppe ist zu Q8 isomorph).
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Die Suzuki 2-Gruppen vom Typ A und die 2-Sylowgruppen von PSU(3, 2k) spie-
len in einem weiteren Satz, in dem es um transitive Operationen geht, eine Rolle.
Fordert man, dass nicht wie bei Suzuki 2-Gruppen nur alle Involutionen einer 2-
Gruppe P , sondern sa¨mtliche zyklische Untergruppen gleicher Ordnung von P in
Aut(P ) konjugiert sind, so gelangt man schließlich zur folgenden Liste [54].
Satz 1.50 (Wilkens). Sei P eine 2-Gruppe, in der zu je zwei zyklischen Untergrup-
pen A und B derselben Ordnung ein Automorphismus α ∈ Aut(P ) existiert, sodass
α(A) = B gilt. Dann trifft einer der folgenden Fa¨lle zu:
1. P ist homozyklisch,
2. P ist isomorph zu einer Suzuki 2-Gruppe vom Typ A,
3. P ist isomorph zu einer 2-Sylowgruppe von PSU(3, 2k) fu¨r ein k ∈ N,
4. P ist isomorph zur Suzuki 2-Gruppe 〈x1, x2, x3, x4, x5, x6〉 der Ordnung 29 mit
x4i = [x
2
i , xj] = 1 und x
2
1 = x
2
4 = [x1, x4], x
2
2 = x
2
5 = [x2, x5], x
2
1x
2
2 = x
2
3 = x
2
6 =
[x3, x6], [x1, x3] = x
2
2[x1, x2] = [x1, x5], [x1, x6] = x
2
1, [x2, x3] = x
2
1x
2
2 = [x5, x6],
[x2, x4] = x
2
2, [x2, x6] = x
2
1x
2
2[x1, x2] = [x3, x4], [x3, x5] = [x1, x2] = [x4, x5].
1.4.2 Endliche einfache Gruppen
Die Klassifikation der endlichen einfachen Gruppen erforderte eine Vielzahl von Ar-
beiten. Mittlerweile wird es im Allgemeinen als bewiesen angesehen, dass jede end-
liche einfache Gruppe isomorph zu einer der folgenden ist:
1. einer zyklischen Gruppe der Ordnung p fu¨r ein p ∈ P,
2. einer alternierenden Gruppe An vom Grad n ≥ 5,
3. einer Gruppe aus einer der 16 unendlichen Serien von einfachen Gruppen vom
Lie-Typ, die sich u¨ber sogenannte Dynkin-Diagramme klassifizieren lassen,
4. einer von 26 sporadischen einfachen Gruppen.
Wir bezeichnen die nichtabelschen einfachen Gruppen in folgender Weise: Fu¨r die
projektiven speziellen linearen Gruppen vom Grad n u¨ber einem endlichen Ko¨rper
mit pk Elementen schreiben wir PSL(n, pk) und analog fu¨r die projektiven sym-
plektischen Gruppen PSp(n, pk). Die projektiven speziellen unita¨ren Gruppen von
Grad n u¨ber einem Ko¨rper mit p2k Elementen bezeichnen wir, wie in der Literatur
oft u¨blich, mit PSU(n, pk). Alle anderen auftretenden einfachen Gruppen erhalten
die Bezeichnung, unter der sie auch im Atlas [9] zu finden sind, die weiteren Grup-
pen vom Lie-Typ werden wir also nach den jeweils zugeho¨rigen Dynkin-Diagrammen
benennen.
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Zu einer endlichen Gruppe la¨sst sich ihr Schur-Multiplikator definieren. Dieser wur-
de urspru¨nglich im Zusammenhang mit projektiven gewo¨hnlichen Darstellungen ein-
gefu¨hrt (siehe z. B. [32]). Wir werden jedoch nur auf Schur-Multiplikatoren endlicher
einfacher Gruppen zu sprechen kommen, und zwar wenn es darum geht, welche per-
fekten zentralen Erweiterungen gewisse einfache Gruppen haben ko¨nnen. Deshalb
fu¨hren wir ihn wie folgt ein. Sei G einfach, dann gibt es eine bis auf Isomorphie
eindeutig bestimmte maximale perfekte zentrale Erweiterung C von G. Die Unter-
gruppe Z(C) wird Schur-Multiplikator M(G) von G genannt.
Die Schur-Multiplikatoren der endlichen einfachen Gruppen sind allesamt bekannt,
man findet sie z. B. in [9]. Insbesondere weiß man, dass der Exponent von M(G)
die Ordnung von G teilt. Diese Aussage bleibt auch richtig, wenn man den Schur-
Multiplikator fu¨r eine beliebige endliche Gruppe G definiert.
Unser na¨chster Blick gilt den Automorphismen einfacher Gruppen. Fu¨r eine beliebige
Gruppe G bezeichne Aut(G) die Gruppe der Automorphismen von G und
Inn(G) := {ϕ ∈ Aut(G) : es gibt ein g ∈ G, sodass ϕ(x) = gxg−1 fu¨r alle x ∈ G}
den darin enthaltenen Normalteiler der inneren Automorphismen von G. Die a¨ußere
Automorphismengruppe von G ist Out(G) := Aut(G)/Inn(G). U¨ber deren Struktur
weiß man fu¨r einfache Gruppen G Folgendes:
Satz 1.51 (Schreier-Vermutung). Die a¨ußere Automorphismengruppe einer endli-
chen einfachen Gruppe ist auflo¨sbar.
Eine weitere Klassifikationsaussage, die man mithilfe der Klassifikation der endlichen
einfachen Gruppen beweisen kann, betrifft die 2-transitiven Gruppen (siehe [31,
27, 13]). Wir werden diese Klassifikation nur fu¨r die transitiven linearen Gruppen
beno¨tigen, also die Untergruppen von GL(n, p), die transitiv auf den Vektoren 6= 0
von Fnp operieren (p ∈ P, n ∈ N beliebig). Im Zusammenhang damit fu¨hren wir
noch die semilineare Gruppe ΓL(pk) u¨ber einem Ko¨rper mit pk Elementen ein. Diese
entsteht durch Erweiterung der allgemeinen linearen Gruppe GL(1, pk) mit Galois-
Automorphismen, genauer ist
ΓL(pk) = {f ∈ Hom(Fpk ,Fpk) : f(x) = aσ(x) fu¨r gewisse a ∈ F×pk
und σ ∈ Gal(Fpk/Fp)} .
Die Gruppe ΓL(pk) besitzt den Normalteiler
ΓL0(p
k) = {f ∈ Hom(Fpk ,Fpk) : f(x) = ax fu¨r ein a ∈ F×pk} ∼= F×pk
und fu¨r die Faktorgruppe gilt ΓL(pk)/ΓL0(p
k) ∼= Gal(Fpk/Fp). Daher ist ΓL(pk)
isomorph zum semidirekten Produkt F×
pk
oGal(Fpk/Fp).
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Satz 1.52. Sei H ≤ GL(n, p) eine Untergruppe, die transitiv auf den Vektoren
von Fnp \ {0} operiert. Dann ist H isomorph zu einer Gruppe G, auf die eine der
folgenden Aussagen zutrifft:
1. G ≤ ΓL(pn),
2. SL(k, q)EG und pn = qk fu¨r ein k ∈ N mit k > 1,
3. Sp(k, q)EG und pn = qk fu¨r ein k ∈ 2N,
4. G2(q)
′ EG, p = 2 und 2n = q6,
5. p = 3, n = 2 und Q8 EG
6. n = 2, p ∈ {5, 7, 11, 23} und SL(2, 3)EG,
7. n = 2, p ∈ {11, 19, 29, 59} und SL(2, 5)EG,
8. p = 3, n = 4 und entweder S E G fu¨r eine extraspezielle Gruppe S der Ord-
nung 32 oder SL(2, 5)EG,
9. p = 2, n = 4 und G ∼= A6 oder G ∼= A7,
10. p = 3, n = 6 und G ∼= SL(2, 13),
11. p = 2, n = 6 und G ∼= PSU(3, 3).
Schließlich geben wir noch zwei Resultate zu den Konjugationsklassen von Involu-
tionen einfacher Gruppen an. Beide Ergebnisse sind in [56] zu finden.
Satz 1.53. Sei G eine nichtabelsche einfache Gruppe, in der alle Involutionen kon-
jugiert sind. Dann ist G isomorph zu einer der Gruppen aus der folgenden Liste:
(i) Alternierende Gruppen: A5, A6, A7;
(ii) Gruppen vom Lie-Typ: PSL(2, q), PSL(3, q), PSL(4, q), PSU(3, q), PSU(4, q),
3D4(q), G2(q),
2G2(3
2n+1), 2B2(2
2n+1);
(iii) Sporadische Gruppen: M11, M22, M23, J1, J3, McL, O
′N , Ly, Th.
Satz 1.54. Sei G eine einfache Gruppe, die mindestens zwei Konjugationsklas-
sen von Involutionen besitzt. Dann sind die Involutionen von G nicht alle Aut(G)-
konjugiert.

2 Eigenschaften des Charakterrings
und seiner maximalen Ordnung
Ab jetzt bezeichne G stets eine endliche Gruppe. Weiter seien R(G) ihr Charak-
terring und R(G)′ die maximale Ordnung in Q ⊗ R(G) (sofern nichts anderes ge-
sagt wird, meinen wir immer Tensorprodukte u¨ber Z). Unser Ziel wird es sein, den
Darstellungstyp von R(G) zu bestimmen. Dies wollen wir mittels Anwendung von
Folgerung 1.44, wobei wir R = Z, K = Q und Λ = R(G) setzen, erreichen. Demnach
mu¨ssen wir also fu¨r gewisse Primzahlen p den Darstellungstyp der Z(p)-Ordnung
R(G)p := Z(p) ⊗ R(G) bestimmen, was wir durch Anwendung von Satz 1.43 mit
R = Z(p), K = Q und Λ = R(G)p tun wollen. Die meisten Voraussetzungen von
Satz 1.43 und Folgerung 1.44 sind dann trivialerweise erfu¨llt. Es verbleibt lediglich
zu zeigen, dass Q ⊗ R(G) und Q ⊗Z(p)R(G)p separabel sind sowie dass eine ganze
Zahl a existiert, sodass aR(G)′ ⊆ R(G) gilt.
Lemma 2.1. Die Algebren Q⊗R(G) und Q⊗Z(p)R(G)p, p ∈ P, sind separabel.
Beweis. Laut Deiml ist die Algebra Q(ζ|G|) ⊗ R(G) eine zerfallende halbeinfache
Q(ζ|G|)-Algebra [15, Satz 3.2]. Nach Lemma 1.37 sind Q ⊗ R(G) und Q ⊗ R(G)p
folglich separabel.
Lemma 2.2. Fu¨r den Charakterring R(G) und seine maximale Ordnung R(G)′ in
Q⊗R(G) gilt |G|R(G)′ ⊆ R(G).
Beweis. Sei ε = ζexp(G). Wir zeigen, dass fu¨r jede Klassenfunktion ϕ ∈ (Z[ε]⊗R(G))′
die Funktion |G|ϕ in Z[ε] ⊗ R(G) liegt. Dazu genu¨gt es zu zeigen, dass fu¨r ein
beliebiges g ∈ G die Funktion |G|ϑg mit
ϑg(x) =
{
1, x ∼G g
0, sonst
in Z[ε] ⊗ R(G) liegt. Mithilfe der Orthogonalita¨tsrelationen la¨sst sich ϑg leicht an-
geben:
ϑg =
1
|CG(g)|
∑
χ∈Irr(G)
χ(g−1)χ .
Daraus liest man sofort |G|ϑg ∈ Z[ε]⊗R(G) ab. Demzufolge gilt |G|(Z[ε]⊗R(G))′ ⊆
Z[ε]⊗R(G) und daher natu¨rlich auch |G|R(G)′ ⊆ R(G).
Folgerung 2.3. Es gilt |G|R(G)′p ⊆ R(G)p.
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Mit den Bezeichnungen aus dem Beweis von Lemma 2.2 erha¨lt man fu¨r die Funkti-
on ϑ1 ∈ R(G)′
ϑ1 =
1
|CG(1)|
∑
χ∈Irr(G)
χ(1)χ =
1
|G| · 1+
1
|G|
∑
χ∈Irr(G)\{1}
χ(1)χ ,
wobei 1 fu¨r den trivialen Charakter von G steht. Folglich ist jedes a ∈ N, das
aR(G)′ ⊆ R(G) erfu¨llt, mindestens so groß wie |G|. Mittels Lemma 2.2 la¨sst sich nun
auch eine Aussage daru¨ber treffen, fu¨r welche Primzahlen pman den Darstellungstyp
der Z(p)-Ordnung R(G)p bestimmen muss, um auf den Darstellungstyp von R(G)
schließen zu ko¨nnen: Es sind genau die Primteiler von |G|.
Im Allgemeinen lassen sich u¨ber die genaue Struktur des Charakterrings R(G) nur
wenige Aussagen treffen. Die maximale Ordnung R(G)′ ko¨nnen wir dagegen als
direkte Summe von Ganzheitsringen gewisser algebraischer Zahlko¨rper schreiben.
Definition 2.4. Sei S eine Vereinigung von Q-Klassen von G. Fu¨r einen Ring T
algebraischer Zahlen definiert man
ChT (S) :=
{
ψ =
∑
χ∈Irr(G)
aχχ : aχ ∈ T, ψ(z) = 0 fu¨r z /∈ S
}
.
Ferner sei Ch(S) := ChZ(S).
Satz 2.5. Seien C1, . . . , Ck die Q-Klassen von G und {x1, . . . , xk} ein Repra¨sentan-
tensystem dieser Q-Klassen mit xi ∈ Ci fu¨r i = 1, . . . , k. Dann ist die Abbildung
Q⊗R(G)→
k⊕
i=1
Q(Ci) , a⊗ ψ 7→ (aψ(x1), . . . , aψ(xk)) (2.1)
ein Q-Algebra-Isomorphismus.
Beweis. Die Abbildung (2.1) ist offenbar ein Homomorphismus. Weiter gibt es fu¨r
ψ ∈ R(G) zu jedem x ∈ Ci einen Automorphismus σ ∈ Gal(Q(Ci)/Q), sodass ψ(x) =
σ(ψ(xi)) gilt. Das Bild von a⊗ψ ∈ Q⊗R(G) ist daher genau dann (0, . . . , 0), wenn
a = 0 bzw. ψ(xi) = 0 fu¨r alle i = 1, . . . , k ist. Folglich ist die obige Abbildung (2.1)
injektiv.
Sei nun C eine Vereinigung von Q-Klassen von G. Da der Z-Rang von Ch(C) nach
Suzuki mit der Anzahl der Konjugationsklassen in C u¨bereinstimmt [48], entspricht
die Dimension des Q-Vektorraums Q ⊗ Ch(Ci) der Anzahl der in Ci enthaltenen
Konjugationsklassen.
Sei Ci die Konjugationsklasse von G, in der xi liegt. Nach Lemma 1.33 gibt es einen
Isomorphismus zwischen Gal(Q(ζ|〈xi〉|)/Q(Ci)) und NG(〈xi〉)/CG(xi). Die Gleichung
[Q(ζ|〈xi〉|) : Q] = [Q(ζ|〈xi〉|) : Q(Ci)] · [Q(Ci) : Q]
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la¨sst sich demnach in der Form
ϕ(|〈xi〉|) = |NG(〈xi〉) : CG(xi)| · [Q(Ci) : Q]
schreiben, wobei ϕ fu¨r die Eulersche ϕ-Funktion steht. Nun ist ϕ(|〈xi〉|) aber auch
gleich der Anzahl der Elemente von 〈xi〉, die dieselbe Ordnung wie xi haben, und
|NG(〈xi〉) : CG(xi)| entspricht der Anzahl von Elementen in 〈xi〉, die in G zu xi
konjugiert sind. Somit ist [Q(Ci) : Q] die Anzahl der in Ci enthaltenen Konjugati-
onsklassen, also hat Q⊗ Ch(Ci) die Dimension [Q(Ci) : Q].
Andererseits besitzt Q(Ci) als Q-Vektorraum ebenfalls die Dimension [Q(Ci) : Q].
Da wie bereits gesehen Q ⊗ Ch(Ci) injektiv nach 0 ⊕ · · · ⊕ 0 ⊕ Q(Ci) ⊕ 0 ⊕ · · · ⊕ 0
abgebildet wird, ist die Abbildung (2.1) sogar eine Bijektion.
Folgerung 2.6. Die Abbildung (2.1) induziert einen Isomorphismus
R(G)′ ∼=
k⊕
i=1
OQ(Ci).
Beweis. Dies folgt unmittelbar aus Satz 2.5, da R(G)′ und
⊕k
i=1OQ(Ci) die maxima-
len Ordnungen der kommutativen Q-Algebren Q⊗R(G) bzw.⊕ki=1Q(Ci) sind.
Bemerkung 2.7. Mit Folgerung 2.6 und Lemma 2.2 la¨sst sich schnell die Struktur
der Einheitengruppe von R(G) berechnen. Fu¨r einen Ring R bezeichne U(R) dessen
Einheitengruppe. Nach Lemma 2.2 ist |G|R(G)′ in R(G) enthalten. Daher erhalten
wir eine exakte Folge
0 −→ U(R(G)) f−→ U(R(G)/|G|R(G)′)⊕ U(R(G)′) g−→ U(R(G)′/|G|R(G)′) ,
wobei f(u) = (u + |G|R(G)′, u) und g(u + |G|R(G)′, v) = uv−1 + |G|R(G)′ gelte.
Da R(G)/|G|R(G)′ und R(G)′/|G|R(G)′ jeweils endlich sind, stimmt der Rang von
U(R(G)) also mit dem von U(R(G)′) u¨berein. Nach Anwendung von Folgerung 2.6
la¨sst sich letzterer mithilfe des Dirichletschen Einheitensatzes schnell angeben. Laut
diesem entspricht der Rang der Einheitengruppe des Ganzheitsrings eines algebrai-
schen Zahlko¨rpers K der Summe r + s − 1, wobei r die Anzahl der reellen Einbet-
tungen und s die Anzahl der Paare komplex-konjugierter Einbettungen von K ist
(siehe z. B. [39]).
Zudem ist bekannt, dass jede Torsionseinheit in R(G) die Gestalt ±λ fu¨r einen
linearen Charakter λ ∈ Irr(G) hat und die Gruppe der Torsionseinheiten von R(G)
demnach isomorph zu C2×G/G′ ist. Insgesamt erhalten wir also folgendes Resultat:
Satz 2.8. Seien C1, . . . , Ck die Q-Klassen von G. Fu¨r i = 1, . . . , k bezeichne ri
die Anzahl reeller Einbettungen und si die Anzahl der Paare komplex-konjugierter
Einbettungen von Q(Ci). Dann gilt
U(R(G)) ∼= Z/2Z⊕G/G′ ⊕
k⊕
i=1
Zri+si−1 .
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Beispiel 2.9. Wir bestimmen die Einheitengruppe U(R(D10)) des Charakterrings
der Diedergruppe D10 mit zehn Elementen. Seien x, y ∈ D10, sodass |〈x〉| = 5
und |〈y〉| = 2 gilt, und 1, λ, χ1, χ2 die irreduziblen Charaktere der D10, wobei λ
der nichttriviale lineare Charakter ist und χk(x) = ζ
k
5 + ζ
−k
5 fu¨r k = 1, 2 gilt. Die
Torsionseinheiten sind dann ±1 und ±λ.
Wir wollen nun die Einheiten unendlicher Ordnung in R(D10) finden. Auf 1D10 sowie
den Involutionen hat jeder Charakter von D10 natu¨rlich ganzzahlige Werte. Ist η ∈
R(D10) eine Einheit, so hat η auf den Elementen der Ordnung ≤ 2 also nur Werte
aus {−1, 1}.
Die Elemente x und x2 liegen in einer Q-Klasse und es gilt Q(clG(x)) = Q(ζ5+ζ45 ) =
Q(
√
5). Bekanntlich besitzt Q(
√
5) genau zwei reelle und keine komplex-konjugierten
Einbettungen. Nach Satz 2.8 ist der Rang der Einheitengruppe von R(D10) daher 1.
Die Fundamentaleinheit von Q(
√
5) lautet ε = 1+
√
5
2
= 1 + ζ5 + ζ
4
5 (siehe z. B. [4]),
die Erzeuger der Einheitengruppe von OQ(√5) modulo Torsionseinheiten sind also
ε, −ε, ε−1 und −ε−1. Ist p das 5 enthaltende Primideal von OQ(√5), so gilt aber
ε ≡ 3 (mod p) und dementsprechend folgt −ε ≡ ε−1 ≡ 2 (mod p) sowie −ε−1 ≡ 3
(mod p). Fu¨r jeden Charakter ψ ∈ R(D10) mit ψ(x) ∈ {ε,−ε, ε−1,−ε−1} gilt nach
Lemma 1.30 daher ψ(1D10) ≡ ±2 (mod 5). Somit kann ψ keine Einheit sein.
Dagegen gibt es eine Einheit η in R(D10) mit η(x) = ε
2. Es gilt na¨mlich
(1+ χ1)(1D10) = 3 , (1+ χ1)(x) = ε und (1+ χ1)(y) = 1
und demzufolge
(1+ χ1)
2(1D10) = 9 , (1+ χ1)
2(x) = ε2 sowie (1+ χ1)
2(y) = 1 .
Sei % der regula¨re Charakter von D10. Setzen wir η := (1+ χ1)
2 − %, so ergibt sich
η(1D10) = −1 , η(x) = ε2 und η(y) = 1 .
Damit ist η ein Erzeuger von U(R(D10)) modulo Torsionseinheiten. Man kann schnell
nachrechnen, dass η = 1− χ2 gilt, also erhalten wir schließlich
U(R(D10)) = 〈−1〉 × 〈λ〉 × 〈1− χ2〉 .
Nach dem kurzen Einschub zur Einheitengruppe von R(G) wollen wir nun dazu kom-
men, wie uns Satz 2.1 und Folgerung 2.6 bei der Berechnung des Darstellungstyps
von R(G) helfen ko¨nnen. Die Ordnung
⊕k
i=1OQ(Ci) hat gegenu¨ber R(G)′ einen ent-
scheidenden Vorteil: Wa¨hrend fu¨r χ, ψ ∈ R(G)′ im Allgemeinen unklar ist, welcher
Funktion in R(G)′ das Produkt χψ entspricht (d. h. in welche Linearkombination
irreduzibler Charaktere sich χ ⊗ ψ zerlegen la¨sst), werden bei der Multiplikation
zweier Elemente a, b ∈ ⊕ki=1OQ(Ci) mit a = (a1, . . . , ak), b = (b1, . . . , bk) einfach
deren Komponenten multipliziert: ab = (a1b1, . . . , akbk). Daher identifizieren wir
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Klassenfunktionen aus R(G)′ im Folgenden immer mit Elementen in
⊕k
i=1OQ(Ci),
bzw. Funktionen aus der Algebra Q⊗R(G) mit Elementen in⊕ki=1Q(Ci).
Mit dieser Sichtweise stellt sich die Frage, welche Elemente aus Z(p) ⊗
⊕k
i=1OQ(Ci)
auch in R(G)p liegen, wenn p ein Primteiler von |G| ist. Wir versuchen zuna¨chst,
diese Frage fu¨r Funktionen mit ganzzahligen Werten, die nur auf wenigen Q-Klassen
von 0 verschieden sind, zu beantworten.
Lemma 2.10. Seien p ∈ P und S := {x ∈ G : p - |CG(x)|}. Dann gilt
R(G)′p ∩ ChQ(S) = ChZ(p)(S) .
Beweis. Seien ε = ζexp(G) und {z1, . . . , zk} ein Repra¨sentantensystem fu¨r die Kon-
jugationsklassen in S. Es genu¨gt zu zeigen, dass jedes Element ϕ1 aus Ch(S), das
auf allen Elementen aus S Werte in pZ[ε] annimmt, die Gestalt ϕ1 = pϕ2 fu¨r ein
ϕ2 ∈ Ch(S) hat. Sei also ϕ1(zi) = pri, wobei ri ∈ Z[ε] gelte. Mit den Bezeichnungen
aus dem Beweis von Lemma 2.2 gilt dann
ϕ1 =
k∑
i=1
priϑzi = p
∑
χ∈Irr(G)
(
k∑
i=1
ri
|CG(zi)|χ(z
−1
i )
)
χ .
Die Nenner |CG(zi)| der inneren Summen sind nach Voraussetzung allesamt teiler-
fremd zu p. Damit und wegen ϕ1 ∈ Ch(S) mu¨ssen die inneren Summen jeweils in Z
liegen und folglich ist
ϕ2 :=
∑
χ∈Irr(G)
(
k∑
i=1
ri
|CG(zi)|χ(z
−1
i )
)
χ
ein Element aus Ch(S), das ϕ1 = pϕ2 erfu¨llt.
Die Q-Klassen, die nur Elemente, deren Zentralisatoren zu p teilerfremde Ordnung
haben, besitzen, sind also fu¨r die Bestimmung des Darstellungstyps irrelevant. Die
u¨brigen Q-Klassen unterteilen wir in p′-Sektionen.
Lemma 2.11. Seien p eine Primzahl und x ∈ G ein Element mit zu p teilerfremder
Ordnung. Dann liegt die Funktion νx mit
νx(g) =
{
1, gp′ liegt in der Q-Klasse von x
0, sonst
in R(G)p.
Beweis. Seien g ∈ G mit gp′ = x und Sg die Q-Klasse von g. Dann la¨sst sich Sg
in Konjugationsklassen C1, . . . , Ck zerlegen. Seien y1, . . . , yk ∈ G Repra¨sentanten
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von C1, . . . , Ck. Fu¨r die Klassenfunktion ϑSg von G mit ϑSg(y) = 1 fu¨r y ∈ Sg und
ϑSg(y) = 0 fu¨r y ∈ G \ Sg gilt dann
ϑSg =
k∑
i=1
ϑyi =
k∑
i=1
1
|CG(g)|
∑
χ∈Irr(G)
χ(y−1i )χ =
1
|CG(g)|
∑
χ∈Irr(G)
(
k∑
i=1
χ(y−1i )
)
χ
=
1
|CG(g)|
∑
χ∈Irr(G)
 ∑
σ∈Gal(Q(clG(y1))/Q)
σ
(
χ(y−11 )
)χ
=
∑
χ∈Irr(G)
TrQ(clG(y1))/Q
(
χ(y−11 )
)
|CG(g)| χ .
Die Koeffizienten der irreduziblen Charaktere in der obigen Summe liegen allesamt
in Q, also ist ϑSg ein Element aus R(G)
′
p.
Bezeichne S die rationale p′-Sektion von x in G. Dann ist S eine Vereinigung von
Q-Klassen S1, . . . ,S` von G. Folglich gilt νx = ϑS1 + . . . + ϑS` , wobei ϑSj auf den
Elementen von Sj den Wert 1 hat und sonst verschwindet, j ∈ {1, . . . , `}. Da jedes
ϑSj in R(G)
′
p liegt, ist auch νx ein Element aus R(G)
′
p.
Sei andererseits ε eine r-te Einheitswurzel, wobei r dem p′-Anteil von |G| entspricht,
und p ein maximales Ideal in Z[ε], das p entha¨lt. Dann liegt die Funktion ν˜x, mit
ν˜x(g) = 1, wenn gp′ inG zu x konjugiert ist, und ν˜x(g) = 0 sonst, nach Lemma 1.29 in
(Z[ε])p⊗R(G). Fu¨r ein Repra¨sentantensystem {x˜1, . . . , x˜r} der Konjugationsklassen,
die in der Q-Klasse von x liegen, ist daher νx = ν˜x˜1 + . . . + ν˜x˜r und es folgt νx ∈
R(G)′p ∩ ((Z[ε])p ⊗R(G)) = R(G)p.
Bemerkung 2.12. Um den Darstellungstyp von R(G)p zu bestimmen, kann man
die rationalen p′-Sektionen von G also separat betrachten. Lemma 2.11 besagt
na¨mlich, dass eine Funktion ϕ ∈ Q ⊗ R(G) genau dann in R(G)p liegt, wenn νxϕ
fu¨r jedes x ∈ G mit zu p teilerfremder Ordnung in R(G)p enthalten ist. Hat man
verschiedene rationale p′-Sektionen S1, . . . ,Sk und sind
α1, β1 Erzeuger des R(G)p-Moduls (R(G)
′
p ∩ ChQ(S1))/(R(G)p ∩ ChQ(S1)) ,
...
αk, βk Erzeuger des R(G)p-Moduls (R(G)
′
p ∩ ChQ(Sk))/(R(G)p ∩ ChQ(Sk)) ,
so erzeugen α1 + . . .+ αk und β1 + . . .+ βk demnach den R(G)p-Modul
(R(G)′p ∩ ChQ(S1 ∪ . . . ∪ Sk))/(R(G)p ∩ ChQ(S1 ∪ . . . ∪ Sk)) .
Analog wird das Radikal von R(G)′p/R(G)p genau dann von ho¨chstens einem Ele-
ment erzeugt, wenn rad((R(G)′p ∩ ChQ(S))/(R(G)p ∩ ChQ(S))) fu¨r jede rationale
p′-Sektion S zyklisch ist.
Aus dieser U¨berlegung erhalten wir eine erste notwendige Bedingung dafu¨r, dass
R(G) endlichen Darstellungstyp hat.
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Satz 2.13. Sei G eine Gruppe, die fu¨r ein p ∈ P eine rationale p′-Sektion S mit
a+1 verschiedenen Q-Klassen besitzt. Dann hat ein minimales Erzeugendensystem
des R(G)p-Moduls R(G)
′
p/R(G)p mindestens a Erzeuger.
Beweis. Seien ε = ζexp(G) und C1, . . . , Ca+1 die verschiedenen Q-Klassen von S. Wie
im Beweis zu Lemma 2.11 kann man zeigen, dass es fu¨r j = 1, . . . , a+1 Funktionen
ϕj aus R(G)
′
p mit ϕj(x) = 1 fu¨r x ∈ Cj und ϕj(x) = 0 sonst gibt. Sicherlich liegen
die ϕj nicht in R(G)p, da fu¨r xj ∈ Cj und xk ∈ Ck, j 6= k, stets ϕj(xj) 6≡ ϕj(xk)
(mod p) gilt, wenn p ein maximales Ideal aus Z[ε], das p entha¨lt, ist.
Seien nun ψ1, . . . , ψn ∈ R(G)′p so, dass ψ1 + R(G)p, . . . , ψn + R(G)p Erzeuger des
R(G)p-Moduls R(G)
′
p/R(G)p sind. Dann existieren fu¨r jedes j ∈ {1, . . . , a+ 1} also
λ1,j, . . . , λn+1,j ∈ R(G)p, sodass λ1,jψ1 + . . . + λn,jψn + λn+1,j = ϕj ist. Seien x1 ∈
C1, . . . , xa+1 ∈ Ca+1 und F die durch
F : R(G)′p → (Z[ε]/p)a+1, ϑ 7→ (ϑ(x1) + p, . . . , ϑ(xa+1) + p)
gegebene Abbildung. Dann sind die Vektoren F (ϕ1), . . . , F (ϕa+1) linear unabha¨ngig
im Z[ε]/p-Vektorraum (Z[ε]/p)a+1, bilden dort also eine Basis. Weiter induzieren
die F (λi,j) Multiplikationen mit Skalaren in (Z[ε]/p)a+1, da fu¨r x, y ∈ S stets
λi,j(x) ≡ λi,j(y) (mod p) gilt. Daher mu¨ssen auch F (ψ1), . . . , F (ψn), F (1) ein Er-
zeugendensystem von (Z[ε]/p)a+1 bilden, was n ≥ a erzwingt.
Folgerung 2.14. Sei G eine Gruppe, die fu¨r eine Primzahl p eine rationale p′-
Sektion mit mindestens vier Q-Klassen entha¨lt. Dann hat R(G) unendlichen Dar-
stellungstyp. Insbesondere hat der Charakterring einer endlichen Gruppe, die fu¨r
eine Primzahl p ein Element der Ordnung p3 entha¨lt, unendlichen Darstellungstyp.
Nachdem wir eine Klasse von Funktionen aus R(G)′p u¨ber den p
′-Anteil der Elemente
aus G definiert haben, wollen wir nun zu Funktionen aus R(G)′p kommen, in denen
der p-Anteil der Gruppenelemente die wesentliche Rolle spielt.
Definition 2.15. Seien p eine Primzahl und G eine Gruppe mit durch p teilbarer
Ordnung. Fu¨r i ∈ N0 werde die Klassenfunktion µi definiert durch
µi(g) :=
{
1, |〈gp〉| = pi
0, sonst
fu¨r g ∈ G.
Lemma 2.16. Sei |G| durch p teilbar und k ∈ N die gro¨ßte Zahl, sodass pk ein
Teiler von exp(G) ist. Fu¨r i = 0, . . . , k ist dann µi ∈ R(G)′p \R(G)p.
Beweis. Wie oben erhalten wir µi ∈ R(G)′p fu¨r i = 1, . . . , k, da µi als Funktion der
Q-Klassen von G angesehen werden kann. La¨ge µi dagegen in R(G)p, so mu¨sste fu¨r
g ∈ G stets µi(g) ≡ µi(gp′) (mod p) gelten, wobei p ein p enthaltendes maximales
Ideal von Z[ζexp(G)] ist. Nun entha¨lt G jedoch ein Element x der Ordnung pi, also
gilt µi(x) ≡ 1 6≡ 0 ≡ µi(1G) (mod p) fu¨r i > 0. Weiter liegt ein Element y der
Ordnung p in G, sodass auch µ0 wegen µ0(y) ≡ 0 6≡ 1 ≡ µ0(1G) (mod p) nicht in
R(G)p ist.
44 2 Eigenschaften des Charakterrings und seiner maximalen Ordnung
Zum Abschluss des Kapitels beweisen wir noch eine Art Orthogonalita¨tsrelation
fu¨r die Charaktere von G. Aus dieser lassen sich unter anderem Funktionen aus
R(G)′p gewinnen, die lediglich auf einer zyklischen Untergruppe von G (und deren
Konjugierten) bzw. nur auf deren Erzeugern von 0 verschieden sind.
Lemma 2.17. Seien x ∈ G und ε eine |〈x〉|-te Einheitswurzel. Die Zahl aχ(x)(ε)
gebe an, wie oft ε als Summand in χ(x) fu¨r χ ∈ Irr(G) auftaucht. Dann gilt fu¨r
g ∈ G
∑
χ∈Irr(G)
aχ(x)(ε)χ(g) =

|CG(g)|
|〈x〉| ·
∑
σ∈Gal(Q(ζ|〈g〉|)/Q(clG(g)))
σ(εk) , g ∼G xk fu¨r ein k ∈ Z
0 , sonst
=

|NG(〈g〉)|·|CG(x)|
|NG(〈x〉)|·|〈x〉| ·
∑
σ∈Gal(Q(ζ|〈x〉|)/Q(clG(x)))
σ(εk) , g ∼G xk fu¨r ein k ∈ Z
0 , sonst
.
Beweis. Sei λ der Charakter aus Irr(〈x〉), fu¨r den λ(x) = ε gilt. Das fu¨hrt zu∑
χ∈Irr(G)
aχ(x)(ε)χ(g)
=
∑
χ∈Irr(G)
〈χ, λ〉〈x〉χ(g) =
∑
χ∈Irr(G)
1
|〈x〉|
∑
h∈〈x〉
λ(h)χ(h−1)χ(g)
=
1
|〈x〉|
∑
h∈〈x〉
λ(h)
∑
χ∈Irr(G)
χ(h−1)χ(g) =
1
|〈x〉|
∑
h∈〈x〉
h∼Gg
λ(h)|CG(g)|
=

|CG(g)|
|〈x〉|
∑
σ∈Gal(Q(ζ|〈g〉|)/Q(clG(g)))
σ(εk) , g ∼G xk fu¨r ein k ∈ Z
0 , sonst
=

|Gal(Q(ζ|〈g〉|)/Q(clG(g)))|
|Gal(Q(ζ|〈x〉|)/Q(clG(x)))| ·
|CG(g)|
|〈x〉| ·
∑
σ∈Gal(Q(ζ|〈x〉|)/Q(clG(x)))
σ(εk) , g ∼G xk fu¨r ein k ∈ Z
0 , sonst
=

|NG(〈g〉)|·|CG(x)|
|NG(〈x〉)|·|〈x〉| ·
∑
σ∈Gal(Q(ζ|〈x〉|)/Q(clG(x)))
σ(εk) , g ∼G xk fu¨r ein k ∈ Z
0 , sonst
.
3 Sylowgruppen von Gruppen, deren
Charakterring endlichen Typ hat
Wir wollen herausfinden, welche Gestalt die Sylowgruppen von G haben ko¨nnen,
wenn R(G) endlichen Darstellungstyp hat. Dazu beginnen wir mit einem trivialen
Lemma, das wir nichtsdestotrotz in vielen der folgenden Beweise zur Reduktion
verwenden werden.
Lemma 3.1. Sei N ein Normalteiler von G. Dann liegen fu¨r eine Primzahl p in
G/N nur ho¨chstens so viele Q-Klassen von p-Elementen wie es Q-Klassen von p-
Elementen in G gibt. Weiter entha¨lt fu¨r ein p-Element x ∈ G die Q-Klasse von x
in G mindestens so viele Konjugationsklassen wie die Q-Klasse xN in G/N .
Beweis. Gibt es ein g ∈ G, sodass gxg−1 = y ist, dann folgt natu¨rlich sofort
gNxNg−1N = gxg−1N = yN . Sind C1, . . . , Ck die Konjugationsklassen von G,
so sind C1, . . . , Ck demzufolge die Konjugationsklassen von G/N , wobei C i = Cj
fu¨r i 6= j durchaus mo¨glich ist. Zudem besitzt natu¨rlich jedes p-Element x ∈ G/N
ein Urbild x ∈ G, das ebenfalls ein p-Element ist.
U¨ber die abelschen Sylowgruppen von G kann man relativ leicht eine sehr restriktive
Aussage treffen. Wir erhalten den folgenden
Satz 3.2. Sei p eine Primzahl und P ∈ Sylp(G) abelsch. Ist der Darstellungstyp von
R(G) endlich, so ist P zyklisch der Ordnung ≤ p2 oder elementar-abelsch.
Beweis. Wir nehmen an, dass P weder zyklisch der Ordnung ≤ p2 noch elementar-
abelsch ist, und zeigen, dass es in diesem Fall mindestens vier Q-Klassen von p-
Elementen in G gibt. Folgerung 2.14 impliziert dann die Behauptung.
Weil P als abelsche p-Sylowgruppe von G resistent ist, ko¨nnen wir P E G anneh-
men. Dass der Exponent von P ho¨chstens p2 sein darf, wissen wir bereits aus Fol-
gerung 2.14. Somit ist P isomorph zu einem direkten Produkt A := Z1 × . . . × Zr
von zyklischen Gruppen Z1, . . . , Zr der Ordnung p oder p
2. Wir identifizieren A im
Folgenden mit P .
Angenommen, nicht alle Zi haben die gleiche Ordnung, also o. B. d.A. |Z1| = p und
|Z2| = p2. Wir schreiben Z1 = 〈z1〉 und Z2 = 〈z2〉. Dann gibt es kein x ∈ A, sodass
xp = (z1, 0, . . . , 0) ist, dagegen gilt (0, z2, 0, . . . , 0)
p = (0, zp2 , 0, . . . , 0). Daher liegen
(z1, 0, . . . , 0) und (0, z
p
2 , 0, . . . , 0) nicht in derselben Q-Klasse von G und folglich sind
die Q-Klassen von G mit den Repra¨sentanten 1G, (z1, 0, . . . , 0), (0, z
p
2 , 0, . . . , 0) und
(0, z2, 0, . . . , 0) alle verschieden.
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Damit verbleibt nur noch auszuschließen, dass P homozyklisch vom Exponenten p2
ist. Ist P ∼= Cnp2 fu¨r ein n ∈ Nmit n ≥ 2, so hat P genau p2n−1−(pn−1) = pn(pn−1)
Elemente der Ordnung p2 und deswegen genau pn−1 p
n−1
p−1 zyklische Untergruppen der
Ordnung p2. Da alle zyklischen Untergruppen der Ordnung p2 in G konjugiert sein
mu¨ssen, operiert G transitiv auf der MengeM dieser zyklischen Untergruppen. Dies
liefert fu¨r H ∈ M eine Bijektion zwischen G/StabG(H) und M . Nun ist P als
abelsche Gruppe aber sicherlich in StabG(H) enthalten, also ist p kein Teiler von
|G : StabG(H)|. Wegen n ≥ 2 teilt p dagegen |M | = pn−1 pn−1p−1 , was |G : StabG(H)| =
|M | widerspricht.
3.1 Nichtabelsche Kompositionsfaktoren
In diesem Abschnitt wollen wir uns anschauen, welche nichtabelschen Kompositi-
onsfaktoren G besitzen kann, wenn R(G) endlichen Darstellungstyp hat. Zusa¨tzlich
zur Bestimmung der mo¨glichen Isomorphietypen eines solchen Kompositionsfaktors
werden wir zeigen, dass eine eventuell in G vorhandene Komponente eine Hallgruppe
von G sein muss.
Bevor wir uns um die Gestalt mo¨glicher nichtabelscher Kompositionsfaktoren ku¨m-
mern, schra¨nken wir erst einmal deren Anzahl ein.
Lemma 3.3. Sei G eine Gruppe gerader Ordnung, sodass R(G) endlichen Darstel-
lungstyp hat. Dann besitzt G genau eine Konjugationsklasse von Involutionen.
Beweis. Die Konjugationsklasse eines Elements der Ordnung 2 stimmt offenbar mit
dessen Q-Klasse u¨berein. Nach Folgerung 2.14 darf G also ho¨chstens zwei Konjuga-
tionsklassen von Involutionen enthalten – wenn es ein Element der Ordnung 4 in G
gibt, sogar nur eine.
Sei P ∈ Syl2(G) mit exp(P ) = 2, d. h., P ist elementar-abelsch. Angenommen,
es gibt zwei Konjugationsklassen von Elementen der Ordnung 2 in G. Dann gibt
es auch zwei Konjugationsklassen C1, C2 von Involutionen in NG(P ), weil P als
abelsche Gruppe resistent ist. Fu¨r x ∈ C1 gilt |C1| = |NG(P )||CNG(P )(x)| . Da P abelsch ist,
muss P ≤ CNG(P )(x) gelten, also ist |NG(P )||CNG(P )(x)| und damit |C1| ungerade. Analog
dazu muss auch |C2| ungerade sein. Damit wa¨re aber |P | = 1+ |C1|+ |C2| ungerade,
was fu¨r eine nichttriviale 2-Gruppe unmo¨glich ist.
Lemma 3.4. Sei G eine nichtauflo¨sbare Gruppe mit ho¨chstens drei Q-Klassen von
2-Elementen. Dann hat G keinen Normalteiler, der zu einem direkten Produkt min-
destens zweier einfacher Gruppen isomorph ist.
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Beweis. Angenommen S1 × . . . × Sn wa¨re ein solcher Normalteiler von G, wobei
die Si einfache Untergruppen sind (i = 1, . . . , n). Dann existieren nach dem Satz
von Feit und Thompson Involutionen t1 ∈ S1, . . . , tn ∈ Sn. Die Zentralisatoren von
(t1, . . . , tn) und (t1, . . . , tn−1, 1Sn) in G haben offenbar unterschiedliche Ordnungen.
Folglich sind (t1, . . . , tn) und (t1, . . . , tn−1, 1Sn) nicht in G konjugiert.
Daher besitzt G mindestens zwei Konjugationsklassen von Involutionen. Dann kann
G aber kein Element der Ordnung 4 und keine weitere Konjugationsklasse von Invo-
lutionen enthalten. Also besitzt G genau zwei Konjugationsklassen von Elementen
der Ordnung 2 und die 2-Sylowgruppen von G sind elementar-abelsch. Dieselbe Ar-
gumentation wie im Beweis von Lemma 3.3 liefert jetzt den Widerspruch, dass es
eine 2-Sylowgruppe ungerader Ordnung in G geben mu¨sste.
Proposition 3.5. Sei G eine Gruppe, deren Charakterring R(G) endlichen Dar-
stellungstyp hat. Dann hat G ho¨chstens einen nichtabelschen Kompositionsfaktor.
Beweis. Ist G auflo¨sbar, so hat G natu¨rlich keinen nichtabelschen Kompositions-
faktor, wir nehmen also an, dass G nicht auflo¨sbar ist. Da R(G) endlichen Dar-
stellungstyp hat, darf es nach Folgerung 2.14 in G nur maximal drei Q-Klassen
von 2-Elementen geben. Nach Lemma 3.1 hat auch G/F (G) dann ho¨chstens drei
Q-Klassen von 2-Elementen, ebenso (G/F (G))/F (G/F (G)) usw.
Wir ko¨nnen daher annehmen, dass F ∗(G) = E(G) ein direktes Produkt einfacher
Gruppen ist und G ho¨chstens drei Q-Klassen von 2-Elementen hat. Nach Lemma 3.4
ist F ∗(G) einfach und wegen CG(F ∗(G)) ≤ F ∗(G) ist CG(F ∗(G)) trivial. Daher
ist G/F ∗(G) isomorph zu einer Untergruppe von Out(F ∗(G)), welche gema¨ß der
Schreier-Vermutung auflo¨sbar ist.
Nun wollen wir die Frage beantworten, wie dieser Kompositionsfaktor aussehen kann,
wenn er isomorph zu einer Komponente ist. Eine wesentliche Rolle werden dabei
wieder die Involutionen einnehmen.
Satz 3.6. Seien N ein nichtabelscher quasieinfacher Normalteiler von G und der
Darstellungstyp von R(G) endlich. Dann ist ggT(|N |, |G : N |) = 1 und N ist iso-
morph zu einer der folgenden Gruppen:
1. PSL(2, q), wobei q > 2 gerade und q2 − 1 kubikfrei ist,
2. PSL(2, q), wobei q > 3 ungerade ist und keine der Zahlen q, q + 1 und q − 1
von 16 oder der dritten Potenz einer ungeraden Primzahl geteilt wird,
3. SL(2, p), wobei p > 3 eine ungerade Primzahl ist und p+1 sowie p−1 kubikfrei
sind,
4. A7,
5. J1.
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Beweis. Sei N vorerst eine einfache Gruppe. Wir untersuchen als erstes, welchen
Isomorphietyp N haben kann. Nach Lemma 3.3 und Satz 1.54 ist N eine der einfa-
chen Gruppen aus der Liste in Satz 1.53. Zudem wissen wir dank Lemma 3.3, dass
in G \ N keine Involution liegen kann, denn diese wa¨re nicht zu den Involutionen
aus N konjugiert. Gibt es in N ein Element der Ordnung 4, so muss die Gruppe
G/N außerdem ungerade Ordnung haben, sonst gibt es mindestens vier Q-Klassen
von 2-Elementen in G.
Wir betrachten die Gruppen der Liste aus Satz 1.53 jetzt im Einzelnen.
• A5, A6, A7
Wegen A5 ∼= PSL(2, 5) und A6 ∼= PSL(2, 9) stehen alle infrage kommenden alternie-
renden Gruppen in der obigen Liste. Ist N eine dieser alternierenden Gruppen, so
ist also nichts zu zeigen.
• PSL(2, q)
Sei N ∼= PSL(2, q), wobei q gerade ist. Dann besitzt N sowohl Elemente der Ord-
nung q− 1 als auch der Ordnung q+1. Nach Folgerung 2.14 du¨rfen diese von keiner
dritten Potenz einer Primzahl geteilt werden bzw., anders formuliert, q2 − 1 muss
kubikfrei sein.
Wir setzen im Folgenden also N ∼= PSL(2, q) mit q = pk, wobei p eine ungerade
Primzahl ist, voraus. Dann gibt es Elemente der Ordnung q+1
2
und q−1
2
. Die Zahlen
q + 1 und q − 1 du¨rfen demnach weder von der dritten Potenz einer ungeraden
Primzahl noch von 16 geteilt werden.
Sei jetzt k ≥ 3. In N gibt es genau zwei Konjugationsklassen von Elementen der
Ordnung p. Wir wa¨hlen Repra¨sentanten x und y dieser beiden Klassen. Die Au-
tomorphismengruppe von N wird unter anderem in [55] beschrieben, insbesonde-
re folgt, dass G eine zu PGL(2, q) isomorphe Untergruppe enthalten muss, damit
x und y in G konjugiert sein ko¨nnen. Allerdings hat das Bild der Diagonalma-
trix diag(1,−1) ∈ GL(2, q) in PGL(2, q) immer noch die Ordnung 2, also liegen in
PGL(2, q) zwei Klassen von Involutionen, von denen nur eine Elemente aus N bein-
haltet. Daher ko¨nnen diese Klassen in G nicht konjugiert sein. Dies widerspricht
jedoch Lemma 3.3, also liegen x und y auch in G in verschiedenen Klassen.
Ist q ≡ 1 (mod 4), so gilt χ(1) ≡ χ(x) ≡ χ(y) (mod p2) fu¨r jeden irreduziblen
Charakter χ ∈ Irr(N) und somit auch fu¨r χ ∈ Irr(G). Demzufolge liegen die Funk-
tionen ϕ1 und ϕ2 mit
ϕ1(g) =

p, g ∼ x
p, g ∼ y
0, sonst
und ϕ2(g) =

p, g ∼ x
−p, g ∼ y
0, sonst
in rad(R(G)′p) \R(G)p.
Angenommen es ga¨be ein α ∈ rad(R(G)′p), zu dem η1, η2, ψ1, ψ2 ∈ R(G)p existieren,
sodass ϕ1 = η1α + ψ1 und ϕ2 = η2α + ψ2 gilt. Wegen ϕ2(x) 6≡ ϕ2(y) (mod p2)
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muss dann α(x) 6≡ α(y) (mod p2) sein, denn es gilt η2(x) ≡ η2(y) (mod p2) sowie
ψ2(x) ≡ ψ2(y) (mod p2). Andererseits ist (ϕ1 − ψ1)(x) ≡ (ϕ1 − ψ1)(y) (mod p2).
Damit η1α(x) ≡ η2α(y) (mod p2) sein kann, mu¨ssen also η1(x) und η1(y) durch p
teilbar sein. Dann folgt aber auch η1α(1) ≡ η1α(x) (mod p2). Dagegen erhalten wir
(ϕ1−ψ1)(1) 6≡ (ϕ1−ψ1)(x) (mod p2), denn wa¨hrend ψ1(1)−ψ1(x) durch p2 teilbar
ist, gilt ϕ1(1) 6≡ ϕ1(x) (mod p2). Folglich kann rad(R(G)′p/R(G)p) nicht zyklisch
sein, also ha¨tte R(G) unendlichen Darstellungstyp.
Die Argumentation im Fall q ≡ 3 (mod 4) verla¨uft a¨hnlich. Sei p das maximale Ideal
von OQ(√p), welches p entha¨lt. Dann gilt χ(1) ≡ χ(x) ≡ χ(y) (mod p3) fu¨r jeden
irreduziblen Charakter χ ∈ Irr(N) und demnach auch fu¨r χ ∈ Irr(G). Daher liegen
die Funktionen ϕ1 und ϕ2 mit
ϕ1(g) =

p, g ∼ x
p, g ∼ y
0, sonst
und ϕ2(g) =

√−p, g ∼ x
−√−p, g ∼ y
0, sonst
in rad(R(G)′p) \ R(G)p. Analog zum Fall q ≡ 1 (mod 4) la¨sst sich zeigen, dass
zu keinem α ∈ rad(R(G)′p) Funktionen η1, η2, ψ1, ψ2 ∈ R(G)p existieren, sodass
ϕ1 = η1α+ ψ1 und ϕ2 = η2α+ ψ2 gilt. Das bedeutet, dass rad(R(G)
′
p/R(G)p) nicht
zyklisch ist und R(G) folglich unendlichen Darstellungstyp hat.
• PSL(3, q) und PSU(3, q)
Die Charaktertafeln der Gruppen PSL(3, q) und PSU(3, q) wurden in [46] bestimmt.
Ist q ungerade, so enthalten sowohl PSL(3, q) als auch PSU(3, q) Elemente der
Ordnung 8, also hat R(G) unendlichen Darstellungstyp, wenn N isomorph zu ei-
ner dieser Gruppen ist. Sei nun q gerade. Da PSU(3, 2) auflo¨sbar ist und wegen
PSL(3, 2) ∼= PSL(2, 7) ko¨nnen wir q > 2 annehmen.
Wir betrachten zuna¨chst den Fall q ≥ 8 und N ∼= PSL(3, q) mit q ≡ 2 (mod 3)
bzw. N ∼= PSU(3, q) mit q ≡ 1 (mod 3). Wir setzen δ = 1, falls N ∼= PSL(3, q)
und δ = −1, falls N ∼= PSU(3, q). Dann beinhaltet N mindestens drei Q-Klassen
von Elementen der Ordnung q − δ. Repra¨sentanten dieser Q-Klassen sind z. B. die
Diagonalmatrizen x = diag(ζ, ζ, ζ−2), y = diag(ζ, ζ2, ζ−3) und z = diag(ζ, ζ−1, 1),
wobei ζ eine Einheitswurzel der Ordnung q− δ ist. Weiter ist |CN(x)| im Gegensatz
zu |CN(y)| und |CN(z)| gerade, daher kann x auch in G weder zu y noch zu z
Q-konjugiert sein. Zudem sind z und z−1 in N konjugiert, wa¨hrend y und y−1 in
verschiedenen Konjugationsklassen von N liegen. Da N Elemente der Ordnung 4
entha¨lt, ist |G : N | ungerade. Das bedeutet, dass y und z auch in G nicht in derselben
Q-Klasse sind.
Sei jetzt N ∼= PSL(3, q) mit q ≡ 1 (mod 3) bzw. N ∼= PSU(3, q) mit q ≡ 2 (mod 3).
Dann besitzt N drei Q-Klassen von Elementen der Ordnung 4. Diese Klassen mu¨ssen
in G zusammenfallen, also durch a¨ußere Automorphismen von N aufeinander ab-
gebildet werden. Die a¨ußeren Automorphismen von N findet man wieder in [55],
insbesondere folgt, dass G eine zu PGL(3, q) bzw. PGU(3, q) isomorphe Untergrup-
pe enthalten muss.
50 3 Sylowgruppen von Gruppen, deren Charakterring endlichen Typ hat
Wir identifizieren N zuna¨chst mit PSL(3, q). Die Elemente
X :=
1 ω
ω2
 , Y :=
ω ω
ω2
 und Z :=
ω 1ω
ω2

liegen fu¨r ein ω ∈ Fq mit ω3 = 1 und ω 6= 1 in GL(3, q). Ihre Bilder X, Y , Z in
PGL(3, q) sind offenbar verschieden und dort auch paarweise nicht Q-konjugiert,
weil Z in GL(3, q) zu keiner Diagonalmatrix konjugiert ist (siehe z. B. [47]) und X
im Gegensatz zu Y in SL(3, q) liegt.
Offenbar beinhaltet die Q-Klasse von X in G genau die Elemente der Ordnung 3
aus N . Daher kann X auch in G nicht Q-konjugiert zu Y oder Z sein. Wa¨ren
zudem Y und Z in G nicht Q-konjugiert, so la¨gen mindestens vier Q-Klassen von 3-
Elementen in G. Falls sie andererseits Q-konjugiert in G wa¨ren, wu¨rde G/N transitiv
auf der Menge der beiden Q-Klassen von Y und Z operieren. Daher mu¨sste G/N
gerade Ordnung haben, womit es mindestens vier Q-Klassen von 2-Elementen in G
ga¨be. Beide Fa¨lle sind nach Folgerung 2.14 nicht mo¨glich.
Nach Ennola [21] ist jede Konjugationsklasse von GU(3, q) der Durchschnitt von
GU(3, q) mit einer Konjugationsklasse von GL(3, q). Deshalb entha¨lt G auch dann
mindestens vier Q-Klassen von 2-Elementen oder mindestens vier Q-Klassen von
3-Elementen, wenn G eine zu PGU(3, q) isomorphe Untergruppe besitzt.
Schließlich verbleibt nur noch der Fall N ∼= PSU(3, 4). Dann besitzt N zwei Q-
Klassen von Elementen der Ordnung 5. Seien x und y Repra¨sentanten dieser beiden
Klassen. Dann ist einer dieser Repra¨sentanten (o. B. d.A. y) in N zu seinem Inversen
konjugiert, wa¨hrend dies fu¨r den anderen nicht gilt. Die Ordnung von G/N ist
ungerade, weil N Elemente der Ordnung 4 entha¨lt. Damit liegen x und y auch in G
in verschiedenen Q-Klassen und die Q-Klassen von x und y zerfallen in G jeweils
in genauso viele Konjugationsklassen wie in N . Fu¨r die folgende Argumentation
ko¨nnen wir daher G = N annehmen.
Sei p das maximale Ideal von OQ(ζ5), das die 5 entha¨lt. Fu¨r jeden irreduziblen Cha-
rakter χ ∈ Irr(G) gilt χ(1) ≡ χ(x) (mod p2), denn mithilfe von GAP la¨sst sich
schnell nachpru¨fen, dass 25 ein Teiler von NQ(ζ5)/Q(χ(1) − χ(x)) ist. Entsprechend
gilt η(1) ≡ η(x) (mod p2) auch fu¨r jedes η ∈ R(G)5. Sei π ∈ p \ p2. Dann liegen die
Funktionen ϕ1, ϕ2, ϕ3 und ϕ4 mit
ϕ1(g) =
{
1, g = 1
0, sonst
, ϕ2(g) =
{
1, g ∼ xk fu¨r ein k ∈ {1, . . . , 4}
0, sonst
,
ϕ3(g) =
{
π, g ∼ x
0, g  xk fu¨r ein k ∈ {1, . . . , 4} und
ϕ4(g) =
{
1, g ∼ yk fu¨r ein k ∈ {1, . . . , 4}
0, sonst
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alle in R(G)′5\R(G)5. Es la¨sst sich zeigen, dass zu keinen Funktionen α1, α2 ∈ R(G)′5
Elemente ηi, ξi, ψi ∈ R(G), i = 1, . . . , 4, existieren, sodass das Gleichungssystem
η1α1 + ξ1α2 + ψ1 = ϕ1 , η2α1 + ξ2α2 + ψ2 = ϕ2
η3α1 + ξ3α2 + ψ3 = ϕ3 , η4α1 + ξ4α2 + ψ4 = ϕ4
erfu¨llt ist. Die Rechnung ist etwas langwierig, wir verzichten an dieser Stelle darauf.
Prinzipiell funktioniert sie so a¨hnlich wie die obige Rechnung im Abschnitt zur
PSL(2, q) mit q ≡ 1 (mod 4). Bei der Rechnung hier muss man die Gleichungen
modulo p2 statt modulo p2 betrachten und außerdem noch die Fa¨lle unterscheiden,
ob nur eine der Zahlen α1(x) und α2(x) oder beide in p \ p2 liegen.
Da der R(G)5-Modul R(G)
′
5/R(G)5 also mindestens drei Erzeuger beno¨tigt, hat
R(G) auch im Fall N ∼= PSU(3, 4) unendlichen Darstellungstyp.
• PSL(4, q) und PSU(4, q)
Die Gruppen PSL(4, q) und PSU(4, q) enthalten fu¨r ungerade q allesamt Elemente
der Ordnung 8, weil schon PSL(3, q) bzw. PSU(3, q) fu¨r ungerade q Elemente der
Ordnung 8 besitzen. Somit kann N zu keiner dieser Gruppen isomorph sein, wenn
R(G) endlichen Darstellungstyp hat. Außerdem gibt es fu¨r gerade q in den Gruppen
PSL(4, q) (nach [19]) und PSU(4, q) (nach [20]) jeweils zwei Klassen von Involutio-
nen. Wenn N fu¨r ein gerades q zu PSL(4, q) oder PSU(4, q) isomorph ist, entha¨lt
somit auch G nach Satz 1.53 mindestens zwei Klassen von Involutionen. Folglich
ha¨tte R(G) unendlichen Darstellungstyp.
• 3D4(q)
Die Konjugationsklassen der Gruppen 3D4(q) wurden in [16] bestimmt. Insbesondere
la¨sst sich diesem Artikel entnehmen, dass es in 3D4(q) Elemente der Ordnung 8 gibt.
Ist N ∼= 3D4(q), so hat R(G) demnach unendlichen Darstellungstyp.
• G2(q)
Auch die Gruppen G2(q) enthalten allesamt Elemente der Ordnung 8, wie man [37]
(fu¨r ungerade q) und [10] (fu¨r gerade q) entnehmen kann. Somit ist N nicht zu G2(q)
isomorph, wenn R(G) endlichen Darstellungstyp hat.
• 2G2(32n+1)
Sei nun N ∼= 2G2(32n+1). Nach [52] sind die 3-Sylowgruppen von N nichtabelsch
vom Exponenten 9 und zwei verschiedene Sylowgruppen P1, P2 ∈ Syl3(N) schneiden
sich trivial. Zudem gibt es sowohl in Z(P1) als auch in P1 \ Z(P1) Elemente der
Ordnung 3. Folglich liegen diese in verschiedenen Q-Klassen von G, weshalb in G
mindestens vier Q-Klassen von 3-Elementen zu finden sind und R(G) unendlichen
Darstellungstyp hat.
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• 2B2(22n+1)
Unter den Gruppen vom Lie-Typ verbleiben jetzt nur noch die Suzuki-Gruppen. Sei
N zu einer der Suzuki-Gruppen 2B2(2
2n+1) isomorph und P ∈ Syl2(N). Nach [49]
gilt dann |P | = |Z(P )|2 und die Involutionen von P werden durch eine zyklische
Untergruppe vonN transitiv permutiert. Nach [28] ist P damit eine Suzuki 2-Gruppe
vom Typ A. In Proposition 3.11 zeigen wir, dass die 2-Sylowgruppe einer beliebigen
endlichen Gruppe H nicht zu einer Suzuki 2-Gruppe vom Typ A isomorph sein kann,
wenn R(H) endlichen Darstellungstyp hat. Da die Ordnung von G/N ungerade sein
muss, kann N demnach zu keiner der Gruppen 2B2(2
2n+1) isomorph sein.
• Sporadische Gruppen
Sei N schließlich eine sporadische einfache Gruppe aus der Liste in Satz 1.53. Ist
N ∈ {M11,M22,M23, J3,McL,O′N,Ly, Th}, so besitzt N laut [9] Elemente der
Ordnung 8, womit R(G) unendlichen Darstellungstyp hat. Demzufolge muss N = J1
gelten.
Nachdem wir die Betrachtung fu¨r einfache Gruppen N abgeschlossen haben, setzen
wir jetzt voraus, dass N eine quasieinfache Gruppe mit Z(N) 6= 1 ist. Nach Lem-
ma 3.1 hat N/Z(N) mindestens genauso viele Q-Klassen von p-Elementen wie N
fu¨r p ∈ P. Wir mu¨ssen demnach nur die Fa¨lle, dass N/Z(N) isomorph zu PSL(2, q),
A7, J1, PSU(3, 4) oder
2B2(2
2n+1) ist, untersuchen.
Die Schurmultiplikatoren von PSL(2, 2n) (n > 2), PSU(3, 4), 2B2(2
2n+1) (n > 1) und
J1 sind trivial. IstN/Z(N) isomorph zu einer dieser Gruppen, so folgt also Z(N) = 1.
Der Schurmultiplikator von 2B2(8) ist zu C
2
2 isomorph. Aus N/Z(N)
∼= 2B2(8) und
Z(N) 6= 1 folgt demnach, dass es in G mehr als drei Q-Klassen von 2-Elementen
gibt. Schließlich ist PSL(2, 4) ∼= PSL(2, 5), es verbleibt also, N/Z(N) ∼= A7 und
N/Z(N) ∼= PSL(2, q), q > 3 ungerade, zu betrachten.
Ist N/Z(N) zu A6 oder A7 isomorph, so gibt es bereits je zwei Q-Klassen von
2- bzw. 3-Elementen in N/Z(N) und der Schurmultiplikator von N/Z(N) ist zu
C6 isomorph. Wa¨ren die beiden Q-Klassen von Elementen der Ordnung 3 in G
konjugiert, so mu¨sste G/N gerade Ordnung haben. Damit la¨gen in G aber zu viele
Q-Klassen von 2-Elementen, denn sowohl A6 als auch A7 enthalten Elemente der
Ordnung 4. Im Fall Z(N) 6= 1 ga¨be es dementsprechend zu viele Q-Klassen von 2-
bzw. 3-Elementen in G, als dass R(G) endlichen Darstellungstyp haben ko¨nnte.
Sei N/Z(N) ∼= PSL(2, q), q > 3 ungerade. Wegen PSL(2, 9) ∼= A6 nehmen wir zu-
dem q 6= 9 an. Dann ist der Schurmultiplikator von N/Z(N) zu C2 isomorph und im
Fall Z(N) 6= 1 folgt damit N ∼= SL(2, q). Ist q = pk fu¨r ein k ≥ 3, so folgt mit dersel-
ben Begru¨ndung wie fu¨r PSL(2, q), dass R(G) unendlichen Darstellungstyp hat. Da
SL(2, q) Elemente der Ordnung q + 1 und q − 1 entha¨lt, impliziert Folgerung 2.14,
dass q− 1 und q+ 1 kubikfrei sein mu¨ssen. Fu¨r jede ungerade Primzahl p ist p2− 1
aber durch 8 teilbar, also kann N/Z(N) nur dann zu SL(2, q) isomorph sein, wenn q
bereits prim ist.
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Zum Abschluss zeigen wir noch, dass |N | und |G : N | teilerfremd sind. Da N zu
einer der Gruppen PSL(2, q), SL(2, p), A7 oder J1 isomorph sein muss, gibt es kein
nichttriviales Element ungerader Ordnung in N , das eine 2-Sylowgruppe von N
zentralisiert. Wie bereits bemerkt, darf G \N keine Involution enthalten.
Angenommen es existieren p-Elemente x ∈ N und y ∈ G\N fu¨r eine ungerade Prim-
zahl p. Kommutiert y mit jedem Element aus N , so liegen y und xy in verschiedenen
Q-Klassen von G, da y im Gegensatz zu xy eine 2-Sylowgruppe von G zentralisiert.
Weiter ko¨nnen beide Elemente natu¨rlich nicht in der Q-Klasse von x in G liegen,
da sie nicht in N enthalten sind. Folglich ha¨tte G mindestens vier Q-Klassen von
p-Elementen und R(G) somit unendlichen Darstellungstyp.
Sicherlich liegt auch kein Element der Ordnung 4, das N zentralisiert, in G \ N ,
denn dessen Quadrat mu¨sste in N liegen. Daher operiert jedes Element aus G \N ,
dessen Ordnung nicht teilerfremd zu |N | ist, nichttrivial auf N .
Die a¨ußere Automorphismengruppe der J1 ist trivial und die der A7 hat die Ord-
nung 2. Da A7 Elemente der Ordnung 4 besitzt, folgt sofort G = N , wenn N zu
einer dieser beiden Gruppen isomorph ist.
Weiter hat PSL(2, `f ) fu¨r eine ungerade Primzahl ` eine Gruppe der Ordnung 2f als
a¨ußere Automorphismengruppe. Wir haben bereits gesehen, dass N zu keiner der
Gruppen PSL(2, `f ) mit f > 2 isomorph ist und G keine zu PGL(2, `f ) isomorphe
Untergruppe entha¨lt, wenn R(G) endlichen Darstellungstyp hat. Somit kann es fu¨r
f = 1 kein Element in G \ N geben, das nichttrivial auf N operiert, und im Fall
f = 2 mu¨sste solch ein Element ein 2-Element sein. Ist f = 2, so liegen in N jedoch
Elemente der Ordnung `
2−1
2
und damit Elemente der Ordnung 4. Daher ist |G : N |
ungerade.
Ebenso wenig kann es Elemente aus G \N geben, die nichttrivial auf N operieren,
wenn N zu SL(2, `) isomorph ist: Auch in diesem Fall muss |G : N | natu¨rlich unge-
rade sein und jeder nichttriviale Automorphismus ungerader Ordnung der SL(2, `)
induziert einen ebensolchen der PSL(2, `).
Sei also N ∼= PSL(2, 2f ), dann ist die a¨ußere Automorphismengruppe von N eine
zyklische Gruppe der Ordnung f . Wir mu¨ssen den Fall betrachten, dass p ein Teiler
von f und gleichzeitig ein Teiler von 2f + 1 oder 2f − 1 ist. Wir zeigen, dass dann
auch p2 ein Teiler von 2f+1 bzw. 2f−1 ist. Da es in N Elemente der Ordnung 2f+1
und 2f − 1 gibt, bedeutet das, dass G mindestens vier Q-Klassen von p-Elementen
entha¨lt, R(G) also unendlichen Darstellungstyp hat.
Sei zuna¨chst p ein Teiler von 2f − 1. Da p zusa¨tzlich ein Teiler von f ist, gibt es
eine natu¨rliche Zahl k, sodass f = kp gilt. Dann folgt 2k ≡ (2k)p ≡ 2f ≡ 1 (mod p).
Damit ist aber in
2kp − 1 = (2k − 1) · (2k(p−1) + 2k(p−2) + . . .+ 2k + 1)
nicht nur der erste, sondern auch der zweite Faktor durch p teilbar, weil dessen p
Summanden allesamt kongruent zu 1 modulo p sind. Folglich wird 2f − 1 von p2
geteilt.
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Sei jetzt p ein Teiler von f sowie von 2f + 1. Dann gibt es eine natu¨rliche Zahl k,
sodass f = kp gilt und wir erhalten 2k ≡ (2k)p ≡ 2f ≡ −1 (mod p). Auch hier sind
dann in
2kp + 1 =
(
2k + 1
) · (2k(p−1) − 2k(p−2) +− . . .− 2k + 1)
beide Faktoren durch p teilbar, weil p eine ungerade Primzahl und somit 2k(p−i) ≡
(−1)i+1 (mod p) fu¨r i ∈ {1, . . . , p} ist. Folglich wird 2f + 1 von p2 geteilt.
Damit sind nun alle Fa¨lle, in denen ggT(|N |, |G : N |) > 1 gelten ko¨nnte, ausge-
schlossen, was den Beweis des Satzes abschließt.
Folgerung 3.7. Seien N ein nichtabelscher quasieinfacher Normalteiler von G und
der Darstellungstyp von R(G) endlich. Sei weiter P ∈ Sylp(G) fu¨r eine ungerade
Primzahl p, die |N | teilt. Dann ist P abelsch.
Beweis. Die p-Sylowgruppen von G sind nach Satz 3.6 mit den p-Sylowgruppen
von N identisch, daher gehen wir einfach die dortige Liste der Gruppen durch. Fu¨r
eine ungerade Primzahl p ist die p-Sylowgruppe von PSL(2, q) zyklisch, falls q keine
p-Potenz ist, bzw. elementar-abelsch, wenn q eine p-Potenz ist. Ebenso ist jede p-
Sylowgruppe von SL(2, q) fu¨r eine Primzahl q zyklisch. Außerdem sind fu¨r ungerade
Primzahlen p die p-Sylowgruppen von A7 und J1 bekanntlich ebenfalls abelsch.
Die Charakterringe der Gruppen in der Liste von Satz 3.6 haben u¨brigens tatsa¨chlich
alle endlichen Darstellungstyp. Wir werden in Abschnitt 4.1 sehen, dass R(G)p
endlichen Darstellungstyp hat, wenn die p-Sylowgruppen von G zyklisch der Ord-
nung ≤ p2 sind. Demzufolge mu¨ssen wir R(G)p nur fu¨r die Primzahlen p betrachten,
fu¨r die die p-Sylowgruppen von G nicht zyklisch sind.
Zu jeder Gruppe aus der obigen Liste und jeder solchen Primzahl p kann man mit
einem Blick auf die jeweilige Charaktertafel (siehe Anhang bzw. [9] fu¨r J1) feststellen,
dass jede rationale p′-Sektion ho¨chstens zwei Q-Klassen entha¨lt und jede dieser Q-
Klassen bereits eine Konjugationsklasse ist. Ist G eine Gruppe aus der Liste, so
ist es zudem sowohl fu¨r G ∼= PSL(2, p2) leicht zu zeigen, dass rad(R(G)′p/R(G)p)
zyklisch ist, als auch fu¨r G ∼= PSL(2, pf ), dass rad(R(G)′2/R(G)2) zyklisch ist (f ∈
{1, 2}). Ebenso werden rad(R(A7)′2/R(A7)2) und rad(R(A7)′3/R(A7)3) von jeweils
einem Element erzeugt. Mit diesen Aussagen folgt die Behauptung dann schnell.
3.2 2-Sylowgruppen
Jetzt wollen wir zur Liste der Gruppen kommen, die als 2-Sylowgruppen einer Grup-
pe G, deren Charakterring endlichen Darstellungstyp hat, auftreten ko¨nnen. Zuvor
geben wir noch ein Lemma zu den Untergruppen von ΓL(pn), die transitiv auf den
eindimensionalen Unterra¨umen von Fnp operieren (p ∈ P, n ∈ N), sowie eines, mit
dessen Hilfe wir die Suzuki 2-Gruppen vom Typ A als 2-Sylowgruppen von G aus-
schließen werden, an.
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Lemma 3.8. Seien p ∈ P, n ∈ N und G eine Untergruppe von ΓL(pn), die transitiv
auf den eindimensionalen Unterra¨umen von Fnp operiert. Fu¨r jeden Primteiler pi von
d := ggT
(
pn−1
p−1 , p − 1
)
sei außerdem ri ∈ Z die gro¨ßte Zahl, sodass prii ein Teiler
von p− 1 ist. Dann wird exp(G) von
pn − 1
p− 1 ·
∏
pi∈P
pi | d
prii
geteilt.
Beweis. Wir betrachten die Operation von ΓL(pn) auf Fnp genauer. Fu¨r die Elemente
aus ΓL0(p
n) entspricht sie der Operation der Gruppe
H :=
{(
a 0
0 1
)
: a ∈ F×pn
}
auf der Gruppe V :=
{(
1 x
0 1
)
: x ∈ Fpn
}
durch Konjugation. Die Elemente aus H, deren Ordnung p−1 teilt, stehen fu¨r Mul-
tiplikationen mit Elementen aus F×p . Eine echte Untergruppe von H, deren Ordnung
kein Vielfaches von
pn − 1
p− 1 ·
∏
pi∈P
pi | d
prii
ist, kann daher das Element X :=
(
1 1
0 1
)
nicht auf ein Element der Form Y j :=(
1 jy
0 1
)
fu¨r einen Erzeuger y von F×pn und j ∈ {1, . . . , p− 1} abbilden.
Fu¨r jeden Automorphismus α ∈ Gal(Fpn/Fp) gilt α(1) = 1. Folglich kann keine
Untergruppe von ΓL(pn), die von Elementen aus Gal(Fpn/Fp) sowie Elementen einer
Untergruppe von ΓL0(p
n), deren Ordnung kein Vielfaches von
pn − 1
p− 1 ·
∏
pi∈P
pi | d
prii
ist, erzeugt wird, transitiv auf den eindimensionalen Unterra¨umen von Fnp operieren.
Nun hat jedoch jede weitere Untergruppe von ΓL(pn) einen durch
pn − 1
p− 1 ·
∏
pi∈P
pi | d
prii
teilbaren Exponenten, weswegen auch der Exponent von G durch diese Zahl teilbar
sein muss.
Bemerkung 3.9. Auf analoge Weise kann man zeigen, dass der Exponent einer
Untergruppe von ΓL(pn), die transitiv auf den Vektoren von Fnp \ {0} operiert, ein
Vielfaches von pn − 1 sein muss.
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Lemma 3.10. Sei P ∈ Syl2(G) eine Suzuki 2-Gruppe vom Typ A. Dann sind die
Elemente der Ordnung 4 in G nichtreell.
Beweis. Aufgrund der Resistenz der Suzuki 2-Gruppen ko¨nnen wir PEG annehmen.
Da dann G auf P operiert und |G : P | ungerade ist, kann ein Element x ∈ P der
Ordnung 4 nur dann zu seinem Inversen konjugiert sein, wenn es bereits ein y ∈ P
mit yxy−1 = x−1 gibt. Bekanntlich ist P isomorph zur Matrizengruppe
A(n,Θ) :=

1 a b0 1 aΘ
0 0 1
 : a, b ∈ F2n

fu¨r eine positive ganze Zahl n und ein Θ ∈ Aut(F2n) mit ungerader Ordnung > 1.
Offenbar gilt 1 a b0 1 aΘ
0 0 1
−1 =
1 a b+ a1+Θ0 1 aΘ
0 0 1
 .
Sei A ∈ A(n,Θ) ein Element der Ordnung 4, d. h., es existieren a, b ∈ F2n mit a 6= 0,
sodass
A =
1 a b0 1 aΘ
0 0 1
 .
Wa¨ren A und A−1 konjugiert, so ga¨be es c, d ∈ F2n mit1 a b+ a1+Θ0 1 aΘ
0 0 1
 =
1 c d0 1 cΘ
0 0 1
1 a b0 1 aΘ
0 0 1
1 c d+ c1+Θ0 1 cΘ
0 0 1

=
1 a+ c b+ d+ aΘc0 1 aΘ + cΘ
0 0 1
1 c d+ c1+Θ0 1 cΘ
0 0 1

=
1 a d+ c1+Θ + acΘ + c1+Θ + b+ d+ aΘc0 1 aΘ
0 0 1

=
1 a b+ acΘ + aΘc0 1 aΘ
0 0 1
 ,
d. h., es existiert ein c ∈ F2n mit a1+Θ = aΘc+ acΘ. Insbesondere ist c 6= a. Nun gilt
a1+Θ = aΘc+ acΘ ⇔ aΘc = a(aΘ + cΘ)
⇔ a−1c = 1 + (a−1c)Θ ⇔ (a−1c)Θ = 1 + a−1c .
Die letzte Gleichung bedeutet jedoch
(a−1c)Θ
2
= (1 + a−1c)Θ = 1 + 1 + a−1c = a−1c .
Das steht wegen a−1c 6= 1 im Widerspruch dazu, dass Θ von ungerader Ordnung
ist.
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Proposition 3.11. Seien P ∈ Syl2(G) und der Darstellungstyp von R(G) endlich.
Dann kann P nicht isomorph zu einer Suzuki 2-Gruppe vom Typ A sein.
Beweis. Angenommen, P wa¨re eine Suzuki 2-Gruppe vom Typ A. Dann sind die
Elemente der Ordnung 4 in P und damit auch in G nach Lemma 3.10 nichtreell.
Weil Z(P ) = P ′ = Ω1(P ) gilt (siehe [28] – Ω1(P ) steht hier fu¨r das Erzeugnis
aller Involutionen von P ), kann ein linearer Charakter λ ∈ Irr(P ) nur die Werte 1
oder −1 auf den Elementen der Ordnung 4 annehmen und es gilt χ(z) = ±χ(1)
fu¨r z ∈ Z(P ) und χ ∈ Irr(P ). Zudem ist der Grad jedes nichtlinearen irreduziblen
Charakters von P eine 2er-Potenz, weswegen alle Werte nichtlinearer Charaktere im
2 enthaltenden maximalen Ideal von OQ(i) = Z[i], genauer in (1 + i)Z[i], liegen.
Sei x ∈ P ein Element der Ordnung 4. Ist χ der Charakter der irreduziblen Darstel-
lung %, so sind die Eigenwerte von %(x2) also entweder alle gleich 1 oder alle gleich
−1. Daher liegen alle Eigenwerte von %(x) entweder in {1,−1} oder in {i,−i}. Folg-
lich liegt χ(x) nicht nur in (1 + i)Z[i], sondern sogar im von 2 erzeugten Ideal.
Dementsprechend liegt fu¨r jeden nichtlinearen Charakter ψ ∈ Irr(G) auch ψ(x) in
Z+ 2Z[i]. Weiter existiert ein irreduzibler Charakter ϕ ∈ Irr(G) mit ϕ(x) /∈ R, weil
x nichtreell ist. Damit folgt sofort Q(clG(x)) = Q(i). Folglich liegt die Funktion ϕx
mit
ϕx(g) =

1 + i, g ∼G x
1− i, g ∼G x−1
0, sonst
in rad(R(G)′2) \R(G)2.
Ferner liegt natu¨rlich auch die Funktion ϕ1 mit ϕ1(1) = 2 und ϕ1(g) = 0 sonst
in rad(R(G)′2) \ R(G)2. Angenommen der R(G)2-Modul rad(R(G)′2/R(G)2) wa¨re
zyklisch. Dann ga¨be es Funktionen α ∈ rad(R(G)′2) und η1, η2, ξ1, ξ2 ∈ R(G)2 mit
η1α + ξ1 = ϕ1 und η2α + ξ2 = ϕx. Da α(x) und ϕx(x) beide in (1 + i)Z[i] liegen,
muss auch ξ2(x) ∈ (1 + i)Z[i] gelten. Dann ist aber ξ2(x) sogar in 2Z[i] enthalten,
womit α(x) ∈ (1 + i)Z[i] \ 2Z[i] folgt.
Des Weiteren muss (η1α+ ξ1)(x) = 0 gelten. Wie eben folgt ξ1(x) ∈ 2Z[i], also muss
auch η1α(x) ∈ 2Z[i] sein. Wegen α(x) ∈ (1+i)Z[i]\2Z[i] gilt somit η1(x) ∈ (1+i)Z[i]
und daher η1(1) ∈ 2Z. Sicherlich gilt auch α(1) ∈ 2Z, also ist η1α(1) ≡ 0 (mod 4).
Damit muss ξ1(1) ≡ 2 (mod 4) sein.
Weil x2 ∈ Z(P ) ∩ P ′ ist, gilt fu¨r jeden Charakter ψ ∈ Irr(P ) die Kongruenz ψ(1) ≡
ψ(x2) (mod 4). Demzufolge erhalten wir auch χ(1) ≡ χ(x2) (mod 4) fu¨r jedes χ ∈
Irr(G), denn χP ist eine Z-Linearkombination irreduzibler Charaktere von P . Wegen
ξ1 ∈ R(G)2 ergibt sich also ξ1(x2) ≡ ξ1(1) ≡ 2 (mod 4).
Dagegen ist η1α(x
2) durch 4 teilbar, weil mit η1(1) auch η1(x) gerade ist und α in
rad(R(G)′2) liegt. Das bedeutet aber, dass (η1α+ ξ1)(x
2) ≡ 2 6≡ 0 ≡ ϕ1(x2) (mod 4)
ist. Folglich ist der R(G)2-Modul rad(R(G)
′
2/R(G)2) nicht zyklisch, womit R(G)
unendlichen Darstellungstyp hat.
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Nun haben wir alles Notwendige beisammen, um die Liste mo¨glicher 2-Sylowgruppen
angeben zu ko¨nnen.
Satz 3.12. Sei G eine Gruppe gerader Ordnung, deren Charakterring R(G) endli-
chen Darstellungstyp hat. Dann sind die 2-Sylowgruppen von G isomorph zu einer
der folgenden Gruppen:
1. Cn2 fu¨r ein n ∈ N, wobei 2n − 1 kubikfrei ist,
2. C4,
3. Q8,
4. einer 2-Sylowgruppe von PSU(3, 2n) fu¨r ein n ≥ 2, wobei 22n − 1 kubikfrei ist,
5. der Suzuki 2-Gruppe S = 〈x1, x2, x3, x4, x5, x6〉 der Ordnung 29 mit x4i =
[x2i , xj] = 1 und x
2
1 = x
2
4 = [x1, x4], x
2
2 = x
2
5 = [x2, x5], x
2
1x
2
2 = x
2
3 = x
2
6 =
[x3, x6], [x1, x3] = x
2
2[x1, x2] = [x1, x5], [x1, x6] = x
2
1, [x2, x3] = x
2
1x
2
2 = [x5, x6],
[x2, x4] = x
2
2, [x2, x6] = x
2
1x
2
2[x1, x2] = [x3, x4], [x3, x5] = [x1, x2] = [x4, x5],
6. D8.
Beweis. Sei P ∈ Syl2(G). Ist E(G) 6= 1, so ist E(G) nach Satz 3.6 eine Hallgruppe
von G. Also kann man G = E(G)oH fu¨r eine geeignete Untergruppe H schreiben
und P ist eine 2-Sylowgruppe von E(G). Da G nach Proposition 3.5 nur einen
nichtabelschen Kompositionsfaktor haben kann, folgt mit Satz 3.6, dass P entweder
elementar-abelsch oder isomorph zu Q8 bzw. D8 ist.
Sei G nicht auflo¨sbar, aber E(G) = 1. Die 2-Sylowgruppe von G/O2′(G) ist iso-
morph zu der von G und nach Lemma 3.1 entha¨lt G/O2′(G) ho¨chstens so viele
Q-Klassen von 2-Elementen wie G. Wir ko¨nnen also O2′(G) = 1 annehmen und
erhalten entweder den schon betrachteten Fall E(G) 6= 1 oder F ∗(G) = O2(G).
Sei also F ∗(G) = O2(G). Da G unserer Annahme gema¨ß nicht auflo¨sbar ist, muss
O2(G) eine echte Untergruppe von P sein. Die Elemente aus P \O2(G) ko¨nnen zu den
nichttrivialen Elementen aus O2(G) nicht konjugiert sein, da O2(G) ein Normalteiler
von G ist. Somit darf es nach Folgerung 2.14 nur eine Q-Klasse von nichttrivialen
Elementen in O2(G) geben, d. h., alle Elemente 6= 1 in O2(G) sind in G konjugiert.
Folglich operiert G transitiv auf O2(G)\{1} und es gilt CG(O2(G)) = O2(G). Damit
muss G/O2(G) isomorph zu einer Gruppe aus der Liste in Satz 1.52 sein und alle
nichttrivialen 2-Elemente in G/Op(G) sind konjugiert.
Der einzig mo¨gliche Fall ist daher der, dass G/O2(G) einen zu SL(2, 2
m) isomorphen
Normalteiler besitzt, wobei m ∈ N so gewa¨hlt werden muss, dass O2(G) ∼= C2m2 gilt.
Nach [11, Lemma 4.2] existiert dann jedoch eine Involution in G\O2(G). Lemma 3.3
impliziert nun, dass R(G) unendlichen Darstellungstyp hat. Der Fall F ∗(G) = O2(G)
kann also nicht auftreten, wenn G nicht auflo¨sbar ist.
Wir nehmen schließlich an, dass G auflo¨sbar ist. Besitzt P lediglich eine Involution,
so ist P nach Satz 1.46 isomorph zu einer zyklischen Gruppe oder einer verallge-
meinerten Quaternionengruppe. Die einzigen dieser Gruppen, deren Exponent nicht
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von 8 geteilt wird, sind die zyklischen Gruppen der Ordnung 2 und 4 sowie die Qua-
ternionengruppe Q8. Somit muss P zu einer dieser Gruppen isomorph sein, wenn P
nur eine Involution beinhaltet.
Es verbleibt der Fall, dass P mehr als eine Involution besitzt. Nach Satz 1.48 kann
P dann nur homozyklisch oder eine Suzuki 2-Gruppe sein.
Ist P homozyklisch, so muss P nach Satz 3.2 elementar-abelsch sein, d. h. P ∼= Cn2
fu¨r eine positive ganze Zahl n. Nach Lemma 3.3 sind alle Elemente der Ordnung 2
in P konjugiert. Demnach operiert G/CG(P ) transitiv auf P \ {1}, ist also eine
lineare transitive Gruppe. Nach Satz 1.52 ist G/CG(P ) daher eine Untergruppe von
ΓL(2n) und es folgt nach Lemma 3.8, dass exp(G/CG(P )) ein Vielfaches von 2
n − 1
ist. Daher darf 2n − 1 von keiner dritten Potenz einer Primzahl geteilt werden.
Falls P eine Suzuki 2-Gruppe ist, hat P den Exponenten 4. Folgerung 2.14 und die
Tatsache, dass P resistent ist, implizieren, dass alle zyklischen Untergruppen gleicher
Ordnung von P in G konjugiert sind. Laut Satz 1.50 ist P daher vom Typ A oder
isomorph zu S bzw. einer 2-Sylowgruppe von PSU(3, 2n). Eine Suzuki 2-Gruppe
vom Typ A kann aber nach Proposition 3.11 keine 2-Sylowgruppe von G sein.
Sei schließlich P eine 2-Sylowgruppe von PSU(3, 2n) fu¨r ein n ∈ N mit n ≥ 2. Dann
ist P resistent, also operiert NG(P ) transitiv auf den Elementen der Ordnung 4
von P . Demzufolge muss NG(P )/Z(P ) transitiv auf P/Z(P ) operieren. Die Gruppe
P/Z(P ) ist elementar-abelsch der Ordnung 2
3n
2n
= 22n. Der Exponent von G ist nach
Lemma 3.8 damit sowohl durch 2n − 1 teilbar, weil alle Involutionen aus P in G
konjugiert sind, als auch durch 2n + 1. Das impliziert, dass 22n − 1 kubikfrei sein
muss.
Zu jeder 2-Gruppe P aus der Liste in Satz 3.12 gibt es tatsa¨chlich eine Gruppe G,
sodass P eine 2-Sylowgruppe von G ist und R(G) endlichen Darstellungstyp hat. Fu¨r
P ∼= C2 bzw. P ∼= C4 kann man G = P wa¨hlen, ist P ∼= Q8, so erfu¨llt G ∼= SL(2, 3)
die Eigenschaften und im Fall P ∼= D8 tut dies beispielsweise G ∼= PSL(2, 7). Fu¨r
P ∼= Cn2 und G ∼= Cn2 oC2n−1, wobei C2n−1 auf Cn2 wie ΓL0(2n) auf Fn2 operiert, hat
R(G) genau dann endlichen Darstellungstyp, wenn 2n − 1 kubikfrei ist.
Sei S die Suzuki 2-Gruppe der Ordnung 29 aus der Liste in Satz 3.12, die keine
2-Sylowgruppe von PSU(3, 8) ist. In [54] zeigt Wilkens, dass es eine (nichtabelsche)
Gruppe Y der Ordnung 63 mit zyklischer 3-Sylowgruppe gibt, sodass in der Gruppe
G := S o Y die zyklischen Untergruppen gleicher Ordnung von S konjugiert sind.
Zudem sind alle Elemente aus S reell, also hat R(G) endlichen Darstellungstyp.
Schließlich existiert ein Automorphismus der Ordnung 22n−1, sodass die von ihm er-
zeugte Gruppe die Konjugationsklassen von zyklischen Untergruppen der Ordnung 4
einer 2-Sylowgruppe P von PSU(3, 2n) sowie die nichttrivialen Zentrumselemente
transitiv permutiert (siehe z. B. [54]). Ist 22n− 1 kubikfrei, so hat der Charakterring
des entsprechenden semidirekten Produkts P oC22n−1 endlichen Darstellungstyp.
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3.3 Sylowgruppen ungerader Ordnung
Nach den mo¨glichen Sylowgruppen gerader Ordnung wollen wir jetzt die mo¨glichen
Sylowgruppen ungerader Ordnung einer Gruppe G, deren Charakterring endlichen
Darstellungstyp hat, bestimmen. Wir werden schlussendlich zu der Aussage gelan-
gen, dass die Sylowgruppen ungerader Ordnung von G abelsch sind. Einen ersten
Schritt hin zu dieser Aussage gehen wir mit dem folgenden Lemma.
Lemma 3.13. Seien p ∈ P ungerade, P ∈ Sylp(G) nichtabelsch und der Darstel-
lungstyp von R(G) endlich. Besitzt G drei Q-Klassen von p-Elementen, so sind alle
nichttrivialen Elemente aus Z(P ) in G konjugiert.
Beweis. Wir zeigen zuna¨chst, dass die Elemente aus Z(P ) \ {1} allesamt in einer
der beiden nichttrivialen Q-Klassen von p-Elementen liegen.
Besitzt G eine Komponente, deren Ordnung von p geteilt wird, so entha¨lt E(G)
nach Satz 3.6 eine p-Sylowgruppe von G. Folgerung 3.7 impliziert dann jedoch, dass
P abelsch ist. Also folgt p - |E(G)|. Ist E(G) 6= 1, so hat G/E(G) demnach zu P
isomorphe p-Sylowgruppen und nach Lemma 3.1 ho¨chstens so viele Q-Klassen von
p-Elementen wie G. Zudem ist fu¨r ein p-Element x ∈ G die Konjugationsklasse
xE(G) in G/E(G) rational, wenn die Konjugationsklasse von x in G rational ist.
Wir nehmen daher im Folgenden E(G) = 1 an. Da die p-Sylowgruppen von G und
G/Op′(G) isomorph sind, setzen wir außerdem Op′(G) = {1} voraus. Lemma 3.1
liefert auch hier, dass es in G/Op′(G) ho¨chstens so viele Q-Klassen wie in G gibt
und dass das Bild einer rationalen Konjugationsklasse von G eine rationale Konju-
gationsklasse in G/Op′(G) ist.
Sei also F ∗(G) = Op(G), dann folgt CG(Op(G)) ≤ Op(G). Im Fall Op(G) < P ist
daher Z(P ) ≤ Op(G) und da die Elemente aus P \ Op(G) in G nicht zu denen aus
Op(G) konjugiert sein ko¨nnen, gibt es zwei nichttriviale Q-Klassen von p-Elementen.
Von diesen kann nur eine Elemente aus Op(G) enthalten und nur in dieser ko¨nnen
auch Elemente aus Z(P ) liegen. Im Fall Op(G) = P ist P ein Normalteiler von G,
weswegen auch Z(P ) ein Normalteiler von G sein muss. Da P nichtabelsch ist,
mu¨ssen die Elemente aus P \Z(P ) demnach in einer anderen Q-Klasse von G liegen.
Natu¨rlich gilt auch P \Z(P ) 6= ∅, sodass es tatsa¨chlich eine Q-Klasse in G gibt, die
keine Elemente aus Z(P ) entha¨lt.
Es verbleibt also zu zeigen, dass die Q-Klasse von G, die die nichttrivialen Elemente
aus Z(P ) beinhaltet, eine rationale Konjugationsklasse ist. Bekanntlich existiert ein
z ∈ Z(P ) ∩ P ′ mit z 6= 1. Wir zeigen, dass dieses z in einer rationalen Konjugati-
onsklasse von G liegen muss.
Wir nehmen an, dass die Konjugationsklasse von z in G nicht rational ist. Das p
enthaltende maximale Ideal von OQ(clG(z)) bezeichnen wir mit p.
Fu¨r jeden linearen Charakter λ ∈ Irr(P ) gilt λ(z) = 1 wegen z ∈ P ′. Außerdem gibt
es bekanntlich zu jedem ψ ∈ Irr(P ) ein k ∈ Z, sodass ψ(z) = ψ(1) · ζkp ist. Da P
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eine p-Gruppe ist, muss ψ(1) hierbei eine p-Potenz sein. Die Einschra¨nkung eines
Charakters χ ∈ Irr(G) auf P la¨sst sich schreiben als χP = a1ψ1 + . . . + arψr fu¨r
geeignete a1, . . . , ar ∈ Z und ψ1, . . . , ψr ∈ Irr(P ). Seien ψ1, . . . , ψm die nichtlinearen
Charaktere in dieser Linearkombination und ψm+1, . . . , ψr die linearen. Fu¨r j =
1, . . . ,m sei kj ∈ {0, . . . , p− 1} die Zahl, fu¨r die ψj(z) = ψj(1) · ζkjp ist, und dj ∈ N
so, dass ψj(1) = dj · p gilt. Dann ergibt sich
χ(1)− χ(z) =
m∑
j=1
aj(ψj(1)− ψj(z)) +
r∑
j=m+1
aj(ψj(1)− ψj(z))
=
m∑
j=1
aj
(
pdj − pdjζkjp
)
=
m∑
j=1
ajdjp
(
1− ζkjp
)
.
Sei P das maximale Ideal in Z[ζp], das p entha¨lt. Dann liegt jeder Summand der
obigen Summe in pP. Folglich ist χ(1)−χ(z) ein Element aus pp. Das Ideal pOQ(clG(z))
ist wegen [Q(clG(z)) : Q] > 1 in p2 enthalten. Damit folgt χ(1) ≡ χ(z) (mod p3).
Fu¨r jede Funktion η ∈ R(G)p mit η(z) ∈ p gilt daher ebenso η(1) ≡ η(z) (mod p3).
Fu¨r einen Erzeuger π von p liegen die Funktionen ϕ1, ϕ2 ∈ R(G)′p mit
ϕ1(g) =
{
π, g ∼ z
0, sonst
ϕ2(g) =
{
π2, g ∼ z
0, sonst
also in rad(R(G)′p) \R(G)p.
Seien α ∈ rad(R(G)′p) und η1, η2, ξ1, ξ2 ∈ R(G)p mit η1α+ξ1 = ϕ1 und η2α+ξ2 = ϕ2.
Wegen α(z) ∈ p muss auch ξ1(z) in p liegen. Dann ist ξ1(z) aber sogar schon in p3,
was α(z) ∈ p \ p2 impliziert.
Analog zu ξ1(z) muss auch ξ2(z) ein Element von p sein. Damit gilt aber ξ2(z) ∈ p3,
also muss η1α(z) ∈ p2 gelten. Das wu¨rde jedoch η1(z) ∈ p bedeuten, was wegen
η1 ∈ R(G)p nicht mo¨glich ist. Demzufolge ist der R(G)p-Modul rad(R(G)′p/R(G)p)
nicht zyklisch, im Widerspruch dazu, dass R(G) endlichen Darstellungstyp hat. Die
Elemente aus der Q-Klasse von z ko¨nnen also nicht in verschiedenen Konjugations-
klassen von G liegen.
Im ersten Teil des obigen Beweises wird implizit auch gezeigt, dass es mindestens
(und damit nach Folgerung 2.14 genau) drei Q-Klassen von p-Elementen in G ge-
ben muss, wenn P nichtabelsch ist und R(G) endlichen Darstellungstyp hat. Die
Voraussetzung in Lemma 3.13, dass G drei Q-Klassen hat, ko¨nnten wir also auch
weglassen.
Bemerkung 3.14. Bevor wir nun zu unserer eigentlichen Aussage, dass die p-
Sylowgruppen vonG fu¨r eine ungerade Primzahl p abelsch sind, kommen, merken wir
noch an, dass die Gruppe SL(2, 5) auf einer zyklischen Gruppe nur trivial operieren
kann. Das folgt daraus, dass die Automorphismengruppe einer zyklischen Gruppe
auflo¨sbar ist, wa¨hrend SL(2, 5) bekanntlich nicht auflo¨sbar und zudem perfekt ist.
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Satz 3.15. Seien p ∈ P ungerade und P ∈ Sylp(G). Ist der Darstellungstyp von
R(G) endlich, so ist P abelsch.
Beweis. Wir nehmen an, dass P nichtabelsch ist und R(G) endlichen Darstellungs-
typ hat. Wie im Beweis von Lemma 3.13 ko¨nnen wir auch hier p - E(G) folgern.
Ist E(G) 6= 1, so hat G/E(G) also zu P isomorphe p-Sylowgruppen und nach Lem-
ma 3.1 ho¨chstens so viele Q-Klassen von p-Elementen wie G. Außerdem ist fu¨r ein
p-Element x ∈ G die Konjugationsklasse xE(G) in G/E(G) rational, wenn die Kon-
jugationsklasse von x in G rational ist.
Analoge Aussagen gelten fu¨r G/Op′(G). Wir nehmen daher im Folgenden E(G) = 1
und Op′(G) = 1 an, d. h. F
∗(G) = Op(G) und somit CG(Op(G)) ≤ Op(G).
Wir betrachten zuna¨chst den Fall Op(G) < P . Wegen CG(Op(G)) ≤ Op(G) folgt
Z(P ) ≤ Op(G). Da Op(G) ein Normalteiler von G ist, kann kein Element aus
P \ Op(G) zu einem aus Op(G) konjugiert sein. Somit darf es nur eine Q-Klasse
von Elementen in P \Op(G) geben. Ebenso kann es auch nur eine Q-Klasse nichttri-
vialer Elemente in Op(G) geben. Nach Lemma 3.13 sind außerdem alle nichttrivialen
Elemente aus Z(P ) in G konjugiert, also permutiert G die Elemente aus Op(G)\{1}
transitiv. Zusammen mit Satz 1.49 folgt daraus, dass Op(G) elementar-abelsch sein
muss und OP (G) isomorph zu einer der Gruppen aus der Liste von Satz 1.52 ist.
Bevor wir die Gruppen dieser Liste im einzelnen betrachten, stellen wir noch drei
etwas allgemeinere U¨berlegungen an.
(i) Sei m ∈ N so, dass Op(G) ∼= Cmp gilt. Die Anzahl der Elemente der Ord-
nung p in G \ Op(G) muss dann durch pm teilbar sein. Angenommen, die
p-Sylowgruppen von G/Op(G) wa¨ren zyklisch und G\Op(G) enthielte ein Ele-
ment der Ordnung p. Fu¨r ein Element x ∈ P ∩ (G \Op(G)) ist |CG(x)| wegen
Z(P ) ≤ Op(G) mindestens durch p2 teilbar. Somit ist
|clG(x)| = |G : CG(x)| 6≡ 0 (mod pm) .
In der Q-Klasse von x in G liegen genau r · |clG(x)| Elemente fu¨r ein r ∈
{1, . . . , p−1}. Folglich entha¨lt die Q-Klasse von x eine nicht durch pm teilbare
Anzahl an Elementen, womit die Elemente der Ordnung p aus G \ Op(G) in
mindestens zwei verschiedene Q-Klassen zerfallen. Damit la¨gen jedoch zu viele
Q-Klassen von Elementen der Ordnung p in G.
(ii) Wir nehmen als na¨chstes Op(G) ∼= C2p an und betrachten den Fall, dass
G/Op(G) elementar-abelsche p-Sylowgruppen vom Rang ` > 1 hat. Seien
Q = P/Op(G) ∈ Sylp(G/Op(G)) und x1, . . . , x` Erzeuger von Q. Wir bezeich-
nen die zyklischen Untergruppen der Ordnung p von Op(G) mit Z1, . . . , Zp+1.
Wegen Z(P ) ≤ Op(G) operiert Q auf einer dieser zyklischen Gruppen trivial,
sei dies o. B. d.A. Zp+1. Da CG(Op(G)) ≤ Op(G) gilt, darf ferner kein Ele-
ment aus Q trivial auf ganz Op(G) operieren. Jedes Element aus Q muss also
Z1, . . . , Zp nichttrivial permutieren. Es gelte o. B. d.A. x1Z1x
−1
1 = Z2. Da auch
x2 die Gruppen Z1, . . . , Zp zyklisch permutiert, gibt es ein j ∈ {1, . . . , p− 1},
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sodass xj2Z2x
−j
2 = Z1 gilt. Dann zentralisiert jedoch das Element x
j
2x1 nicht
nur Zp+1, sondern auch Z1 und operiert somit auf ganz Op(G) trivial. Folglich
kann auch dieser Fall nicht eintreten.
(iii) Sei jetzt wieder Op(G) ∼= Cmp . Angenommen die Elemente der Ordnung p aus
Op(G) haben jeweils Zentralisatoren ungerader Ordnung in G und ein Element
der Ordnung p aus G/Op(G) kommutiert mit einer Involution aus G/Op(G).
Dann gibt es ein Element x¯ der Ordnung 2p in G/Op(G). Ein Urbild x von x¯
in G hat demnach die Ordnung 2p oder 2p2. Ha¨tte x die Ordnung 2p2, so ha¨tten
alle p-Elemente ausG\Op(G) die Ordnung p2. Das Element x2p mu¨sste daher in
Op(G) liegen. Damit wa¨re aber |CG(x2p)| ungerade, was im Widerspruch dazu
steht, dass die Ordnung von x gerade ist. Das impliziert, dass es in G \Op(G)
Elemente der Ordnung p gibt.
Wir gehen nun die Liste der Gruppen aus Satz 1.52 durch. Sei Op(G) ∼= Cmp . Zuerst
operiere G/Op(G) auf Op(G) wie eine Untergruppe von ΓL(p
m) ∼= Cpm−1 o Cm auf
Fmp , also G/Op(G) ∼= Cr o Cs mit r | pm − 1 und s | m. Da die Operation transitiv
ist, muss G/Op(G) ein Element der Ordnung 2 enthalten. Weiter ist p ein Teiler
von |G/Op(G)|, d. h. p | s. Hat Cr gerade Ordnung, so entha¨lt Z(G/Op(G)) offenbar
eine Involution. Ist andererseits die Ordnung von Cs gerade, so entha¨lt bereits Cs
Elemente der Ordnung 2 und p, die kommutieren. In beiden Fa¨llen gibt es nach (iii)
ein Element der Ordnung p in G \ Op(G). Des Weiteren sind die p-Sylowgruppen
von G/Op(G) offenbar zyklisch, womit G nach (i) mindestens vier Q-Klassen von
Elementen der Ordnung p entha¨lt.
Sei k ≥ 2 und G/Op(G) enthalte einen zu SL(k, q) isomorphen Normalteiler. Nach
Satz 3.6 muss k = 2 und q ∈ P, alsom = 2 gelten. Aufgrund von (ii) besitztG/Op(G)
daher zyklische p-Sylowgruppen. Weil G/Op(G) eine zu SL(2, p) isomorphe Unter-
gruppe entha¨lt, haben die Elemente der Ordnung p aus G/Op(G) Zentralisatoren
gerader Ordnung. Aus (iii) folgt nun, dass es in G Elemente der Ordnung p gibt,
und wegen (i) muss es in G mindestens vier Q-Klassen von p-Elementen geben.
Der Fall, dass G/Op(G) einen zu Sp(k, q) isomorphen Normalteiler hat (p
m = qk,
k ∈ 2N) fu¨hrt ebenso aufm = 2 und kann dementsprechend ebenfalls nicht eintreten.
Gilt p = 3 und O3(G) ∼= C23 und besitzt G/O3(G) einen zu Q8 isomorphen Normal-
teiler, so entha¨lt Z(G/O3(G)) ein Element der Ordnung 2. Nach (iii) und (i) ko¨nnen
die 3-Sylowgruppen von G/O3(G) nicht zyklisch sein. Wegen (ii) ko¨nnen sie aber
auch nicht elementar-abelsch vom Rang > 1 sein, was auch diesen Fall ausschließt.
Seien p ∈ {5, 7, 11, 23}, Op(G) ∼= Cp2 und G/Op(G) enthalte einen zu SL(2, 3) iso-
morphen Normalteiler H. Dann folgt aus (ii), dass G/Op(G) zyklische p-Sylowgrup-
pen haben muss. Die Involution aus H liegt offenbar in Z(G/Op(G)). Nach (iii)
und (i) ga¨be es somit mindestens vier Q-Klassen von p-Elementen in G.
A¨hnlich kann man auch im Fall, dass p ∈ {11, 19, 29, 59} und Op(G) ∼= Cp2 ist
sowie G/Op(G) einen zu SL(2, 5) isomorphen Normalteiler besitzt, argumentieren.
Aus (ii) folgt wieder, dass G/Op(G) zyklische p-Sylowgruppen haben muss, und
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weil ein Element der Ordnung p nur trivial auf SL(2, 5) operieren kann, gibt es in
G/Op(G) Elemente der Ordnung 2p. Nach (iii) und (i) kann daher auch dieser Fall
nicht auftreten.
Sei p = 3 und O3(G) ∼= C43 . Nach Satz 3.12 kann G/O3(G) keine extraspezielle
2-Sylowgruppe der Ordnung 32 als Normalteiler haben. Also besitzt G/O3(G) einen
zu SL(2, 5) isomorphen Normalteiler H. Die Operation von H auf O3(G) \ {1} ist
aber nicht transitiv; O3(G) \ {1} zerfa¨llt unter dieser Operation in zwei Bahnen.
DamitG/O3(G) transitiv auf O3(G)\{1} operieren kann, muss (G/O3(G))/H gerade
Ordnung haben. Damit la¨gen aber zu viele Q-Klassen von 2-Elementen in G/O3(G)
und folglich auch in G.
Schließlich folgt auch im Fall p = 3, O3(G) ∼= C63 und G/Op(G) ∼= SL(2, 13) nach (iii)
und (i), dass es in G zu viele Q-Klassen von 3-Elementen gibt, als dass R(G) endli-
chen Darstellungstyp haben ko¨nnte.
Wir du¨rfen also P E G annehmen. Mit Lemma 3.13 folgt, dass alle nichttrivialen
Elemente aus Z(P ) konjugiert sind und alle Elemente aus P \ Z(P ) eine Q-Klasse
bilden. Nach Satz 1.49 sind daher sowohl Z(P ) als auch P/Z(P ) elementar-abelsch
und außerdem gilt exp(P ) = p. Weil alle nichttrivialen Elemente von Z(P ) in G
konjugiert sind, gibt es keine Untergruppe 1 < H < Z(P ), die ein Normalteiler von
G ist, d. h. Z(P ) ≤ P ′. Andererseits ist P/Z(P ) abelsch, also Φ(P ) ≤ Z(P ) und
wegen exp(P ) = p gilt sogar P ′ = Φ(P ) = Z(P ), d. h., P ist speziell.
Sei also Z(P ) ∼= Ckp und P/Z(P ) ∼= C`p. Da alle Elemente aus P \ Z(P ) in einer
Q-Klasse von G liegen, haben die Zentralisatoren dieser Elemente alle dieselbe Ord-
nung. Damit gilt auch |CP (x)| = |CP (y)| fu¨r x, y ∈ P \Z(P ). Wir wa¨hlen j so, dass
|CP (x)| = pj ist. Die La¨nge der P -Konjugationsklassen der Elemente aus P \ Z(P )
ist also pk+`−j. Wegen
pk+` = 1 · pk + pk+`−j (pj−k − pj−`)
gibt es in P genau pj−k − pj−` = pj−`(p`−k − 1) Konjugationsklassen von Elementen
aus P \ Z(P ). Die Anzahl der P -Konjugationsklassen, und damit auch die Anzahl
der Q-Klassen in P , ist also genau dann nicht durch p teilbar, wenn j = ` gilt. Dass
die Anzahl der Q-Klassen in P von Elementen aus P \ Z(P ) nicht durch p teilbar
ist, ist aber eine notwendige Bedingung: G permutiert diese Klassen transitiv. Ist
M die Menge dieser Klassen, so gibt es also fu¨r C ∈ M eine Bijektion zwischen M
und G/StabG(C). Da natu¨rlich P in StabG(C) liegt, kann |G : StabG(C)| und somit
auch |M | nicht durch p teilbar sein. Folglich gilt |CP (x)| = p` fu¨r x ∈ P \Z(P ). Dies
liefert
|{[x, y] : y ∈ P}| = p
k+`
|CP (x)| =
pk+`
p`
= pk = |Z(P )| .
Da P ′ = Z(P ) gilt, existiert also zu jedem z ∈ Z(P ) ein y ∈ P mit z = [x, y].
Sei H eine maximale Untergruppe von Z(P ). Dann ist sicher exp(P/H) = p. Fu¨r
z ∈ Z(P ) \H gibt es, wie eben gezeigt, x, y ∈ P , sodass z = [x, y]. Folglich liegt die
Nebenklasse zH in (P/H)′, weswegen (P/H)′ = Z(P )/H zyklisch ist. Genauso gibt
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es zu jedem x ∈ P ein y ∈ P , sodass [x, y] in Z(P ) \H liegt. Die Nebenklasse xH
kann daher nicht in Z(P/H) enthalten sein. Somit muss auch Z(P/H) = Z(P )/H
gelten, d. h. Z(P/H) = (P/H)′ ∼= Cp. Die Faktorgruppe P/H ist daher extraspeziell.
Satz 1.45 liefert jetzt sofort, dass ` gerade ist.
Nun ist P/Z(P ) also eine elementar-abelsche Gruppe von geradem Rang, deren
zyklische Untergruppen durch G/Z(P ) transitiv permutiert werden. Nach Satz 1.52
operiert G/CG(P ) auf P/Z(P ) wie eine Untergruppe von ΓL(p
`) auf F`p oder wie
eine der Ausnahmegruppen, falls |P/Z(P )| = 34 oder p ∈ {3, 5, 7, 11, 19, 23, 29, 59}
und P eine extraspezielle Gruppe der Ordnung p3 vom Exponenten p ist, denn in
allen anderen mo¨glichen Fa¨llen ga¨be es in G zu viele Klassen von Elementen der
Ordnung p.
Wir nehmen zuna¨chst an, dass G/CG(P ) auf P/Z(P ) wie eine Untergruppe von
ΓL(p`) auf F`p operiert. Nach Lemma 3.8 hat G/CG(P ) einen durch
p` − 1
p− 1 ·
∏
pi∈P
pi | d
prii
teilbaren Exponenten, wobei d := ggT
(
pn−1
p−1 , p − 1
)
und ri ∈ Z jeweils die gro¨ßte
Zahl ist, sodass p − 1 von prii geteilt wird. Nun ist aber ` gerade und somit p
`−1
p−1
ebenfalls gerade sowie p`− 1 durch 8 teilbar. Folglich besitzt G/CG(P ) ein Element
der Ordnung 8 und der Darstellungstyp von R(G) ist unendlich.
Damit muss |P/Z(P )| = 34 oder P eine extraspezielle Gruppe der Ordnung p3 vom
Exponenten p sein, wobei p ∈ {5, 7, 11, 19, 23, 29, 59} ist.
• Ist |P/Z(P )| = 32, so hat G/CG(P ) einen zu Q8 isomorphen Normalteiler.
Damit die Elemente der Ordnung 4 von G allesamt konjugiert sind, mu¨sste es
in G \ P Elemente der Ordnung 3 geben, was jedoch unmo¨glich ist.
• Angenommen |P/Z(P )| = 34. Da |G/CG(P )| teilerfremd zu 3 sein muss, hat
G/CG(P ) einen Normalteiler, der zu einer extraspeziellen Gruppe der Ord-
nung 32 isomorph ist. Damit hat R(G) nach Satz 3.12 unendlichen Darstel-
lungstyp.
• Ist p ∈ {7, 23}, so muss G/CG(P ) ein Element der Ordnung 8 beinhalten,
damit alle zyklischen Untergruppen in P/Z(P ) konjugiert sind. Dann ha¨tte
R(G) jedoch unendlichen Darstellungstyp.
• Sei p = 5, dann muss G/CG(P ) einen zu H ∼= SL(2, 3) isomorphen Normal-
teiler enthalten. Außer auf den zyklischen Untergruppen von P/Z(P ) muss
G/CG(P ) wegen Lemma 3.13 auch noch transitiv auf den nichttrivialen Ele-
menten von Z(P ) operieren. Auf einer zyklischen Gruppe der Ordnung 5 kann
SL(2, 3) jedoch nur trivial operieren, da die Elemente der Ordnung 3 trivial
operieren und sich jedes Element der Ordnung 4 als Produkt zweier Elemen-
te der Ordnung 3 schreiben la¨sst. Also mu¨sste |(G/CG(P ))/H| gerade sein,
womit es in G zu viele Q-Klassen von 2-Elementen g¨
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• Fu¨r p = 11 entha¨lt G/CG(P ) einen zu SL(2, 3) oder SL(2, 5) isomorphen Nor-
malteiler H. Nun kann weder SL(2, 5) (wegen Bemerkung 3.14) noch SL(2, 3)
nichttrivial auf C11 operieren: Die Elemente der Ordnung 3 aus SL(2, 3) mu¨ssen
trivial auf C11 operieren und jedes Element der Ordnung 4 aus SL(2, 3) la¨sst
sich als Produkt zweier Elemente der Ordnung 3 schreiben. Sind nicht alle
Elemente der Ordnung 11 aus Z(P ) in G konjugiert, ha¨tte R(G) wieder nach
Lemma 3.13 unendlichen Darstellungstyp. Also mu¨sste |(G/CG(P ))/H| gerade
sein, womit zu viele Klassen von Involutionen in G la¨gen.
• Damit fu¨r p = 19 alle Elemente aus Z(P ) in G konjugiert sein ko¨nnen, mu¨ss-
te G, und somit auch G/CG(P ), ein Element der Ordnung 9 enthalten. Weiter
besitzt G/CG(P ) einen zu SL(2, 5) isomorphen Normalteiler H.
Sei x ∈ G/CG(P ) ein Element der Ordnung 9. Angenommen x3 la¨ge in H.
Dann wu¨rde x3 keine 2-Sylowgruppe von H zentralisieren. Da die 2-Sylow-
gruppen von H zu Q8 isomorph sind, du¨rfte x daher in keinem Normalisator
einer 2-Sylowgruppe von H enthalten sein. Das widerspricht aber der Tatsa-
che, dass es in H genau fu¨nf 2-Sylowgruppen gibt. Also liegt x3 nicht in H,
was bedeutet, dass G/CG(P ), und somit auch G, mindestens zwei Q-Klassen
von Elementen der Ordnung 3 und mindestens eine Q-Klasse von Elementen
der Ordnung 9 enthielte. Folglich ha¨tte R(G) unendlichen Darstellungstyp.
• Im Fall p = 29 hat G/CG(P ) einen zu SL(2, 5) isomorphen Normalteiler. Eine
zu SL(2, 5) isomorphe Gruppe kann aber nach Bemerkung 3.14 auch auf einer
zyklischen Gruppe der Ordnung 29 nur trivial operieren, also wa¨ren erneut
nicht alle Elemente aus Z(P )\{1} konjugiert oder G enthielte zu viele Klassen
von Involutionen.
• Schließlich besitzt G/CG(P ) fu¨r p = 59 einen zu SL(2, 5) isomorphen Nor-
malteiler. Auch auf einer zyklischen Gruppe der Ordnung 59 kann SL(2, 5)
nach Bemerkung 3.14 nur trivial operieren, d. h., auch dieser Fall kann nicht
eintreten.
Die Liste schließt somit aus, dass G/CG(P ) wie eine der sporadischen Gruppen auf
P/Z(P ) operiert. Daher mu¨ssen fu¨r eine ungerade Primzahl p die p-Sylowgruppen
einer endlichen Gruppe, deren Charakterring endlichen Darstellungstyp hat, abelsch
sein.
Mit den Sa¨tzen 3.2 und 3.15 folgt sofort, dass fu¨r eine ungerade Primzahl p die p-
Sylowgruppen von G zyklisch der Ordnung ≤ p2 oder elementar-abelsch sind, wenn
R(G) endlichen Darstellungstyp hat.
4 Struktur von Gruppen, deren
Charakterring endlichen Typ hat
Im vorigen Kapitel haben wir untersucht, welche Gestalt die Sylowgruppen von G
haben mu¨ssen, damit R(G) endlichen Darstellungstyp haben kann. Jetzt wollen wir
auch hinreichende Bedingungen dafu¨r, dass R(G) endlichen Darstellungstyp hat,
finden. Eine Reduktion diesbezu¨glich liefert die folgende Proposition.
Proposition 4.1. Seien G1 und G2 endliche Gruppen mit ggT(|G1|, |G2|) = 1. Der
Darstellungstyp von R(G1 × G2) ist genau dann endlich, wenn R(G1) und R(G2)
endlichen Darstellungstyp haben.
Beweis. Offenbar ist der Darstellungstyp von R(G1 × G2) unendlich, wenn bereits
R(G1) oder R(G2) unendlichen Darstellungstyp hat. Wir nehmen daher im Folgen-
den an, dass R(G1) und R(G2) endlichen Darstellungstyp haben mo¨gen.
Seien x1 ∈ G1 und x2 ∈ G2. Sind A1, . . . , Am und B1, . . . , Bn die Konjugationsklas-
sen von G1 und G2, so sind bekanntlich AiBj fu¨r i = 1, . . . ,m und j = 1, . . . , n die
Konjugationsklassen von G1 × G2. Fu¨r einen Primteiler p1 von |G1| entha¨lt die ra-
tionale p′1-Sektion von x1 in G1×G2 daher genauso viele Q-Klassen wie die rationale
p′1-Sektion von x1 in G1. Ist p2 ein Primteiler von |G2|, so liegen in der rationalen p′2-
Sektion von x1 in G1×G2 genauso viele Q-Klassen wie in der rationalen p′2-Sektion
von 1G2 in G2. Analoge Aussagen gelten fu¨r x2.
Seien C die Q-Klasse von x1x2 in G1 × G2, C1 diejenige von x1 in G1 und C2 die
Q-Klasse von x2 in G2. Nach Proposition 1.22 sind die irreduziblen Charaktere von
G1 × G2 genau die Charaktere der Form ψ × ϕ mit ψ ∈ Irr(G1) und ϕ ∈ Irr(G2).
Jede Klassenfunktion von G1×G2 la¨sst sich also in Form solch eines Produkts einer
Klassenfunktion von G1 mit einer von G2 schreiben.
Offenbar gilt Q(C1) ⊆ Q(ζ|G1|) sowie Q(C2) ⊆ Q(ζ|G2|). Proposition 1.14 und Lem-
ma 1.12 implizieren deshalb
OQ(C) = OQ(C1)OQ(C2) . (4.1)
Sei p ∈ P mit p | |G1|, S1 die rationale p′-Sektion von x1 in G1 und S die ra-
tionale p′-Sektion von x1x2 in G1 × G2. Da |G1| und |G2| teilerfremd sind, liegt
die Klassenfunktion νx2 von G2 mit νx2(x2) = 1 und νx2(g) = 0 fu¨r g ∈ G2 \ C2
nach Lemma 2.11 in R(G2)p. Ist α1 (bzw. sind α1, α2) Erzeuger des R(G1)p-Moduls
(R(G1)
′
p∩ChQ(S1))/(R(G1)p∩ChQ(S1)), so erzeugt α1×νx2 (bzw. erzeugen α1×νx2
und α2 × νx2) daher und wegen (4.1) den R(G1 ×G2)p-Modul
(R(G1 ×G2)′p ∩ ChQ(S))/(R(G1 ×G2)p ∩ ChQ(S)) .
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Dieselbe Argumentation zeigt, dass der R(G1 ×G2)p-Modul
rad((R(G1 ×G2)′p ∩ ChQ(S))/(R(G1 ×G2)p ∩ ChQ(S)))
zyklisch ist, wenn der R(G1)p-Modul
rad((R(G1)
′
p ∩ ChQ(S1))/(R(G1)p ∩ ChQ(S1)))
zyklisch ist. Da R(G1)p nach Voraussetzung endlichen Darstellungstyp hat, folgt mit
Bemerkung 2.12, dass der Darstellungstyp von R(G1 ×G2)p ebenfalls endlich ist.
Analog hat R(G1 × G2)` fu¨r jeden Primteiler ` von |G2| endlichen Darstellungstyp
und damit folgt schließlich, dass auch der Darstellungstyp von R(G1 × G2) endlich
ist.
Werden fu¨r endliche Gruppen G1 und G2 sowohl |G1| als auch |G2| von einer Prim-
zahl p ∈ P geteilt, so gibt es in G1 ×G2 mindestens drei Q-Klassen von Elementen
der Ordnung p. Der Darstellungstyp von R(G1 × G2)p und damit auch der von
R(G1 ×G2) ist in diesem Fall also unendlich.
Aus Kapitel 3 wissen wir, dass die p-Sylowgruppen von G fu¨r eine ungerade Prim-
zahl p zyklisch der Ordnung ho¨chstens p2 oder elementar-abelsch sein mu¨ssen, damit
R(G) endlichen Darstellungstyp haben kann. Wir betrachten diese beiden Fa¨lle jetzt
getrennt.
4.1 Zyklische Sylowgruppen
Der Darstellungstyp des Gruppenrings einer zyklischen Gruppe G der Ordnung p
bzw. p2 fu¨r eine beliebige Primzahl p ist endlich. Da Gruppenring und Charakterring
einer abelschen Gruppe isomorph sind, hat also auch R(G) endlichen Darstellungs-
typ. Das legt die Vermutung nahe, dass R(H)p endlichen Darstellungstyp haben
sollte, wenn H eine endliche Gruppe mit zyklischer p-Sylowgruppe der Ordnung
≤ p2 ist. Dass dies tatsa¨chlich so ist, wollen wir in diesem Abschnitt beweisen.
Wir beginnen mit der mo¨glichen Anzahl der Q-Klassen in den einzelnen rationalen
p′-Sektionen einer endlichen Gruppe mit zyklischer p-Sylowgruppe. Im Folgenden
stehe dabei p stets fu¨r eine Primzahl.
Lemma 4.2. Sei P ∈ Sylp(G) zyklisch der Ordnung pa fu¨r ein a ∈ N. Dann besitzt
jede rationale p′-Sektion von G ho¨chstens a+ 1 verschiedene Q-Klassen.
Beweis. Weil P zyklisch ist, sind nach dem Satz von Sylow je zwei p-Elemente
derselben Ordnung Q-konjugiert in G. Damit genu¨gt es zu zeigen, dass je zwei
Elemente, deren p- und p′-Anteile jeweils Q-konjugiert sind, in derselben Q-Klasse
von G liegen.
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Sei x ∈ P . Wir betrachten die Q-Klassen einer rationalen p′-Sektion in NG(〈x〉),
deren Elemente p-Anteile haben, die Q-konjugiert zu x sind. Wie eben bemerkt
ist dies a¨quivalent dazu, dass die p-Anteile dieselbe Ordnung wie x haben. Seien
x1y1 und x2y2 Elemente aus solchen Q-Klassen, d. h. xiyi = yixi fu¨r i = 1, 2, und
y1 und y2 sind Q-konjugiert in NG(〈x〉). Dann gibt es ein g ∈ NG(〈x〉) und ein
σ ∈ Gal(Q(ζexp(NG(〈x〉)))/Q) mit zu p teilerfremder Ordnung, sodass σ(gy1g−1) = y2
ist. Damit folgt σ(gx1y1g
−1) = xby2 fu¨r ein b ∈ Z mit ggT(b, p) = 1, denn jedes
Element aus NG(〈x〉) mit Ordnung |〈x〉| liegt bereits in 〈x〉. Weiter existiert ein
τ ∈ Gal(Q(ζexp(NG(〈x〉)))/Q) mit τ(xby2) = x2y2, da die Ordnungen von x und y2
teilerfremd sind. Folglich liegen x1y1 und x2y2 in derselben Q-Klasse von NG(〈x〉)
und damit besitzt jede rationale p′-Sektion von NG(〈x〉) ho¨chstens eine Q-Klasse,
die Elemente, deren p-Anteile dieselbe Ordnung wie x haben, entha¨lt.
Jedes Element aus G, das mit x kommutiert, liegt bereits in NG(〈x〉). In G gibt es
daher keine Q-Klasse, die ein Element mit p-Anteil x beinhaltet, aber keine Q-Klasse
aus NG(〈x〉) entha¨lt. Andererseits besitzt nach dem Satz von Sylow jedes Element
aus G ein Konjugiertes, dessen p-Anteil in P liegt. Da alle Elemente der Ordnung
|〈x〉| aus P bereits in 〈x〉 liegen, hat folglich jede Q-Klasse, deren Elemente einen
p-Anteil mit derselben Ordnung wie x haben, einen Repra¨sentanten, der in NG(〈x〉)
liegt. Dort besitzt nach obiger Argumentation jede rationale p′-Sektion ho¨chstens
eine Q-Klasse mit Elementen, deren p-Anteile die Ordnung |〈x〉| haben, also gilt
dies erst recht fu¨r G. Damit liegen zwei Elemente, deren p- und p′-Anteile jeweils
Q-konjugiert sind, tatsa¨chlich in einer Q-Klasse.
Hat G eine zyklische p-Sylowgruppe der Ordnung ≤ p2, so bringt uns Lemma 4.2
schon ein ganzes Stu¨ck weiter. Dank dieses Lemmas mu¨ssen wir na¨mlich nur auf
die Werte der irreduziblen Charaktere von G schauen, um zu entscheiden, ob R(G)p
endlichen Darstellungstyp hat.
Lemma 4.3. Seien P ∈ Sylp(G) zyklisch und g ∈ G so, dass 〈g〉 ein Normalteiler
von G ist. Dann existiert zu einem in G invarianten Charakter ϑ ∈ Irr(〈g〉) ein
χ ∈ Irr(G) mit χ〈g〉 = eϑ, sodass e nicht von p geteilt wird.
Beweis. Sei Q ≤ G so gewa¨hlt, dass Q/〈g〉 ∈ Sylp(G/〈g〉) gilt. Dann ist Q/〈g〉
zyklisch und nach Proposition 1.26 gibt es daher ein ϑ˜ ∈ Irr(Q) mit ϑ˜〈g〉 = ϑ.
Fu¨r dessen nach G induzierten Charakter erha¨lt man ϑ˜G(1) = |G : Q|, eine zu p
teilerfremde Zahl. Daher besitzt ϑ˜G eine irreduzible Konstituente χ ∈ Irr(G) mit
p - χ(1). Gema¨ß der Frobenius-Reziprozita¨t gilt 〈χQ, ϑ˜〉 = 〈χ, ϑ˜G〉 6= 0 und daher
auch 〈χ〈g〉, ϑ〉 6= 0. Nun ist ϑ invariant in G, d. h. χ〈g〉 = eϑ mit e = χ(1).
Lemma 4.4. Seien C eine Q-Klasse, g ∈ C und χ1, . . . , χn die irreduziblen Charak-
tere von G. Dann liegt jedes Element aus Z(p)⊗OQ(C) bereits in Z(p)[χ1(g), . . . , χn(g)].
Beweis. Seien χ ∈ Irr(NG(〈g〉)) und ψ ∈ Irr(〈g〉) eine Konstituente von χ〈g〉. Nach
Satz 1.21 gilt dann χ〈g〉 = eχ
∑t
i=1 ψi, wobei ψ = ψ1, . . . , ψt die verschiedenen
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Konjugierten von ψ in NG(〈g〉) sind. Die Tra¨gheitsgruppe von ψ in NG(〈g〉) wer-
de mit ING(〈g〉)(ψ) bezeichnet. Nach Lemma 4.3 existiert ein ψ˜ ∈ Irr(ING(〈g〉)(ψ))
mit ψ˜〈g〉 = eψψ und p - eψ. Durch erneute Anwendung von Lemma 1.21 erhalten
wir damit (ψ˜NG(〈g〉))〈g〉 = eψ
∑t
i=1 ψi. Wegen p - eψ gibt es also eine Funktion in
R(NG(〈g〉))p , die eingeschra¨nkt auf 〈g〉 gerade
∑t
i=1 ψi ist.
Dies zeigt Folgendes: SindM1, . . . ,Mk die A¨quivalenzklassen irreduzibler Charaktere
von 〈g〉 bezu¨glich NG(〈g〉)-Konjugation und gilt Sj :=
∑
ϕ∈Mj ϕ fu¨r j = 1 . . . , k,
dann ist die Einschra¨nkung eines Charakters von NG(〈g〉) auf 〈g〉 eine Z-Linear-
kombination der Sj und jedes Sj liegt in R(NG(〈g〉))p. Insbesondere erhalten wir
Q(clNG(〈g〉)(g)) = Q(S1(g), . . . , Sk(g)). Dabei ist jede |〈g〉|-te Einheitswurzel in genau
einem der Sj als Summand enthalten und dort auch nur genau einmal.
Sei j ∈ {1, . . . , k}. Nach Konstruktion gilt Sj(ngn−1) = Sj(g) fu¨r jedes n ∈ NG(〈g〉).
Außerdem liegt hgh−1 selbstversta¨ndlich nicht in NG(〈g〉), wenn h ∈ G \ NG(〈g〉)
ist. Fu¨r die induzierte Funktion SGj erhalten wir daher
SGj (g) =
1
|NG(〈g〉)|
∑
h∈G
Sj(hgh
−1)◦ =
1
|NG(〈g〉)| · |NG(〈g〉)|Sj(g) = Sj(g) .
Da SGj in R(G)p liegt, folgt also Z(p)[S1(g), . . . , Sk(g)] ⊆ Z(p)[χ1(g), . . . , χn(g)].
Andererseits ist fu¨r jedes i ∈ {1, . . . , n} die Einschra¨nkung von χi auf NG(〈g〉)
eine Z-Linearkombination irreduzibler Charaktere von NG(〈g〉). Daher gilt auch
Z(p)[χ1(g), . . . , χn(g)] ⊆ Z(p)[S1(g), . . . , Sk(g)] und insgesamt folgt
Z(p)[S1(g), . . . , Sk(g)] = Z(p)[χ1(g), . . . , χn(g)] .
Das impliziert außerdem Z(p) ⊗ OQ(C) = Z(p) ⊗ OQ(S1(g),...,Sk(g)). Weiter stimmen
OQ(S1(g),...,Sk(g)) und Z[S1(g), . . . , Sk(g)] wegen OQ(ζ|〈g〉|) = Z[ζ|〈g〉|] u¨berein. Das im-
pliziert Z(p) ⊗ OQ(C) = Z(p)[S1(g), . . . , Sk(g)] und insgesamt ergibt sich schließlich
Z(p) ⊗OQ(C) = Z(p)[χ1(g), . . . , χn(g)].
An dieser Stelle wollen wir noch einmal an die in Lemma 2.11 und Definition 2.15
definierten Funktionen νx und µi erinnern. Fu¨r ein p
′-Element x ∈ G sei νx die
Funktion aus R(G)p, die auf der rationalen p
′-Sektion von x den Wert 1 hat und sonst
u¨berall 0 ist. Weiter bezeichne µi die Funktion aus R(G)
′
p, die auf allen Elementen
von G, deren p-Anteile die Ordnung p haben, den Wert 1 annimmt und sonst 0 ist.
Diese Funktionen werden wir im Folgenden verwenden, um unsere Betrachtungen
lediglich auf die einzelnen Q-Klassen von G einschra¨nken zu ko¨nnen.
Satz 4.5. Sei P ∈ Sylp(G) zyklisch der Ordnung ≤ p2. Dann wird der R(G)p-Modul
R(G)′p/R(G)p von µ0 und µ1 erzeugt.
Beweis. Aus Bemerkung 2.12 wissen wir, dass es ausreicht zu zeigen, dass der R(G)p-
Modul (R(G)′p∩ChQ(S))/(R(G)p∩ChQ(S)) fu¨r jede rationale p′-Sektion S von den
Einschra¨nkungen der Funktionen µ0 und µ1 auf S erzeugt wird.
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Sei also S eine beliebige rationale p′-Sektion aus G und y ein p′-Element aus S.
Nach Lemma 4.2 liegen in S ho¨chstens drei Q-Klassen. Aus dem Beweis dieses
Lemmas folgt ferner, dass sich zwei Elemente derselben Ordnung aus S bereits in
derselben Q-Klasse befinden. Daher gibt es ein p-Element x ∈ G, sodass y, xpy und
xy Repra¨sentanten der Q-Klassen in S sind. Es ist hierbei durchaus mo¨glich, dass
xpy = y oder sogar xy = y gilt, dann liegen entsprechend weniger Q-Klassen in S.
Unser Ziel ist es also, zu zeigen, dass die Funktionen µ0νy und µ1νy den R(G)p-
Modul (R(G)′p∩ChQ(S))/(R(G)p∩ChQ(S)) erzeugen. Da µ0+µ1+µ2 dem trivialen
Charakter von G entspricht und νy nach Lemma 2.11 in R(G)p liegt, ist auch µ2νy =
νy − µ0νy − µ1νy im Erzeugnis von µ0νy und µ1νy enthalten. Fu¨r jede Q-Klasse C
von S liegt also die Funktion, die auf den Elementen von C gleich 1 ist und auf den
anderen Elementen aus S den Wert 0 hat, im Erzeugnis von µ0νy und µ1νy. Dieses
Erzeugnis beinhaltet damit fu¨r jeden irreduziblen Charakter χ ∈ Irr(G) auch die
Funktionen µiνyχ fu¨r i = 0, 1, 2.
Wir ko¨nnen also schließen, dass es fu¨r den Beweis des Satzes hinreichend ist, dass fu¨r
jede Q-Klasse C aus S die Elemente aus Z(p)⊗OQ(C) bereits in Z(p)[χ1(g), . . . , χn(g)]
liegen, wobei g ∈ C ist und χ1, . . . , χn die irreduziblen Charaktere von G bezeichnen.
Diese Aussage folgt direkt aus Lemma 4.4, womit der Satz bewiesen ist.
Nachdem wir fu¨r eine Gruppe G mit einer zyklischen p-Sylowgruppe der Ordnung
≤ p2 ein Erzeugendensystem mit lediglich zwei Elementen fu¨r den R(G)p-Modul
R(G)′p/R(G)p gefunden haben, mu¨ssen wir nun noch zeigen, dass der R(G)p-Modul
rad(R(G)′p/R(G)p) zyklisch ist
Wir betrachten also die maximale Ordnung R(G)′p ∼=
⊕k
i=1 Z(p) ⊗ OQ(Ci), wobei
C1, . . . , Ck die Q-Klassen von G sind. Die maximalen Ideale in R(G)′p haben die
Gestalt ((1), . . . , pi, . . . , (1)) mit einem maximalen Ideal pi von Z(p) ⊗ OQ(Ci), i =
1, . . . , k (siehe z. B. [44]).
Jedes Primideal von OQ(Ci) entha¨lt nach Satz 1.3 genau eine Primzahl p ∈ Z. Die
maximalen Ideale von Z(p) ⊗ OQ(Ci) stehen nach Proposition 1.18 also in Bijektion
zu den Primidealen von OQ(Ci), die p enthalten. Davon gibt es, wieder nach Satz 1.3,
nur endlich viele. Lemma 1.2 liefert nun, dass Z(p)⊗OQ(Ci) ein Hauptidealring ist.
Wir betrachten den Kreisteilungsko¨rper Q(ζn) mit n = pam, pa > 2 und p - m.
Seien P ⊆ OQ(ζn), P ⊆ OQ(ζm) und p ⊆ OQ(ζpa ) Primideale, sodass P sowohl u¨ber P
als auch u¨ber p liegt und alle drei Ideale u¨ber dem Ideal (p) von Z liegen. Da p in
OQ(ζm) unverzweigt ist, erhalten wir, unter Verwendung der Sa¨tze 1.6 und 1.5, fu¨r
die Verzweigungsindizes die Ungleichungskette
ϕ(pa) = [Q(ζn) : Q(ζm)] ≥ e(P/P) = e(P/P)e(P/(p))
= e(P/(p)) = e(P/p)e(p/(p)) = e(P/p) · ϕ(pa) ≥ ϕ(pa) .
Es gilt also e(P/(p)) = ϕ(pa). Weiter ist p nach Satz 1.16 total verzweigt u¨ber (p),
insbesondere also das einzige Ideal inOQ(ζpa ), das u¨ber (p) liegt, und laut Lemma 1.17
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gilt p = (1 − ζpa). Im Fall pa = 2 erhalten wir natu¨rlich ebenso p = (2) = (1 − ζ2),
wenn p das Primideal von OQ(ζ2) = Z ist, das u¨ber (2) liegt.
Das Radikal von Z(p) ⊗ OQ(ζn) ist der Durchschnitt aller maximalen Ideale dieses
Rings. Da (1 − ζpa) das einzige maximale Ideal in Z(p) ⊗ OQ(ζpa ) ist, liegt (1 − ζpa)
als Ideal in Z(p) ⊗ OQ(ζn) betrachtet im Radikal. Angenommen, das Radikal ha¨tte
die Gestalt (α) mit (α) ( (1 − ζpa). Dann wa¨re (α) das einzige maximale Ideal in
Z(p)⊗OQ(α). Demzufolge wa¨re e((α)/(p)) > e((1− ζpa)/(p)) = ϕ(pa). Nach Satz 1.6
ist dies jedoch unmo¨glich.
Analog erha¨lt man fu¨r einen Teilko¨rper L von Q(ζn) und K = L ∩Q(ζpa), dass ein
Erzeuger des Radikals von Z(p) ⊗OK auch ein Erzeuger des Radikals von Z(p) ⊗OL
ist. Seien g ∈ G ein Element der Ordnung n und λ ein Erzeuger von Irr(〈gn/pa〉).
Dann wird also das Radikal von Z(p) ⊗ OQ(cl〈g〉(g)) durch (1 − λ)(g) erzeugt. Somit
hat das Radikal von Z(p) ⊗ OQ(clG(g)) die Gestalt (u((1 − λ)(g))b) fu¨r eine Einheit
u ∈ OQ(cl〈g〉(g)) und ein b ∈ N.
Mithilfe dieser Vorbereitungen ko¨nnen wir jetzt den folgenden Satz beweisen.
Satz 4.6. Seien die p-Sylowgruppen von G zyklisch der Ordnung ≤ p2. Dann ist der
R(G)p-Modul rad(R(G)
′
p/R(G)p) zyklisch.
Beweis. Sei g ∈ G ein Element mit zu p teilerfremder Ordnung und S die rationale
p′-Sektion von g in G. Nach Bemerkung 2.12 genu¨gt es zu zeigen, dass der R(G)p-
Modul rad(R(G)′p ∩ ChQ(S))/(R(G)p ∩ ChQ(S)) zyklisch ist.
Das Element g habe die Ordnung m. Wir erhalten die Zerlegung S = C0 ∪ C1 ∪ C2,
wobei Ci genau die Elemente der Ordnung pim von S entha¨lt (i = 0, 1, 2). Es ist
durchaus mo¨glich, dass C2 leer ist, bzw. dass C1 und C2 leer sind. Die nichtleeren
Mengen unter den Mengen C0, C1 und C2 sind also genau die in S enthaltenden
Q-Klassen von G.
Fu¨r den Fall, dass sowohl C1 als auch C2 leer sind, ist wegen Lemma 2.10 schon alles
gezeigt. Wir nehmen daher an, dass |CG(g)| durch p teilbar ist. Dann gilt zumindest
C1 6= ∅.
Nach den Bemerkungen im Vorfeld des Satzes ist (p) das Radikal von Z(p)⊗OQ(C0).
Demnach wird rad(R(G)′p ∩ChQ(C0))/(R(G)p ∩ChQ(C0)) von pνgµ0 erzeugt. Sicher
sind auch die Funktionen pνg, pνgµ1 und pνgµ2 in rad(R(G)
′
p ∩ ChQ(S)) enthalten
(im Fall C2 = ∅ gilt µ2 = 0). Wegen pνgµ0 = −pνgµ1 − pνgµ2 + pνg genu¨gt es also,
einen Erzeuger von rad(R(G)′p ∩ ChQ(C1 ∪ C2))/(R(G)p ∩ ChQ(C1 ∪ C2)) zu finden.
Sei zuna¨chst C2 = ∅. Wir bezeichnen mit χ1, . . . , χn die irreduziblen Charaktere
von G und wa¨hlen ein Element g1 ∈ C1. Nach Lemma 4.4 gilt Z(p) ⊗ OQ(C1) =
Z(p)[χ1(g1), . . . , χn(g1)]. Zudem ist Z(p)⊗OQ(C1) ein Hauptidealring, es existiert also
ein Element π, welches das Radikal von Z(p) ⊗OQ(C1) erzeugt. Eine Funktion
η ∈ rad(R(G)′p ∩ ChQ(S))/(R(G)p ∩ ChQ(S))
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mit η(g1) = π und η(h) = 0 fu¨r h ∈ G \ C1 ist somit ein Erzeuger des R(G)p-Moduls
rad(R(G)′p ∩ ChQ(S))/(R(G)p ∩ ChQ(S)), insbesondere ist dieser zyklisch.
Es verbleibt also der Fall C2 6= ∅. Wir wa¨hlen Elemente g1 ∈ C1 und g2 ∈ C2 mit
gp2 = g1 sowie Erzeuger π1, π2 der Radikale von Z(p) ⊗OQ(C1) und Z(p) ⊗OQ(C2). Wie
eben existiert eine Funktion η1 mit η1(g1) = π1 und η1(h) = 0 fu¨r h ∈ G \ C1. Wenn
wir zeigen ko¨nnen, dass in deren Erzeugnis eine Funktion η2 mit η2(g2) = π2 und
η2(h) = 0 fu¨r h ∈ G \ C2 enthalten ist, haben wir den Satz bewiesen.
Dazu genu¨gt es zu zeigen, dass die Funktion ϕ ∈ R(G)′p mit ϕ(g1) = π1, ϕ(g2) = π2
und ϕ(x) = 0 fu¨r x /∈ C1∪C2, also ϕ = η1+η2, bereits in R(G)p liegt. Nach Satz 1.28
ist dies genau dann der Fall, wenn ϕE fu¨r jede elementare Untergruppe E ≤ G in
R(E)p enthalten ist. Da die p-Sylowgruppen von G zyklisch sind und ϕ auf allen
Elementen, die nicht in C1 ∪ C2 liegen, verschwindet, mu¨ssen wir nur die zyklischen
Untergruppen von G, die g1 enthalten, betrachten. Weiter du¨rfen wir annehmen,
dass jede dieser zyklischen Untergruppen, deren Ordnung durch p2 teilbar ist, g2
ebenfalls beinhaltet.
Sei zuerst C < G eine zyklische Untergruppe wie eben beschrieben, deren Ordnung
nicht durch p2 teilbar ist. Dann gilt 〈g1〉 ∈ Sylp(C). Sei λ ein Erzeuger von Irr(C),
also π = u((1 − λ|C|/p)(g1))b fu¨r geeignete u ∈ OQ(ζp) und b ∈ N. Da C zyklisch
ist, gibt es einen virtuellen Charakter α von C, der auf g1 den Wert u hat, denn
{χ(g1) : χ ∈ Irr(C)} entha¨lt eine Ganzheitsbasis von OQ(ζp). Weiter hat 1 − λ|C|/p
auf allen p-regula¨ren Elementen den Wert 0 und die einzige p-singula¨re Q-Klasse,
die unter ν1C nicht verschwindet, ist die von g1 erzeugte. Demnach gilt
ϕC = α · ν1C · (1− λ|C|/p)b ∈ R(C)p .
Schließlich betrachten wir eine zyklische Untergruppe C ≤ G mit g2 ∈ C und
setzen M := {i : 1 ≤ i < p2, g2 ∼G gi2}. Sind g2 und gi2 in G konjugiert, so
gilt natu¨rlich χC(g2) = χC(g
i
2) fu¨r jeden Charakter χ von G. Da das p enthaltende
Primideal von OQ(clG(g2)) nach den Sa¨tzen 1.16 und 1.6 total verzweigt ist, muss
(π2) somit von
(
(1− ζp2)(1− ζ ip2)
)
geteilt werden. Folglich ist
(∏
i∈M(1− ζ ip2)
)
ein
Teiler von (π2). Außerdem gilt (π2)
e = (p), wobei e nach Satz 1.5 mit dem Grad der
Ko¨rpererweiterung Q(clG(g2))/Q u¨bereinstimmt. Dieser wiederum entspricht nach
Lemma 1.33 der Anzahl von Konjugationsklassen in G, die in der Q-Klasse von g2
liegen, d. h. e = p
2−p
|M | .
Das bedeutet, dass (π2) bezogen auf Q(ζp2)/Q ein Produkt aus |M | Elementen mit
der Norm p ist. Also folgt (π2) =
(∏
i∈M
(
1− ζ ip2
))
. Dieselbe Begru¨ndung liefert
auch (π1) =
(∏
i∈M
(
1 − ζ ip
))
. Das Produkt la¨uft erneut genau u¨ber alle i ∈ M ,
weil |M | ein Teiler von p − 1 ist. Andernfalls la¨ge ein Element der Ordnung p, das
nicht in 〈g2〉 enthalten ist, in NG(〈g2〉) und die p-Sylowgruppen von G wa¨ren daher
nicht mehr zyklisch.
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Sei jetzt λ ein Erzeuger von Irr(C), sodass λ|C|/p
2
(g2) = ζp2 ist. Fu¨r eine beliebige
ganze Zahl j ist dann 1− λj|C|/p2 ∈ R(C) und es gilt(
1− λj|C|/p2
)
(g1) = 1− ζjp ,
(
1− λj|C|/p2
)
(g2) = 1− ζjp2 und(
1− λj|C|/p2
)
(x) = 0 fu¨r jedes p-regula¨re Element x ∈ C .
Daher ist ϕC = ν1C ·
∏
i∈M
(
1 − λi|C|/p2) eine Funktion aus R(C)p und insgesamt
folgt, dass ϕ in R(G)p liegt.
Aus den Sa¨tzen 4.5 und 4.6 folgt jetzt sofort das gewu¨nschte Resultat:
Folgerung 4.7. Hat G eine zyklische p-Sylowgruppe der Ordnung ≤ p2, so ist der
Darstellungstyp von R(G)p endlich.
Insbesondere hat der Charakterring einer kubikfreien Gruppe, die nur zyklische Sy-
lowgruppen besitzt, endlichen Darstellungstyp.
4.2 Elementar-abelsche Sylowgruppen
Wir haben eben gesehen, dass der Darstellungstyp von R(G)p ausschließlich von der
Ordnung von P abha¨ngt, wenn P ∈ Sylp(G) zyklisch ist. Besitzt G dagegen eine
elementar-abelsche p-Sylowgruppe, so beno¨tigt man mehr Informationen u¨ber die
Struktur von G, um entscheiden zu ko¨nnen, ob R(G)p endlichen oder unendlichen
Darstellungstyp hat.
So hat beispielsweise der Charakterring jeder elementar-abelschen p-Gruppe vom
Rang > 1 unendlichen Darstellungstyp, weil jede dieser Gruppen mindestens drei
Q-Klassen von Elementen der Ordnung p besitzt. Insbesondere ist der Darstellungs-
typ von R(C2 × C2)2 unendlich. Dagegen hat R(A4)2 ebenfalls eine zu C2 × C2 iso-
morphe 2-Sylowgruppe, aber endlichen Darstellungstyp, weil in A4 alle Involutionen
konjugiert sind.
In diesem Abschnitt wollen wir nun untersuchen, welche Eigenschaften eine Grup-
pe G mit einer elementar-abelschen p-Sylowgruppe P besitzen muss bzw. welche sie
nicht besitzen darf, damit R(G) endlichen Darstellungstyp hat. Nach Folgerung 2.14
besitzt G entweder genau eine oder genau zwei Q-Klassen von Elementen der Ord-
nung p. Wir betrachten diese beiden Fa¨lle getrennt.
In den Beweisen werden wir zumeist annehmen, dass P ein Normalteiler von G ist.
Aufgrund der Resistenz abelscher Gruppen folgen die Aussagen dann auch allgemei-
ner, wenn P nicht normal in G ist.
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4.2.1 Gruppen mit genau einer Q-Klasse von Elementen der
Ordnung p
Sei wieder p eine Primzahl und p ein maximales Ideal von OQ(ζ|G|), das p entha¨lt.
Nach Lemma 1.30 gilt fu¨r Elemente x, y ∈ G mit xp′ = yp′ die Kongruenz χ(x) ≡
χ(y) (mod p) fu¨r jeden Charakter χ ∈ Irr(G). Besitzt G eine elementar-abelsche p-
Sylowgruppe und sind alle zyklischen Untergruppen der Ordnung p in G konjugiert,
so la¨sst sich dieses Resultat noch verscha¨rfen. Wir zeigen dies zuna¨chst fu¨r einen
Spezialfall, der Beweis dafu¨r stammt von Haberland. Die allgemeine Aussage wird
aus diesem Spezialfall schnell folgen.
Lemma 4.8 (Haberland). Seien p > 2, k ≥ 2, P die additive Gruppe von Fpk und
C eine Untergruppe der multiplikativen Gruppe von F×
pk
. Weiter sei
G :=
{(
a x
0 1
)
: a ∈ C, x ∈ P
}
,
u ∈ G ein Element der Ordnung p und p das p enthaltende maximale Ideal von
OQ(clG(u)). Gibt es in G nur eine Konjugationsklasse von Untergruppen der Ord-
nung p, so gilt χ(1) ≡ χ(u) (mod pk) fu¨r jedes χ ∈ Irr(G).
Beweis. Wir setzen
V :=
{(
1 x
0 1
)
: x ∈ P
}
∼= P und H :=
{(
a 0
0 1
)
: a ∈ C
}
∼= C .
Offenbar ist G das semidirekte Produkt V oH, wobei H transitiv auf den zyklischen
Untergruppen von V operiert.
Die Anzahl der zyklischen Untergruppen von V ist p
k−1
p−1 , da P als Fp-Vektorraum der
Dimension k aufgefasst werden kann. Der Stabilisator von Fp in der multiplikativen
Gruppe F×
pk
ist C ∩F×p . Ist |C| = n, so hat dieser Stabilisator also d := ggT(n, p−1)
Elemente und die Bahn von Fp die La¨nge nd . Damit H transitiv auf V operiert, muss
n
d
ein Vielfaches von p
k−1
p−1 sein, d. h. n =
pk−1
p−1 · t mit d | t ≤ p− 1.
Man kann sehr leicht nachrechnen, dass G eine Frobeniusgruppe mit Kern V und
Komplement H ist. Die Konjugationsklassen von G haben folgende Repra¨sentanten:
1. 1G,
2. P1, . . . , P p−1
t
, wobei jedes Pi die Gestalt
(
1 x
0 1
)
mit x ∈ Fp hat,
3. C1, . . . , C pk−1
p−1
·t, wobei jedes Cj die Gestalt
(
a 0
0 1
)
mit a ∈ C hat.
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Die linearen Charaktere von G entstehen wegen G′ = V allesamt durch Fortsetzung
der linearen Charaktere von H: Ist λ ∈ Irr(C), so kann man λ natu¨rlich auch
als linearen Charakter von H auffassen und man erha¨lt einen linearen Charakter
χ ∈ Irr(G) durch χ(g) := λ(h), wobei g = vh mit v ∈ V und h ∈ H ist. Fu¨r einen
linearen Charakter χ ∈ Irr(G) ist die Behauptung des Satzes damit gezeigt.
Die verbleibenden p−1
t
irreduziblen Charaktere von G entstehen, da G eine Frobe-
niusgruppe mit Kern V ist, durch Induktion irreduzibler Charaktere von V . Wir
betrachten zuna¨chst die irreduziblen Charaktere von P . Seien µp die (komplexen)
p-ten Einheitswurzeln. Bekanntlich ist die Spurform
P × P → Fp → µp , (x, y) 7→ TrF
pk
/Fp(xy) 7→ ζTr(xy)p
nicht ausgeartet, jeder irreduzible Charakter von P la¨sst sich also mithilfe dieser
Form darstellen. Genauer ist Irr(P ) = {λx : x ∈ P}, wobei λx durch
λx : P → µp , y 7→ ζTr(xy)p
gegeben wird. Wir schreiben λ˜x fu¨r den entsprechenden Charakter von V , der zum
Element X :=
(
1 x
0 1
)
geho¨rt, d. h. λ˜x(Y ) := λx(y) fu¨r Y :=
(
1 y
0 1
)
. Da die
Konjugationsklassen von Elementen der Ordnung p in G von Matrizen repra¨sentiert
werden, deren Eintrag rechts oben in F×p liegt, genu¨gt es, nur die induzierten Charak-
tere λ˜Gx mit X ∈ {P1, . . . , P p−1
t
}, also x ∈ F×p , und nur deren Werte auf Elementen
Y :=
(
1 y
0 1
)
mit Y ∈ {P1, . . . , P p−1
t
}, also y ∈ F×p , zu betrachten. Fu¨r den entspre-
chenden irreduziblen Charakter χx ∈ Irr(G) erhalten wir (neben χx(1) = pk−1p−1 · t
und χx(g) = 0, g /∈ V ) die Werte
χx(Y ) = λ˜
G
x (Y ) =
1
|V |
∑
g∈G
λ˜◦x(gY g
−1) =
∑
g∈H
λ˜x(gY g
−1)
=
∑
a∈C
λx(ay) =
∑
a∈C
ζTr(xay)p =
∑
a∈C
ζxyTr(a)p =
∑
a∈C
(
ζxyp
)Tr(a)
.
Unser Ziel ist es, χx(1G) ≡ χx(Y ) (mod pk) zu zeigen. Da Q(clG(Y ))/Q eine Ko¨rper-
erweiterung vom Grad p−1
t
ist, gilt p = (1− ζp)t ∩ OQ(clG(Y )) (wir sehen (1− ζp) als
Ideal in OQ(ζp) an). Demzufolge mu¨ssen wir
pk − 1
p− 1 · t ≡
∑
a∈C
(
ζxyp
)Tr(a) (
mod (1− ζp)tk
)
zeigen. Da die Pi fu¨r i = 1, . . . ,
p−1
t
alle in derselben zyklischen Gruppe liegen,
lassen sich χx(P1), . . . , χx(P p−1
t
) durch Galois-Automorphismen von Q(clG(Y ))/Q
ineinander u¨berfu¨hren, es genu¨gt also p
k−1
p−1 · t ≡ s1 (mod pk) fu¨r s1 =
∑
a∈C
ζ
Tr(a)
p zu
beweisen.
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Sei M ≤ F×p die Untergruppe, fu¨r die F×pk =
⊎
m∈M
mC gilt. Fu¨r m ∈ M setzen wir
dann
s(m) :=
∑
a∈m−1C
ζTr(a)p =
∑
a∈C
ζmTr(a)p .
Sei weiter N ≤ Irr(F×
pk
) die Untergruppe der irreduziblen Charaktere der multiplika-
tiven Gruppe Fpk , die auf C trivial sind. Davon gibt es
p−1
t
viele. Fu¨r ψ ∈ N haben
wir dann die Gaußsche Summe
Γ(ψ) :=
∑
α∈F×
pk
ψ(α)ζTr(α)p =
∑
m∈M
∑
a∈C
ψ(ma)ζmTr(a)p =
∑
m∈M
ψ(m)s(m) .
Wir ko¨nnen die durch Γ˜(ψ) := Γ(ψ¯) definierte Funktion Γ˜ also als Fourier-Transfor-
mierte von s ansehen und erhalten demzufolge
s1 = s(1G) =
1
p−1
t
∑
ψ∈N
ψ(1G)Γ(ψ) =
t
p− 1
∑
ψ∈N
Γ(ψ) .
Da wir nur die Charaktere ψ betrachten, die auf C trivial sind, folgt ψ(α) = α−` fu¨r
α ∈ F×
pk
und ein ` ∈
{
pk−1
p−1 · t · r : r ∈
{
0, 1, . . . , p−1
t
− 1}}.
Fu¨r den trivialen Charakter gilt, da die Spur ein surjektiver Gruppenhomomorphis-
mus ist,
Γ(1) =
∑
a∈F×
pk
ζTr(a)p = −1 +
∑
a∈F
pk
ζTr(a)p = −1 .
Sei ψ ∈ N jetzt ein nichttrivialer Charakter, also
Γ(ψ) = Γ` =
∑
α∈µ
pk−1
α−`ζTr(α)p
fu¨r ein ` ∈
{
pk−1
p−1 · t · r : r ∈
{
1, 2, . . . , p−1
t
− 1}}. Dann hat ` die Darstellung
` =
pk − 1
p− 1 · t · r = tr(1 + . . .+ p
k−1)
fu¨r ein r ∈ {1, 2, . . . , p−1
t
− 1}. Nach Satz 1.20 gilt somit
Γ` ≡ −(1− ζp)
ktr
((tr)!)k
(
mod (1− ζp)ktr+1
)
,
wobei dies eine Kongruenz in OQp(ζp) ist. Demnach ist Γ` ≡ 0
(
mod (1− ζp)kt+1
)
fu¨r ` ∈
{
pk−1
p−1 · t · r : r ∈
{
2, 3, . . . , p−1
t
− 1}}. Das fu¨hrt zu
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s1 − p
k − 1
p− 1 · t =
t
p− 1
∑
ψ∈N
Γ(ψ)− p
k − 1
p− 1 · t ≡
t
p− 1
(
−1− (1− ζp)
kt
(t!)k
− pk + 1
)
≡ − t
p− 1 ·
(
(1− ζp)tk
(t!)k
+ pk
) (
mod (1− ζp)kt+1
)
.
Folglich ist s1 − pk−1p−1 · t durch (1 − ζp)tk teilbar. Da p = ((1 − ζp)t) ∩ OQ(clG(g)) ist,
erhalten wir p
k−1
p−1 · t ≡ s1 (mod p) bzw. χx(1G) ≡ χx(Y ) (mod pk).
Satz 4.9. Sei P ∈ Sylp(G) elementar-abelsch mit Ordnung pk ≥ p3. Beinhaltet
G nur eine Q-Klasse von Elementen der Ordnung p und sind die Elemente der
Ordnung p nichtrational, so hat R(G) unendlichen Darstellungstyp.
Beweis. Aus den Voraussetzungen folgt sofort, dass p ungerade ist. Sei x ein Element
der Ordnung p. Nach der Klassifikation der endlichen transitiven linearen Gruppen
muss G eine Untergruppe H enthalten, die zu einer Untergruppe von ΓL(pk) iso-
morph ist, in der x liegt und in der es genauso viele Konjugationsklassen der Ord-
nung p gibt wie in G. Wir setzen zudem voraus, dass H eine minimale Untergruppe
von G mit dieser Eigenschaft sei.
Wir nehmen zuna¨chst an, dass H zu einer Gruppe wie in Lemma 4.8 isomorph
ist. Fu¨r jeden irreduziblen Charakter χ ∈ Irr(H) gilt χ(1) ≡ χ(x) (mod pk) nach
Lemma 4.8, wobei p das p enthaltende maximale Ideal von OQ(clH(x)) = OQ(clG(x))
ist. Daher muss auch η(1) ≡ η(x) (mod Pk) fu¨r jede Funktion η ∈ R(H)p gelten,
wobei P das maximale Ideal in Z(p)⊗OQ(clH(x)) bezeichnet. Die Einschra¨nkung einer
Klassenfunktion aus G auf H ist natu¨rlich eine Klassenfunktion auf H, weswegen
sogar η(1) ≡ η(x) (mod Pk) fu¨r η ∈ R(G)p folgt.
In R(G)′p existieren offenbar Funktionen ψ1, ψ2 mit ψ1(x) ∈ P\P2, ψ2(x) ∈ P2 \P3
sowie ψ1(g) = 0 = ψ2(g) fu¨r jedes g ∈ G, dessen Ordnung verschieden von p ist.
Angenommen, es gibt ein α ∈ rad(R(G)′p), das den R(G)p-Modul rad(R(G)′p/R(G)p)
erzeugt. Dann existieren η1, η2, ϕ1, ϕ2 ∈ R(G)p mit η1α+η2 = ψ1 und ϕ1α+ϕ2 = ψ2.
Die Werte η1(1), η2(1), ϕ1(1) und ϕ2(1) liegen, da sie rational sind, jeweils entweder
in Pk oder nicht in P. Nach Lemma 4.8 liegen also auch η1(x), η2(x), ϕ1(x) und
ϕ2(x) jeweils entweder in P
k oder nicht in P.
Nun gilt η1(x)α(x)+η2(x) = ψ1(x) ∈ P\P2. Weil α(x) inP liegt, muss auch η2(x) in
P enthalten sein und damit sogar η2(x) ∈ Pk. Das impliziert α(x) ∈ P \P2. Weiter
gilt ϕ1(x)α(x)+ϕ2(x) = ψ2(x) ∈ P2\P3. Weil α(x) in P liegt, muss zuna¨chst ϕ2(x)
in P und damit sogar in Pk sein. Nun liegt aber α(x) nicht in P2, d. h. ϕ1(x) mu¨sste
ein Element aus P \P2 sein. Dies ist jedoch unmo¨glich, also kann der R(G)p-Modul
rad(R(G)′p/R(G)p) nicht zyklisch sein. Damit hat R(G)p und folglich auch R(G)
unendlichen Darstellungstyp.
Es verbleibt der Fall, dass H nicht zu einer Gruppe wie in Lemma 4.8 isomorph
ist. Sei also H isomorph zu K := Ckp o
(
C pk−1
p−1
· t
m
o Cm
)
fu¨r geeignete natu¨rliche
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Zahlen t und k (ggT(k, p− 1) | t | p− 1 und m | k). Wir zeigen, dass dann ebenfalls
χ(1) ≡ χ(x) (mod pk) fu¨r χ ∈ Irr(G) gilt.
Sei dazu L die zu Ckp oC pk−1
p−1
t
isomorphe Untergruppe von Fkp oΓL(p
k). Die Konju-
gationsklassen von Elementen der Ordnung p in L stimmen mit den Konjugations-
klassen von Elementen der Ordnung p in M := Ckp o
(
C pk−1
p−1
t
oCm
)
≤ Fkp o ΓL(pk)
u¨berein, weil Galois-Automorphismen von Fpk den Teilko¨rper Fp fest lassen. Da H
nur eine Q-Klasse von Elementen der Ordnung p besitzt, stimmen ebenso die Kon-
jugationsklassen von Elementen der Ordnung p in M und K u¨berein.
Sei λ ∈ Irr(Ckp ). Wegen |K| = |L| und weil Elemente y, z ∈ Ckp genau dann in K
konjugiert sind, wenn sie in L konjugiert sind, folgt λK(y) = λL(y). Damit folgt
aber auch λK(1) ≡ λK(y) (mod pk). Fu¨r jedes ψ ∈ Irr(H) gilt dementsprechend
ψ(1) ≡ ψ(x) (mod pk) und somit χ(1) ≡ χ(x) (mod pk) fu¨r jedes χ ∈ Irr(G). Mit
derselben Argumentation wie im Fall, dass H zu einer Gruppe wie in Lemma 4.8
isomorph ist, kann man jetzt zeigen, dass der R(G)p-Modul rad(R(G)
′
p/R(G)p) nicht
zyklisch ist. Der Darstellungstyp von R(G) muss daher unendlich sein.
Folgerung 4.10. Sei P ∈ Sylp(G) elementar-abelsch mit Ordnung pk ≥ p3. Ist der
Darstellungstyp von R(G) endlich und beinhaltet G nur eine Q-Klasse von Elemen-
ten der Ordnung p, so ist pk − 1 kubikfrei und alle nichttrivialen Elemente von P
sind in G konjugiert.
Beweis. Nach der Klassifikation der endlichen transitiven linearen Gruppen tritt
einer der beiden folgenden Fa¨lle ein:
1. Die Operation von NG(P )/CG(P ) auf P entspricht der von ΓL(p
k) auf Fkp.
Nach Bemerkung 3.9 ist der Exponent von G ein Teiler von pk − 1. Folglich
muss pk−1 kubikfrei sein, damit R(G) endlichen Darstellungstyp haben kann.
2. P ∼= C43 und NG(P )/CG(P ) operiert wie eine der sporadischen transitiven li-
nearen Gruppen auf P . Dann entha¨lt G eine extraspezielle 2-Gruppe H der
Ordnung 25. In dieser gibt es Involutionen, die nicht miteinander kommutie-
ren, also kann H keine Untergruppe einer Suzuki 2-Gruppe sein. Damit sind
die 2-Sylowgruppen von G aber zu keiner Gruppe aus der Liste in Satz 3.12
isomorph, also hat R(G) unendlichen Darstellungstyp.
Umgekehrt gibt es zu jeder elementar-abelschen Gruppe P der Ordnung pk (k ≥ 1),
wobei pk − 1 kubikfrei ist, eine Gruppe G, sodass P ∈ Sylp(G) und der Darstel-
lungstyp von R(G) endlich ist: Die zyklische Gruppe Cpk−1 operiert regula¨r auf den
nichttrivialen Elementen von P , wobei die Operation der von ΓL0(p
k) auf Fkp ent-
spricht. Folglich erfu¨llt G := P o Cpk−1 die Bedingungen.
Weil p2k − 1 fu¨r jede positive ganze Zahl k durch 8 teilbar ist, impliziert Folge-
rung 4.10, dass G keine elementar-abelsche p-Gruppe von geradem Rang > 2 als
p-Sylowgruppe haben kann, wenn es in G nur eine Q-Klasse von Elementen der
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Ordnung p gibt und R(G) endlichen Darstellungstyp hat. Den Fall, dass G eine
elementar-abelsche p-Gruppe der Ordnung p2 als 2-Sylowgruppe hat, betrachten
wir gesondert.
Proposition 4.11. Seien P ∈ Sylp(G) eine elementar-abelsche Gruppe der Ord-
nung p2 und der Darstellungstyp von R(G) endlich. Sind alle Untergruppen der
Ordnung p in G konjugiert, so sind auch alle Elemente der Ordnung p in G konju-
giert und es gilt p ∈ {2, 5, 11, 29, 59}.
Beweis. Im Fall p = 2 sind die Behauptungen automatisch erfu¨llt, wir nehmen also
an, dass p ungerade ist. Da p2 − 1 durch 8 teilbar ist, mu¨sste G ein Element der
Ordnung 8 besitzen, wenn NG(P )/CG(P ) auf P wie eine Untergruppe von ΓL(p
2)
auf F2p operiert. Dann ha¨tte R(G) aber unendlichen Darstellungstyp.
Folglich besitzt G eine Untergruppe, die zu einer Untergruppe einer der sporadischen
2-transitiven Gruppen isomorph ist, und wir erhalten p ∈ {5, 7, 11, 19, 23, 29, 59}.
Mit GAP la¨sst sich schnell nachrechnen, dass fu¨r p ∈ {7, 23} jede Gruppe, in der alle
Untergruppen der Ordnung p konjugiert sind, ein Element der Ordnung 8 entha¨lt.
Als na¨chstes untersuchen wir den Fall p = 19. Die Gruppe C219 o (C9 × SL(2, 5))
entha¨lt zu C9 ×C3 isomorphe 3-Sylowgruppen. Entha¨lt G eine solche Untergruppe,
ist der Darstellungstyp von R(G) folglich unendlich.
In den Gruppen H1 := C
2
19o (C3×SL(2, 5)) und H2 := C219oSL(2, 5) gibt es jeweils
drei Konjugationsklassen von Elementen der Ordnung 19. Sei C eine dieser Klassen,
x ∈ C und p das 19 enthaltende maximale Ideal von OQ(C). Mit GAP la¨sst sich
u¨berpru¨fen, dass dann χ(1) ≡ χ(x) (mod p2) fu¨r jeden irreduziblen Charakter χ von
H1 bzw. H2 gilt. Außerdem gibt es einen irreduziblen Charakter ψ von H1 bzw. H2
und ein σ ∈ Gal(Q(C)/Q), sodass jeder irreduzible Charakter auf x entweder rational
ist oder einen der Werte ψ(x), σ(ψ(x)), σ2(ψ(x)) annimmt.
Damit ko¨nnen wir nun zeigen, dass der R(Hi)19-Modul rad(R(Hi)
′
19)/R(Hi)19), i ∈
{1, 2}, nicht zyklisch ist. Wa¨re α ein Erzeuger dieses Moduls, so wa¨re α(x) ∈ P\P2,
wobei P das maximale Ideal in Z(19) ⊗ OQ(C) ist. Fu¨r jede Funktion η aus dem
Erzeugnis von α gilt dann aber η(x) ∈ P2 oder η(x) = r · α(x) fu¨r eine rationale
Zahl r mit zu 19 teilerfremdem Nenner. Demnach gibt es kein η mit η(x) = σ(α(x)),
obwohl die Funktion ϕmit ϕ(x) = σ(α(x)) und ϕ(h) = 0 fu¨r h ∈ Hi in rad(R(Hi)′19)\
R(Hi)19 liegt. Damit ist auch derR(G)19-Modul rad(R(G)
′
19)/R(G)19) nicht zyklisch,
was der Voraussetzung, dass R(G) endlichen Darstellungstyp hat, widerspricht.
In den weiteren Untergruppen von C219o(C9×SL(2, 5)) sind nicht alle Untergruppen
der Ordnung 19 konjugiert, weswegen G keine zu C219 isomorphe 19-Sylowgruppe
besitzen kann.
Es verbleibt zu zeigen, dass fu¨r p ∈ {5, 11, 29, 59} alle Elemente der Ordnung p in G
konjugiert sind. Die Gruppe C25 o SL(2, 3) besitzt keine echte Untergruppe, in der
alle Untergruppen der Ordnung 5 konjugiert sind. Ebenso gibt es in C211 o SL(2, 5)
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keine echte Untergruppe mit nur einer Konjugationsklasse von Untergruppen der
Ordnung 11. In diesen Fa¨llen ist daher nichts zu zeigen.
Die Gruppe C211 o (C5 × SL(2, 3)) entha¨lt genau eine echte Untergruppe H, deren
Ordnung von 112 geteilt wird und in der alle Untergruppen der Ordnung 11 konju-
giert sind. Diese ist zu C211 o SL(2, 3) isomorph. Ist p das 11 enthaltende maximale
Ideal von OQ(clH(x)), so gilt fu¨r jedes Element x ∈ H der Ordnung 11 und jedes
χ ∈ Irr(H) die Kongruenz χ(1) ≡ χ(x) (mod p3). Analog zum Beweis von Satz 4.9
kann man jetzt schließen, dass der R(H)11-Modul rad(R(H)
′
11/R(H)11) nicht zyk-
lisch ist. Der R(G)11-Modul rad(R(G)
′
11/R(G)11) kann also nur dann zyklisch sein,
wenn G neben H auch eine zu C211o (C5×SL(2, 3)) isomorphe Untergruppe entha¨lt.
Analog lassen sich die Fa¨lle p = 29 bzw. p = 59 behandeln. Die einzige echte
Untergruppe H von C229 o (C7 × SL(2, 5)), deren Ordnung von 292 geteilt wird und
in der alle Untergruppen der Ordnung 29 konjugiert sind, ist zu C229 o SL(2, 5)
isomorph. Fu¨r x ∈ H der Ordnung 29, χ ∈ Irr(H) und das maximale Ideal p von
OQ(clH(x)), das 29 entha¨lt, gilt hier sogar χ(1) ≡ χ(x) (mod p6).
Schließlich hat C259 o (C29 × SL(2, 5)) nur eine einzige echte Untergruppe H, deren
Ordnung ein Vielfaches von 592 ist und die nur eine Konjugationsklasse von Unter-
gruppen der Ordnung 59 entha¨lt. Diese ist zu C259oSL(2, 5) isomorph und fu¨r x ∈ H
mit Ordnung 59, χ ∈ Irr(H) und das maximale Ideal p von OQ(clH(x)), in dem die 59
liegt, erhalten wir χ(1) ≡ χ(x) (mod p6).
Auch hier gibt es zu jeder elementar-abelschen p-Gruppe P der Ordnung p2 mit
p ∈ {2, 5, 11, 29, 59} eine Gruppe G, sodass R(G) endlichen Darstellungstyp hat
und P ∈ Sylp(G) gilt. Natu¨rlich ist der Darstellungstyp von R(A4) endlich. Weiter
la¨sst sich leicht nachpru¨fen, dass die Charakterringe der sporadischen 2-transitiven
Gruppen
C25 o SL(2, 3), C
2
11 o (C5 × SL(2, 3)), C211 o SL(2, 5),
C229 o (C7 × SL(2, 5)) und C259 o (C29 × SL(2, 5))
allesamt endlichen Darstellungstyp haben, denn die nichttrivialen Elemente des je-
weiligen elementar-abelschen Normalteilers sind in diesen Gruppen alle konjugiert.
Mit den Argumenten aus dem Beweis von Proposition 4.11 folgt sogar noch, dass
jede Gruppe G eine dieser 2-transitiven Gruppen enthalten muss, wenn P ∈ Sylp(G)
die Ordnung p2 hat, alle Untergruppen der Ordnung p in G konjugiert sind und der
Darstellungstyp von R(G) endlich ist.
Bisher haben wir uns nur angeschaut, welche Bedingungen die Elemente der Ord-
nung p einer Gruppe G mit elementar-abelscher p-Sylowgruppe erfu¨llen mu¨ssen,
damit R(G)p endlichen Darstellungstyp hat. Im Allgemeinen ist es allerdings nicht
ausreichend, sich lediglich auf die Betrachtung der p-Elemente zu beschra¨nken. Die
folgenden Beispiele illustrieren dies.
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Beispiel 4.12.
1. Sei G = (C25 ×C211)oC12, wobei C12 auf C25 wie die Untergruppe vom Index 2
in ΓL0(5
2) auf F25 operiert und auf C
2
11 wie die Untergruppe vom Index 10 in
ΓL0(11
2) auf F211. Dann gibt es fu¨r jeden Primteiler p von |G| ho¨chstens zwei
Q-Klassen von Elementen der Ordnung p. Da G jedoch 240 Konjugationsklas-
sen von Elementen der Ordnung 55 beinhaltet, muss es zu einem x ∈ G der
Ordnung 5 mindestens drei Q-Klassen von Elementen der Ordnung 55 geben.
Folglich besitzt jedes Erzeugendensystem von R(G)′11/R(G)11 mindestens drei
Erzeuger, was sich durch alleinige Betrachtung der Elemente der Ordnung 11
nicht zeigen ließe.
2. Sei G = (C33 × C5)o C52, wobei die zyklische Gruppe der Ordnung 52 jeweils
transitiv auf den nichttrivialen Elementen von C33 und C5 operiert. Dann gibt
es jeweils nur eine Konjugationsklasse von Elementen der Ordnung 3 bzw. 5,
aber zwei Klassen von Elementen der Ordnung 15. Die einzigen nichtreellen
Werte irreduzibler Charaktere von G auf diesen sind 1±3
√−15
2
. Folglich kann
rad(R(G)′3/R(G)3) nicht zyklisch sein, d. h., der Darstellungstyp von R(G)3
und somit auch der von R(G) ist unendlich.
Das zweite Beispiel zeigt, dass der Darstellungstyp von R(G) selbst dann nicht
endlich sein muss, wenn es einen Normalteiler N E G mit ggT(|N |, |G : N |) = 1
gibt, sodass sowohl R(N) als auch R(G/N) endlichen Darstellungstyp haben (man
kann im obigen Beispiel N = C5 wa¨hlen).
Umgekehrt la¨sst sich daraus, dass R(G) endlichen Darstellungstyp hat, natu¨rlich
nicht schließen, dass auch R(N) fu¨r einen Normalteiler N E G endlichen Darstel-
lungstyp hat, was schon durch die Wahl G = A4, N = C
2
2 deutlich wird. Folglich
kann es keine Reduktionssa¨tze geben, die den Darstellungstyp von R(G) mit dem
des Charakterrings eines Normalteilers von G in Verbindung bringen.
Das zweite Beispiel mag außerdem suggerieren, dass, wenn G eine (nichtzyklische)
elementar-abelsche p-Sylowgruppe P besitzt, alle Untergruppen der Ordnung p in G
konjugiert sind und R(G) endlichen Darstellungstyp hat, alle Elemente in einer
beliebigen rationalen p′-Sektion von G konjugiert sein mu¨ssen. Dem ist natu¨rlich
nicht so, wie man leicht mithilfe von Proposition 4.1 sieht. Hat R(G) endlichen
Darstellungstyp und ist ` eine Primzahl, die |G| nicht teilt, so hat auch R(G× C`)
endlichen Darstellungstyp. Fu¨r einen Primteiler p von |G| und ein nichttriviales
Element x ∈ C` sind jedoch nicht alle Elemente der rationalen p′-Sektion von G×C`,
die x entha¨lt, konjugiert.
4.2.2 Gruppen mit genau zwei Q-Klassen von Elementen der
Ordnung p
Der Fall, dass es in G genau zwei Q-Klassen von Elementen der Ordnung p gibt,
ist deutlich komplizierter als der vorige, weil es hier kein zu Satz 1.52 analoges
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Klassifikationsresultat gibt. Nichtsdestotrotz lassen sich auch hier einige allgemeine
Aussagen treffen. Da eine Gruppe mit elementar-abelscher 2-Sylowgruppe nie genau
zwei Klassen von Involutionen besitzen kann, setzen wir in diesem Abschnitt stets
voraus, dass p eine ungerade Primzahl ist.
Lemma 4.13. Seien G eine endliche Gruppe und P ∈ Sylp(G) elementar-abelsch
mit Ordnung pk ≥ p3. Beinhaltet G zwei rationale Konjugationsklassen von Elemen-
ten der Ordnung p, so hat R(G) unendlichen Darstellungstyp.
Beweis. Zuna¨chst ist klar, dass R(G) unendlichen Darstellungstyp hat, falls G mehr
als zwei Q-Klassen von Elementen der Ordnung p hat. Wir nehmen daher im Folgen-
den an, dass G genau zwei Q-Klassen C1, C2 von Elementen der Ordnung p besitzt
und dass beide rational sind.
Wir zeigen nun, dass der R(G)p-Modul rad(R(G)
′
p/R(G)p) mindestens zwei Erzeuger
beno¨tigt. Auf jeden Fall liegt die Funktion ψ1 mit ψ1(1) = p und ψ1(g) = 0 fu¨r
g ∈ G \ {1} in R(G)′p \R(G)p. Ist % der Charakter der regula¨ren Darstellung von G,
so gilt ψ1 =
p
|G|%, also ist sogar p
k−2ψ1 ∈ R(G)′p \R(G)p und es gilt 〈ψ1,1〉 = p|G| .
Sei x ∈ P ein Element aus C1. Nach Lemma 2.17 existiert ein Charakter ψ von G
mit
ψ(g) =

|CG(g)|
|〈x〉| ·
∑
σ∈Gal(Q(ζ|〈g〉|)/Q(clG(g)))
1 , g ∼G xk fu¨r ein k ∈ Z
0, sonst
=
{ |CG(g)|
|〈x〉| · |NG(〈g〉)||CG(g)| , g ∼G xk fu¨r ein k ∈ Z
0, sonst
=
{ |NG(〈g〉)|
|〈x〉| , g ∼G xk fu¨r ein k ∈ Z
0, sonst
.
Ebenfalls nach Lemma 2.17 gilt 〈ψ,1〉 = 1. Deshalb liegt auch die Funktion
ψ2 :=
p2
|NG(〈x〉)|
(
ψ − |G|
p2
ψ1
)
,
d. h. ψ2(g) = p fu¨r g ∼G x und ψ2(g) = 0 fu¨r alle anderen g ∈ G, in R(G)′p \ R(G)p
und es gilt
〈ψ2,1〉 = p
2
|NG(〈x〉)| −
|G|
|NG(〈x〉)| ·
p
|G| =
p2
|NG(〈x〉)| −
p
|NG(〈x〉)| =
p
|CG(x)| .
Analog ist fu¨r y ∈ P ∩ C2 die Funktion ψ3 mit ψ3(g) = p fu¨r g ∼G y und ψ3(g) = 0
fu¨r jedes andere g ∈ G ein Element aus R(G)′p \R(G)p.
Sei χ ∈ Irr(G). Dann ist χ(x) − χ(1) durch p teilbar, da clG(x) rational ist. Ange-
nommen
χ(x)− χ(1) ≡ rp (mod pk) (4.2)
84 4 Struktur von Gruppen, deren Charakterring endlichen Typ hat
fu¨r ein r ∈ Z mit ggT(r, p) = 1. Dann gibt es ein ϕ ∈ R(G)p, sodass 0 ≤ (χ−ϕ)(1) <
pk, (χ− ϕ)(x)− (χ− ϕ)(1) ≡ rp (mod pk) und (χ− ϕ)(y) = 0 ist, denn 1, pk−1ψ1
und pk−1ψ2 liegen in R(G). Gleiches gilt dann auch fu¨r die Funktion η := ν1(χ−ϕ),
die in R(G)p liegt. Wir haben jetzt also eine Funktion η ∈ R(G)p erhalten mit
η(g) =

ap, g = 1
bp, g ∼G x
0, sonst
,
wobei a, b ∈ [0, pk−1 − 1] ganze Zahlen sind und bp− ap ≡ rp (mod pk) gilt. Daher
la¨sst sich η darstellen als η = aψ1 + bψ2 und wir erhalten
〈η,1〉 = a〈ψ1,1〉+ b〈ψ2,1〉 = ap|G| +
bp
|CG(x)| =
p(a+ b · |clG(x)|)
|G| .
Da η ∈ R(G)p ist, muss der Za¨hler durch pk teilbar sein, also folgt
a+ b · |clG(x)| ≡ 0 (mod pk−1) . (4.3)
Weiter gilt
〈η, χ〉 = 1|G| · (η(1)χ(1) + |clG(x)|η(x)χ(x)) =
apχ(1) + |clG(x)| · bpχ(x)
|G| .
Auch hier muss der Za¨hler wieder durch pk−1 teilbar sein, also folgt
aχ(1) + |clG(x)|bχ(x) ≡ 0 (mod pk−1) .
Ersetzen wir in dieser Kongruenz χ(1) nach (4.2) durch χ(x)−rp und a gema¨ß (4.3)
durch −b|clG(x)|, so ergibt sich
0 ≡ −b|clG(x)| · (χ(x)− rp) + b|clG(x)|χ(x) ≡ pbr|clG(x)| (mod pk−1) .
Nun ist |clG(x)| = |G : CG(x)| teilerfremd zu p, weil P abelsch ist, und r wird
entsprechend unserer Annahme nicht von p geteilt. Also ist b ≡ 0 (mod pk−2).
Nach (4.3) folgt daher auch a ≡ 0 (mod pk−2). Wir hatten aber bp − ap ≡ rp
(mod pk) bei der Definition von η vorausgesetzt, was a ≡ b ≡ 0 (mod pk−2) wider-
spricht.
Fu¨r jeden irreduziblen Charakter χ ∈ Irr(G) gilt also χ(1) ≡ χ(x) (mod p2). Die-
selbe Argumentation wie oben liefert auch χ(1) ≡ χ(y) (mod p2) fu¨r χ ∈ Irr(G).
Demzufolge gilt fu¨r jede Funktion η ∈ R(G)p ebenfalls η(1) ≡ η(x) ≡ η(y) (mod p2).
Angenommen, der R(G)p-Modul rad(R(G)
′
p/R(G)p) wa¨re zyklisch und wu¨rde von
α ∈ rad(R(G)′p)\R(G)p erzeugt. Dann ga¨be es η1, η2, ϕ1, ϕ2, ξ1, ξ2 ∈ R(G)p mit η1α+
η2 = ψ1, ϕ1α+ϕ2 = ψ2 und ξ1α+ξ2 = ψ3. Wir betrachten den Ringhomomorphismus
F : R(G)′p → (Z/p2Z)3, ϑ 7→ (ϑ(1), ϑ(x), ϑ(y)) (mod p2) .
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Dann existieren a1, a2, b1, b2, c1, c2 ∈ Z/p2Z, sodass F (ηi) = (ai, ai, ai), F (ϕi) =
(bi, bi, bi) und F (ξi) = (ci, ci, ci) fu¨r i = 1, 2 ist. Sei F (α) = (x, y, z) mit x, y, z ∈
Z/p2Z. Dann haben wir also die Gleichungen
(a1x+ a2, a1y + a2, a1z + a2) ≡ (p, 0, 0) (mod p2) , (4.4)
(b1x+ b2, b1y + b2, b1z + b2) ≡ (0, p, 0) (mod p2) , (4.5)
(c1x+ c2, c1y + c2, c1z + c2) ≡ (0, 0, p) (mod p2) . (4.6)
Aus (4.4) folgt a1y+a2 ≡ a1z+a2, d. h. a1(y−z) ≡ 0 (mod p2). Nun kann y−z nicht
durch p2 teilbar sein, weil sonst b2 nach (4.5) sowohl zu 0 als auch zu p (mod p
2)
kongruent sein mu¨sste. Also gilt a1 = pa˜1 und damit auch a2 = pa˜2 mit a˜1, a˜2 ∈
Z/p2Z.
Auf dieselbe Weise kann man die Kongruenzen (4.5) und (4.6) auswerten und erha¨lt
b1 = pb˜1, b2 = pb˜2, c1 = pc˜1 und c2 = pc˜2 mit b˜1, b˜2, c˜1, c˜2 ∈ Z/p2Z. Das bedeutet
aber, dass die folgenden Kongruenzen erfu¨llt sein mu¨ssen:
(a˜1x+ a˜2, a˜1y + a˜2, a˜1z + a˜2) ≡ (1, 0, 0) (mod p) ,
(b˜1x+ b˜2, b˜1y + b˜2, b˜1z + b˜2) ≡ (0, 1, 0) (mod p) ,
(c˜1x+ c˜2, c˜1y + c˜2, c˜1z + c˜2) ≡ (0, 0, 1) (mod p) .
Diese ko¨nnen jedoch nicht gleichzeitig erfu¨llt sein, weil (x, y, z) und (1, 1, 1) sonst
den Z/pZ-Vektorraum (Z/pZ)3 erzeugen wu¨rden.
Die Voraussetzung |P | ≥ p3 in der obigen Proposition ist tatsa¨chlich notwendig. Man
kann sich leicht davon u¨berzeugen, dass der Charakterring vonG = C23oC4 endlichen
Darstellungstyp hat (C4 mo¨ge auf C
2
3 wie eine Untergruppe von ΓL0(3
2) auf F23
operieren). Ein weiteres Beispiel dieser Art erha¨lt man durch die zu C27 o SL(2, 3)
isomorphe Untergruppe der scharf 2-transitiven Permutationsgruppe vom Grad 49,
die nicht zu C27 o ΓL(7
2) isomorph ist.
Als na¨chstes wollen wir ein zu Lemma 4.8 analoges Lemma beweisen. Wir be-
schra¨nken uns daher auf solche Gruppen G, in denen NG(P )/CG(P ) wie eine Un-
tergruppe von ΓL0(P ) auf einer elementar-abelschen p-Sylowgruppe von G operiert.
Hat P die Ordnung pk, so la¨sst sich schnell einsehen, dass k dann gerade sein muss,
wenn es in G genau zwei Q-Klassen von Elementen der Ordnung p gibt.
Lemma 4.14. Seien k ≥ 2 gerade, P die additive Gruppe von Fpk und C eine
Untergruppe der multiplikativen Gruppe von F×
pk
. Weiter gebe es in
G :=
{(
a x
0 1
)
: a ∈ C, x ∈ P
}
,
genau zwei Q-Klassen von Elementen der Ordnung p. Sei u ∈ G ein Element der
Ordnung p und p das p enthaltende maximale Ideal von OQ(clG(u)). Ist u nicht zu u−1
konjugiert, so gilt χ(1) ≡ χ(u) (mod pk) fu¨r jedes χ ∈ Irr(G). Sind u und u−1
dagegen in G konjugiert, so gilt χ(1) ≡ χ(u) (mod pk/2) fu¨r jedes χ ∈ Irr(G).
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Beweis. Wir betrachten zuna¨chst den Fall, dass u und u−1 nicht in G konjugiert
sind und setzen wieder
V :=
{(
1 x
0 1
)
: x ∈ P
}
∼= P und H :=
{(
a 0
0 1
)
: a ∈ C
}
∼= C ,
womit G = V o H gilt. Analog zum Beweis von Lemma 4.8 erhalten wir |C| =
1
2
· pk−1
p−1 · t mit ggT(n, p− 1) | t ≤ p− 1. Der Faktor 12 ru¨hrt daher, dass es in G nicht
eine, sondern zwei Q-Klassen von Elementen der Ordnung p gibt.
Da die Elemente der Ordnung p in G nicht zu ihren Inversen konjugiert sind,
entha¨lt H keine Matrix, deren Eintrag links oben −1 ist. Folglich hat H ungera-
de Ordnung. Fu¨r p ≡ 3 (mod 4) ist aber pk−1
2(p−1) gerade, also muss p ≡ 1 (mod 4)
gelten.
Wie in Lemma 4.8 ist G auch hier eine Frobeniusgruppe mit Kern V und Komple-
ment H. Die Konjugationsklassen von G haben folgende Repra¨sentanten:
1. 1G,
2. P1, . . . , P (p−1)
t
, wobei jedes Pi die Gestalt
(
1 x
0 1
)
mit einem x ∈ Fp hat,
3. P p−1
t
+1, . . . , P 2(p−1)
t
, wobei jedes Pi die Gestalt
(
1 x
0 1
)
mit einem x /∈ Fp hat,
4. C1, . . . , C pk−1
2(p−1)
·t, wobei jedes Cj die Gestalt
(
a 0
0 1
)
mit a ∈ C hat.
Die linearen Charaktere von G sind wieder Erweiterungen der linearen Charaktere
von H. Zu einem linearen Charakter χ ∈ Irr(G) existiert also ein linearer Charakter
λ ∈ Irr(H), sodass χ(g) = λ(h) ist, wenn g = vh mit v ∈ V und h ∈ H gilt. Die Be-
hauptung des Satzes ist fu¨r einen linearen Charakter χ ∈ Irr(G) somit trivialerweise
erfu¨llt.
Die weiteren irreduziblen Charaktere von G entstehen wieder durch Induktion der
irreduziblen Charaktere von V . Jeder irreduzible Charakter von V hat die Gestalt λ˜x,
wobei X :=
(
1 x
0 1
)
ein Element der Menge {P1, . . . , P 2(p−1)
t
} ist und λ˜x(Y ) = ζTr(xy)p
fu¨r Y ∈ V mit Y =
(
1 y
0 1
)
gilt. Sicher gilt λ˜Gx (1) =
pk−1
2(p−1) · t und λ˜Gx (g) = 0, wenn
g /∈ V ist. Fu¨r Y ∈ {P1, . . . , P 2(p−1)
t
} mit Eintrag y oben rechts erhalten wir ferner
λ˜Gx (Y ) =
1
|V |
∑
g∈G
λ˜◦x(gY g
−1) =
∑
g∈H
λ˜x(gY g
−1) =
∑
a∈C
λx(ay) =
∑
a∈C
ζTr(xay)p .
Wir fassen (1− ζp) wieder als maximales Ideal von OQ(ζp) auf. Dann mu¨ssen wir
pk − 1
2(p− 1) · t ≡
∑
a∈C
ζTr(axy)p
(
mod (1− ζp)tk
)
zeigen.
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Fu¨r i = 1, . . . , p−1
t
liegen die Pi alle in derselben zyklischen Gruppe. Daher lassen sich
die Werte λ˜Gx (P1), . . . , λ˜
G
x (P p−1
t
) durch Galois-Automorphismen von Q(clG(P1))/Q
ineinander u¨berfu¨hren und wir mu¨ssen fu¨r diese Pi nur
pk−1
2(p−1) ·t ≡ sx
(
mod (1− ζp)kt
)
mit sx =
∑
a∈C
ζ
Tr(ax)
p zeigen. Analog kann man P p−1
t
+1, . . . , P 2(p−1)
t
so wa¨hlen, dass fu¨r
i = p−1
t
+ 1, . . . , 2(p−1)
t
die Pi in einer zyklischen Gruppe liegen. Ist z der Eintrag
rechts oben von P 2(p−1)
t
, so genu¨gt es fu¨r diese Pi also,
pk−1
2(p−1) ·t ≡ sxz
(
mod (1− ζp)kt
)
mit sxz =
∑
a∈C
ζ
Tr(axz)
p zu beweisen.
Sei M ⊆ F×
pk
ein Repra¨sentantensystem fu¨r die Nebenklassen F×
pk
/C. Wir ko¨nnen M
also sowohl als Teilmenge von F×
pk
als auch als Gruppe auffassen. Fu¨r m ∈M setzen
wir dann
s(m) :=
∑
a∈m−1C
ζTr(a)p =
∑
a∈C
ζTr(ma)p .
Weiter sei N ≤ Irr(F×
pk
) die Untergruppe der irreduziblen Charaktere von F×
pk
, die
auf C trivial sind, also |N | = 2(p−1)
t
. Fu¨r ψ ∈ N haben wir die Gaußsche Summe
Γ(ψ) :=
∑
α∈F×
pk
ψ(α)ζTr(α)p =
∑
m∈M
∑
a∈C
ψ(ma)ζTr(ma)p =
∑
m∈M
ψ(m)s(m) .
Da N aus genau den Charakteren von F×
pk
besteht, die kanonisch zu den irredu-
ziblen Charakteren von F×
pk
/C korrespondieren, la¨sst sich N als Menge der irredu-
ziblen Charaktere von M ansehen. Mit dieser Sichtweise ist die durch Γ˜(ψ) := Γ(ψ¯)
definierte Funktion Γ˜ die Fourier-Transformierte von s und somit erhalten wir
sx = s(x) =
t
2(p− 1)
∑
ψ∈N
ψ(x)Γ(ψ) sowie sxz = s(xz) =
t
2(p− 1)
∑
ψ∈N
ψ(xz)Γ(ψ) .
Da wir nur die Charaktere ψ betrachten, die auf C trivial sind, folgt ψ(α) = α−`
fu¨r α ∈ F×
pk
und ein ` ∈
{
pk−1
2(p−1) · t · r : r ∈
{
0, 1, . . . , 2(p−1)
t
− 1}}. Fu¨r den trivialen
Charakter gilt natu¨rlich
1(x)Γ(1) = 1(xz)Γ(1) =
∑
a∈F×
pk
ζTr(a)p = −1 +
∑
a∈F
pk
ζTr(a)p = −1 .
Ist ψ ∈ N ein nichttrivialer Charakter, so erhalten wir
Γ(ψ) = Γ` =
∑
α∈µ
pk−1
α−`ζTr(α)p
fu¨r ein ` ∈
{
pk−1
2(p−1) · t · r : r ∈
{
1, 2, . . . , 2(p−1)
t
− 1}}.
Ist r gerade, so hat ` die Darstellung ` = p
k−1
p−1 · t · b = tb(1 + . . . + pk−1) fu¨r ein
b ∈ {1, 2, . . . , p−1
t
−1}. Fu¨r jedes dieser b ist tb < p, also lassen sich die Koeffizienten
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der p-adischen Darstellung von ` aus dieser Zerlegung direkt ablesen. Die Summe
der Koeffizienten ist folglich ktb und wird fu¨r b = 1 minimal.
Ist r ungerade, so gilt ` = p
k−1
2(p−1) · t · (2b + 1) fu¨r ein b ∈
{
0, 1, . . . , p−1
t
− 1}. Weil
zudem t ungerade ist, d. h. t = 2w + 1 fu¨r eine ganze Zahl w ≥ 0, liefert uns das
` =
pk − 1
2(p− 1) · (2w + 1) · (2b+ 1) = (2w + 1)(2b+ 1) ·
1 + . . .+ pk−1
2
= (4bw + 2(b+ w) + 1) · p+ 1
2
· (1 + p2 + . . .+ pk−2)
=
(
(2bw + b+ w)(p+ 1) +
p+ 1
2
)
· (1 + p2 + . . .+ pk−2)
=
(
2bw + b+ w +
p+ 1
2
+ (2bw + b+ w)p
)
· (1 + p2 + . . .+ pk−2) .
Wegen (2w + 1)(2b+ 1) = tr ≤ 2(p− 1)− t < 2(p− 1) folgt
2bw + b+ w =
4bw + 2(b+ w)
2
<
4bw + 2(b+ w) + 1
2
=
(2w + 1)(2b+ 1)
2
=
tr
2
< p− 1 ,
weswegen 2bw + b + w + p+1
2
< 2p ist. Entweder ist also 2bw + b + w + p+1
2
< p
und die Koeffizienten in der p-adischen Darstellung von ` lassen sich aus der obigen
Zerlegung von ` direkt ablesen. Oder es gilt 2bw + b+ w + p+1
2
> p, womit
` = (c+ (2bw + b+ w + 1)p) · (1 + p2 + . . .+ pk−2)
fu¨r ein c < p ist. Dann lassen sich die Koeffizienten der p-adischen Darstellung
von ` aus dieser Gleichung ablesen. Im ersten Fall sind die Koeffizienten vor den
ungeraden Potenzen von p gro¨ßer oder gleich p+1
2
, im zweiten Fall trifft dies auf die
Koeffizienten der geraden Potenzen von p zu. Die Summe der Koeffizienten ist also
in beiden Fa¨llen mindestens k
2
· p+1
2
= k(p+1)
4
.
Da p ≡ 1 (mod 4) gilt und t ein ungerader Teiler von p− 1 ist, teilt t auch p−1
4
. Das
impliziert k(p+1)
4
> kt. Nach Satz 1.20 ist demnach Γ` ≡ 0
(
mod (1− ζp)kt+1
)
fu¨r
` ∈
{
pk−1
p−1 · t · r : r ∈ {1, 3, 4, . . . , 2(p−1)t − 1}
}
und weiterhin haben wir fu¨r r = 2 die
Kongruenz Γ` ≡ − (1−ζp)
kt
(t!)k
(
mod (1− ζp)kt+1
)
in OQp(ζp). Das fu¨hrt zu
sx − p
k − 1
2(p− 1) · t =
t
2(p− 1)
∑
ψ∈N
ψ(x)Γ(ψ)− p
k − 1
2(p− 1) · t
≡ t
2(p− 1)
(
−1− ζd2(p−1)/t ·
(1− ζp)kt
(t!)k
− pk + 1
)
≡ − t
2(p− 1) ·
(
ζd2(p−1)/t ·
(1− ζp)tk
(t!)k
+ pk
) (
mod (1− ζp)kt+1
)
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fu¨r ein d ∈ Z, sodass ψ(x) = ζd2(p−1)/2 gilt. Vo¨llig analog erha¨lt man
sxz − p
k − 1
2(p− 1) · t ≡ −
t
2(p− 1) ·
(
ζd2(p−1)/t ·
(1− ζp)tk
(t!)k
+ pk
) (
mod (1− ζp)kt+1
)
,
wenn d ∈ Z so gewa¨hlt wird, dass ψ(xz) = ζd2(p−1)/2 gilt. Folglich sind sowohl
sx − p
k − 1
2(p− 1) · t als auch sxz −
pk − 1
2(p− 1) · t
durch (1− ζp)tk teilbar und die erste Aussage des Lemmas ist bewiesen.
Im Fall, dass u und u−1 in G konjugiert sind, geht man vo¨llig analog vor. Der einzige
Unterschied ist, dass t in diesem Fall gerade ist, d. h. t = 2w fu¨r ein w ∈ N. Mit
denselben Bezeichnungen wie oben gelangt man schließlich zu
Γ(ψ) = Γ` =
∑
α∈µ
pk−1
α−`ζTr(α)p
fu¨r ein ` ∈
{
pk−1
2(p−1) · t · r : r ∈
{
1, 2, . . . , 2(p−1)
t
− 1}}.
Wegen t = 2w folgt also ` = wr(1+ . . .+pk−1) fu¨r ein r ∈ {1, 2, . . . , p−1
w
−1}. Damit
la¨sst sich Γ` ≡ 0
(
mod (1− ζp)1+kt/2
)
fu¨r ` ∈
{
pk−1
p−1 · t · r : r ∈ {2, 3, . . . , 2(p−1)t − 1}
}
sowie Γ` ≡ − (1−ζp)
kt/2
(w!)k
(
mod (1− ζp)1+kt/2
)
fu¨r r = 1 schließen. Der restliche Beweis
verla¨uft wieder analog zu dem des ersten Falls.
Proposition 4.15. Sei P ∈ Sylp(G) elementar-abelsch mit Ordnung pk ≥ p2,
G beinhalte genau zwei Q-Klassen von Elementen der Ordnung p und G/CG(P )
operiere auf P wie eine Untergruppe von ΓL(pk) auf Fkp.
(i) Ist k > 2, so ist der Darstellungstyp von R(G) unendlich.
(ii) Ist k = 2 und |G/CG(P )| ungerade, so hat R(G) unendlichen Darstellungstyp.
Beweis. Der Beweis erfolgt unter Verwendung von Lemma 4.14 analog zum Beweis
von Satz 4.9. Es sei lediglich bemerkt, dass rad(R(G)′p/R(G)p) hier auch fu¨r k = 2
und |G/CG(P )| ungerade nicht zyklisch sein kann. Seien x, y Repra¨sentanten der bei-
den Q-Klassen von G, die Elemente der Ordnung p enthalten. Das maximale Ideal P
von Z(p)⊗OQ(clG(x)) stimmt mit dem von Z(p)⊗OQ(clG(y)) u¨berein. Nach Lemma 4.14
kann es keine Funktion α ∈ rad(R(G)′p) geben, zu der η1, η2, ϕ1, ϕ2 ∈ R(G)p existie-
ren, sodass η1(x)α(x)+η2(x) ∈ P\P2, η1(y)α(y)+η2(y) = 0, ϕ1(x)α(x)+ϕ2(x) = 0
und ϕ1(y)α(y)+ϕ2(y) ∈ P\P2 gilt. Folglich ist der R(G)p-Modul rad(R(G)′p/R(G)p)
nicht zyklisch.
Die Voraussetzung in Proposition 4.15, dass |G/CG(P )| fu¨r k = 2 ungerade ist, kann
man nicht weglassen. In diesem Fall gibt es na¨mlich Gruppen, deren Charakterring
endlichen Darstellungstyp hat.
90 4 Struktur von Gruppen, deren Charakterring endlichen Typ hat
Beispiel 4.16. Seien P ∼= C25 , C ∼= C6 und G = P o C, wobei C auf P wie eine
Untergruppe von ΓL0(5
2) auf F25 operiert. Fu¨r ein Element x der Ordnung 5 von G
la¨sst sich schnell einsehen, dass 1+
√
5
2
in Z[χ(x) : χ ∈ Irr(G)] liegt und dieser Ring
demzufolge mit OQ(clG(x)) = OQ(√5) u¨bereinstimmt. Da G genau zwei Q-Klassen
von Elementen der Ordnung 5 besitzt, erzeugen α1, α2 mit α1(1) = 1, α1(g) = 0
fu¨r 1 6= g ∈ G und α2(x) = 1, α2(g) = 0 fu¨r g ∈ G \ clG(x) den R(G)5-Modul
R(G)′5/R(G)5. Des Weiteren gibt es ein y ∈ G \ clG(x) der Ordnung 5, fu¨r das die
Funktion ϕ mit ϕ(x) = 2
√
5, ϕ(y) =
√
5 und ϕ(g) = 0 fu¨r g ∈ G \ P in R(G)
liegt. Da rad
(
Z(5)⊗OQ(√5)
)
= (
√
5) ist, erzeugt die Funktion β mit β(x) =
√
5 und
β(g) = 0 fu¨r g ∈ G \ clG(x) den R(G)5-Modul rad(R(G)′5/R(G)5). Außerdem sind
die 2- und 3-Sylowgruppen von G zyklisch der Ordnung 2 bzw. 3, also hat R(G)
endlichen Darstellungstyp.
Sei jetzt P ∈ Sylp(G) eine elementar-abelsche Gruppe der Ordnung pk ≥ p2,
NG(P )/CG(P ) operiere nicht auf P wie eine Untergruppe von ΓL(p
k) auf Fkp und G
besitze genau zwei Q-Klassen von Elementen der Ordnung p. Dann sieht die Lage
wieder etwas anders als zuvor aus. Mo¨glicherweise muss in diesem Fall k = 2 gelten
und in beiden Q-Klassen von Elementen der Ordnung p in G mu¨ssen alle Elemente
konjugiert sein, damit der Darstellungstyp von R(G)p endlich ist. Das ist jedoch
lediglich eine Vermutung.
Als Beispiel fu¨r diesen Fall schauen wir uns die Gruppe G = C211 oQ12 an (Q12 sei
die nichtabelsche Gruppe der Ordnung 12 mit normaler 3-Sylowgruppe und das
semidirekte Produkt sei so, dass G genau zwei Konjugationsklassen zyklischer Un-
tergruppen der Ordnung 11 besitzt). Dann gilt fu¨r jedes x ∈ G der Ordnung 11
und jeden Charakter χ ∈ Irr(G) die Kongruenz χ(1) ≡ χ(x) (mod p2), wobei p
das maximale Ideal in OQ(clG(x)) ist. Der Darstellungstyp von R(G)11, und damit
auch der von R(G), ist demzufolge unendlich. Wir merken an, dass die Elemente
der Ordnung 11 in G jeweils zu ihren Inversen konjugiert sind.
Der Charakterring der Gruppe G = C211 o (C5 × Q12) (wobei C5 nichttrivial und
Q12 auf C
2
11 wie eben operiert) hat dagegen endlichen Darstellungstyp, wie man der
Charaktertafel schnell entnehmen kann.
Ein weiteres Beispiel liefert die Gruppe G = C27 o SL(2, 3), die keine Untergruppe
einer 2-transitiven Gruppe ist, aber trotzdem nur zwei Q-Klassen von Elementen
der Ordnung 7 besitzt. Fu¨r ein Element x ∈ G der Ordnung 7, das sich nicht in
der rationalen Konjugationsklasse von Elementen der Ordnung 7 in G befindet, gilt
stets χ(1) ≡ χ(x) (mod p), wenn χ ∈ Irr(G) und p das maximale Ideal in OQ(clG(x)),
in dem die 7 liegt, ist. Daher hat R(G)7 unendlichen Darstellungstyp.
Es gibt eine Reihe weiterer Beispiele fu¨r Gruppen G mit einer elementar-abelschen
p-Sylowgruppe P der Ordnung p2 und genau zwei Q-Klassen der Ordnung p, sodass
nicht alle Elemente einerQ-Klasse konjugiert sind. Die Operation vonNG(P )/CG(P )
auf P verla¨uft dabei auf unterschiedliche Arten, der Darstellungstyp von R(G) ist
jedoch in allen von mir betrachteten Beispielen unendlich.
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4.3 Zusammenfassung
In diesem Kapitel haben wir untersucht, welche Bedingungen eine Gruppe G mit ei-
ner abelschen p-Sylowgruppe P erfu¨llen muss, damit der Darstellungstyp von R(G)p
endlich ist. Der Darstellungstyp von R(G) kann aber nach Satz 3.12 auch dann end-
lich sein, wenn G gewisse nichtabelsche 2-Sylowgruppen besitzt. Auch hier kann
man nach Bedingungen an G fragen, sodass R(G)2 endlichen Darstellungstyp hat.
Bezu¨glich der Operation von G auf einer 2-Sylowgruppe ist die Antwort darauf
relativ leicht, weil die Q-Klassen der 2-Elemente in G, außer wenn G zu C4 isomor-
phe 2-Sylowgruppen hat, rationale Konjugationsklassen sein mu¨ssen. Die Beispiele
im Anschluss an Satz 3.12 liefern daher minimale Gruppen G, sodass G eine 2-
Sylowgruppe aus der Liste dieses Satzes und R(G) endlichen Darstellungstyp hat.
Eine Gruppe H, die eine der Gruppen 6= D8 aus Satz 3.12 als 2-Sylowgruppe
hat, muss also eine dieser minimalen Gruppen enthalten, wenn der Darstellungs-
typ von R(H) endlich ist. Hat H zu D8 isomorphe 2-Sylowgruppen, so entha¨lt H
eine zu PSL(2, p) mit p ≡ ±7 (mod 16) isomorphe Untergruppe, wobei p± 1 durch
keine dritte Potenz einer ungeraden Primzahl teilbar ist.
Die Frage, was auf den rationalen 2′-Sektionen von H, die nicht 1H enthalten, pas-
siert, scheint wieder schwer zu beantworten zu sein. Der Charakterring der Gruppe
G = (C22 × C7) o C3, wobei C3 mit keinem Element der Ordnung 2 bzw. 7 kom-
mutiert, hat beispielsweise unendlichen Darstellungstyp. Ist S die Q-Klasse der Ele-
mente der Ordnung 14 in G, so hat jedes Erzeugendensystem des R(G)2-Moduls
(R(G)′2 ∩ ChQ(S))/(R(G) ∩ ChQ(S)) na¨mlich mindestens vier Erzeuger, wie man
sich durch eine etwas la¨ngere Rechnung klarmachen kann. Interessanterweise ist der
R(G)2-Modul rad(R(G)
′
2/R(G)2) zyklisch. Der Grund dafu¨r, dass R(G) unendli-
chen Darstellungstyp hat, ist also ein anderer als der in Beispiel 4.12 dafu¨r, dass
R((C33 ×C5)oC52) unendlichen Darstellungstyp hat. Fu¨r G = (Q8×C7)oC3 erha¨lt
man u¨brigens ebenso, dass R(G) unendlichen Darstellungstyp hat (C3 operiere auf
Q8 und C7 wieder nichttrivial). Die Vorgehensweise ist vo¨llig analog zum obigen
Beispiel mit G = (C22 ×C7)oC3, hier ist die Q-Klasse der Elemente der Ordnung 28
ausschlaggebend.
Es gibt eine Gemeinsamkeit zwischen den beiden Gruppen aus Beispiel 4.12 sowie
den Gruppen (C22 × C7) o C3 und (Q8 × C7) o C3. Ist G eine dieser vier Gruppen,
so gibt es ein p ∈ P, sodass G eine nichtzyklische p-Sylowgruppe P besitzt, fu¨r die
CG(NG(P )) < CG(P ) gilt. Mo¨glicherweise la¨sst sich das wie folgt verallgemeinern:
Hat G eine nichtzyklische p-Sylowgruppe P 6= D8 und gibt es eine Untergruppe
H ≤ NG(P ), sodass H/P ∼= NG(P )/CG(P ) und CG(H) < CG(P ) gilt, dann hat
R(G) unendlichen Darstellungstyp. Diese Vermutung stu¨tzt sich allerdings nur auf
wenige Beispiele und wa¨re, sollte sie stimmen, wohl schwer zu beweisen, wie die
obigen Beispiele nahelegen. Gruppen mit zu D8 isomorphen 2-Sylowgruppen muss
man natu¨rlich extra betrachten, da D8 nicht resistent ist.
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Zusammen mit den Ergebnissen aus den vorigen Abschnitten und Kapiteln erhalten
wir also Folgendes:
Satz 4.17. Der Darstellungstyp von R(G) ist genau dann endlich, wenn exp(G)
von keiner dritten Potenz einer Primzahl geteilt wird und fu¨r jedes p ∈ P, fu¨r das G
eine nichtzyklische p-Sylowgruppe P besitzt, R(G)p endlichen Darstellungstyp hat.
Gegebenenfalls tritt einer der folgenden Fa¨lle ein:
1. P ∼= Ckp fu¨r ein ungerades k ≥ 3, wobei pk− 1 von keiner dritten Potenz einer
Primzahl geteilt wird, alle Elemente der Ordnung p sind in G konjugiert und
NG(P )/CG(P ) entha¨lt eine zyklische Gruppe der Ordnung p
k − 1.
2. P ∼= C2p , in G liegen genau zwei Q-Klassen von Elementen der Ordnung p und
– beide Q-Klassen sind bereits Konjugationsklassen oder
– die Elemente der Ordnung p sind zu ihren Inversen konjugiert, p + 1 ist
nicht durch 16 teilbar und NG(P )/CG(P ) entha¨lt eine zyklische Unter-
gruppe der Ordnung p+1
2
.
3. P ∼= C2p , p ∈ {2, 5, 11, 29, 59}, alle Elemente der Ordnung p in G sind kon-
jugiert und NG(P )/CG(P ) entha¨lt einen zu C3 (p = 2), SL(2, 3) (p = 5),
C5 × SL(2, 3) (p = 11), SL(2, 5) (p = 11), C7 × SL(2, 5) (p = 29) oder
C29 × SL(2, 5) (p = 59) isomorphen Normalteiler.
4. P ist isomorph zu einer 2-Sylowgruppe von PSU(3, 2n) fu¨r ein n ∈ N, sodass
22n − 1 von keiner dritten Potenz einer Primzahl geteilt wird, alle Elemente
der Ordnung 2 bzw. 4 sind in G konjugiert und NG(P )/CG(P ) entha¨lt eine
zyklische Untergruppe der Ordnung 22n − 1.
5. P ist isomorph zur Suzuki 2-Gruppe S aus Satz 3.12 mit |S| = 29, alle Ele-
mente der Ordnung 2 bzw. 4 sind in G konjugiert und NG(P )/CG(P ) entha¨lt
eine metazyklische nichtabelsche Untergruppe der Ordnung 63.
6. P ∼= D8 und G entha¨lt fu¨r ein q ≡ ±7 (mod 16) eine zu PSL(2, q) isomorphe
Untergruppe, wobei q ± 1 nicht von der dritten Potenz einer ungeraden Prim-
zahl geteilt wird.
7. P ∼= Ckp fu¨r ein k ≥ 2, in G gibt es genau zwei Q-Klassen von Elementen der
Ordnung p, mindestens eine dieser beiden Q-Klassen entha¨lt mehr als eine
Konjugationsklasse von G und NG(P )/CG(P ) operiert nicht auf P wie eine
Untergruppe von ΓL(pk) auf Fkp.
Zu jedem der Punkte 1 bis 6 des obigen Satzes gibt es eine Gruppe G mit einer
p-Sylowgruppe P , sodass alle Bedingungen dieses Punktes erfu¨llt sind und R(G)
endlichen Darstellungstyp hat. Meine Vermutung ist, dass das auf Punkt 7 nicht
zutrifft, dass also der Charakterring jeder Gruppe G, die eine p-Sylowgruppe P be-
sitzt, fu¨r die alle Bedingungen aus Punkt 7 erfu¨llt sind, unendlichen Darstellungstyp
hat.
Anhang – Charaktertafeln
Die folgenden Charaktertafeln lassen sich alle mithilfe von GAP bestimmen, ledig-
lich fu¨r PSL(2, q) und SL(2, q) verweisen wir auf [17] bzw [35]. Die Zahlen in der
ersten Zeile einer Tafel geben die Ordnung eines Repra¨sentanten der entsprechenden
Konjugationsklasse an, einzig bei PSL(2, q) und SL(2, q) sind einige Spalten durch
Elemente indiziert.
Quasieinfache Gruppen
• PSL(2, q) mit q ≡ 0 (mod 2)
1 2 Aj Bk
χ1 1 1 1 1
χ2,` q − 1 −1 0 −ζk`q+1 − ζ−k`q+1
χ3 q 0 1 −1
χ4,m q + 1 1 ζ
jm
q−1 + ζ
−jm
q−1 0
|〈A〉| = q − 1, |〈B〉| = q + 1,
j = 1, . . . , q−22 , k = 1, . . . ,
q
2 ,
` = 1, . . . , q2 , m = 1, . . . ,
q−2
2
• PSL(2, q) mit q ≡ 1 (mod 4)
1 p± 2 Aj Bk
χ1 1 1 1 1 1
χ2,+
q+1
2
1±√q
2 (−1)(q−1)/4 (−1)j 0
χ2,− q+12
1∓√q
2 (−1)(q−1)/4 (−1)j 0
χ3,` q − 1 −1 0 0 −ζk`(q+1)/2 − ζ−k`(q+1)/2
χ4 q 0 1 1 −1
χ5,m q + 1 1 2 · (−1)m ζjm(q−1)/2 + ζ−jm(q−1)/2 0
|〈A〉| = q−12 , |〈B〉| = q+12 ,
j = 1, . . . , q−54 , k = 1, . . . ,
q−1
4 , ` = 1, . . . ,
q−1
4 , m = 1, . . . ,
q−5
4
• PSL(2, q) mit q ≡ 3 (mod 4)
1 p± 2 Aj Bk
χ1 1 1 1 1 1
χ2,+
q−1
2
−1±√−q
2 (−1)(q−3)/4 0 (−1)k+1
χ2,− q−12
−1∓√−q
2 (−1)(q−3)/4 0 (−1)k+1
χ3,` q − 1 −1 2 · (−1)`+1 0 −ζk`(q+1)/2 − ζ−k`(q+1)/2
χ4 q 0 −1 1 −1
χ5,m q + 1 1 0 ζ
jm
(q−1)/2 + ζ
−jm
(q−1)/2 0
|〈A〉| = q−12 , |〈B〉| = q+12 ,
j = 1, . . . , q−34 , k = 1, . . . ,
q−3
4 , ` = 1, . . . ,
q−3
4 , m = 1, . . . ,
q−3
4
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• SL(2, q)
1 2 p± 2p± Aj Bk
χ1 1 1 1 1 1 1
χ2,+
q−ε
2 − (q−ε)2
−ε±√εq
2
ε∓√εq
2
(1−ε)(−1)j
2
(1+ε)(−1)k+1
2
χ2,− q−ε2 − (q−ε)2
−ε∓√εq
2
ε±√εq
2
(1−ε)(−1)j
2
(1+ε)(−1)k+1
2
χ3,+
q+ε
2
(q+ε)
2
ε±√εq
2
ε±√εq
2
(1+ε)(−1)j
2
(1−ε)(−1)k+1
2
χ3,− q+ε2
(q+ε)
2
ε∓√εq
2
ε∓√εq
2
(1+ε)(−1)j
2
(1−ε)(−1)k+1
2
χ4,` q − 1 (−1)`(q − 1) −1 (−1)`+1 0 −ζk`q+1 − ζ−k`q+1
χ5 q q 0 0 1 −1
χ6,m q + 1 (−1)m(q + 1) 1 (−1)m ζjmq−1 + ζ−jmq−1 0
|〈A〉| = q − 1, |〈B〉| = q + 1, ε = (−1)(q−1)/2
j = 1, . . . , q−32 , k = 1, . . . ,
q−1
2 , ` = 1, . . . ,
q−1
2 , m = 1, . . . ,
q−3
2
• PSU(3, 4)
1 2 4 3 13k
χ1 1 1 1 1 1
χ2 12 −4 0 4 −1
χ3,` 13 −3 1 1 0
χ4,+ 39 7 −1 0 0
χ4,− 39 7 −1 0 0
χ5,` 52 4 0 1 0
χ6 64 0 0 1 −1
χ7,m 65 1 1 −1 0
χ8,n 75 −5 −1 0 −ζ2·2k+n13 − ζ5·2
k+n
13 − ζ6·2
k+n
13
51,j 52,± 10j 15j
χ1 1 1 1 1
χ2 −3 2 1 0
χ3,` −3ζj`5 + ζ3j`5 σ`
(
1±√5
2
)
ζ3j`5 + ζ
4j`
5 ζ
3j`
5
χ4,+ −3ζj5 − 3ζ4j5 3∓
√
5
2 ζ
2j
5 + ζ
3j
5 0
χ4,− −3ζ2j5 − 3ζ3j5 3±
√
5
2 ζ
j
5 + ζ
4j
5 0
χ5,` 3ζ
3j`
5 + 4ζ
4j`
5 σ`
(
−1±√5
2
)
−ζ4j`5 ζ4j`5
χ6 4 −1 0 1
χ7,m 5ζ
4jm
5 0 ζ
2jm
5 −ζ4jm5
χ8,n 0 0 0 0
j = 1, . . . , 4, k = 1, . . . , 4, ` = 1, . . . , 4, m = 0, . . . , 4, n = 1, . . . , 4,
σ` ∈ Gal(Q(ζ5)/Q), σ`(ζ5) = ζ`5
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• A7
1 2 31 32 4 5 6 7±
χ1 1 1 1 1 1 1 1 1
χ2 6 2 0 3 0 1 −1 −1
χ3,+ 10 −2 1 1 0 0 1 −1±
√−7
2
χ3,− 10 −2 1 1 0 0 1 −1∓
√−7
2
χ4 14 2 2 −1 0 −1 2 0
χ5 14 2 −1 2 0 −1 −1 0
χ6 15 −1 3 0 −1 0 −1 1
χ7 21 1 −3 0 −1 1 1 0
χ8 35 −1 −1 −1 1 0 −1 0
Untergruppen 2-transitiver Gruppen
• C23 o C4
1 2 4± 31 32
χ1,k 1 (−1)k (±i)k 1 1
χ2,1 4 0 0 1 −2
χ2,2 4 0 0 −2 1
k = 1, . . . , 4
• C25 o C6
1 2 3j 6j 51,± 52,±
χ1,k 1 (−1)k ζjk3 (−ζj3)k 1 1
χ2,+ 6 0 0 0 1±
√
5 −3±
√
5
2
χ2,− 6 0 0 0 1∓
√
5 −3∓
√
5
2
χ3,+ 6 0 0 0
−3±√5
2 1∓
√
5
χ3,− 6 0 0 0 −3∓
√
5
2 1±
√
5
j = 1, 2, k = 1, . . . , 6
• C27 o SL(2, 3)
1 71 72 2 4 3j 6j
χ1,k 1 1 1 1 1 ζ
jk
3 ζ
jk
3
χ2,k 2 2 2 −2 0 −ζjk3 ζjk3
χ3 3 3 3 3 −1 0 0
χ4,1 24 3 −4 0 0 0 0
χ4,1 24 −4 3 0 0 0 0
j = 1, 2, k = 1, 2, 3
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• C219 o SL(2, 5)
1 19j 2 4 3 6 5± 10±
χ1 1 1 1 1 1 1 1 1
χ2,+ 2 2 −2 0 −1 1 −1±
√
5
2
1∓√5
2
χ2,− 2 2 −2 0 −1 1 −1∓
√
5
2
1±√5
2
χ3,+ 3 3 3 −1 0 0 1±
√
5
2
1±√5
2
χ3,− 3 3 3 −1 0 0 1∓
√
5
2
1∓√5
2
χ4,± 4 4 ±4 0 1 ±1 −1 ∓1
χ5 5 5 5 1 −1 −1 0 0
χ6 6 6 −6 0 0 0 1 −1
χ7,k 120 σj+k(α) 0 0 0 0 0 0
j = 0, 1, 2, k = 0, 1, 2, σi ∈ Gal(Q(ζ19)/Q), σi(ζ19) = ζ2i19,
α = 3ζ19 − 2ζ419 − 2ζ619 + 3ζ719 + 3ζ819 − 2ζ919 − 2ζ1019 + 3ζ1119 + 3ζ1219 − 2ζ1319 − 2ζ1519 + 3ζ1819
• C259 o SL(2, 5)
1 59j 2 4 3 6 5± 10±
χ1 1 1 1 1 1 1 1 1
χ2,+ 2 2 −2 0 −1 1 −1±
√
5
2
1∓√5
2
χ2,− 2 2 −2 0 −1 1 −1∓
√
5
2
1±√5
2
χ3,+ 3 3 3 −1 0 0 1±
√
5
2
1±√5
2
χ3,− 3 3 3 −1 0 0 1∓
√
5
2
1∓√5
2
χ4,± 4 4 ±4 0 1 ±1 −1 ∓1
χ5 5 5 5 1 −1 −1 0 0
χ6 6 6 −6 0 0 0 1 −1
χ7,k 120 σj+k(α) 0 0 0 0 0 0
j = 0, . . . , 28, k = 0, . . . , 28, σi ∈ Gal(Q(ζ59)/Q), σi(ζ59) = ζ2i59,
α = ζ59 − 2ζ259 − ζ359 + ζ459 + ζ559 − ζ659 − ζ759 − 2ζ859 + 3ζ1059 + 2ζ1159 − 2ζ1259 + ζ1459 − ζ1659 − ζ1759
+ ζ1959 + 2ζ
21
59 − 2ζ2259 − ζ2359 + 2ζ2559 − 2ζ2659 + 2ζ2859 + ζ2959 + ζ3059 + 2ζ3159 − 2ζ3359 + 2ζ3459 − ζ3659
− 2ζ3759 + 2ζ3859 + ζ4059 − ζ4259 − ζ4359 + ζ4559 − 2ζ4759 + 2ζ4859 + 3ζ4959 − 2ζ5159 − ζ5259 − ζ5359 + ζ5459
+ ζ5559 − ζ5659 − 2ζ5759 + ζ5859
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Weitere Gruppen
• C27 o SL(2, 3) (SmallGroup(1176,214) in GAP)
1 71 72,i 2 4 3j 6j 21i,j
χ1,k 1 1 1 1 1 ζ
jk
3 ζ
jk
3 ζ
jk
3
χ2,k 2 2 2 −2 0 −ζjk3 ζjk3 −ζjk3
χ3 3 3 3 3 −1 0 0 0
χ4,k,` 8 1 σi+`(α) 0 0 2ζ
jk
3 0 (ζ
2i+`
7 + ζ
6·2i+`
7 ) · ζjk3
χ5 24 −4 3 0 0 0 0 0
i = 0, 1, 2, j = 1, 2, k = 0, 1, 2, ` = 0, 1, 2,
α = ζ7 + 3ζ
3
7 + 3ζ
4
7 + ζ
6
7 , σm ∈ Gal(Q(ζ7)/Q), σm(ζ7) = ζ2
m
7
• (C33 × C5)o C52 (C52 operiert sowohl auf C33 als auch auf C5 transitiv)
1 3 5 15± 2 4± 6 13j 26j 52j,± 65j
χ1,k 1 1 1 1 (−1)k (±i)k 1 ζjk13 (−ζj13)k (±iζj13)k ζjk13
χ2,` 4 4 −1 −1 0 0 0 4ζj`13 0 0 −ζb`13
χ3,± 26 −1 26 −1 ±26 0 ∓1 0 0 0 0
χ4,+ 52 −2 −13 α+ 0 0 0 0 0 0 0
χ4,− 52 −2 −13 α− 0 0 0 0 0 0 0
j = 1, . . . , 12, k = 0, . . . , 51, ` = 0, . . . , 12, α+ =
1±3√−15
2 , α− =
1∓3√−15
2
• C211 oQ12
1 111,j 112,j 2 4± 3 6
χ1,k 1 1 1 (−1)k (±i)k 1 (−1)k
χ2,± 2 2 2 ±2 0 −1 ∓1
χ3,1,` 12 σj+`(α) σj+`(β) 0 0 0 0
χ3,2,` 12 σj+`(β) σj+`(α) 0 0 0 0
j = 0, . . . , 4, k = 0, . . . , 3, ` = 0, . . . , 4, σm ∈ Gal(Q(ζ11)/Q), σm(ζ11) = ζ2m11
α = ζ11 + ζ
2
11 + 2ζ
3
11 + 2ζ
4
11 + 2ζ
7
11 + 2ζ
8
11 + ζ
9
11 + ζ
10
11
β = 1 + 2ζ11 − ζ211 − ζ311 − ζ811 − ζ911 + 2ζ1011
• (C22 × C7)o C3 (C3 operiert sowohl auf C22 als auch auf C7 nichttrivial)
1 2 3i 7± 14+,j 14−,j
χ1,k 1 1 ζ
ik
3 1 1 1
χ2 3 −1 0 3 −1 −1
χ3,+ 3 3 0
−1±√−7
2 ζ7 + ζ
2
7 + ζ
4
7 ζ
3
7 + ζ
5
7 + ζ
6
7
χ3,− 3 3 0 −1∓
√−7
2 ζ
3
7 + ζ
5
7 + ζ
6
7 ζ7 + ζ
2
7 + ζ
4
7
χ4,`,+ 3 −1 0 −1±
√−7
2 ζ
3·2j+`
7 − ζ5·2
j+`
7 − ζ6·2
j+`
7 ζ
2j+`
7 − ζ2·2
j+`
7 − ζ4·2
j+`
7
χ4,`,− 3 −1 0 −1∓
√−7
2 ζ
2j+`
7 − ζ2·2
j+`
7 − ζ4·2
j+`
7 ζ
3·2j+`
7 − ζ5·2
j+`
7 − ζ6·2
j+`
7
i = 1, 2, j = 0, 1, 2, k = 1, 2, ` = 0, 1, 2
98 Anhang – Charaktertafeln
• C211 o (C5 ×Q12)
1 111 112 2 4± 3 6
χ1,k 1 1 1 (−1)k (±i)k 1 (−1)k
χ2,` 2 2 2 2(−1)` 0 −1 (−1)`+1
χ3,1 60 5 −6 0 0 0 0
χ3,2 60 −6 5 0 0 0 0
5j 10j 15j 20±,j 30j
χ1,k ζ
jk
5 (−ζj5)k ζjk5 (±iζj5)k (−ζj5)k
χ2,` 2ζ
j`
5 2(−ζj5)` −ζj`5 0 −ζj`5
χ3,1 0 0 0 0 0
χ3,2 0 0 0 0 0
j = 1, . . . , 4, k = 0, . . . , 19, ` = 0, . . . , 9
• (Q8 × C7)o C3 (C3 operiert sowohl auf Q8 als auch auf C7 nichttrivial)
1 2 3i 4 6i 7± 14±
χ1,k 1 1 ζ
ik
3 1 ζ
ik
3 1 1
χ2,k 2 −2 −ζik3 0 ζik3 2 −2
χ3 3 3 0 −1 0 3 3
χ4,+ 3 3 0 3 0
−1±√−7
2
−1±√−7
2
χ4,− 3 3 0 3 0 −1∓
√−7
2
−1±√−7
2
χ5,`,+ 3 3 0 −1 0 −1±
√−7
2
−1±√−7
2
χ5,`,− 3 3 0 −1 0 −1∓
√−7
2
−1∓√−7
2
χ6,+ 6 −6 0 0 0 −1±
√−7 1∓√−7
28+,j 28−,j
χ1,k 1 1
χ2,k 0 0
χ3 −1 −1
χ4,+ ζ7 + ζ
2
7 + ζ
4
7 ζ
3
7 + ζ
5
7 + ζ
6
7
χ4,− ζ37 + ζ
5
7 + ζ
6
7 ζ7 + ζ
2
7 + ζ
4
7
χ5,`,+ ζ
2j+`
7 − ζ2·2
j+`
7 − ζ4·2
j+`
7 ζ
3·2j+`
7 − ζ5·2
j+`
7 − ζ6·2
j+`
7
χ5,`,− ζ3·2
j+`
7 − ζ5·2
j+`
7 − ζ6·2
j+`
7 ζ
2j+`
7 − ζ2·2
j+`
7 − ζ4·2
j+`
7
χ6,+ 0 0
i = 1, 2, j = 0, 1, 2, k = 1, 2, ` = 0, 1, 2
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resistent, 32
semilinear, 34
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total verzweigt, 10
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Q-konjugiert, 23
quasieinfach, 30
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R(G), 27
R(G)′, 37
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reduzibel, 18
resistent, 32
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