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Abstract
American Options allow the holder to exercise the option at any time prior to
and including its maturity date . Therefore, the evaluation of these options is
more complicated than the European ones, since we have to determine not only
the option value, but also the time that should be exercised. Thus, numerical
methods should be applied to deal with the pricing of these options.
In this thesis, we presented some numerical methods for pricing American O-
ptions. More precisely, we introduced the finite elements method, the finite
differences and the binomial method, giving emphasis mainly on the finite e-
lements method. Furthermore, based on [2], we introduced an algorithm for
evaluating the early exercise, for the finite differences and the finite elements,
and we compared this algorithm with the algorithm of the early exercise of the
binomial method.
In the process of examing which algorithm is better, we used the early exercise
of the American Perpetual Put Option, which has an anlytical form. Compa-
ring these methods with the perpetual, we saw that the algorithm for the early
exercise of the finite elements method converged asymptotically with the early
exercise of the perpetual, while the binomial method exceeded the value of the
perpetual. Moreover, we discretized the American Put Option Worst of Two
Assets using the finite elements method by transforming the 2D Black Scholes
equation to the 2D general diffusion equation. Due to the fact that spurious
oscillations may occur based on [35] we introduced the Streamline Upwind Ga-
lerkin Method . Finally, we presented some Greeks: Delta Gamma and Theta
for the American Put Option using finite differences.
The thesis is divided into 7 chapters. In chapter 1, we introduced some proper-
ties of the American Put Option, such as self financing strategies with consum-
ption, early exercise curve and smooth pasting fit condition and their proofs
based on [47], [30], [50] as well as the Greeks Delta Gamma and Theta (based
on [33], [37]).
In chapter 2, we presented the American Put Option as an LCP problem (Linear
Complementarity Problem) and based on [3], we gave a transformation of the
Black Scholes equation to the heat equation.
In chapter 3, we introduced the method of finite differences for discretizing the
heat equation including the pricing of American and European options. Therea-
fter, in chapter 4, we presented, the finite elements for pricing the above options.
In order to solve the discretized system which came from the finite differences
ii
and finite elements method, we used PSOR and SOR iterative methods, which
were presented in chapter 5.
In chapter 6, we introduced the transformation of the 2D Black Scholes equa-
tion to the 2D general diffusion equation, and it was discritized using Streamline
Upwind Galerkin Method. Lastly, based on the above, we presented some nume-
rical applications for pricing American Call and Put options and the American
Put option Worst of two Assets including their Greeks.
In conclusion, all the previous applications were based on the use of MATLAB,
which the code is given in the Appendix G.
Keywords: Finite Elements, Finite Differences, Early Exercise, PSOR, Stre-
amline Upwind Galerkin Method, Delta, Gamma, Theta
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Περίληψη
Αντικείμενο της piαρούσας διpiλωματικής εργασίας είναι η piαρουσίαση αριθμητικών
μεθόδων για την τιμολόγηση Αμερικάνικων Δικαιωμάτων. Πιο συγκεκριμένα έγινε
χρήση της μεθόδου των piεpiερασμένων στοιχείων και της μεθόδου των piεpiερασμέ-
νων διαφορών. Το γραμμικό συστήμα piου piροκύpiτει αpiο τις ανωτέρω μεθόδους
εpiιλύθηκε με χρήση της εpiαναληpiτικής μεθόδου PSOR. Εpiιpiροσθέτως, για τον
piροσδιορισμό της piρόωρης άσκησης βασιζόμενοι στο [2],κατασκεύασαμε έναν αλ-
γόριθμο για τον υpiολογισμό της και συγκρίναμε τα αpiοτελέσματα του αλγορίθμου
μας, με τον αντίστοιχο αλγόριθμο της διωνυμικής μεθόδου. Εpiιpiλέον με χρήση
των piεpiερασμένων διαφορών διακριτοpiοιήσαμε τα Greeks: Delta, Theta, Gamma.
Τέλος για την τιμολόγηση Αμερικάνικων Δικαιωμάτων Πώλησης με δύο υpiοκεί-
μενα piροϊόντα, μετασχηματίσαμε τη 2D Black Scholes στη γενικευμένη εξίσωση
διαχύσης, όpiου στην τελευταία εφαρμόσαμε τη μέθοδο των piεpiερασμένων στοι-
χείων.
Για την αντιμετώpiιση τυχών διαταραχών piου piροκύpiτουν αpiό την εξίσωση διαχύ-
σης βασιζόμενοι στο [35] εισάγαμε τη μέθοδο Streamline Upwind Galerkin .
Αξίζει να εpiισημανθεί ότι οι αριθμητικές εφαρμογές έγιναν με χρήση της MA-
TLAB, οι αλγόριθμοι των οpiοίων βρίσκονται στο Παράρτημα Γʹ.
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Κεφάλαιο 1
Εισαγωγή στα
Χρηματοοικονομικά
Παράγωγα
Στο κεφάλαιο αυτό θα piαρουσιάσουμε τις βασικές ιδιότητες και χαρακτηριστικά
των Ευρωpiαϊκών και Αμερικάνικων Παραγώγων, καθώς τα Greeks των οpiοίων η
χρήση γίνεται για αντιστάθμιση κινδύνου. Προτού piαρουσιάσουμε τις αντίστοιχες
ιδιότητες τους θα piαρουσιάσουμε τα κύρια χαρακτηριστικά των piαραγώγων. Θα
ξεκινήσουμε δίνοντας τον ορισμό του piαραγώγου.
΄Ενα piαράγωγο ορίζεται ως ένα χρηματοικονομικό piροϊόν του οpiοίου η αξία εξαρ-
τάται αpiό την αξία κάpiοιου άλλου, piιο συγκεκριμένα του υpiοκείμενου piροϊόντος.
Το υpiοκείμενο piροϊόν μpiορεί να είναι μία μετοχή, ένα ομόλογο, ένα αγαθό (piχ
χρυσός, piετρέλαιο), ένας χρηματιστηριακός δείκτης ή ακόμα και ένα άλλο piαρά-
γωγο.Χαρακτηριστικά piαραδείγματα piαραγώγων είναι τα piροθεσμιακά συμβόλαια
και τα δικαιώματα piροαίρεσης. Στην εργασία αυτή θα εστιάσουμε στα δικαιώματα
piροαίρεσης.
Προθεσμικά Συμβόλαια (Forward Contracts)
Τα piροθεσμιακά συμβόλαια αpiοτελούν την αpiλούστερη μορφή piαραγώγου. Είναι
μία συμφωνία μεταξύ δύο συμβαλλόμενων, για αγορά ή piώληση ένος υpiοκείμενου
piροϊόντος σε μία piροκαθορισμένη χρονική στιγμή T piου ονομάζεται χρόνος ωρί-
μανσης και σε piροκαθόρισμένη τιμή K piου ονομάζεται τιμή piαράδοσης. Ο ένας
συμβαλλόμενος έχει θετική θέση (long position) όpiου συμφωνεί να αγοράσει μία
piοσότητα ενός υpiοκείμενου piροϊόντος σε piροκαθορισμένη τιμή. Αντίστοιχα ο άλ-
λος συμβαλλόμενος λαμβάνει την αρνητική θέση (short position) κατά την οpiοία
συμφωνεί στην piώληση μίας piοσότητας υpiοκείμενου piροϊόντος σε piροκαθορισμέ-
νη τιμή και χρόνο ίδιο με αυτού του κατόχου της θετικής θέσης.
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Δικαιώματα Προαίρεσης (Options)
Το δικαίωμα piροαίρεσης είναι ένα συμβόλαιο μεταξύ δύο συμβαλλόμενων το οpiοίο
εν αντιθέσει με τα piροθεσμειακά συμβόλαια έχει piιο σύνθετη μορφή. Τα αpiλού-
στερα δικαιώματα piροαίρεσης είναι το δικαίωμα αγοράς (call option) και αντίστοιχα
το δικαίωμα piώλησης (put option). Το δικαίωμα αγοράς δίνει το δικαίωμα αλλά
όχι την υpiοχρέωση στον κάτοχο του να αγοράσει αpiό τον συμβαλλόμενο τμήμα
υpiοκείμενου piροϊόντος στον χρόνο T έναντι τιμής K. Αντίστοιχα το δικαίωμα
piώλησης (put option) δίνει το δικαίωμα αλλά όχι την υpiοχρέωση στον κάτοχο
του να piουλήσει τμήμα του υpiοκέιμενου piροϊόντος στον χρόνο T με τιμή K . Ο
χρόνος T καλείται χρόνος ωρίμανσης και αντίστοιχα η τιμή K καλείται τιμή άσκη-
σης (exercise price or strike price).
Είναι σημαντικό να αναφέρουμε ότι για τον κάτοχο των δικαιωμάτων piροαίρεσης
υpiάρχει το δικαίωμα και όχι υpiοχρέωση να ασκήσει το δικαίωμα. Το γεγονός
αυτό είναι piου το κάνει να διαφέρει αpiό τα piροθεσμιακά συμβόλαια και τα συμ-
βόλαια μελλοντικής εκpiλήρωσης. Τα κυριότερα δικαιώματα piροαίρεσης είναι το
Ευρωpiαϊκό και το Αμερικάνικο. Το Ευρωpiαϊκό δικαίωμα ασκείται μόνο στον χρό-
νο ωρίμανσης, έναντι των Αμερικάνικων (κυρίως των Αμερικάνικων δικαιωμάτων
piώλησης) τα οpiοία ασκούνται σε οpiοιαδήpiοτε χρονική στιγμή. Αυτό οφείλεται
στην δυνατότητα piρόωρης άσκησης piου έχει το Αμερικάνικο δικαίωμα piώλησης.
1.1 Χαρακτηριστικά Δικαιωμάτων Προαίρε-
σης
1.1.1 Θέσεις Δικαιωμάτων Προαίρεσης και η Συνάρ-
τηση Αpiοpiληρωμής
Στα δικαιώματα piροαίρεσης υpiάρχουν 4 τύpiοι θέσεων:
1. Θετική θέση για το δικαίωμα αγοράς
2. Θετική θέση για το δικαίωμα piώλησης
3. Αρνητική θέση για το δικαίωμα αγοράς
4. Αρνητική θέση για το δικαίωμα piώλησης
Για το δικαίωμα αγοράς η συνάρτηση αpiοpiληρωμής (payoff) εκφράζει το piοσό
το οpiοίο η τιμή της μετοχής θα υpiερβαίνει την ανάλογη τιμή άσκησης του δικαιώ-
ματος. Συνεpiώς τα δικαιώματα αγοράς έχουν μεγαλύτερη αξία όταν αυξάνεται η
τιμή της μετοχής, ενώ θα έχουν μικρότερη αξία όταν αυξάνεται η τιμή άσκησης του
δικαιώματος. Αντίστοιχα για τα δικαιώματα piώλησης η συνάρτηση αpiοpiληρωμής
εκφράζει το piοσό το οpiοίο η τιμή άσκησης του δικαιώματος θα υpiερβαίνει την τιμή
της μετοχής. Σε αντίθεση με το δικαίωμα αγοράς το δικαιώμα piώλησης θα έχει
μεγαλύτερη αξία όταν η αντίστοιχη τιμή της μετοχής μειώνεται και μικρότερη αξία
όταν η τιμή της μετοχής αυξάνεται.
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Σχήμα 1.1: Θέσεις Δικαιωμάτων Προαίρεσης για K = 20
Η συνάρτηση αpiοpiληρωμής για το Ευρωpiαϊκό δικαίωμα αγοράς στην θετική θέση
είναι:
max (ST −K, 0)
όpiου ST η τιμή της μετοχής στον χρόνο ωρίμανσης του δικαιώματος T
Η συνάρτηση αpiοpiληρωμής για το Ευρωpiαϊκό δικαίωμα αγοράς στην αρνητική
θέση είναι:
−max (ST −K, 0) = min (K − ST , 0)
Αντίστοιχα για το Ευρωpiαϊκό δικαίωμα piώλησης στην θετική θέση θα έχουμε:
max (K − ST , 0)
Τέλος για το Ευρωpiαϊκό δικαίωμα piώλησης στην αρνητική θέση θα έχουμε:
−max (K − ST , 0) = min (ST −K, 0)
Αρχή της μη εpiιτηδειότητας (no arbitrage)
Τέλος για την ανάλυση της εξίσωσης Black Scholes είναι σημαντικό να αναφέρουμε
την αρχή της μη εpiιτηδειότητας. Η εpiιτηδειότητα εμpiλέκει τη δυνατότητα κέρδους
χωρίς ανάληψη ρίσκου. Παραδείγματος χάριν, θεωρούμε ότι μία μετοχή διαpiραγμα-
τεύεται στο χρηματιστήριο της Νέας Υόρκης και ταυτόχρονα στο χρηματιστήριο
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του Λονδίνου. Υpiοθέτουμε ότι η τιμή της μετοχής στο χρηματιστήριο της Νέας
Υόρκης είναι 175 $ και 100 £ στο χρηματιστήριο του Λονδίνου. Δεδομένου ότι
το αντίστοιχο εpiιτόκιο εpiιφέρει 1.7 $ σε αντιστοιχία με 1 £ ένας κερδοσκόpiος
θα μpiορούσε στιγμιαία να αγοράσει 100 μερίδια μετοχών αpiό το χρηματιστήριο
της Νέας Υόρκης και να τις piουλήσει στο χρηματιστήριο του Λονδίνου με κέρδος
χωρίς ρίσκο:
100× [1.75× 100− 172] = 300$
χωρίς piεραιτέρω χρηματοοικονομικά έξοδα. Ωστόσο η εpiιτηδειότητα αυτή δεν
μpiορεί να διαρκέσει για μεγάλο χρονικό διάστημα. Καθώς οι κερδοσκόpiοι όσο
αγοράζουν μετοχές αpiό το χρηματιστηρίο της Νέας Υόρκης, αpiό την αρχή του
νόμου piροσφοράς και ζήτησης το γεγονός αυτό θα εpiιφέρει αύξηση της τιμής της
μετοχής σε δολλάρια και ομοίως μία ανάλογη μείωση της τιμής της μετοχής σε
λίρες. Συνεpiώς piολύ γρήγορα οι δύο τιμές των μετοχών θα έχουν ίδια αξία και
στα δύο χρηματιστηρία, έτσι ώστε ο piαραpiάνω μηχανισμός να μην εpiιφέρει κέρδος.
Η αρχή της Εpiιτηδειότητας
Η αρχή της μη εpiιτηδειότητας αξιώνει ότι δεν είναι δυνατόν να υpiάρχει κέρδος
χωρίς λήψη ρίσκου. Στην μαθηματική χρηματοοικονομία δεχόμαστε την αρχή της
μη εpiιτηδειότητας ως αξίωμα.
1.2 Η Εξίσωση Black Scholes
Στην ενότητα αυτή θα piαρουσιάσουμε την εξίσωση Black Scholes της οpiοίας η
χρήση γίνεται για την τιμόλογηση piαραγώγων. Πρωτού piαρουσιασουμε την ανά-
λυση της εξίσωση, θα piρέpiει να κάνουμε τις ακόλουθες υpiοθέσεις:
• Το εpiιτόκιο r και η διακύμανση σ είναι σταθερές συναρτήσεις.
• Η διαpiραγμάτευση της μετοχής είναι συνεχής.
• Δεν υpiάρχουν piεραιτέρω χρηματοοικονομικά έξοδα.
• Θεωρούμε ότι δεν υpiάρχει εpiιτηδειότητα (no arbitrage)
• Το υpiοκείμενο piροϊόν- μετοχή η οpiοία δίνεται αpiο την στοχαστική διαφορική
εξίσωση:
dS = Sµdt+ SσdW (1.1)
• Το υpiοκείμενο piροϊόν δεν αpiοδίδει μερίσματα. Ο ισχυρισμός αυτός μpiορεί
να piαραληφθεί στην piερίpiτωση όpiου τα μερίσματα είναι γνωστά εκ των
piροτέρων.
Με βάση τους ανωτέρω ισχυρισμούς είμαστε έτοιμοι να piεριγράψουμε το μοντέλο
Black Scholes. Σκόpiος μας είναι να φτιάξουμε ένα χαρτοφυλάκιο αpiοτελούμενο
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αpiό το piροϊόν χωρίς ρίσκο και το υpiοκείμενο piροϊόν.
΄Εστω ότι το υpiοκείμενο piροϊόν ακολουθεί την στοχαστική διαφορική εξίσωση:
dSt = µStdt+ σStdWt t[0, T ] (1.2)
Αpiό το Λήμμα του Itoˆ θα έχουμε:
St = S0 exp
(
µt− σ
2
2
t+ σWt
)
΄Εστω το piροϊόν χωρίς ρίσκο δίνεται αpiό την ακόλουθη συνήθη διαφορική εξίσωση
dAt = rAtdt
η λύση της οpiοίας δίνεται αpiό την ακόλουθη σχέση:{
At = A0e
rt
A0 = 1
1.2.1 Αυτοχρηματοδοτούμενο Χαρτοφυλάκιο
΄Ενα χαρτοφυλάκιο ϕ = (ϕt)0≤t≤T με ϕt = (H0t , Ht)0≤t≤T , όpiου H
0
t είναι η
piοσότητα piου αντιστοιχεί στο piροϊόν χωρίς ρίσκο, και αντίστοιχα Ht η piοσότητα
piου αντιστοιχεί στο υpiοκείμενο piροϊόν. Η τιμή του χαρτοφυλακίου σε χρόνο t
δίνεται αpiό τη σχέση:
Vt(ϕ) = H
0
t At +HtSt
Για να είναι το χαρτοφυλάκιο μας αυτοχρηματοδοτούμενο θα piρέpiει
dVt(ϕ) = H
0
t dAt +HtdSt (1.3)
Για να είναι καλά ορισμένη η (1.3) θα piρέpiει´ T
0
|H0t | <∞ και
´ T
0
Ht <∞. Παρατηρούμε ότι το ολοκλήρωμα
ˆ T
0
H0t dAt =
ˆ T
0
H0t re
rtdt
είναι καλά ορισμένο, και αντίστοιχα για το στοχαστικό ολοκλήρωμα θα έχουμε:
ˆ T
0
HtdSt =
ˆ T
0
(HtµSt)dt+
ˆ T
0
σHtStdWt
Ορισμός 1.1. ΄Ενα χαρτοφυλάκιο ϕ είναι αυτοχρηματοδοτούμενο αν τα (H0t )0≤t≤T
και (Ht)0≤t≤T ικανοpiοιούν:
1.
´ T
0
|H0t |dt+
´ T
0
Htdt < +∞ σχεδόν piαντού.
2. H0t At +HtSt = H
0
0A0 +H0S0 +
´ t
0
H0udAu +
´ t
0
HudSu σχεδόν piαντού.
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Πρόταση 1.1. ΄Εστω ϕt = (H0t , Ht)0≤t≤T διαδικασία στον R2 με
ˆ T
0
|H0t |dt+
ˆ T
0
Htdt <∞ σvχεδόν piαντού
΄Εστω Vt(ϕ) η αξία του χαρτοφυλακίου
Vt(ϕ) = H
0
t At +HtSt
Ορίζουμε:
V˜t(ϕ) = e
−rtVt(ϕ)
την piροεξοφλημένη τιμή του χαρτοφυλακίου ϕ. Τότε η ϕ ορίζει ένα αυτοχρημα-
τοδοτούμενο χαρτοφυλάκιο αν και μόνο αν
V˜t(ϕ) = V0(ϕ) +
ˆ t
0
HtdS˜u σvχεδόν piαντού ∀t[0, T ]
όpiου S˜t = e−rtSt η piροεξοφλημένη τιμή του υpiοκείμενου piροϊόντος.
Αpiόδειξη. ΄Εστω ϕ αυτοχρηματοδοτούμενο χαρτοφυλάκιο. Αpiό την piαραγωγί-
ση της e−rt και της διαδικάσίας Vt(ϕ) θα έχουμε:
dV˜t(ϕ) = −rV˜t(ϕ) + e−rtdVt(ϕ)
καταλήγουμε:
dV˜t(ϕ) = −re−rt
(
H0t e
rt +HtSt
)
dt+ e−rtH0t d(e
rt) + e−rtHtdSt
= Ht
(−re−rtStdt+ e−rtdSt) = HtdS˜t
1.2.2 Martingale Μέτρα Πιθανότητας
΄Εστω (Ω,F , P ) χώρος piιθανότητας. ΄Ενα μέτρο piιθανότητας Q στον (Ω,F) είναι
ισοδύναμο με το μέτρο P αν και μόνο αν
∀AF P (A) = 0⇒ Q(A) = 0
Θεώρημα 1.1. (Θεώρημα Random Nikodym) Το μέτροQ είναι ισοδύναμο
με το μέτρο P αν και μόνο αν υpiάρχει τυχαία μεταβλητή Z στον (Ω,F) τέτοια
ώστε
Q(A) =
ˆ
A
Z(ω)dP (ω) ∀AF
τότε η Z = dQdP καλείται Random Nikodym piαράγωγος.
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Θεώρημα 1.2. Θεώρημα του Girsanov ΄Εστω (θt)0≤t≤T διαδικασία με´ T
0
θ2sds <∞ σχεδόν piαντού και αντίστοιχα μία διαδικασία (Lt)0≤t≤T piου ορίζεται
ως ακολούθως:
Lt = exp
(
−
ˆ t
0
θsdWs − 1
2
ˆ t
0
θ2sds
)
τότε η Lt είναι Ft - martingale. Ορίζουμε στον (Ω,FT ) το μέτρο piιθανότητας Q
με
Q(A) =
ˆ
A
LT dP AFT
Τότε η διαδικασία W˜t = Wt +
´ t
0
θsds είναι μία Ft τυpiική κίνηση Brown κάτω
αpiό το μέτρο Q .
Θεώρημα 1.3. (Το Θεωρήμα Αναpiαράστασης των Martingales)
΄Εστω (Mt)0≤t≤T τετραγωνικά ολοκληρώσιμο martingale ως piρος την διήθηση
(Ft)0≤t≤T . Τότε υpiάρχει διαδικασία (Ht)0≤t≤T τέτοια ώστεE
[´ T
0
Hsds
]
< ∞
και
Mt = M0 +
ˆ t
0
HsdW˜s ∀t[0, T ] σvχεδόν piαντού
1.2.3 Αpiότίμηση Δικαιωμάτων Ευρωpiαϊκού Τύpiου
Βασιζόμενοι στα ανωτέρω θα δείξουμε ότι υpiάρχει ισοδύναμο μέτρο του P τέτοιο
ώστε η piροεξοφλημένη αξία του υpiοκείμενου piροϊόντος S˜t = e−rtSt να είναι
martingale κάτω αpiό το ιδοδύναμο μέτρο Q. Αpiό την στοχαστική διαφορική
εξίσωση για το υpiοκείμενο piροϊόν θα έχουμε:
dS˜t = −re−rtStdt+ e−rtdSt
= S˜t((µ− r)dt+ σdW˜t)
Θέτωντας:
W˜t = Wt +
(µ− r)
σ
t
καταλήγουμε
dS˜t = σS˜tdW˜t
Συνεpiώς αpiό το Θεωρήμα του Girsanov για θt =
(µ−r)
σ θα υpiάρχει ισοδύναμο
μέτρο Q τέτοιο ώστε η S˜t να είναι martingale και συνεpiώς
S˜t = S˜0 exp
(
σW˜t − σ
2t
2
)
Ορισμός 1.2. ΄Ενα χαρτοφυλάκιο ϕt = (H0t , Ht)0≤t≤T είναι αpiοδεκτό αν είναι
αυτοχρηματοδοτούμενο και η piροεξοφλημένη τιμή του V˜t(ϕ) = H0t +HtS˜t είναι η
αξία του χαρτοφυλακίου για όλα τα t τέτοιο ώστε η supt[0,T ] V˜t είναι τετραγωνικά
ολοκληρώσιμο martingale κάτω αpiό το μέτρο Q.
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΄Ενα δικαίωμα λέμε ότι αναpiαράγεται αpiό ένα αυτοχρηματοδοτούμενο χαρτο-
φυλάκιο αν η συνάρτηση αpiοpiληρωμής του δικαιώματος είναι ίση με την τελική
αξία του χαρτοφυλακίου. Είναι piροφανές ότι ένα δικαίωμα h μpiορεί να αναpiα-
ραχθεί αpiό ένα αυτοχρηματοδοτούμενο χαρτοφυλάκιο αν η h είναι τετραγωνικά
ολοκληρώσιμη διαδικασία κάτω αpiό το μέτρο Q. Στην piερίpiτωση του Ευρωpiαϊκού
δικαιώματος αγοράς με h = (ST −K)+ piαρατηρούμε ότι ισχυέι η ανωτέρω ιδιότητα
αφού EQ[S2T ] <∞.
Θεώρημα 1.4. Στο μοντέλο Black Scholes οpiοιοδήpiοτε piαράγωγο piου είναι FT -
μετρήσιμο και είναι τετραγωνικά ολοκληρώσιμη τυχαία μεταβλητή κάτω αpiό το
μέτρο Q, μpiορεί να αναpiαραχθεί αpiό ένα χαρτοφυλάκιο ϕ η τιμή του οpiοίου δίνεται
αpiό
Vt = EQ
[
e−r(T−t)h|Ft
]
και συνεpiώς η τιμή του δικαίωματος δίνεται αpiό την EQ
[
e−r(T−t)h|Ft
]
Βασιζόμενοι στο Θεώρημα 1.4 και εκφράζωντας την τυχαία μεταβλητή h ως
h = f(ST ) θα έχουμε:
Vt = EQ[e−r(T−t)f(ST )|Ft]
= EQ
[
e−r(T−t)f
(
Ste
r(T−t)eσ(WT−Wt)−
σ2
2 (T−t)
) ∣∣∣∣∣Ft
]
Συνεpiώς θα έχουμε:
Vt = F (t, St)
με
F (t, St) = EQ
[
e−r(T−t)f
(
xer(T−t)eσ(WT−Wt)−
σ2
2 (T−t)
)]
Συνεpiώς για το Ευρωpiαϊκό Δικαίωμα Αγοράς με f(x) = (x−K)+ θα έχουμε:
F (t, x) = EQ
[
e−r(T−t)
(
xe(r−
σ2
2 )(T−t)+σ(WT−Wt) −K
)+]
και δεδομένου ότι οι piροσαυξήσεις της κίνησης Brown WT −Wt είναι ανεξάρτητες
μεταξύ τους με μέση τιμή 0, και διακύμανση T − t καταλήγουμε:
= E
[
xeσ
√
T−t−σ22 (T−t) −Ke−r(T−t)
]
Θέτωντας με g μία τυpiική γκαουσιανή τυχαία μεταβλητή και
d1 =
log(x/K) + (r + σ2/2)(T − t)
σ
√
T − t (1.4)
d2 =
log(x/K) + (r − σ2/2)(T − t)
σ
√
T − t (1.5)
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= E
[(
xeσ
√
T−t−σ22 (T−t) −Ke−r(T−t)
)
1{g+d2≥0}
)]
=
ˆ +∞
−d2
(
xeσ
√
T−ty−σ22 (T−t) −Ke−r(T−t)
) e− y22√
2pi
dy
ˆ d2
−∞
(
xe−σ
√
T−ty−σ22 (T−t) −Ke−r(T−t)
) e− y22√
2pi
dy
με χρήση αλλαγής μεταβλητής για z = y + σ
√
T − t η τιμή του Ευρωpiαϊκού
Δικαιώματος αγοράς θα είναι ίση με
F (t, x) = xN(d1)−Ke−r(T−t)N(d2) (1.6)
με
N(d) =
1√
2pi
ˆ d
−∞
e−
x2
2 dx (1.7)
και τα d1, d2 δίνονται αpiό τις (1.4), (1.5) αντίστοιχα.
Πρόταση 1.2. ΄Εστω ϕt = (H0t , Ht) χαρτοφυλάκιο τέτοιο ώστε:
1. ϕt = (H0t , Ht)0≤t≤T είναι αυτοχρηματοδοτούμενο
2. και η αξία του
Vt = H
0
t At +HtSt t[0, T ]
piαίρνει την μορφή Vt = g(t, St) για gC1,2 ((0,+∞)× (0,+∞)), με
g : R+ × R+ → R+
τότε η g ικανοpiοιεί την εξίσωση Black Scholes
rg(t, x) =
∂g
∂x
(t, x) + rx
∂g
∂x
(t, x) +
1
2
σ2x2
∂2g(t, x)
∂x2
(1.8)
με Ht =
∂g
∂x (t, St)
Αpiόδειξη. Αpiό τη συνθήκη αυτοχρηματοδοτήσης θα έχουμε:
dVt = H
0
t dAt +HtdSt
= rH0t Atdt+ µHtStdt+ σHtStdWt
= rVtdt+ (µ− r)HtStdt+ σH0t StdWt
Αpiό το Λήμμα του Itoˆ για την g(t, x) θα έχουμε:
dg(t, St) = g(0, S0)+µSt
∂g
∂x
(t, St)dt+σSt
∂g
∂x
(t, St)dWt+
∂g
∂x
(t, St)dt+
1
2
σ2S2t
∂2g
∂x2
(t, St)dt
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{
rH0t Atdt+ µHtStdt =
∂g
∂x (t, St)dt+ µSt
∂g
∂x (t, St)dt+
1
2S
2
t σ
2 ∂
2g
∂x2 (t, St)dt
HtStσdWt = Stσ
∂g
∂x (t, St)dWt{
rVt − rHtSt = ∂g∂t (t, St) + 12σ2S2t ∂
2g
∂x2 (t, St)
Ht =
∂g
∂x (t, St)
και συνεpiώς{
rg(t, St) =
∂g
∂x (t, St) + rSt
∂g
∂x (t, St) +
1
2σ
2S2t
∂2g
∂x2 (t, St)
Ht =
∂g
∂x (t, St)
Αντίστοιχα για το piροϊόν χωρίς ρίσκο θα έχουμε:
H0t At = Vt −HtSt = g(t, St)− St
∂g
∂x
(t, St)
και H0t δίνεται αpiό:
H0t =
Vt −HtSt
At
και συνεpiώς
H0t =
g(t, St)− St ∂g∂x (t, St)
ert
Βασιζόμενοι στην Πρόταση 1.2 για το Ευρωpiαϊκό Δικαίωμα Αγοράς με f(x) =
x−K,
g(t, x) = x−Ke−r(T−t) t, x > 0
και
Ht =
∂g
∂x
(t, St) = 1
θα έχουμε:
rC(t, x) =
∂C
∂t
(t, x) + rx
∂C
∂x
(t, x) +
1
2
σ2x2
∂C2
∂x2
(t, x)
με τελική συνθήκη:
C(T, x) = (x−K)+
η λύση της οpiοίας δίνεται αpiό την (1.6). Παρατηρούμε ότι για t = T καταλήγουμε:
d1 = d2 =
{
+∞ x > K
−∞ x < K
και συνεpiώς
C(T, x) =
{
xN(+∞)−KN(+∞) = x−K x > K
xN(−∞)−KN(−∞) = 0 x < K
}
= (x−K)+
10
1.3. ΑΜΕΡΙΚΑΝΙΚΑ ΔΙΚΑΙΩΜΑΤΑ
Αντίστοιχα για το Ευρωpiαϊκό Δικαίωμα Πώλησης με f(x) = (K − x)+
rP (t, x) =
∂P
∂t
(t, x) + rx
∂P
∂x
(t, x) +
1
2
σ2x2
∂P 2
∂x2
(t, x)
με τελική συνθήκη
P (T, x) = (K − x)+
η λύση της οpiοίας είναι:
P (t, x) = Ke−r(T−t)N(−d2)− xN(−d1) (1.9)
1.3 Αμερικάνικα Δικαιώματα
΄Οpiως είδαμε και στην piροηγούμενη ενότητα, τα Ευρωpiαϊκά δικαιώματα ασκούνται
μόνο στο χρόνο ωρίμανσης και υpiάρχει για αυτά αναλυτική λύση. ΄Ενα piαράγω-
γο του οpiοίου ο κάτοχος μpiόρει να εpiιλέξει το piότε θα το ασκήσει, σε κάpiοια
χρονική στιγμή μέχρι το χρόνο ωρίμανσης καλείται Αμερικάνικο δικαίωμα. Με
βάση τα piαραpiάνω η αξία του Αμερικάνικου δικαιώματος θα είναι τουλάχιστον ίση
με αυτή του Ευρωpiαϊκού. ΄Οpiως θα δούμε λόγω της κύρτότητας της συνάρτησης
αpiοpiληρωμής για τα δικαιώματα αγοράς, το Αμερικάνικο δικαίωμα αγοράς θα έχει
ίδια αξία με αυτή του Ευρωpiαϊκού δικαιώματος αγοράς. Αντίθετα με τα δικαιώματα
αγοράς, στα Αμερικάνικα δικαιώματα αγοράς υpiάρχει piρόωρη άσκηση, και η τιμή
του δικαιώματος αυτού θα είναι piάντα μεγαλύτερη αpiο την αντίστοιχη τιμή του Ευ-
ρωpiαϊκού δικαιώματος piώλησης. Εν αντιθέση με τα Ευρωpiαϊκά δικαιώματα, των
οpiοίων η piροεξοφλημένη τιμή κάτω αpiό το εpiιτοκίο χωρίς κίνδυνο r στον χρόνο
ωρίμανσης T είναι martingale, τα Αμερικάνικα δικαιώματα piώλησης όpiως θα δού-
με είναι supermartingale ενώ τα αντίστοιχα Αμερικάνικα δικαιώματα αγοράς είναι
submartingale.
1.3.1 Αμερικάνικο Δικαίωμα Πώλησης
Λόγω της piρόωρης άσκησης piου υpiάρχει στο Αμερικάνικο δικαίωμα piώλησης,
μας ενδιαφέρει όχι μόνο η τιμή του δικαιώματος, αλλά και ο αντίστοιχος χρόνος
άσκησης κατά τον οpiοίο piραγματοpiοιείται η piρόωρη άσκηση, και όpiως θα piαρου-
σιάσουμε είναι ένας χρόνος στάσης.
Ορισμός 1.3. ΄Εστω 0 ≤ t ≤ T και x ≥ 0 δοθέν. Υpiοθέτουμε ότι S(t) = x
και έστω F (t)u t ≤ u ≤ T η σ-άλγεβρα piου piάραγεται αpiό τη διαδικασία S(v) με
v  [t, u]. Ο Tt,T είναι το σύνολο όλων των χρόνων στάσης για τη διήθηση F (t)u
με τιμές στο [t, T ]. Δηλαδή:
{τ ≤ u} F (t)u ∀u  [t, T ]
Συνεpiώς ένας χρόνος στάσης στο σύνολο Tt,T piαίρνει την αpiόφαση να κάνει δια-
κοpiή της διαδικασίας μας στο χρόνο u  [t, T ]. Η διακοpiή αυτή βασίζεται στις
piαρελθοντικές τιμές της μετοχής αpiό το χρόνο t έως το χρόνο u.
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Ορισμός 1.4. ΄Ενα χαρτοφυλάκιο με κατανάλωση ορίζεται ως μία διαδικασία
ϕ = (H0t , Ht)0≤t≤T με τιμές στο R2 piου ικανοpiοιεί τις ακόλουθες ιδιότητες:
1. ˆ T
0
|H0t |dt+
ˆ T
0
(Ht)
2dt <∞ σvχεδόν piαντού (1.10)
2.
H0t At +HtSt = H
0
0A0 +H0S0 +
ˆ t
0
H0udAu +
ˆ t
0
HudSu − Ct ∀t[0, T ]
(1.11)
όpiου Ct μία μη φθίνουσα διαδικασία με C0 = 0
το χαρτοφυλάκιο, με κατανάλωση έχει αξία
Vt = H
0
t At +HtSt
Βασιζόμενοι στην (1.11) η συνθήκη αυτοχρηματοδότησης μpiορεί να γραφτεί
Vt = V0 +
ˆ t
0
H0sdAs +
ˆ t
0
HsdSs − Ct
Ορισμός 1.5. ΄Ενα χαρτοφυλάκιο με κατανάλωση είναι αpiοδεκτό αν ικανοpiοιούν-
ται οι (1.10) (1.11) και
∀t[0, T ] Vt ≥ 0
Πρόταση 1.3. ΄Εστω ϕt =
(
H0t , Ht
)
0≤t≤T μετρήσιμη διαδικασία με τιμές στο
R2 piου ικανοpiοιεί τις (1.10) (1.11). Η συνθήκη αυτοχρηματοδότησης (1.11) ισχύει
αν και μόνο αν
V˜t = V0 +
ˆ t
0
HsdS˜s −
ˆ t
0
e−rtdCs
όpiου V˜ και S˜ η piροεξοφλημένη διαδικασία για την αξία του χαρτοφυλακίου και
αντίστοιχα η piροεξοφλημένη αξία για το υpiοκείμενο piροϊόν.
Αpiόδειξη.
d(e−rtVt) = e−rtd(Vt) + Vtd(e−rt)
= e−rt(H0t dAt +HtdS˜t − Ct) + Vtd(e−rt)
= Ht(e
−rtdS˜t)− e−rtdCt
Πρόταση 1.4. Κάτω αpiό το μέτρο Q η piροεξοφλημένη αξία του χαρτοφυλακίου
ϕ με κατανάλωση είναι supermartingale.
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Αpiόδειξη. ΄Εστω V˜t = e−rtVt η piροεξοφλημένη αξία του χαρτοφυλακίου
V˜t = V0 +
ˆ t
0
HsdS˜s −
ˆ t
0
e−rsdCs
= V0 +
ˆ t
0
Hs(µS˜tdt + σS˜tdW˜t)−
ˆ t
0
e−rsdCs
= V0 +
ˆ t
0
Hs(σS˜tdW˜t)−
ˆ t
0
e−rsdCs
Αpiό το Θεώρημα αναpiαράστασης των martingale
Mt = V0 +
ˆ t
0
HsσS˜sdW˜s
το οpiοίο είναι ένα μη αρνητικό local martingale κάτω αpiό το μέτρο Q (αφόυ ˜Vt ≥ 0
και Ct μη φθίνουσα διαδικασία με C0 = 0) και συνεpiώς είναι supermaeringale.
Συνεpiώς και η V˜ είναι supermartingale αφόυ η
´ t
0
e−rsdCs είναι μία μη φθίνουσα
διαδικασία.
Ορισμός 1.6. ΄Ενα χαρτοφυλάκιο για το Αμερικάνικο Δικαίωμα piου ικανοpiοιεί
την ιδιότηταEQ[sup0≤t≤T ht] <∞ είναι αpiοδεκτό αν για την αξία του χαρτοφυλα-
κίου V = (Vt)0≤t≤T έχουμε:
Vt ≥ ht ∀t[0, T ]
Πρόταση 1.5. ΄Εστω το Αμερικάνικο Δικαίωμα όριζεται αpiό μία μη αρνητική
διαδικασία ht = f(St), f(x) = (K − x)+(για την piερίpiτωση του δικαιώματος piώ-
λησης) με EQ[sup0≤t≤T ht] <∞. Ορίζουμε με U˜ την Snell piεριβάλλουσα (Snell
Envelope)1 βλέpiε [52] (σελίδες 18-24) κάτω αpiό το μέτρο Q της piροεξοφλημένης
διαδικασίας h˜t = e−rtht και U ορίζεται αpiό την διαδικασία Ut = AtU˜t. Τότε θα
έχουμε:
Ut = ess supτTt,TEQ
[
e−r(τ−t)hτ |Ft
]
(1.12)
και Vt η αξία του χαρτοφυλακίου piου αναpiαράγει το Αμερικάνικο Δικαίωμα μας,
τότε
Vt ≥ Ut σvχεδόν βεβαίως
Αpiόδειξη. ΄Οpiως έχουμε δεί η V˜ είναι supermartingale και δεδομένου ότι υ-
piάρχει χαρτοφυλάκιο ϕ με αξία V για την οpiοία ισχύει ότι V ≥ h και για την
piροεξοφλημένη διαδικασία V˜ ≥ h˜ έpiεται ότι Snell piεριβάλλουσα της U˜ είναι το
μικρότερο supermartingale majorant της h˜.
1Για διακριτούς χρόνους, ορίζουμε με Un την Snell piεριβάλλουσα της
Zn με Un = max(Zn,E[Un+1|Fn]) ∀n ≤ N − 1 και UN = ZN
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Θεώρημα 1.5. Κάτω αpiό τις piρουpiοθέσεις της piροηγούμενης piρότασης υpiάρχει
χαρτοφυλάκιο ϕ η αξία του οpiοίου δίνεται αpiό την Vt piου ικανοpiοιεί Vt = Ut με Ut
όpiως ορίζεται στην (1.12).
Για την αpiόδειξη piαραpiέμpiουμε στο [52] (σελίδες 23-24).
Με βάση τα ανωτέρω η τιμή του Αμερικάνικου δικαιώματος piώλησης θα είναι:
P (t, x) = max
tTy,T
EQ
[
e−r(τ−t) (K − S(τ))
∣∣∣S(t) = x] (1.13)
Η P (t, x) ικανοpiοιεί τις ακόλουθες συνθήκες γραμμικού συμpiληρωματικού piρο-
βλήματος:
P (t, x) ≥ (K − x)+ ∀ t [0, T ] x ≥ 0 (1.14)
rP (t, x)− Pt(t, x)− rxPx(t, x)− 1
2
σ2x2Pxx(t, x) ≥ 0 ∀ t  [0, T ] και x ≥ 0
(1.15)
Ορισμός 1.7. λ-Υpiερβολική Συνάρτηση ΄Εστω f μη αρνητική Borel-
μετρήσιμη συνάρτηση, η οpiοία είναι λ-υpiερβολική αν Qλt f ≤ f για όλα τα λ ≥ 0
και Qλt → f κατά σημείο σύγκλιση για t→ 0. Το Q είναι μέτρο με την ιδιότητα
Qtf(x) =
ˆ
Qt(x, dy)f(y) = Ex[f(Xt)]
΄Οpiου Xt μία στοχαστική διαδικασία.
Βασιζόμενοι στο [50] έχουμε το ακόλουθο Λήμμα.
Λήμμα 1.1. Η συνάρτηση P του Αμερικάνικου Δικαιώματος Πώλησης είναι
r-υpiερβολική συνάρτηση ως piρος τη στοχαστική διαδικασία για το υpiοκείμενο
piροϊόν St και συνεpiώς για R+ × [0, T ] θα έχουμε:
L
[
e−rtP (x, t)
]
όpiου L ο τελεστής του Kolmogorov για την γεωμετρική κίνηση Brown με
L := rx
∂
∂x
+
1
2
σ2x2
∂2
∂x2
+
∂
∂t
Αpiόδειξη. Θα δείξουμε ότι για κάθε t[0, T ]
P (x, 0) ≥ EQ [e−rtP (St, t)] (1.16)
το όpiοιο ισχύει αφού οpiοιαδήpiοτε r-υpiερβολική συνάρτηση με το όριο της να
αυξάνει αpiό μία ακολουθία άpiειρων διαφορίσιμων συναρτήσεων. Εpiιλέγουμε ε > 0
και ένα χρόνο στάσης τε αpiό το σύνολο{
τTt,T |EQ
[
e−r(τ−t) (K − Sτ )+ |St
]
≥ P (St, t)− ε
}
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για S0 = x θα έχουμε:
EQ
[
e−rτ (K − Sτε)+
]
= EQ
[
e−rτ
(
EQ
[
e−r(τε−t) (K − Sτε)+ |St
])]
≥ EQ [e−rtP (St, t)]− εe−rt
Για οpiοιοδήpiοτε χρόνο στάση όμως
P (x, 0) ≥ EQ
[
e−rτ (K − Sτ)+
]
και συνεpiώς
P (x, 0) ≥ EQ [e−rtP (St, t)]− εe−rt
για ε ↓ 0 έχουμε το αpiοτέλεσμα.
Πόρισμα 1.1. Η συνάρτηση του Αμερικάνικου Δικαιώματος Πώλησης P είναι
συνεχής στο R+× [0, T ]. Η συνάρτηση P (:, t) είναι κυρτή μη άυξουσα στο R+ για
κάθε t[0, T ]. Η συνάρτηση P (x, :) είναι μή αύξουσα στο [0, T ] για κάθε xR+.
Για την αpiόδειξη piαραpiέμpiουμε στο [55].
Ο κάτοχος του Αμερικάνικου δικαιώματος piώλησης όpiως piροαναφέραμε μpiορεί
να ασκήσει το δικαίωμα του σε οpiοιαδήpiοτε χρονική στιγμή. Ο κάτοχος του
δικαιώματος αυτού θα piρέpiει να ασκήσει το δικαίωμα του μόλις η τιμή της μετοχής
S(t) φτάσει στο εpiίpiεδο Sf .Με βάση τα piάραpiανω θα piρέpiει να αpiαντηθούν τα
ακόλουθα ερωτήματα:
• Ποιά θα είναι η τιμή του εpiιpiέδου Sf ;
• Ποιά θα είναι η τιμή του Αμερικάνικου δικαιώματος piώλησης για το εpiίpiεδο
αυτό;
Το εpiίpiεδο Sf εξάρταται αpiο τον αντίστοιχο χρόνο T − t. Ο piροσδιορισμός την
καμpiύλης του εpiιpiέδου αυτού οpiώς θα δούμε γίνεται αριθμητικά. Βασιζόμενοι στο
Σχήμα1.2 είναι φανερό ότι το Sf (T ) μειώνεται όταν το T αυξάνεται. Το σύνολο
{(t, x) : 0 ≤ t ≤ T, S ≥ 0}
χωρίζεται σε δύο piεριοχές, για piερισσότερες λεpiτομέρειες piαραpiέμpiουμε στο [54].
Στην piεριοχή αναμονής C όpiου δεν ασκούμε το δικαίωμα μας (continuation set)
C = {(t, x) : P (t, x) > (K − x)+} (1.17)
για την οpiοία θα έχουμε:
rP − Pt − rxPx − 1
2
σ2x2Pxx = 0 (1.18)
και στο συμpiλήρωμα της, την piεριοχή άσκησης του δικαιώματος μας (stopping
set)
S = {(t, x) : P (t, x) = (K − x)+} (1.19)
αντίστοιχα, για την piεριοχή άσκησης του δικαιώματος θα έχουμε:
rP − Pt − rxPx − 1
2
σ2x2Pxx = rK (1.20)
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Σχήμα 1.2: Καμpiύλη Πρόωρης ΄Ασκησης για το Αμερικάνικο Δικαίωμα Πώλησης,
για K = 50, T = 1
Εpiειδή P (t, x) = K − x για 0 ≤ x ≤ Sf (t) θα έχουμε:
Px(t, x−) = −1 σvτην καμpiύλη piρόωρης άσvκησvης x = Sf (t) (1.21)
και αντίστοιχα:
Px(t, x+) = −1 σvτην καμpiύλη piρόωρης άσvκησvης x = Sf (t) (1.22)
Η εξίσωση
rP − ∂P (t, x)
∂x
− rx∂P (t, x)
∂x
− 1
2
σ2x2
∂2P (t, x)
∂x2
= 0 για x > Sf (t)
με χρήση της συνάρτησης αpiοpiληρωμής
P (t, x) = K − x για 0 ≤ x ≤ Sf (t)
και των (1.21), (1.22) μpiόρουμε να piροσδιορίσουμε με χρήση αριθμητικών μεθόδων
την τιμή του piαραγώγου και την καμpiύλη piρόωρης άσκησης Sf (t). Τα ανωτέρω
συνοψιζονται και αpiοδεικνύονται στα piαρακάτω Λήμματα.
Λήμμα 1.2. Η συνάρτηση του Αμερικάνικου δικαιώματος piώλησης P ικανοpiοιεί:
1. limx↓Sf P (x, t) = K − Sf
2. limt→T P (x, t) = (K − x)+ xR+
3. limx→∞ P (x, t) = 0 t[0, T ]
4. P (x, t) ≥ (K − x)+ (x, t)R+ × [0, T ]
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Αpiόδειξη. Οι piρώτες δύο συνθήκες χάρις τη βέλτιστη διακοpiή του ελεύθερου
συνόρου Sf (t) στο Sf∗ και στο Πόρισμα 1.1. Για την συνθήκη τρία piαρατηρού-
με ότι P (x, t) ≤ EQ [e−rτ∗ ] όpiου τ∗ είναι ο piρώτος χρόνος στάσης piου φθάνει
στο εpiίpiεδο K και δεδομένου ότι EQ[e−rτ∗ ] ∼ x−1, το οpiοίο τείνει ομοιόμορ-
φα στο 0.Τέλος η τελευταία συνθήκη δίνεται αpiό τον ορισμό του Αμερικάνικου
piαραγώγου, συνθήκη (1.14)
Λήμμα 1.3. Η Px είναι συνεχής piάνω στο ελέυθερο σύνορο Sf . Συνεpiώς για
κάθε t[0, T ] θα έχουμε:
lim
x↓Sf
Px(x, t) = −1
Αpiόδειξη. Η συνάρτηση αpiοpiληρωμής είναι μία r-υpiερβολική συνάρτηση. Συ-
νεpiώς βασιζόμενοι στο Λήμμα 1.1 έχουμε L [e−rtP (x, t)] ≤ 0 (x, t)R+ × [0, T ].
Εισάγωντας και τον μετασχηματισμό ξ := ln(x) και θέτωντας Pˆ (ξ, t) = P (ξ(x), t)
καταλήγουμε:
σ2
2
Pˆξξ ≤ −
(
r − σ
2
2
)
Pˆξ − Pˆt + rPˆ
ολοκληρώνωντας σε μία piεριοχή Σ μήκους 2ε piάνω στο έλευθερο σύνορο ξ∗ =
ln(Sf ) αpiό t1 έως t2 έχουμε:
ˆ t2
t1
σ2
2
[
Pˆξ (ξ∗ + ε, t)− Pˆξ (ξ∗ − ε, t)
]
dt
≤ −
ˆ t2
t1
(
r − σ
2
2
)[
Pˆ (ξ∗ + ε, t)− Pˆ (ξ − ε, t)
]
dt−
ˆ
Σ
[
Pˆt + rPˆ
]
dξdt
Ορίζωντας τώρα λωρίδες του Σ με Σξ όpiου ξεκινάνε σε χρόνο t−(ξ) και τελειώνουν
σε χρόνο t+(ξ) καταλήγουμε:
ˆ t2
t1
σ2
2
[
Pˆξ (ξ∗ + ε, t)− Pˆξ (ξ∗ − ε, t)
]
dt
≤ −
ˆ t2
t1
(
r − σ
2
2
)[
Pˆ (ξ∗ + ε, t)− Pˆ (ξ∗ − ε, t)
]
dt
−
ˆ
Σξ
[
Pˆ
(
ξ, t+
)− Pˆ (ξ, t−)] dξ + ˆ
Σ
rPˆ dξdt
αpiό το Θεώρημα κυριαρχημένης σύγκλισης και δεδομένου ότι Pˆξ = −eξ piάνω
στην piεριοχή S έχουμε:
ˆ t2
t1
[
lim
ξ↓ξ∗
Pˆξ + e
ξ∗
]
dt ≤ 0
και αpiό το Λήμμα 4.1, Myneni ([50]) έχουμε ότι ˆPξ ≥ −eξ.
Συνεpiώς καταλήγουμε limξ↓ξ∗ Pˆξ = −1
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Θεώρημα 1.6. ΄Εστω S(u) t ≤ u ≤ T η μετοχή piου ξεκινάει αpiό S(t) = x
και S η piεριοχή άσκησης του δικαιώματος (1.19). ΄Εστω τ∗ χρόνος στάσης piου
ορίζεται ως ακολούθως:
τ = min {u  [t, T ] : (u, S(u))  S} (1.23)
και
τ∗ = τ ∧ T (1.24)
τότε η e−ruP (u, S(u)), t ≤ u ≤ T είναι supermartingale κάτω αpiό το ισοδύναμο
μέτρο Q και η σταματημένη διαδικασία e−r(u∧τ∗)P (u, S(u ∧ τ∗)), t ≤ u ≤ T είναι
martingale.
Αpiόδειξη. Αpiό το Λήμμα του Itoˆ για την e−ruP (u, S(u)) θα έχουμε:
d
(
e−ruP (u, S(u)
)
= e−ru[−rP (u, S(u))du+ Pu(u, S(u))du
+Px(u, S(u))dS(u) +
1
2
Pxx(u, S(u))d
2 < S(u) >
= e−ru[−rP (u, S(u)) + Pu(u, S(u)) + rS(u)Px(u, S(u)) (1.25)
+
1
2
σ2S2(u)Pxx(u, S(u))]du+ e
−ruσS(u)Px(u, S(u))dW˜ (u) (1.26)
οι όροι du στην (1.25) με βάση το Σχήμα 1.2 είναι −erurK1{S(u)≤Sf} το οpiοίο
είναι αρνητικό και συνεpiώς e−ruP (u, S(u)) είναι supermartingale κάτω αpiό το
μέτρο Q. Εpiιpiλέον η διαδικασία
Xu = e
u∧(τ∗∧T )P (u ∧ (τ∗ ∧ T ), S(u ∧ (τ∗ ∧ T )))
είναι ένα local martingale έως το χρόνο τ∗ ∧ T .
Τέλος βασιζόμενοι στο [26](Κεφάλαιο 6 σελίδες 137-140) ισχύουν τα ακόλου-
θα:
P (t2, S,K) > P (t1, S,K) για t2 > t1 (1.27)
P (t, S,K2) > P (t, S,K1) για K1 < K2 (1.28)
P (t, S2,K) > P (t, S1,K) για S1 < S2 (1.29)
1.3.2 Αμερικάνικο Δικαίωμα Αγοράς
Στην ενότητα αυτή δεδομένου ότι το υpiοκείμενο piροϊόν-μετοχή δεν αpiοδίδει μερί-
σματα στον κάτοχο του δικαιώματος, θα αpiοδείξουμε ότι το Αμερικάνικο δικαίωμα
αγοράς έχει την ίδια ακριβώς τιμή με αυτή του του αντίστοιχου Ευρωpiαϊκού.
Λήμμα 1.4. ΄Εστω h(x) θετική κυρτή συνάρτηση με x > 0 και h(0) = 0.Τότε το
piροεξοφλημένο Αμερικάνικο piαράγωγο e−rth(S(t)) το οpiοίο αpiοpiληρώνει h(S(t))
στην άσκηση του είναι submartingale.
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Σχήμα 1.3: Η Κυρτή Συνάρτηση h(x) = (x−K)+
Αpiόδειξη. ΄Εστω h(x) κυρτή συνάρτηση για 0 ≤ λ ≤ 1 και για 0 ≤ x1 ≤ x2 θα
έχουμε:
h((1− λ)x1 + λx2) ≤ (1− λ)h(x1) + λh(x2)
Συνεpiώς για h(x) = (x − K)+ βλέpiε Σχήμα 1.3 και x1 = 0 και x2 = x και
δεδομένου ότι h(0) = 0 θα έχουμε:
h(λx) ≤ λh(x) ∀ x ≥ 0, 0 ≤ λ ≤ 1
Εpiειδή 0 ≤ u ≤ t ≤ T θα έχουμε 0 ≤ e−r(t−u) ≤ 1 συνεpiώς
EQ
[
e−r(t−u)h(S(t))
∣∣∣F(u)] ≥ EQ [h(e−r(t−u)S(t)) ∣∣∣F(u)] (1.30)
αpiό την ανισότητα Jensen θα έχουμε:
EQ
[
h
(
e−r(t−u)S(t)
) ∣∣∣F(u)] ≥ h(EQ [e−r(t−u)S(t)∣∣∣F(u)]) (1.31)
= h
(
eruEQ
[
e−rtS(t)
∣∣∣F(u)]) (1.32)
Εpiειδή το e−rtS(t) είναι martingale κάτω αpiό το μέτρο Q θα έχουμε:
h
(
eruEQ
[
e−rtS(t)
∣∣∣F(u)]) = h(erue−ruS(u)) = h(S(u)) (1.33)
Συνεpiώς με βάση τις (1.30), (1.31), (1.33) καταλήγουμε:
EQ
[
e−r(t−u)h(S(t))
∣∣∣F(u)] ≥ h(S(u)) (1.34)
ή ισοδύναμα
EQ
[
e−rth(S(t))
∣∣∣F(u)] ≥ e−ruh(S(u)) (1.35)
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Θεώρημα 1.7. ΄Εστω h(x) κυρτή συνάρτηση με x ≥ 0 piου ικανοpiοιεί h(0) = 0.
Τότε η τιμή του Αμερικάνικου δικαιώματος αγοράς με τιμή h(S(t), 0 ≤ t ≤ T
έχει την ίδια τιμή με αυτή του Ευρωpiαϊκού δικαιώματος αγοράς με τιμή h(S(T )).
Αpiόδειξη. Αντικαθιστώντας T αντί για t στην (5.15) θα έχουμε:
EQ
[
e−r(T−u)h(S(T ))
∣∣∣F(u)] ≥ h(S(u)) 0 ≤ u ≤ T (1.36)
Με βάση την (1.36) συμpiαιρένουμε ότι το Ευρωpiαϊκό δικαίωμα αγοράς υpiερ-
βαίνει την τιμή του Αμερικάνικου δικαιώματος αγοράς. Συνεpiώς δεν αξίζει να
ασκήσουμε piρόωρα το Αμερικάνικο δικαίωμα αγοράς αφού η μέγιστη τιμή του θα
είναι στον χρόνο ωρίμανσης Τ με τιμή ίση με αυτή του αντίστοιχου Ευρωpiαϊκού.
Πόρισμα 1.2. Η τιμή του Αμερικάνικου Δικαιώματος Αγοράς, με ένα υpiο-
κείμενο piροϊόν χωρίς καταβολή μερίσματος, είναι ίδια με αυτή του Ευρωpiαϊκού
Δικαιώματος Αγοράς κάτω αpiο το ίδιο υpiοκείμενο piροϊόν στον χρόνο ωρίμανσης.
Αpiόδειξη. Για οpiοιοδήpiοτε χρόνο στάσης τ με τ < T , αpiό την ανισότητα του
Jensen θα έχουμε:
(Sτ −K)+ = erτ (e−rτSτ − e−rτK)+
≤ erτ (e−rτSτ − e−rTK)+
≤ e−rτEQ[(e−rTST − e−rTK)+|Fτ ]
≤ e−r(T−τ)EQ[(ST −K)+|Fτ ]
Συνεpiώς θα έχουμε:
EQ[e−r(T−τ)(Sτ −K)+] ≤ EQ[e−rT (ST −K)+]
Αpiό την άλλη piλευρά έχουμε:
EQ[(e−rTST − e−rTK)+|Fτ ] ≥ EQ[e−rTST − e−rTK|Fτ ]
και δεδομένου ότι S˜τ = e−r(T−τ)Sτ είναι martingale κάτω αpiό το μέτρο Q συνε-
piώς θα έχουμε:
EQ[(e−rTST − e−rTK)+|FT ] ≥ e−r(T−τ)Sτ − e−r(T−τ)K
και αφού r θετικό, συνεpiώς θα έχουμε:
EQ[(e−rTST − e−rTK)+Fτ ] ≥ (e−r(T−τ)Sτ − e−r(T−τ)K)+
Υpiολογίζωντας τις δύο ανισότητες καταλήγουμε στο αpiοτέλεσμα.
Σε αναλογία με το Αμερικάνικο Δικαίωμα Πώλησης, για το αντίστοιχο Δικαί-
ωμα Αγοράς θα έχουμε:
C(t2, S,K) > C(t1, S,K) για t2 > t1 (1.37)
C(t, S,K2) < C(t, S,K1) για K1 < K2 (1.38)
C(t, S2,K) < C(t, S1,K) για S1 < S2 (1.39)
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1.3.3 Το Αέναο Αμερικάνικο Δικαίωμα Πώλησης
Το αέναο Αμερικάνικο δικαίωμα piώλησης (perpetual American Put Option) είναι
το piιο αpiλό Αμερικάνικο δικαίωμα piώλησης. Εν αντιθέσει με το piεpiερασμένης
διάστασης Αμερικάνικο δικαίωμα piώλησης του οpiοίου η piρόωρη άσκηση γίνεται
αριθμητικά, η piρόωρη άσκηση του αέναου Αμερικάνικου δικαιώματος piώλησης έ-
χει αναλυτικό τύpiο. Το γεγονός αυτό θα το χρησιμοpiοιήσουμε στο Κεφάλαιο
7 Αριθμητικές Εφαρμογές, για να συκρίνουμε τα αpiότελέσματα του αλγορίθμου
piρόωρης άσκησης για το piεpiερασμένης διάστασης Αμερικάνικο δικαίωμα piώλησης
με το αντίστοιχο αέναο.
Υpiοθέτουμε ότι ο κάτοχος του αέναου Αμερικάνικου δικαιώματος piώλησης θέ-
τει κάpiοιο εpiίpiεδο άσκσης Sf < K και ασκεί το δικαίωμα του μόλις η τιμή της
μετοχής
S(t) = S(0) exp
(
σW (t) +
(
r − 1
2
σ2
)
t
)
(1.40)
piέσει κάτω αpiό το εpiίpiεδο αυτό. Αν η αρχική τιμή της μετοχής είναι κάτω αpiό
το εpiίpiεδο Sf τότε ο κάτοχος του δικαιώματος αυτού ασκεί αμέσως το δικαίω-
μα του (στον χρόνο 0). Η τιμή του δικαιώματος στην piερίpiτωση αυτή θα είναι
PSf (S(0)) = K − S(0). Αν η τιμή της μετοχής είναι piάνω αpiό το εpiίpiεδο αυτό
τότε ο κάτοχος του ασκεί το δικαίωμα στον χρόνο στάσης
τSf = min {t ≥ 0 : S(t) = Sf}
Στον χρόνο άσκησης του δικαιώματος το αέναο δικαίωμα piώλησης καταβάλλει
K − S(τSf ) = K − Sf . Συνεpiώς η τιμή του δικαιώματος θα είναι:
PSf (S(0)) = (K − Sf )EQ
[
e−rτSf
]
για S(0) ≥ Sf
Λήμμα 1.5. Η PSf (x) δίνεται αpiό τη σχέση:
PSf (x) =
K − x 0 ≤ x ≤ Sf(K − Sf )( xSf )− 2rσ2 x ≥ Sf (1.41)
Για την αpiόδειξη θα χρειαστούμε το ακόλουθο Θεώρημα:
Θεώρημα 1.8. ΄Εστω W (t) κίνηση Brown κάτω αpiό το μέτρο Q, µR και m
ένας θετικός αριθμός. Ορίζουμε:
X(t) = µt+W (t)
και τm χρόνος στάσης
τm = min {t ≥ 0 : X(t) = m}
Τότε:
EQ
[
e−λτm
]
= e−m(−µ+
√
µ2+2λ) ∀λ ≥ 0 (1.42)
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Για την αpiόδειξη του θεωρήματος 1.8 piαραpiέμpiουμε στο [30]
Αpiόδειξη. Αpiό την (1.41) έχουμε για x = Sf τότε τSf = 0 και συνεpiώς
PSf (x) = K − Sf . Στην piερίpiτωση όpiου S(0) = x > Sf ο χρόνος στάσης τSf
θα είναι η piρώτη φορά όpiου η μετοχή
S(t) = x exp
(
σW (t) +
(
r − 1
2
σ2
))
φθάσει στο εpiίpiεδο Sf . Η S(t) = Sf αν και μόνο αν
−W (t)− 1
σ
(
r − 1
2
σ2
)
t =
1
σ
log
(
x
Sf
)
εφαρμόζουμε το Θεώρημα 1.8 με −W (t) − 1σ
(
r − 12σ2
)
t αντί της X(t), r = λ,
µ = − 1σ
(
r − 12σ2
)
και m = 1σ log
(
x
L
)
συνεpiώς θα έχουμε:
−µ+ 2λ = 1
σ2
(
r2 − rσ2 + 1
4
σ4
)
+ 2r
=
1
σ2
(
r2 + rσ2 +
1
4
σ4
)
=
1
σ2
(
r +
1
2
σ2
)2
Συνεpiώς
−µ+
√
µ2 + 2λ =
1
σ
(
r − 1
2
σ2
)
+
1
σ
(
r +
1
2
σ2
)
=
2r
σ
Αpiό την (1.42) θα έχουμε:
EQ
[
e−rτSf
]
= exp
(
− 1
σ
log
(
x
Sf
)
2r
σ
)
=
(
x
Sf
)− 2r
σ2
Για την αντίστοιχη piρόωρη άσκηση καταλήξαμε PSf (x) = (K − Sf )S
2r
σ2
f για
x > Sf . Αναζητούμε ένα Sf∗ τέτοιο ώστε να μεγιστοpiοιεί την τιμή του Sf για
σταθερό x. Ορίζουμε:
g(Sf ) = (K − Sf )S
2r
σ2
f (1.43)
Παρατηρούμε ότι g(0) = 0 και limSf→∞ g(Sf ) = −∞. Εpiιpiλέον
g′(Sf ) = −S
2r
σ2
f +
2r
σ2
(K − Sf )S
2r
σ2
f
=
2r + σ2
σ2
S
2r
σ2
f +
2r
σ2
KS
2r
σ2
−1
f
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Συνεpiώς
=
2r + σ2
σ2
S
2r
σ2
f +
2r
σ2
KS
2r
σ2
−1
f = 0
και λύνωντας ως piρος Sf η piρόωρη άσκηση για το αέναο Αμερικάνικο δικαίωμα
piώλησης θα δίνεται αpiο την ακόλουθη σχέση:
Sf∗ =
2r
2r + σ2
K (1.44)
Εpiιpiλέον
g(Sf∗) =
σ2
2r + σ2
(
2r
2r + σ2
) 2r
σ2
K
2r+σ2
σ2 (1.45)
1.4 Τα Greeks
Στην ενότητα αυτή θα piαρουσιάσουμε τα Greeks. Τα Greeks είναι χρήσιμα για την
αντιστάθμιση κινδύνου του piαραγώγου μας. Κάθε ένα αpiό τα Greeks μετράει τον
αντίστοιχο κίνδυνο piου εpiιφέρει μία μεταβολή των χαρακτηριστικών του υpiοκείμε-
νου piροϊόντος (τιμή υpiοκείμενου piροϊόντος, τιμή άσκησης, εpiιτόκιο r, διακύμανση
σ). Οι αλλαγές αυτές των χαρακτηριστικών χωρίζονται σε δύο κατηγορίες:
1. Μεταβολή της τιμής του piαραγώγου V ως piρος την μεταβολή της τιμής του
υpiοκείμενου piροϊόντος.
2. Μεταβολή της τιμής του piαραγώγου V ως piρος την μεταβολή των piαραμέ-
τρων r,σ του piαραγώγου μας.
και εισάγουμε τις ακόλουθες έννοιες:
• ∆ = ∂V∂S (Delta)
• Γ = ∂V∂S2 (Gamma)
• Θ = ∂V∂t (Theta)
• ρ = ∂V∂r (rho)
• V = ∂V∂σ (vega)
΄Οpiου τα piρώτα τρία ανήκουν στην piρώτη κατηγορία και τα υpiόλοιpiα ανήκουν
στην δέυτερη κατηγορία.
1.4.1 Delta
Το Delta (∆) ορίζεται ως ο λόγος της μεταβολής της τιμής του piαραγώγου piου
εpiέρχεται αpiο μία αλλαγή της τιμής του υpiοκείμενου piροϊόντος. Είναι η κλίση
της καμpiύλης piου συνδέει την τιμή του piαραγώγου με την αντίστοιχη τιμή του
υpiοκείμενου piροϊόντος. Παραδείγματος χάριν, υpiοθέτουμε ότι η τιμή του delta
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Σχήμα 1.4: ͺΥpiολογισμός του Delta
για ένα Ευρωpiαϊκό διακαίωμα αγοράς είναι 0.6, αυτό σημαίνει ότι μικρή μεταβο-
λή της τιμής του υpiοκείμενου piροϊόντος εpiιφέρει 60% μεταβολή στην τιμή του
Ευρωpiαϊκού διακαιώματος αγοράς. Το ∆ για ένα διακαίωμα αγοράς ορίζέται ώς:
∆ =
∂C
∂S
και αντίστοιχα για το δικαίωμα piώλησης:
∆ =
∂P
∂S
Δεδομένου ότι τα Ευρωpiαικά piαράγωγα έχουν αναλυτική λύση, είναι λογικό
το Delta και τα υpiόλοιpiα Greeks να υpiολογίζονται αναλυτικά για τα Ευρωpiαϊκά
piαράγωγα.
Συνεpiώς για το Ευρωpiαϊκό δικαίωμα αγοράς (χωρίς καταβολή μερισμάτων στο
υpiοκείμενο piροϊόν) θα έχουμε:
∆(Call) = N(d1) (1.46)
όpiου d1 ορίζεται στο (1.4) και N δίνεται αpiό την (1.7). Η (1.46) έυκολα μpiορεί
να αpiοδειχθεί αφού, για την piεριpiτωση του Ευρωpiαϊκού Δικαιώματος Αγοράς θα
έχουμε:
∂C
∂x
(x, t) =
∂
∂x
(xN(
log(x/K) + (r + σ
2
2 )(T − t)
σ
√
T − t ))−KN(
log(x/K) +
(
r − σ22
)
(T − t)
σ
√
T − t )
= x
∂
∂x
N
(
log(x/K) + (r + σ
2
2 )(T − t)
σ
√
T − t
)
−K ∂
∂x
N
 log(x/K) +
(
r − σ22
)
(T − t)
σ
√
(T − t)

+N
(
log(x/K) + (r − σ22 )(T − t)
σ
√
T − t
)
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=
1√
2piσ
√
T − t exp
−1
2
 log(x/K) +
(
r + σ
2
2
)
(T − t)
σ
√
T − t
2

− K√
2piσx
√
T − t exp
−1
2
 log(x/K) +
(
r − σ22
)
(T − t)
σ
√
T − t
2

+N
(
log(x/K) + (r − σ2/2)(T − t)
σ
√
T − t
)
= N
(
log(x/K) + (r − σ2/2)(T − t)
σ
√
T − t
)
Στην piερίpiτωση καταβολής μερισμάτων θα έχουμε:
∆(Call) = e−qTN(d1)
όpiου q το αντίστοιχο μέρισμα.
Αντίστοιχα για το Ευρωpiαϊκό δικαίωμα piώλησης, αpiό την σχέση μεταξύ δικαιώ-
ματος αγοράς και piώλησης θα έχουμε:
Call − Put = S −Ke−rt
΄Αρα
∆(Call)−∆(Put) = 1
Συνεpiώς
∆(Put) = N(d1)− 1
και στην piερίpiτωση καταβολής μερισμάτων:
∆(Put) = e−qT [N(d1)− 1]
Στα Σχήματα 1.5, 1.6 piαρουσιάζουμε το delta για το Ευρωpiαϊκό δικαίωμα
αγοράς και αντίστοιχα για το Ευρωpiαϊκό δικαίωμα piώλησης για S = 5, r = 0.01,
T = 5/12 και σ = 0.3. . Τέλος αpiό το Σχήμα 1.6 piαρατηρούμε ότι το delta
είναι αρνητικό. Αυτό σημαίνει ότι στην θετική θέση (long position) η αντίστοιχη
αντιστάθμιση του κινδύνου για το piαράγωγο μας θα piρέpiει να γίνει αντίστοιχα στη
θετική θέση για το υpiοκείμενο piροϊόν, όμοια και στην piερίpiτωση της αρνητικής
θέσης (short position).
1.4.2 Theta
Το Theta(Θ) ενός piαραγώγου V είναι ο δείκτης μεταβολής της τιμής του piαρα-
γώγου ως piρος το χρόνο. Το Theta συχνά αναφέρεται ως η μείωση του χρόνου
άσκησης του piαραγώγου, όσο piερνάει ο χρόνος η δυνατότητα άσκησης του δι-
καιώματος μειώνεται. Ορίζεται ως:
Θ =
∂V
∂T
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Σχήμα 1.5: Το Delta Greek για το Ευ-
ρωpiαϊκό Δικαίωμα Αγοράς
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Σχήμα 1.6: ΤοDelta Greek για το
Ευρωpiαϊκό Δικαίωμα Πώλησης
Για το Ευρωpiαϊκό δικαίωμα αγοράς θα έχουμε:
Θ(Call) =
−S0N ′(d1)σ
2
√
T
− rKe−rTN(d2)
όpiου:
N ′(x) =
1√
2pi
e−
x2
2
όpiου τα d1, d2 ορίζονται αpiό τις (1.4), (1.5) αντίστοιχα.
Ομόια για το Ευρωpiαϊκό δικαίωμα piώλησης αpiό την συνθήκη μεταξύ δικαιώματος
αγοράς και piώλησης θα έχουμε:
Θ(Call)−Θ(Put) = rKe−rT
Θ(Put) =
−S0N ′(d1)σ
2
√
T
+ rKe−rTN(−d2)
Στην piερίpiτωση καταβολής μερισμάτων στο υpiοκείμενο piροϊόν θα έχουμε:
Θ(Call) =
−S0N ′(d1)σe−qT
2
√
T
+ qS0N(d1)e
−qT − rKe−rTN(d2)
και
Θ(Put) =
−S0N ′(d1)σe−qT
2
√
T
− qS0N(−d1)e−qT + rKe−rTN(−d2)
Το Γράφημα του Theta για το Ευρωpiαϊκό δικαίωμα piώλησης είναι ίδιο με αυτό
του δικαιώματος αγοράς. Αpiό το Σχήμα 1.7 piαρατηρούμε ότι το Θ είναι piάντα
αρνητικό.
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Σχήμα 1.7: Το Theta Greek για το Ευρωpiαϊκό Δικαίωμα Αγοράς
1.4.3 Gamma
Το Gamma ενός piαραγώγου είναι ο δείκτης μεταβολής του Delta ως piρος την
τιμή του υpiοκείμενου piροϊόντος. Είναι δηλαδή η δευτερη piαράγωγος της τιμής
του piαραγώγου ως piρος το υpiοκείμενο piροϊόν:
Γ =
∂2V
∂S2
Αν το Gamma είναι μεγάλο τότε το Delta θα είναι αρκετά ευμετάβλητο ως piρος τις
μεταβολές του υpiοκείμενου piροϊόντος και συνεpiώς θα λάβουμε μεγάλο ρίσκο αν
δεν piραγματοpiοιήσουμε αλλαγές στα χαρακτηριστικά του piαραγώγου μας (piχ αλ-
λαγή της τιμής ασκήσεως του piαραγώγου μας). Στη piερίpiτωση όpiου το Gamma
είναι μικρό το ρίσκο μας είναι μικρό και αντίστοιχες μεταβολές των χαρακτηριστι-
κών του piαραγώγου μας δε θα γίνονται συχνά.
Για το Ευρωpiαϊκό δικαίωμα αγοράς το Gamma θα δίνεται αpiό την ακόλουθη σχέ-
ση:
Γ(Call) =
N ′(d1)
S0σ
√
T
και αντίστοιχα στην piερίpiτωση καταβολής μερισμάτων για το υpiοκείμενο piροϊόν
θα έχουμε:
Γ(Call) =
N ′(d1)e−qT
S0σ
√
T
Τέλος η τιμή του Gamma για το Ευρωpiαϊκό δικαίωμα piώλησης θα είναι ίδια
με αυτή του δικαιώματος αγοράς.
1.4.4 Σχέση μεταξύ των Greeks
Τέλος είναι σημαντικό να αναφέρουμε τη σχέση μεταξύ των Delta, Gamma, και
Theta με χρήση της εξίσωσης Black Scholes Αpiό την εξίσωση Black Scholes
27
1.4. ΤΑ GREEKS
1 2 3 4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
Gamma for European Call 
Spot Price
G
am
m
a 
Σχήμα 1.8: Το Gamma Greek για το Ευρωpiαϊκό Δικαίωμα Πώλησης
έχουμε:
∂V
∂t
+ rS
∂V
∂S
+
1
2
σ2S2
∂2V
∂S2
= rV
και αφού ∆ = ∂V∂S , Θ =
∂V
∂t και Γ =
∂2V
∂S2 έpiεται ότι:
Θ + rS∆ +
1
2
σ2S2Γ = rV (1.47)
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Κεφάλαιο 2
Η Εξίσωση Black-Scholes
και η Εξίσωση της
Θερμότητας
Στο κεφάλαιο αυτό θα piεριγράψουμε τον κατάλληλο μετασχηματισμό για το Ευρω-
piαϊκο και το Αμερικάνικο piαράγωγο στην έξισωση της θερμότητας. Το μετασχη-
ματισμό αυτό θα τον χρησιμοpiοιήσουμε για την διακριτοpiοίηση και την τιμολόγηση
των Αμερικάνικων και Ευρωpiαϊκών piαραγώγων. ΄Οpiως θα δούμε η μετασχημα-
τισμένη εξίσωση θερμότητας έχει ακριβώς την ίδια αναλυτική λύση με αυτήν της
αναλυτικής λύσης για το Ευρωpiαϊκό piαράγωγο της Black and Scholes εξίσωσης
η οpiοία δίνεται στο Παράρτημα Αʹ.
2.1 Η Εξίσωση της Θερμότητας και το Ευ-
ρωpiαϊκο Παράγωγο
Στην ενότητα αυτή θα piεριγράψουμε τον μετασχηματισμό της εξίσωσης Black and
Scholes στην εξίσωση της θερμότητας. Θα ξεκινήσουμε με το Ευρωpiαϊκό δικαίωμα
αγοράς (European Call Option).
Η εξίσωση Black and Scholes για το piαράγωγο αυτό C(S, t) δίνεται ως ακο-
λούθως:
∂C
∂t
+
1
2
σ2S2
∂2C
∂S2
+ rS
∂C
∂S
− rC = 0 (2.1)
Με αντίστοιχες συνοριακές συνθήκες:
C (t, 0) = 0, για S → 0
C (t, S) ∼ S για S →∞
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2.1. Η ΕΞΙΣΩΣΗ ΤΗΣ ΘΕΡΜΟΤΗΤΑΣ ΚΑΙ ΤΟ ΕΥΡΩΠΑϊΚΟ ΠΑΡΑΓΩΓΟ
και αντίστοιχη τελική συνθήκη:
C (T, S) = max (0, S −K)
θα μετασχηματίσουμε την (2.1) στην εξίσωση της θερμότητας. Αρχικά θα
piρέpiει να αpiοδεσμευτούμε αpiό του όρους S και S2, με σκοpiό να οδηγηθούμε στην
αδιάστατη εξίσωση της θερμότητας. Με χρήση των ακόλουθων μετασχηματισμών:
S = Kex (2.2)
t = T − τ
2
σ2 (2.3)
C (t, S) = Kv (τ, x) (2.4)
οδηγούμαστε στην εξίσωση:
∂v
∂τ
=
∂2v
∂x2
+ (k − 1) ∂v
∂x
− kv (2.5)
με k = r/ 12σ
2
και αντίστοιχη αρχική συνθήκη:
v (0, x) = max (0, ex − 1)
Η εξίσωση (2.5) με μία αpiλή αλλαγή μεταβλητών οδηγούμαστε στην εξίσωση της
θερμότητας:
v = eax+bτy (τ, x) (2.6)
για κάpiοιες σταθερές a,b τις οpiοίες και θα αναζητήσουμε. Αpiό την piαραγώγιση
της (2.6) και αντικαθιστώντας την (2.5) έχουμε:
by +
∂y
∂τ
= a2y + 2a
∂y
∂x
+
∂2y
∂x2
+ (k − 1)
(
ay +
∂y
∂x
)
− ky
αpiό την ισότητα piολυωνύμων για τους όρους y, ∂y∂x θα έχουμε:
b = a2 + (k − 1) a (2.7)
0 = 2a+ (k − 1) (2.8)
piροκύpiτει ότι:
a = − 12 (k − 1) και b = − 14 (k + 1)2
Συνεpiώς θα έχουμε:
v = e−
1
2 (k−1)x− 14 (k+1)2τy (τ, x) (2.9)
όpiου:
∂y
∂τ
=
∂2y
∂x2
για −∞ < x <∞ (2.10)
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και αρχική συνθήκη
y (0, x) = y0(x) = max
(
0, e
1
2 (k+1)x − e 12 (k−1)x
)
(2.11)
Η λύση για την (2.10) δίνεται αpiό την:
y (τ, x) =
1
2
√
piτ
ˆ +∞
−∞
yo (s) e
− (x−s)24τ ds (2.12)
οpiου y0 δίνεται αpiό την (2.11)
Αpiομένει ο υpiολογισμός του ολοκληρώματος (2.12)
Κάνοντας την αλλαγή μεταβλητών x′ = (s−x)√
2t
έχουμε:
y (τ, x) =
1√
2pi
ˆ +∞
−∞
y0
(
x
′√
2τ + x
)
e−
1
2x
′2dx
′
(2.13)
=
1√
2pi
ˆ +∞
− x√
2τ
e
1
2 (k+1)(x+x
′√2τ)e−
1
2x
′2
dx′
− 1√
2pi
ˆ +∞
− x√
2t
e
1
2 (k−1)(x+x′
√
2t)e−
1
2x
′2
dx′
= I1 − I2
Για το piρώτο ολοκλήρωμα I1 θα έχουμε:
I1 =
1√
2pi
ˆ +∞
− x√
2τ
e
1
2 (k+1)(x+x
′√2τ)− 12x′2dx
=
e
1
2 (k+1)x√
2pi
ˆ +∞
− x√
2τ
e
1
4 (k+1)
2τe−
1
2 (x
′− 12 (k+1)
√
2τ)
2
dx′
=
e
1
2 (k+1)x+
1
4 (k+1)
2τ
√
2pi
ˆ +∞
−x√2τ− 12 (k+1)
√
2τ
e−
1
2ρ
2
dρ
= e
1
2 (k+1)x+
1
4 (k+1)
2τN(d1)
όpiου:
d1 =
x√
2τ
+
1
2
(k + 1)
√
2τ
και
N(d1) =
1√
2pi
ˆ d1
−∞
e−
1
2 s
2
ds
Αντίστοιχα για το δέυτερο ολοκλήρωμα I2 θα έχουμε:
I2 =
1√
2pi
ˆ +∞
− x√
2τ
e
1
2 (k−1)(x+x′
√
2τ)e−
1
2x
′2
dx =
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2.2. ΚΑΜΠΥΛΗ ΕΛΕΥΘΕΡΟΥ ΣΥΝΟΡΟΥ ΚΑΙ ΤΟ ΑΜΕΡΙΚΑΝΙΚΟ
ΔΙΚΑΙΩΜΑ ΠΩΛΗΣΗΣ
e
1
2 (k−1)x√
2pi
ˆ +∞
− x√
2τ
e
1
4 (k−1)2τe−
1
2 (x
′− 12 (k−1)
√
2τ)
2
dx′
=
e
1
2 (k−1)x+ 14 (k−1)2τ√
2pi
ˆ +∞
− x√
2τ
− 12 (k−1)
√
2τ
e−
1
2ρ
2
dρ
= e
1
2 (k−1)x+ 14 (k−1)2τN(d2)
όpiου
d2 =
x√
2τ
+
1
2
(k − 1)
√
2τ
και
N(d2) =
1√
2pi
ˆ d2
−∞
e−
1
2 s
2
ds
έτσι λοιpiόν έχουμε:
v (τ, x) = e−
1
2 (k−1)x− 14 (k+1)2τy (τ, x)
για x = log
(
S
K
)
, τ = 12σ
2 (T − t), C = Kv (τ, x) Συνεpiώς για το Ευρωpiαϊκό
διακαίωμα αγοράς
C (t, s) = SN(d1)−Ke−r(T−t)N(d2)
΄Οpiου:
d1 =
log
(
S
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
(T − t)
d2 =
log
(
S
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
(T − t)
Αντίστοιχα το Ευρωpiαϊκό δικαίωμα piώλησης, μpiορεί εύκολα να τιμολογηθεί κά-
νοντας χρήση της σχέσης ανάμεσα στο δικαίωμα αγοράς και δικαίωμα piώλησης
(Put-Call Parity Formula) η οpiοία ισχύει για οpiοιοδήpiοτε τύpiο piαραγώγου.
Συνεpiώς θα έχουμε:
C − P = S −Ke−r(T−t)
P (t, S) = Ke−r(T−t)N (−d2)− SN(−d1)
2.2 Καμpiύλη Ελέυθερου Συνόρου και το Α-
μερικάνικο Δικαίωμα Πώλησης
Πρωτού αναpiτύξουμε το Αμερικάνικο piαράγωγο ως γραμμικό συμpiληρωματικό
piρόβλημα (Linear Complementarity Problem), θα piαρουσιάσουμε το ελεύθερο
σύνορο το οpiοίο είναι μέρος του piροβλήματος για την τιμολόγηση των Αμερικα-
νικών δικαιωμάτων. ΄Οpiως έχουμε αναφέρει το Αμερικάνικο piαράγωγο ασκείται
σε οpiοιαδήpiοτε χρονική στιγμή. Συνεpiώς piέρα αpiό την βέλτιστη αξία μας εν-
διαφέρει και ο βέλτιστος χρόνος άσκησης του δικαιώματος. Υpiοθέτουμε ότι το
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Σχήμα 2.1: Το Αμερικάνικο Δικαίωμα Πώλησης
υpiοκείμενο piροϊον δεν αpiοδίδει μερίσματα στον κάτοχο του συμβολαίου, για το
λόγο αυτό θα αναφερθούμε μόνο στην piερίpiτωση του Αμερικάνικου διακαιώματος
piώλησης (American Put Option) αφού στο piροηγούμενο κεφάλαιο piαρουσιάσα-
με ότι στην piερίpiτωση του Αμερικάνικου δικαιώματος αγοράς για το οpiοίο στο
υpiοκείμενο piροϊόν δεν υpiάρχουν μερίσματα τότε το piαράγωγο αυτό έχει την ίδια
αξία με αυτή του Ευρωpiαϊκού διακαίωματος αγοράς και ο αντίστοιχος βέλτιστος
χρόνος άσκησης του piαραγώγου είναι στον χρόνο ωρίμανσης T όpiως ακριβώς και
στην piερίpiτωση του Ευρωpiαϊκου. Εpiιpiλέον όpiως έχουμε αναφέρει το ελέυθερο
σύνορο ή αλλίως καμpiύλη piρόωρης άσκησης του piαραγώγου Sf (t), είναι ένας χρό-
νος στάσης και χωρίζει το χωρίο μας σε δύο piεριοχές. Στην piεριοχή άσκησης του
piαραγώγου και στην piεριοχή αναμονής όpiου ο κατοχός του συμβολαίου αναμένει
και δεν ασκεί το δικαίωμα του. Συνεpiώς ο κάτοχος του συμβολαίου θα piρέpiει
να ακολουθήσει μια στρατηγική για το piότε θα ασκήσει το δικαίωμα αγοράς ή
piώλησης
Για το δικαίωμα αγοράς
Αν S < Sf (t) Περιμένουμε και δεν αγοράζουμε το piαράγωγο,
Διαφορετικά αν S ≥ Sf (t) ασκούμε αμέσως το δικαίωμα
Αντίστοιχα για το δικαίωμα piώλησης θα έχουμε:
Αν S ≤ Sf (t) ασκούμε το δικαίωμα,
Διαφορετικά αν S > Sf (t) piεριμένουμε και δεν piουλάμε το piαράγωγο
Για τον υpiολογισμό του ελεύθερου συνόρου Sf (t) χρειαζόμαστε μία εpiιpiλέον
συνθήκη, η οpiοία δίνεται αpiό την σχέση
∂P
∂S
(t, Sf (t)) = −1
Η μοναδικότητα της piροηγούμενης σχέσης αpiοδεικνύεται εύκολα λόγω της γε-
ωμετρίας του piροβλήματος. Πιο συγκεκριμένα, η μερική piαράγωγος του δικαί-
ωματος piώλησης ως piρος το υpiοκείμενο piροϊόν δεν μpiορεί να είναι μικρότερη
του -1 δηλαδή ∂P∂S < −1 αφού στην piερίpiτωση αυτή η P (S, t) θα είναι κά-
τω αpiό την συνάρτηση αpiοpiληρωμής το οpiοίο είναι άτοpiο αφού εξ ορισμού ι-
σχύει ότι P (t, S) ≥ max (0,K − S). ΄Ομοια αpiορρίpiτεται και η piερίpiτωση για
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∂P
∂S > −1 αφού στην piερίpiτωση αυτή η P (t, S) δε θα λαμβάνει την μέγιστη τιμή
της P (t, S) ≥ max (0,K − S). Για piερισσότερες λεpiτομέρειες piαραpiέμουμε στο
[3].
Συνεpiώς για το Αμερικάνικο δικαίωμα piώλησης θα έχουμε:
P (t, Sf ) = K − Sf (t)
και
∂P
∂S
(t, Sf (t)) = −1
το ελεύθερο σύνορο θα έχει κάτω φράγμα
Sf (t) >
λ1
λ1 − 1K
όpiου
λ1 =
1
σ2
{
−(r − d− σ
2
2
)−
√
(r − d− σ
2
2
)2 + 2σr
}
και dτο αντίστοιχο μέρισμα, και άνω φράγμα
Sf (t) lim
t→T−
Sf (t) = min(K,
r
d
K)
Για την αpiόδειξη piαραpiέμpiουμε στο [2](Παράρτημα Α). Αντίστοιχα για το Αμερι-
κάνικο δικαίωμα αγοράς
C (t, Sf ) = Sf (t)−K
και
∂C
∂S
(t, Sf (t)) = 1
στην piερίpiτωση αυτή το αντίστοιχο κάτω φράγμα για το ελευθέρο σύνορο θα είναι:
Sf (t) <
λ2
λ2 − 1K
όpiου
λ2 =
1
σ2
{
−(r − d− σ
2
2
) +
√
(r − d− σ
2
2
)2 + 2σr
}
και αντίστοιχα άνω φράγμα
lim
t→T−
Sf (t) > max(K,
r
d
K)
Θεώρημα 2.1. ΄Εστω Γ = {Sf := Sf (t), (0 ≤ t ≤ T )} η piεριοχή της piρόωρης
άσκησης τότε{
Sf (t) είναι μονοτονικά μη φθίνουσvα (για το δικαίωμα piώλησvης)
Sf (t) είναι μονοτονικά μη αύξουσvα (για το δικαίωμα αγοράς)
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Αpiόδειξη. Θα αpiδείξουμε την piερίpiτωση του δικαιώματος piώλησης, όμοια με
χρήση της put call parity είναι και η αpiόδειξη για το δικαίωμα αγοράς.
Υpiοθέτουμε αρχικά ότι η Sf (t) δεν είναι μονοτονικά μία μη φθίνουσα τότε, θα
υpiάρχουν 0 ≤ t1 ≤ t2 ≤ T τέτοια ώστε
Sf (t1) > Sf (t2)
και στο t = t2 τότε
{0 ≤ Sf ≤ Sf (t2), t = t2} S (piεριοχή αναμονής)
Αντίστοιχα
{Sf (t2) < Sf <∞, t = t2} K (piεριοχή άσvκησvης)
αντίστοιχα (t2, Sf (t1))C
΄Ομως αφού (t1, Sf (t1))Γ, συνεpiως
P (t1, Sf (t1)) = (K − Sf (t1))+
Εpiομένως όταν t2 > t1
P (t2, Sf (t1)) > P (t1, Sf (t1))
το οpiοίο αντικρούει με το (1.27). Συνεpiώς η καμpiύλη piρόωρης άσκησης είναι
μονοτονικά μία μή φθίνουσα συνάρτηση.
2.3 Το Αμερικάνικο Δικαίωμα Πώλησης και
το Γραμμικό Συμpiληρωματικό Πρόβλημα
Στην ενότητα αυτή θα piαρουσιάσουμε την μορφή piου θα έχει το piρόβλημα της
τιμολόγησης των Αμερικάνικων piαραγώγων με χρήση της εξίσωσης της θερμότη-
τας piου αναφέραμε σε piροηγούμενη ενότητα.
Πρωτού δώσουμε την μορφή του Αμερικάνικου piαραγώγου ως γραμμικό συμpiλη-
ρωματικό piρόβλημα είναι σημαντικό να αναφέρουμε το piρόβλημα του εμpiοδίου και
την αντίστοιχη συνάρτηση εμpiοδίου (obstacle function) η οpiοία στην piερίpiτωση
των Αμερικάνικων piαραγώγων είναι η συνάρτηση αpiοpiληρωμής.
Θεωρούμε το ακόλουθο piρόβλημα εμpiοδίου ΄Εστω g(x) η αντίστοιχη συνάρτη-
ση ελέυθερου εμpiοδίου (obstacle function) για την οpiοία ισχύει g(x) > 0 για
a < x < β, g C2 με g′′ (x) < 0 και g(−1) < 0, g(1) < 0. Πάνω αpiό τη συ-
νάρτηση g υpiάρχει η συνάρτηση u η οpiοία εφάpiτεται της g ανάμεσα στα σημεία a
και β. Οι τιμές των a και β είναι αρχικά άγνωστες. Το piρόβλημα αυτό είναι το
αpiλούστερο piρόβλημα ελεύθερου συνόρου.
Σκοpiός μας είναι να εpiαναδιατυpiώσουμε το piρόβλημα του εμpiοδίου με τρόpiο ώστε
οι συνοριακές συνθήκες a και β να μην εμφανίζονται αρχικά στο piρόβλημα μας.
Η συνάρτηση u βλέpiε Σχήμα 2.2 για u C1 [−1, 1] οριζέται ως ακολούθως
Για
−1 < x < a u′′ = 0 (u > g)
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Σχήμα 2.2: Το Αpiλό piροβλήμα εμpiοδίου
Για
a < x < β u = g (u′′ = g′′ < 0)
Τέλος για
β < x < 1 u′′ = 0 (u > g)
Συνεpiώς καταλήγουμε:
Αν
u > g τότε u′′ = 0
Αν
u = g τότε u′′ < 0
Σε αναλογία με το αpiλό piρόβλημα του ελεύθερου συνόρου οδηγούμαστε στο
piρόβλημα του Αμερικάνικου διακιώματος piώλησης ως γραμμικό συpiμpiληρωματικό
piρόβλημα.
Θεώρημα 2.2. Το Αμερικάνικο Δικαίωμα Πώλησης ικανοpiοιεί το ακόλουθο
γραμμικό συμpiηρωματικό piροβλήμα:
∂P
∂t
+
σ2
2
S2
∂2P
∂S2
+ rS
∂P
∂S
− rP ≤ 0 σvτο R+ × [0, T ), (2.14)
P (t, S) ≥ (K − S)+ σvτο R+ × [0, T ) (2.15)(
∂P
∂t
+
σ2
2
S2
∂2P
∂S2
+ rS
∂P
∂S
− rP
)(
P − (K − S)+) = 0 σvτο R+ × [0, T )
(2.16)
με συνοριακές συνθήκες
P (T, 0) = K για S → 0
lim
S→∞
P (t, S) = 0
και τελική συνθήκη
P (T, S) = (K − S)+
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Για την αpiόδειξη piαραpiέμpiουμε στο [32].
Με χρήση ανάλογων μετασχηματισμών piου piαρουσιάσαμε στην Ενότητα 2.1 ο-
δηγούμαστε:
∂y
∂t
=
∂2y
∂x2
για PAm(t, S) > (K − S)+
Εισάγοντας και τη συνθήκη για το Αμερικάνικο δικαίωμα piώλησης θα έχουμε:
PAm (t, S) ≥ (K − S)+ = K max {0, 1− ex}
Το οpiοίο μας οδηγεί στην ανισότητα:
y (τ, x) ≥ exp
{
1
2
(k − 1)x+ 1
4
(k + 1)
2
τ
}
max {0, 1− ex}
= exp
{
1
4
(k + 1)
2
τ
}
max
{
0, (1− ex) e 12 (k−1)x
}
= exp
{
1
4
(k + 1)
2
τ
}
max
{
0, e
1
2 (k−1)x − e 12 (k+1)x
}
= g (τ, x) (2.17)
Συνεpiώς το Αμερικάνικο δικαίωμα piώλησης μpiορεί να γραφτεί στην μορφή του
γραμμικού συμpiληρωματικού piροβήματος ως ακολούθως:(
∂y
∂τ
− ∂
2y
∂x2
)
(y − g) = 0 (2.18)
∂y
∂τ
− ∂
2y
∂x2
≥ 0, y − g ≥ 0 (2.19)
με αντίστοιχη αρχική συνθήκη:
y (0, x) = g (0, x) 0 ≤ τ ≤ 1
2
σ2T (2.20)
και αντίστοιχες συνοριακές συνθήκες:
lim
x→±∞ y(τ, x) = limx→±∞ g(τ, x)
Το piρόβλημα του piροσδιορισμού του ελεύθερου συνόρου-της piρόωρης ασκήσης
του δικαιώματος εντάσσεται αpiευθείας στην ανωτέρω μορφή.
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Κεφάλαιο 3
Πεpiερασμένες Διαφορές
για το Αμερικάνικο
Παράγωγο
Με βάση τον μετασχηματισμό του Ευρωpiαϊκού και Αμερικάνικου piαραγώγου στην
εξίσωση της θερμότητας, ειμαστε έτοιμοι να τιμολογήσουμε αυτού του είδους τα
piαράγωγα, διακριτοpiοιώντας με κατάλληλες αρχικές και συνοριακές συνθήκες την
εξίσωση θερμότητας. Στο κεφάλαιο αυτό θα piαρουσιάσουμε τον τρόpiο διακριτο-
piοίησης αυτών των piαραγώγων με χρήση της μεθόδου των Πεpiερασμένων Δια-
φορών.
3.1 Διακριτοpiοίηση της Εξίσωσης της Θερ-
μότητας με Χρήση Πεpiερασμένων Δια-
φορών
Στην ενότητα αυτή θα piεριγράψουμε τη διακριτοpiοίηση της εξίσωσης της θερμό-
τητας.
Θεωρούμε την εξίσωση της θερμότητας:
∂y
∂τ
=
∂2y
∂x2
a ≤ x ≤ b (3.1)
για κάpiοια αρχική συνθήκη y0 και αντίστοιχες συνοριακές συνθήκες και αντίστοι-
χες συνοριακές συνθήκες y(τ, a) = y(τ, b) = 0
Η ιδέα των piεpiερασμένων διαφορών είναι να αντικαταστήσουμε τις μερικές piα-
ραγώγους με κατάλληλες piροσεγγίσεις αpiό χρήση της σειράς Taylor Με χρήση
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της σειράς Taylor θα έχουμε:
∂y
∂τ
(τ, x) = lim
∆τ→0
y (τ + ∆τ, x)− y (τ, x)
∆τ
Υpiοθέτοντας τώρα ότι το 4τ είναι αρκετά μικρό καταλήγουμε:
∂y
∂τ
(τ, x) =
y (τ + ∆τ, x)− y (τ, x)
∆τ
+O (∆τ) (3.2)
Ο όρος O(∆τ) piροέρχεται αpiο τη χρήση του αναpiτύγματος Taylor, και για την
συγκέκριμενη piροσέγγιση αντιστοιχεί στο αντίστοιχο σφάλμα διακριτοpiοίησης. Η
μέθοδος αυτή καλείται piρος τα εμpiρός διαφορά. Αντίστοιχα τώρα μια εναλλακτική
piροσέγγιση της μερικής piαραγώγου ως piρος τον χρόνο ∂y∂τ γίνεται ως ακολούθως:
∂y
∂τ
(τ, x) =
y(τ, x)− y(τ −∆τ, x)
∆τ
+O(∆τ) (3.3)
Η μέθοδος αυτή καλείται ως piρος τα piίσω διαφορά. Παρατηρούμε ότι η piροσεγ-
γίση αυτή έχει την ίδια τάξη σφάλματος με αυτή της piρος τα εμpiρός διαφορά.
Ενναλακτικά καλύτερη τάξη σφάλματος μpiορεί να εpiιτευχθεί με χρήση κεντρικών
διαφορών ως ακολούθως:
∂y
∂τ
(τ, x) =
y(τ + ∆τ, x) + y (t−∆τ, x)
2∆τ
+O
(
(∆τ)
2
)
(3.4)
Παρατηρούμε ότι στην piροσέγγιση αυτή η αντίστοιχη τάξη σφάλματος είναιO(∆τ2).
Ωστόσο η χρήση της (3.4) σε piολλές εφαρμογές δίνει κακά αριθμητικά αpiοτέλα-
σματα. Μια καλύτερη εpiιλογή χρήσης κεντρικών διαφορών είναι η ακόλουθη:
∂y
∂τ
(τ, x) =
y(τ + ∆τ2 , x)− y(τ − ∆τ2 , x)
∆τ
+O
(
(∆τ)
2
)
(3.5)
Παρατηρούμε ότι η ανωτέρω κεντρική διαφορά έχει την ίδια τάξη σφάλματος με
την (3.4). Η ίδέα της (3.5) piροέρχεται αpiό την μέθοδο Crank Nicolson. Τέλος
για τη διακριτοpiοίηση της χωρικής piαραγώγου θα έχουμε:
∂2y
∂x2
(τ, x) =
y(τ, x+ ∆x)− 2y(τ, x) + y (τ, x−∆x)
(∆x)
2 +O
(
(∆x)
2
)
(3.6)
Με βάση τις ανωτέρω piροσεγγίσεις είμαστε έτοιμοι να piεριγράψουμε τα ανάλογα
αριθμητικά σχήματα για την διακριτοpiοίηση της εξίσωσης της θερμότητας.
3.1.1 Η αμέση μέθοδος Euler για την εξίσωση θερμό-
τητας
Για την εξίσωση θεμότητας
∂y
∂τ
=
∂2y
∂x2
a ≤ x ≤ b
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Σχήμα 3.1: Η άμεση μεθόδος Euler
Δεδομένου ότι η piροσσεγιστική λύση της y (τ, x) είναι η y(ν)i , με χρήση της άμεσης
μεθόδου Euler
∂y
∂τ
=
y
(ν+1)
i − y(ν)i
∆τ
+O (∆τ)
και
∂2y
∂x2
=
y
(ν)
i+1 − 2y(ν)i + y(ν)i−1
h2
+O (h2)
Λύνωντας ως piρος y(ν+1)i θα έχουμε:
y
(ν+1)
i = y
(ν)
i +
∆τ
h2
(
y
(ν)
i+1 − 2y(ν)i + y(ν)i−1
)
(3.7)
Η μέθοδος ξεκινάει για δοθέν ν = 0
y0i = y(0, x) (3.8)
και κατάλληλες συνοριακές συνθήκες. Στην piερίpiτωση αυτή υpiοθέτουμε ότι
y
(ν)
0 = y
(ν)
m = 0 Η (3.7) μpiορεί για λ = ∆τh2 να γραφτεί στην δομή του εpiανα-
ληpiτικού συστήματος:
y(ν+1) = Aexply
(ν) (3.9)
΄Οpiου:
Aexpl =

1− 2λ λ 0 0
λ 1− 2λ . . . 0
0
. . .
. . . λ
0 0 λ 1− 2λ
 (3.10)
Αpiό την χρήση του αναpiτύγματος Taylor το συνολικό σφάλμα για την άμμεση
μέθοδο Euler είναι O(∆τ + h2)
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3.1.2 Ευστάθεια της άμεσης μεθόδου Euler
Για την εpiαναληpiτική μέθοδο y(ν+1) = Aexpy(ν) θα piρέpiει να την εξέτασουμε ως
piρος την ευστάθεια της. Το αντίστοιχο υpiολογιστικό σφάλμα:
e(ν) = y¯(ν) − y(ν)
όpiου y¯ είναι η υpiολογιστική μας λύση αpiό την μέθοδο των piεpiερασμένων διαφορών
΄Αρα:
y¯(ν+1) = Aexply¯
(ν) + r(ν+1)
όpiου r το αντίστοιχο σφάλμα piου έχουμε κατα τον υpiολογισμό του Aexply¯(ν).
Δεδομένου ότι y¯(ν+1) = Aexply¯(ν) καταλήγουμε:
Aexple
(ν) = Aexply¯
(ν) −Aexply(ν) = y¯(ν+1) − y(ν+1) = e(ν+1)
Δηλαδή:
e(ν) = Aνexple
(0)
Για να είναι η μέθοδος ευσταθής θα piρέpiει Aνexpe
(0) → 0 για ν → ∞, δηλαδή
limν→∞
{
Aνexpl
}
ij
= 0 για ν →∞. Το ακόλουθο λήμμα piροβάλει το αντίστοιχο
κριτήριο.
Λήμμα 3.1. Τα piαρακάτω είναι ισοδύναμα:
1. ρ (A) < 1
2. Aνz → 0 ∀z, ν →∞
3. limν→∞ {Aν}ij = 0
όpiου ρ (A) = max |µAi | και µAi οι αντίστοιχες ιδιοτιμές του piίνακα A
Για την αpiόδειξη του Λήμματος 3.1 piαραpiέμpiουμε στο [48] (Θεώρημα 4 σελίδα
14)
Ως συνέpiεια του ανωτέρω λήμματος, για να είναι η άμεση μέθοδος Euler ευσταθής
θα piρέpiει να ελένξουμε τις αντίστοιχες ιδιοτιμές του Aexpl. Συνεpiώς διαχωρίζον-
τας τον piίνακα Aexpl
Aexpl = I − λ

2 −1 0 0
−1 2 . . . 0
0
. . .
. . . −1
0 0 −1 2

︸ ︷︷ ︸
=:G
(3.11)
Αpiομένει να εξετάσουμε τις ιδιοτιμές του piίνακα G, ο οpiοίος ειναι συμμετρικός
και θετικά ορισμένος
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Λήμμα 3.2. ΄Εστω:
G =

a b 0 0
c a
. . . 0
0
. . .
. . . b
0 0 c a

Οι ιδιοτιμές του piίνακα G µGk και τα αντίστοιχα ιδιοδιανύσματα v
G
k είναι:
µk = a+ 2b
√
b
c
cos
(
kpi
N + 1
)
και τα ιδιοδιανύσματα
vk =
(√
c
b sin
(
kpi
N+1
)
,
(√
c
b
)2
sin
(
2kpi
N+1
)
, . . . ,
(√
c
b
)N
sin
(
Nkpi
N+1
))
Συνεpiώς με βάση το piροηγούμενο λήμμα για, a = 2, και b = c = −1 οι
αντίστοιχες ιδιοτιμές του piίνακα G θα είναι:
µGk = 1− 4λ cos2
(
kpi
2(N + 1)
)
= 4 sin2
(
kpi
2(N + 1)
)
Τέλος οι αντίστοιχες ιδιοτιμές του αρχικού piίνακα A θα είναι:
µAk = 1− 4λ sin2
(
kpi
2(N + 1)
)
Συνεpiώς για να είναι η άμεση μέθοδος Euler ευσταθής θα piρέpiει |µAk | < 1. Συ-
νεpiώς
|1− 4λ sin2
(
kpi
2(N + 1)
)
| < 1
Το οpiοίο ισοδυναμεί:
−1 < 1− 4λ sin2
(
kpi
2(N + 1)
)
=
1
2
> λ sin2
(
kpi
2(N + 1)
)
΄Αρα για λ = ∆τh2 , 0 ≤ λ ≤ 12 η εpiαναληpiτική μέθοδος:
y(ν+1) = Aexpy
(ν)
είναι ευσταθής.
Δηλαδή για:
∆τ ≤ h
2
2
(3.12)
η άμεση μέθοδος Euler είναι ευσταθής. Η συνθήκη (3.12) καλείται συνθήκη CFL
(Courant-Friedrichs-Lewy condition)
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Σχήμα 3.2: Η έμμεση μεθόδος Euler
3.1.3 Η έμμεση μέθοδος Euler
Αντίστοιχα για την εξίσωση θερμότητας με χρήση της έμμεσης Euler μεθόδου θα
έχουμε:
∂y
(ν)
i
∂t
=
y
(ν)
i − y(ν−1)i
∆τ
+O (∆τ)
το οpiοίο με διακριτοpiοίηση της χωρικής piαραγώγου με χρήση κεντρικών διαφορών
θα έχουμε:
− λyνi+1 + (2λ+ 1) y(ν)i − λy(ν)i−1 = y(ν−1)i (3.13)
Η ανωτέρω μορφή δείχνει τη σχέση ανάμεσα στο χρονικό βήμα v και v − 1.
Γράφοντας την (3.13) σε δομή εpiαναληpiτικής μεθόδου θα έχουμε:
y(ν−1) = Aimply(ν) (3.14)
΄Οpiου:
Aimpl =

2λ+ 1 −λ 0 0
−λ 2λ+ 1 . . . 0
0
. . .
. . . −λ
0 0 −λ 2λ+ 1

Δηλαδή
Aimpl = I + λG (3.15)
Για την ευστάθεια της έμμεσης μεθόδου Euler,
Παρατηρούμε ότι ο piίνακας Aimpl έιναι θετικά ορισμένος συνεpiώς είναι αντιστρέ-
ψιμος, και η (3.14) μpiορεί να γραφτεί στην μορφή:
y(ν) = A−1imply
(ν−1)
Για να είναι ευσταθής η έμμεση μέθοδος Euler, βασιζόμενοι στο Λήμμα 3.1 θα
piρέpiει ρ(A−1impl) < 1 δηλαδή
|µA
−1
impl
i | < 1
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αpiό την (3.15) και το λήμμα 3.2 θα έχουμε∣∣∣∣∣∣ 11 + 4λsin2 ( kpi2(N+1))
∣∣∣∣∣∣ < 1 (3.16)
δηλαδή
4λ sin2
(
kpi
2(N + 1)
)
> 0
Συνεpiώς η έμμεση μέθοδος Euler είναι ευσταθής για όλα τα λ > 0 όpiου λ = ∆τh2 .
Τέλος, piαρατηρούμε οτι η έμμεση μέθοδος και η άμεση Euler έχουν την ίδια τάξη
σφάλματος, O(∆τ + h2).
3.1.4 Η μέθοδος Crank Nicolson
Στις piροηγούμενες δύο μεθόδους η διακριτοpiοίηση της χρονικής piαραγώγου ∂y∂τ ή-
ταν O (∆τ). Η χρήση της μεθόδου Crank Nicolson έχει τάξη σφάλματος O (∆τ2)
με χρήση κατάλληλων κεντρικών διαφορών piου εισάγαμε στην piροηγούμενη ενό-
τητα. Η μεθοδος Crank Nicolson ορίζεται piαίρνοντας έμεση Euler για το χρόνικό
βήμα ν αμέση Euler για το χρονικό βήμα ν + 1 αλλα και το μέσο τους.
Συνεpiώς την εξίσωση της θερμότητας με χρήση της Crank Nicolson θα έχου-
με:
y
(ν+1)
i − y(ν)i
∆τ
=
1
2h2
(
y
(ν)
i+1 − 2y(ν)i + y(ν)i−1 + y(ν+1)i+1 − 2y(ν+1)i + y(ν+1)i−1
)
(3.17)
Η ανωτέρω εξίσωση συνδέει σε κάθε χρονικό βήμα ν και ν + 1 τρείς όρους της y
βλέpiε Σχήμα 3.3
Θεώρημα 3.1. (Crank Nicolson) Υpiοθέτουμε ότι η y είναι λεία, με την
έννοια ότι y C4 Τότε:
1. Η τάξη της μεθόδου είναι: O (∆τ2)+O (h2)
2. Για κάθε χρονικό βήμα ν το γραμμικό τριδιαγώνιο σύστημα έχει μοναδική
λύση
3. Η μέθοδος είναι ευσταθής για όλα τα ∆τ > 0
Αpiόδειξη. 1. Για την αντίστοιχη τάξη της μεθόδου,
Συμβολίζοντας:
yxx =
y
(ν)
i+1 − 2y(ν)i + y(ν)i−1
h2
= δ2xy
(ν)
i
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Σχήμα 3.3: Η μέθοδος Crank Nicolson
Εφαρμόζοντας το διαφορικό δ2x στην y με χρήση του αναpiτύγματος Taylor θα
έχουμε:
δ2xy(τν , xi) =
∂2y(τν , xi)
∂x2
+
h2
12
∂4y(τν , xi)
∂x4
+O(h2)
Το αντίστοιχο σφάλμα διακριτοpiοίησης:
 =
y(τν+1, xi)− y(τν , xi)
∆τ
− 1
2
(δ2xy(τν , xi) + δ
2
xy(τν+1, xi))
και δεδομένου ότι για την εξίσωση της θερμότητας έχουμε ότι ∂y∂τ =
∂y2
∂x2 καταλή-
γουμε:
 = O (∆τ2)+O (h2)
2. Το σύστημα των εξισώσεων της (3.17) μpiορεί να γραφτεί στην ακόλουθη
μορφή:
−λ
2
y
(ν+1)
i−1 + (1 + λ) y
(ν+1)
i −
λ
2
y
(ν+1)
i+1 =
=
λ
2
y
(ν)
i−1 + (1− λ) y(ν)i +
λ
2
y
(ν)
i+1
το οpiοίο μpiορεί να γραφτεί στην ακόλουθη εpiαναληpiτική δομή:
ACNy
(ν+1) = BCNy
(ν) (3.18)
΄Οpiου:
ACN =

1 + λ −λ2 0 0
−λ2 1 + λ
. . . 0
0
. . .
. . . −λ2
0 0 −λ2 1 + λ

και
BCN =

1− λ λ2 0 0
λ
2 1− λ
. . . 0
0
. . .
. . . λ
2
0 0 λ2 1− λ

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Οι ιδιοτιμές του piίνκακα ACL είναι piραγματικές και 1 < µACL < 1 + 2λ. Συνεpiώς
μία τουλάχιστον ιδιοτιμή µACL
k
k = 0, 1, ..., θα είναι μεγαλύτερη της μονάδος, και
άρα η λύση του γραμμικού μας συστήματος είναι μοναδικά ορισμένη.
3. Για την αντίστοιχη ευστάθεια της μεθόδου, οι piίνακες ACN και BCN μpiο-
ρούν να γραφτούν στην ακόλουθη μορφή:
ACN = I +
λ
2
G
και
BCN = I − λ
2
G
οpiου G ο αντίστοιχος piίνακας piου ορίσαμε στην αμεση μέθοδο Euler
G =

2 −1 0 0
−1 2 . . . 0
0
. . .
. . . −1
0 0 −1 2
 (3.19)
Με βάση την ανωτέρω μορφή οδηγούμαστε στην ακόλουθη εpiαναληpiτική δομή:
(2I + λG) y(ν+1) = (2I − λG) y(ν) (3.20)
= (4I − 2I − λG) y(ν) = (4I − λG) y(ν)
Συνεpiώς για C = 2I + λG θα έχουμε:
y(ν+1) =
(
4C−1 − I) y(ν) (3.21)
Οι αντίστοιχες ιδιοτιμές µCk για k = 1, 2, .. με βάση το Λήμμα 3.2 θα έχουμε:
µCk = 2 + λµ
G
k = 2 + λ
(
2− 2 cos
(
kpi
N + 1
))
= 2 + 4λ sin2
(
kpi
2(N + 1)
)
βασιζόμενοι στην (3.21) καταλήγουμε
| 4
µC
2
k
− 1| < 1 =⇒ µCk > 2
Συνεpiώς η μέθοδος Crank Nicolson είναι ευσταθής για όλα τα λ > 0.
Τέλος εισάγοντας μία piαραμέτρο θ [0, 1] η οpiοία μας εpiιτρέpiει να εpiιλέξουμε
είτε την άμεση Euler είτε έμμεση Euler είτε τη μέθοδο Crank Nicolson. Πιο
συγκεκριμένα για:
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• θ = 0 άμεση Euler
• θ = 1 έμμεση Euler
• θ = 1/2 μέθοδος Crank Nicolson
Με χρήση της μορφής θ καταλήγουμε στην ακόλουθη εpiαναληpiτική δομή:
(I + θλG) y(ν+1) = (I − (1− θ)λG) y(ν) (3.22)
και η αντίστοιχη δοθείσα αρχική συνθήκη:
y (0, x) = y0
όpiου G ο αντίστοιχός piίνακας, βλέpiε (3.19)
Λήμμα 3.3. (Ευστάθεια της θ- μορφής)
• Αν 1/2 ≤ θ ≤ 1 τότε η (3.22) είναι ευσταθής για όλα τα λ, h > 0
• Αν 0 ≤ θ ≤ 1/2 τότε η (3.22) είναι ευσταθής αν ικανοpiοιεί την CFL-
συνθήκη (3.12)
Αpiόδειξη. ΄Εστω Aθ = I+λθG και Bθ = I−λ(1−θ)G. Για την ευστάθεια της
θ- μορφής αρκεί να υpiολογίσουμε τις ιδιοτιμές του piίνακα A−1θ Bθ, για τον οpiοίο
θα έχουμε:
A−1θ Bθ = A
−1
θ (I − (1− θ)λG) = A−1θ
(
I − (1− θ)
θ
(A− I)
)
=
1
θ
A−1θ −
(1− θ)
θ
I
Οι αντίστοιχες ιδιοτιμές του piίνακα θα είναι:
µ
A−1θ Bθ
k =
4(1− θ)λ sin2
(
kpi
2(N+1)
)
− 1
1 + 4θλ sin2
(
kpi
2(N+1)
) για k = 1, 2, ..
Συνεpiώς βασιζόμενοι στο Λήμμα 3.1 για να είναι ευσταθής η θ-μορφή θα piρέpiει
ρ(A−1θ Bθ) < 1, συνεpiώς
max |µA
−1
θ Bθ
k | < 1
Δηλαδή
λ ≤ 1
2(1− 2θ) (3.23)
αpiό το οpiοίο για 0 ≤ θ < 12 λαμβάνουμε τη συνθήκη CFL ενώ για 12 ≤ θ ≤ 1 τότε
η θ-μορφή είναι ευσταθής για όλα τα λ ≥ 0.
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Ορίζουμε με
||x||L2 = ||x||2
m− 1
(
1
m− 1
m−1∑
i=1
|xi|1
)1/2
(3.24)
και για ARN×N
||A||2 = sup
||x||2=1
||Ax||2 (3.25)
και στην piερίpiτωση όpiου ο Α είναι συμμετρικός τότε
||A|| = √ρ (ATA) και ||A||2 = ρ(A)
Θεώρημα 3.2. ΄Εστω y(ν)i η piροσεγγιστική λύση με χρήση της μεθόδου των
piεpiερασμένων διαφορών για την (3.22) με y0i = y0 και Y(ν)i = y(τν , xi) η ακριβής
λύση της (3.1). Αν yC4,2 τότε υpiάρχει σταθερά C > 0 τέτοια ώστε
max
0,...,νmax
||y(ν) − Y(ν)||L2 ≤ C(∆τ + h2) (3.26)
Αντίστοιχα για την μέθοδο Crank Nicolson για yC4,3 θα υpiάρχει σταθερά C > 0
τέτοια ώστε
max
0,...,νmax
||y(ν) − Y(ν)||L2 ≤ C((∆τ)2 + h2) (3.27)
Αpiόδειξη. ΄Εστω Aθ = I + λθG και Bθ = I − λ(1 − θ)G. Για τις y(ν), Y(ν)
ισχύουν οι ακόλουθες αναδρομικές σχέσεις
Aθy
(ν) = Bθy
(ν+1)
και
AθY(ν) = BθY(ν−1) + ε(ν−1)
Για την αντίστοιχη σύγκλιση θα έχουμε
||y(ν) − Y(ν)||2 = ||A−1θ
(
Aθy
(ν) −AθY(ν)
)
||2
= ||A−1θ
(
BθY(ν−1) −BθY(ν−1) − (ν−1)
)
||2
≤ ||A−1θ Bθ||2||y0 − Y0||2︸ ︷︷ ︸
=0
+
ν−1∑
i=0
||A−1θ Bθ||(ν−i−1)||A−1θ ||2||(i)||2
≤ 1− ||A
−1
θ Bθ||(ν)2
1− ||A−1θ Bθ||2
||A−1θ || maxi=0,...νmax ||
(i)||2 (3.28)
Ο piίνακας A−1θ Bθ και συνεpiώς αpiό το Λήμμα 3.1 η θ- μέθοδος είναι ευσταθής αν
||A−1θ Bθ||2 = ρ(A−1θ Bθ) < 1
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Δεδομένου ότι το συνολικό σφάλμα για την άμμεση και την έμεση μεθόδο
Euler είναι O(∆τ + h2), για C˜ > 0 καταλήγουμε
||(ν−1)||L2 ≤ max
i=1,..m−1
|(ν−1)| ≤ C˜ (∆τ + h2) ∀ν = 1, ..., νmax
Αpiό την (3.28) θα έχουμε
max
ν=0,...,νmax
||y(ν) − Y(ν)||L2 ≤ C˜
||A−1θ ||2
1− ||A−1θ ||2
και καταλήγουμε
max
i=1,...m−1
||(ν)||2 ≤ C
(
∆τ + h2
)
για
C = C˜
||A−1θ ||
1− ||A−1θ ||2
Η αpiοδειξη είναι όμοια και για την Crank Nicolson αντικαθιστώντας το συνολικό
σφάλμα με O((∆τ)2 + h2).
3.2 Πεpiερασμένες Διαφορές για το Αμερικά-
νικο Παράγωγο
Στην ενότητα αυτή θα piεριγάψουμε τη γενική δομή διακριτοpiοίησης των Αμερικά-
νικων piαραγώγων με χρήση piεpiερασμένων διαφορών.
Υpiοθέτουμε ότι το υpiοκείμενο piροϊόν ( μετοχή) αpiοδίδει μέρισμα στον κατόχο του
piαραγώγου. Με βάση το γραμμικό συμpiληρωματικό piρόβλημα piου piαρουσιάσαμε
στο piροηγούμενο κεφάλαιο θα έχουμε:{(
∂y
∂τ − ∂
2y
∂x2
)
(y − g) = 0
∂y
∂τ − ∂
2y
∂x2 ≥ 0 y − g ≥ 0
(3.29)
με αντίστοιχη αρχική συνθήκη:
y(0, x) = g(0, x) (3.30)
και αντίστοιχες συνοριακές συνθήκες:
lim
x→−∞ y(τ, x) = g(τ, x)
lim
x→+∞ y(τ, x) = 0
οpiου η συνάρτηση εμpiόδιο (obstacle function) για την piερίpiτωση του Αμερικάνι-
κου δικαιώματος piώλησης θα είναι:
g(τ, x) = exp
{τ
4
(
(kd − 1)2 + 4k
)}
max
{
0, e
x
2 (kd−1) − e x2 (kd+1)
}
(3.31)
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αντίστοιχα για το Αμερικάνικο δικαίωμα αγοράς
g(τ, x) = exp
{τ
4
(
(kd − 1)2 + 4k
)}
max
{
0, e
x
2 (kd+1) − e x2 (kd−1)
}
(3.32)
όpiου: kd =
2(r−d)
σ2 και k =
2r
σ2 με d το αντίστοιχο μέρισμα του υpiοκείμενου piρο-
ϊόντος.
Για την αντίστοιχη χωρική διακριτοpiοίηση για το αpiειροδιάστατο χωρίο διακριτο-
piοίησης [−∞,+∞] θα piρέpiει να κάνουμε μία κατάλληλη διακριτοpiοίηση. Στο [2]
piροτείνει τη χρήση του [−5, 5] ως κατάλληλο χωρίο διακριτοpiοίησης. Συνεpiώς για
a = 5 [−a, a] και το αντίστοιχο χωρικό βήμα h = 2a/N όpiου Ν ο μέγιστος αριθμός
βήματων της διακρτοpiοίησης μας. ΄Ετσι −a <= x0 < x1 < ... < xN−1 < xN = a
με xi = −a + ih και αντίστοιχα για τη χρονίκη διακριτοpiοίηση ∆τ = 12 σ
2T
vmax
,
καταλήγουμε με χρήση της άμεσης Euler θα έχουμε:
y
(ν+1)
i − y(ν)i
∆τ
− y
(ν)
i−1 − 2y(ν)i + y(ν)i+1
h2
≥ 0
αντίστοιχα με χρήση της έμμεσης Euler θα έχουμε:
y
(ν+1)
i − y(ν)i
∆τ
− y
(ν+1)
i−1 − 2y(ν+1)i − y(ν+1)i+1
h2
≥ 0
Εισάγοντας και την piαράμετρο θ  [0, 1] καταλήγουμε:
y
(ν+1)
i − y(ν)i
∆τ
− (1− θ) y
(ν)
i−1 − 2y(ν)i − y(ν)i+1
h2
− θ y
(ν+1)
i−1 − 2y(ν+1)i − y(ν+1)i
h2
≥ 0
δηλαδή:
y
(ν+1)
i −θλ
(
y
(ν+1)
i−1 − 2y(ν+1)i − y(ν+1)i+1
)
≥ y(ν)i +(1− θ)λ
(
y
(ν)
i−1 − 2y(ν)i + y(ν)i+1
)
(3.33)
Για τις συνοριακές συνθήκες θα έχουμε:
y
(ν)
0 = g
(ν)
x0
και
y
(ν)
N = g
(ν)
xN
Βασιζόμενοι στην αναδρομική σχέση (3.33) για i = x0 και i = xN το διάνυσμα
των συνοριακών συνθηκών θα είναι:
d(ν) =

θλg
(ν+1)
xN + λ(1− θ)g(ν)xN
0
...
θλg
(ν+1)
x0 + λ(1− θ)g(ν)x0
 (3.34)
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Συνεpiώς, εισάγοντας και τις συνοριακές συνθήκες καταλήγουμε:
1 + 2λθ −θλ 0 0
−θλ 1 + 2λθ . . . 0
0
. . .
. . . −θλ
0 0 −θλ 1 + 2λθ


y
(ν+1)
xN
...
y
(ν+1)
x0

≥

1− 2(1− θ) (1− θ)λ 0 0
(1− θ)λ 1− 2(1− θ)λ . . . 0
0
. . .
. . . (1− θ)λ
0 0 (1− θ)λ 1− 2(1− θ)λ


y
(ν)
xN
...
y
(ν)
x0
+

θλg
(ν+1)
xN + λ(1− θ)g(ν)xN
0
...
θλg
(ν+1)
x0 + λ(1− θ)g(ν)x0

Συνεpiώς καταλήγουμε στην ακόλουθη εpiαναληpiτική δομή:
Cy(ν+1) ≥ By(ν) + d(ν) (3.35)
΄Οpiου:
C =

1 + 2λθ −θλ 0 0
−θλ 1 + 2λθ . . . 0
0
. . .
. . . −θλ
0 0 −θλ 1 + 2λθ
 (3.36)
B =

1− 2(1− θ)λ (1− θ)λ 0 0
(1− θ)λ 1− 2(1− θ)λ . . . 0
0
. . .
. . . (1− θ)λ
0 0 (1− θ)λ 1− 2(1− θ)λ
 (3.37)
Συνεpiώς για ν = 0, 1, 2, . . . εpiιλύουμε το ακόλουθο γραμμικό συμpiληρωματικό
piρόβλημα: 
Cy(ν+1) ≥ b(ν)
y(ν+1) ≥ g(ν+1)(
y(ν+1) − g(ν+1))T (Cy(ν+1) − b(ν)) = 0 (3.38)
όpiου
b(ν) = By(ν) + d(ν) (3.39)
Το (3.38) είναι ισοδύναμο με το ακόλουθο γραμμικό συμpiληρωματικό piρόβλημα
Βρές z ≥ 0 τέτοιο ώσvτε
Cz + q ≥ 0 qRN
z(Cz + q) = 0
(3.40)
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όpiου
z = y(ν) − g(ν)
και
q = Cq(ν) − b(ν)
και δεδομένου ότι ο piίνακας C είναι συμμετρικός και θετικά ορισμένος καταλήγου-
με στο ακόλουθο θεώρημα
Θεώρημα 3.3. Αν ο piίνακας C είναι θετικά ορισμένος, τότε το γραμμικό συμ-
piληρωματικό piρόβλημα (3.40) έχει μοναδική λύση για όλα τα qRN
Για την αpiόδειξη piαραpiέμpiουμε στο [16] (Θεώρημα 3.1.6 σελίδα 141).
Για την αντίστοιχη σύγκλιση, βασιζόμενοι στο [45] καταλήγουμε:
max
0,..νmax
0,...,N
|y¯(ν)i (t)− y(t)| ≤ C(h2 + ∆τ)1− ∀ > 0 (3.41)
όpiου y¯ συνάρτηση spline στα σημεία (τν , xi) της piροσέγγισης μας αpiό τη μέ-
θοδο των piεpiερασμένων διαφορών.
Η εpiίλυση του (3.38) γίνεται με χρήση της εpiαναληpiτικής μεθόδου PSOR piου
piεριγράφεται στο Κεφάλαιο 5.
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Κεφάλαιο 4
Πεpiερασμένα Στοιχεία για
το Αμερικάνικο Παράγωγο
Στο κεφάλαιο αυτό θα piαρουσιάσουμε την διακριτοpiοίηση του Αμερικάνικου piα-
ραγώγου με χρήση piεpiερασμένων στοιχείων. ΄Οpiως θα δούμε στο κεφάλαιο Αριθ-
μητικές Εφαρμογές, σε piολλές εφαρμογές η χρήση των piεpiερασμένων στοιχείων
οδηγεί σε καλύτερη piροσεγγιστική λύση έναντι των piεpiερασμένων διαφορών. Αυ-
τό οφείλεται στην δομή των piεpiερασμένων στοιχείων. Οι piεpiερασμένες διαφορές
piου piαρουσιάσαμε στο piροηγούμενο κεφάλαιο διακριτοpiοιούν το χωρίο σε τετρά-
γωνα μόνο, και σε piροβλήματα με piεριpiλόκη γεωμετρική δομή δεν οδηγούν σε
καλή piροσέγγιση. Εν αντιθέση με τις piεpiερασμένες διαφορές, τα piεpiερασμένα
στοιχεία ανάλογα με τον τύpiο στοχείων της βάσης (συναρτήσεις στέγες, cubic
splines, piολυώνυμα Hermite, wavelets) διακριτοpiοιούν το χώριο σε τετράγωνα
τρίγωνα εξάγωνα κτλ. Συνεpiώς σε piροβλήματα με piερίpiλοκη γεωμετρική δομή,
κυρίως σε piροβλήματα 2-3 διαστάσεων με χρήση κατάλληλων στοιχείων θα έχουμε
μια καλή piροσέγγιση για το piρόβλημα μας. Για τον λόγο αυτό piολλοί ερευνητές
κάνουν χρήση των piεpiερασμένων στοιχείων για την τιμολόγηση χρηματοοικονο-
μικών piροϊόντων.
Πρωτού piαρουσιάσουμε την χρήση των piεpiερασμένων στοιχείων για τα Αμερικά-
νικα piαράγωγα, θα piαρουσιάσουμε κάpiοια εισαγωγικά στοιχεία για την χρήση των
piεpiερασμένων στοιχείων σε piροβλήματα piαραβολικού τύpiου.
4.1 Πεpiερασμένα Στοιχεία για Εξισώσεις Πα-
ραβολικού Τύpiου
Οι piερισσότερες εφαρμογές στα χρηματοοικονομικά ακολουθούν εξίσώσεις piαρα-
βολικού τύpiου με την ακόλουθη δομή:
∂y
∂t
−Ay = f σvτο J × Ω
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με αντιστοίχη αρχική συνθήκη:
y(0, x) = y0(x) x Ω, ΩRd
όpiου A : ο αντίστοιχος ελλειpiτικός τελεστής, J το χρονικό piεδίο και Ω, το
αντίστοιχο χωρικό piεδίο.
4.1.1 Χώροι Sobolev
Στην ενότητα αυτή εισάγουμε τους χώρους Sobolev, οι οpiοίοι είναι μία ειδική κατη-
γορία χώρων Hilbert και είναι αpiαραίτητοι για την μελέτη των μερικών διαφορικών
εξισώσεων.
Ορισμός 4.1. ΄Εστω Ω ⊆ Rn. Ορίζουμε με D(Ω) ή C∞0 (Ω) τον χώρο C∞(Ω)
συναρτήσεων με συμpiαγή φορέα στο Ω.
Ορισμός 4.2. ΄Εστω Ω ⊆ Rn, το σύνολο των τοpiικά ολοκληρώσιμων συναρτή-
σεων συμβολίζεται με:
L1Loc(Ω) =
{
y : yL1(K) ∀K σvυμpiαγές ⊆ Ω}
Ορισμός 4.3. Λέμε ότι μία συνάρτηση yL1Loc(Ω) έχει ασθενή piαράγωγο D
ny
δεδομένου ότι υpiάρχει μία συνάρτηση gL1Loc(Ω) τέτοια ώστε:ˆ
Ω
g(x)ϕ(x)dx = (−1)n
ˆ
Ω
y(x)ϕ(x)ndx ∀ϕD(Ω)
Αν υpiάρχει τέτοια συνάρτηση g ορίζουμε Dny = g.
Με βάση τα ανωτέρω μpiορούμε να ορίσουμε τους χώρους Hm (Ω)
Ορισμός 4.4. Hm (Ω) mN είναι ο χώρος όλων των συναρτησέων των οpiοίων
οι ασθενείς piαράγωγοι τάξης ≤ m ανήκουν στον L2 (Ω) δηλαδή:
Hm (Ω) =
{
yL2 (Ω) : Dny L2 (Ω)για n ≤ m}
Εφόδιαζουμε τον χώρο Hm (Ω) με το ακόλουθο εσωτερικό γινόμενο:
(y, v) =
m∑
n=0
(Dny,Dnv)L2(Ω)
και την αντιστοίχη νόρμα:
||y||2Hm(Ω) = (y, v)Hm(Ω) =
m∑
n=0
||Dny||2L2(Ω)
ο Hm (Ω) είναι ένας χώρος Hilbert και αpiοτελεί ένα piαράδειγμα του χώρου
Sobolev, τους οpiοίους piαρουσιάζουμε ακολούθως:
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Ορισμός 4.5. ΄Εστω m θετικός ακέραιος και yL1Loc(Ω). Υpiοθέτουμε ότι οι
ασθενείς piαράγωγοι Dnwy υpiάρχουν γία όλα τα |n| ≤ m. ΄Οριζουμε τον χώρο
Wm,p =
{
yL1Loc(Ω) : ||y||Wm,p(Ω) <∞
}
όpiου για 1 ≤ p <∞
||y||Wm,p(Ω) :=
 ∑
|n|<m
||Dny||pLp(Ω)
1/p
και στην piεριpiτωση όpiου p =∞
||y||W∞,m(Ω) = max|n|≤m ||D
ny||L∞(Ω)
Θεώρημα 4.1. Ο χώρος Wm,p (Ω) για 1 ≤ p ≤ ∞ είναι ένας piλήρης χώρος
Banach.
Αpiόδειξη. ΄Εστω {vj} ακολουθία Cauchy στον Wm,p.Τότε η {Dnwy}, θα και
αυτή μία ακολουθία Cauchy στον Lp(Ω), για |n| ≤ m. Αφού ο Lp(Ω) είναι ένας
piλήρης χώρος Banach, θα υpiάρχει vnLp(Ω) τέτοιο ώστε
||Dnvj − va||Lp(Ω) → 0
καθώς j →∞ με vj → v(0,0,...,0) := v στον Lp(Ω)
Αpiομένει να δείξουμε ότι το Dnv υpiάρχει και είναι ίσο με με το vn.
Αρχικά piαρατηρούμε ότι αν wj → w στον Lp(Ω) τότε για όλα τα ϕD(Ω) έχουμε
ˆ
Ω
wj(x)ϕ(x)dx→
ˆ
Ω
w(x)ϕ(x)dx
Αpiο την ανισότητα Holder θα έχουμε:
||wjϕ− wϕ||Lp(Ω) ≤ ||wj − w||Lp(Ω)||ϕ||Lp(Ω) → 0
καθώς το j →∞.Για να δείξουμε ότι Dny = vn θα piρεpiει να δειξουμε ότι
ˆ
Ω
vnϕdx = lim
j→∞
ˆ
Ω
(Dnvj)ϕdx
= (−1)n
ˆ
Ω
vjϕ
ndx = (−1)n
ˆ
Ω
vϕndx
Θεώρημα 4.2. ΄Εστω Ω = [a, b] και yW 1,p (Ω). Τότε υpiάρχει συνεχής συνάρ-
τηση y˜C0
(
Ω¯
)
τέτοια ώστε y = y˜ σ.pi στο Ω και για όλα τα x1, x2 Ω ισχύει
y˜(x2)− y˜(x1) =
ˆ x2
x1
y′(ξ)dξ
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Αpiόδειξη. ΄Εστω x0Ω και gLp(Ω)
v(x) =
ˆ x
x0
g(t)dt xΩ
Τότε η vC0(Ω¯) και
ˆ
Ω
vϕ′dx =
ˆ
Ω
(ˆ x
x0
g(t)dt
)
ϕ′(x)dx
= −
ˆ x0
a
ˆ x0
x
g(t)ϕ′(x)dtdx+
ˆ b
x0
ˆ x
x0
g(t)ϕ′(x)dtdx
Αpiό το θεώρημα του Fubini θα έχουμε
ˆ
Ω
vϕ′dx = −
ˆ x0
a
g(t)
ˆ t
a
ϕ′(x)dxdt+
ˆ b
x0
g(t)
ˆ b
t
ϕ′(x)dxdt
= −
ˆ
Ω
g(t)ϕ(t)dt (4.1)
για κάθε ϕC10 (Ω). Θέτουμε
y¯(x) =
ˆ x
x0
y′(ξ)dξ
αpiό την (4.1) θα έχουμε
ˆ
Ω
y¯ϕ′dx = −
ˆ
Ω
y′ϕdx ∀ϕC10 (Ω)
και αpiό το ορισμό της ασθενής piαραγώγου καταλήγουμε
ˆ
Ω
(y − y¯)ϕ′dx = 0 ∀ϕC10 (Ω)
Συνεpiώς έpiεται ότι y(x)− y¯(x) = C σ.pi για κάθε xΩ και θέτωντας y˜ := y¯ + C
λαμβάνουμε το ζητούμενο.
Για τις αντίστοιχες συνοριακές συνθήκες piου εpiιβάλλουν u = 0 στο ∂Ω θα
έχουμε:
Ορισμός 4.6. ΄Εστω 1 ≤ p ≤ ∞ τότε ο W 1,p0 (Ω) είναι η κλειστότητα του C10
στήν W 1,p- νόρμα
W 1,p0 (Ω) = C
1
0 (Ω)
||·||W1,p(Ω)
ο χώρος W 1,p0 (Ω) ⊂ W 1,p (Ω) είναι κλειστός γραμμικός υpiόχωρος. Συγ-
κεκριμένα αν H10 (Ω) = W
1,2
0 (Ω) τότε piάλι είναι ένας χώρος Hilbert με νόρμα:
|| · ||H1(Ω).
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Θεώρημα 4.3. Ανισότητα Poincare Υpiοθέτουμε ότι Ω ⊆ R φραγμένο,
τότε:
Υpiάρχει σταθερά C (Ω, p) > 0 τέτοια ώστε:
1.
||y||Lp(Ω) ≤ C||y′||Lp(Ω) ∀ y W 1,p0 (Ω) (4.2)
2. Ορίζουμε:
W 1,p∗ =
{
yW 1,p(Ω)
ˆ
Ω
ydx = 0
}
(4.3)
τότε η (4.2) ισχυεί για ∀yW 1,p∗
Αpiόδειξη. 1. ΄Εστω yW 1,p0 (Ω) με Ω = (x1, x2) αυθαίρετο αλλά σταθερό.
Αpiό το θεώρημα 4.2 υpiάρχει y˜C0(Ω¯), τέτοιο ώστε y = y˜ σpi για όλα τα
xΩ¯ και y˜(x1) = 0. Συνεpiώς αpiό την ανισότητα Holder θα έχουμε:
|y˜(x)| = |y˜(x)− y˜(x1)| = |
ˆ x
x1
y′(ξ)dξ| ≤ |x− x1|1/q||y′′||Lp(Ω)
όpiου 1p +
1
q = 1. Συνεpiώς για
C =
(ˆ
Ω
|x− x1|p/qdx
)1/p
καταλήγουμε
||y||Lp(Ω) ≤ C||y′||Lp(Ω)
2. ΄Εστω yW 1,p∗ (Ω) τότε θα υpiάρχει y˜C0(Ω) τέτοιο ώστε y = y˜ σ.pi για όλα
∀yΩ. Εpiαναλαμβάνωντας τα βήματα της αpiόδειξης 1, piαίρνωντας x∗ αντί
για x1 και λάμβανωντας sup σε όλες τις piιθανές τιμές του x∗, λαμβάνουμε
το ζητούμενο.
4.1.2 Μεταβολική Μορφή Παραβολικών Εξισώσεων
Ορισμός 4.7. ΄Εστω H χώρος Hilbert, ο οpiοίος είναι εφοδιασμένος με εσωτε-
ρικό γινόμενο και είναι piλήρης ως piρος την νόρμα ||y|| = (y, y)1/2, ένα σύνολο K
καλείται κυρτό αν
∀y, v K {λy + (1− λv 0 < λ < 1} ⊂ K
Θεώρημα 4.4. (Θεώρημα Προβολής σε Κυρτό Υpiοσύνολο) ΄Εστω
H χώρος Hilbert και K ⊂ H κλειστό και κυρτό υpiοσυνόλο. Τότε για κάθε fH
υpiάρχει μοναδικό yK τέτοιο ώστε:
||f − y|| = min
vK
||f − v|| (4.4)
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Εpiιpiλέον για την αντίστοιχη μεταβολική μορφή θα έχουμε:
Βρες yK τέτοιο ώστε:
(f − y, v − y) ≤ 0 ∀ vK
Ορίζουμε με y = PKf την piροβολή της f στο K
Ορισμός 4.8. (Δυϊκός χώρος ενός χώρου Hilbert) ΄Εστω η γραμμική
αpiεικόνιση y∗ : H → R η οpiοία είναι συνεχής αν και μόνο αν:
||y∗||H∗ = sup
y 6=0
{ |y∗(y)|
||y|| : yH
}
<∞ (4.5)
τότε το y∗ καλείται γραμμικό και συνεχές συναρτησιακό. Το σύνολο όλων των
γραμμικών συναρτησιακών στον H συμβολίζεται με H∗ και είναι ένας γραμμικός
χώρος με νόρμα όpiως αυτή ορίζεται στην (4.5) και καλείται δυικός χώρος του H
Θεώρημα 4.5. (Θεώρημα Αναpiαράστασης του Riesz) Για κάθε y∗H∗
υpiάρχει μοναδικό yH τέτοιο ώστε:
∀ vH y∗(y) = (y, v) (4.6)
και
||y∗||H∗ = ||y|| (4.7)
Αpiόδειξη. ΄Εστω y∗H∗, το σύνολο N := {vH : y∗(v) = 0} είναι κλειστός
γραμμικός υpiόχωρος του H. Αν N = H τότε y∗ ≡ 0 και εpiιλέγουμε y = 0.
Υpiοθέτουμε τώρα N 6= H, τότε θα υpiάρχει gH N τέτοιο ώστε
||g|| = 1, ∀wN : (g, w) = 0 (4.8)
΄Εστω g0H N και g1 = PN g0 6= g0. Τότε η g := ||g0 − g1||−1 × (g0 − g1)
ικανοpiοιεί την (4.8). ΄Εστω τώρα vH το οpiοίο μpiορεί να γραφτεί στην μορφή
v = λg + w ∀λR και wN . ΄Εστω
λ =
y∗(v)
y∗(g)
, w = v − λg
τότε 0 = (g, w) = (g, v − λg) και άρα
(g, v) = λ =
y∗(v)
y∗(g)
Συνεpiώς η y := y∗(g)g ικανοpiοιεί την:
∀ vH : y∗(v) = y∗(λg + w) = λy∗(g) + y∗(w) = λy∗(g)
= (g, v) y∗(g) = (y, v)
και αpiό την (4.5) θα έχουμε:
||y∗||H∗ = sup
vH
|y∗(v)|
||v|| = supvH
|(y, v)|
||y|| ≤ ||y||
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και
||y|| = (y, v)||y|| =
|y∗(y)|
||y|| ≤ supvH
|y∗(v)|
||v|| ≤ ||y
∗||H∗
΄Εστω V ⊂ H χώρος Hilbert με συνεχή και piυκνό εγκλεισμό, με αντίστοιχο
δυϊκό V ∗ για τον οpiοίο ισχύει:
V ⊂ H ⊂ H∗ ⊂ V ∗
Συμβολίζουμε με (·, ·)H το εσωτερικό γινόμενο στον H και || · ||V , || · ||H οι
αντίστοιχες νόρμες στον V και H αντίστοιχα.
Για J = (0, T ),T > 0 και f L2 (J, V ∗), y0H η αντίστοιχη διγραμμική μορφή θα
είναι η ακόλουθη:
Βρες yL2 (J, V ) ∩H1 (J, V ∗) τέτοια ώστε:
d
dt
< y, v >V ∗×V +a (y, v) =< f, v >V ∗×V (4.9)
με
y(0) = y0
Συνεpiώς αpiό το Θεώρημα 4.5 έχουμε ότι:
< y, v >V ∗×V = (y, v)H
∀yH, v V . η αντίστοιχη διγραμμική μορφή a (·, ·) : V × V → R συνδεέται με
τον ελλειpiτικό τελεστή AL (V, V ∗) ως ακολούθως:
a (y, v) = − < Ay, v > ∀ y, vV
όpiου L (V,W ) είναι ο αντίστοιχος διανυσματικός χώρος των γραμμικών συνεχών
τελεστών A : V →W
Αξίζει να εpiισημάνουμε ότι η εpiιλογή του χώρου V εξαρτάται αpiό τον ελλειpiτικό
τελεστή A. Η εpiιλογή του V είναι συνήθως η κλειστότητα ενός piυκνού υpiοχώρου
λείων συναρτήσεων piχ C∞0
Θεώρημα 4.6. Υpiοθέτουμε ότι η διγραμμική μορφή (4.9) είναι συνεχής, τότε
υpiάρχει σταθερά C1 > 0 τέτοια ώστε:
|a (y, v) | ≤ C1||y||V ||v||V ∀ y, vV (4.10)
Εpiιpiλέον η a (y, v) ικανοpiοιεί την ανισότητα Garding δηλαδή ,
Υpiάρχουν C2 > 0 και C3 ≥ 0 τέτοια ώστε:
a (y, v) ≥ C2||y||2V − C3||y||2H ∀ yV (4.11)
τότε η (4.9) θα έχει μοναδική λύση yL2 (J, V )∩H1 (J, V ∗) με την ακόλουθη
apriori εκτίμηση:
||y||C0(J,H) + ||y||L2(J,V ) + ||y||H1(J,V ∗) ≤ C
(||y0||H + ||f ||L2(J,V ∗))
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Για την αpiόδειξη piαραpiέμpiουμε στο [25] (Παράρτημα Β σελίδες 278-284).
Για την αντίστοιχη διακριτοpiοίηση, έστω VN ⊂ V piεpiερασμένης διάστασης υpiό-
χωρος με dim (VN ) <∞. Για κάθε tJ η y (t, x) piροσεγγίζεται αpiό μία συνάρτηση
yh (t) VN . ΄Εστω y0h η piροσέγγιση του y0 τότε η ημιδιακριτή μορφή είναι:
Βρες yhC1 (J, vN ) τέτοια ώστε για ∀tJ(
∂yh
∂t
, vh
)
H
+ a (yh, vh) =< f, vh >V ∗×V (4.12)
με αρχική συνθήκη:
yh(0) = y
0
h
Η VN piαράγεται αpiό μία κατάλληλη βάση στοιχείων VN = span {ϕi (x) : 1 ≤ i ≤ N}
και yhVN με την έννοια:
yh (t, x) =
N∑
j=1
yh,j (t)ϕj (x)
Συνεpiώς καταλήγουμε στην ακόλουθη ημιδιακριτή μορφή:
By˙h(t) +Ayh(t) = f(t) (4.13)
και
yh(0) = y0
΄Οpiου:
Bij = (ϕj , ϕi)H
Aij = a (ϕj , ϕi)
και
fi (t) =< f,ϕi >V ∗×V
Διακριτοpiοιώντας και ως piρος τον χρόνο με χρήση μη ομοιόμορφης διαμέρισης
∆tm, m = 1, ..,M και t0 = 0, tm =
∑m
i=1 ∆ti με tM=T και εισάγωντας την
piαράμετρο θ καταλήγουμε στην ακόλουθη διακριτή μορφή
Βρες ymh VN τέτοια ώστε για m = 1, ...,M
∆t−1m (y
m
h −ym−1h , vh)H+a(ym−1+θh , vh) =< fm−1+θ, vh >V ∗,V ∀ vhVN (4.14)
με αρχική συνθήκη:
yh(0) = y0
όpiου
ym+θh = θyh(tm+1) + (1− θ)yh(tm)
και
fm+θ = θf(tm+1) + (1− θ)f(tm)
Η (4.14) σε μορφή piινάκων γίνεται
Βρες yhRN τέτοιο ώστε για m = 1, ...,M
(B + ∆tmθA)y
m
h = (B −∆tm(1− θ)A)ym−1h
με
y0h = y0
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4.1.3 Εκτίμηση Σφάλματος
Στην ενότητα αυτή θα piαρουσιάσουμε την εκτίμηση σφάλματος για τα piροβλήματα
piαραβολικού τύpiου. Θεωρούμε ότι η βάση piου χρησιμοpiοιούμε είναι η βάση των
συναρτήσεων στεγών S1Ω = span{ϕi(x) : i = 1, . . . , N}, όpiου ϕi(x) οι αντίστοι-
χες συναρτήσεις στέγες.
Για yH1 (Ω) ορίζουμε την piολυωνυμική piαρεμβολή IhyS1Ω ως ακολούθως:
Ihy (x) =
N+1∑
i=0
y(xi)ϕi (x) (4.15)
Λήμμα 4.1. Ο τελεστής piαρεμβολής Ih : H1 (Ω) → S1Ω όpiως ορίζεται στην
(4.15) είναι φραγμένος και υpiάρχει σταθερά C τέτοια ώστε:
||Ihy||H1(Ω) ≤ C||y||H1(Ω)
Για την αντίστοιχη εκτίμηση σφάλματος, έστω ym (x) = y (tm, x) και VN =
S1Ω, θέλουμε να κάνουμε μία εκτίμηση για το:
emh (x) = y
m (x)− ymh (x)
Συνεpiώς:
emh = (y
m − Ihym) + (Ihym − ymh ) := ηm + ξm
Πρόταση 4.1. ΄Εστω Ih : V → VN τότε ισχύει η ακόλουθη εκτιμήση σφάλμα-
τος:
|| (y − Ihy)(n) ||2L2(Ω) ≤ C
N+1∑
i=1
h
2(l−n)
i ||y||2L2(Ωi) n = 0, 1 l = 1, 2 (4.16)
όpiου Ωi := (xi−1, xi) και hi = |Ωi| = xi − xi−1, για i = 1, ..., N + 1
Αντίστοιχα για την piερίpiτωση της ομοιόμορφης διαμέρισης hi = h θα έχουμε:
|| (y − Ihy)(n) ||L2(Ω) ≤ Chl−n||y(l)||L2(Ω) n = 0, 1 l = 1, 2 (4.17)
Αpiόδειξη. Αpiό το Θεώρημα 4.2 για Ωˆ = (0, 1) και y H2(Ωˆ) τότε yˆ′− c H˜(Ωˆ)
για c =
´ 1
0
yˆ′. Αpiό την ανισότητα Poincare η οpiοία ισχύει και για τον χώρο H˜1(Ωˆ)
θα έχουμε:
||yˆ′ − c||L2(Ωˆ) ≤ cˆ||yˆ′′||L2(Ωˆ) (4.18)
με
Ihyˆ = yˆ (0) +
ˆ x
0
cdx = yˆ (0) + cx
έχουμε:(
Iˆhyˆ
)
(1) = yˆ(1) και yˆ − IˆhyˆH10 (Ωˆ) ∩H2(Ωˆ)
με βάση την (4.2) θα έχουμε:
||yˆ− Iˆhyˆ||L2(Ωˆ) ≤ Cˆ||yˆ′− (Iˆhyˆ)
′ ||L2(Ωˆ) = Cˆ||yˆ′− c||L2(Ωˆ) ≤ Cˆ2||yˆ′′||L2(Ωˆ) (4.19)
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Αν Ω = (0, h) , h > 0 τότε αpiό τις (4.18), (4.19) θα έχουμε:
||y′ − (Ihy)
′ ||L2(0,h) ≤ Cˆh||y′||L2(0,h)
και
||y − Ihy||L2(0,h) ≤ Cˆ2h2||y′′||L2(0,h)
(Ihy)(0) = y(0) και (Ihy)(h) = y(h). Αθροίζοντας και υψώνοντας στο τετράγωνο
για κάθε Ωi, καταλήγουμε
|| (y − Ihy)(n) ||2L2(Ω) ≤ Cˆ
N+1∑
i=1
h
2(l−n)
i ||y||2L2(Ωi)
Πρόταση 4.2. ΄Εστω Ω = (0, 1). Για κάθε yH10 (Ω) ισχύει ότι
||y||2L∞(Ω) ≤ 2||y||L2(Ω)||y′||L2(Ω) (4.20)
Αpiόδειξη. ΄Εστω yH10 (Ω) τότε y = y¯C
0(Ω). ΄Εστω ξΩ¯ τέτοιο ώστε:
||y||L∞(Ω) = max
x
|y¯(x)| = |y¯(ξ)|
Τότε
||y||2L∞(Ω) = |y¯(ξ)|2 = |y¯(ξ)2 − y¯(0)2| ≤
∣∣∣∣∣
ˆ ξ
0
(y¯(n)2)
′
dn
∣∣∣∣∣
= 2
∣∣∣∣∣
ˆ ξ
0
y¯(n)y¯′(n)dn
∣∣∣∣∣ ≤ 2||y¯′||L2(Ω)||y¯′||L2(Ω)
Πόρισμα 4.1. ΄Εστω Ω = (0, 1) και yH2(Ω) στην piερίpiτωση της ομοιόμορφης
διαμέρισης h ισχύει:
||y − Ihy||L∞(Ω) ≤ Ch 32 ||y′′||L2(Ω) (4.21)
Πόρισμα 4.2. ΄Εστω Ω = (0, 1) και yW 2,∞(Ω) στην piερίpiτωση της ομοιόμορ-
φης διαμέρισης h ισχύει:
||y − Ihy||L∞(Ω) ≤ Ch2||y||W 2,∞(Ω) καθώς h→ 0 (4.22)
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4.1.4 Σύγκλιση της μεθόδου των Πεpiερασμένων Στοι-
χείων
Στην ενότητα αυτή piαρουσιάζουμε την σύγκλιση των piεpiερασμένων στοιχείων για
piροβήματα piαραβολικού τύpiου. Δεδομένου της ομοιόμορφης χωρικής διαμέρισης
h και χρονικής διαμέρισης ∆t = TM θα δείξουμε ότι η ακολουθία {ymh } συγκλίνει
στην ακριβή λύση του (4.9) για h→ 0 και ∆t→ 0. Ορίζουμε:
||v||a = (a(v, v))1/2 (4.23)
και
||f ||∗ = sup
vhVN
(f, vh)
||vh||a (4.24)
Θεώρημα 4.7. Υpiοθέτουμε ότι yC1
(
J¯ , H2(Ω)
) ∩ C3 (J¯ , H−1(Ω)). ΄Εστω
ym(x) = y(tm, x) και ymh να ορίζεται όpiως στην (4.14) τότε έχουμε την ακόλουθη
σύγκλιση
||yM − yMh ||2L2(Ω) + ∆t
M−1∑
m=0
||ym+θ − ym+θh ||2a ≤ (4.25)
Ch2 max
0≤t≤T
||y(t)||H2(Ω) + Ch2
ˆ T
0
||ϑty(s)||2H1(Ω)ds (4.26)
+C
{
∆t2
´ T
0
||ϑtty(s)||2∗ds 0 ≤ θ ≤ 1
∆t4
´ T
0
||ϑttty(s)||2∗ds θ = 1/2
(4.27)
Για την αpiόδειξη piαραpiέμpiουμε στο [25](σελίδες 43-45).
Παρατήρηση Βασιζόμενοι στο Θεώρημα (4.6) και τις (4.10)-(4.11) μεC3 =
0 η νόρμα || · ||a όpiως ορίζεται στην (4.23) είναι ισοδύναμη με την αντίστοιχη
ενεργειακή νόρμα || · ||V . Συνεpiώς αpiό την (4.25) έχουμε ότι ||yM − yMh ||V =
O(h+∆t). Αντίστοιχα για θ[0, 1]\{1/2} ως piρος την L2 νόρμα, λαμβάνουμε την
συγκλιση δευτερης τάξης ||yM−yMh ||L2(Ω) = O(h2+k), η οpiοία όpiως piαρατηρούμε
είναι ίδια με την αντιστοιχη τάξη συγκλίσης για την μέθοδο των piεpiερασμένων
διαφορών, Θεώρημα 3.2.
4.2 Πεpiερασμένα Στοιχεία για την Εξίσωση
της Θερμότητας
΄Εστω Ω = (a, b) ⊂ R και J = (0, T ) με T > 0
Θεωρούμε το ακόλουθο piρόβλημα αρχικών τιμών
∂y
∂t
=
∂2y
∂x2
σvτο J × Ω (4.28)
με συνοριακές συνθήκες:
y(t, x) = 0 σvτο J × ∂Ω (4.29)
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και αρχική συνθήκη:
y(0, x) = y0 σvτο Ω (4.30)
Για σταθερό tJ και vC∞0 (Ω) με v(a) = v(b) = 0 ολοκληρώνοντας κατά μέλη θα
έχουμε: ˆ b
a
∂y
∂t
vdx−
ˆ b
a
∂2y
∂x2
vdx = 0
=⇒ d
dt
ˆ b
a
yvdx−
[
∂y
∂x
(x, t) v(x)
] ∣∣∣∣x=b
x=a
+
ˆ b
a
∂y
∂x
∂v
∂x
= 0
Συνεpiώς έχουμε ότι:
d
dt
ˆ b
a
yvdx+
ˆ b
a
∂y
∂x
∂v
∂x
dx = 0 ∀ v C∞0 (Ω) (4.31)
Αφού η (4.31) ισχύει ∀ v C∞0 (Ω) θα ισχύει και για vH10 (Ω) αφού το C∞0 (Ω)
είναι piυκνό στο H10 (Ω). Συνεpiώς η αντίστοιχη ασθενής μορφή είναι:
Βρές yC(J,H10 (Ω)) ∩ C1(J, L2(Ω)) τέτοιο ώστε:
d
dt
ˆ b
a
yvdx+
ˆ b
a
∂y
∂x
∂v
∂x
= 0 ∀ t J
y (0, :) = y0
Με χρήση της διακριτοpiοίησης Galerkin για τον piεpiερασμένο διάστασης χώρο
VN ⊂ H10 (Ω), καταλήγουμε για yhC1 (J, VN )
d
dt
ˆ b
a
yhvhdx+
ˆ b
a
∂yh
∂x
∂vh
∂x
= 0
yh (0) = y
0
h
για
yh (t, x) =
N∑
j=1
yh,j (t)ϕj (x)
καταλήγουμε:
d
dt
ˆ b
a
yh (t, x) vh (x) dx+
ˆ b
a
∂
∂x
yh (t, x)
∂vh
∂x
(x)dx
=⇒ d
dt
ˆ b
a
N∑
j=1
yh,j(t)ϕj(x)ϕi(x)dx+
ˆ b
a
N∑
j=1
yh,j(t)ϕ
′
j(x)ϕ
′
i(x)dx = 0
Συνεpiώς:
N∑
j=1
y˙h,j
ˆ b
a
ϕj(x)ϕi(x)dx+
N∑
j=1
yh,j
ˆ b
a
ϕ′j (x)ϕ
′
i(x)dx = 0
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Σχήμα 4.1: Συναρτήσεις Στέγες
Σε μορφή piινάκων έχουμε την ακόλουθη ημιδιακριτή μορφή:
Βρες yhC1
(
J,RN
)
για tJ τέτοιο ώστε:
By˙h +Ayh = 0
με αρχική συνθήκη:
yh(0) = y0
Παίρνοντας ως βάση τις συναρτήσεις στέγες VN = span {ϕi (x) : i = 1, 2, ..., N},
βλέpiε Σχήμα 4.1 θα έχουμε:
ϕi(x) =

(x−xi−1)
hi
για Ωi
(xi+1−x)
hi+1
για Ωi+1
0 αλλού
(4.32)
και αντίστοιχα:
ϕ′i(x) =

1/hi για Ωi
−1/hi+1 για Ωi+1
0 αλλού
(4.33)
Για τον υpiολογισμό των στοιχείων των piινάκων Α και Β θα έχουμε:
Aii =
ˆ b
a
ϕ′i
2dx =
ˆ xi
xi−1
ϕ′i
2dx+
ˆ xi+1
xi
ϕ′i
2dx ≈ hi
h2i
+
(−1)2hi+1
h2i+1
=
1
hi
+
1
hi+1
Ai,i+1 =
ˆ b
a
ϕ′iϕ
′
i+1dx =
ˆ xi+1
xi
ϕ′iϕ
′
i+1dx =
(−1)hi+1
h2i+1
= − 1
hi+1
΄Ομοια για τα στοιχεία του piίνακα Β θα έχουμε:
Bii =
ˆ b
a
ϕiϕidx =
ˆ xi
xi−1
ϕ2i dx+
ˆ xi+1
xi
ϕ2i dx =
0 + 4(1/2)2 + 1
6
hi+
1 + 4(1/2)2 + 0
6
hi+1 =
hi
3
+
hi+1
3
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Bi,i+1 =
ˆ b
a
ϕiϕi+1dx =
ˆ xi+1
xi
ϕiϕi+1dx =
0 + 4(1/2)2 + 0
6
hi+1 =
hi+1
6
Συνεpiώς οι Α και Β piίνακες έχουν την ακόλουθη δομή:
A =

1
h1
+ 1h2 − 1h2− 1h2 1h2 + 1h3 − 1h3
. . . − 1hN−1
− 1hN 1hN−1 + 1hN

και
B =

h1
3 +
h2
3
h2
6
h2
6
h2
3 +
h3
3
h3
6
. . . hN−1
6
hN
6
hN−1
3 +
hN
3

Με χρήση ομοιόμορφης διαμέρισης xi = a + ih i = 1, 2, ..., N και h =
(b−a)
(N+1)
η δομή των piινάκων Α και Β είναι η ακόλουθη:
B =
h
6

4 1 0 0
1 4
. . . 0
0
. . .
. . . 1
0 0 1 4
 (4.34)
και
A =
1
h

2 −1 0 0
−1 2 . . . 0
0
. . .
. . . −1
0 0 −1 2
 (4.35)
Διακριτοpiοιώντας και ως piρος τον χρόνο για tm = m∆t με ∆t = TM και εισάγον-
τας την piαράμετρο θ (0, 1) θα έχουμε:
(B + θ∆tA) ym+1h = (B − (1− θ) ∆tA) ymh (4.36)
με αντίστοιχη αρχική συνθήκη:
y0h = y0
4.3 Πεpiερασμένα Στοιχεία για το Αμερικά-
νικο Παράγωγο
Στην ενότητα αυτή θα piεριγράψουμε την τιμολόγηση Αμερικάνικων piαράγωγων
με χρήση piεpiερασμένων στοιχείων.
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΄Εστω Ω = [xmin, xmax] και J = (0, T ). Ορίζουμε:
K = {vH1(Ω) : (τ, x) ≥ g(τ, x) v(0, x) = g(0, x) v(τ, xmin) = g(τ, xmin), v(τ, xmax) = g(τ, xxmax)}
και για p(τ, x) := y(τ, x)− g(τ, x) θα έχουμε:
KΩ =
{
pH10 (Ω) : p(τ, x) ≥ g(τ, x), p(τ, xmin) = p(τ, xmax) = 0
}
΄Εστω yK η ακριβής λύση για το γραμμικό συpiληρωματικό piρόβλημα. Δεδο-
μένου ότι v K με v ≥ gθα έχουμε:
∂y
∂τ
− ∂
2y
∂x2
≥ 0 v ≥ g
Για το οpiοίο θα έχουμε:
ˆ xmax
xmin
(
∂y
∂τ
− ∂
2y
∂x2
)
(v − g) dx ≥ 0 (4.37)
αντίστοιχα αpiό το συμpiληρωματικό piρόβλημα έχουμε:
ˆ xmax
xmin
(
∂y
∂τ
− ∂
2y
∂x2
)
(y − g) dx = 0 (4.38)
Αφαιρώντας τις (4.37), (4.38) καταλήγουμε:
ˆ xmax
xmin
(
∂y
∂τ
− ∂
2y
∂x2
)
(v − y) dx ≥ 0 (4.39)
Ολοκληρώνοντας κατά μέλη έχουμε:
ˆ xmax
xmin
(
∂y
∂τ
(v − y) + ∂y
∂x
(
∂v
∂x
− ∂y
∂x
))
dx− ∂y
∂x
(v − y)
∣∣∣∣xmax
xmin
≥ 0
Οι μη ολοκληρωτέοι όροι μηδενίζονται στα σύνορα xmin, xmax αφού έχουμε v = g
και y = g
Συνεpiώς καταλήγουμε:
J (y, v) =
ˆ xmax
xmin
(
∂y
∂τ
(v − y) + ∂y
∂x
(
∂v
∂x
− ∂y
∂x
))
dx ≥ 0
Για v = g το ολοκλήρωμα piαίρνει την ελάχιστη τιμή, δηλαδή:
min
vK
J(y, v) = J(y, y) = 0
Προσέγγιζωντας με χρήση της μεθόδου Galerkin
για
yh(τ, x) =
N∑
i=1
yh,j(τ)ϕi(x)
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και
vh(τ, x) =
N∑
i=1
vh,j(τ)ϕi(x)
καταλήγουμε:
ˆ xmax
xmin
 N∑
i=0
∂yh,i
∂τ
ϕi
N∑
j=0
(vh,j − yh,j)ϕj
 dx+ˆ xmax
xmin
( N∑
i=0
yh,iϕ
′
i
N∑
j=0
(vh,j−yh,j)ϕ′j
)
dx
⇔
N∑
i,j=0
∂yh,i
∂τ
(vh,j−yh,j)
ˆ xmax
xmax
ϕiϕjdx+
N∑
i,j=0
yh,i(vh,j−yh,j)
ˆ xmax
xmin
ϕ′iϕ
′
jdx ≥ 0
(4.40)
Στο σημείο αυτό piρωτού piροχωρήσουμε στον υpiολογισμό των στοιχείων, piα-
ρουσιάζουμε την μεταβολική μορφή του piροβλήματος.
Ασθενής Μορφή Βρες yKΩ τέτοιο ώστε:
<
∂y
∂τ
, p− y > +a(y, p− y) ≥ f(p− y) ∀pKΩ (4.41)
όpiου a : H10 (Ω)×H10 (Ω)→ R και f : H10 (Ω)→ R και ορίζονται ως ακολούθως:
a(y, p) :=
ˆ xmax
xmin
∂y
∂x
∂p
∂x
dx
και
f(y) = −
ˆ xmax
xmin
∂g
∂τ
y +
∂g
∂x
∂y
∂x
dx
Ο a(:, :) είναι συμμετρικός και θετικά ορισμένος, τότε βασιζόμενοι στο [10]
(Κεφάλαιο IV σελίδα 145 Θεώρημα V.11) θα έχουμε μοναδική λύση.
Η ημιδιακριτή μορφή της (4.41) είναι
Βρες y(ν+1)KΩ τέτοιο ώστε
a
(
y(ν+1), p− u(ν+1)
)
≥ f (ν)(p− y(ν+1)) (4.42)
όpiου
a =
ˆ xmax
xmin
(yp+ θ∆τ
∂y
∂x
∂p
∂x
)dx
και
f (ν) = ∆τf(p) +
ˆ xmax
xmin
y(ν)p−
(
(1− θ)∆τ ∂y
(ν)
∂x
)
∂p
∂x
dx
Διακριτοpiοίωντας και τον χώρο με χρήση της μεθόδου Galerkin καταλήγουμε
στο ακόλουθο διακριτό piρόβλημα: Βρες yνhRn≥0 τέτοιο ώστε για ν = 0, 1, 2...(
v − y(ν)h
)(
Cy
(ν+1)
h − b(ν)
)
≥ 0
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όpiου C = B + θ∆τA με Aij =
´
ϕ′iϕ
′
jdx και Bij =
´
ϕiϕjdx και
rν = −
ˆ xmax
xmin
(
∂g
∂τ
(x, τν)ϕi +
∂g
∂x
ϕi)dx
Εpiιστρέφουμε τώρα στην (4.40) το οpiοίο είναι ισοδύναμο με:(
∂yh
∂τ
)T
B(v − yh) + yThA(v − yh) ≥ 0
ή
(v − yh)T
(
B
∂yh
∂τ
+Ayh
)
≥ 0
Λόγω των συνοριακών συνθηκών piου υpiάρχουν στο Αμερικάνικο piαράγωγο, η
δομή των piινάκων δεν είναι ίδια ακριβώς με αυτή της εξίσωσης της θερμότητας,
αλλά διαφέρει η δομή τους στο piρώτο και το τελευταίο στοιχείο δηλαδή:
A =
1
h

1 −1 0 0 0
−1 2 −1 0 0
0 −1 2 . . . 0
0 0 0
. . . −1
0 0 0 −1 1
 (4.43)
και
B =
h
6

2 1 0 0 0
1 4 1 0 0
0 1 4
. . . 0
0 0 0
. . . 1
0 0 0 1 2
 (4.44)
Διακριτοpiοιώντας και ως piρος τον χρόνο και εισάγοντας και την piαράμετρο
θ[0, 1] καταλήγουμε:
(
v(ν+1) − y(ν+1)h
)T [
B
y
(ν+1)
h − y(ν)h
∆τ
+ θAy
(ν+1)
h + (1− θ)Ay(ν)h
]
≥ 0
Εναλλάσοντας του όρους καταλήγουμε:(
v(ν+1) − y(ν+1)h
)T (
(B + ∆τθA) y
(ν+1)
h + (∆τ (1− θ)A−B) y(ν)h
)
≥ 0
Εισάγοντας και τις αντίστοιχες συνοριακές συνθήκες d(ν) θα έχουμε:
C = B + ∆τθA (4.45)
και
b(ν) = (B −∆τ (1− θ)A) y(ν)h + d(ν) (4.46)
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όpiου:
d(ν) =

(−h6 + θ∆τ 1h) g(ν+1)0 + (−h6 + θ∆τ 1h) g(ν)0
0
...
0(−h6 + θ∆τ 1h) g(ν+1)m + (−h6 + θ∆τ 1h) g(ν)m
 (4.47)
Συνεpiώς καταλήγουμε στο ακόλουθο γραμμικό συμpiληρωματικό piρόβλημα:
Για ν = 0, 1, 2, ...
Cy
(ν+1)
h ≥ b(ν)
v(ν+1) ≥ g(ν+1) v ≥ g(
v(ν+1) − y(ν+1)h
)T (
Cy
(ν+1)
h − b(ν)
)
= 0
(4.48)
Θεώρημα 4.8. Η λύση του piροβλήματος της μεθόδου των piεpiερασμένων
στοιχείων, (4.48) είναι ισοδύναμη με αυτή της μεθόδου των piεpiερασμένων
διαφορών,(3.38)
Αpiόδειξη. Πεpiερασμένες Διαφορές =⇒ Πεpiερασμένα Στοιχεία
΄Εστω y(ν)i η διακριτή λύση της μεθόδου των piεpiερασμένων διαφορών, με
y(ν+1) ≥ g(ν+1) και (
v(ν+1) − y(ν+1)
)(
Cy(ν+1) − b(ν)
)
= (v(ν+1) − g(ν+1))T
(
Cy(ν+1) − b(ν)
)
︸ ︷︷ ︸
≥0
−
(
v(ν+1) − g(ν+1)
)T (
Cy(ν+1) − b(ν)
)
︸ ︷︷ ︸
=0
και συνεpiώς
(v(ν+1) − y(ν+1))T
(
Cy(ν+1) − b(ν)
)
≥ 0 ∀v ≥ g
Το οpiοίο είναι ισοδύναμο με τη μορφή των piεpiερασμένων στοιχείων.
Πεpiερασμένα Στοιχεία =⇒ Πεpiερασμένες Διαφορές
΄Εστω yh λύση της μεθόδου των piεpiερασμένων στοιχείων, με yh ≥ g και
v(ν+1)
T
(
Cy
(ν+1)
h − b(ν)
)
≥ y(ν+1)Th
(
Cy
(ν+1)
h − b(ν)
)
∀vK
Υpiοθέτουμε ότι το k−στοιχείο του Cy(ν+1)h − b(ν) είναι αρνητικό και vk αρκετά
μεγάλο. Τότε το αριστερό τμήμα γίνεται αυθαίρετα μικρό, το οpiοίο αντιτίθεται με
το y(ν+1)h ≥ g(ν+1), συνεpiώς
Cy
(ν+1)
h − b(ν) ≥ 0
Για y(ν+1)h ≥ g(ν+1) θα έχουμε
(y
(ν+1)
h − g(ν+1))T
(
Cy
(ν+1)
h − b(ν)
)
≥ 0
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θέτωντας v = g για την μέθοδο των piεpiερασμένων στοιχείων καταλήγουμε(
y
(ν+1)
h − g(ν+1)
)T (
Cy
(ν+1)
h − b(ν)
)
≤ 0
Συνεpiώς
(y
(ν+1)
h − g(ν+1))T
(
Cy
(ν+1)
h − b(ν)
)
= 0
το οpiοίο έχει ακριβώς την ίδια μορφή με το(3.38)
Συνεpiώς με βάση τα ανωτέρω και δεδομένου ότι ο piίνακας C της μεθόδου των
piεpiερασμένων στοιχείων ειναι θετικά ορισμένος, και βασιζόμενοι στο Θεώρημα
3.3 τότε η μέθοδος των piεpiερασμέων στοιχείων θα έχει μοναδική λύση.
Βασιζόμενοι στο [10](σελίδες 145-146) για την αντίστοιχη σύγκλιση θα έχουμε:
max
ν
||y(ν)−y(ν)h ||L2(Ω)+∆τ
( M∑
ν=1
||y(ν)−y(ν)h ||2H1,2(Ω)
)1/2
≤ C(h+∆τ1/2) (4.49)
΄Οpiως και στις piεpiερασμένες διαφορές η εpiίλυση του (4.48) γίνεται με χρήση της
εpiαναληpiτικής μεθόδου PSOR.
Τέλος για χρήση υψηλότερης τάξης στοιχείων, για χρήση τετραγωνικών
συναρτήσεων piαραpiέμpiουμε στην Ενότητα 7.1.3, ενώ για χρήση των cubic spline
στοιχείων piαραpiέμpiουμε στο [35] . Στο [12] γίνεται χρήση των piολυωνύμων
Hermite ως στοιχεία υψηλότερης ακρίβειας για την τιμολόγηση των Ευρωpiαϊκών
piαραγώγων το οpiοίο μpiορεί να εpiεκταθεί και για την τιμολόγηση των
Αμερικάνικων piαραγώγων. Στο [6] γίνεται χρήση των wavelets στοιχείων για
την τιμολόγηση των Αμερικάνικων piαραγώγων.
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Κεφάλαιο 5
Εpiαναληpiτικές Μέθοδοι
για την την Εξίσωση Black
and Scholes
Στο κεφάλαιο αυτό θα piεριγράψουμε τους αλγόριθμους εpiίλυσης της εξίσωσης
διάχυσης για το Ευρωpiαϊκό και το Αμερικάνικο piαράγωγο. Για το Ευρωpiαϊκό
piαράγωγο κάνουμε χρήση του αλγορίθμου SOR και αντίστοιχα για το
Αμερικάνικο του PSOR.
Οι εpiαναληpiτικές μέθοδοι αναζητούν λύση για το γραμμικό σύστημα μετά αpiό
έναν άpiειρο αριθμό εpiαναλήψεων. Στην piερίpiτωση όpiου ο piίνακας είναι αραιός
το υpiολογιστικό κόστος είναι 23n
2 έναντι n2 για τις άμεσες μεθόδους (ανάλυση
LU, ανάλυση Choleski, αpiαλοιφή Gauss).
5.1 Σύγκλιση των Εpiαναληpiτικών Μεθόδων
Η βασική ιδέα των εpiαναληpiτικών μεθόδων τίθεται στην κατασκευή μιας
ακολουθίας διανυσμάτων x(k) piου συγκλίνουν στη λύση του γραμμικόυ
συστήματος Ax = b
x = lim
k→∞
x(k) (5.1)
Στις αριθμητικές εφαρμογές οι εpiαναληpiτικές μέθοδοι σταματούν σε έναν
piεpiερασμένο αριθμό εpiαναληψέων, εpiιpiλέον εpiειδή η ακριβής λύση δεν είναι
διαθέσιμη, είναι σημαντικό να εισάγουμε κριτήρια τερματισμού στον αλγόριθμο
μας. Συνεpiώς
||x(n) − x|| < ε (5.2)
΄Οpiου ε το αντίστοιχο κριτήριο τερματισμού, n ο μέγιστος αριθμός εpiαναληψέων
και || · || η αντίστοιχη διανυσματική νόρμα. Για την εκκίνηση του αλγορίθμου μας
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ξεκινάμε με ένα δοθέν x(0) και τον εpiαναληpiτικό piίνακα B και έχουμε την
ακόλουθη εpiαναληpiτική δομή:
x(k+1) = Bx(k) + f (5.3)
όpiου f ένα διάνυσμα piροερχόμενο αpiό το b του αρχικού γραμμικού συστήματος
Ax = b (5.4)
Ορισμός 5.1. Μια εpiαναληpiτική μέθοδος της μορφής (5.3) καλείται συνεpiής
ως piρος την (5.4) αν για τα f και B ισχύει: x = Bx+ f ή ισοδύναμα
f = (I −B)A−1b οpiου Α ο piίνακας του γραμμικού συστήματος Ax = b και
συμβολίζοντας με e(k) = x(k) − x το σφάλμα της k εpiανάληψης αpiο την συνθήκη
σύγλισης (5.1) αpiαιτούμε
lim
k→∞
e(k) = 0
για οpiοιαδήpiοτε αρχική εpiιλογή x(0)
Θεώρημα 5.1. ΄Εστω η (5.3) συνεpiής μέθοδος ως piρος την (5.4), τότε η
ακολουθία των διανύσματων x(k) συγλίνει στη λύση του γραμμικού συστήματος
Ax = b για οpiοιαδήpiοτε αρχική εpiιλογή x(0) αν και μόνο αν
% (B) < 1
όpiου ρ(Β) η αντίστοιχη φασματική ακτίνα για τον εpiαναληpiτικό piίνακα Β.
Αpiόδειξη. Αpiό την σχέση e(k) = x(k) − x έχουμε ότι e(k+1) = Be(k)
αναδρομικά θα έχουμε: e(k) = Bke(0) ∀ k = 0, 1, . . ..Συνεpiώς έχουμε ότι:
lim
k→∞
Bke(0) = 0
για οpiοιοδήpiοτε e(0) ανν % (B) < 1.
Αντίστροφα αν % (B) > 1 τότε θα υpiάρχει μία τουλάχιστον ιδιοτιμή |λ| > 1.
΄Εστω e(0) το αντίστοιχο ιδιοδιάνυσμα για την ιδιοτιμή αυτή, τότε Be(0) = λe(0)
και έτσι e(k) = λke(0). Συνεpiώς e(k) 9 0 αφού |λ| > 1
5.2 Γραμμικές Εpiαναληpiτικές Μέθοδοι
Μια γενική τεχνική για την εpiίλυση ενός γραμμικού συστήματος, βασίζεται στον
διαχωρισμό του piίνακα του γραμμικού συστήματος A στη μορφή A = P −N
όpiου P και N καταλληλοι piίνακες ο piίνακας P καλείται preconditioner matrix.
Για δοθέν x(0) μpiορούμε να υpiολογίσουμε το x(k) λύνοντας την piαρακάτω
ακολουθία γραμμικών συστημάτων:
Px(k+1) = Nx(k) + b (5.5)
ο εpiαναληpiτικός piίνακας για την (5.5) είναι ο B = P−1N και αντίστοιχα
f = P−1b το αντίστοιχο διάνυσμα για την εpiαναληpiτική μέθοδο. Η (5.5) μpiορεί
να γραφτεί στη μορφή:
x(k+1) = x(k) + P−1r(k) (5.6)
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ΧΑΛΑΡΩΣΗΣ SOR-PSOR
όpiου r(k) = b−Ax(k) και υpiοδηλώνει το υpiόλοιpiο (residual) της μεθόδου
ύστερα αpiο k-βήματα
Ιδιότητα 5.1. ΄Εστω A = P −N με A και P συμμετρικοί και θετικά ορισμένοι
piίνακες. Αν ο 2P −A είναι συμμετρικός και θετικά ορισμένος piίνακας τότε η
εpiαναληpiτική μέθοδος (5.6) συγκλίνει για οpiοιαδήpiοτε αρχική εpiιλογή x(0) και
%(B) = ||B||A = ||B||P < 1
Εpiιpiλέον η σύγκλιση της εpiαναληpiτικής μεθόδου είναι μονότονη ως piρος τις
νόρμες || · ||P και || · ||A αντίστοιχα δηλαδή ||e(k+1)||P < ||e(k)||P και
||e(k+1)||A < ||e(k)||A ∀ k = 0, 1, ...
Για την αpiόδειξη piαραpiέμpiουμε στο [53](σελίδες 223-224, Θεώρημα 6.2.5,
Πόρισμα 6.2.5)
Ιδιότητα 5.2. ΄Εστω A = P −N με A συμμετρικός και θετικά ορισμένος
piίνακας. Αν ο P + PT −A είναι θετικά ορίσμενος piίνακας τότε ο P είναι
αντιστρέψιμος και η εpiαναληpiτική μέθοδος συγκλίνει μονότονα ως piρος τη
νόρμα || · ||A και ρ (B) ≤ ||B||A < 1.
Για την αpiόδειξη piαραpiέμpiουμε στο [53](σελίδα 225, Θεώρημα 6.2.7)
5.3 Οι μέθοδοι Jacobi-Gauss-Seidel και οι Με-
θοδοι Χάλαρωσης SOR-PSOR
Στην piερίpiτωση όpiου τα διαγώνια στοιχεία του piίνακα Α είναι μη μηδενικά
μpiόρουμε να έχουμε το ισοδύναμο σύστημα:
xi =
1
aii
bi − n∑
j=1,j 6=i
aijxj

Jacobi
Για την μέθοδο Jacobi έχουμε:
x
(k+1)
i =
1
aii
bi − n∑
j=1,j 6=i
aijx
(k)
j

Για εpiαναληpiτική μέθοδο Jacobi έχουμε A = P −N όpiου P = D και
N = D −A = E + F με D ο piίνακας με στοιχεία τα διαγώνια στοιχεία του
piίνακα Α, Ε ο άνω τριγωνικός και F ο κάτω τριγωνικός piίνακας του Α
αντίστοιχα. Ο αντίστοιχος εpiαναληpiτικός piίνακας της Jacobi είναι:
Bj = D
−1 (E + F ) = I −D−1A (5.7)
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Gauss-Seidel
Αντίστοιχα για τη μέθοδο Gauss-Seidel έχουμε:
x
(k+1)
i =
1
aii
bi − i−1∑
j=1
aijx
(k+1)
j −
n∑
j=i+1
aijx
(k)
j

Αντίστοιχα για το διαχωρισμό του piίνακα Α θα έχουμε P = D − E και N = F
και ο αντίστοιχος εpiαναληpiτικός piίνακας θα είναι:
BGS = (D − E)−1 F (5.8)
Θεώρημα 5.2. Αν ο piίνακας Α έχει αυστηρά διαγώνεια υpiεροχή τότε η Jacobi
και η Gauss Seidel μέθοδοι συγκλίνουν.
Αpiόδειξη. Για την μέθοδο Jacobi, αν ο Α έχει αυστηρά διαγωνεία υpiεροχή
κατα γραμμές δηλαδή |aii| >
∑n
j=1 |aij | i = 1, .., N τότε
max
1≤i≤N
∑
j=1
j 6=i
|aij
aii
| = ||Bj ||∞ < 1
και συνεpiώς ||Bj ||∞ < 1 αφού η ακολουθία της εpiαναληpiτικής μεθόδου
συγκλίνει για οpiοιδήpiοτε x0 βλέpiε [34] (Κεφάλαιο 1 Πόρισμα 1 σελίδες 41-42) .
Αντίστοιχα για την μέθοδο Gauss-Seidel θα δείξουμε ότι ||BGS || < ||Bj || < 1.
Αpiό την διαγωνεία υpiεροχή του Α ισχύει
||Bj ||∞ = max
i
∑
j 6=i
|aij
aii
| < 1
Για uRN με ||u||∞ = 1, και θέτωντας v = (D − E)−1Fu = BGSu έχουμε
vi = −
∑
j<i
aij
aii
vj −
∑
j>i
aij
aii
uj
Θα δείξουμε piρώτα με εpiαγωγή ότι
|vi| ≤ ||Bj ||∞ για i = 1, . . . , N
Για i = 1 ισχύει
|v1| ≤
∑
j>1
|a1j
a11
||uj | ≤ ||u||∞
∑
j>1
|a1j
a11
| ≤ ||Bj ||∞
Ας υpiοθέσουμε ότι για i σταθερό και j < i, |vj | ≤ ||BJ || ≤ 1. Τότε
|vi| ≤
∑
j>i
|aij
aii
||vj |+
∑
j>i
|aij
aii
||uj |
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≤ (max
j<i
|vj |)
∑
j<i
|aij
aii
|+ ||u||∞
∑
j>i
|aij
aii
|
≤
∑
j 6=i
|aij
aii
| ≤ ||BJ ||∞
Εpiομένως
||v||∞ = ||BGSu||∞ ≤ ||BJ ||∞
για κάθε u, με ||u||∞ = 1 και άρα
||BGS ||∞ = max||u||=1 ||BGSu||∞ ≤ ||BJ ||∞ < 1
Συνεpiώς η μέθοδος Gauss Seidel συγκλινει. Εpiιpiλέον έχουμε την ακόλουθη
εκτιμήση σφάλματος
||xk − x||∞ ≤ ||BGS ||∞
1− ||BGS ||∞ ||xk − xk−1||
≤ ||BJ ||∞
1− ||BJ ||∞ ||xk − xk−1||
SOR
Εισάγωντας μια piαράμετρο χαλάρωσης ω στην μέθοδο Gauss-Seidel λαμβάνουμε
την μέθοδο SOR.
x
(k+1)
i =
ω
aii
bi − n∑
j=i−1
aijx
(k+1)
j −
n∑
j=i+1
aijx
(k)
j
+ (1− ω)x(k)i (5.9)
το οpiοίο μpiορεί να γραφτει στην μορφή(
I − ωD−1E)x(k+1) = [(1− ω)I + ωD−1F ]x(k) + ωD−1b
Συνεpiώς αντίστοιχος εpiαναληpiτικός piίνακας της μέθοδου SOR είναι:
B(ω) =
(
I − ωD−1E)−1 [(1− ω)I + ωD−1F ]
PSOR
Για γραμμικά συμpiληρωματικά piροβλήματα ( Linear Complementarity
Problems) όpiως piαρουσιάσαμε στο piροηγούμενο κεφάλαιο για το Αμερικάνικο
piαράγωγο για την εpiίλυση τους κάνουμε χρήση του αλγορίθμου PSOR. Σε κάθε
χρονικό βήμα εpiιλύουμε ένα ανισωτικό γραμμικό σύστημα.
x ≥ g (5.10)
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Αλγόριθμος 5.3.1 Ο αλγόριθμος της PSOR
1: x0 ≥ g
2: for k = 0, 1, ... do
for i = 0, 1, ..., N do
3:4
x˜
(k+1)
i =
1
aii
bi − i−1∑
j=1
aijx
(k+1)
j −
N∑
j=i+1
aijx
(k)
j
 (5.13)
5:
x
(k+1)
i = max
{
gi, x
(k)
i + ω
(
xˆ
(k+1)
i − x(k)i
)}
(5.14)
6: Next i
7: end for
8: if ||x(k+1) − x(k)||2 < ε then
9: Stop
10: else
11: Next k
12: end if
13: end for
Ax ≥ b (5.11)
(x− g)T (Ax− b) = 0 (5.12)
Το ανωτέρω piρόβλημα εpiιλύθηκε αpiό τον αλγόριθμο του Cryer κάνοντας χρήση
της PSOR (projected successive overrelaxation) μεθόδου, όpiου οι piίνακες Α
είναι συμμετρικοί και θετικά ορισμένοι. Ωστόσο σε piολλές εφαρμογές στα
χρηματοοικονομικά ο piίνακας Α δεν είναι συμμετρικός, έχει αpiοδειχθεί όμως ότι
ο αλγόριθμος είναι αpiοδοτικός ακόμα και για την piερίpiτωση μη συμμετρικών
piινάκων piου είναι όμως θετικά ορισμένοι. Ο αλγόριθμος για την μέθοδο PSOR
είναι ο ακόλουθος:
Αpiό τον αλγόριθμο piαρατηρούμε ότι αν αντικαταστήσουμε τη σχεσή:
x
(k+1)
i = max
{
gi, x
(k)
i + ω
(
xˆ
(k+1)
i − x(k)i
)}
με την
x
(k+1)
i = x
(k)
i + ω
(
x˜
(k+1)
i − x(k)i
)
έχουμε τον αλγόριθμο της SOR piου piεριγράψαμε ανωτέρω. Υpiενθυμίζουμε ότι
για το Ευρωpiαϊκό piαράγωγο γίνεται η χρήση του αλγορίθμου SOR, ενώ στο
Αμερικάνικο γίνεται χρήση του αλγορίθμου PSOR. Αυτό φανερώνει τη σχέση
ανάμεσα στο Ευρωpiαϊκό και στο Αμερικάνικο piαράγωγο, όpiου το Αμερικάνικο
piαράγωγο ασκείται σε οpiοιαδήpiοτε χρονική στιγμή έναντι του Ευρωpiαικού το
οpiοίο ασκείται μόνο στον χρόνο ωρίμανσης.
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Σχήμα 5.1: Γραφική αναpiαράσταση των βέλτιστων ω για την εpiαναληpiτική μέθοδο
SOR
5.4 Σύγκλιση των Μεθόδων Χαλάρωσης
Θεώρημα 5.3. Για οpiοιοδήpiοτε ω R ισχύει % (B (ω)) ≥ |ω − 1| η SOR
συγλίνει ενώ αpiοτυγχάνει να συγλίνει για ω ≤ 0 ή ω ≥ 2
Αpiόδειξη. ΄Εστω {λi} οι ιδιοτιμές του εpiαναληpiτικού piίνακα της SOR
μεθόδου τότε:
|
n∏
i=1
λi| = |det
(
[1− ω] I + ωD−1F ) | = |1− ω|n
Συνεpiώς θα piρέpiει μία τουλάχιστον ιδιοτιμή |λi| > |1− ω|. Για να υpiάρχει
σύγκλιση θα piρέpiει να έχουμε |1− ω| < 1, δηλαδή: 0 < ω < 2
Ιδιότητα 5.3. (Ostrowski) Αν ο A είναι συμμετρικός και θετικά ορισμένος
piίνακας τότε η SOR μέθοδος συγκλίνει ανν 0 < ω < 2. Εpiιpiλέον η σύγκλιση
είναι μονότονη ως piρος τη νόρμα || · ||A. Τέλος αν ο A έχει αυστηρή κυρίαρχη
διαγώνιο η SOR συγκλίνει για 0 < ω < 1.
Το Σχήμα 5.1 αpiεικονίζει τις βέλτιστες τιμές του ω για την μέθοδο SOR. Μια
καλή εpiιλογή για τον αλγόριθμο της SOR είναι για ω  [1.1 , 1.6], όμοια και για
την μέθοδο PSOR κάνουμε χρήση των ίδιων τιμών. Για την τιμολόγηση των
Αμερικάνικων piαραγώγων εpiιλέγουμε ω = 1.15, 1.3.
Ιδιότητα 5.4. Αν ο A έχει την Α-ιδιότητα και ο εpiαναληpiτικός piίνακας της
μεθόδου Jacobi BJ έχει piραγματικές ιδιοτιμές τότε η SOR συγκλίνει για
οpiοιοδήpiοτε εpiιλογή του x(0) ανν ρ (BJ) < 1 και 0 < ω < 2. Εpiιpiλέον ισχύει:
ωopt =
2
1 +
√
1− ρ (Bj)2
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και η αντίστοιχη ασυμpiτωτική σύγλιση
ρ (B (ωopt)) =
1−
√
1− ρ (Bj)2
1 +
√
1− ρ (Bj)2
Για την αpiόδειξη piαραpiέμpiουμε στο [53](σελίδες 241-243).
Στη συνέχεια piαραθέτουμε την σύγκλιση της εpiαναληpiτικής μεθόδου PSOR.
Θεώρημα 5.4. (Θεώρημα του Cryer) ΄Εστω ARN−1×N−1 συμμετρικός
και θετικά ορισμένος piίνακας b, g RN−1 και 0 < ω < 2 τότε η ακολουθία (x(k))k
piου ορίζεται αpiό τον Αλγόριθμο 1 συγκλίνει μονδαικά στη λύση του γραμμικού
συpiληρωματικού piροβήματος
(x− g)T (Ax− b) = 0, Ax− b ≥ 0 x− g ≥ 0 (5.15)
Παρατήρηση Το θεώρημα ισχυρίζεται εpiίσης ότι το γραμμικό συpiληρωματικό
piρόβλημα (5.15) έχει μοναδική λύση. Η μοναδικότητα βασίζεται στο ακόλουθο
λήμμα.
Λήμμα 5.1. Το γραμμικό συpiληρωματικό piρόβλημα (5.15)και το
x RN−1με x ≥ g με
J(x) = min
u≥g
J(u) (5.16)
όpiου J(u) = 12u
TAu− bTu είναι ισοδύναμα.
Αpiόδειξη. ΄Εστω x ≥ g τότε
J(u)− J(x) = 1
2
(u− x)TA(u− x)− (Ax− b)T (x− g) + (u− g)T (Ax− b)
≥ −(Ax− b)T (x− g) + (u− g)T (Ax− b)
και αφού ο Α είναι συμμετρικός και θετικά ορισμένος, και δεδομένου u− g ≥ 0
≥ 0
΄Εστω τώρα x η λύση του (5.16) και αpiό υpiόθεση έχουμε x− g ≥ 0 θα δείξουμε
ότι Ax− b ≥ 0.
Ορίζουμε u = x+ εek όpiου ε > 0 και ekRN−1 διάνυσμα piου λαμβάνει την τιμή
1 στην θέση k. Για u ≥ x ≥ g και
0 ≤ J(u)− J(x) = εeTkAx+
1
2
ε2eTkAek − εbT ek
= ε(Ax− b)k + ε
2
2
akk < 0 (5.17)
Διαιρώντας με ε > 0 και piαίρνοντας όριο καθώς ε→ 0 καταλήγουμε
0 ≤ (Ax− b)k ∀k και συνεpiώς (Ax− b) ≥ 0. Αpiομένει να δείξουμε
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ότι(Ax− b)(x− g) = 0. Υpiοθέτουμε ότι (Ax− b)k > 0 και xk > gk για κάpiοιο
k. Εpiιλέγοντας ε > 0 αρκετά μικρό τέτοιο ώστε u := x− εek, τότε
0 ≤ J(u)− J(x) = −ε(Ax− b)k + ε
2
2
akk < 0
∀ε με ε→ 0 και συνεpiώς (Ax− b)T (x− g) = 0
Αpiόδειξη (Θεωρήματος Cryer). Αρχικά θα αpiοδείξουμε τη μοναδικότητα
της λύσης του (5.15). Αpiο την (5.16) θα έχουμε:
0 = J(x1)− J(x2) = 1
2
(x1 − x2)TA(x1 − x2)− (Ax2 − b)T (x2 − g) + (x1 − g)T (Ax2 − b)
=
1
2
(x1 − x2)TA(x1 − x2) + (x1 − g)T (Ax2 − b)
≥ (x1 − x2)TA(x1 − x2) ≥ 0
και αφού ο Α συμμετρικός και θετικά ορισμένος, έpiεται ότι
(x1 − x2)TA(x1 − x2) = 0
και συνεpiώς x1 = x2.
Για την ύpiαρξη του (5.15), αpiοδεικνύουμε ότι η ακολουθία x(k) piου piαράγεται
αpiό τον Αλγόριθμο 5.3.1 έχει μοναδικό όριο. Χωρίζουμε την αpiόδειξη μας σε 4
βήματα.
Βήμα 1
Θα δείξουμε piρώτα ότι για όλα τα i, k υpiάρχει ωik  [0, ω] τέτοιο ώστε:
x
(k+1)
i = x
(k)
i + ωik(x˜
(k)
i − x(k)i )
Αν gi ≤ x(k)i + ω(x˜ki − xki ) τότε αpiό την (5.13) έpiεται
ότιx(k+1)i = x
(k)
i + ω(x˜
(k)
i + x
(k)
i ) εpiιλέγωντας ωik = ω. Αντίστοιχα στην
piερίpiτωση όpiου gi > x
(k)
i + ω(x˜
k
i − xki ) τότε αφού x(k)i ≥ gi εpiιλέγουμε
gi = x
(k+1)
i και στην piεριpiτωση αυτή, θα έχουμε ότι
ωik =
x
(k)
i − gi
x
(k)
i − x˜(k+1)i
όpiου ωik ≤ ω και συνεpiώς καταλήγουμε
x
(k)
i + ωik(x˜
(k)
i − x(k)i ) = gi = x(k+1)i
Βήμα 2
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΄Εστω x(k,i) να είναι το i βήμα της k εpiανάληψης
x(k,i) = (x
(k+1)
1 , . . . , x
(k+1)
i , x
(k)
i+1, . . . x
(k)
N−1)
T θα δείξουμε ότι η ακολουθία
Jj = J(x
(k,i)) όpiου j = (N − 1)(k − 1) + i,0 ≤ i ≤ N − 1, k ≥ 1 συγκλίνει.
Παρατηρούμε ότι
x(k+1,0) = (x
(k+1)
1 , . . . , x
(k+1)
N−1 )
T =: x(k,N)
και
x(k,i) − x(k,i−1) = (0, . . . 0, x(k+1)i − x(k)i , 0, . . . , 0)T = (x(k+1)i − x(k)i )ei (5.18)
Αpiό την (5.13) θα έχουμε
aii(x˜
(k)
i − x(k)i ) = −(Ax(k,i) − b)i (5.19)
Με βάση τα ανωτέρω υpiολογίζουμε για την piερίpiτωση όpiου ωik > 0
Jj − Jj−1 = J(x(k,i))− J(x(k,i−1))
=
1
2
(x(k,i) − x(k,i−1))TA(x(k,i) − x(k,i−1)) + (x(k,i) − x(k,i−1))T (Ax(k,i) − b)
=
1
2
aii(x
(k+1)
i − x(k)i )2 − (x(k+1)i − x(k)i )aii(x˜(k)i − x(k)i )
Αpiό τις (5.18),(5.19) έχουμε:
= −aii
2
(
2
ωik
− 1)(x(k+1)i − x(k)i )2 (5.20)
≤ −aii
2
(
2
ω
− 1)(x(k+1)i − x(k)i )2 και για ωik ≤ ω
≤ 0
για όλα τα 0 < ω < 2. Στην piερίpiτωση όpiου ωik = 0 έχουμε x
(k+1)
i = x
(k)
i και
Jj − Jj−1 = 0. Αφού ο Α είναι συμμετρικός και θετικά ορισμένος εύκολα
βλέpiουμε ότι η ακολουθία Jj είναι γνησίως φθίνουσα.
Βήμα 3
Θα δειξουμε ότι η (x(k)i )k ακολουθία συγκλίνει. Αpiό την (5.20) συνεpiάγεται ότι
|x(k+1i − x(k)i | =
(
2
aii(
2
ωik
− 1(Jj−1 − Jj)
)1/2
≤
(
2
min
(
2
ω − 1
) (Jj−1 − Jj))1/2 → 0
για k →∞ και J = J(k)→∞. Συνεpiώς η {x(k, i)} είναι μία Cauchy ακολουθία
για όλα τα k και συνεpiώς limk→∞ x
(k)
i = xi
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Βήμα 4
Αpiομένει να δείξουμε ότι η x = (x1, . . . , xN−1)T είναι λύση του γραμμικού
συpiληρωματικού piροβλήματος (5.15). Αpiό την (5.13) piαίρνωντας όριο για
k →∞ θα έχουμε:
x˜i = lim
k→∞
x˜
(k)
i = xi − a−1ii (Ax− b)i
και
xi = max {xi + ω(x˜i − xi), gi} = max{xi − ωa−1ii (Ax− b)i, gi}
το οpiοίο είναι ισοδύναμο με το γραμμικό συμpiληρωματικό piρόβλημα (5.15).
Εναλλακτικές μέθοδοι εpiίλυσης για την τιμολόγηση των Αμερικάνικων
piαραγώγων είναι οι μέθοδοι Front-Tracking, ο αλγόριθμος Brennan-Schwartz piου
piεριγράφονται στο [1] καθώς και Primal-Dual Active Set Algorithm piου
piεριγράφεται στο [25]. Μια εpiιpiλέον εναλλακτική μέθοδος αντί της
εpiαναληpiτικής μεθόδου PSOR είναι η μέθοδος της piοινής (penalty method).
Στη μέθοδο PSOR συγκρίνουμε κάθε λύση του γραμμικού μας συστήματος με
τη συνάρτηση εμpiόδιο(obstacle function), στη μέθοδο της piοινής το ελέυθερο
σύνορο (free boundary) εντάσσεται αpiευθείας στην μέθοδο piροσθέτοντας αpiλά
τον εpiιpiλέον όρο της συνάρτησης φράγματος, και λύνουμε ένα γραμμικό
σύστημα. Η μέθοδος αναφέρεται και piεριγράφεται στα [9], [38],[20].
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Κεφάλαιο 6
Διακριτοpiοίηση της 2-D
Black and Scholes
Εξίσωσης με Χρήση
Πεpiερασμένων Στοιχείων
Σε piολλές εφαρμογές στα χρηματοοικονομικά αpiαιτείται η διακριτοpiοίηση της
γενικευμένης εξίσωσηςBlack and Scholes . Χαρακτηριστικά piαραδείγματα είναι
η τιμολόγηση Ασιατικών Παραγώγων, ομόλογα, καθώς και Ευρωpiαικά και
Αμερικάνικα Παράγωγα αpiοτελούμενα αpiό δύο υpiοκείμενα piροϊόντα(Better
Options, Worst of Two Assets, Basket Options, Rainbow Options). Στο
κεφάλαιο αυτό θα piαρουσιάσουμε την διακριτοpiοίηση των piροαναφερθέντων
χρηματοοικονομικών piροϊοντων με χρήση Πεpiερασμένων Στοιχείων.
6.1 Η 2-D Black and Scholes και η Γενικευμέ-
νη Εξίσωση Διάχυσης
Υpiοθέτουμε ότι η U είναι συνάρτηση δύο στοχαστικών μεταβλητών S1 κα S2 σε
χρόνο t. Η εξέλιξη των δύο υpiοκείμενων piροϊοντων S1 και S2 piεριγράφονται αpiό
τις ακόλουθες στοχαστικές διαφορικές εξισώσεις:
dS1 = µ1 (S1, S2, t) dt+ σ1 (S1, S2, t) dW1 (6.1)
dS2 = µ2 (S1, S2, t) dt+ σ2 (S1, S2, t) dW2 (6.2)
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η εξίσωση Black-Scholes piου piεριγράφεται αpiό τα δύο αυτά υpiοκείμενα piροϊόντα
είναι η:
∂U
∂t
+
(σ1S1)
2
2
∂2U
∂S21
+
(σ2S2)
2
∂S22
∂2U
∂S22
+ρσ1σ2S1S2
∂2U
∂S1∂S2
+rS1
∂U
∂S1
+rS2
∂U
∂S2
−rU = 0
(6.3)
E [dWidWj ] = ρijdt με i, j = 1, 2
όpiου ρ12 = ρ21 = ρ ο αντίστοιχος συντελεστής συσχέτισης με −1 ≤ ρ ≤ 1.
΄Οταν ο συντελεστής συσχέτισης λαμβάνει θετικές τιμές τότε η συσχέτιση είναι
θετική. Στην piερίpiτωση αυτή η άυξηση της τιμής του υpiοκείμενου piροϊόντος S1
θα οδηγήσει σε μία ανάλογη άυξηση της τιμής του υpiοκείμενου piροϊόντος S2.
Στην piερίpiτωση όpiου ο συντελεστής συσχέτισης λαμβάνει την τιμή 1 τότε η
συσχέτιση καλείται τέλεια θετική συσχέτιση. Αpiό χρηματοοικονομικής piλευράς
η τέλεια θετική συσχέτιση συνεpiάγεται ότι η άυξηση της τιμής του υpiοκείμενου
piροϊόντος S1 θα οδηγήσει σε μία ισόpiοση άυξηση της τιμής του υpiοκείμενου
piροϊόντος S2. Αντίθετα όταν ο συντελεστής συσχέτισης λαμβάνει αρνητικές
τιμές τότε η συσχέτιση καλείται αρνητική, με την άυξηση του υpiοκείμενου
piροϊόντος S1 να οδηγεί σε μία ανάλογη μείωση της τιμής του υpiοκείμενου
piροϊόντος S2. ΄Οταν ο συντελεστής συσχέτισης λαμαβάνει την τιμή -1 τότε η
συσχέτιση καλείται τέλεια αρνητική συσχέτιση και η άυξηση της τιμής του
υpiοκείμενου piροϊόντος S1 να οδηγεί σε μία ισόpiοση μείωση της τιμής του
υpiοκείμενου piροϊόντος S2. Τέλος στην piερίpiτωση όpiου ρ = 0 τότε οι τιμές των
δύο υpiοκείμενων piροϊόντων S1, S2 είναι ανεξάρτητες μεταξύ τους.
Η (6.3) για τ = T − t μετασχηματίζεται στην γενικευμένη εξίσωση διάχυσης:
∂U
∂τ
+ a∇U − (D∇)∇U + rU = 0 (6.4)
όpiου a = −
(
rS1
rS2
)
και D = 12
(
σ21S
2
1 ρσ1σ2S1S2
ρσ1σ2S1S2 σ
2
2S
2
2
)
Παρατηρούμε ότι ο piίνακας διάχυσης είναι συμμετρικός και θετικά ημιορισμένος.
Μια συνήθη τεχνική διακριτοpiοίησης της (6.4) είναι με χρήση Πεpiερασμένων
Ογκών, αντ΄ αυτού θα τη διακριτοpiοίησουμε με χρήση Περασμένων Στοιχείων.
Υpiάρχουν σημαντικές δυσκολίες στη διακριτοpiοίηση της (6.4) με χρήση
piεpiερασμένων στοιχείων. Μια piρώτη δυσκολία είναι η εpiιβολή κατάλληλων
συνοριακών συνθηκών. Σε κάθε piαράγωγο με διαφορετική συνάρτηση
αpiοpiληρωμής (payoff function) εισάγουμε κατάλληλες συνοριακές συνθήκες. Η
εpiιλογή των συνοριακών συνθηκών είναι αρκετά τεχνική και ξεφέυγει αpiό τους
σκοpiούς αυτής της εργασίας. Για την εφαρμογή κατάλληλων συνοριακών
συνθηκών για τα piαράγωγα piαραpiέμpiουμε στο [13]. Μια εpiιpiλέον δυσκολία στην
διακριτοpiοίηση της ανωτέρω εξίσωσης είναι ότι μpiορεί να οδηγηθούμε σε
ταλαντούμενες λύσεις. Το διάνυσμα a (convective terms) μpiορεί να οδηγήσει σε
ιδιομορφίες (singularities) στην εpiίλυση μας. Στην piραγματικότητα οι λύσεις
εpiιδέχονται διαταραχές, piου εμφανίζονται στην piερίpiτωση όpiου η μερική
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διαφορική εξίσωση μας κυριαρχείται αpiό τους μεταφορικούς όρους a. ΄Ενας
τρόpiος αντιμετώpiισης του piροβλήματος αυτού είναι με κατάλληλη αναδιαμέριση,
εναλλακτικά μpiορούμε να piροσθέσουμε κάpiοιους εpiιpiλέον όρους για μεγαλύτερη
ευστάθεια και αντιμετώpiιση των αυτών ταλαντούμενων λύσεων. Ο τρόpiος
εφαρμογής τών εpiιpiλέον όρων-όροι τεχνικής διαχύσης (artificial diffusion)
εξαρτάται αpiο τη διακριτοpiοίηση μας αλλά και αpiό τον συντελεστή Peclet, ο
οpiοίος εξαρτάται αpiό την νόρμα του piίνακα διάχυσης D και τη αντίστοιχη νόρμα
του διανύσματος a, για piερισσότερες λεpiτομέρειες piαραpiέμpiουμε στο [35].
Η εξίσωση (6.4) εναλλακτικά μpiορεί να γραφτεί στην μορφή:
∂U
∂τ
= −
(
−a− (∇′D)′
)
∇U +∇D∇U − rU (6.5)
΄Οpiου ∇′ και D′ οι ανάστροφοι των ∇ και D αντίστοιχα. Η χρήση της (6.5)
γίνεται σε μοντέλα με στοχαστική μεταβλητότητα (stochastic volatility models),
για piερισσότερες λεpiτομέρειες στο piαραpiέμpiουμε στο [46].
Ωστόσο η (6.5) έχει αρκετές αλγοριθμικές δυσκολίες στον τρόpiο χειρισμού των
συνοριακών συνθηκών. Για τη διακριτοpiοίηση του Αμερικάνικου piαραγώγου με
δύο υpiοκείμενα piροϊόντα κάνουμε χρήση της (6.4) της οpiοίας την
διακριτοpiοίηση της με χρήση piεpiερασμένων στοιχείων θα την piεριγράψουμε
στην ακόλουθη ενότητα.
6.2 Διακριτοpiοίηση της Γενικευμένης Εξίσω-
σης Διάχυσης με χρήση της μεθόδου των
Πεpiερασμένων Στοιχείων
Στην ενότητα αυτή θα διακριτοpiοιήσουμε την εξίσωση (6.4) με χρήση
piεpiερασμένων στοιχείων. Η εξίσωση (6.4) εναλλακτικά για τ = T − t μpiορεί να
γραφτεί στη μορφή:
∂U
∂τ
= −a∇U + (D∇)∇U − rU (6.6)
Η ασθενής μορφή για την (6.6) με χρήση των τύpiων Green θα είναι:
ˆ
Ω
(−α∇U∇v + (D∇U) · ∇v − rUv)dS =
ˆ
Ω
∂U
∂t
vdS ∀ v Ω (6.7)
με v συνεχή συνάρτηση και κατά τμήματα C1 στο Ω αpiο την χρήση των τύpiων
Green για τον όρο της διάχυσης θα έχουμε:
ˆ
Ω
(−a∇Uv − (D∇U)∇v − rUv) dS −
ˆ
∂Ω
(D∇U)~νdς =
ˆ
Ω
∂U
∂τ
vdS (6.8)
το ολοκλήρωμα ˆ
∂Ω
(D∇U)~ndς = 0
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γιατί δεν υpiάρχει διάχυση στο σύνορο μας.
΄Ετσι λοιpiόν οδηγούμαστε στην ακόλουθη ολοκληρωτική μορφή
ˆ
Ω
(−a∇Uv − (D∇U)∇v − rUv)dS =
ˆ
Ω
∂U
∂τ
vdS (6.9)
ή ˆ
(a∇Uv + (D∇U)∇v + rUv)dS = −
ˆ
Ω
∂U
∂τ
vdS
Συνεpiώς η ασθενής μορφή θα είναι:
Βρες uL2((0, T ), H1(R2)) ∩H1((0, T ), L2(R2)) τέτοιο ώστε:
(∂tu, v) + a(u, v) = 0 (6.10)
με αρχική συνθήκη
u0 = U0
όpiου
a(u, v) =
ˆ
(a∇uv + (D∇u)∇v + ruv)dS
Πρόταση 6.1. Υpiοθέτουμε ότι ο piίνακας D έιναι συμμετρικός και θετικά
ορισμένος, τότε υpiάρχει σταθερά γ τέτοια ώστε xTDx ≥ γxT ∀xR2. Εpiιpiλέον
υpiάρχουν σταθερές Ci, i = 1, 2, 3 τέτοιες ώστε:
|a(u, v)| ≤ C1||u||H1(R2)||v||H1(R2) (6.11)
και
a(u, v) ≥ C2||u||2H1(R2) − C3||u||2L2(R2) (6.12)
Αpiόδειξη. Αpiό την Holder ανισότητα έχουμε:
|a(u, v)| ≤ |Dij |
ˆ
∇u∇vdS + |ai|
ˆ
∇uvdS + r
ˆ
|u||v|dS
≤ C1||u||H1(R2)||v||H1(R2)
Εpiιpiλέον
a(u, v) ≥ γ
ˆ
|∇u|2dS + r
ˆ
|u|2dS
≥ γ||u||2H1(R2) + (r − γ)||u||2L2(R2)
Για την αριθμητική εpiίλυση με χρήση των piεpiερασμένων στοιχείων
κατασκευάζουμε αρχικά ένα μερισμό της piεριοχής Ω σε τρίγωνα (στοιχεία),
βλέpiε Σχήμα 6.1
Ω =
⋃
n
Ωn
για την οpiοία ισχύει:
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Σχήμα 6.1: Συναρτήσεις Βάσης
ϕij = δij
΄Οpiου δij η συνάρτηση δέλτα Dirac:
δij =
{
1 i = j
0 i 6= j
Η piροσεγγιστική λυση για το piρόβλημα μας δίνεται αpiό την:
U¯(S1, S2) =
n∑
j=1
cjϕj(S1, S2) (6.13)
Για μεγαλύτερη ευστάθεια όpiως piροαναφέραμε piροσθέτουμε κάpiοιους εpiιpiλέον
όρους και έτσι αντί των αpiλών και κατά τμήματα συνεχών συναρτήσεων v
κάνουμε χρήση των:
v˜ = v + εa∇v (6.14)
΄Οpiου ε ο συντελεστής Peclet 1. Οpiως piροαναφέραμε ο συντελεστής αυτός
εξαρτάται αpiό τη διαμέριση μας, και την αντίστοιχη νόρμα του piίνακα διάχυσης,
piαραpiέμpiουμε [35].
ϕ˜i = ϕi + εα∇ϕi (6.15)
Με βάση την μέθοδο Galerkin θα έχουμε:
ˆ
Ω
(−a∇ϕjϕ˜i − (D∇ϕj)∇ϕ˜i − rϕjϕ˜i)dS =
ˆ
Ω
∂U
∂τ
ϕjϕ˜i (6.16)
Αντικαθιστώντας της (6.15) θα έχουμε:
ˆ
Ω
−a∇ϕj (ϕi + εa∇ϕi) dS −
ˆ
Ω
(D∇ϕj) (∇ (ϕi + εα∇ϕi)) dS
−
ˆ
Ω
rϕj (ϕi + εa∇ϕi) dS =
ˆ
Ω
∂U
∂τ
ϕj (ϕi + εa∇ϕi)
1 Η μέθοδος για την (6.14) όpiου piροσθέτουμε εpiιpiλέον όρους για μεγαλύτερη ευστάθεια
ονομάζεται Petrov Streamline Upwind Galerkin Method
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Οpiότε τελικά θα έχουμε:∑
ΩΩh
(ˆ
Ω
−(a∇ϕj)ϕidS −
ˆ
Ω
(D∇ϕj)∇ϕidS − r
ˆ
Ω
ϕjϕidS
+ε
(ˆ
Ω
(−a∇ϕj)(a∇ϕi)dS − r
ˆ
Ω
ϕj(a∇ϕi)dS
))
w(τ)
=
∑
ΩΩh
(ˆ
Ω
ϕjϕidS + ε
ˆ
Ω
ϕj(a∇ϕi)dS
)
w˙(τ)
Οι piράξεις βρίσκονται αναλυτικότερα στο [35](Κεφάλαιο 7 σελίδες 97-98).
Διακριτοpiοιώντας και ως piρος τον χρόνο με την μέθοδο Crank Nicolson και
εισάγοντας τη μέθοδο των γραμμών, καταλήγουμε σε ένα γραμμικό σύστημα
της μορφής:
Cw(τ) = bw˙(τ) (6.17)
΄Οpiου:
C = G− dtθA
΄Οpiου:
A =
∑
ΩΩh
(ˆ
Ω
(−a∇ϕj)ϕidS −
ˆ
Ω
(D∇ϕj)∇ϕidS − r
ˆ
Ω
ϕjϕidS
)
+ε
∑
ΩΩh
(ˆ
Ω
(−a∇ϕj)(a∇ϕi)dS − r
ˆ
Ω
ϕjϕidS
)
και αντίστοιχα
G =
∑
Ω Ωh
(ˆ
Ω
ϕjϕidS + ε (ϕjα∇ϕi) dS
)
δηλαδή G = B +R όpiου:
B =
ˆ
Ω
ϕjϕidS (6.18)
ο piίνακας μάζας (mass matrix)
R =
ˆ
Ω
εϕj (a∇ϕi)
και
b = (G+ dt (1− θ)A) w˙(τ)
Εpiιβάλοντας κατάλληλες συνοριακές συνθήκες Neumann και Dirichlet
αντίστοιχα μpiορούμε να λύσουμε το σύστημα (6.17) με χρήση των
εpiαναληpiτικών μεθόδων SOR και PSOR(για το Αμερικάνικο Παράγωγο).
Αpiομένει ο υpiολογισμός των στοιχείων των C και b. Για τον piίνακα A θα piρέpiει
να υpiολογίσουμε τα στοιχεία
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Σχήμα 6.2: Αναφορικό Τρίγωνο
1.
´
Ω
(a∇ϕj)ϕidS
2.
´
Ω
(D∇ϕj)∇ϕidS
3. r
´
Ω
ϕjϕidS
4.
´
Ω
(a∇ϕj) (a∇ϕi)
5. r
´
Ω
ϕj (a∇ϕi) dS
Για τον piροσδιορισμό των στοιχείων 1-5 θα piρέpiει να κάνουμε χρήση ενός
αναφορικού τριγώνου(reference triangle) και κατάλληλη αλλαγή συντεταγμένων
(local-to-global) με βάση το αναφορικό τρίγωνο, βλέpiε Σχήμα 6.2.
Παραpiέμpiουμε στα [35], [15], [13].
Το διαφορικό ∇ με βάση το τρίγωνο αναφοράς μετασχηματίζεται στην ακόλουθη
μορφή: ( ∂
∂S1
∂
∂S2
)
=
1
J
(
y3 − y1 y1 − y2
x1 − x3 x2 − x1
)( ∂
∂ξ
∂
∂η
)
όpiου:
J = det
[(
x2 − x1 x3 − x1
y2 − y1 y3 − y1
)]
= (x2 − x1) (y3 − y1)− (x3 − x1) (y2 − y1)
(6.19)
και x1 − x3, y1 − y3 οι αντίστοιχες τοpiικές συντεταγμένες για τα S1 και S2
αντίστοιχα. Η αντίστοιχη αναφορική βάση θα είναι:
ϕJ1(ξ, η) = 1− ξ − η
ϕJ2 (ξ, η) = ξ
ϕJ3 (ξ, η) = η
Με χρήση των τοpiικών συντεταγμένων θα έχουμε:
ϕJ1 =
1
2J
[(x2y3 − x3y2) + (y2 − y3)S1 + (x3 − x2)S2]
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ϕJ2 =
1
2J
[(x3y1 − x1y3) + (y1 − y3)S1 + (x1 − x3)S2]
ϕJ3 =
1
2J
[(x1y2 − x2y1) + (y1 − y2)S1 + (x2 − x1)S2]
Για τον υpiολογισμό των μερικών piαραγώγων θα χρειαστούμε τον Εσσιανό
piίνακα (Hessian Matrix)
∂ϕJ1
∂S1
∂ϕJ1
∂S2
∂ϕJ2
∂S1
∂ϕJ2
∂S2
∂ϕJ3
∂S1
∂ϕJ3
∂S2
 = 1
J
y2 − y3 x3 − x2y3 − y1 x1 − x3
y1 − y2 x2 − x1
 =: 1
J
H (6.20)
Με βάση τις (6.19), (6.20) είμαστε έτοιμοι να υpiολογίσουμε τα στοιχεία 1.- 5.
Για τον υpiολογισμό του 1. θα έχουμε:
ˆ
Ω
(a∇ϕj)ϕidS =
ˆ
Ω
(
rS1
rS2
)
·
(
∂ϕj
∂S1
∂ϕj
∂S1
)
ϕidS
=
ˆ
Ω
(
rS1
∂ϕj
∂S1
ϕi + rS1
∂ϕj
∂S1
ϕi
)
dS
ˆ
Ω
rS1
∂ϕj
∂S1
ϕidS = rS˜1
ˆ
Ω
ϕidS
∂ϕj
∂S1
= rS˜1
´ ϕJ1´ ϕJ2´
ϕJ3
(∂ϕJ1
∂S1
∂ϕJ2
∂S1
∂ϕJ3
∂S1
)
= rS˜1
1
6
11
1
(y2 − y3 y3 − y1 y1 − y2)
=
rS˜1
6
y2 − y3 y3 − y1 y1 − y2y2 − y3 y3 − y1 y1 − y2
y2 − y3 y3 − y1 y1 − y2

όpiου
S˜1 =
x1 + x2 + x3
3
΄Ομοια για
ˆ
Ω
rS2
∂ϕj
∂S2
ϕidS = rS˜2
ˆ
Ω
ϕidS
∂ϕj
∂S2
= rS˜2
´ ϕJ1´ ϕJ2´
ϕJ3
(∂ϕJ1
∂S2
∂ϕJ2
∂S2
∂ϕJ3
∂S2
)
όpiου:
S˜2 =
y1 + y2 + y3
3
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Συνεpiώς το στοιχείο 1. του piίνακα Α θα είναι:
ˆ
Ω
(a∇ϕj)ϕidS = rS˜1
6
y2 − y3 y3 − y1 y1 − y2y2 − y3 y3 − y1 y1 − y2
y2 − y3 y3 − y1 y1 − y2
+
rS˜2
6
x3 − x2 x1 − x3 x2 − x1x3 − x2 x1 − x3 x2 − x1
x3 − x2 x1 − x3 x2 − x1

Για το στοιχείο 2 θα έχουμε:
ˆ
Ω
(D∇ϕj)∇ϕidS =
ˆ
Ω
(
1
2σ
2
1
1
2ρσ1σ2
1
2ρσ1σ2
1
2σ
2
2
)(∂ϕj
∂S1
∂ϕj
∂S2
)(
∂ϕi
∂S1
∂ϕi
∂S2
)
dS
=
ˆ
Ω
(
1
2
σ21S
2
1
∂ϕj
∂S1
∂ϕi
∂S2
+
1
2
ρσ1σ2
∂ϕj
∂S1
∂ϕi
∂S2
+
1
2
ρσ1σ2
∂ϕj
∂S2
∂ϕi
∂S1
+
1
2
σ22S
2
2
∂ϕj
∂S2
∂ϕi
∂S2
)
dS
Συνεpiώς θα piρέpiει να υpiολογίσουμε τις αντίστοιχες μερικές piαραγώγους
∂ϕj
∂S1
∂ϕi
∂S2
, ∂ϕj∂S1
∂ϕi
∂S2
, ∂ϕj∂S2
∂ϕi
∂S1
, ∂ϕj∂S2
∂ϕi
∂S2
∂ϕj
∂S1
∂ϕi
∂S1
=
1
2J
y2 − y3y3 − y1
y1 − y2
(y2 − y3 y3 − y1 y1 − y2) (6.21)
∂ϕj
∂S1
∂ϕi
∂S2
=
1
2J
y2 − y3y3 − y1
y1 − y2
(x3 − x2 x1 − x3 x2 − x1) (6.22)
∂ϕj
∂S2
∂ϕi
∂S1
=
1
2J
x3 − x2x1 − x3
x2 − x1
(y2 − y3 y3 − y1 y1 − y2) (6.23)
∂ϕj
∂S2
∂ϕi
∂S2
=
1
2J
x3 − x2x1 − x3
x2 − x1
(x3 − x2 x1 − x3 x2 − x1) (6.24)
Εκτελώντας τις ανάλογες piράξεις για το στοιχείο 2. θα έχουμε:
ˆ
Ω
(D∇ϕj)∇ϕidS =
1
2
σ21S˜
2
1
1
2J
y2 − y3y3 − y1
y1 − y2
(y2 − y3 y3 − y1 y1 − y2)+
1
2
ρσ1σ2S˜1S˜2
1
2J
y2 − y3y3 − y1
y1 − y2
(x3 − x2 x1 − x3 x2 − x1)+
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1
2
ρσ1σ2S˜1S˜2
1
2J
x3 − x2x1 − x3
x2 − x1
(y2 − y3 y3 − y1 y1 − y2)+
1
2
σ22S˜
2
2
1
2J
x3 − x2x1 − x3
x2 − x1
(x3 − x2 x1 − x3 x2 − x1)
΄Οpiου S˜21 =
(x1+x2+x3)
2
3 και S˜
2
2 =
(y1+y2+y3)
2
3
Αντίστοιχα για το στοιχείο 3. του piίνακα Α, δηλαδή τον piίνακα μάζας
piολλαpiλασιασμένο με τη σταθερά r του εpiιτοκίου θα έχουμε:
r
ˆ
Ω
ϕjϕidS =
2rJ
12
2 1 11 2 1
1 1 2
 (6.25)
Για το στοιχείο 4. θα έχουμε:ˆ
Ω
(a∇ϕj) (a∇ϕi) dS =
r2S˜21
1
2J
y2 − y3y3 − y1
y1 − y2
(y3 − y2 x1 − y3 y2 − y1)+
r2S˜22
1
2J
x3 − x2x1 − x3
x2 − x1
(x3 − x2 x1 − x3 x2 − x1)+
+rS˜1S˜2
1
2J
y2 − y3y3 − y1
y1 − y2
(x3 − x2 x1 − x3 x2 − x1)+
rS˜1S˜2
1
2J
x3 − x2x1 − x3
x2 − x1
(y2 − y3 y3 − y1 y1 − y2)
Τέλος για το στοιχείο 5. θα έχουμε:
r
ˆ
Ω
ϕj(a∇ϕi)dS =
rS˜1
6
y2 − y3 y2 − y3 y2 − y3y3 − y1 y3 − y1 y3 − y1
y1 − y2 y1 − y2 y1 − y2
+
rS˜2
6
x3 − x2 x3 − x2 x3 − x2x1 − x3 x1 − x3 x1 − x3
x2 − x1 x2 − x1 x2 − x1

΄Ομοια για τα στοιχεία του b θα έχουμε:
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1.
´
Ω
εϕj (a∇ϕi) dS
2.
´
Ω
εϕj (a∇ϕi) dS
Για το στοιχείο 1. του piίνακα μάζας θα έχουμε:
ˆ
Ω
ϕjϕidS =
2J
12
2 1 11 2 1
1 1 2

Τέλος για το στοιχείο 2. έχουμε:
ˆ
Ω
εϕj (a∇ϕi) dS = ε
rS˜1
6
y2 − y3 y2 − y3 y2 − y3y3 − y1 y3 − y1 y3 − y1
y1 − y2 y1 − y2 y1 − y2
+ rS˜2
6
x3 − x2 x3 − x2 x3 − x2x1 − x3 x1 − x3 x1 − x3
x2 − x1 x2 − x1 x2 − x1

6.3 Ασιατικά Παράγωγα
Τα ασιατικά piαράγωγα έχουν ως συνάρτηση αpiοpiληρωμής τη συνάρτηση του
γεωμετρικού μέσου των δύο υpiοκείμενων piροϊόντων, η χρήση της οpiοίας
μειώνει την ευαισθησία του piαραγώγου σε αλλαγές piου γίνονται στη μεταβολή
της τιμής του υpiοκείμενου piροϊόντος.
Υpiοθέτουμε ότι η μετοχή ακολουθεί την piαρακάτω εξίσωση:
dS = µSdt+ σSdW
Ορίζουμε τον γεωμετρικό μέσο σε οpiοιαδήpiοτε χρονική στιγμή ως ακολούθως:
A =
1
t
ˆ t
0
S (τ) dt
για για τ = T − t ο αντίστοιχος piίνακας διάχυσης D για το συγκεκριμένο
piαράγωγο θα είναι:
D =
1
2
(
σ2S
2
0
0 0
)
και το αντίστοιχο δίανυσμα:
a = −
(
rS
S−A
T−τ
)
όpiου το αντίστοιχο διαφορικό θα ορίζεται:
∇ =
(
∂
∂S
∂
∂A
)
η συνάρτηση αpiοpiληρωμής για ένα fixed Asian Call σε χρόνο τ = 0 ή τ = T θα
είναι:
U (S = A, τ = 0) = max (A−K, 0) (6.26)
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όpiου Κ η αντίστοιχη τιμή άσκησης
Οι αντίστοιχες συνοριακές συνθήκες θα είναι:
U (S,A, τ) = A καθώς S, A→∞, S = A (6.27)
∂U
∂τ
= − A
T − τ
∂U
∂A
− rU καθώς S → 0 (6.28)
∂U
∂τ
=
(
S −A
T − t
)
∂U
∂A
− rU για S →∞, S 6= A (6.29)
∂U
∂τ
=
1
2
σ2S2
∂2U
∂S2
+ rS
∂U
∂S
+
(
S −A
T − τ
)
∂U
∂A
− rU για A→ 0 (6.30)
∂U
∂τ
=
1
2
σ2S2
∂2U
∂S2
+ rS
∂U
∂S
+
(
S −A
T − τ
)
∂U
∂A
− rU για A→∞, S 6= A (6.31)
6.4 Ομόλογα
Στην ενότητα αυτή με βάση τη γενικευμένη εξίσωση διάχυσης (6.4) θα
piεριγράψουμε την αριθμητική τιμολόγηση ομολόγων και συγκεκριμένα των
μετατρέψιμων ομολόγων (convertible bonds). Τα μετατρέψιμα ομόλογα είναι
τύpiοι ομολόγων, των οpiοίων ο κάτοχος μpiορεί να μετατρέψει το ομόλογο σε μια
μετοχή ίδιας ονομαστικής αξίας έχει χρόνο ωρίμανσης 10 έτη και άνω, και
εκδίδονται συνήθως αpiό εταιρείες με χαμηλή piιστοληpiτική ικανότητα.
Θεωρούμε το μοντέλο εpiιτοκίου με εξίσωση και το υpiόδειγμα της μετοχής piου
piεριγράφεται αpiό την ακόλουθη στοχαστική διαφορική εξίσωση
dr = a˜ (b− r) dt+ σrrcdWr
a˜ (r, t) = w(r, t)λ(r, t)− u(r, t)
όpiου w, u είναι συναρτήσεις piου καθορίζουν τη συμpiεριφορά της καμpiύλης του r
και λ το εpiιτοκίο ρίσκου της χρηματααγοράς, για piεραιτέρω piληροφορίες
piαραpiέμpiουμε στο [3] (Κεφάλαιο 15 σελίδες 256-257).
dS = µSdt+ σSSdWs
για τ = T − t θα έχουμε:
D =
1
2
(
σSS
2 ρσSσrSrc
ρσSσrSrc σ
2
rr
2
c
)
το αντίστοιχο διάνυσμα α:
a = −
(
rS
a˜ (b− r)− λσrrc
)
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ο αντίστοιχος διαφορικός τελεστής
∇ =
(
∂
∂S
∂
∂r
)
Η αρχική συνθήκη για το piρόβλημα
U (S, r, τ = 0) = max (F, ωS)
όpiου F είναι η ονομαστική αξία του ομολόγου, ω είναι ο λόγος μετατροpiής
(conversion ratio) ο οpiοίος εκφράζει τον αριθμό των μετοχών piου μpiορεί να
ανταλλάξει κάpiοιος με το αντίστοιχο ομόλογο. Αpiό το λόγο μετατροpiής ω και
αpiό την συνθήκη για το δικαίωμα αγοράς call έχουμε:
U (S, r, τ) ≥ ωS
U (S, r, τ) ≤ Cp
όpiου Cp είναι η τιμή για το αντίστοιχο δικαίωμα αγοράς call
Οι αντίστοιχες συνοριακές συνθήκες θα είναι:
∂U
∂τ
=
1
2
σ2rr
2
c
∂2U
∂r2
+ (a˜ (b− r)− λσrrc) ∂U
∂r
− rU καθώς S → 0 (6.32)
∂U
∂τ
=
1
2
σ2SS
2 ∂
2U
∂S2
+ a˜b
∂U
∂r
(6.33)
U (S, r, τ) = Cp (6.34)
U (S, r, τ) = min (ωS,Cp) (6.35)
Το ανωτέρω μοντέλο είναι ενδιαφέρον αριθμητικά για piολλούς λόγους. Πρώτά
αpiό όλα εφαρμόζουμε piαντού συνοριακές συνθήκες Dirichlet. Εpiιpiλέον υpiάρχουν
piεριοχές στο χωρίο μας όpiου οι όροι διάχυσης D σχετίζονται με τους όρους
μεταφοράς α (convective terms)
6.5 Αμερικάνικο Παράγωγο με δύο υpiοκεί-
μενα piροϊόντα
Στην ενότητα αυτή θα piαρουσιάσουμε το Αμερικάνικο δικαίωμα piώλησης με δύο
υpiοκείμενα piροϊόντα Worst of two Assets.
Ορίζουμε το διαφορικό τελεστή
∇ =
( ∂
∂S1
∂
∂S2
)
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και U (S1, S2, t) η αξία του Αμερικάνικου piαραγώγου με δύο υpiοκείμενα
piροϊόντα. Ο αντίστοιχος piίνακας διάχυσης για τ = T − t θα δίνεται αpiο την
ακόλουθη σχέση:
D =
1
2
(
σ21S
2
1 ρσ1σ2S1S2
ρσ1σ2S1S2 σ
2
2S
2
2
)
Το αντίστοιχο διάνυσμα α θα δίνεται:
a = −
(
rS1
rS2
)
Η συνάρτηση αpiοpiληρωμής για το piαράγωγο με δύο υpiοκείμενα piροϊόντα
(Worst of Two Assets)
U (S1, S2, 0) = max (K −min (S1, S2) , 0)
Για το Αμερικάνικο piαράγωγο η piρόωρη άσκηση (early exercise ) δίνεται αpiο
την συνάρτηση εμpiοδίου (obstacle function):
U (S1, S2, τ) ≥ max (K −min (S1, S2) , 0)
Οι αντίστοιχες συνοριακές συνθήκες:
U (S1, S2, τ) = K για S1, S2 → 0 (6.36)
U (S1, S2, τ) = 0 για S1, S2 →∞, S1 = S2 (6.37)
∂U
∂τ
=
1
2
σ21S
2
1
∂2U
∂S21
+ rS1
∂U
∂S1
− rU για S2 →∞, S1 6= S2 (6.38)
∂U
∂τ
=
1
2
σ22S
2
2
∂2U
∂S22
+ rS2
∂U
∂S2
− rU για S1 →∞, S1 6= S2 (6.39)
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Κεφάλαιο 7
Αριθμητικές Εφαρμογές
Στο κεφάλαιο αυτό θα piαρουσιάσουμε τρεις βασικές εφαρμογές για την
αpiοτίμηση Αμερικάνικων piαραγώγων. Συγκεκριμένα θα piαρουσιάσουμε το
Αμερικάνικο δικαίωμα piώλησης με χρήση piεpiερασμένων στοιχείων,
piεpiερασμένων διαφορών και του διωνυμικού μοντέλου, καθώς και του
αντίστοιχου Αμερικάνικου δικαιώματος αγοράς με και χωρίς αpiόδοση μερισμάτων
στο υpiοκείμενο piροϊόν. Τέλος θα αpiοτιμήσουμε το Αμερικάνικο δικαίωμα
piώλησης με δύο υpiοκείμενα piροϊόντα και συγκεκριμένα του Worst of Two
Assets. ΄Ολες οι ανωτέρω εφαρμογές έγιναν με χρήση της MATLAB(R2009)
και χρήση υpiολογιστή με εpiεξεργαστή Intel Pentium 2.20 GHz.
7.1 Αμερικάνικο Δικαίωμα Πώλησης
Ως piρώτη εφαρμογή θα ξεκινήσουμε με την τιμολόγηση των Αμερικάνικων
δικαιωμάτων piώλησης, καθώς και των αντίστοιχων Greeks για το piαράγωγο αυτό.
Η δυσκολία στην τιμολόγηση των Αμερικάνικων δικαιωμάτων piώλησης έγκειται
στον piροσδιορισμό του ελευθέρου συνόρου, ο οpiοίος θα γίνει αριθμητικά.
Με χρήση των piεpiερασμένων στοιχείων όpiως piεριγράφτηκε στο Κεφάλαιο 4
καταλήξαμε: (
v(ν+1) − y(ν+1)h
)(
Cy
(ν+1)
h − b
)
≥ 0 (7.1)
όpiου
C = B + ∆τθA (7.2)
και
b = (B −∆τ(1− θ)A) y(ν+1)h + d(ν) (7.3)
με τα A, B και d(ν) να δίνονται αpiό τις (4.43), (4.44),(4.47) αντίστοιχα.
Εpiισημαίνουμε ότι η (7.1) θα λυθεί με χρήση του αλγορίθμου PSOR βλέpiε
Κεφάλαιο 5, Αλγόριθμος 5.3.1
Για τη χωρική διακριτοpiοίηση βασιζόμενοι στο [2] κάνουμε χρήση του
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διαστήματος (−a, a) με a = 5 και h = 2aN το αντίστοιχο χωρικό βήμα
διακριτοpiοίησης όpiου Ν το μέγεθος της διακριτοpiοίησης μας. Αντίστοιχα για τη
χρονική διακριτοpiοίηση θα έχουμε [0, τmax] όpiου τmax = 12σ
2T και ∆τ = τmaxM
το αντίστοιχο χρονικό βήμα και Μ το αντίστοιχο μέγεθος του αριθμού των
χρονικών διακριτοpiοιήσεων.
Αντίστοιχα για τις piεpiερασμένες διαφορές καταλήγουμε:
(Cy − b) (y − g) = 0 (7.4)
όpiου τα C b και g δίνονται αpiό (3.36), (3.39), (2.17)
Με χρήση των piεpiερασμένων στοιχείων για S0 = 50, K = 50, r = 0.1, σ = 0.4,
T = 1 και για M = N = 600 θα έχουμε:
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Σχήμα 7.1: Αμερικάνικο Δικαίωμα
Πώλησης για S0 = 50, K = 50,
r = 0.1, σ = 0.4, T = 1
Σχήμα 7.2: Αμερικάνικο Δικαίωμα
Πώλησης για S0 = 50, K = 50,
r = 0.1, σ = 0.4, T = 1 στις 3 δια-
στάσεις
Παρουσιάζουμε στη συνέχεια με χρήση της εpiαναλήpiτικής μεθόδου PSOR το
γενικό αλγόριθμο για τις μεθόδους των piεpiερασμένων στοιχείων και
piεpiερασμένων διαφορών όpiως αυτός piεριγράφεται στο [35].
Βασιζόμενοι στον Αλγόριθμο 7.1.1, η τιμολόγηση του Ευρωpiαϊκου Δικαιώματος
Πώλησης ( αλγόριθμος SOR) μpiορεί να γίνει εύκολα αντικαθιστώντας το:
x2i = max{ω temp+ (1− ω)x1i, g(xi+1, τj)}
με το:
x2i = (ω temp+ (1− ω)x1i)
στον αλγόριθμο μας.
Παρουσιάζουμε στη συνέχεια τα αριθμητικά αpiοτελέσματα για τις 3 μεθόδους για
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Αλγόριθμος 7.1.1 Ο αλγόριθμος του Αμερικάνικου Δικαιώματος Πώλησης
Δεδομένα K, S0, T , σ, r, M , N
a = −5
h = 2aN
x = −a : h : a
τmax =
1
2σ
2T , ∆τ = τmaxM
k1 =
2r
σ2 (χωρίς αpiόδοση μερισμάτων)
g για το δικαίωμα piώλησης βλέpiε (2.17)
Πεpiερασμένα Στοιχεία (FEM) C, b βλέpiε (4.45), (4.46)
Πεpiερασμένες Διαφορές (FDM) C, b βλέpiε (3.36), (3.39)
yi = g(xi, 0)
PSOR loop
for v = 1 : M do
FEM b
(ν)
i = (B −∆τ(1− θ)A)y(ν)i + d(ν)i
FDM b
(ν)
i = By
(ν)
i + d
(ν)
i
x
(v−1)
2 = max{y(v−1)i , g(xi, τv−1)}
for i = 1 : N − 1 do
while ( do |x1 − x2| > eps)
x1 = x2
temp =
(
bi −
∑
j=i−1(Cijx
(k−1)
2j −
∑
j=i+1 Cijx
(k)
2j )
)
x2i = max{ω temp+ (1− ω)x1i, g(xi+1, τj)}
end while
end for
y(τj , xi+1) = x2i
end for
exact= Interpolate(M : M + 1, y(M : M + 1, N/2))
FinalV alue=Kexp(−0.5(k1 − 1)exact− 0.25
(
(k1 − 1)2 + 4k1
)
τmax)exact
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το Αμερικάνικο δικαίωμα piώλησης για K = 50, r = 0.1, σ = 0.4, T = 5/12 και
αντίστοιχα για την εpiαναληpiτική μέθοδο PSOR με ω = 1.3 και eps = 1e− 7, θα
έχουμε:
Πίνακας 7.1: Αριθμητικά Αpiοτελέσματα Δικαιώματος Πώλησης για τη μέθοδο
των Πεpiερασμένων Στοιχείων, των Πεpiερασμένων Διαφορών και του Διωνυμικού
Μοντέλου για K = 50, r = 0.1, σ = 0.4, T = 5/12
M = N FEM FDM Binomial
300 4,284484 4,27665 4,28300
500 4,284440 4,28006 4,28349
800 4,284320 4,28245 4,28377
1600 4,284167 4,283809 4,28399
2000 4,284184 4,283932 4,284040
Αpiό τα αpiοτέλεσματα του αλγορίθμου μας και βασιζόμενοι στο [2] ότι η
υpiολογιστική μας λύση για το Αμερικάνικο δικαίωμα piώλησης με τα ανωτέρω
χαρακτηριστικά είναι 4,2842, piαρατηρούμε ότι η μέθοδος piεpiερασμένων
στοιχείων piροσεγγίζει ελαφρώς καλύτερα αpiο τις υpiόλοιpiες μεθόδους την ακριβή
μας λύση. Τέλος το διωνυμικό μοντέλο είναι piολύ piιο γρήγορο αpiό τη μέθοδο
των piεpiεραμσένων στοιχείων και τη μέθοδο των piεpiερασμένων διαφορών, όμως
έχει piιο αργή σύγκλιση στην ακριβή μας λύση, και η piροσέγγιση της έχει
piαρόμοια αpiοτελέσματα με αυτή των δύο μεθόδων.
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Αλγόριθμος 7.1.2 Ο αλγόριθμος Πρόωρης ΄Ασκησης για το Αμερικάνικο
Δικαίωμα Πώλησης
ε∗ = K · 10−5
if∗ = max{i : |P (0, Si) + Si −K| < ε∗}
if S0 < Sif∗ then
STOP
end if
7.1.1 Προσδιορισμός Καμpiύλης Πρόωρης ΄Ασκησης
Για τον piροσδιορισμό της piρόωρης άσκησης βασιζόμενοι στο [2] θα έχουμε τον
Αλγόριθμο 7.1.2
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Σχήμα 7.3: Καμpiύλη Πρόωρης ΄Α-
σκησης του Αμερικάνικου Δικαιώματος
Πώλησης με τη Μέθοδο των Πεpiερα-
σμένων Στοιχείων γιαK = 50, r = 0.1,
σ = 0.4, T = 5/12
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
36
38
40
42
44
46
48
50
Time
St
oc
k 
Pr
ice
 
 
FEM
  Binomial
FDM
Σχήμα 7.4: Καμpiύλη Πρόωρης Ασκή-
σης για τη Μέθοδο των Πεpiερασμένων
Στοιχείων (κόκκινη γραμμή) για την
Μέθοδο των Πεpiερασμένων Διαφορών
(μpiλέ άστρο) και με το Διωνυμικό Μο-
ντέλο (piράσινη γραμμή) για K = 50,
r = 0.1,σ = 0.4, T = 5/12
Αpiό το Σχήμα 7.4 piαρατηρούμε ότι ο αλγόριθμος piρόωρης άσκησης για την
μέθοδο των Πεpiερασμένων Στοιχείων έχει όμοια αpiοτελέσματα με τον αντίστοιχο
της μεθόδου των Πεpiερασμένων Διαφορών.
Βασιζόμενοι στον Αλγόριθμο 7.1.2 piαρουσιάζουμε στον piίνακα 7.2 την τιμή
piρόωρης άσκησης για το Αμερικάνικο δικαίωμα piώλησης με K = 50, r = 0.1,
σ = 0.4, T = 5/12 Αpiό τα στοιχεία τα αpiοτελέσματα του αλγοριθμού η τιμή
piρόωρης άσκησης για K = 50, r = 0.1, σ = 0.4, T = 5/12 θα είναι 36,1264.
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Πίνακας 7.2: Αριθμητικά Αpiοτελέσματα Πρόωρης ΄Ασκησης με τη Μέθοδο των
Πεpiερασμένων Στοιχείων για K = 50, r = 0.1, σ = 0.4, T = 5/12
M = N Sf (0)
300 35,8266
500 36,3075
800 36,1264
1600 36,1264
2000 36,1264
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Σχήμα 7.5: Σύγλιση της Πρόωρης ΄Ασκησης Sf για την μέθοδο των Πεpiερασμένων
Στοιχείων και το Διωνυμικό Μοντέλο για το Αμερικάνικο Δικαίωμα Πώλησης
K = 50, r = 0.1, σ = 0.4 T = 5/12
Αpiό τα στοιχεία του Πίνακα 7.3 και δεδομένου ότι η piρόωρη άσκηση για το αέναο
Αμερίκανικο Δικαίωμα Πώλησης,η όpiοια όpiως piαρουσιάσαμε δίνεται αναλυτικά
βλέpiε (1.44), για K = 50, r = 0.1, σ = 0.4 έχει τιμή 27,7778 συμpiαιρένουμε ότι
ο αλγόριθμος piρόωρης άσκησης για την μέθοδο των Πεpiεράσμενων Στοιχείων
έχει ικανοpiοιητικά αpiοτελέσματα.
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Πίνακας 7.3: Αριθμητικά Αpiοτελέσματα Πρόωρης ΄Ασκησης με τη Μέθοδο των Πε-
piερασμένων Στοιχείων και το Διωνυμικό Μοντέλο ως piρος το Αντίστοιχο Αέναο
Αμερικάνικο Δικαίωμα Πώλησης για K = 50, r = 0.1, σ = 0.4 μεM = N = 1600
T FEM Binomial
5/12 36,1264 36,2078
1 33,3072 33,1825
5 29,0284 29,2350
10 28,1352 28,2986
15 27,9599 27,9684
20 27,7857 27,9564
25 27,7857 27,4406
30 27,7857 27,3722
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Σχήμα 7.6: Σύγκλιση της Πρόωρης ΄Ασκησης για την μέθοδο των Πεpiερασμένων
Στοιχείων και το Διωνυμικό Μοντέλο ως piρος το Αέναο Αμερικάνικο Δικαίωμα
Πώλησης για K = 50, r = 0.1, σ = 0.4 με χρόνο άσκησης έως T = 30 με
M = N = 1600
7.1.2 Αριθμητικά Αpiοτελέσματα για το Αμερικάνικο
Δικαίωμα Πώλησης
Στη συνέχεια piαραθέτουμε το σφάλμα, το log-αpiόλυτο σφάλμα, τη σύγκλιση και
τον υpiολογιστικό χρόνο για τη μέθοδο των piεpiερασμένων στοιχείων για το
Αμερικάνικο δικαίωμα piώλησης με τα ανωτέρω χαρακτηριστικά.
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Σχήμα 7.7: Αριθμητικά Αpiοτελέσματα για τη μέθοδο των Πεpiερασμένων Στοιχεί-
ων για το Δικαίωμα Πωλήσης για K = 50, r = 0.1, σ = 0.4, T = 5/12
Αντίστοιχα για S = K = 100, r = 6%, σ = 0.4,ω = 1.15 και T = 0.5 και
βασίζομενοι στο [19] όpiου η υpiολογιστική λύση P (S, T ) είναι ο αριθμητικός
μέσος 1000 βήματων και 1001 βημάτων του διωνυμικού μοντέλου με τιμή 9,9458
θα έχουμε:
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Σχήμα 7.8: Αριθμητικά Αpiοτελέσματα για τη μέθοδο των Πεpiερασμένων Στοι-
χείων για το Αμερικάνικο Δικαίωμα Πωλήσης για S = K = 100, r = 6%,
σ = 0.4,ω = 1.15 και T = 0.5
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Αξίζει να εpiισημανθεί η σημασία του συντελεστή eps στον αλγόριθμο της
εpiαναληpiτικής μεθόδου PSOR για τον οpiοίο piαρατηρείται ότι όσο αυξάνεις την
ακρίβεια του, αυξάνει η αντίστοιχη συγκλιση της μέθοδου των piεpiερασμένων
στοιχειων στην αναλυτική μας λύση, αυξάνει όμως σημαντικά και ο αντίστοιχος
υpiολογιστικός χρόνος για την υλοpiοίηση του αλγορίθμου. Ενδεικτικά για
K = 50, r = 0.1, σ = 0.4, T = 5/12, ω = 1.30 και eps = 1e− 7 θα έχουμε:
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Σχήμα 7.9: Σύγκλιση και ο αντίστοιχος υpiολογιστικός χρόνος για την μέθοδο των
Πεpiερασμένων στοιχειων γιαK = 50, r = 0.1, σ = 0.4, T = 5/12 και eps = 1e−7
Αντίστοιχα για eps = 1e− 8 θα έχουμε:
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Σχήμα 7.10: Σύγκλιση και ο αντίστοιχος υpiολογιστικός χρόνος για την μέθοδο
των Πεpiερασμένων στοιχειων για K = 50, r = 0.1, σ = 0.4, T = 5/12 και
eps = 1e− 8
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Στο Σχήμα 7.11 piαραθέτουμε τα αριθμητικά αpiοτελέσματα για ττην μέθοδο των
Πεpiερασμένων στοιχείων την μέθοδο των Πεpiερασμένων Διαφορών και του
Διωνυμικού Μοντέλου. Αpiό τα Σχήμα 7.11(αʹ), Σχήμα 7.11(βʹ), Σχήμα
7.11(γʹ), και Σχήμα 7.11(δʹ), piαρατηρούμε ότι η μέθοδος των piεpiερασμένων
στοιχείων συγκλίνει καλύτερα αpiό την μέθοδο των piεpiερασμένων διαφορών και
του διωνυμικού μοντέλου, ωστόσο, ο υpiολογιστικός χρόνος είναι αισθητά
μεγαλύτερος σε σχέση με τις υpiόλοιpiες δύο μεθόδους.
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Σχήμα 7.11: Σύγκριση των Αριθμητικών Αpiοτελεσμάτων για τη μέθοδο των Πε-
piερασμένων Στοιχείων, των Πεpiερασμένων Διαφορών και του Διωνυμικού Μο-
ντέλου, για το Αμερικάνικο Δικαίωμα Πωλήσης με S = K = 50, r = 0.1%,
σ = 0.4,ω = 1.3 και T = 5/12 eps = 1e− 7 με αριθμό βημάτων έως 3000
7.1.3 Τετραγωνικές Συναρτήσεις Βάσης για το Αμε-
ρικάνικο Δικαίωμα Πώλησης
Στην ενότητα αυτή piαρουσιάζουμε την χρήση των τετραγωνικών
συναρτήσεων(Quadratic shape functions) ως βάση υψηλότερης τάξης στοιχείων,
για την αpiοτίμηση του Αμερικάνικου Δικαιώματος Πώλησης. Ορίζουμε με
VN = {v(x), τέτοια ώσvτε η v(x) είναι κατά τμήματα τετραγωνική σvυνάρτησvη}
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Σχήμα 7.12: Τετραγωνικές Συναρτήσεις
Η τετραγωνική συνάρτηση θα έχει την μορφή:
ϕ(x) = aix
2 + bix+ ci xi ≤ x ≤ xi+1
και θα piρέpiει να ικανοpiοιεί:
lim
x→x−i
ϕ(x) = lim
x→x+i
ϕ(x) ∀x[xi, xi+1]
Συνεpiώς θα έχουμε:
ai−1x2i−1 + bi−1xi−1 + ci−1 = aix
2
i + bixi + ci
Υpiάρχουν Ν-1 εσωτερικοί κόμβοι και συνολικοί βαθμοί ελευθερίας είναι
3Ν-(Ν-1)-2=2Ν-1. Συνεpiώς οριζούμε τις μεταβλητές
z2i = xi, z2i+1 =
xi + xi+1
2
, z2i+2 = xi+1
και
ϕi(x) =
{
1 για i = j
0 αλλού
Η βάση στο [xi, xi+1] θα έχει την ακόλουθη μορφή
ϕ2i(z) =

0 z < xi
(z−z2i+1)(z−z2i+2)
(z2i−z2i+1)(z2i−z2i+2) xi−1 ≤ z < xi
0 xi+1<z
ϕ2i+1(z) =

0 z < xi+1
(z−z2i)(z−z2i+2)
(z2i−z2i+1)(z2i−z2i+2) xi ≤ z < xi+1
0 xi+1<z
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και
ϕ2i+2(z) =

0 z < xi
(z−z2i)(z−z2i+1)
(z2i+2−z2i)(z2i+2−z2i+1) xi ≤ z < xi+1
0 xi+1<z
Συνεpiώς η χωρική διακριτοpiοιήση με χρήση των τετραγωνικών συναρτησέων
θα έχει την μορφή:
yh(x) =
2N−1∑
i=1
yh,iϕi(x)
Με χρήση της ολοκλήρωσης Gauss τύpiου 3 , δηλαδή με τρία βαρή w1, w2, w3
και σημεία x1, x2, x3 τέτοια ώστε:
ˆ 1
−1
g(x)dx = w1g(x1) + w2g(x2) + w3g(x3)
με w1 = w3 = 5/9 w2 = 8/9 και x1 = −
√
3/5 x2 = 0 x3 =
√
3/5 Ευκόλα
μpiορούμε να υpiολογίσουμε τα στοιχεία του τοpiικού piίνακα μάζας Bei και του
stiffness Aei
Bei =

´
ei
ϕ2iϕ2idx
´
ei
ϕ2iϕ2i+1dx
´
ei
ϕ2iϕ2i+2dx´
ei
ϕ2i+1ϕ2idx
´
ei
ϕ2i+1ϕ2i+1dx
´
ei
ϕ2i+1ϕ2i+2dx´
ei
ϕ2i+2ϕ2idx
´
ei
ϕ2i+2ϕ2i+1dx
´
ei
ϕ2i+2ϕ2i+2dx

και
Aei =

´
ei
ϕ′2iϕ
′
2idx
´
ei
ϕ′2iϕ
′
2i+1dx
´
ei
ϕ′2iϕ
′
2i+2dx´
ei
ϕ′2i+1ϕ
′
2idx
´
ei
ϕ′2i+1ϕ
′
2i+1dx
´
ei
ϕ′2i+1ϕ
′
2i+2dx´
ei
ϕ′2i+2ϕ
′
2idx
´
ei
ϕ′2i+2ϕ
′
2i+1dx
´
ei
ϕ′2i+2ϕ
′
2i+2dx

Τέλος οι piίνακες C και b δίνονται αpiό τις (4.45) και (4.46) με εφαρμογή
αντίστοιχων συνοριακών συνθηκών. Εν αντιθέσει με τις piεpiερασμένες διαφορές
και τα P1 piεpiερασμένα στοιχεία ο υpiολογστικός χρόνος, για την υλοpiοίηση της
PSOR ειναι αρκετά μεγάλος, για τον λόγο αυτό, piαιρνουμε μικρότερο αριθμό
βημάτων.
Πίνακας 7.4: Αριθμητικά Αpiοτελέσματα για το Αμερικάνικο Δικαίωμα Πώλησης
με χρήση τετραγωνικών συναρτήσεων P2(FEM) με K = 50, r = 0.1, σ = 0.4
M = N P2 FEM Sf P2
300 4,28535 35,8265
500 4,28435 36,3075
800 4,28414 36,1263
1200 4,28421 36,1263
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Σχήμα 7.13: Συγκλίση και Log Σφάλμα για το Αμερικάνικο Δικαιώμα Πώλησης
με χρήση τετραγωνικών συαναρτήσεων, για K = 50, r = 0.1, σ = 0.4, T = 5/12
7.1.4 Τα Greeks για το Αμερικάνικο Δικαίωμα Πώλη-
σης
Τέλος για τα Greeks εν αντιθέσει με τα Ευρωpiαϊκά δικαιώματα όpiου υpiάρχουν
αναλυτικές σχέσεις για τον piροσδιορισμό τους, στα Αμερικάνικα δικαιώματα ο
piροσδιορισμός του θα γίνει αριθμητικά. Στην εργασία αυτή ο piροσδιορισμός
γίνεται με τη χρήση των piεpiερασμένων διαφορών, για τον piροσδιορισμό τους με
χρήση piεpiερασμένων στοιχέίων piαραpiέμpiουμε στα [1], [7]. Βασιζόμενοι στο [40]
με χρήση των piεpiερασμένων διαφορών θα έχουμε:
Δεδομένου την τελική αξία του Αμερικάνικου διακαιωματος piώλησης αpiό τον
αλγόριθμο 7.1.1 :
Delta(∆) =
P (xi+1, τfinal)− P (xi−1, τfinal)
2h
(7.5)
Gamma(Γ) =
P (xi+1, τfinal)− 2P (xi, τfinal) + P (xi−1, τfinal)
2h
(7.6)
Αντί της χρονικής διακριτοpiοίησης με χρήση piεpiερασμένων στοιχείων,
βασίζομενοι στην σχέση αναμέσα στα Greeks βλέpiε (1.47) θα έχουμε:
Θ + rS∆ +
1
2
σ2S2Γ = rP
Λύνοντας ως piρος Θ την ανωτέρω εξίσωση θα έχουμε:
Θ = rP − 1
2
σ2S2Γ− rS∆
Για K = 5, r = 0.1, σ = 0.4, T = 5/12, θα έχουμε:
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Σχήμα 7.14: Τα Greeks για το Αμερικάνικο Δικαίωμα Πώλησης, για K = 5,
r = 0.1, σ = 0.4, T = 5/12
7.2 Αμερικάνικο Δικαίωμα Αγοράς
Ως δεύτερη εφαρμογή θα piαρουσιάσουμε το Αμερικάνικο δικαίωμα αγοράς χώρις
αpiόδοση μερισμάτων piου όpiως piροαναφέραμε η τίμη του θά είναι ίδια με αυτή
του Ευρωpiαϊκού Δικαίωματος Αγοράς και στη συνέχεια θα piρουσιάσουμε την
ίδια εφαρμογή με αpiόδοση μερισμάτων με χρήση των piεpiερασμένων στοιχείων.
Με χρήση της (3.32) ως συνάρτηση εμpiόδιο, μpiορούμε να κάνουμε την
διακριοpiοίηση μας με τη μέθοδο των piεpiερασμένων στοιχείων και των
piεpiερασμένων διαφορών αντίστοιχα.
Συνεpiώς για K = 10, r = 0.25, σ = 0.6, T = 1 και χωρίς αpiόδοση μερισμάτων
στο υpiοκείμενο piροϊόν, με χρήση των piεpiερασμένων στοιχείων θα έχουμε:
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Σχήμα 7.15: Αμερικάνικο Δικαίωμα
Αγοράς χωρίς καταβολή μερισμάτων
για K = 10, r = 0.25, σ = 0.6, T = 1
Σχήμα 7.16: Αμερικάνικο Δικαίωμα
Αγοράς χωρίς καταβολή μερισμάτων
γιαK = 10 r = 0.25, σ = 0.6, T = 1
στις 3 διαστάσεις
Πίνακας 7.5: Αριθμητικά Αpiοτελέσματα των μεθόδων των Πεpiερασμένων Στοι-
χείων (FEM), των Πεpiερασμενων Διαφορών και του Διωνυμικού Μοντέλου για
το Αμερικάνικο Δικαίωμα Αγοράς (Χωρίς Μερίσματα) για K = 10, r = 0.25,
σ = 0.6, T = 1
M = N FEM FDM Binomial
150 3,3742 3,3752 3,3692
300 3,1955 3,3761 3,3728
500 3,1713 3,3763 3,3743
800 3,1559 3,3764 3,3751
1600 3,1488 3,3764 3,3758
2000 3,1276 3,3764 3,3759
Αpiό τα στοιχεία του Πίνακα 7.5 και δεδομένου ότι η αναλυτική λύση για το
Ευρωpiαϊκό Δικαίωμα Αγοράς είναι 3,3766, piαρατηρούμε εν αντιθέσει με τα
piεpiερασμένα στοιχεία, η μέθοδος των piεpiερασμένων διαφορών piροσεγγίζει piολύ
καλά την αναλυτική μας λύση.
Στον Πίνακα 7.6 piαρουσιάζουμε το Αμερικάνικο Δικαίωμα Αγοράς στην
piερίpiτωση καταβολής μερισμάτων για K = 10, r = 0.25, σ = 0.6, T = 1 και
μερίσμα δ = 0.2
Αpiό τα αριθμητικά αpiοτελέσματα του Πίνακα 7.6 και βασιζόμενοι στο [2] όpiου η
υpiολογιστική μας λύση είναι 2,18728 piαρατηρούμε ότι και οι τρεις μέθοδοι
συκλίνουν εξίσου καλά στην αναλυτική μας λύση. Στο Σχήμα 7.18
piαρουσιάζουμε το σφάλμα, τον υpiολογιστικό χρόνο, και τη σύγκλιση στην
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Σχήμα 7.17: Το Αμερικάνικο Δικαίωμα Αγοράς για K = 10, r = 0.25, σ = 0.6,
T = 1 με χρήση μερίσματος δ = 0.2
Πίνακας 7.6: Αριθμητικά Αpiοτελέσματα των μεθόδων των Πεpiερασμένων Στοι-
χείων(FEM), των Πεpiερασμενων Διαφορών και του Διωνυμικού Μοντέλου για το
Αμερικάνικο Δικαιώμα Αγοράς για K = 10, r = 0.25, σ = 0.6, T = 1 με χρήση
μερίσματος δ = 0.2
M = N FEM FDM Binomial
300 2,1870 2,1866 2,1876
500 2,1872 2,1870 2,1875
800 2,1872 2,1872 2,1874
1600 2,1873 2,1872 2,1874
2000 2,1873 2,1872 2,1873
αναλυτική μας λύση, για τη μεθοδο των piεpiερασμένων στοιχείων.
Τέλος η διακριτοpiοίηση των Greeks είναι ακριβώς ίδια με αυτή της
διακριτοpiοίησης στο Αμερικάνικο δικαίωμα piώλησης των οpiοίων η piεριγραφή
έγινε στην piροηγούμενη ενότητα.
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Σχήμα 7.18: Αριθμητικά Αpiοτελέσματα για το Δικαίωμα Αγοράς, με τη μέθοδο
των Πεpiερασμένων Στοιχείων για K = 10, r = 0.25, σ = 0.6, T = 1, με χρήση
μερίσματος δ = 0.2
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7.3 Αμερικάνικο Δικαίωμα Πώλησης με Δύο
Υpiοκείμενα Προϊόντα
Βασιζόμενοι στη διακριτοpiοίηση της γενικευμένης εξίσωσης διάχυσης με χρήση
piεpiερασμένων στοιχείων, piου piαρουσιάσαμε στο Κεφάλαιο 6 είμαστε έτοιμοι για
την τιμολόγηση Αμερικάνικων δικαιώματων piώλησης με χρήση δύο
υpiοκείμενων piροϊόντων.
Η εξίσωση Black Scholes piου piεριγράφει το Αμερικάνικο δικαίωμα piώλησης με
δύο υpiοκείμενα piροϊόντα δίνεται αpiό την:
∂P
∂t
+
σ21S
2
1
2
∂2P
∂S1
+
σ22S
2
2
2
∂2P
∂S2
+ρσ1σ2
∂2P
∂S1∂S2
+rS1
∂P
∂S1
+rS2
∂P
∂S2
−rP = 0 (7.7)
η οpiοία όpiως piαρουσιάσαμε μετασχήματιζεται στην (6.4).
Η συνάρτηση αpiοpiληρωμής μpiορεί να έχει piολλές μορφές ενδεικτικά:
1. P (S1, S2, T ) = max{0,K − (a1S1 + a2S2)} με a1 + a2 = 1
2. P (S1, S2, T ) = max{S1, S2}
3. P (S1, S2, T ) = max1≤i≤2{max{0,K − Si}}
4. P (S1, S2, T ) = max(K −max{S1, S2})
5. P (S1, S2, T ) = max(K −min{S1, S2})
Για τη διακριτοpiοίηση μας κάνουμε χρήση της 5). Εpiισημαίνουμε ότι για κάθε
συνάρτηση αpiοpiληρώμης εφαρμόζουμε διαφορετικές συνοριακές συνθήκες.
Η διακριτοpiοίηση των piεpiερασμένων στοιχείων στις δυο διαστάσεις, ξεκινάει αpiο
την κατασκευή του piλέγματος της διακριτοpiοίησης μας. Υpiάρχουν αρκετά
piρογράμματα τα οpiοια κατασκευάζουν piερίpiλοκα piλέγματα, όpiως το
Freefem++, Gmsh, καθώς και το pde toolbox του MATLAB.
Στην εργασία αυτή θα κατασκευάσουμε ένα αpiλό piλέγμα ομοιόμορφης
διακριτοpiοίησης [0, 2S1]× [0, 2S2], βασιζόμενοι στους ομοιόμορφους
τριγωνισμούς Delaunay piου αναpiαράγει το MATLAB με χρήση της συνάρτησης
delaunay.
Στο Σχήμα 7.19 piαρουσιάζουμε το piλέγμα διακριτοpiοίησης για το Αμερικάνικο
Δικαίωμα Πώλησης με δύο υpiοκείμενα piροϊόντα με τιμές S1 = S2 = S0 = 40.
Βασιζόμενοι στην διακριτοpiοίηση για το Worst of Two Assets, είμαστε έτοιμοι
για την εφαρμογή κατάλληλων συνοριακών συνθηκών. Στο [35] piροτείνει ως
κατάλληλες συνοριακές συνθήκες, την εφαρμογή συνοριακών συνθηκών
Neumman στην κάτω και στην αριστερή piλευρά του χωρίου της διακριτοpiοίησης
μας και συνοριακές συνθήκες Dirichlet με τιμή K στην άνω και στην δεξιά
piλευρά του χωρίου της διακριτοpiοίησης μας.
Για την εφαρμογή των συνοριακών συνθηκών Neumann θα piρέpiει να
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Σχήμα 7.19: Πλέγμα Διαμέρισης [0, 2S1] × [0, 2S2], για το Δικαίωμα Πώλησης,
με χρήση Ομοιόμορφων Τριγωνισμών, με S1 = S2 = S0 = 40.
υpiολογιστεί αριθμητικά το ακόλουθο ολοκλήρωμα, − ´
ϑΩ
~nadς, και βασιζόμενοι
στο [27] θα έχουμε: ˆ
ϑΩ
~nadς =
|J |
2
a(xm, ym)
όpiου α η κατάλληλη συνάρτηση για τη συνοριακή συνθήκη Neumann (στην
piερίpiτωση μας θα είναι a = 0) και xm , ym οι συντεταγμένες στο μέσο (μεταξύ
δύο κόμβων), στην piεριοχή piου εφαρμόζουμε τη συνοριακή συνθήκη Neumann.
Αντίστοιχα, για την εφαρμογή των συνοριακών συνθηκών Dirichlet, εpiιλύουμε
το ακόλουθο γραμμικό συστήμα:(
C11 C12
CT12 C22
)(
p
pD
)
=
(
b
bD
)
όpiου p οι τιμές στα σημεία των ελεύθερων κόμβων και pD οι τιμές στα σημεία
όpiου εφαρμόζουμε τις συνοριακές συνθήκες Dirichlet, τις οpiοίες και γνωρίζουμε
εκ των piροτέρων. Εναλλακτικά μpiορεί να γίνει αpiευθείας ανάθεση των
συνοριακών συνθήκων στα σημεία μας αφου piρώτα λύσουμε το γραμμικό μας
σύστημα, piαραpiέμpiουμε στο [15].
Πίνακας 7.7: Αριθμητικά Αpiοτελέσματα Worst Of Two Assets για S1 = S2 = 40,
K = 40, T = 0.5, r = 0.05, και σ1 = σ2 = 0.3
Στοιχεία dt = 0.01 dt = 0.02
800 4,1860 4,1868
1058 4,3714 4,3716
1250 4,3389 4,3396
1458 4,3144 4,3188
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Σχήμα 7.20: Η συνάρτηση Αpiοpiλη-
ρωμής για το Worst Of Two Assets
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Σχήμα 7.21: Το Αμερικάνικο Δικαί-
ωμα Πώλησης για το Worst Of Two
Assets, με S1 = S2 = 40, K = 40,
T = 0.5, r = 0.05, και σ1 = σ2 = 0.3
Για 1250 στοιχεία και βασιζόμενοι στο [20] όpiου για ∆t = 0.02 και 2664
στοιχεία, έχουμε 4, 336 ως αριθμητική λύση, piαατηρούμε ότι η μέθοδος μας είναι
ικανοpiοιητική.
Για τη διακριτοpiοίηση δικαιωμάτων piροαίρεσης με δύο υpiοκείμενα piροϊόντα με
χρήση της μεθόδου των piεpiερασμένων διαφορών piαραpiέμpiουμε στο [40].
Τέλος για τη διακριτοpiοίηση των Greeks όpiως και στο 1d Αμερικάνικο δικαίωμα
piώλησης, η διακριτοpiοίηση τους θα γίνει με τη μέθοδο των piεpiερασμένων
διαφορών.
Συνεpiώς για τα Delta Greeks για κάθε υpiοκείμενο piροιόν, με χρήση κεντρικών
διαφορών θα έχουμε:
Delta(∆)i =
P (S˜i+1, τend)− P (S˜i−1, τend)
2h
όpiου S˜ = (S1, S2)
Αντίστοιχα για τα Gamma Greeks για κάθε υpiοκείμενο piροϊόν:
Gamma(Γ)i =
P (S˜i+1, τend)− P (S˜i, τend) + P (S˜i−1, τend)
h2
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Σχήμα 7.22: Τα Delta Greeks για το 2D Αμερικάνικο Δικαίωμα ΠώλησηςWorst
of Two Assets με S1 = S2 = 40, K = 40, T = 0.5, r = 0.05, σ1 = σ2 = 0.3και
ρ = 0.5
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(αʹ) Το Gamma Greek για S1
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Σχήμα 7.23: Τα Gamma Greeks για το 2D Αμερικάνικο Δικαίωμα Πώλησης
Worst of Two Assets με S1 = S2 = 40, K = 40, T = 0.5, r = 0.05, και
σ1 = σ2 = 0.3
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Παράρτημα Αʹ
Η Αναλυτική Λύση της
Black Scholes Εξίσωσης
Στο Παράρτημα αυτό piαρουσιάζουμε την αναλυτική λύση για το Ευρωpiαϊκό
δικαιωμα αγοράς και piώλησης.
Για το Ευρωpiαϊκό δικαίωμα αγοράς (European Call Option) θα έχουμε:
C = SN(d1)−Ke−r(T−t)N(d2) (Αʹ.1)
Αντίστοιχα για το Ευρωpiαϊκό δικαίωμα piώλησης (European Put Option) θα
έχουμε:
P = −SN(−d1) +Ke−r(T−t)N(−d2) (Αʹ.2)
όpiου
d1 =
log
(
S
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
d2 =
log
(
S
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t
και N(d1), N(d2) ακολουθούν την κανονική κατανομή με τύpiο:
N(x) =
1√
2pi
ˆ x
−∞
e−
1
2φ
2
dφ
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Παράρτημα Βʹ
Το Διωνυμικό Μοντέλο
για την Αpiοτιμήση
Παραγώγων
΄Ενας εύκολος και εύχρηστος τρόpiος τιμολόγησης piαραγώγων, γίνεται με τη
χρήση του διωνυμικού μοντέλου. Η ιδέα της μεθόδου βασίζεται στη
διακριτοpiοίηση του υpiοκείμενου piροϊόντος αpiο έναν τυχαίο piερίpiατο.
Υpiάρχουν δύο βασικά χαρακτηριστικά στα οpiοία βασίζεται η μέθοδος. Το piρώτο
είναι ότι οpiοιαδήpiοτε κίνηση Brown μpiορεί να διακριτοpiοιηθεί αpiό έναν τυχαίο
piερίpiατο. Το δεύτερο είναι ότι οι αλλαγές στην τιμή του υpiοκείμενου piροϊόντος,
piαραγματοpiοιούνται μόνο σε διακριτά χρονικά διαστήματα dt, 2dt, . . .Mdt = T .
Η τιμή του υpiοκείμενου piροϊόντος σε κάθε χρονικό διάστημα μpiορεί να λάβει
μόνο δύο τιμές. Η μία τιμή ειναι η uS με piιθανότητα p ενώ η άλλη τιμή είναι dS
με piιθανότητα 1− p .
Για τη χρονική διακριτοpiοίηση του υpiοκείμενου piροϊόντος θα έχουμε:
dt =
T
M
ti = idt i = 0, 1, . . .M
Si = S (ti)
Αpiομένει η χωρική διακριτοpiοίηση του υpiοκείμενου piροϊόντος
E [Si+1] = pSiu+ (1− p)Sid
Σε αντιστοιχία με το συνεχές μοντέλο λύνοντας τη στοχαστική διαφορική
εξίσωση του υpiοκείμενου piροϊόντος και piαίρνοντας μέση τιμή, piαραpiέμpiουμε για
την λύση και το αντίστοιχο ισοδύναμο μέτρο martingale στα [2], [30],[33] θα
έχουμε:
E [Si+1] = Sierdt
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Συνεpiώς θα έχουμε:
erdt = pu+ (1− p)d
Λύνοντας ως piρος το αδιάφορο κινδύνου μέτρο piιθανότητας p θα έχουμε:
p =
erdt − d
u− d
για το οpiοίο έχουμε 0 < p < 1. Αpiό την αρχή της μη εpiιτηδειότητας έχουμε ότι:
d ≤ erdt ≤ u
Αντίστοιχα
E
[
S2i+1
]
= S2i e
(2r+σ2)dt
Var [Si+1] = S2i e2rdt
(
eσ
2dt − 1
)
και αpiό τον ορισμό της διακύμανσης
Var [S] = E
[
S2
]− (E [S])2
Συνδυάζοντας τις piαράpiανω εξίσωσεις έχουμε:
Var [Si+1] = p (Siu)2 + (1− p) (Sid)2 + S2i (pu+ (1− p)d)2
΄Αρα
S2i e
2rdt
(
eσ
2dt − 1
)
= pS2i u
2 + (1− p)S2i d2 + S2i (pu+ (1− p) d)2
e2rdt+σ
2dt = pu2 + (1− p) d2
Συνδυάζοντας τις εξίσωσεις θα έχουμε:
ud = 1 (Βʹ.1)
δεδομένου ότι a = erdt θα έχουμε:
0 = u2 − u
(
a−1 + aeσ
2dt
)
︸ ︷︷ ︸
2b
+ 1
και με χρήση της (Βʹ.1) με χρήση των τύpiων Vieta θα έχουμε:
u = b+
−
√
b2 − 1
Συνεpiώς θα έχουμε:
b =
1
2
(
e−rdt + e(r+σ
2)dt
)
u = b+
√
b2 − 1
d =
1
u
= b−
√
b2 − 1
και
p =
erdt − d
u− d
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Σχήμα Βʹ.1: Το Διωνυμικό Μοντέλο
Η αντίστοιχη διακριτοpiοίηση του υpiοκείμενου piροϊόντος δεδομένου ότι η ρίζα
του δέντρου είναι S0 = s0 θα είναι:
for i = 1, 2, ...M
Sji = S0u
jdi−j , j = 0, 1, . . . i
end
Για την τιμολόγηση των piαραγώγων θα έχουμε, για το Ευρωpiαϊκό δικαίωμα
αγοράς
V (S (tM ) , tM ) = max {S (tM )−K, 0}
Αντίστοιχα για το Ευρωpiαϊκό δικαίωμα piώλησης θα έχουμε:
V (S (tM ) , tM ) = max {K − S (tM ) , 0}
και δεδομένου ότι
Vi = e
−rdtE [Vi+1]
οδηγούμαστε:
Vji = e
−rdt (pVj+1,i+1 + (1− p)Vj,i+1) (Βʹ.2)
Στην piερίpiτωση των Αμερικάνικων Παραγώγων
Για το Αμερικάνικο δικαίωμα piώλησης θα έχουμε:
V (S (tM ) , tM ) = max {K − S (tM ) , 0}
και
Vji = max
{
max {K − Sji, 0} , e−rdt (pVj+1,i+1 + (1− p)Vj,i+1)
}
(Βʹ.3)
και αντίστοιχα για το Αμερικάνικο δικαίωμα αγοράς θα έχουμε:
(S (tM ) , tM ) = max {S (tM )−K, 0}
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Vji = max
{
max {Sji −K, 0} , e−rdt (pVj+1,i+1 + (1− p)Vj,i+1)
}
(Βʹ.4)
Τα piλεονεκτήματα της μεθόδου είναι αρκετά όσα και τα αντίστοιχα
μειονεκτήματα. Πρώτα αpiό όλα είναι ένας έυκολος και γρήγορος τρόpiος
υpiολογισμού των piαραγώγων, ιδιαίτερα σε piαράγωγα στα οpiοία δεν υpiάρχει
αναλυτική λύση όpiως στην piερίpiτωση των Αμερικάνικων piαραγώγων. Αpiό την
άλλη piλευρά οι τιμές οι οpiοίες piαίρνει σε χρονικό διάστημα ειναι διακριτές με
συγκεκριμένη piιθανότητα σε κάθε βήμα. Το γεγονός αυτό καθιστά τον
αλγόριθμο μη αpiοδοτικό και σε piολλές piεριpiτώσεις τα αpiοτελέσματα της
μεθόδου διαφέρουν αισθητά αpiό τα αpiοτελέσματα piιο αξιόpiιστων μεθόδων όpiως
αυτής της μεθόδου piεpiερασμένων στοιχείων, piεpiερασμένων διαφορών αλλά και
της μεθόδου Monte Carlo.
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Παράρτημα Γʹ
Οι Αλγόριθμοι στην
MATLABr
Παρουσιάζουμε τους αντίστοιχους αλγόριθμους για τα ανωτέρω piροβλήματα.
Ο αλγόριθμος για το Αμερικάνικο Δικαίωμα Πώλησης με την
χρήση των Πεpiερασμένων Στοιχείων.
1 function [ ]= AmericanOptionFEM ( )
2 clc ;
3 close a l l ;
4 clear a l l ;
5 M=300;
6 N=300;
7 T=5/12;
8 E=50;
9 Smax=50;
10 r =0.1 ;
11 sigma =0.4;
12 d e l t a =0.0 ;
13 type=’ Put ’ ;
14 k1=(2∗ r ) /( sigma ˆ2) ;
15 k2=2∗(r−d e l t a ) / sigma ˆ2 ;
16 t ic ;
17 [V, V1]=America (E, Smax , r , sigma ,T,M,N, k1 , type ) ;
18 toc ;
19 [ Cal l , Put]= b l s p r i c e (Smax ,E, r ,T, sigma , d e l t a ) ;
20 disp ( ’The European Option Value : ’ )
21 switch type
22 case ’ Put ’
23 disp ( Put )
24 case ’ Ca l l ’
124
25 disp ( Ca l l ) ;
26 end
27 disp ( ’The American Option Value us ing FEM: ’ )
28 disp (V) ;
29 disp ( toc )
30 S1=E∗exp( xvalue ) ;
31 [ C1 , P1]= b l s p r i c e ( S1 ,E, r ,T, sigma , d e l t a ) ;
32
33
34 a1=plot ( S1 , V1 ( : , end ) , ’ b lue ’ ) ;
35 set ( a1 , ’ LineWidth ’ , 3 ) ;
36 hold on
37 a2=plot ( S1 , V1 ( : , 1 ) , ’ b lack ’ ) ;
38 set ( a2 , ’ LineWidth ’ , 2 )
39 hold o f f
40 xlabel ( ’ Spot Pr i ce ’ ) ;
41 ylabel ( ’ Option Pr i ce ’ ) ;
42 axis ( [ 0 2∗E 0 E ] ) ;
43
44 f igure (2 ) ;
45 tauvalue1=T−tauvalue ∗2/ sigma ˆ2 ;
46 tauvalue1=f l i p l r ( tauvalue1 ) ;
47 Sf=Ear lyExerc i s e ( S1 , V1 ,E) ;
48 Sf=f l i p l r ( Sf ) ;
49 a3=plot ( tauvalue1 , Sf ) ;
50 set ( a3 , ’ LineWidth ’ , 3 ) ;
51 ylabel ( ’ Spot Pr i ce ’ ) ;
52 xlabel ( ’Time ’ ) ;
53 t i t l e ( ’ Free Boundary ’ ) ;
54 s t r=’ $\mathcal{S}=\ l e f t ( ( t , x ) :\ , P( t , x )=(K−x ) ˆ{+}\ r i g h t ) $
’ ;
55 s t r 1=’ $rP−P { t}−rxP {x}−\ f r a c {1}{2}\ sigma ˆ{2}xˆ{2}P {xx
}=0$ ’ ;
56 text ( 0 . 4 7 , 3 4 . 2 , s t r , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
57 text ( 0 . 4 6 , 3 3 . 1 , s t r1 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
58 s t r 2=’ $\mathcal{C}=\ l e f t ( ( t , x ) :\ , P( t , x )>(K−x ) ˆ{+}\ r i g h t )
$ ’ ;
59 s t r 3=’ $rP−P { t}−rxP {x}−\ f r a c {1}{2}\ sigma ˆ{2}xˆ{2}P {xx}=
rK$ ’ ;
60 text ( 0 . 3 , 4 3 . 7 , s t r2 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
61 text ( 0 . 1 , 4 1 , s t r3 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
62 p lo t range = S1>=0 & S1<=2∗E;
63 V2= E∗exp(− .5∗( k1−1)∗ xvalue ) ∗exp(−( .25∗( k1−1)ˆ2+k1 ) ∗
tauvalue ) .∗ v ;
64 Sp = S1 ( p lo t range ) ;
65 Vp = V2( plotrange , : ) ;
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66 [ t g r i d , Sp gr id ]=meshgrid ( tauvalue1 , Sp) ;
67
68 f igure (3 ) ;
69
70 Vp=f l i p l r (Vp) ;
71 surfc ( Sp gr id , t g r i d ,Vp, ’ L ineSty l e ’ , ’ none ’ ) ;
72 colormap jet (10)
73 xlabel ( ’ Spot Pr i ce ’ ) ;
74 ylabel ( ’Time ’ )
75 zlabel ( ’ Option Value ’ )
76
77 P=V1 ( : ,N+1) ;
78 x0=xvalue ( 2 : end−1) ;
79 Dx=xvalue (2 )−xvalue (1 ) ;
80 S0=E∗exp( x0 ) ;
81
82 %DELTA
83 A1=(P( 3 : end )−P( 1 : end−2) ) /(2∗Dx) ;
84 DELTA=A1. / S0 ;
85 DELTA=f l i p l r (DELTA) ;
86
87 %Gamma
88 A3=(P( 3 : end )−2∗P( 2 : end−1)+P( 1 : end−2) ) . / (Dxˆ2) ;
89 GAMMA=(A3−A1) . / S0 . / S0 ;
90
91 %Theta
92 THETA=zeros (M−1 ,1) ;
93 f o r i =1:M−1
94 THETA( i ) =−0.5∗sigma ˆ 2 .∗ (E∗exp( xvalue ( i ) ) ) ˆ2 .∗GAMMA( i ) . . .
95 −r ∗(E∗exp( xvalue ( i ) ) ) ∗DELTA( i )+r ∗V1( i ,N+1) ;
96 end
97
98 [DELTACALL, DELTAPUT]= b l s d e l t a ( S0 ,E, r ,T, sigma , 0 ) ;
99 GAMMA2=blsgamma ( S0 ,E, r ,T, sigma , 0 ) ;
100 [THETACALL, THETAPUT]= b l s t h e t a ( S0 ,E, r ,T, sigma , 0 ) ;
101
102 f igure (4 ) ;
103 switch type
104 case ’ Put ’
105 az=plot ( S0 ,DELTA) ;
106 set ( az , ’ LineWidth ’ , 2 ) ;
107 hold on
108 az1=plot ( S0 ,DELTAPUT, ’ red ’ ) ;
109 set ( az1 , ’ LineWidth ’ , 2 ) ;
110 hold o f f
111 axis ( [ 1 2∗E −1 0 ] ) ;
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112 case ’ Ca l l ’
113 az=plot ( S0 ,DELTA) ;
114 set ( az , ’ LineWidth ’ , 2 ) ;
115 az1=plot ( S0 ,DELTACALL, ’ red ’ ) ;
116 set ( az1 , ’ LineWidth ’ , 2 ) ;
117 axis ( [ 1 2∗E 0 1 ] ) ;
118 end
119 xlabel ( ’ Spot Pr i ce ’ ) ;
120 ylabel ( ’ Delta ’ ) ;
121 t i t l e ( ’ Delta Greek ’ ) ;
122 legend ( ’ American Delta ’ , ’ European Delta ’ )
123 f igure (5 ) ;
124 a2=plot ( S0 ,GAMMA) ;
125 set ( a2 , ’ LineWidth ’ , 2 )
126 hold on
127 az2=plot ( S0 ,GAMMA2, ’ red ’ ) ;
128 set ( az2 , ’ LineWidth ’ , 2 ) ;
129 hold o f f
130 axis ( [ 0 . 0 1 2∗E 0 0 . 6 ] ) ;
131 t i t l e ( ’Gamma Greek ’ ) ;
132 xlabel ( ’ Spot Pr i ce ’ ) ;
133 ylabel ( ’Gamma ’ ) ;
134 legend ( ’ American Gamma ’ , ’ European Gamma ’ )
135 f igure (6 )
136 switch type
137 case ’ Put ’
138 a3=plot ( S0 ,THETA, ’ b lue ’ ) ;
139 set ( a3 , ’ l i n ew id th ’ , 2 ) ;
140 hold on
141 az4=plot ( S0 ,THETAPUT, ’ red ’ ) ;
142 set ( az4 , ’ LineWidth ’ , 2 ) ;
143 hold o f f
144 case ’ Ca l l ’
145 a3=plot ( S0 ,THETA, ’ b lue ’ ) ;
146 set ( a3 , ’ l i n ew id th ’ , 2 ) ;
147 hold on
148 az4=plot ( S0 ,THETACALL, ’ red ’ ) ;
149 set ( az4 , ’ LineWidth ’ , 2 ) ;
150 hold o f f
151 end
152 t i t l e ( ’ Theta Greek ’ ) ;
153 xlabel ( ’ Spot Pr i ce ’ ) ;
154 ylabel ( ’ Theta ’ )
155 legend ( ’ American Theta ’ , ’ European Theta ’ )
156 axis ( [ 0 2∗E −4 6 ] )
157
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158
159 function [V, V1]=America (E, Smax , r , sigma ,T,M,N, k1 , type )
160 theta =1/2;
161 a=5;
162 tau =0.5∗ sigma ˆ2∗T;
163 k1 =(2∗ r ) /( sigma ˆ2) ;
164 h =2∗a /(N) ;
165 taustep=tau /(M) ;
166 xamer=log (Smax/E) ;
167 xvalue =(−a : h : a ) ’ ;
168 tauvalue =(0: taustep : tau ) ;
169 v = zeros (M+1,N+1) ;
170 v ( 1 :N+1 ,1)=g o b s t a c l e ( xvalue ( 1 :N+1) , tauvalue (1 ) , type ) ;
171
172 f o r j =2:M+1
173 v (1 , j )=g o b s t a c l e ( xvalue (1 ) , tauvalue ( j ) , type ) ;
174 v (N+1, j )=g o b s t a c l e ( xvalue (N+1) , tauvalue ( j ) , type ) ;
175 end
176
177 a1=4∗h /6 ;
178 b1=h /6 ;
179 d1=2/h ;
180 e1=−1/h ;
181 B=diag ( a1∗ ones (N−1 ,1) ,0 )+diag ( b1∗ ones (N−2 ,1) ,1 )+diag ( b1∗
ones (N−2 ,1) ,−1) ;
182 B( 1 , : ) =0;
183 B(N−1 , : ) =0;
184 B(1 ,1 )=B(1 , 1 ) /2 ;
185 B(N−1,N−1)=B(N−1,N−1) /2 ;
186
187 A=diag ( d1∗ ones (N−1 ,1) ,0 )+diag ( e1∗ ones (N−2 ,1) ,1 )+diag ( e1∗
ones (N−2 ,1) ,−1) ;
188 A(1 ,1 )=A(1 , 1 ) /2 ;
189 A(N−1,N−1)=A(N−1,N−1) /2 ;
190
191 C=B+theta ∗ taustep ∗A;
192 D=B−(1−theta ) ∗ taustep ∗A;
193 bm=zeros (N−1 ,1) ;
194 x2=zeros (N−1 ,1) ;
195 omega =1.3;
196 eps=1e−7;
197
198 f o r j =2:M+1
199 bm(1)=(−h/6+( theta ∗ taustep /h) ) ∗v (1 , j−1) + . . .
200 (−h/6+( theta ∗ taustep /h) ) ∗v (1 , j ) ;
201 bm(N−1)=(−h/6+( theta ∗ taustep /h) ) ∗v (N+1, j−1) + . . .
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202 (−h/6+( theta ∗ taustep /h) ) ∗v (N+1, j ) ;
203 b=D∗v ( 2 :N, j−1)+bm;
204
205 x1=max( v ( 2 :N, j−1) , g o b s t a c l e ( xvalue ( 2 :N) , tauvalue ( j ) , type
) ) ;
206 k=1;
207 while (norm( x1−x2 )>eps )
208
209 x1=x2 ;
210 f o r i =1:N−1
211 i f i==1
212 temp=(b( i )−C( i , i +1)∗x2 ( i +1) ) /C( i , i ) ;
213 x2 ( i ) = max( omega∗temp+(1−omega ) ∗x1 ( i )
, . . .
214 g o b s t a c l e ( xvalue ( i +1) , tauvalue ( j ) , type ) ) ;
215 e l s e i f i==N−1
216 temp=(b( i )−C( i , i −1)∗x2 ( i −1) ) /C( i , i ) ;
217 x2 ( i ) = max( omega∗temp+(1−omega ) ∗x1 ( i )
, . . .
218 g o b s t a c l e ( xvalue ( i +1) , tauvalue ( j ) , type ) ) ;
219 else
220 temp=(b( i )−C( i , i −1)∗x2 ( i −1)−C( i , i +1)∗x2 ( i
+1) ) /C( i , i ) ;
221 x2 ( i ) = max( omega∗temp+(1−omega ) ∗x1 ( i )
, . . .
222 g o b s t a c l e ( xvalue ( i +1) , tauvalue ( j ) , type ) ) ;
223 end
224 end
225 k=k+1;
226 end
227 v ( 2 :N, j )=x2 ;
228 end
229
230 ac tu a l v = interp1 ( tauvalue (M:M+1) , v (N/2+1,M:M+1) , tau , ’
l i n e a r ’ ) ;
231 V = E∗exp(−0.5∗( k2−1)∗xamer−0.25∗(( k2−1)ˆ2+4∗k1 ) ∗ tau ) ∗
ac tu a l v ;
232 V1 = E∗exp(− .5∗( k2−1)∗ xvalue ) ∗exp(−( .25∗( k2−1)ˆ2+k1 ) ∗
tauvalue ) .∗ v ;
233 end
234
235
236 %o b s t a c l e f u n c t i o n f o r Put and C a l l op t ion r e s p e c t i v e l y
237 function y = g o b s t a c l e (x , tau , type )
238 switch type
239 case ’ Put ’
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240 y=exp( tau ∗1/4∗(( k2−1)ˆ2+4∗k1 ) ) .∗max(exp(1/2∗x∗( k2−1) ) . . .
241 −exp(1/2∗x∗( k2+1) ) ,0 ) ;
242 case ’ Ca l l ’
243 y=exp( tau ∗1/4∗(( k2−1)ˆ2+4∗k1 ) ) .∗max(exp(1/2∗x∗( k2+1) ) . . .
244 −exp(1/2∗x∗( k2−1) ) ,0 ) ;
245 end
246 end
247
248 function Sf = Ear lyExerc i s e (S ,V,E)
249 %temp=z e r o s (1 ,M+1) ;
250 Sf = zeros (1 ,M+1) ;
251 t o l =E∗1e−6;
252 f o r i =1:M+1
253 fu=(find (abs (V( : , i )−E+S)<t o l ) ) ;
254 Sf ( i )=max(S( fu ) ) ;
255 end
256 end
257
258 function [ Cal l , Put]= BlackScho les (S ,E, r , sigma ,T)
259 d1=(log (S . / (E∗exp(−r .∗T) ) ) ) / ( ( sigma∗sqrt (T) ) . . .
260 +0.5∗ sigma∗sqrt (T) ) ;
261 d2=d1−(sigma∗sqrt (T) ) ;
262
263 Cal l=S .∗ normcdf ( d1 )−E∗exp(−r ∗T) ∗normcdf ( d2 ) ;
264 Put=E∗exp(−r ∗T) ∗normcdf(−d2 )−S .∗ normcdf(−d1 ) ;
265 end
266 function [ CallD , PutD]= BlackScholesDiv (S ,E, r , sigma ,T,
div )
267 d1=(log (S . /E)+(r−div +0.5∗( sigma ˆ2) ) ∗T) /( sqrt (T) ∗
sigma ) ;
268 d2=d1−sqrt (T) ∗ sigma ;
269
270 CallD=S∗normcdf ( d1 )−E∗exp(−r ∗T) .∗ normcdf ( d2 ) ;
271 PutD=E∗exp(−r ∗T) ∗normcdf(−d2 )−S∗normcdf(−d1 ) ;
272 end
273
274 end
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Για το αντίστοιχο σφάλμα της μεθόδου Πεpiερασμένων
Στοιχείων
1 function [V, t imetoc ]=AmericanError (M,N,E, Smax , r , sigma ,T,
eps , d e l t a )
2
3 type=’ Cal l ’ ;
4 k1=(2∗ r ) /( sigma ˆ2) ;
5 k2=(2∗( r−d e l t a ) ) /( sigma ˆ2) ;
6
7 t ic ;
8 [V, V1]=America (E, Smax , r , sigma ,T,M,N, k1 , k2 , type , eps ) ;
9 t imetoc=toc ;
10
11 function [V, V1]=America (E, Smax , r , sigma ,T,M,N, k1 , k2 , type ,
eps )
12
13 theta =1/2;
14 a=5;
15 tau =0.5∗ sigma ˆ2∗T;
16 k1 =(2∗ r ) /( sigma ˆ2) ;
17 k2=2∗(r−d e l t a ) / sigma ˆ2 ;
18 h (1) =2∗a /(N) ;
19 xvalue (1 , 1 )=−a ;
20 f o r i =2:N+1
21 h( i ) =2∗a /(N) ;
22 xvalue ( i , 1 ) =xvalue ( i −1 ,1)+h( i ) ;
23 end
24 taustep=tau /(M) ;
25 xamer=log (Smax/E) ;
26 %x v a l u e =(−a : h : a ) ’ ;
27 tauvalue =(0: taustep : tau ) ;
28
29 v = zeros (M+1,N+1) ;
30
31 f o r i =1:N+1
32 v ( i , 1 )=g o b s t a c l e ( xvalue ( i ) , tauvalue (1 ) , type ) ;
33 end
34 % boundary c o n d i t i o n s
35 f o r j =2:M+1
36 v (1 , j )=g o b s t a c l e ( xvalue (1 ) , tauvalue ( j ) , type ) ;
37 v (N+1, j )=g o b s t a c l e ( xvalue (N+1) , tauvalue ( j ) , type ) ;
38 end
39 a1 = 4 .∗h . / 6 ;
40 b1 = h . / 6 ;
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41 d =2./h ;
42 e = −1./h ;
43
44 B = diag ( a1 ( 1 :N−1) ,0 )+diag ( b1 ( 1 :N−2) ,1 )+diag ( b1 ( 1 :N−2)
,−1) ;
45 B( 1 , : ) =0;
46 B(N−1 , : ) =0;
47 B(1 ,1 )=B(1 , 1 ) /2 ;
48 B(N−1,N−1)=B(N−1,N−1) /2 ;
49
50
51 A = diag (d ( 1 :N−1) ,0 )+diag ( e ( 1 :N−2) ,1 )+ diag ( e ( 1 :N−2) ,−1) ;
52 A( 1 , : ) =0;
53 A(N−1 , : ) =0;
54 A(1 ,1 )=A(1 , 1 ) /2 ;
55 A(N−1,N−1)=A(N−1,N−1) /2 ;
56
57 C=B+theta ∗ taustep ∗A;
58 D=B−(1−theta ) ∗ taustep ∗A;
59 bm = zeros (N−1 ,1) ;
60 x2=zeros (N−1 ,1) ;
61 omega =1.3;
62
63 jmax=1e +5;
64 f o r j =2:M+1
65 bm(1)=(−h( j ) /6+( theta ∗ taustep /h( j ) ) ) ∗v (1 , j−1)+(−h( j )
/6+( theta ∗ taustep /h( j ) ) ) ∗v (1 , j ) ;
66 bm(N−1)=(−h( j ) /6+( theta ∗ taustep /h( j ) ) ) ∗v (N+1, j−1)+(−h
( j ) /6+( theta ∗ taustep /h( j ) ) ) ∗v (N+1, j ) ;
67 b=D∗v ( 2 :N, j−1)+bm;
68
69 x1=max( v ( 2 :N, j−1) , g o b s t a c l e ( xvalue ( 2 :N) , tauvalue ( j ) ,
type ) ) ;
70 j j =1;
71 while (norm( x1−x2 )>eps && ( j j<jmax ) )
72 j j=j j +1;
73 x1=x2 ;
74 f o r i =1:N−1
75 i f i==1
76 temp=(b( i )−C( i , i +1)∗x2 ( i +1) ) /C( i ,
i ) ;
77 x2 ( i ) = max( omega∗temp+(1−omega ) ∗
x1 ( i ) , g o b s t a c l e ( xvalue ( i +1) ,
tauvalue ( j ) , type ) ) ;
78 e l s e i f i==N−1
79 temp=(b( i )−C( i , i −1)∗x2 ( i −1) ) /C( i ,
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i ) ;
80 x2 ( i ) = max( omega∗temp+(1−omega ) ∗
x1 ( i ) , g o b s t a c l e ( xvalue ( i +1) ,
tauvalue ( j ) , type ) ) ;
81 else
82 temp=(b( i )−C( i , i −1)∗x2 ( i −1)−C( i , i
+1)∗x2 ( i +1) ) /C( i , i ) ;
83
84 x2 ( i ) = max( omega∗temp+(1−omega ) ∗
x1 ( i ) , g o b s t a c l e ( xvalue ( i +1) ,
tauvalue ( j ) , type ) ) ;
85 end
86 end
87 end
88
89 v ( 2 :N, j )=x2 ;
90 end
91
92 ac tu a l v = interp1 ( tauvalue (M:M+1) , v (N/2+1,M:M+1) , tau , ’
l i n e a r ’ ) ;
93 V = E∗exp(−0.5∗( k2−1)∗xamer−0.25∗(( k2−1)ˆ2+4∗k1 ) ∗ tau ) ∗
ac tu a l v ;
94 V1 = E∗exp(− .5∗( k2−1)∗ xvalue ) ∗exp(−( .25∗( k2−1)ˆ2+k1 ) ∗
tauvalue ) .∗ v ;
95 end
96
97 function y=g o b s t a c l e (x , tau , type )
98 switch type
99 case ’ Put ’
100 y=exp( tau ∗1/4∗(( k2−1)ˆ2+4∗k1 ) ) .∗max(exp(1/2∗x
∗( k2−1) )−exp(1/2∗x∗( k2+1) ) ,0 ) ;
101 case ’ Ca l l ’
102 y=exp( tau ∗1/4∗(( k2−1)ˆ2+4∗k1 ) ) .∗max(exp(1/2∗x
∗( k2+1) )−exp(1/2∗x∗( k2−1) ) ,0 ) ;
103 end
104 end
105
106 end
1 function [ ] = ErrorPlot ( )
2 close a l l ;
3 clear a l l ;
4
5 M=500;
6 N=500;
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7 E=50;
8 Smax=50;
9 r =0.1 ;
10 d e l t a =0.0 ;
11 sigma =0.4;
12 T=5/12;
13 eps=1e−7;
14 s o l =4.2842;
15 reps =20;
16 s tep =500;
17 s o l s=linspace (M,M+(( reps −1) .∗ s tep ) ,1000) ;
18 VV1=zeros (1 , reps ) ;
19 mn=zeros (1 , reps ) ;
20 s fa lmaabs=zeros (1 , reps ) ;
21 s fa lma=zeros (1 , reps ) ;
22 p=zeros (1 , reps ) ;
23 t ime i=zeros (1 , reps ) ;
24 f o r i =1: reps
25 [VV1( i ) , t ime i ( i ) ]=AmericanError (M,N,E, Smax , r , sigma ,T, eps ,
d e l t a ) ;
26 s fa lmaabs ( i )=abs (VV1( i )−s o l ) ;
27 s fa lma ( i )=so l−VV1( i ) ;
28 mn( i )=M;
29 i f i>1
30 p( i )=log ( s fa lmaabs ( i −1) . / s fa lmaabs ( i ) ) . / log ( ( 1 0 . /mn( i
−1) ) . / ( 1 0 . /mn( i ) ) ) ;
31 end
32 M=M+step ;
33 N=N+step ;
34 end
35 p
36 VV1
37 s fa lmaabs
38 t ime i
39 f igure (1 ) ;
40 plot (mn,VV1, ’ o−b ’ , s o l s , so l , ’−r ’ )
41 t i t l e ( ’ Value vs Exact ’ ) ;
42 f igure (2 ) ;
43 plot (mn, sfalmaabs , ’ o−b ’ )
44 t i t l e ( ’ Absolute Error ’ ) ;
45 f igure (3 ) ;
46 plot (mn, sfalma , ’ o−b ’ )
47 t i t l e ( ’ Error ’ ) ;
48 f igure (4 ) ;
49 loglog (mn, sfalmaabs , ’ o−b ’ )
50 t i t l e ( ’ LogLog Error ’ ) ;
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51 f igure (5 ) ;
52 plot (mn, t imei , ’ o−b ’ )
53 t i t l e ( ’Time ’ ) ;
54
55 end
Για την χρήση των τεταγωνικών συναρτήσεων (P2 FEM)
1 function [ ]= Quadratic Fem American Put ( )
2 clc ;
3 close a l l ;
4 clear a l l ;
5 format long
6 xmin=−5;
7 xmax=5;
8 NE =150;
9 NEP=NE+1;
10 NP= NEP+NE;%( t o t a l p o i n t s )
11
12 h=(xmax−xmin ) /(NE) ;
13
14 A=zeros (NP,NP) ;
15 B=zeros (NP,NP) ;
16
17 f o r i i =1:NE
18 xe a=xmin+( i i −1)∗h ;
19 xe b=xmin+i i ∗h ;
20 e1=2∗ i i −1;
21 e2=2∗ i i ;
22 e3=2∗ i i +1;
23 [ gausspoint , gaussweight ] =gauss ( xe a , xe b ) ;
24 [ phi1 , phi2 , phi3 ]=Shape ( xe a , xe b , gausspo int ) ;
25 [ dphi1 , dphi2 , dphi3 ]=dShape ( xe a , xe b , gausspo int ) ;
26 A( e1 , e1 )=A( e1 , e1 )+gaussweight ’ ∗ ( dphi1 .∗ dphi1 ) ;
27 A( e2 , e2 )=A( e2 , e2 )+gaussweight ’ ∗ ( dphi2 .∗ dphi2 ) ;
28 A( e3 , e3 )=A( e3 , e3 )+gaussweight ’ ∗ ( dphi3 .∗ dphi3 ) ;
29 A( e2 , e1 )=A( e2 , e1 )+gaussweight ’ ∗ ( dphi2 .∗ dphi1 ) ;
30 A( e2 , e3 )=A( e2 , e3 )+gaussweight ’ ∗ ( dphi2 .∗ dphi3 ) ;
31 A( e1 , e3 )=A( e1 , e3 )+gaussweight ’ ∗ ( dphi1 .∗ dphi3 ) ;
32 A( e1 , e2 )=A( e1 , e2 )+gaussweight ’ ∗ ( dphi1 .∗ dphi2 ) ;
33 A( e3 , e2 )=A( e3 , e2 )+gaussweight ’ ∗ ( dphi3 .∗ dphi2 ) ;
34 A( e3 , e1 )=A( e3 , e1 )+gaussweight ’ ∗ ( dphi3 .∗ dphi1 ) ;
35
36 B( e1 , e1 )=B( e1 , e1 )+gaussweight ’ ∗ ( phi1 .∗ phi1 ) ;
37 B( e2 , e2 )=B( e2 , e2 )+gaussweight ’ ∗ ( phi2 .∗ phi2 ) ;
38 B( e3 , e3 )=B( e3 , e3 )+gaussweight ’ ∗ ( phi3 .∗ phi3 ) ;
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39 B( e2 , e1 )=B( e2 , e1 )+gaussweight ’ ∗ ( phi2 .∗ phi1 ) ;
40 B( e2 , e3 )=B( e2 , e3 )+gaussweight ’ ∗ ( phi2 .∗ phi3 ) ;
41 B( e1 , e3 )=B( e1 , e3 )+gaussweight ’ ∗ ( phi1 .∗ phi3 ) ;
42 B( e1 , e2 )=B( e1 , e2 )+gaussweight ’ ∗ ( phi1 .∗ phi2 ) ;
43 B( e3 , e2 )=B( e3 , e2 )+gaussweight ’ ∗ ( phi3 .∗ phi2 ) ;
44 B( e3 , e1 )=B( e3 , e1 )+gaussweight ’ ∗ ( phi3 .∗ phi1 ) ;
45
46 end
47 A( 1 , : ) =0;
48 A(NP, : ) =0;
49 A(1 ,1 ) =1.0 ;
50 A(NP,NP) =1.0;
51
52 B( 1 , : ) =0;
53 B(NP, : ) =0;
54 B(1 ,1 ) =1.0 ;
55 B(NP,NP) =1.0;
56 %f i n a n c i a l data
57 NN=NP−1;
58 N=NN;
59 M=N;
60 h1=(xmax−xmin ) /(N) ;
61 r =0.1 ;
62 sigma =0.4;
63 T=5/12;
64
65 E=50;
66 Smax=50;
67 xamer=log (Smax/E) ;
68 tau =0.5∗ sigma ˆ2∗T;
69 k1 =(2∗ r ) /( sigma ˆ2) ;
70 taustep=tau /(M) ;
71 tauvalue =(0: taustep : tau ) ;
72 xvalue=(xmin : h1 : xmax) ’ ;
73 theta =1/2;
74 C=B+theta ∗ taustep ∗A;
75 D=B−(1−theta ) ∗ taustep ∗A;
76 y=zeros (N+1,M+1) ;
77 f o r j j =1:N+1
78 y ( j j , 1 )=g o b s t a c l e ( xvalue ( j j ) , tauvalue (1 ) , k1 ) ;
79 end
80
81 disp ( xvalue ’ )
82 f o r j =2:M+1
83 b=D∗y ( : , j−1) ;
84 Boundary1 =[1;N+1] ;%d i r i c h l e t Boundary Condi t ions
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85 ynext=zeros (N+1 ,1) ;
86 f i x e d=unique ( Boundary1 ) ;
87 I n t e r i o r=s e t d i f f ( 1 : (N) , f i x e d ) ;
88 ynext ( f i x e d )=( g o b s t a c l e ( xvalue ( f i x e d ) , taustep ∗ tauvalue ( j )
, k1 ) + . . .
89 g o b s t a c l e ( xvalue ( f i x e d ) , taustep ∗ tauvalue ( j−1) , k1 ) ) ;
90 %ynext ( Boundary1 )=(g ( x v a l u e ( Boundary1 ) , t a u s t e p ∗ t a u v a l u e ( j
−1) , k1 ) ) ;
91 b( I n t e r i o r )=b( I n t e r i o r )−C( I n t e r i o r , Boundary1 ) ∗ynext ( f i x e d
) ;
92 ynext ( I n t e r i o r )=psor (C( I n t e r i o r , I n t e r i o r ) , . . .
93 b( I n t e r i o r ) , g o b s t a c l e ( xvalue ( 2 :N) , . . .
94 tauvalue ( j ) , k1 ) , g o b s t a c l e ( xvalue ( 2 :N) , tauvalue ( j ) , k1 )
, 1 . 3 , 1 e−7) ;
95 y ( : , j )=ynext ;
96 end
97
98 ac tu a l v=interp1 ( tauvalue (M:M+1) , y (round(N/2) +1,M:M+1) ,
tau , ’ cub ic ’ ) ;
99
100 V=E∗exp(−0.5∗( k1−1)∗xamer ) ∗exp((−0.25∗( k1−1)ˆ2−k1 ) ∗ tau ) .∗
ac tu a l v ;
101 disp (V) ;
102 V1= E∗exp(− .5∗( k1−1)∗ xvalue ) ∗exp(−(0.25∗( k1−1)ˆ2+k1 ) ∗
tauvalue ) .∗ y ;
103
104 S1=E∗exp( xvalue ) ;
105 plot ( S1 , V1 ( : , end ) , ’ b lue ’ ) ;
106 hold on
107 plot ( S1 , V1 ( : , 1 ) , ’ red ’ ) ;
108 hold o f f
109 axis ( [ 0 2∗E 0 1∗E] ) ;
110
111
112 function y=g o b s t a c l e (x , tau , k1 )
113 y=exp( tau /4∗ ( ( k1−1)ˆ2+4∗k1 ) ) .∗max(exp ( 0 . 5∗ x∗( k1−1) )−exp
( 0 . 5∗ x∗( k1+1) ) ,0 ) ;
114 end
115 function [ phi1 , phi2 , phi3 ]=Shape ( x l e f t , xr ight , x )
116 x1=x l e f t ;
117 x3=xr i gh t ;
118 x2= ( x1+x3 ) /2 ;
119 phi1=(x−x3 ) . ∗ ( x−x2 ) . / ( ( x1−x3 ) ∗( x1−x2 ) ) ;
120 phi2=(x−x1 ) . ∗ ( x−x3 ) . / ( ( x2−x1 ) ∗( x2−x3 ) ) ;
121 phi3=(x−x1 ) . ∗ ( x−x2 ) . / ( ( x3−x1 ) ∗( x3−x2 ) ) ;
122 end
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123
124 function [ dphi1 , dphi2 , dphi3 ]=dShape ( x l e f t , xr ight , x )
125 x1=x l e f t ;
126 x3=xr i gh t ;
127 x2=(x1+x3 ) /2 ;
128 dphi1 =(2∗x−x2−x3 ) . / ( ( x1−x3 ) ∗( x1−x2 ) ) ;
129 dphi2 =(2∗x−x1−x3 ) . / ( ( x2−x1 ) ∗( x2−x3 ) ) ;
130 dphi3 =(2∗x−x1−x2 ) . / ( ( x3−x1 ) ∗( x3−x2 ) ) ;
131 end
132
133 function [ gp , gw]= gauss ( a , b )
134 h=b−a ;
135 gp=zeros ( 3 , 1 ) ;
136 gw=zeros ( 3 , 1 ) ;
137 mid=(b+a ) . / 2 ;
138 gp (1 )=mid−h/2∗ sqrt ( 3 . 0 / 5 . 0 ) ;
139 gp (2 )=mid ;
140 gp (3 )=mid+h/2∗ sqrt ( 3 . 0 / 5 . 0 ) ;
141 gw(1) =5/18.0∗h ;
142 gw(2) =8/18.0∗h ;
143 gw(3) =5/18.0∗h ;
144 end
145
146 function y=psor (A, b , c , i n i t i a l e s t ,w, t o l e r a n c e )
147 n=length (A) ;
148 x=zeros (n , 2 ) ;
149 x ( : , 1 )=i n i t i a l e s t ;
150 x ( : , 2 )=i n i t i a l e s t +1;
151 temp=zeros (n−1 ,1) ;
152 counter = 1 ;
153 while max(abs ( x ( : , 2 )−x ( : , 1 ) ) )>=t o l e r a n c e
154 x ( : , 1 ) = x ( : , 2 ) ;
155 f o r i =1:n
156 temp ( i )=1/A( i , i ) ∗(b( i )−A( i , 1 : i −1)∗x ( 1 : i −1 ,2) . . .
157 −A( i , i +1:n) ∗x ( i +1:n , 1 ) ) ;
158 x ( i , 2 )=max( c ( i ) , x ( i , 1 )+w∗( temp ( i )−x ( i , 1 ) ) ) ;
159 end ;
160 counter=counter +1;
161 end ;
162 y=x ( : , 2 ) ;
163 end
164 end
Ο αλγόριθμος για το Αμερικάνικο Δικαίωμα Πώλησης με την
χρήση των Πεpiερασμένων Διαφορών βασίστηκε στο [17].
138
1 function [ ]= AmericanOptionFDM ( )
2 close a l l
3 clear a l l ;
4 clc ;
5
6 %Fi nanc ia l Data
7 theta =1/2;
8 S=50;
9 E=50;
10 Smax=50;
11 r =0.1 ;
12 sigma =0.4;
13 d e l t a =0.0 ;
14 T=5/12;
15 M=300;%time
16 N=300;%space
17 a=5;
18 tau =0.5∗ sigma ˆ2∗T;
19 k1 =(2∗ r ) /( sigma ˆ2) ;
20 k2 =(2∗( r−d e l t a ) ) /( sigma ˆ2) ;
21 h =2∗a/N;
22 taustep=tau/M;
23 xamer=log (Smax/E) ;
24 xvalue =(−a : h : a ) ’ ;
25 tauvalue =(0: taustep : tau ) ;
26 alpha=taustep /h ˆ2 ;
27 type=’ Put ’ ;
28
29 v = zeros (M+1,N+1) ;
30 %i n i t i a l c o n d i t i o n
31 v ( 1 :N+1 ,1)=g o b s t a c l e ( xvalue ( 1 :N+1) , tauvalue (1 ) , type ) ;
32
33 % boundary c o n d i t i o n s
34 f o r j =2:M+1
35 v (1 , j )=g o b s t a c l e ( xvalue (1 ) , tauvalue ( j ) , type ) ;
36 v (N+1, j )=g o b s t a c l e ( xvalue (N+1) , tauvalue ( j ) , type ) ;
37 end
38
39 a=1 + 2∗ theta ∗ alpha ;
40 b=−theta ∗ alpha ;
41 d=1−2∗(1− theta ) ∗ alpha ;
42 e=(1−theta ) ∗ alpha ;
43 C=diag ( a∗ ones (N−1 ,1) ,0 )+diag (b∗ ones (N−2 ,1) ,1 )+diag (b∗ ones
(N−2 ,1) ,−1) ;
44 D=diag (d∗ ones (N−1 ,1) ,0 )+diag ( e∗ ones (N−2 ,1) ,1 )+diag ( e∗ ones
(N−2 ,1) ,−1) ;
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45 x2=zeros (N−1 ,1) ;
46 omega =1.3;
47 eps=1e−7;
48
49 f o r j =2:M+1
50 bm = zeros (N−1 ,1) ;
51 bm(1)=(1−theta ) ∗ alpha ∗v (1 , j−1)+(theta ∗ alpha ) ∗v (1 , j ) ;
52 bm(N−1)=(1−theta ) ∗ alpha ∗v (N+1, j−1)+(theta ∗ alpha ) ∗v (N+1, j
) ;
53 b= D∗v ( 2 :N, j−1)+bm;
54 x1=max( v ( 2 :M, j−1) , g o b s t a c l e ( xvalue ( 2 :M) , tauvalue ( j ) , type )
) ;
55 while norm( ( x2−x1 ) )>=eps
56 x1=x2 ;
57 f o r i =1:N−1
58 temp ( i )=(b( i )−C( i , 1 : i −1)∗x2 ( 1 : i −1) − . . .
59 C( i , i +1:end ) ∗x1 ( i +1:end ) ) /C( i , i ) ;
60 x2 ( i )=max( g o b s t a c l e ( xvalue ( i +1) , tauvalue ( j ) , type )
, x1 ( i ) + . . .
61 omega∗( temp ( i )−x1 ( i ) ) ) ;
62 %x2 ( i )=x1 ( i )+omega∗( temp ( i )−x1 ( i ) ) ;
63 end ;
64 end
65
66 v ( 2 :M, j )=x2 ;
67 end
68 ac tu a l v = interp1 ( tauvalue (M:M+1) , v (N/2+1,M:M+1) , tau , ’
l i n e a r ’ ) ;
69 % C a l c u l a t e Value o f Put in Fina nc ia l Terms
70 V = E∗exp(−0.5∗( k2−1)∗xamer−0.25∗(( k2−1)ˆ2+4∗k1 ) ∗ tau ) ∗
ac tu a l v ;
71
72 [ c a l l , put ] = b l s p r i c e (S ,E, r ,T, sigma , 0 ) ;
73 disp ( ’The Black−Scho l e s Pr i ce i s : ’ ) ;
74 disp ( put ) ;
75 disp ( ’The F i n i t e D i f f e r e n c e Approximation to the Put i s :
’ )
76 disp (V) ;
77 V1 = E∗exp(− .5∗( k1−1)∗ xvalue ) ∗exp(−( .25∗( k1−1)ˆ2+k1 ) ∗
tauvalue ) .∗ v ;
78 S1=E∗exp( xvalue ) ;
79
80 f igure (1 ) ;
81
82 a1=plot ( S1 , V1 ( : ,N+1) ) ;
83 set ( a1 , ’ LineWidth ’ , 2 ) ;
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84 hold on
85 a2=plot ( S1 , V1 ( : , 1 ) , ’ red ’ ) ;
86 set ( a2 , ’ LineWidth ’ , 2 )
87 hold o f f
88 xlabel ( ’ Spot Pr i ce ’ ) ;
89 ylabel ( ’ Option Pr i ce ’ ) ;
90 axis ( [ 0 2∗E 0 E ] )
91
92 f igure (2 ) ;
93 tauvalue1=T−tauvalue ∗2/ sigma ˆ2 ;
94 tauvalue1=f l i p l r ( tauvalue1 ) ;
95 Sf = FreeBoundary ( S1 , V1 ,E, type ) ;
96 %Sf= f l i p l r ( Sf ) ;
97 a3=plot ( tauvalue1 , Sf ) ;
98 set ( a3 , ’ LineWidth ’ , 3 ) ;
99 ylabel ( ’ Spot Pr i ce ’ ) ;
100 xlabel ( ’Time ’ ) ;
101 t i t l e ( ’ Free Boundary ’ ) ;
102
103
104 function y = g o b s t a c l e (x , tau , type )
105 switch type
106 case ’ Put ’
107 y=exp( tau ∗0 . 25∗ ( ( k2−1)ˆ2+4∗k1 ) ) .∗max(exp ( 0 . 5∗ x∗( k2−1) )
. . .
108 −exp ( 0 . 5∗ x∗( k2+1) ) ,0 ) ;
109 case ’ Ca l l ’
110 y=exp( tau ∗0 . 25∗ ( ( k2−1)ˆ2+4∗k1 ) ) .∗max(exp ( 0 . 5∗ x∗( k2+1) ) . . .
111 −exp ( 0 . 5∗ x∗( k2−1) ) ,0 ) ;
112 end
113 end
114
115
116 end
Ο αλγόριθμος για το Αμερικάνικο Δικαίωμα Πώλησης με την
χρήση του Διωνυμικού Μοντέλου.
1
2 function [ ]= AMBinomial ( )
3 clc ;
4 close a l l ;
5 clear a l l ;
6 r =0.25;
7 S0=10;
8 K=10;
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9 T=1;
10 M=2000;
11 div =0.2 ;
12 sigma =0.6;
13 dt=T/M;
14 A=0.5∗(exp(−r ∗dt )+exp ( ( r+sigma ˆ2) ∗dt ) ) ;
15 u=A+sqrt (Aˆ2−1) ;
16 d=1/u ;
17 p=(exp ( ( r−div ) ∗dt )−d) /(u−d) ;
18 type=’ Cal l ’ ;
19
20 %Stock Price
21 S (1 , 1 )=S0 ;
22 f o r i = 2 :M+1
23 S ( 1 : i −1, i )=S ( 1 : i −1, i −1)∗u ;
24 S( i , i )=S( i −1, i −1)∗d ;
25 end
26 V=zeros (M+1,M+1) ;
27 %opt ion v a l u e
28 f o r j =1:M
29 switch type
30 case ’ Put ’
31 V( j ,M)=max( (K−S( j ,M) ) ,0 ) ;
32 case ’ Ca l l ’
33 V( j ,M)=max( ( S( j ,M)−K) ,0) ;
34 end
35 end
36 f o r i=M:−1:1
37 f o r j=i :−1:1
38 switch type
39 case ’ Put ’
40 V( j , i )=max(max( (K−S( j , i ) ) , 0 ) , . . .
41 exp(−r ∗dt ) ∗(p∗V( j , i +1)+(1−p) ∗V( j
+1, i +1) ) ) ;
42 case ’ Cal l ’
43 V( j , i )=max(max( ( S( j , i )−K) ,0) , . . .
44 exp(−r ∗dt ) ∗(p∗V( j , i +1)+(1−p) ∗V( j
+1, i +1) ) ) ;
45 end
46 end
47 end
48 Value=V(1 , 1 ) ;
49 disp ( Value )
50 end
Ο αλγόριθμος για το Αμερικάνικο Δικαίωμα Πώλησης με Δύο
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υpiοκείμενα Προιόντα βασίστηκε στα [27], [14], [15],[35].
1 function [ ]= AmericanOption2DFEM ( )
2 %American 2d Option
3 close a l l ;
4 clear a l l ;
5 clc ;
6 %f i n a n c i a l data
7 K=40;
8 S0=40;
9 S1=40;
10 N=25;
11 P1=(2.0) ∗S0 ;
12 P2=(2.0) ∗S1 ;
13 r =0.05;
14 sigma1 =0.3;
15 sigma2 =0.3;
16 rho =0.5 ;
17 T =0.5;
18 dt =0.01;
19 M=T/dt ;
20 x=linspace (0 ,P1 ,N+1) ;
21 y=linspace (0 ,P2 ,N+1) ;
22 [X,Y]=meshgrid (x , y ) ;
23 X=reshape (X’ , [ ] , 1 ) ;
24 Y=reshape (Y’ , [ ] , 1 ) ;
25 T=delaunay (X,Y) ;
26 disp ( s ize (T) ) ;
27 f igure (1 ) ;
28 t r i p l o t (T,X, Y ) ;
29 t i t l e ( ’ Delaunay Tr i angu la t i on s ’ ) ;
30
31 A1=zeros ( (N+1) ˆ2 , (N+1)ˆ2) ;
32 A2=zeros ( (N+1) ˆ2 , (N+1)ˆ2) ;
33 B1=zeros ( (N+1) ˆ2 , (N+1)ˆ2) ;
34 D1=zeros ( (N+1) ˆ2 , (N+1)ˆ2) ;
35 D2=zeros ( (N+1) ˆ2 , (N+1)ˆ2) ;
36 %U = z e r o s ( (N+1)ˆ2 ,M+1) ;
37 NT=length (T) ;
38
39 f o r k=1:NT
40 xk=X(T(k , : ) ) ;
41 yk=Y(T(k , : ) ) ;
42 b=[yk (2 )−yk (3 ) yk (3 )−yk (1 ) yk (1 )−yk (2 ) ;
43 yk (2 )−yk (3 ) yk (3 )−yk (1 ) yk (1 )−yk (2 ) ;
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44 yk (2 )−yk (3 ) yk (3 )−yk (1 ) yk (1 )−yk (2 ) ] ;
45 c=[xk (3 )−xk (2 ) xk (1 )−xk (3 ) xk (2 )−xk (1 ) ;
46 xk (3 )−xk (2 ) xk (1 )−xk (3 ) xk (2 )−xk (1 ) ;
47 xk (3 )−xk (2 ) xk (1 )−xk (3 ) xk (2 )−xk (1 ) ] ;
48 xcenter=(xk (1 )+xk (2 )+xk (3 ) ) /3 ;
49 ycenter=(yk (1 )+yk (2 )+yk (3 ) ) /3 ;
50 %area=po lyarea ( xk , yk ) ;
51 area=(xk (2 )−xk (1 ) ) ∗( yk (3 )−yk (1 ) ) − . . .
52 ( xk (3 )−xk (1 ) ) ∗( yk (2 )−yk (1 ) ) ;
53 A1(T(k , : ) , T(k , : ) )=A1(T(k , : ) , T(k , : ) ) + . . .
54 r ∗ xcenter ∗b/6+r ∗ ycenter ∗c /6 ;
55 b1=[yk (2 )−yk (3 ) yk (3 )−yk (1 ) yk (1 )−yk (2 ) ] ;
56 c1=[xk (3 )−xk (2 ) xk (1 )−xk (3 ) xk (2 )−xk (1 ) ] ;
57 A2(T(k , : ) ,T(k , : ) )=A2(T(k , : ) ,T(k , : ) ) + . . .
58 0 .5∗ sigma1 ˆ2∗( xcente r ) ˆ2∗ ( ( b1 ) ’∗ ( b1 ) ) . / ( 2∗ area ) + . . .
59 0 .5∗ sigma2 ˆ2∗ ycenter ˆ2∗ ( ( c1 ) ’∗ c1 ) . / ( 2∗ area ) . . . .
60 +0.5∗ rho∗ sigma1∗ sigma2 ∗ ( ( xcente r ) ∗( ycenter ) ∗( c1 ) ’∗b1 )
. / ( 2∗ area ) . . .
61 +0.5∗ rho∗ sigma1∗ sigma2 ∗ ( ( xcente r ) ∗( ycenter ) ∗( b1 ) ’∗ c1 )
. / ( 2∗ area ) ;
62 end
63 Q1=norm(A1 , i n f ) ;
64 Q2=norm(A2 , i n f ) ;
65 Pec l e t =(Q1∗ area ) /Q2 ;
66 i f Peclet>1
67 d e l t a=area /(2∗Q1) ;
68 else
69 d e l t a =(area ) ˆ2/(4∗Q2) ;
70 end
71 f o r k=1: length (T)
72 B1(T(k , : ) ,T(k , : ) )=B1(T(k , : ) ,T(k , : ) )+area . ∗ [ 2 1 1 ;1 2 1 ;1
1 2 ] / 2 4 ;
73 end
74 f o r k=1: length (T)
75 b1=[yk (2 )−yk (3 ) yk (3 )−yk (1 ) yk (1 )−yk (2 ) ] ;
76 c1=[xk (3 )−xk (2 ) xk (1 )−xk (3 ) xk (2 )−xk (1 ) ] ;
77 %f l u x 1
78 D1(T(k , : ) ,T(k , : ) )=D1(T(k , : ) ,T(k , : ) ) + . . .
79 r ˆ2∗( xcente r ˆ2) ∗( b1 ) ’∗b1 /(2∗ area ) + . . .
80 r ˆ2∗( ycente r ˆ2) ∗( c1 ) ’∗ c1 /(2∗ area ) . . .
81 +(r ˆ2∗ xcenter ∗ ycenter ) ∗( b1 ) ’∗ c1 . / ( 2∗ area ) + . . .
82 ( r ˆ2∗ xcenter ∗ ycenter ) ∗( c1 ) ’∗b1 . / ( 2∗ area ) ;
83 %f l u x 2
84 b2=[yk (2 )−yk (3 ) yk (2 )−yk (3 ) yk (2 )−yk (3 ) ; yk (3 )−yk (1 ) . . .
85 yk (3 )−yk (1 ) yk (3 )−yk (1 ) ; . . .
86 yk (1 )−yk (2 ) yk (1 )−yk (2 ) yk (1 )−yk (2 ) ] ;
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87 c2=[xk (3 )−xk (2 ) xk (3 )−xk (2 ) xk (3 )−xk (2 ) ; . . .
88 xk (1 )−xk (3 ) xk (1 )−xk (3 ) xk (1 )−xk (3 ) ; . . .
89 xk (2 )−xk (1 ) xk (2 )−xk (1 ) xk (2 )−xk (1 ) ] ;
90 D2(T(k , : ) ,T(k , : ) )=D2(T(k , : ) ,T(k , : ) ) + . . .
91 ( r ∗ xcenter ) ∗b2 ./6+( r ∗ ycenter ) ∗ c2 . / 6 ;
92 end
93 de l ta1=d e l t a ;
94 theta =1/2;
95 A=−A1−A2−r ∗B1+de l ta1 ∗(−D1−r ∗D2) ;
96
97 B=B1+de l ta1 ∗(D2) ;
98 C=B−dt ∗( theta ) ∗A;
99 D=B+dt∗(1− theta ) ∗A;
100 %c o o r d i n a t e s o f D i r i c h l e t Boundary c o n d i t i o n s
101 Boundary1=find ( (X==0) | (Y==0)) ;
102 %c o o r d i n a t e s o f Neumann Boundary c o n d i t i o n s
103 Boundary2=find ( (Y==P2) | (X==P1) ) ;
104 Q=Payof f (K,X,Y) ;
105 U( : , 1 )=Q;
106 f igure (2 ) ;
107 show (T,X,Y,U( : , 1 ) ) ;
108 xlabel ( ’ Asset 1 ’ ) ;
109 ylabel ( ’ Asset 2 ’ )
110 zlabel ( ’ Payof f ’ )
111 gN=@(x , y ) 0 ;
112 gk=@(x , y , t )max(K−min(x , y ) ,0 ) ;
113 f o r j =2:M+1
114 b=zeros ( (N+1) ˆ2 ,1) ;
115 b=b+D∗U( : , j−1) ;
116 %Neumann Boundary Condtions
117 f o r k=1: s ize ( Boundary2 )
118 Xk=X( Boundary2 ) ;
119 Yk=Y( Boundary2 ) ;
120 xc=mean(Xk) ;
121 yc=mean(Yk) ;
122 l en=sqrt ( (Xk(1)−Xk(2) ) ˆ2+(Yk(1)−Yk(2) ) ˆ2) ;
123 b( Boundary2 )=b( Boundary2 )+len ∗gN( xc , yc ) /2 ;
124 end
125 %D i r i c h l e t Boundary Condi t ions
126 u=zeros ( (N+1) ,1 ) ;
127 f i x e d=unique ( Boundary1 ) ;
128 FreeNodes=s e t d i f f ( 1 : (N+1)ˆ2 , f i x e d ) ;
129 u( f i x e d )=gk (X( f i x e d ) ,Y( f i x e d ) , j ∗dt ) ;
130 b( FreeNodes )=b( FreeNodes )−C( FreeNodes , Boundary1 ) ∗u( f i x e d
) ;
131 u( FreeNodes )=psor (C( FreeNodes , FreeNodes ) , . . .
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132 b( FreeNodes ) ,Q( FreeNodes ) ,Q( FreeNodes ) , 1 . 3 , 1 e−7) ;
133 U( : , j )=u ;
134 e x e r c i s e =(u==Q) ;
135 end
136 EX=[X( e x e r c i s e ) Y( e x e r c i s e ) ] ;
137
138
139 f igure (3 ) ;
140 show (T,X,Y,U( : ,M+1) ) ;
141 xlabel ( ’ Asset 1 ’ ) ;
142 ylabel ( ’ Asset 2 ’ )
143 zlabel ( ’ Option Value ’ )
144 f igure (4 ) ;
145
146 surf (EX) ;
147
148 function Q=Payof f (K, x , y )
149 Q=max(K−min(x , y ) ,0 ) ;
150 end
151
152 function show (T,X,Y, u)
153 t r i s u r f (T,X,Y, u ’ ) ;
154 end
155
156 function y=psor (A, b , c , i n i t i a l e s t ,w, t o l )
157 n=length (A) ;
158 x=zeros (n , 2 ) ;
159 x ( : , 1 )= i n i t i a l e s t ;
160 x ( : , 2 )=i n i t i a l e s t +1;
161 temp=zeros (n−1 ,1) ;
162 j j =1;
163 while max(abs ( x ( : , 2 )−x ( : , 1 ) ) )>=t o l
164 x ( : , 1 )=x ( : , 2 ) ;
165 f o r i =1:n
166 temp ( i )=1/A( i , i ) ∗(b( i )−A( i , 1 : i −1)∗x ( 1 : i
−1 ,2) − . . .
167 A( i , i +1:n) ∗x ( i +1:n , 1 ) ) ;
168 x ( i , 2 )=max( c ( i ) , x ( i , 1 ) + . . .
169 w∗( temp ( i )−x ( i , 1 ) ) ) ;
170 end ;
171 j j=j j +1;
172 end ;
173 y=x ( : , 2 ) ;
174 end
175 end
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