The paper presents an optimization routine especially developed for the identi"cation of model parameters in soil plasticity on the basis of di!erent soil tests. Main focus is put on the mathematical aspects and the experience from application of this optimization routine. Mathematically, for the optimization, an objective function and a search strategy are needed. Some alternative expressions for the objective function are formulated. They capture the overall soil behaviour and can be used in a simultaneous optimization against several laboratory tests. Two di!erent search strategies, Rosenbrock's method and the Simplex method, both belonging to the category of direct search methods, are utilized in the routine. Direct search methods have generally proved to be reliable and their relative simplicity make them quite easy to program into workable codes. The Rosenbrock and simplex methods are modi"ed to make the search strategies as e$cient and user-friendly as possible for the type of optimization problem addressed here. Since these search strategies are of a heuristic nature, which makes it di$cult (or even impossible) to analyse their performance in a theoretical way, representative optimization examples against both simulated experimental results as well as performed triaxial tests are presented to show the e$ciency of the optimization routine. From these examples, it has been concluded that the optimization routine is able to locate a minimum with a good accuracy, fast enough to be a very useful tool for identi"cation of model parameters in soil plasticity.
INTRODUCTION
Important issues in soil modelling are not only the proper choice of a constitutive model but also the identi"cation of parameters of the chosen model. An organized way to determine model parameters is to utilize an optimization routine and base the identi"cation on a number of available and appropriate laboratory tests. Since high-speed digital computers made implementation possible, a large number of di!erent optimization methods have been proposed, see e.g. Reference [1] . However, the performance of these optimization methods is highly dependent on the type of problem to which they are applied and most methods seem to have been investigated for a limited number of test functions only, often such that are di$cult to minimise in a mathematical sense. There is, in fact, a lack of papers discussing experiences with di!erent optimization strategies in the "eld of soil plasticity.
In this paper, the mathematical aspects and the experience of an optimization routine, developed for the speci"c purpose of identi"cation of model parameters in soil plasticity, are focused on. The optimization routine is included as a part of a Constitutive Driver containing a library of constitutive soil models based on the #ow theory of plasticity, Mattsson et al. [2] . The constitutive equations that form the mathematical basis in this Constitutive Driver are formulated as incremental tangential relations under mixed control both for drained and undrained behaviour, see References [3, 4] . In the Constitutive Driver, the choice of control variables is restricted to principal stress components and/or principal strain components, i.e. no shear components are included. This implies that only such laboratory or "eld tests progressing under the described type of control can be simulated in the Constitutive Driver. This is the case for both conventional triaxial tests and true triaxial tests, when the stress and strain state are assumed to be homogeneous, i.e. no boundary e!ects are taken into account.
The mathematical procedure of optimization basically consists of two parts, the formulation of an objective function measuring the di!erence between theoretical and experimental results and the selection of an optimization strategy enabling the search for the minimum of this function. The mathematical strategy of the optimization routine applied here is essentially a modi"ed and extended version of the work by Klisinski [5] . Some alternative expressions for the objective function are proposed. These are particularly appropriate in connection with the mixed control concept and simultaneous optimization against several laboratory tests. Two di!erent search strategies, one based on Rosenbrock's method [6] and the other based on the simplex method by Nelder and Mead [7] , are included in the optimization routine. Both methods belong to the category of direct search methods, and have been chosen because only objective function values are needed to perform the search, a fact leading to both generality and simplicity.
MATHEMATICAL PROCEDURE
In the optimization problem discussed here, parameters of the selected constitutive model play the role of optimization variables. Up to now, the progress in the "eld of constitutive soil modelling has not reached the point where it could be presumed that a selected constitutive model, with the same set of model parameters, is able to qualitatively describe all di!erent stress/strain paths obtained in laboratory experiments on a certain soil, i.e. the values of the evaluated model parameters might, to some extent, be dependent on the type of laboratory experiment performed. An obvious way to handle this problem is to evaluate model parameters from laboratory tests with similar stress/strain paths as in the boundary value problem under inspection. This is not always possible in practise, because of the problem to anticipate the stress/strain paths in advance, before e.g. a FEM-simulation has been performed, and the fact that it is only a small portion of all &possible' stress/strain paths that can be simulated in laboratory. However, quite generally, it seems to be advantageous to let many (qualitatively di!erent) laboratory experiments form a basis for the optimization, and in that way obtain more reliable model parameters.
In the optimization process, the di!erence between the experimental result and the theoretical prediction for each laboratory test is measured by a norm value, here referred to as the individual norm. The individual norms of the tests form an objective function F(x) which then gives a scalar measure of the error between the experimental observations and the model predictions. From mathematical point of view, the optimization problem involves the minimization of the objective function
where x is a vector containing the optimization variables (here model parameters) with the bound constraints
where x J and x are, respectively, the lower and upper bounds of x. These bounds are introduced in order to prevent evaluation of the objective function for unreasonable states during the search iteration. In addition, as shown below, these bounds will simplify the input to the search algorithms.
The solution of the optimization problem is a vector x which for any x J )x)x satis"es the condition
of a global minimum. However, most optimization routines are only capable of searching for a local minimum. This is also true for the direct search methods discussed here. In the general case, there is no way to check if the local minimum obtained is also the global one. A possibility to handle the problem is to start the search from di!erent initial positions and, if the local minima become the same, it is most probably also the global minimum.
THE OBJECTIVE FUNCTION
In the formulation of an objective function, it is essential to include the stress/strain behaviour at every point in each test involved in the optimization. By that, the overall behaviour of the soil is captured.
As a "rst step, an expression for the individual norm has to be established. To obtain a general formulation of the individual norm, it is favourable to make it independent of the type of constitutive control (stress control, strain control or mixed control) and only let it be a function of independent variables. In optimization problems of soil plasticity such independent variables are in a natural way represented by the principal total stresses s , s and s , the principal strains , and as well as the pore pressure u. Since these variables are known only in discrete points, both for the experimental result and the computed theoretical result, the individual norm will be based on Euclidean measures between such points. The Euclidean distance between an experimental point and a theoretical point is
where s , and u are scaling factors necessary for the comparison of stresses and strains. The scaling factors are chosen as the maximum absolute value of all the total stresses, strains and pore pressures, respectively, in the discrete points involved in the computation of the individual norm
giving the inequalities
However, under drained conditions, the pore pressure u is constant and its contribution can be removed from Equation (4) . Observe that, for tests where not all the experimental components in Equation (4) are determined, the space has to be reduced to the space composed by the known quantities.
The minimum distance d , between experimental points and the prediction curve, for each experimental point included in the test, is searched for. It is important to observe that there is no need to compute d for the "rst experimental point, since the same initial conditions in stresses, strains and state parameters as in the experiment should be prescribed for the prediction to achieve any meaning with the comparison. Consequently, d
for the "rst experimental point could be set to zero. An economical way to compute d is to search for the closest Euclidean distance in Equation (4) , two triangles have to be analysed. A closer distance than d IG might exist in both the triangles, in only one of the triangles or in none of the triangles. The angle on each side of the prediction point i in Figure 2 determines the side on which it is necessary to search for a closer distance. In a triangle where the angle is acute, a closer distance than d IG can be calculated as the height of a triangle but if the angle is obtuse no closer distance exists. The closest distance found by analysing the triangles is set to d . Notice that the search for the next minimum distance to the experimental point k#1 in Figure 1 starts from the prediction point i#1, i.e. only the remaining part of the theoretical curve is used for the subsequent experimental points.
A requirement for this strategy to work is that the theoretical result has a higher resolution than the experimental result. This should not cause problems since the prediction curve can be computed with any required resolution. Further, the strategy is designed for monotonic loading paths mainly (which are predominant in triaxial testing). To use this approach for cyclic loading, it would be necessary to divide both experimental and theoretical results into adequate segments and measure the norm for each of them separately. However, for e.g. softening material behaviour (just at the start of softening), it has been noticed that the distance d does not always decrease in the beginning of the search for the closest distance. A programmer should pay attention to singular situations like this, by e.g. forcing the distance to decrease before it reaches a minimum. When the minimum distances for all the experimental points are computed, an absolute individual norm (for a single test) is obtained as
where w is a weight factor, n is the number of experimental points (the "rst not counted), dH is the minimum distance for the experimental point j and d R denotes the distance according to Equation (4) between the termination points. The weight factor w is introduced to make it possible to characterize the relative importance of all the tests. In most experimental tests, where a constitutive relation is examined, the end state of the test is considered to be specially important (it could e.g. represent a failure state). This is the reason for utilizing the termination distance d R in Equation (7) . Obviously, the individual norm formulation leads to higher accuracy when more discrete points are included in the computation.
In addition to the absolute norm (7), another individual norm based on relative deviations between experimental results and the prediction curve is proposed below. The expression in Equation (7) is slightly modi"ed to
where DH and DL are determined from the alternatives
where 0) )1 is a user-speci"ed constant, D is the Euclidean distance for the present experimental point j from an origin
and D is the maximum Euclidean distance found from an origin for all experimental points included in the computation
A well-known drawback with a relative norm is that small absolute deviations at low magnitude points can produce extremely large contributions to the computed norm. An extreme case arises if the denominator D in Equation (8) approaches zero which means that the relative norm E approaches in"nity. To avoid this drawback, the alternatives in Equation (9) are introduced together with the constant , in which a non-zero value of controls the smallest possible magnitude on the denominator D. Both the absolute norm and the relative norm have merits what concerns the interpretation of errors. The selection of norm must be based on what is to be attained with the analysis in question. Therefore, the computer code in the optimization program is designed with these two alternative norms.
The next step is to formulate a "nal norm, an objective function, based on the individual norms computed for each experimental test included in the optimization. In e.g. a "nite element simulation, it is desired that the constitutive model should describe the material behaviour with the highest possible accuracy within the entire stress/strain region of interest, here represented by the experimental tests included in the optimization. From this point of view, it seems to be favourable to let the test that currently has the highest individual norm (the worst agreement in prediction) determine the optimization schedule. Mathematically, such a maximum norm is formulated as
where m is the number of experimental tests involved in the optimization and E l the norm value for test no. l computed from Equations (7) or (8) . However, a de"ciency in the formulation of the maximum norm exists. Sometimes the predicted result of the test that provides the maximum norm value, and thereby guides the search, is not sensitive with respect to some of the parameters included in the constitutive model. In such a case, the insensitive parameters do not a!ect the maximum norm value and could, therefore, attain almost any values inside the bound constraints both during the search and when the search is "nished. This information could be misleading and, further, the use of the maximum norm is not particularly appropriate if these insensitive parameters a!ect other individual norms included in the optimization. Therefore, a combined norm is formulated
with the same notations as in Equation (12) . In the above norm, the worst test is still the most important one, but this norm also includes the other individual norms and, when the maximum norm does not change, this one is still able to show improvements. Anyway, because of the di!erent characteristics between the maximum norm and the combined norm, both norms are included in the developed optimization program as an option for the objective function.
THE SEARCH STRATEGY
In the optimization program developed, it is possible to choose between two di!erent search strategies, one based on Rosenbrock's method [6] and the other on the Simplex method by Nelder and Mead [7] . Both these methods belong to the category of direct search methods in which the search strategy is based only on values of the objective function itself. Alternatively, so-called gradient methods could have been used in which also derivatives of the objective function are utilized. Although gradient methods are commonly regarded as more e$cient, the objective function, which is complex and which behaviour is generally unknown, might not always be di!erentiable and possess continuous derivatives. Hence, to avoid problems and achieve generality, only direct search methods have been considered here. The Rosenbrock method was chosen since one of the authors have had good experiences of that, Klisinski [5] . In addition, the simplex method was applied because it has manifested itself as one of the more powerful direct search methods presented in the literature, see e.g. References [1, 7, 8] . The e$ciency of di!erent search strategies is depending on the type of optimization problem, the number of optimization variables and their starting values, etc., see e.g. Reference [8] . Di!erent search strategies can also approach di!erent local minima for one and the same problem. Hence, two di!erent search methods have been included in the optimization program giving the user an option to switch to the alternative method if the "rst turns out to be ine!ective for some reason during the search.
In both the Rosenbrock method and the simplex method, an initial set of model parameters and their bound constraints have to be prescribed before the actual optimization can start. It is possible to lock an optional number of these parameters, i.e. the initially prescribed values of the locked parameters are used in the model during the whole optimization. The rest of the model parameters then serve as optimization variables. There are di!erent applications for the locking of parameters in practical optimization. The problem can e.g. be divided into parts, where, for instance, the elastic parameters are determined on the basis of experiments carried out in the elastic region. Thereafter, these elastic parameters are locked and the rest of the model parameters are determined from experiments progressing into the plastic region. With such a strategy (or a similar) a lot of computation time can be saved.
Further, in both methods, it has turned out to be advantageous to normalize all the optimization variables xH, for j"1, 2 , n, to the interval (0, 1) during the search. This is performed with a linear transformation
where xN H stands for the normalized optimization variable number j and xH l and xH are its lower and upper bounds according to Equation (2) . Inversely, the transformation back to the optimization variables is given by
Rosenbrock+s method
In the Rosenbrock method, a set of n mutually orthonormal search direction vectors , 2 , L are de"ned, together with n associated step lengths , 2 , L . Each of the vectors has the dimension n;1. The number of search direction vectors and their dimension are determined by the number of optimization variables (the number of non-locked model parameters in this case). In the optimization code, the co-ordinate directions are used as an initial choice of search direction vectors, i.e. 
Initially, all the step lengths are given the value of a user-speci"ed initial step value e, where 0(e(1. Notice that the introduction of boundaries on the optimization variables and the normalization in Equation (14) makes it possible to prescribe only one initial step value common for all step lengths. Starting from the initial set of model parameters with an initial step value, the search in the optimization program proceeds according to the following scheme:
1. Compute the objective function F(x), in Equation (12) (2) are violated and the search in this direction is considered as a failure, then (a) restore x : "x ! G G (b) contract and reverse the step length G : "! G where 0( (1 (c) go to the next search direction in the loop if i(n (step 3.1), else go to the end of the loop (step 4) 3.2. Transform x back to the optimization variables according to Equation (15) 
the search in this direction is a failure and (a) x : "x ! G G is restored (b) the step length is contracted and reversed to G : "! G where 0( (1 4. If a success followed by a failure has been recorded at some time during the iteration for every direction, then (a) de"ne a new set of orthonormal search direction vectors and reset the vector d (b) sort the step length vector according to absolute size of its present components, Equations (19)}(21) (c) continue from step 3. Else, continue from step 3.
The basic strategy in Rosenbrock's method is to gradually search for improvement of the objective function in all search directions, and, when the search is successful, an increase in the step length in the particular direction is produced. If the search is unsuccessful, the algorithm will search in the opposite direction using smaller step length during the following loop. This procedure is repeated until the search is considered to be ine!ective, when a success followed by a failure has been recorded at some time during the iteration for every direction (the same criterion as Rosenbrock [6] originally suggested). Then, a new set of search directions is de"ned and the search starts again with these new directions and new step lengths.
To obtain new search directions , step 4(a) in the scheme above, a matrix A is established
where the subvectors along the best direction which can be found normal to , and so on. The reason for utilizing the modi"ed Gram}Schmidt algorithm instead for the classical Gram}Schmidt process, suggested by Rosenbrock [6] , is that the former has shown to possess superior numerical properties, see Reference [10] . Further, based on the conclusions in the paper by Rice, a reinforcement of the vectors is used in the optimization program, i.e. one repeated application of the modi"ed Gram}Schmidt algorithm.
A problem, not discussed by Rosenbrock [6] , is how to associate the step lengths with the new search directions. The absolute magnitude of the present step lengths in the computation stage, after the de"nition of new search directions, re#ects the progress of optimization, but the association between G and G no longer exists. In the program (step 4(b) above) this problem has been tackled by taking the absolute value of all the elements in the present step length vector
and sorting them in decreasing order into a new step length vector
where
Hereby, , which has the largest value, will be associated with the direction of &fastest advance' , and , with the second highest value, will be associated with the second most promising direction, and so on. It was observed during the development of the optimization program that this sorting strategy considerably improves the e$ciency of the algorithm compared to the alternative of just keeping the step lengths from the previous loop.
Rosenbrock [6] performed a set of computations, on a mathematical function of two variables, in order to determine the best combination of values of the step adjustment parameters (in step 3.3.1(d)) and (in steps 3.1.1(b) and 3.3.2(b)) and arrived at the values "3 and "0.5. However, it could be expected that the optimal combination of and is highly dependent on the type of problem to which the algorithm is applied. Therefore, the values of and utilized in the current optimization routine were evaluated from an optimization problem representative for the type of optimization discussed in this paper, see Appendix A. From this study, it was concluded that the optimal combination for an e$cient algorithm was "1.9 and "0.8.
The initial step value, 0(e(1, is a parameter that a!ects the e$ciency of the algorithm, which is shown in Appendix A. Because the best choice of e could be expected to greatly depend on the optimization problem under inspection, even for the type of optimization discussed here, it was considered to be favourable to treat e as a user-speci"ed input parameter. It is also possible, for di!erent initial step values, to direct the search towards di!erent local minima (if such do exist). This is another, reason to let e be an input parameter. However, from the experience with the algorithm, it seems to be favourable to choose the initial step value from the lower portions of Figure 3 . Re#ection, expansion and contraction moves on an n"2 simplex. the interval 0(e(1 as a "rst attempt, but not &to close' to the lower boundary. For the optimization with the optimal combination "1.9 and "0.8, in Appendix A, it seems that the best results are obtained for 0.2)e)0.45.
In order to terminate Rosenbrock's search algorithm, three di!erent conditions are proposed. These are the maximum number of objective function computations (the "rst computation in step 1 not counted), the maximum number of unsuccessful objective function computations and a criterion for su$cient optimization accuracy. The "rst condition limits the execution time for the search since it mainly depends on the number of objective function computations. The second condition terminates the search when it seems to be ine!ective, e.g. when a minimum or a point close to it has been reached. In the third condition, the search is terminated when the absolute value of all the step lengths " G " for i"1, 2 , n is less than the prescribed accuracy after one "nished loop (step 3) in the algorithm. All these termination conditions are prescribed before the search starts and the one that is "rst reached terminates the search.
The simplex method
In the simplex method, the search for the minimum of the objective function proceeds by comparing the magnitude of objective function values at the vertices of a geometric "gure (named a simplex) in an Euclidean space spanned by the normalized optimization variables (Equation (14)). For a problem with n optimization variables, the simplex is composed by n#1 points. The simplex geometrically corresponds to a segment for n"1, a triangle for n"2 and a tetrahedron for n"3. By successively exchanging the point with the highest objective function value for a new improved point, the simplex will move in the space in the direction of a minimum. In the version by Nelder and Mead [7] , utilized in the optimization program, the simplex also rescales itself during the search according to the local geometry of the objective function. This is accomplished by the three operations named re#ection, expansion and contraction, as illustrated in Figure 3 for a problem with two variables. These operations are mathematically de"ned in the algorithm presented below. During the development of the optimization routine, it turned out that the e$ciency of the simplex method was highly in#uenced by the design of the starting simplex. A new strategy has been worked out based on the regular simplex of unit edge proposed by Spendley et al. [11] . It was believed to be favourable to let the user prescribe the size of the starting simplex and thus, to some extent, make it possible to reach di!erent local minima (if such exist) from the same initial set of model parameters. To facilitate the prescription of a large starting simplex, the orientation of the simplex has been made a function of the location in the space of the initial set of normalized optimization variables x . The strategy is shown in Figure 4 for an n"2 simplex. The initial guess x is always included as a point in the starting simplex. The additional points in the simplex, relative to the initial guess x , are mathematically constructed by premultiplying the n;n design matrix
and
with a user-de"ned scalar 0(e(1, expressing the Euclidean distances between the vertices of the simplex and an n;n diagonal matrix
that de"nes the orientation of the simplex by the identi"cation process
where xN H for j"1, 2 , n are the components of x . The columns of the resulting matrix
give then the contributions relative to the initial guess x and thus de"nes the starting simplex. However, if any of the points ends up outside the space de"ned by the normalized optimization variables, the program uses the largest possible regular simplex as the starting simplex (as indicated in Figure 4 ).
With the starting simplex de"ned, the search in the optimization program proceeds according to the following scheme:
1. Let x G for i"0, 2 , n de"ne the vertices of the starting simplex, represented as points in the normalized space. Compute the objective function value associated with each vertex
by "rst transforming each component in the vector x G back to their physical counterpart x G , according to Equation (15). 2. Carry out the search by repeating steps 2.1}2.5 until any termination condition is reached.
2.1. From the objective function values at each vertex of the current simplex, F G for i"0, 2 , n, determine the su$xes h and l that are associated with the maximum
Compute the centroid c of all the points x G except the point corresponding to the su$x h, 
Here, the factor 0( (1 stands for the contraction coe$cient. This is followed by a computation of the associated value of the objective function
, the contraction is considered to be successful and the exchange x F :
To terminate the search in the simplex method, two di!erent conditions are used: the maximum number of computations of the objective function (also utilized in the Rosenbrock algorithm) and a criterion, adopted by Nelder and Mead [7] , that terminates the search when the standard deviation of the objective function values at each vertex of the current simplex falls below a pre-set value , that is
is the average function value. The point associated with the smallest objective function value, at the time when the search is terminated, is used as the solution of the optimization problem. Before the simplex method can be applied for practical optimization, the values of the re#ection coe$cient (in step 2.3), the expansion coe$cient (in step 2.5.1) and the contraction coe$cient (in step 2.5.3) have to be assigned. As a conclusion of their testing, Nelder and Mead [7] suggested the values of "1, "2 and "0.5. Other &optimal combinations' have been reported in the literature, see e.g. Reference [12] in which the combination "2, "2.5 and "0.25 showed to be somewhat superior for their testing program compared to the combination by Nelder and Mead [7] . To obtain a combination of values representative for the type of optimization discussed here, an evaluation of the coe$cients was performed based on the same optimization problem as in Appendix A. From this study, presented in Appendix B, it was concluded that the values "1, "2 and "0.6 was optimal and should be used in the optimization program.
It is seen from Appendix B that the size 0(e(1 of the starting simplex do a!ect the e$ciency of the algorithm. The best choice of e could be expected to greatly depend on the optimization problem under inspection, but it has been observed that a choice of e to close to the lower boundary should generally be avoided, at least as a "rst attempt. For the optimizations with the optimal combination "1, "2 and "0.6, in Appendix B, almost all values of e greater than 0.12 gave good results.
OPTIMIZATION EXAMPLES
The practical outcome of an optimization clearly depends on the ability of the chosen model to predict the real soil behaviour. If the chosen model is not able to predict the soil behaviour &su$ciently accurate', there is no meaning to carry out or continue the optimization. With that in mind, it is obviously important to have reasonable knowledge about the range of application of the available models.
In this paper, it is the numerical capacity of the optimization routine that is essential to examine. To accomplish this in a proper way, an optimization problem is constructed, Section 5.1, where the uncertainty of the prediction ability of the chosen model is removed from the problem by using constitutive simulations with an in advance known set of model parameters as simulated experimental result. The actual optimization problem is then created by choosing a di!erent set of model parameters as a starting point for the optimization. Thereby, it is no doubt about that the model is able to simulate the &experimental result' and the proper minimum is known in advance. Optimizations against the simulated experimental result are discussed in Section 5.1, and in Section 5.2 the performance of the optimization routine is examined when the simulated experimental result is subjected to perturbations. In addition, optimization examples against real triaxial tests are shown and discussed in Section 5.3.
Optimization against simulated experimental result
The constitutive model chosen for this example is the generalized cam clay model, described in Reference [13] . The model is based on the classical modi"ed cam clay concept (see e.g. Reference [14] ) and generalized with respect to the yield function, the #ow rule and the hardening rule. Seven parameters are included in the model, i.e.
* the slope of the unloading}reloading line in the N !ln p plane, where N is the volumetric strain and p the e!ective mean stress Poisson's ratio * the slope of the isotropic compression line in the N !ln p plane D deviatoric hardening parameter M the slope of the critical state cone N parameter for a non-associated #ow rule e P parameter for the yield surface dependence on the third deviatoric stress invariant. (kPa) (kPa) (kPa) (kPa) (kPa) (kPa) (kPa) (kPa) (%) (%) (%)
To obtain a real challenge for the numerical process in the optimization routine developed, a large problem with ten di!erent types of tests is constructed as a basis for the optimization, Table I . The isotropic e!ective mean stress p A (in Table I ) is the hardening parameter which represents the reference size of the yield surface. Tests 1}6 describe conventional triaxial tests while tests 7}10 describe experiments that can only be performed in a true triaxial apparatus. In the tests, a linear variation of the control parameters between the initial and "nal values is assumed.
In the example, the &experimental result' is obtained by simulating the tests in Table I with the parameters *"0.02, "0.3, *"0.2, D"1.5, M"1.2, N"0.8 and e P "0.65. These parameters will then give the in advance known solution of the problem (the global minimum). The parameter values are mainly chosen from Alawaji et al. [13] . Further, the problem is designed in such a way that the elastic parameters *"0.02 and "0. Table I are constructed in such a way that each optimization variable will have an in#uence on the result from at least one prediction. The integration of the tests in Table I are performed with the explicit Forward Euler integration algorithm containing a method to correct for the yield surface drift [4] . In both the computation of the &experimental result' and in theoretical predictions during the optimization, the integration is carried out with 200 integration steps for each test. Since the computation of the individual norm requires higher resolution for the theoretical result than that of the experimental result, every "fth point obtained in the computation of the &experimental result' is saved for individual norm computations. This means that altogether a resolution of 40 discrete points for the &experimental result' and 200 discrete points for the theoretical result are involved in computations of the individual norm.
The optimization problem chosen has been used for the evaluation of the step adjustment parameters in Rosenbrock's method. Appendix A, as well as of the re#ection, expansion and contraction coe$cients in the Simplex method, Appendix B. In these optimizations, the combined norm (equation (13)) has been utilized as the objective function with the absolute norm (equation (7)) without weighting (w G "1.0 for test i"1, 2 , 10) of the individual tests. The statistical data from the cases in Table A1 and in Table B3 , respectively, representing optimizations with the parameter values that were "nally chosen, are shown in Table II for comparison. The symbol F stands for the smallest value of the objective function, obtained after 200 computations of the objective function in the search algorithms. As a basis for the statistical data, 100 optimizations for Rosenbrock's method and 400 optimizations for the simplex method were performed. The initial step length for Rosenbrock's method and the size of the initial simplex for the simplex method, both denoted as e, were randomly generated between 0(e(1 for each new optimization. In all other aspects, the optimizations, in Table II , were performed under the same conditions for each search strategy, respectively.
The statistical data in Table II show that the choice of e-value, for both the search strategies, in#uences the optimization result. This was, however, the main reason for treating e as a userspeci"ed input parameter. To get an idea of the average improvements that could be expected with a randomly chosen e-value, after 200 computations of the objective function, the average value of F can be compared to the objective function value for the initial set of model parameters, that is 341.5 per cent. It can thus be concluded that it is reasonable to expect considerable improvements, independent of the chosen e-value, for both the search strategies in this example. However, a faster convergence in average towards the minimum was obtained for the simplex method compared to the Rosenbrock method.
So far, only values of the objective function have been studied. This is a scalar which sometimes can be di$cult to interpret if its value at the same time is not put in relation to the current set of optimization variables, to the individual norms and to actual stress}strain plots. In the following, a closer look will be taken on the optimizations in Table II , leading to the minimum values of F . This study is presented in Tables III and IV and Figure 5 for Rosenbrock's method and in Tables V and VI and Figure 6 for the simplex method. In addition, for the optimizations that led to maximum values of F , a discussion will be carried out around the circumstances that caused those higher values.
In Tables III and V, the changes of the optimization variables during the course of optimization can be followed. These results were obtained with the initial step length e"0.680 for Rosenbrock's method and the size of the initial simplex e"0.303 for the simplex method. For Rosenbrock's method, Table III , gradual improvements are obtained during the whole course of optimization and after 1000 computations of the objective function, the global minimum is reached almost to the last decimal presented for the optimization variables. For the simplex method, Table V, a local minimum is reached after 400 computations of the objective function. This local minimum is, however, located so close to the global minimum that the error has no practical meaning. Before this local minimum was reached, the simplex method turned out to be more e$cient than the Rosenbrock method. The fact that the global minimum is found with such a good precision with Rosenbrock's method (and almost with the simplex method) proofs that the mathematical strategy for the computation of the individual norm works remarkably good. It should be noticed that the large number of computations of the objective function was performed to get an idea of the possible precision. From the practical point of view, the optimizations could have been stopped, with a su$cient accuracy, much earlier.
To show how much the predictions of the individual tests deviate from their associated &experimental result' during the course of optimization, values of the absolute individual norm for each test are given in Tables IV and VI . In these tables, the test that currently has the largest individual norm value F , in Equation (13), and thus is the most important for the optimization schedule, has been printed in italics. It is seen, in both tables, that di!erent tests represent F during the process of optimization. Further, a comparison between Tables IV and VI displays a di!erent F representation between the search strategies. This is an evidence for the fact that the search strategies work di!erently, which means that they not necessarily need to approach the same local minimum (if such exist). This is a fact that clearly motivates the use of more than one search strategy in an optimization program.
In Figures 5 and 6 , progresses during the course of optimization are visualized, for one test for each strategy, in plots with the invariants Table IV. where , and are the principal e!ective stresses and , and are the principal strains. Test no. 4, which obtained the largest individual norm value F most times during the optimization with Rosenbrock's method in Table IV , has been chosen for the plots in Figure 5 . In a similar way, test no. 8 in the optimization with the simplex method in Table VI , has been chosen for Figure 6 . Test no. 4 describes a conventional undrained triaxial extension test on a lightly overconsolidated soil and test no. 8, a drained stress controlled true triaxial test on a normally consolidated soil. With the initial guess as a starting point, it is seen in Figures 5 and 6 that gradual improvements towards the correct solution are obtained during the optimizations. As can be seen in Figure 5 , the response seems to coincide with the correct solution after 200 computations of the objective function while, in Figure 6 , the response almost coincide with the correct solution already after 100 computations of the objective function. Both the optimizations in Table II , leading to maximum values of F , approached a local minimum which then was the reason for the poor result. Obviously, independent of the running time of an optimization, after a local minimum has been reached, the result will not be improved. For these optimizations, the initial step length used in the Rosenbrock method was e"0.909 and the size of the initial simplex used in the simplex method was e"0.0197. In Rosenbrock's method, the local minimum F "96.6 per cent was reached after 177 computations of the objective function. In the simplex method, it was possible to obtain a slight improvement after the 200 computations of the objective function in Table II and the local minimum F "69.1 per cent was reached after 456 computations of the objective function.
Based on the observations discussed in this section, it can be concluded that the numerical performance of the optimization routine presented is good enough for "nding a global minimum with a much greater precision than is normally required in practise, if the optimization just continues a su$ciently long time and no local minimum is reached during the process. If there is reason to suspect that a local minimum has been reached, as a "rst attempt it is easy to try to restart the optimization with a new e-value and/or di!erent search strategy. It is also desirable that an optimization program should be fast, in order to limit the computational costs. Here, the constitutive simulations involved in the computation of the objective function require most of the computation time. Therefore a certain number of objective function computations demands approximately the same time for both the search strategies. For the large optimization problem analysed here, it takes in average 4.1 s between each objective function computation, when the problem runs on a PC with a 166 MHz pentium processor and 64 Mb RAM. This information might give an idea of how fast the presented optimization routine is.
Optimization against simulated experimental result with randomly generated perturbations
The objective of the following study is to examine the behaviour of the optimization routine when the simulated experimental result, in the previous section, is subjected to perturbations of di!erent magnitude. As in Section 5.1, optimizations with the Rosenbrock and the simplex method have been performed against the large optimization problem constructed from tests no. 1 to 10 in Table I . In addition, optimizations against a smaller problem have been performed. This problem has been constructed from tests no. 4, 6 and 8 in Table I , in the same manner as the larger problem.
Perturbations have been introduced on the response parameters of the simulated experimental result. This has been done in all discrete points z G , by randomly generate a new value zJ G In Figure 7 , for each optimization variable, the optimal values found have been plotted vs the examined magnitudes of maximum perturbation in a semi-logarithmic scale. For all the values of , the optimal set of parameters has been determined out from 100 optimizations, with 200 computations of the objective function and a randomly chosen e-value in each optimization, respectively.
The most important conclusion from this study is that the optimization routine is able to "nd a minimum even though the experimental result is substantially perturbed. Furthermore, for small random errors in the experimental result, of a magnitude that is likely in experimental tests with a good equipment, e.g. (5 per cent, the set of optimization variables in Figure 7 obtains values very close to the global minimum associated with "0. This indicates that it is not necessary to make any "ne adjustments to the experimental result before an optimization is performed.
It is seen that larger deviations from the global minimum associated with "0 are gradually obtained when the value of is increasing. No clear trend for any parameter to deviate in a certain direction is noticed. The values seems to oscillate around the global minimum of the undisturbed experimental result.
According to the laws of probability, the greater the number of tests involved in an optimization are the more likely for random errors to be compensating. Therefore, it is reasonable to expect larger deviations in an earlier stage for the optimizations against tests no. 4, 6 and 8 compared to optimizations against tests no. 1}10. However, this is not an e!ect that appears distinctly in Figure 7 , except perhaps for the parameters *, D and M when "20 per cent.
Only small di!erences in the result are displayed in a comparison between the Rosenbrock and the simplex method. The simplex method gives, however, in general a slightly lesser deviation from the global minimum associated with "0, probably because it is a more e!ective search strategy for this example which has been pointed out before.
Optimization against performed triaxial tests
In this section, the application of the optimization program to performed laboratory tests is demonstrated. The tests used are three true triaxial tests reported by Wood and Wroth [15] . These tests were performed in order to study the validity of some of the assumptions made in interpreting the results from undrained pressuremeter expansion tests. Hence, the same strain path was applied to the soil specimen in the true triaxial apparatus as is believed to be followed by the elements of soil around a pressuremeter. The laboratory tests were performed on a slurry of Spestone kaolin clay and water, laboratory prepared to di!erent overconsolidation ratios.
In the tests by Wood and Wroth [15] the stress/strain history of typical soil deposits were initially obtained in the true triaxial apparatus. In Table VII , the states for these histories of one-dimensional consolidation and unloading (no lateral displacement) are prescribed for the three tests K2}K4. The stresses and p are the maximum e!ective stress in the vertical direction (1-direction of the apparatus) and the maximum e!ective mean stress reached in one-dimensional consolidation, respectively, whereas and p are the values of the corresponding stresses after unloading. It should be noticed that the values of K in Table VII , the ratio between the horizontal and the vertical e!ective stress, are presented at the state of normal consolidation, i.e. after the one-dimensional consolidation phase. In Table VII , it is then seen that tests K2 and K3 represent an overconsolidated soil (where test no. K3 has a higher overconsolidation ratio than test no. K2) while test no. K4 represents a normally consolidated soil. In an undrained pressuremeter expansion test, it is normally presumed that the soil is deformed in plane strain with the vertical direction as the direction in which no strain occur. Further, the soil is compressed in the radial direction, and to ful"l the incompressibility constraint a balancing circumferential extension has to be presumed. If pore pressures are measured during an undrained pressuremeter expansion test the e!ective stresses can be deduced out from the interpreted total stresses. By applying the deformation mode
to the cubical sample in a true triaxial apparatus under drained conditions, the e!ective stresses measured could be compared to the e!ective stresses obtained from the pressuremeter test. Thereby, conclusions about the validity of the assumptions made for interpreting the pressuremeter results could be drawn. In the paper by Wood and Wroth [15] , samples K2}K4 were sheared to failure with the strain rates R , R , R "0, 0.25, !0.25 per cent/h according to the deformation mode in Equation (30). The su$xes used refer to the "xed axes of the true triaxial apparatus. The strain rates were reversed a few times during these laboratory tests, but it is only results from this "rst shearing to failure that will be used here as a basis for optimization.
Two di!erent constitutive models were chosen for the optimizations: the well-known modi"ed cam clay model (MCC) and the anisotropic cam clay model (ACC) described by Runesson and Axelsson [16] and Yu [17] . In a discussion about models that could be suitable for prediction of this kind of tests, carried out by Wood in Reference [18] , it was expected that a model like MCC would not be particularly successful and a model like ACC was suggested to be more appropriate. The anisotropic cam clay model is based on the modi"ed cam clay concept but the K,! -line in the e!ective stress space is used as a symmetry line for the yield surface in contrast to the modi"ed cam clay model where the yield surface is centred on the stress space diagonal. In addition, in the ACC model, the destruction of the initial K -anisotropy can be modelled with a rotational hardening/softening law and deviatoric anisotropy can be simulated by distorting the yield locus in the deviatoric plane. Seven parameters are included in the ACC model, i.e. the slope of the unloading}reloading line in the !ln p plane, where is the speci"c volume and p the e!ective mean stress Poisson's ratio the slope of the K -compression line in the !ln p plane C parameter for rotational hardening/softening MD the slope of the failure line a p!q plane k the intercept of the failure line a parameter for deviatoric anisotropy
The parameters , and are utilized also in the MCC model, together with the slope of the critical state line (M). Individual optimizations (one test at a time) and simultaneous optimizations (all tests at the same time) have been performed against tests K2}K4, with both the anisotropic cam clay and the modi"ed cam clay model. All parameters in the models will have an in#uence on the predicted results for these tests.
Experimentally, it is di$cult to exactly follow the intended deformation mode. Therefore, a linear variation of the principal strains, between the discrete states obtained in the triaxial tests, have been assumed in the constitutive simulations. The best agreements between experiments and predictions obtained by optimization are shown by plots in q} O , q}p and -planes, in Figure 8 for the individual optimizations and in Figure 9 for the simultaneous optimizations. The optimal set of model parameters and the value of the maximum norm (F in Equation (12) utilizing E in Equation (7) with w"1.0) corresponding to these optimizations are shown in Table VIII for the ACC model and in Table IX &reasonably good' only for the individual optimization against test no. K4. This is however to be expected, since the MCC model is historically founded mostly on data from conventional triaxial tests on samples without pronounced K -anisotropy. It should be remembered that, even if the model is not able to predict the soil behaviour properly, the optimization process tries to "nd the best possible agreement and sometimes, as a consequence, delivers strange parameter values. As could be expected, better agreement was obtained for the individual optimizations compared to the simultaneous optimizations. But for the ACC model, it is promising to see that a reasonable agreement has been obtained also in the simultaneous optimization. In the simultaneous optimizations the combined norm in Equation (13) together with the absolute norm (without weighting) in Equation (7) have been used. However, maximum norm values are presented in Tables VIII  and IX Tables VIII and IX, Tables VIII and IX were obtained for tests no. K3 and K2, respectively. For both the models, the individual optimization against test no. K4 gave the best result while the optimization against test no. K3 gave the worst result. It seems that both the applied models have more di$culties in predicting this kind of tests for higher overconsolidation ratios.
Comparisons between the values of the optimal set of parameters, obtained in the di!erent optimizations, show that they vary rather much. For the individual optimizations, this variation clearly appears, anyway the prediction curves (at least for the ACC model) are located quite close to the experimental curves. This could be explained by a co-operation of the parameters, i.e. there exist more than one set of parameters that gives good agreement, but it could also indicate shortcomings of the model. In the ACC model, some co-operation between the parameters could be expected, e.g. between MD and k. An unexpected result, most likely caused by co-operation between the parameters, was that the parameters and a in the simultaneous optimization with the ACC model did not end up in-between the lowest and the highest values obtained in the In practise, the solution of the optimization problem might not be the only information requested. The reliability of the estimated parameters as well as the sensitivity of the solution to changes in these parameters can also be of interest. An attractive feature of optimization techniques is the possibility to perform the reliability and the sensitivity analysis more or less simultaneously when the minimum of the objective function has been reached. Mathematically, su$cient conditions for a local minimum are a gradient vector F(x) with all of the elements equal to zero and a Hessian matrix F(x) that is positive de"nite, see e.g. Reference [19] . With the Hessian matrix, the curvature of F(x) can be calculated in any direction and the curvature in each co-ordinate direction is given by *F/(*xH*xH). The curvature is a measure of the sensitivity of the solution to small parameter changes. If possible, sensitivity should also be related to how accurate the parameters can be determined experimentally. Derivatives of the type of objective function proposed in this paper have to be calculated numerically. Even if the smoothness properties of the objective function are unknown, the conditions for a local minimum above can, presumably, be numerically evaluated without any problem in most cases.
Studies of reliability and sensitivity were performed on the optimization result obtained with the ACC model in Table VIII . As a "rst step, second partial derivatives of F in the co-ordinate directions were computed with the expression *F/(*xH*xH)"[F(xH#h)!2F(xH)#F(xH!h)]/h where h"5;10\ was chosen. The values of F(xH#h) and F(xH!h) turned out to be larger than, or equal to, F(xH) for both the individual optimizations and the simultaneous optimization. This proves that at least stationary points were reached (no Hessian matrices were computed). A variation of the magnitude of the curvature in the co-ordinate directions were shown in each test, respectively, but no pronounced trend for any of the parameters to be more sensitive or insensitive than the others were displayed in a comparison between the tests. A substantial variation of the curvature magnitude was also noticed amongst the tests, e.g. test no. K3 obtained curvature magnitudes about 4000 times higher than those of test no. K2. Thereafter, properties of F(x) were examined at small distances from the minima in Table VIII , by gradually computing F(1.05xH) and F(0.95xH) for each parameter, keeping the other parameters constant. The parameter MD distinctly appeared to be the most sensitive parameter in this study and it looked as if k was the most insensitive parameter.
CONCLUDING REMARKS
An e$cient and user-friendly optimization routine, of the type presented here, should be a useful tool for both researchers and practising engineers dealing with advanced soil mechanics, especially when the constitutive models tend to be more complicated as the knowledge about soil behaviour increases. Such a program could be used for the evaluation of established as well as new constitutive models, but the widest area of application is in the process of choosing adequate constitutive models and the determination of their parameter values for the application to geotechnical problems using numerical methods of solution, e.g. FEM, FEM/BEM or FDM. The need for an optimization routine in connection to such programs becomes obvious, since several alternative constitutive models normally are implemented to meet the requirement of simulating di!erent types of soil. Further, with some smaller modi"cations the proposed optimization routine could be used for other materials than soils as well.
In addition to parameter optimization at the constitutive level (as in a Constitutive Driver), the proposed optimization routine might also be used for optimization at the entire sample level where tests are simulated as boundary value problems, with e.g. the "nite element method. Then, it is no longer necessary to neglect boundary e!ects that can have substantial in#uences on the obtained result, see e.g. Reference [20] where e!ects of end restraint and strain rate in triaxial testing is discussed. However, optimization at the sample level can be expected to be quite computationally expensive. It is, therefore, advantageous to optimize as much as possible at the constitutive level before an optimization at the same level starts. This paper is focused on the mathematical aspects of the optimization routine. However, if an optimization program should be practically useful, a lot of e!ort must be spend on creating a user-friendly software. In the optimization program discussed here a pre-and a post-processor are included. The input necessary to de"ne the optimization problem are given in the preprocessor and could also be saved in a database. The database could then, in a later run, be read directly into the program. It is possible both to de"ne additional tests to the database and delete existing tests from the database, inside the program. In the post-processor, it is possible to graphically interpret the agreement between experimental and predicted result in curve plots with di!erent stress}strain invariants and state parameters. If a su$cient agreement has not been reached, a new optimization could be started from this stage without leaving the program. The restart could be performed with another search strategy, di!erent e-value, a new set of optimization variables, new initial starting point, new lower and upper bounds, di!erent objective function, di!erent termination conditions, etc. All this is essential to make it easier to locate the global minimum. On the other hand, it is important to remind that even the best optimization program cannot overcome the shortcomings of a model and replace the engineering experience.
Even though the &best' optimization algorithm for the present application can only be determined by comparative testing of available methods, it has been found in the present study that the proposed optimization routine is general, easy to program and works well for optimization of model parameters in soil plasticity.
APPENDIX A: EVALUATION OF THE STEP ADJUSTMENT PARAMETERS AND IN ROSENBROCK'S METHOD
The objective of this appendix is to "nd the most e!ective combination of values of the step adjustment parameters and , for use in the version of Rosenbrock's search algorithm implemented in the optimization program. In this context, an e$cient algorithm is de"ned as an algorithm that advances as much as possible towards a minimum during a given computation time. The optimization problem de"ned above in Section 5.1, was regarded as a representative problem for the type of optimization discussed in this paper and was therefore chosen as the &evaluation example' for this analysis.
The interval of interest for the contraction parameter, 0( (1, directly follows from the algorithm in Section 4.1 and it was considered to be su$cient to examine the expansion parameter inside the interval 1( (5. The main idea was to perform repeated optimizations on the &evaluation example' where the initial step value 0(e(1, the expansion parameter and the contraction parameter were given randomly generated values inside their intervals according to certain patterns for each new optimization, in order to (out from the obtained result) con"ne the study to smaller intervals until and could be "xed.
As a "rst step a set of optimizations were performed where both e and were randomly generated for each new optimization while was randomly generated gradually at intervals of 25 optimizations and kept constant in-between. The obtained result is shown in Figure A1 where, for each optimization, the smallest objective function value F , after 200 computations of the objective function in step 3.3 in the algorithm, has been plotted against the contraction parameter . It is seen that, independent of the value of , a limited interval approximately between 0.6( (0.9 exists where the values of the objective function F in general are smaller and less spread than in adjacent areas. Further, this interval could be subdivided into two subintervals, 0.6( (0.8 and 0.8( (0.9. If these subintervals are compared to each other, it is seen that the values of F are more widely spread in the "rst subinterval where both the largest and smallest values of F are found. It was decided to "x the contraction parameter to the intermediate point "0.8, where the scattering starts to decrease at the same time as the values of F are comparatively low. To evaluate the in#uence of , 400 optimizations were performed with the value of "xed to 0.8 and the values of 0(e(1 and 1( (5 randomly generated inside their respective intervals for each new optimization. For these optimizations, the smallest value of the objective function F , after 200 computations of the objective function in step 3.3 in the algorithm, is plotted against the expansion parameter in Figure A2 . It is seen that the result is quite scattered, but almost every optimization resulted in a value of F below 100 per cent. This is another evidence that the "xation of to 0.8 improves the behaviour of the algorithm. A clear tendency for the smallest obtained values of F to increase with higher values of , for *1.3, is however shown in Figure A2 . The interval 1.3) )2.0 was considered to be the one of most interest. This interval, where both small values of F and relatively less scattering was obtained, was closer analysed and the result is shown in Table A1 where the average value, the standard deviation, the minimum and the maximum obtained values of F computed out from 100 optimizations for each case of are presented. Because both the smallest average value and the smallest standard deviation were obtained for the case "1.9, it was decided to "x to 1.9.
APPENDIX B: EVALUATION OF THE REFLECTION, EXPANSION AND CONTRACTION COEFFICIENTS IN THE SIMPLEX METHOD
In this appendix, the most e!ective combination of the re#ection, expansion and contraction coe$cients is searched for. The study is carried out in a similar way as in Appendix A, with the Figure A2 . Objective function value vs expansion parameter .
R To be able to directly compare with results from Rosenbrock's algorithm, the "rst objective function computation is however not counted. optimization problem de"ned in Section 5.1 as the &evaluation example'. Suitable intervals to search within was considered to be 0( (2 for the re#ection coe$cient, 1( (5 for the expansion coe$cient and 0( (1 for the contraction coe$cient. In a "rst attempt, 300 optimizations were performed in which the values of the coe$cients , and were randomly generated inside their respective interval for each new optimization. Additionally the scalar 0(e(1, de"ning the size of the starting simplex, was also randomly generated inside its interval for each new optimization. In the following analysis, as a "rst step, it turned out to be favourable to try to "x the re#ection coe$cient. For each optimization, the smallest obtained value of the objective function after 200 computationsR of the objective function Figure B1 . Objective function value vs re#ection coe$cient . in the algorithm was plotted against the re#ection coe$cient in Figure B1 . It is seen that the smallest and least spread values of F were obtained in the interval 0.6) )1.4, which motivated a closer analysis inside this interval. Based on 200 optimizations for each "xed value of the re#ection coe$cient, "0.6, 0.8, 1.0, 1.2 and 1.4, with the other quantities , and e randomly generated as before, the average value, the standard deviation, the minimum value and the maximum value of F are shown in Table B1 . Since the smallest average value were obtained for "1.0 as well as the second best standard deviation 43.3 per cent (next to 41.9 per cent for "1.2), it was decided to "x the re#ection coe$cient to "1.0.
As a next step, additional optimizations were performed with "xed to 1.0 and , and e randomly generated inside their intervals until a base of 500 optimizations were obtained. It appeared to be favourable to try to restrict the interval for the contraction coe$cient. In Figure B2 , the values F of the objective function are plotted vs their corresponding contraction coe$cients for these optimizations. The interval 0.3) )0.8 of the contraction coe$cient was regarded to be of most interest and was investigated further by "xing the contraction coe$cient stepwise to "0.3, 0.4, 0.5, 0.6, 0.7, and 0.8 and performing 300 optimizations for each value of , with and e randomly generated as before. Statistical data from this analysis are presented in Table B2 . Both the smallest average value and the smallest standard deviation were obtained for "0.6 and thus it was natural to "x the contraction coe$cient to "0.6.
In a "nal step, the expansion coe$cient was evaluated. As a "rst attempt, the 300 optimizations with "1.0 and "0.6, examined in Table B2 , were used in a plot of F vs , see Figure B3 . For '3.0, there is a tendency for F to slightly increase with increasing . The interval 1.0( )3.0 was closer examined by "xing the expansion coe$cient in steps to "1.25, 1.5, 1.75, 2.0, 2.5 and 3.0 and performing 400 optimizations for each value of , with e randomly generated as before. In Table B3 , statistical data from this analysis are presented. For "2.0, the second smallest average value (3.7 per cent compared to 3.5 per cent for "1.5) and the smallest standard deviation were obtained. Thus, it was decided to "x the expansion coe$cient to "2.0.
It has been noticed that for this evaluation example, the values of the re#ection and the contraction coe$cients have a much larger in#uence on the e$ciency of the algorithm than the value of the expansion coe$cient. A similar observation has also been made by Parkinson and Hutchinson [12] .
