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The paper is devoted to the operator x2e-aip - de2’s’ on Gz, which is denoted 
by Z(q). If q is close to 0, there is an operator Zr(q) for any real y. If y > 0, 
then ZY(p) has a bounded inverse Z-Y(v) which takes analytic functions of ze-‘Q 
into analytic functions. The operator ZY(,) is used in the context of the n-body 
problem in quantum mechanics. The Hamiltonian is denoted by H(0). It is 
assumed that H(0) has an analytic continuation H(p) with resolvent R(X, p). It is 
well known that the continuous spectrum of H(v) consists of half-lines starting 
at the thresholds of scattering channels and making angles 29, with the real axis. 
Choosing a fixed y > 0 and assuming that each two-body interaction VLj(q) is 
such that Z;(q) Vtj(?) belongs to the Schmidt class, the paper examines the 
operator Z?(v) R(h, v) Z-Y(~) for q # 0 and h in the resolvent set of H(F). It is 
shown that the operator is bounded and square-integrable with respect to X 
along straight lines parallel to, but not coinciding with, the spectrum of H(q). 
This result is to be used in a separate paper on multiparticle scattering. 
1. INTRODUCTION 
In the past several years, considerable progress was made in the quantum 
mechanics of multiparticle scattering. Important techniques were developed 
on the basis of Kato’s theory of smooth operators [7, 81 and Agmon’s use of 
weighted Hilbert spaces [l]. 
Let H denote the Hamiltonian of an n-particle system and let it act on e2(.x). 
Let its resolvent be R(X). In almost any scattering theory, one needs to analyze 
R(h) as A tends to the continuous spectrum of H. Thus, one needs to know 
R(Z i ic) as E tends to 0. By the definition of the spectrum, the resolvent is not 
bounded in the desired limit. In certain cases it is now known, however, that 
there are operators A and B such that the operator 
AR@ If ic) B (‘.‘I 
is bounded uniformly in E. Also, there is a constant c such that 
s m II AR(l & ic)fli” dl < c llfll” (1.2) --m 
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for allJ in P(X), uniformly in E. In Kato’s terminology, an operator .4 satisfying 
Eq. (1.2) is called H-smooth. We are rather inclined to think of the operators A 
and B as smoothing the singularities of R(1 & Jo). 
Let N,) be the Hamiltonian in the absence of interactions, and denote its 
resolvent by &,(A). If R(h) in the expressions (1 .I) and (1.2) is replaced by 
R,(h), then the operator (1 .I) is bounded and Eq. (1.2) is true in case A and B 
are the operators of multiplication by (x2 -1~ 1) y, with some y :; i. More 
precisely, it is sufficient if A and B are the operators of multiplication by func- 
tions ‘l(.v) and B(x) depending on a three-dimensional x and having the property 
that their squares belong to g”‘(x) n 5?(x), with 1 <p < g < q 2;: co, see 
[7, Theorem 6.41. This fact enabled Iorio and O’Carroll [S] to prove asymptotic 
completeness for n-particle systems with weak potentials that decrease faster 
than ~ s 2 as .x: tends to GO. Related methods were employed by Lavine [9] to 
prove asymptotic completeness in the case of repulsive potentials. 
The paper by Agmon [I] contains detailed information on norms of operators 
(1.1) for two particles. Some of the Agmon estimates were carried over to three 
particles by Ginibre and Moulin [4], to show that potentials decreasing faster 
than s ” yield asymptotic completeness in the three-body case even if there 
are bounds states. The same result was obtained by Thomas [13] with the help 
of Q/“-space techniques. This work complements the classic paper by Faddeev 
[3], in which the conditions on the interaction are formulated in momentum 
space, the argument using Ranach spaces of Holder-continuous functions of the 
momenta. It should be mentioned, that Faddeer’s methods were generalized 
to any number of particles by Sigal [12], although in this paper there is no 
opportunity to take advantage of Sigal’s work. 
It is a remarkable fact, that nothing appears to be known about smooth 
operators for four or more particles with bound states. This is probably due to 
the complexity of possible processes in larger systems. Four particles make the 
smallest system in which two bound fragments may be scattered. It is such events 
that tend to be the major source of mathematical problems. 
It is a difficulty of the n-body problem, that the resolvent has to be found from 
a Fredholm equation in which the resolvents for 2, 3,..., n - 1 particles occur 
as supposedly known quantities. Thus, if one wishes to establish results on the 
quantities ( 1.1) and (1.2) for n particles, one has to formulate assumptions on the 
interaction, as well as a conjecture concerning smoothness of resolvents for 
smaller systems. The conjecture has to be justified by induction. Suppose now, 
that it is conjectured that the resolvents are fairly smooth, so that it suffices to 
take operators A and B close to the identity operator. In this case, one is likely 
to get several results for n particles, but experience shows that one tends to fall 
short of verifying the smoothness conjecture. If, on the other hand, almost no 
smoothness of resolvents is invoked for smaller systems, so that A and B have 
to be very powerful operators to make the product (I .l) smooth, then the data 
do not suffice to make statements for n particles. Hence, the induction argument 
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does not come through either. In view of this situation, there might be some 
optimum choices for A and B. This paper stems from the idea that the operator 
(9 + 1)’ is not the best possible. Simply stated, it is proposed to look at 
x2 - d instead of x2 + 1. 
The operator x2 - d is denoted by Z(0). It is self-adjoint and has a purely 
discrete spectrum on the interval [l, co). Hence, it has a bounded inverse. 
There is no difficulty in defining Z’(O) for any real y. In all cases in which 
(x2 + 1))~ will do in the expressions (1.1) and (1.2), we may also take Z-v(O). 
This is due to the fact that (x2 + 1)’ Z-v(O) is bounded if y 3 0. 
If E > 0 and y is a fixed number in the interval 0 < y < 1, then the norm of 
Zy(O) exp[iH,t - E j t I] Z+(O) (l-3) 
is a bounded and integrable function oft. This is easy to verify in the cases y = 0 
and y = 1. Other cases can be treated with an interpolation argument. Results 
for y < 0 follow by taking the adjoint of the operator (1.3). 
The usefulness of Z-v(O) as a smoothing operator stems from the operator (1.3) 
being bounded and integrable. This property does not remain true if Z(0) is 
replaced by x2 + 1. To explain why the above is useful, we want to mention 
some particular features of the present paper. It belongs to a series [14-171 in 
which the quantum mechanics of n particles is formulated as a problem of 
functional analysis on a Hilbert space (li(ol, /I) of analytic functions of complex 
dynamical variables xe- iv or /zeiw. Denoting the polar angles of a vector keio by w , 
and the length by ke im, we consider wave functions f(keim, W) that are analytic 
in keim in some sector 01 < y < ,8. And similarly for wave functionsf(xe-iv, w). 
It is assumed that the interaction has an analytic continuation, and the usual 
Hamiltonian H(0) is continued analytically to give a Hamiltonian H(q). For 
example, if we work in the momentum representation, then H,(O) equals k2 
and H,,(q) equals k2e2io. 
The operator H(F) may have a point spectrum. The location of this does not 
depend on q.~ It corresponds to bound states and resonances. There is certainly 
a continuous spectrum, consisting of a set of half-lines Y(h, , cp), 
h = h + le2+ 1) (0 < 1 < co) (1.4) 
starting at the thresholds X, of scattering channels. Obviously, the spectrum of 
H,,(v) is along the half-line Y(0, p)). This half-line also belongs to the continuous 
spectrum of H(v). 
Now let p be such that the line 
h = p + le2im (-00 <Z<m) (1.5) 
belongs to the resolvent set of H(v). Let Vij(v) be the interaction between par- 
ticles i and j. Under the assumption that each V&v,) belongs to the Schmidt 
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class and that v # 0, it is shown in [I 71 that there is a constant c, depending on CL 
and v, such that 
s 
m 11 R(p + le2im , v,)fll” dl -=c c l:fll”. (1.6) --m 
It follows from Eq. (1.6) that one can integrate R(h, p’) with respect to A along a 
curve C, close to Y(h, , 9) and running from coezim to coeziv in such a way that 
Y(h, , v) is to the right of C, . The integral yields a bounded idempotent operator 
Pp(q) which projects onto an invariant subspace of H(q). 
It is an interesting feature that the continuous spectrum of H(v) consists of 
disjoint half-lines in one-to-one correspondence with the scattering channels, 
each half-line being the spectrum of the part of H(p) in an invariant subspace. 
One would expect, that this should be helpful in a scattering theory. We are 
not likely to obtain such a theory, however, unless we succeed in examining 
R(X, p’) as h tends to half-lines Y(h, , p)). It is our current program to investigate 
this problem in the context of smooth operators. 
We now return to the operator Z(0). This has an analytic continuation given by 
z(v) = x+-2iO - d&5@. (1.7) 
It is shown in this paper that Z(v) has a bounded inverse provided 9) is sufficiently 
close to 0. We also define P?(v), both for positive and negative non-integral y. In 
particular, if y > 0 and h is in the resolvent set of H(v), the operator 
is bounded and takes analytic functions of xe-im into analytic functions. 
Choosing y > & and assuming that Vij(v) has suitable properties, we are 
planning to show in a sequel to this paper, that certain operators of the form 
remain bounded as h tends to Y(h, , v), The subscripts zj and kZ run through all 
pairs of particles that belong to different fragments in scattering channel p, 
the operator .&(v) acting on xi - xj . The operators (1.9) are our analogues of 
(1 .l). We also intend to prove analogues of Eq. (1.2). 
Now, why is it helpful that the operator( 1.3) is bounded, and that its norm is an 
integrable function of t ? In the present paper, we choose some fixed y in the 
interval 0 < y < 1 and use the operator (1.3) to prove that 
-WV) WY v> z-%4 (1 .lO) 
is bounded if X is in the resolvent set of H(y). It is also shown that this operator is 
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square-integrable in the sense of Eq. (1.6). To obtain these results, we assume 
that .ZlJv) Vii(~) belongs to the Schmidt class. Notice that the difference 
between the operators (1.8) and (1 .lO) is in the exponent of the Z(v)-factor on 
the left. 
If y > & and R(h, 9) in the expression (1.8) is replaced by &,(A, p), the result- 
ing operator remains bounded as h tends to Y(0, v). This follows from what we 
mentioned earlier about the operator AR,(Z f in) B, in combination with some 
properties of Z(v). One might say, it means that the operator (1.9) for a single 
particle is well-behaved. Suppose now, that we have shown that the operators 
(1.9) are well-behaved in the cases of 2, 3,..., n - I particles. We wish to extend 
this result to n particles. Suppose we want to let h tend to a particular half-line 
Y(,\, , v). We need the Fredholm equation for the set (1.9). Its kernel is a matrix 
of sums of terms whose general structure is like 
Z-“R,VR, .‘. VR,BAR8BAR,y ‘.’ R,B. (1.11) 
The quantities R, and R, are resolvents that can be expressed in terms of 
resolvents for 2, 3,..., 71 - I particles. The subscripts r and s refer to whether 
the operator is regular or singular along Y(h, , v). For example, if scattering is 
being examined of fragments with total binding energy h, # 0, then R,(h, q~) 
is clearly regular along Y(/\, , v). The factors V in (1.11) are two-body inter- 
actions, the factors A and B are operators that smooth the singularities of R, . 
Actually, each BA is a two-body interaction. This shows how smoothing opera- 
tors become available in practical situations. That the factors A and B do, in 
fact, smooth out the resolvents RR, is due to the induction assumption that the 
operators (1.9) are well-behaved for 2, 3,..., n - 1 particles. To be specific, 
there is smoothing of all singular resolvents R, , except for the first one from the 
left. It is this R, which has thus far prevented progress. 
The problem of the first resolvent R, is particularly difficult if scattering of 
several bound fragments is being considered. However, the expressions Z-YR,ZY 
are bounded along Y(h, , g’) by the present paper. The operators Z-yV.P are 
bounded by our assumptions on the interaction. Hence, we can move the factor 
2-y on the left in Eq. (1.11) so as to bring it to the left of the first R, . This yields 
Z-YR,~B, which is bounded by the induction assumption. 
For details concerning the operators A and B, we have to refer to the sequel to 
this paper. There, it must also be shown that the kernel (1 .l 1) is not merely 
bounded, but such that the equation for Z-vR.29 can actually be solved. Once 
the solution is available, one needs to extablish that the quantities of scattering 
theory can be expressed in terms of operators Z-vRZ-y. This then gives a 
theory in which v # 0. Finally, to relate the results to physics, one has to perform 
the limit as v tends to 0. 
In order that the present paper can be used in the next steps of our program, 
there has to be a y > + such that Zzj(v) Vij(v) belongs to the Schmidt class. 
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This restriction on the interaction is motivated by the desire first to explore a 
complete scattering theory in a relatively simple case. Other classes of potentials 
may be contemplated later. To study the operator (I .lO), we closely follow our 
paper [17], in which Vi](q) is supposed to be in the Schmidt class. Now, some 
techniques of [I 71 were used by Balslev [2] to prove Eq. (1.6) in the case of 
local two-body potentials that are only required to tend to 0 at large distances as 
some power / x I- f, and to be no more singular than / x I -l+E as x tends to 0, with 
some E > 0. If Vij(y) is a local potential, Zrj(p) Vi](v) cannot be bounded. 
However, there is no difficulty in identifying classes of local potentials having 
the property that the operators 
(1.12) 
are compact. In many papers on the n-body problem, the operator R,(- 1) Vii 
being compact is actually the crucial point. It may therefore be a fruitful line 
of research to see whether Balslev’s methods and compactness of the operators 
(1.12) lead to certain generalizations of the present work. 
The organization of the paper is as follows. The operator Z(0) is discussed in 
Section 2. Some of its properties follow easily from known facts about the 
harmonic oscillator in quantum mechanics. Results on powers Zv(O) with 
0 < y < 1 are obtained with the help of interpolation arguments. Section 2 
includes lemmas about the operator (1.3) and its Fourier transform with respect 
to t. The variable x on which Z(0) acts may take values in any [w”” (m = I, 2,...). 
The analytic continuation Z(v) is introduced in Section 3. If 9 is close to 0, 
one may treat Z(q) as Z(0) plus a perturbation. Accordingly, the inverse Z-l(?) 
is equal to Z-l(O) plus a Neumann series in the perturbing operator. More 
generally, let 9’ be some sector in the complex h-plane containing the half-line 
I < h < co, and let Q be the complement of Q’. If v is close to 0, (Z(q) - X)-l 
is regular in Q and can be written as (Z(0) - h))l plus a Neumann series. Non- 
integral powers Z”(v) can now be defined by integrating (Z(v) - h)-l times a 
suitable weight function along a contour in the sector Q. This procedure avoids 
the difficulty that Z(v) is not normal if v # 0. It is important for future applica- 
tions that Z’(v) takes analytic functions of xe- im into analytic functions. Assuming 
that 0 < y < 1, Section 3 ends by showing that the operators Z”(O) Z-y(,) and 
Z’(v) Z-v(O) are bounded. This implies, for example, that there is no difficulty 
in replacing Zy(O) and Z-y(O) in the expression (1.3) by Z?‘(F) and Z-y(v), 
respectively. 
Section 4 reviews the quantum mechanics problem that is to be solved. 
Lemma 4.4 lists some crucial properties of resolvents and Fredholm kernels. 
It is shown that these properties apply to the inhomogeneous term and the 
kernel of the Fredholm equation for the two-particle operator (1.10). From this 
it is deduced, that the two-particle operator (1.10) has the same properties. This 
result is generalized in Section 5 to the Fredholm equation and the operator 
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(1.10) for any number of particles. It is shown, in particular, that the operator 
is bounded if h is in the resolvent set of H(q). It is square-integrable in the sense 
of Eq. (1.6). From this it follows that the projection operator P,(q) has the 
property that D(cp) P,(v) Z-y(p) is bounded, projecting onto an invariant 
subspace of Zy(,) H(v) Z-y(v). 
If y > 0 and P(y)f belongs to g2, then so doesf. This follows from Z-y(v) 
being bounded. Now let X be in the resolvent set of H(v) and let Z’(cp)f be in 
C2. Then Zy(q) R(h, q)f belongs to e2 by our results concerning the operator 
(1.10). Thus R(h, 9)) is a bounded operator on a weighted P-space with weight 
operator Z’(q). This point of view is brought out in the title of this paper to help 
the casual reader identify the subject matter. In actual fact, we work in the usual 
!G2-space throughout, applying operators Z’(v) and Z-y(v) as desired. 
2. THE OPERATOR Z(0) 
Let x take values in RI, letf(x) be a function in G2, and let its Fourier trans- 
form be defined by 
f^(k) = (2~)-~‘~ f: ecikzf(x) d.c (2.1) 
On dense sets in e2, 
[xf(x)I^ (k) = @f^(k)/dk [--idf(x)/dx]* (k) = kj*(k). (2.2) 
In view of this relation, it is convenient to introduce the convention 
--idf(x)/dx = kf(x), idf^(k)/dk ES xf^(k). (2.3) 
Formally, it might be more accurate to denote the operator x in the second Eq. 
(2.3) by .C, indicating that it is the Fourier transform of x acting onf(x). The 
operator K acting onf(x) would then require a superscript to distinguish it from 
k acting onf^(k). We prefer to avoid this complication, 
On dense sets in e2, the operators x and k satisfy the commutation relation 
xk - Rx = i. (2.4) 
We now consider the operator 
Z(0) = x2 + k2, (2.5) 
which acts like x2 - d2[dx2 on functions f(x), like k2 - d2/dk2 on functions 
f^(k). From the quantum mechanics of the harmonic oscillator [lo, 111, it is 
well known that Z(0) has a purely discrete spectrum, with eigenvalues 2n + 1 
42 CLASINE VAN WINTER 
(n = 0, 1,2,...). The normalized eigenfunctions z, can be expressed in terms of 
Hermite polynomials H, , 
z&) = 2-~'"(~!)~1/2 ~--1;4e-~2/2Hn(x) 
z;(k) = (A)‘” z,(h). 
(2.6) 
If the domain of Z(0) is chosen to be the set of all functionsf(x) in P such that 
f(x) = ~hz%d~), F (2n + II2 lfn I2 -=c CQ, (2.7) 
n 
then Z(0) is self-adjoint. For complex numbers y, operators Zy(O) may be defined 
bY 
ZY(0)fc4 = 2 P + l)‘fw%@). P.8) 
n 
It is easy to see that Z-Y(O) is bounded if y 3 0. 
In the following we need several lemmas derived from the relation 
X%(4 = ($y2 %-l(X) + [(n f l)iW’” %+1(X). (2.9) 
We begin with statements about various operators being bounded. In some cases, 
it is most convenient to examine the operator as it acts on functions f(x), in 
other cases it is more convenient to let it act on functions f^(k). Again, the 
distinction between an operator and its Fourier transform is not indicated by the 
notation. 
LEMMA 2.1. The operators xZ-li2(0), kZ-1/2(0), x2Z-l(O), and k2Z--l(O) are 
bounded. 
Proof. If .f(x) is any finite sum of functions z,(x), then Eqs. (2.7) and (2.9) 
give an obvious series expansion for x~(x). Rearranging the sum yields 
a4 = 2 Kn + 1)/21""fn+l%(~) + c wY'2fn-1%z(4~ (2.10) 
12 n 
By taking m = 2 in the inequality 
< f 1 Ai I2 + 4 C (1 Ai I2 + [ Aj I”) = 111 f 1 A, I29 (2.11) 
i=l id i=l 
it follows that 
IIKf(~)l12<~(~-t 1)If,+,I~+~nIf,~,l2=~(212+ 1>Ifn12 
= I;Zl”(O)f(x),l? 
n n 
(2.12) 
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On dense sets in P, we thus obtain 
II xz-1’2(o) &a2 < II &4*. 
The first assertion of the lemma now follows readily. 
Applying Eq. (2.9) twice and rearranging the sum for x2f(x) gives 
(2.13) 
x”f(4 =Q c 0 + 2) (n + l)11’“fn+2 + (2n + l)fn + [fi(n - l)]““f?+J z,(x). 
12 
(2.14) 
The inequality (2.11) with m = 3 yields 
II xwx)ll” 
~~~(~+~)(~+~)If,+2l2+~~(~~+~~2lfnl2+~~.~~-~~If~-2l2 
R n 12 
< c 1 en + lJ2 Ifn I2 = c II z(o)~(x)l12, (2.15) 
n 
with some constant c. The proof that x2Z-l(O) is bounded can now be completed 
easily. The proofs for kZ-1/2(0) and k2Z-l(0) are similar. 
LEMMA 2.2. The operators xkZ-l(O) and kxZ-l(O) are bounded. 
Proof. According to the commutation relation (2.4), 
kx2k = kxkx + ikx = k2x2 + 2ikx. 
Hence, 
(2.16) 
/I xkZ-l(O)f II2 = (x”Z-l(O)f, k2Z-l(O)f) + 2i(xZ-l(O)f, kZ-l(O)f). (2.17) 
The first assertion of the lemma now follows from Lemma 2.1. And similarly for 
the second assertion. 
LEMMA 2.3. Let X be a complex number, denote the distance between h and the 
positive real axis by d, and assume that d > 0. Then the operator Z(0) (k2 - A)-’ x 
Z-l(O) is bounded and of order O(d-‘) as d tends to co. 
Proof. Since x acts on functionsf^(k) like idldk, 
x2(k2 - A)-l = (k2 - X)-l x2 - 4ik(k2 - h)-2 x + 2(k2 - h)u2 - 8k2(k2 - h)p3. 
(2.18) 
It follows that 
Z(0) (k2 - A)-1 Z-l(O) = (k2 - A)-l - 4i(k2 - A)-2 &Z-l(O) 
+ 2(k2 - h)-2 Z-l(O) - 8(k2 - h)-3 k2Z-“(0). (2.19) 
The proof can now be completed with the help of Lemmas 2.1 and 2.2. 
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LEMMA 2.4. The operator Z(0) e- i”8’2-‘(0) is bounded for any Ipeal t and is qf 
order O(F) us t2 tends to CE. 
Proof. Letting x be the differential operator idjdk, as in Lemma 2.3, gives 
Hence 
(2.20) 
Z(0) cikztZ-l(0) = e-i@t(l + 2&Z-l(O) t + 2kxZ1(0) t + 4K2Z ‘(0) P). 
(2.21) 
The lemma now follows from Lemmas 2.1 and 2.2. 
In the proofs of Lemmas 2.1 and 2.2, it is assumed explicitly that x and k take 
values in R1. To cope with m-dimensional variables x and k having components 
xi ,..., X, and k, ,..., k, , we use the obvious notation 
Z(0) = x2 + k2 = ‘f Z,(O). 
i=l 
(2.22) 
The eigenfunctions of Z(0) are products of functions z,(xi). With the help of 
eigenfunction expansions, it is easy to define D(O) and to show that this operator 
is bounded if y < 0. If y > 0, we have 
II -G’(O) .qO)ll < 1. (2.23) 
For any y > 0, there is a constant c, depending on y and m, such that 
(2.24) 
for allf in the domain of Zy(0). 
Lemma 2.1 and inequality (2.11) give 
II xif(x)l12 < f II Z~‘“(O)f(x)ll” < m II Z”2(0)f(412, 
i=l 
(2.25) 
(2.26) 
with some constant b. This shows that (x2)1/a .P/s(O) and xsZ-i(0) remain 
bounded operators if x takes values in [w”. The proof of Lemma 2.2 can be 
adapted to show that Ci XikiZ-l(0) and xi kixiZ-‘(0) remain bounded. It is 
then straightforward to justify the following remark. 
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Remark 2.5. In Lemmas 2.1 through 2.4, the variables x and k may be 
allowed to take values in Iw” (m = 1,2,...). 
From now on, it is taken for granted that x and k do actually take values in KY”. 
Lemmas 2.3 and 2.4 can be combined with interpolation arguments to yield 
statements involving non-integral powers of Z(0). 
LEMMA 2.6. Let y be$xed in the interval 0 < y < 1 and let h and d be as in 
Lemma 2.3. Then the operator 
P(O) (k2 - A)-l ZY’(O) (2.27) 
is bounded and of order O(d-l) as d tends to co. The operator 
Zy(0) e-ik2tZ-y(0) (2.28) 
is bounded for any real t, and is of order 0( 1 t 12y) as t2 tends to 00. 
Proof. The assertion is obvious if y = 0. It is correct if y = 1 by Lemmas 
2.3 and 2.4. To discuss the interval 0 < y < 1, we assume for simplicity that x 
and k are one-dimensional. Higher-dimensional cases can be treated in a similar 
way. 
Let f(x) and g(x) be finite sums of functions z,(x), allow y to take complex 
values in a strip, 
y=o+i7 (0 < (J < 1, --oo < 7 < co), (2.29) 
and examine the function 
F(u + iT> = c (A(k) (2n + 1)-U-“7f,z;(k), (2n + I)“-i7g&$k)), 
n*m 
(2.30) 
where A(k) is (k2 - A)-l or exp(-ik2t). The functionF(o + iT) is analytic in the 
interior of the strip and continuous on its boundary. Now define f” and 2 by 
f(x) = C (2n + l)-irfnzn(x), g”(x) = C(2n + l)--iTg,z,(x). (2.31) 
n ?l 
Then llfll = llf I/ and II 2 I/ = II g II . In th e cases u = 0 and CJ = 1, it follows that 
I F(u + id < II ZV) 4) Z-V)lI llf II Ilg II . (2.32) 
In case 0 < u < 1, the line-analogue of Hadamard’s three-circle theorem [1 8, 
p. 931 now says that 
I F(u + idl < II -WIY” II Z(O) 44 -WW Ilf II llg /I . (2.33) 
Taking 7 = 0 proves the lemma. 
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LEMMA 2.7. For any fixed y in the interval 0 < y < 1, the operators 
/ x I27 Z-y(O) and i k 12V Z+(O) are bounded. 
Ptoof. This can be proved in much the same way as the previous lemma. In 
the case 1 x i2v, the appropriate function F is 
W-J + id = C (I x I 20+2iT (2n + I)piTfnzn(x), g(x)). (2.34) 
71 
It follows from Lemma 2.1 that 1 F( 1 f i~)i does not exceed a constant times 
IIf /Ig jj . That 1 F(~T)/ is bounded by lifil l/g 11 is obvious. 
COROLLARY 2.8. If y is jixed in the interval 0 < y < 1, there is a constant c 
such that 
II ZWfI~ < c II I x lZVfll + c II I fs 12Yfll (2.35) 
for all f in the intersection of the domains of 1 x j2v and I k 12y. 
Proof. Taking adjoints of the operators in Lemma 2.7, we may write 
II zy-w q < II zw9 I x /2-2r IIII I x 12Yf II * (2.36) 
There is a similar inequality with x replaced by k. Adding this to Eq. (2.36) gives 
a relation of the form 
II Zy-W) (x2 + k2)f II < c II I x 12”f II + c II I k 12"f II . 
This is the required Eq. (2.35). 
(2.37) 
3. THE OPERATOR Z(v) 
Let the domain of a linear operator T be denoted by D[T]. Since the self- 
adjoint operator Z(0) with domain (2.7) is an extension of the operator defined 
by Eq. (2.5), 
D[Z(O)] 2 a[~“] n D[k2]. (3.1) 
Since the range of Z-l(O) is equal to CD[Z(O)], it follows from Lemma 2.1 that 
3[x2] n D[k2] > B[Z(O)]. (3.2) 
Hence, the equality sign applies in Eqs. (3.1) and (3.2). 
We now consider the operator 
Z(v) = X2e-2iw + k2e2ico (3.3) 
with domain D[Z(O)]. If IJI is close to 0, it is convenient to write 
Z(v) = Z(0) + x2(e-2im - 1) + k2(e2im - 1). (3.4) 
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The first term on the right is a closed operator. Iff belongs to D[Z(O)] and QJ is 
close to 0. then 
//[x2(e-2im - 1) + k2(e2im - l>]fll < II Z(O)fll * (3.5) 
This is due to Lemma 2.1. By the theorem on stability of closedness under 
relatively bounded perturbations 16, p. 1901, it follows that Z(v) is a closed 
operator with the same domain as Z(0). 
The inverse Z-l(,) can easily be found with the help of the resolvent equation 
Z-l(?) = Z-l(O) - Z-l(O) [x2(e-2im - 1) + k2(e2im - l)] Z-r(v). (3.6) 
According to Eq. (3.5), the norm of the kernel in Eq. (3.6) is less than 1 provided 
9) is close to 0. The equation can therefore be solved by the Neumann series. 
This leads to the following lemma. 
LEMMA 3.1. Given any l > 0, there exists a /3 > 0 such that 
II Z(O) z-l(P) - 1 II < E, II Z(,) z-w - 1 II -=c E (3.7) 
whenever 1 p) 1 < #?. 
Proof. Let f belong to D[Z(O)]. By the Neumann series for Z-1(--p), the 
norm of Z-l(--v) Z(0) f - f tends to 0 as y tends to 0. Taking adjoints yields the 
first inequality (3.7). The second inequality follows from Eq. (3.4) and Lemma 
2.1. 
COROLLARY 3.2. If q~ is su@S-ntly close to 0, the operators xzZ-l(q) 
and k2Z-1(v) are bounded. If h and d are as in Lemma 2.3, the operator 
Z(v) (k” - X)-l Z-l(v) is bounded and of order O(d-l) as d tends to co. The 
operator Z(v) exp(-ikat) Z-~(CJJ) is bounded f or any real t and is of order O(ta) m 
t2 tends to co. 
Proof. The first assertion follows from Lemma 2.1 upon multiplying by the 
bounded operator Z(0) Z-l(,). Th e rest of the Corollary follows from Lemmas 
2.3 and 2.4 in a similar way. 
From now on, it is assumed that 4p is close to 0 in the sense of Lemma 3.1. 
We further assume that there are numbers 01 and j3 such that 
We examine the Hilbert space of analytic functions S(ol, /3) discussed in [15, 
Section 21 with a view to defining an operator Z on 0. If f runs through 8 
and F is kept fixed, f (keiq, w) runs through a dense set in !$ which depends on v 
and is denoted by ID(p). 
40916811-4 
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LEMMA 3.3. Let q~ be restricted as above. Let a[.Z] be the set of junctions j in 6 
having the property that x2e-2i~j and k2ezimj belong to (5. Let Z have domain YQZ] 
and let it act according to 
Zj = (x?@~ + &+%) j. 
Then Z is a closed operator on 6 with a bounded inverse Z-1. 
(3.9) 
Proof. Suppose that the sequence jn (n == 1,2,...) in B[Z] tends to j and 
that Zfn tends to some limit g, in the norm on 8. If q is fixed in the interval (3.8), 
it follows that jn(keiV, w) tends to j(kei”, w), that Z(F) j,(keim, W) tends to 
g&+9 w), in the norm on 92. Since Z(y) is a closed operator on e2, the limit 
j(keia, w) must belong to B[Z(v)] and have the property that 
Z(v) j(kei*, W) = g(keim, w). (3.10) 
Since j is a limit in the norm on (5, it must be analytic, hence j(keim, W) belongs 
to B(v). Thus, the left side of Eq. (3.10) is the restriction to fixed v of an analytic 
function. Since it belongs to !G2 by the above reasoning, it is actually the restric- 
tion of a function in 8. This means that j belongs to X$2]. From Eq. (3.10) it is 
now obvious that Zj equals g, so that Z is a closed operator on (5. 
Since Z(v) has a bounded inverse on !G2 for all v under discussion, it follows 
from [16, Theorem 6.41 that Z has a bounded inverse on 8. This completes the 
proof of the lemma. 
We proceed to construct operators Zy(pl) and Zv. Using eigenfunction expan- 
sions enables P(O) to be defined according to Eq. (2.8). It is clear that Z(y) has 
eigenfunctions z,(xe@o), but these are difficult to work with if v # 0. This is due 
to Z(v) not being self-adjoint. In the following, we therefore first study the 
resolvent (Z(v) - A)-‘. The operator Z’(v) is then defined with the help of 
contour integration. The final result is a generalization of Lemma 3.1 and 
Corollary 3.2. 
LEMMA 3.4. If 8 > 0, E > 0, and A is a complex number in the sector 
6 < arg(X - 1) < 27f - 6, E<<jA--11, (3.11) 
then the resolvent (Z(0) - A)-l is regular. Its norm is of order O(i h 1-l) as j h / 
tends to co. The operators x2(Z(0) - A)-l and k2(Z(0) - A)-’ are bounded uni- 
formly in A. 
Proof The spectrum of Z(0) is a subset of the half-line X > 1. Hence, the 
region (3.11) belongs to the resolvent set. Since Z(0) is self-adjoint, the norm 
of the resolvent is related to the distance between X and the spectrum. Specifically, 
ll(Z(O) - A)-lII < 1 h - 1 1-l if ReX<l, 
< 1 Im X j--l if ReXal. 
(3.12) 
The first two assertions of the lemma follow immediately. 
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In the notation of Eq. (2.14) 
x2(2(O) - A)-if(x) = + 1 [(n + 2) (n + l)]i:s (2n + 5 - x))ifni.sZn(S) 
n 
-t 4 c (2n + 1) (2n + 1 - A))ifnZn(X) 
n 
-k $ c [n(n - l)]i’” (2s - 3 - A)-‘fi2-&&(x). (3.13) 
n 
If Re X ,( 1, it is obvious that the numbers multiplying the coefficients fin are 
bounded uniformly in A. If Re A > 1, we write 
A = 1 + Zei”, s<*<27--. (3.14) 
To make an estimate of the terms involving fn , we first assume that II > 1 and 
say 
(2?2+1)212n+ 1 -~~--2~9n2~4n2~12-4nlcos~~-2. (3.15) 
If X is held fixed, the right-hand side is a maximum at n = E/2 cos 4. At the 
maximum, it takes the value 9(2 - 2 cos #)-“. Hence, it is bounded in the 
region (3.11). The other terms can be taken care of similarly. It is then straight- 
forward to complete the proof of the lemma. 
LEMMA 3.5. If h is in the region (3.11) and q~ is su.ciently close to 0, the 
operator (Z(v) - A)-’ has the properties of Lemma 3.4. 
Proof. Because of Eq. (3.4) (Z(p) - A)-l satisfies the resolvent equation 
= (Z(0) - A)-1 - (Z(0) - A)-’ [x2(e-2im - 1) + h2(e2im - I)] (Z(y) - X)-l. 
(3.16) 
Owing to the last part of Lemma 3.4, this equation can be solved by the Neumann 
series provided CJI is sufficiently close to 0. The lemma then follows from the 
properties of (Z(0) - A)-l enumerated in Lemma 3.4. 
In addition to Eq. (3.8) and v being close to 0 in the sense of Lemma 3. I, 
it is henceforth assumed that CJJ is also close to 0 in the sense of Lemma 3.5. 
DEFINITION 3.6. Let y be positive. Let r be a curve in the region (3.11) 
running from co exp(-ia) to co exp(i8) and intersecting the real axis between 
the origin and the point X = 1. Then the operator Z-y(p) is defined by 
z-“(q) = (2ti)-i j- (Z(~I) - X)-l A-Y dh. 
r 
(3.17) 
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The integral converges due to Lemma 3.5. Hence, Z?‘(,) is bounded. With 
the help of eigenfunction expansions, it is easy to verify that Eq. (3.17) agrees 
with Eq. (2.8) for Z?‘(O). 
To extend the definition to positive exponents, we choose a positive integer n, 
take f in the domain of P(y), and write 
(3.18) 
Using Eq. (3.17) for Zy-“(9) defines Z’(v) for y < n. Taking the adjoint yields 
a closed operator. Since Z*(v) = Z(-v), the adjoint of Z”(q) is the closed 
extension of Zy(--y) as defined by Eq. (3.18). From now on, the notation Zy(v) 
is used for the closed operator. 
LEMMA 3.7. Let the data be as in Lemma 3.5 and let Z be the operator on 8 
dejined in Lemma 3.3. Then the operator (Z - X)-l on 0 has the properties of 
Lemma 3.4. 
Proof. This follows from Lemma 3.5 with the help of [16, Theorem 6.41. 
Now suppose that x and k have m components and that f and g belong to 8. 
By [14, Corollary 2.81, the integral 
.c s 
dw 5o g(keia, W) (Z(F) - A)-lf(k&, w) (keim)m-l eim dk (3.19) 
0 
is independent of v. Multiplying by A+’ and integrating with respect to A, as in 
Eq. (3.17), yields another integral that does not depend on y. With the help of 
[17, Lemma 9.13, it follows that 
Z-y(y) f(keiW, w) (3.20) 
is the restriction to fixed v of a function in 8. Thus, there is a bounded operator 
Z-y on Q. If f belongs to the domain of Z”, Eq. (3.18) gives the restriction to 
fixed v of an operator Zy with domain YD[Zn]. If, in addition, g belongs to 8, it 
follows that “02 s 1 dw g(keim, w) Z-‘(v) Zy(v)f(kei”(w) (keia)+l eiw dk UO (3.21) 
does not depend on p. With the help of eigenfunction expansions, it is easy to 
verify that Z-v(O) Z?‘(O) is a restriction of the identity operator. Hence, Z-“(v) 
must be the inverse of Z?‘(v) for all v. We are assuming that y > 0. Thus, 
Z-y(v) is bounded, the domain of the closed operator Z’(v) being the range of 
Z-Y(~). The operator Zy defined above on YD[Zw] can be extended to the range 
of Z-7. This yields a closed operator Zy on 8 with bounded inverse Z-v. On 
dense sets, 
w-4 Zvf)f = Zw+%>f. (3.22) 
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Our next goal is to show that the operators D(O) Z-Y(~) and Z’(y) D’(O) are 
close to the identity operator in the sense of Lemma 3.1. The proof uses the 
following technical lemma. 
LEMMA 3.8. Let x take values in (w” and denote the m-dimensional harmonic- 
oscillator functions by f, . Let g(1) b e an g2-function of x depending on a real 
parameter 1. Consider the relation 
; [jam N-W4 (Z(O) + 1)-l x2Z-V)g(0, 5n)ld 12 < c2 C[ jm IM4 &)I d/l2 n 0 
(3.23) 
in the cases u = 0 and a = 1. If the sum on the right converges, then there is, indeed, 
a constant c such that the inequality (3.23) is true and remains true if the operator 
x2 on the left is replaced by k2. 
Proof. We assume for simplicity that m = 1. The functions E, then reduce 
to x, . By Eq. (2.14), 
(-qO> (Z(O) + I>-’ x2-wO) g(l), .%> 
= (2n + 1)” (4n + 21+ 2)-l {[(n + 2) (n + 1>1’/” (22 + 5)-u (g(l), z,+~) 
+ (2n + 1) (2n + 11-Q (g(l), 4 + [n(n - l>l’/” (22 - 3)-” (g(l), z,-,)>. 
(3.24) 
The coefficients multiplying the inner products (g(l), zi) (i = n - 2, n, n + 2) 
are bounded uniformly in n and 1. Integrating with respect to 1 and applying 
Eq. (2.11) justifies Eq. (3.23). The proof for k2 instead of x2 is similar. 
LEMMA 3.9. Let y be$xed in the interval 0 < y < 1. Given any E > 0, there 
exists a /? > 0 such that 
II ZW) -WV) - 1 II < E, 
whenever I v j < j?. 
II WV) z-w - 1 II < E (3.25) 
Proof. The assertion is obvious if y = 0. It reduces to Lemma 3.1 if y = 1. 
In case 0 < y < 1, we use Eq. (3.17) for .D’(v). It is convenient to deform the 
curve F into the negative real axis described twice, in opposite directions. 
Solving Eq. (3.16) for (Z(v) + 1)-l by the Neumann series, we have 
with 
.Z-y(fp) = 7r-l sin ny 
SC 
m m [K(l)]P (Z(0) + 1)-l l--y dl, (3.26) 
0 p=o 
K(1) = -(Z(O) + 1)-l [x2(e-2ic - 1) + k2(e2im - I)]. 
The sum converges uniformly and may be integrated term by term. 
(3.27) 
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Now letf belong to the domain of Z+(O) an assume for simplicity that x is d 
one-dimensional. Define 
This gives 
g(Z) = r-l sin rry(.Z(O) i 1)-l ZY(0) l-“$ (3.28) 
= C [T-, sin T I(f, z,)l I0W (2n + 1 + 1)-l (2n + 1)’ Pd1]’ = iifiiz. 
n 
(3.29) 
To obtain the right-hand side, we have evaluated the integral with respect to I 
explicitly. Owing to Lemma 3.8 with a = 0, there is a constant c such that 
(3.30) 
The right-hand side of Eq. (3.27) for K(1) tends to 0 if ‘p tends to 0. Given 6, 
there is a /3 > 0 such that we may choose c < S if j v 1 < p. 
If we use Eq. (3.26) to find Z-y(q) Zy(O)f, we obtain a Neumann series whose 
first term is the integral of g(l) with respect to 1. Actually, the first term is justf. 
This has norm llfjl , as expressed by Eq. (3.29). The relation (3.30) means that 
the norm of the second term does not exceed c lifli . If c < 1, repeating the 
above argument for each term shows that the series converges strongly. Hence, 
Z-y(v) Zy(0) can be extended to a bounded operator. 
Given E > 0, there is a S such that S(l - S)-1 < E. Given 6, we observed 
above that there is a ,8 such that 1 v 1 < p a 11 ows us to choose c < S in Eq. (3.30). 
Upon summing the second and higher-order terms of our series, it follows that 
ll[Z-%?4 - WON -wJ)fll < E llfll - (3.31) 
Taking adjoint operators yields the first inequality (3.25). 
The above uses Lemma 3.7 with 0 = 0. If we repeat the argument with c = 1, 
it follows that 
II Z(0) Z-‘(v) z~-yo) - 1 I! < E. (3.32) 
Multiplying by Z(v) Z-l(O) and using Lemma 3.1 gives 
II ZyY) zyw - zw WO)ll -=c E II Z(d z-l@)ll - (3.33) 
If v is sufficiently close to 0 for Eq. (3.7) to be true, 
II z-(q) Z-l(0) - 1 II < E II Z(cp> z-l(O)11 + II Z(cp) Z-l(O) - 1 II < 2E + 8. 
(3.34) 
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Since 0 < y < 1 by assumption, also 0 < 1 - y < 1. Hence, the relation (3.34) 
shows that .P(cp) Z-y(O) can be made as close to the identity operator as we please 
by choosing ‘p close to 0. This completes the proof of Lemma 3.9. 
COROLLARY 3.10. Ijp is close to 0 and 0 < y < I, the operators 27(O) Z-y(v) 
and Zy(cp) Z-y(O) are bounded uniformly in p The domain of Z’(v) does not depend 
on v. 
LEMMA 3.11. Let y be fixed in the interval 0 < y < 1 and let v be close to 0. 
In the notation of Eq. (2.22), the operator Z,y(y) Z-‘(F) is bounded uniformly in p 
There is a constant c such that 
vY~)f II < c /I ? .wdf 11 (3.35) 
i=l 
for all f in the domain of Z’(q). 
Proof. It is clear that 
II G”(y) Z-“(v)ll < II G’(d T’(O)ll II Z’(O) Z-y(O)ll IIZ”(O) Z-“b)ll. (3.36) 
The first part of the lemma thus follows from Eq. (2.23) and Corollary 3.10. 
If r+~ is close to 0, Lemma 3.9 says that 
II -w?4f II < 2 II -waf II (3.37) 
for all f in the domain of Zv(0). By Corollary 3.10, the relation holds for allf in the 
domain of Z’(v). 
It follows from Eqs. (2.24) and (3.37) that there is a constant b such that 
II Wcp)f II < b 11 f -V(O>f / 
i=l 
(3.38) 
G b 11 f Ziy(v)f IJ + b /I 2 [Z?(O) - ziTv,>If I * 
i=l i=l 
Referring to Lemma 3.9, we now choose E > 0 and take v so close to 0 that 
llL%‘Ko - a+?J~1f II < E II -v(o>f II (i = 1, 2 ,..., m). (3.39) 
By Eq. (2.23) and Corollary 3.10, there is a constant a such that 
II -GWf II < II ZW)fll < a II Z%,)f II (3.40) 
for all f in the domain of Zy(v) and all v close to 0. Hence 
II Z”(v)fll < b )I f -Q’(v,>f 11 + dm II Z’(y) f /I . 
i=l 
(3.41) 
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We may choose E so that Eabm < 1. This yields Eq. (3.35) with c equal to 
b/(1 - cabm). 
THEOREM 3.12. Let y be fixed in the interaal0 6 y < I and let h and d be as 
in Lemma 2.3. Let q~ be close to 0. Then the operator 
Z’(q) (k2 - A)-1 E’(ql) (3.42) 
is bounded and of ordev O(d-‘) as d tends to co. The operator 
.P(fp) e-ik2tZ-y(tp) (3.43) 
is bounded for any real t, and is of order O(i t 12y) as t2 tends to co. The operators 
1 x 12~ Z-y(,) and j k 12v Z-y(,) are bounded. 
Proof. This follows from Lemmas 2.6, 2.7, and Corollary 3.10 by an argu- 
ment similar to Eq. (3.36). 
4. THE HAMILTONIAN AND THE RESOLVENT 
In this section and the next, we study the operator .P(~) as it acts on the resol- 
vent for two or more particles. In discussing the n-particle Hamiltonian H(v) 
and its resolvent R(h, 9’) on (32 we use the same notation as in [15-171. Thus, 
R(k d = (Wd - W. (4.1) 
The operator H(v) on P2 is the restriction to fixed v of an operator H on the 
Hilbert space of analytic functions 8. If we want to emphasize this point of 
view, we omit the variable v and look at H = H,, + V on (3i. 
In order that V(0) be self-adjoint, it is assumed that 
From this it follows that 
V”(P) = V-d* (4.2) 
R*(A, q) = R(& -v). (4.3) 
The two-body interaction Vj, acts on the relative coordinates of particles j 
and 1. Let these be denoted by xjl and kj, . As in [17], it is assumed that Vj, 
belongs to the class R on the two-particle space (Ij. In addition to certain ana- 
lyticity requirements, this means that Vjl(v) belongs to the Schmidt class on 
the two-particle space of !iZ2-functions of xjl or kjz , as the notation may be. 
The reader is referred to [17, Section 23 for details. 
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In the present paper, we write 
(4.4) 
In addition to Vj, being in the class A, it is assumed that ZGVi, belongs to R, for 
some fixed y in the interval 0 < y < 1. Hence, Z&(q) Vj,(q) belongs to the 
Schmidt class on Q2. Owing to Eq. (4.2), Vii(v) Z;(v) also belongs to the Schmidt 
class. From this it follows that I/;Jjy1 belongs to the class R. 
If A is not on the half-line h = Ze 2im (I > 0), it follows from Theorem 3.12 that 
the operator 
B(tp) &(A, 9’) ,iF(~) = .Z+(~I) (h2ezim - X)-l Z-‘(~J) (4.5) 
is bounded. One can apply Z’(v) 122e2iqZ-y(y) to anyfin the range of the operator 
(4.5). This defines a closed operator which we denote by Z’(p) Ha(v) Z-y(v). 
We may add the bounded operator P(~) V(p) Z-y(q) to obtain the closed 
operator P(v) H(q) Z-y(~). If h is such that both R(h, q) and Z’(q) R(h, q) Z-v(v) 
are bounded, then the latter operator is the inverse of Zy(~) W(v) Z-‘(v) - A. 
Denoting the lower bound of the spectrum of H(0) by A, so that A < 0, we 
first examine .P(~) R(h, v) Z-‘(v) in the sector 
2g, < arg(h - A) < 2~ if y > 0, 
0 < arg(X - A) < 2~r + 20, if y < 0. 
(4.6) 
LEMMA 4.1. Let V(v) be us described above. If A is in the sector (4.6) and ( h ( 
is su@kztly large, then the operator Z’(y) R(X, y) Z-y(v) is regular in A. Its norm 
is of order 0( 1 h 1-l) us / X / tends to co. 
Proof. Consider the resolvent equation 
By Theorem 3.12, the inhomogeneous term is of order O(i h 1-l) as 1 h 1 tends 
to CO. By the same token, the norm of the kernel tends to 0. For large / X / , the 
equation can therefore be solved by the Neumann series. From this the lemma 
follows readily. 
We proceed to study the resolvent on lines parallel to the continuous spectrum 
of Wd* 
DEFINITION 4.2. For any 5 > 0, the symbol r([, 4p) stands for the region 
dist[A - spectrum H(q)] > 5 > 0. (4-g) 
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The expression “<-uniform in A” means “uniform in A, provided 5 is held fixed 
and h is in r(c, v).” 
The region r([, qn) contains a set of strips between the half-lines (1.4). To 
simplify the notation for the resolvent in these strips, we adopt the following 
definition, 
DEFINITION 4.3. Let p be real and such that the line 
h = p $ le2ia (-a < l< co) (4.9) 
belongs to the region r({, 9) of Definition 4.2. Then @(I) stands for the operator 
R(~L + leziW , v). It Fourier transform w-(t) is defined by 
S(t) = (2.rr)-l12 J-1 eci%tf(l) dl. (4.10) 
The expression “c-uniform in p” means “uniform in II, provided 5 is held fixed 
and the line (4.9) is in r(l, cp).” 
By way of example, suppose that 0 < v < n/2. Then 
a;(t) = 0 (t > 0, p > O), 
= i(2.rr)lj2 exp(-ik2t + ipe-2imt - 2iy) (t > 0, P < o>, 
(4.11) 
= ----i(2~)~/~ exp(-ik2t + ipe-2iot - 2iy) (t < 0, P > o>, 
= 0 (t < 0, p < 0). 
Theorem 3.12 thus says that ZY(T)~,,(~) Z-‘(v) and Zy(g))S%i(t)Z+(~)) are 
bounded operators provided v f 0. It is the objective of this paper to extend 
this result to Z?‘(q) g(Z) Z-‘(q) and Z?‘(q) k%?(t) Z-y(p). 
In the following, h belongs to the region r(c, y) of Definition 4.2. It is assumed 
throughout that v # 0 and that y is a fixed number in the interval 0 < y < 1. 
We begin with the case of two particles, using the equation 
= Z’(v) 40, v) Z-‘(v) + LWP) W p’) Wv)l P’(F) W, d WvHt 
(4.12) 
with 
W, p’) = --R,(k YJ) Vd, XV) = -%V) Q+ (4.13) 
The Fourier transform X”(t) is defined as in Eq. (4.10). The Schmidt norm of 
any operator A is denoted by a[A]. 
LEMMA 4.4. Let R(X, q) be a resolvent, let K(h, v) be the kernel of a resolvent 
equutzon, and consider the following properties. 
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(1) The norm (1 Z’(v) R(h, p) Z-~(~)li IS bounded I;-unzyormly in A. 
(2) There exists a constant c such that 
i-” II Z’(v) g’(O z-‘(dflle dl< c Ilfll” (4.14) 
for all j in p2, ~-uniformly in p. 
(3) The norm /j .Zy(q~) W(t) Z+‘(CJJ)~] is bounded I;-uniformly in t and p. 
(4) The norm /I Z’(v) C%?(t) Z-y(~)/\ is an integrable junction of t, its integral 
being bounded <-uniformly in TV. 
(5) The operators Z’(v) K(h, QJ) and K(h, v) Zv(v) belong to the Schmidt 
class, the Schmidt norms being bounded <-uniformly in A. 
(6) There exists a constant d such that 
I m kW’(d W)l)” dl < 4 --m 
I m TV- Z’+P)I~~ dl< 4 --oo 
(4.15) 
<-uniformly in tk 
(7) The integrands in Eq. (4.15) tend to 0 as 1 tends to k CO, ~-uniformly in TV. 
(8) The operators Z’(q) X”(t) and X-(t) Z’(v) belong to the Schmidt 
class, the Schmidt norms being bounded c-uniformly in t and CL. 
(9) The Schmidt norms ~[Z’(CJJ) s”(t)] and u[Y^(t) Zy(p)] are integrable 
functions of t, the integrals being bounded [-uniformly in p. 
Let V(v) be as described in the beginning of this section. Let v be a fixed number 
#O and close to 0 in the sense of Lemmas 3.9, 3.11, and Theorem 3.12. Then the 
resolvent I?,,(/\, v) has properties (l)-(4). The hernel (4.13) of the two-particle 
resolvent equation has properties (5)-(9). 
Proof. Properties (l), (3) and (4) follow from Theorem 3.12 plus Eq. (4.11). 
Theorem 3.12 and Eq. (4.11) 1 a so imply that there is a constant b such that 
/I Zy(cp)9i(t) -F’(v) jll < b(1 + I t 12y) e-lrrtsinQl jl jll . (4.16) 
From this it follows that there is a constant c such that 
fin 11 Z’+++@;(t) Z-‘(v) fll” dt < c /I jll". a--m (4.17) 
Property (2) now follows with [17, Lemma 4. I]. 
Properties (5), (8), and (9) follow from properties (l), (3), and (4) plus the 
assumption that Zy(y) V(q) belongs to the Schmidt class. Let the kernel of the 
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operator ZY(~JJ) b-(y) be denoted by W(k, w, k’, w’, v). Proving the first property 
(6) then requires that we show that 
/“,dl~dwdw’/O~ I -WV) %(O -WV> Wk w, k’, w’, q~)l” k2k’2 dk dk’ < d. 
(4.18) 
To this end, we first keep k’, w‘ fixed and look at the kernel Was an !rY-function 
of k, w, to be used as the functionf of property (2). The first property (6) then 
follows from property (2) upon integrating with respect to k’, w’. And similarly 
for the second property (6). 
It follows from property (9) and [17, Lemma 4.41 that the integrands in 
Eq. (4.15) tend to 0 as 1 tends to 500. That the limit is b-uniform can be shown 
as in the proof of [17, Theorem 6.51. This completes the proof of Lemma 4.4. 
LEMMA 4.5, Let the data be as in Lemma 4.4. Then the two-particle operator 
R(h, q~) has properties (l), (2), and (3) of Lemma 4.4. 
Proof. The assertion follows from Lemma 4.4 and the resolvent equation 
(4.12) by the reasoning developed in [17, Lemmas 3.4 and 7.11. 
Remark 4.6. It follows from property (I) of Lemma 4.4 that I/ Z’(CJJ) x 
B?(Z) Z-‘(cp) f 11 tends to 0 as 1 tends to f co, I;-uniformly in h. This can be proved 
in the same way as [17, Remark 3.51. 
Remark 4.7. If the operators D(v) and Z-Y(~) are omitted in Lemmas 4.4 
and 4.5 and in Remark 4.6, the statements reduce to results of reference [17]. 
5. THE RESOLVENT FOR THREE OR MORE PARTICLES 
Lemma 4.5 about the two-particle resolvent can be generalized to any number 
of particles by induction. In doing so, it is convenient to indicate the number 
of particles by a superscript (n). 
According to [16], the n-particle resolvent satisfies a Fredholm equation 
R(n)(h, v) = Q’“‘(A, cp) + K’“)@, v) R(‘W> ‘+‘I. (5.1) 
The kernel K(n) belongs to the Schmidt class. 
To evaluate the operators Q(n) and K(n) for n particles, one has to perform 
convolutions of resolvents and kernels for smaller numbers of particles. The 
various operators in the convolution integrals act on different variables, so that 
they commute. 
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Let H,(v) and H,(v) be multiparticle Hamiltonians for disjoint groups and 
let their resolvents be R,(h, v) and &,(A, v). The convolution is defined by 
[R, * &,I (A, v) = W-W s, R,(Q, F) &(h - 0, v) do, (5.2) 
where C is a contour in the u-plane such that the singularities of &(u, v) are to 
the right of C, the singularities of &(A - (T, v) to the left of C. It is shown in 
[17, Lemma 5.41 that the convolution (5.2) may be replaced by the sum of a 
finite number of convolutions along parallel lines (4.9). For such convolutions 
we use the following notation. 
DEFINITION 5.1. Let B?‘,(Z) and .%$,(Z) b e as the resolvent W(Z) in Definition 
4.3. Then 
[L%?= c W,] (1) = (27r-l j- Sfa(s) S?,(E - s) ds 
--m 
(5.3) 
= (27r)-l j-1 R&L., + se2im, 9’) R& + [I - s] e2im, g’) ds. 
LEMMA 5.2. Let Ziy(v) W,(Z) .Z;‘(C+J) (i = a, b) have properties (l)-(3) of 
Lemma 4.4. Write Z(y) = Z,(v) + &(q~). Then 
Z’(d [@a *~‘bl(4 DYE) (5.4) 
has properties (1) and (2) of Lemma 4.4. It has a Fourier transform given by 
.P(cp) [B, * a,]- (t) z-‘(cp) = (277)-l/2 Z’(qJ) L%;(t) J3iy(t) 2-q~). (5.5) 
This has property (3) of Lemma 4.4. 
Proof. Consider the inequality 
1 (.&“(rp) 11” w,(s) gt,(z - 4 dsl -C’(Y) -G”(T) Z-%)fj g) 1 
-a’ 
(5.6) 
d s co I(ZayFJ) B’s(S) c$J> -GYP)) Z-YV)fj %V - s)g)l ds. -* 
The integral on the right converges and does not exceed a constant times 
[If /I /I g I/ . This is due to property (2) of Zay(v) B,(s) Z;‘(v), the corresponding 
property without operators Z(v) of B,*(Z - s), and the first part of Lemma 3.11. 
That W$(Z - s) actually has the desired property follows from [17], see also 
Remark 4.7. There is a similar inequality for an integral with Z,(q) instead of 
Z,(v). This means that the operators 
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are bounded. By Lemma 3. I 1, there is a bounded operator 
-wP,) Kl’(v) + Z,‘b)l-l. (5.8) 
Applying this to the sum of the operators (5.7) shows that property (I) holds 
true. The proof of [17, Lemma 5.21 can now be adapted to show that the Fourier 
transform of the first operator (5.7) may be written as 
Z,‘(p)) [ga * q* (t) .F’(q2) = (2n)-1’2 Z,‘(p)) B?;(t) a?;(t) z-“(rp), (5.9) 
and similarly for the second operator (5.7). Applying the operator (5.8) yields 
Eq. (5.4). The argument implies that property (3) holds true. The statement 
about property (2) follows from Eq. (5.9) and the reasoning of [ 17, Lemma 5.21. 
This completes the proof of Lemma 5.2. 
Lemma 5.2 refers to products of resolvents integrated along straight lines. 
The result can be used to analyze the more general convolution of Eq. (5.2), 
according to the following lemma. 
LEMMA 5.3. Let the data be as in Lemma 5.2. Then the convolution 
has properties (l)-(3) of Lemma 4.4. It is of order 0( 1 A 1-l) ;f h is in a sector of 
the form (4.6) and 1 h ~ tends to CCI. In evaluating the convolution, the integration 
contour may be deformed into a finite number of parallel lines (4.9). 
Proof. This lemma can be proved along the lines of [17, Lemma 5.41. In 
addition to the data, we need to know that 11 Ziy(v) S’,(l) Z;‘(p) f /I tends to 0 
as 1 tends to a3 (i = a, 6). This follows from Remark 4.6. We also need to 
know that ]I Zi’(p)) &(h, p’) Zi:‘(p)ll is of order O(i A 1~‘) if h is in a sector of the 
form (4.6) and / h tends to co. This follows from Lemma 4.1. This information 
suffices to deform the convolution contour into a finite number of parallel lines 
and to prove properties (l)-(3). 
To prove that the expression (5.10) has th e d esired asymptotic behavior for 
large j h j , we refer to [16, Theorem 6.91. This says that [R, * Rb] (A) is the resol- 
vent of the operator H,, + H,, on 8. It can be shown by a similar argument that 
[R, * RB] (A, 9) is the resolvent of H,(v) + H,(v). F rom this it follows easily that 
Z?(v) [R, * RJ (h, 9) Z-v(v) is the resolvent of Zy(v) [H,(y) + H,(v)] Z-‘(p)). 
Lemma 4.1 now says that the quantity (5.10) is of order O(] ;\ 1-l) if h is in a 
sector of the form (4.6) and / h / tends to to. This completes the proof of Lemma 
5.3. 
Once Lemma 5.3 is available, one can treat multiple convolutions without 
any difficulty. The procedure is the same as in [17, Lemma 5.41. Each multiple 
convolution has the properties of Lemma 5.3. In particular, all convolutions can 
be reduced to integrals along lines (4.9). 
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It is explained in [16] that the operator Q(*) in Eq. (5.1) is a sum of resolvents 
R$:, for n-particle systems consisting of Q noninteracting groups of fewer 
particles (4 = 2, 3,..., n). The subscript p(q) runs through all possible ways of 
making such noninteracting groups. Now suppose that the groups of a particular 
division P(Q) consist of n, ,..., n, particles, with 7tr ,..., n, > 2 and nj+i = ... = 
n, = 1. Denote the resolvent for the internal motion of group i by RtnJ 
(; = l,...,j). Then 
R2;)(X, fp) = [R(-) * .-. * R’“j’ * RIP’] (A, lp), 
by [16, Eq. (6.33)]. 
(5.11) 
LEMMA 5.4. Let the resolvent 96n1)(Z) (m = 2, 3,..., n - I) for m particles be 
as the resolvents B?‘,(Z) and .5&(Z) in Lemma 5.2. Write Z(p) for the n-particle Z(v)- 
operator. Then the n-particle operator Z’(v) Q(“)(h, F) Z-y(v) has properties (l)-(4) 
of Lemma 4.4. 
Proof. The operator R2’ in Eq. (5.11) is as the resolvents R, and Rb in 
Lemmas 5.2 and 5.3. This is due to Lemma 4.4. Since Qcn) is a sum of convolu- 
tions (5.1 l), properties (l)-(3) follow from Lemma 5.3 and its generalization to 
multiple convolutions. 
To prove property (4), we first examine the division p(q) consisting of n 
isolated particles. This corresponds to j = 0 in Eq. (5.1 l), so that RzL, reduces 
to Rp’. This has property (4) by Lemma 4.4. 
Now take j = 1. To simplify the notation, write R, and R, instead of R(T) 
and Rc’. Consider the operators 
(i = a, 0). (5.12) 
As in Lemma 5.2, these have Fourier transforms 
[Z,‘(P)) qt) q3Y)l Gaul Pxd Wv)l, 
Pm1 [&%) %(t) VW1 [Z,‘(v) Wdl* 
(5.13) 
In each expression (5.13), the first factor in square brackets is bounded owing 
to the data and [ 171. The second factor is bounded and integrable by Eq. (4.11) 
and Lemma 4.4. The third factor is bounded by Lemma 3.11. Hence, each 
operator (5.13) is bounded and integrable. Adding and multiplying by the 
bounded operator 
-WY) Kl’h4 + GId-l (5.14) 
shows that 
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has property (4). By Lemma 5.3, the operator P(~) R(ac~,Z-~(~) withj r= I may 
be written as a finite number of terms (5.15). Hence, it has property (4). 
If j 3 2 in Eq. (5.11), the above argument may be repeated essential!y 
unchanged. We let R, be the convolution Rtnl) * ... * Rtni). For the operators 
(5.13) to be integrable, it is sufficient that the first factors be bounded. In case 
j 3 2, the required boundedness follows from Lemmas 5.2, 5.3, and [17] by 
induction. 
Summarizing, all operators (5.11) that contribute to Qtn) have property (4). 
This completes the proof of Lemma 5.4. 
Now that we know enough about the inhomogeneous term in the Fredholm 
equation (5.1) we want to study the kernel. For this we need the following 
lemma. 
LEMMA 5.5. Let A(x,) and B(x,) be operators mapping 22(x1) into B2(x,) and 
let y be jxed in the interval 0 < y < 1. Suppose that A(x,), B(x,), Z,V(O) A(x,), 
A(x,) Z,V(O), Z,y(O) B(q), and B(x,) Z,“(O) belong to the Schmidt class on Q2(x1). 
Let x have components x1 , x2 and write 
Z(O) = Z,(O) + Z,(O). (5.16) 
If cy and /3 are real, ry2 + /3” = I, 01 f 0, and B(j?x, + owc2) is understood to act on 
!G2(/3xx, + m2), the operators 
4,) B(Bx, + ~2), Z”(O) 44 B(h + ~x2h 
(5.17) 
44 Wx, + ~2) Z”(O) 
belong to the Schmidt cluss on g2(x). 
Proof. Let the kernels of A(x,) and B(x,) be denoted by A(x, , xi) and 
B(x, > 1 x’). Applied to functions f(xl , x2), the operator B@xI + ax2) acts on the 
variable jxi + ax2 and leaves orxi - /Ix2 unchanged. Specifically, 
44 Wx, + 4f (x1, x2> = Is 4x, > 4) B(bx; + “~2 , Of (a”$ - 43x2 
+ M=, - 4% + 13~x2 + 4) dx; df. (5.18) 
In the notation of this equation, AB takes an !P-function of 5 and ax; - /3x2 
into an C2-function of xi , x2 . The kernel is an e2-function of x1 , xi , @xi + olx2 , 
6, hence an 22-function of x1 , xi , cyx2 , 4. From this it follows that the first 
operator (5.17) belongs to the Schmidt class. Its Schmidt norm does not exceed 
a constant times a[A(x,)] a[B(x,)]. 
We now examine the second operator (5.17). By Lemma 3.11, it suffices to 
show that the operators 
ZiW A(4 Wxx, + ax21 (i= 1,2) (5.19) 
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belong to the Schmidt class. The case i = 1 follows immediately from the first 
part of the lemma plus the assumption that Z1”(0) A(Q belongs to the Schmidt 
class on P(xl). For the case i = 2, we refer to Corollary 2.8. This says that it is 
sufficient to prove that 
I x2 lZY 4x1 7 4) w4 + -2 2 E) (5.20) 
is square-integrable, and that the same applies if j x2 12v is replaced by j K, 12y. 
Now observe that there is a constant c such that 
I x2 lZY < c 1 x; p + c I /3x; + ax2 lZY. (5.21) 
According to the data and Lemma 2.7, A(x, , xi) / xi 12Y and / 8’ j2y B(P, 5) are 
square-integrable. From this it follows that the kernel (5.20) is square-integrable, 
and similarly for the kernel with K, instead of xz _ 
The third operator (5.17) can be discussed along similar lines, this completing 
the proof of Lemma 5.5. 
We proceed to study the Fredholm kernel K tn). Again, the notation is the same 
as in [16, 171. Thus, 
P)(A, ,p) = IP’(h, cp) zw(A, v). (5.22) 
The kernel Ktn) is a sum of kernels K$, . The subscript p(2) runs through all 
possible ways of dividing n particles into groups of rzl and 1z2 particles, with 
n, + n2 = n. If n, > 2 and n2 > 2, 
@)(A, 9) = -[PJ * F’“2’ * RF’] (4 9’) [V(P)> - Vd2)(9J)lr (5.23) 
V(y) - VD(a)(v) denoting the interaction between the groups. If n, = 1 and 
n2 = 12 - 1, Eq. (5.23) must be replaced by 
LEMMA 5.6. Let the resolvents BY(l) (m = 2, 3,..., n - 1) be as the resolvents 
9fa(Z) and 9&,(Z) in Lemma 5.2. Let Z,‘(~J) X(“)(Z) and X(“)(Z) .&y(v) have 
properties (5), (6), (S), rmd (9) of Lemma 4.4. Then .&?‘(v) Wmj(Z) and F(m)(Z) 
,&y(v) have properties (5), (6), und (8) of Lemma 4.4. 
Proof. This can be proved as [17, Lemma 6.11. 
LEMMA 5.7. Let the data be as in Lemma 5.6 and let V(v) be as in Section 4. 
Then the operators Z’(v) %$$,(I) and X$&(Z) Z’(y) have properties (5)-(9) of 
Lemma 4.4. 
409/68/1-s 
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Proof. We first consider the case n, = 1, na = n - I and refer to Eq. (5.24). 
By 117, Eq. (6.7)1, 
[pa-l' * qq* (t) = (24-l/2 p-lP(t) &i2’^(9* (5.25) 
The operator Fo-l’ ^(t) acts on the internal coordinates of the group of n - 1 
particles, the operator B?i2’^ (t) on the coordinates of the remaining particle 
relative to the center of mass of the large group. Let these coordinates be denoted 
by x, , K, . Let the particles in the large group be numered j = 1,2,..., 11 - 1, 
so that the remaining particle is number 71. This makes the interaction V(v) - 
VDc2)(y) in Eq. (5.24) th e sum with respect toj of two-body interactions Vjn(p)). 
To evaluate the contribution of any particular Vin(v), it is convenient to look at 
the group of n - 1 particles as consisting of a subgroup of n - 2 particles with 
internal coordinates x0 , A,, plus particle j with coordinates xj , ki relative to the 
center of mass of the 11 - 2 particles. Thus the coordinates of particle n relative 
to the rr - 2 particles become linear combinations of xj , Kj and x, , k, . Now, the 
operator Vjn(p)) acts on the coordinates of particle 71 relative to particlej. If these 
are denoted by A$ , ki , and the normalization is chosen suitably, there are 
coefficients 01 and /3 such that 
4 = a, + BXj 7 cd# 0, a”+j3”= 1. (5.26) 
In the present notation, the operator F(n-l’h(t) acts on x,, , xj . It has several 
useful properties by Lemma 5.6 and [17, Lemma 6.11. Since Z’(0) Z-y(,) 
is bounded by Corollary 3.10, the operator Z’(v) F-(+l’^(t) can be handled in 
much the same way as Z”(O) st’+l”‘(t). H ence, we can use Lemma 5.5, letting 
Fn-nA(t) be the operator A and Vi,(v) the operator B. It follows that 
Z’(qJ) cF-(n-l)A(t) V&l) (5.27) 
belongs to the Schmidt class on the n-particle space of !G2-functions of x,, , xj , 
x, . The Schmidt norm is a bounded and square-integrable function of t. If 
F(n-l)h(t) in (5.27) is replaced by ~(+1”‘(t)@,2”‘(t), we obtain an operator 
whose Schmidt norm is an integrable function of t. This is due to Eq. (4.11). 
It follows that properties (5), (6), (8), and (9) are satisfied. Property (7) can be 
proved with the methods of [17, Theorem 6.51. 
The argument can be repeated for all relevant subscriptsj in Eq. (5.27). This 
completes the proof for kernels Z’(p) X2:,(l) having n, = 1, n, = n - 1. 
Kernels having rzl 2 2 require no more than straightforward generalizations 
of the above reasoning. Kernels X$&(Z) Z’(v) present no further difficulties. 
This completes the proof of Lemma 5.7. 
LEMMA 5.8. Let the resolvents W(“)(Z) (m = 2, 3,..., n - 1) be as the 
resolvents W,(Z) and W,(Z) in Lemma 5.2. Let the kernels z,~(v)Xt”‘(Z) and 
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3?‘(l)Z,~(y) h ave properties (5), (6), (8), and (9) of Lemma 4.4. Then 
Z~(v)&?(~r(l)Z-~(q) has properties (l)-(3) of Lemma 4.4. 
Proof. This can be proved as [17, Lemma 7.11. 
THEOREM 5.9. Tf the interaction V(p) is as in Section 4, then 
Zy(~)I?(n)(A, p)Z-~(9) has properties (l)-(3) of Lemma 4.4,Zy(p;)Q(“)(A, v)Z-~(~) 
has properties (l)-(4) of Lemma 4.4, Z~(~).Pn)(h, p’) and K(“)(X, y)Z”(y) have 
properties (5)-(g) of Lemma 4.4. 
Proof. This follows by induction, like ]17, Theorem 7.21. 
Let Y(h, , p’) be the half-line (i .4) in the continuous spectrum of N(v), let 
E > 0, and consider the oriented contour C, consisting of the lines 
A = A, + (1 - k) e2iQ (00 > I> -co), 
X = A, + (I + ic) e2io, (--co < I< co). 
(5.28) 
Clearly, W, ,9’> is to the right of C, . Let E be such that C, belongs to the 
resolvent set of H(v), and let C,, be the part of C, on which 1 1 / <L. It is 
shown in [17] that the limit 
PV $2 j VW> v)f, g) d/i (5.29) 
CPL 
exists and is of the form (P,(q) f, g), w h ere PJp)) is a bounded idempotent 
operator that projects onto an invariant subspace of H(y). This result can be 
generalized as follows. 
THEOREM 5.10. If the interaction V(v) is as in Section 4, th the operator 
PJp)) defined by Eq. (5.29) has the property that Z’(v) P,(v) Z-+‘(F) is bounded and 
projects onto an inaan’ant subspace of Zy(v) H(v) Z-‘(y). 
Proof. Define 
A* = A, + (t & ie) ezim (5.30) 
and examine the integral 
= (2S)-1 e2im 
s L (Z’(v) W+ 9 VI- W- > dl Z-‘(v)f, g) dl -I. 
L- rr-lr@iw 
s 
L 
-L 
(zy(v> ROc+ , v) Z-Wf, Z-Y(-,) WA- > -P)) ZY(-v)g) dl. 
(5.31) 
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We have used Eq. (4.3) for the adjoint of R(h- , p). The operator acting on f 
is a square-integrable function of 2 by Theorem 5.9. One can take the adjoint 
operator in Theorem 3.12 and show that it has a bounded extension. Then one 
can repeat Sections 4 and 5 to show that the operator acting on g is square- 
integrable. Hence, the integrand in Eq. (5.31) is integrable. The integral does 
not exceed a constant times llfl, ,) g /I , uniformly in L. As L tends to co, the 
expression (5.31) therefore tends to a limit of the form (Bf,g), where B is a 
bounded operator. On dense sets g, it follows from the definition of P,(T) that 
B*g = P*(v) z--yb)l * [~%)1* R. (5.32) 
Taking adjoints shows that the range of PJp)) ZY(,) must contain the domain 
of .P(,). In other words, 
B = -wP,) P&P) Z--“(v). (5.33) 
This shows that the right side of Eq. (5.33) . b IS ounded. It is clear that it com- 
mutes with Z’(v) R(h, v) Z-y(,). From this it follows that 
[Z’(v) P&J) ~-%)I Pb) *CT,) wvJ11 f
= [ZW H(P) ~-ywl Pb) P&P) z-y(dl f 
(5.34) 
for allf in the domain of Z’(q) H(q) Z-‘(v). H ence, we have a projection onto an 
invariant subspace of Zy(g?) H(q) Z-y(v). 
REFERENCES 
1. S. AGMON, Spectral properties of Schrodinger operators and scattering theory, Ann. 
Scuola Norm. Sup. Pisa Cl. Sci. 2 (1975), 151-218. 
2. E. BALSLEV, Decomposition of many-body Schriidinger operators, Comm. Math. 
Phys. 52 (1977), 127-146. 
3. L. D. FADDEE~, “Mathematical Aspects of the Three-Body Problem in the Quantum 
Scattering Theory,” Israel Program for Scientific Translations, Jerusalem, 1965. 
4. J, GINIBRE AND M. MOULIN, Hilbert space approach to the quantum mechanical 
three-body problem, Ann. Inst. H. Poincare’ Sect. A (N.S.) 21 (1974), 97-145. 
5. R. J. IORIO, JR., AND M. O’CARROLL, Asymptotic completeness for multiparticle 
Schrijdinger Hamiltonians with weak potentials, Comm. Math. Phys. 27 (1972), 
137-145. 
6. T. KATO, “Perturbation Theory for Linear Operators,” Springer-Verlag, Berlin/ 
Heidelberg/New York, 1966. 
7. T. KATO, Wave operators and similarity for some non-selfadjoint operators, Math. 
Ann. 162 (1966), 258-279. 
8. T. KATO, Smooth operators and commutators, Studia Math. 31 (1968) 535-546. 
9. R. LAVINE, Completeness of the wave operators in the repulsive N-body problem, 
J. Math. Phys. 14 (1973), 376-379. 
10. E. MERZBACHER, “Quantum Mechanics,” 2nd ed., Wiley, New York, 1970. 
11. L. I. SCHIFF, “Quantum Mechanics,” 3rd ed., McGraw-Hill, New York, 1968. 
WEIGHTED HILBERT SPACE 67 
12. I. M. SEAL, Mathematical foundations of quantum scattering theory for multiparticle 
systems, Mem. Amer. Math. Sot. 16 (1978), no. 209. 
13. L. E. THOMAS, Asymptotic completeness in two- and three-particle quantum 
mechanical scattering, Ann. Physics 90 (1975), 127-165. 
14. C. VAN WINTER, Fredholm equations on a Hilbert space of analytic functions, Trans. 
Amer. Math. Sot. 162 (1971), 103-139. 
15. C. VAN WINTER, Complex dynamical variables for multiparticle systems with analytic 
interactions, I, /. Math. Anal. Appl. 47 (1974). 633-670. 
16. C. VAN WINTER, Complex dynamical variables for multiparticle systems with analytic 
interactions, II, J. Math. Anal. Appl. 48 (1974), 368-399. 
1 i’. C. VAX WINTER, Invariant subspaces of analytic multiparticle Hamiltonians, 1. Math. 
Anal. Appl. 49 (1975), 88-123. 
18. A. ZYGMUND, “Trigonometrical Series,” Vol. 2,2nd rev. ed., Cambridge Univ. Press, 
Cambridge, 1959. 
