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Contemporary Mathematics
On Z-graded associative algebras and their N-graded
modules
Haisheng Li and Shuqin Wang
Abstract. Let A be a Z-graded associative algebra and let ρ be an irreducible
N-graded representation of A on W with finite-dimensional homogeneous sub-
spaces. Then it is proved that ρ(A˜) = glJ (W ), where A˜ is the completion of
A with respect to a certain topology and glJ (W ) is the subalgebra of EndW ,
generated by homogeneous endomorphisms. It is also proved that an N-graded
vector space W with finite-dimensional homogeneous spaces is the only con-
tinuous irreducible N-graded glJ(W )-module up to equivalence, where glJ (W )
is considered as a topological algebra in a certain natural way, and that any
continuous N-graded glJ (W )-module is a direct sum of some copies of W . A
duality for certain subalgebras of glJ (W ) is also obtained.
1. Introduction
This paper was motivated by a paper of Malikov [M] and by the theory of
vertex operator algebras. Malikov considered the following situation: Let A1 and
A2 be associative algebras with unit over a field F and let ρ : A1⊗A2 → EndW be
an irreducible representation of A1 ⊗A2 on W . Naturally identify A1 and A2 with
subalgebras A1 ⊗ F and F⊗A2 of A1 ⊗A2, respectively. Set
ρ(Ai)
∧ = HomAi(W,W ) (i = 1, 2).
Clearly, ρ(A1) ⊂ ρ(A2)
∧, ρ(A2) ⊂ ρ(A1)
∧. If W is finite-dimensional and F is
algebraically closed, the classical Brauer theorem (a special case) asserts that if
W is a completely reducible A1-module, then W is also a completely reducible
A2-module and the following duality holds:
ρ(A1) = ρ(A2)
∧, ρ(A2) = ρ(A1)
∧.
A particular case of the Brauer theorem with A2 = F gives the Burnside theorem
which asserts that ρ(A) = EndW .
As pointed out in [M], if W is infinite-dimensional, even the Burnside theorem
is not true any more. Nevertheless, Malikov established certain infinite-dimensional
analogues of the two classical theorems for A being a Z-graded associative algebra
of a certain type. As we shall explain below, on one hand, he considered a certain
(smaller) subalgebra glJ(W ) of EndW and on the other hand, he considered the
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completion A˜ (a “bigger” algebra) of a Z-graded algebra A with respect to a certain
topology.
Let W =
∐
n≥0W (n) be an N-graded vector space with all W (n) being finite-
dimensional. For m ∈ Z, denote by (EndW )m the space of all homogeneous endo-
morphisms of W of degree m. Set
glJ(W ) =
∐
m∈Z
(EndW )m.
Then glJ(W ) is a subalgebra of EndW and it is a Z-graded algebra itself. Now
let A =
∐
nAn be any Z-graded associative algebra. For n, k ∈ Z, set An,k =∑
m>k An+mA−m. Endow An with a topology with a + An,k for a ∈ An, k ∈ Z
as a base of open sets (cf. [FZ], [M]). In this way, we have a topology on A and A
becomes a topological algebra. Let A˜n be the completion of An and set A˜ =
∐
n A˜n.
Then A˜ is a topological algebra. With these notions, any N-graded representation
ρ of A on W naturally extends to a representation, denoted by ρ˜, of A˜ on W and
ρ˜(A˜) ⊂ glJ(W ). Malikov proved that if A is what he called a “Z-graded algebra
with involution,” then ρ˜(A˜) = glJ(W ). Using this, Malikov easily established an
analogue of the Brauer theorem (a special case).
From the definition in [M], a Z-graded algebra A with involution has the main
features of the universal enveloping algebras of certain Lie algebras such as Kac-
Moody algebras, Heisenberg algebras and the Virasoro algebra. Specifically, there
exist a unit, a counit, a triangular decomposition A = A+ ⊗ A0 ⊗ A−, where A±
is a subalgebra of A± =
∐
n≥1A±n and A
0 is a commutative subalgebra of A0,
and an involution ω such that ω|A0 = 1, ω(A
±) = A∓. Lie algebras such as affine
Kac-Moody algebras, Heisenberg algebras and the Virasoro algebra are known to
be important sources of vertex operator algebras (cf. [DLe], [FLM], [FZ], [Li]).
On the other hand, certain Z-graded associative algebras also naturally come out
in the study of vertex operator algebras (cf. [FZ], [DLin], [KL]). For example,
to each vertex operator algebra V Frenkel and Zhu [FZ] associated a Z-graded
topological associative algebra U(V ) such that the category of N-graded weak V -
modules is equivalent to the category of continuous N-graded U(V )-modules. For
certain vertex operator algebras V , one may prove that U(V ) is a Z-graded algebra
with involution, so that Malikov’s result can be applied. Instead, our main goal here
is to prove Malikov’s analogue of the Burnside theorem for an arbitrary Z-graded
algebra A and give an analogue (more general than Malikov’s) of the Brauer’s
theorem. It is our belief that Frenkel and Zhu’s universal enveloping algebra U(V )
is an appropriate device in the study of some conjectured duality in vertex operator
algebra theory. This is also our main motivation of this paper.
The main results and the organization of this paper are described as follows: In
Section 2 we review a certain completion of Z-graded associative algebras, define the
notion of continuous module and define the topological algebra glJ(W ). In Section
3, motivated by the notion of rationality (cf. [Z], [DLM2]) in vertex operator algebra
theory, we prove that W is the only continuous irreducible N-graded module for
glJ(W ) up to equivalence and that any continuous N-graded module is completely
reducible. This shows that glJ(W ) resembles (finite-dimensional) matrix algebras.
In Section 4 we prove Malikov’s analogue of the Burnside theorem for an arbitrary
Z-graded associative algebra. In Section 5 we give a certain duality as an analogue
of the Brauer’s theorem. In Section 6 we give an application in vertex operator
algebra theory.
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2. A certain completion of a Z-graded associative algebra
Throughout this section, W =
∐
n∈NW (n) is an N-graded vector space such
that dimW (n) < ∞ for n ∈ N, A =
∐
n∈ZAn represents a Z-graded associative
algebra and B =
∐
n∈ZBn represents a Z-graded topological associative algebra.
An element f of EndW is said to be homogeneous of degree k if
fW (n) ⊂W (n+ k) for n ∈ Z.(2.1)
Let glJ(W )k be the space of all homogeneous endomorphisms of W of degree k and
set
glJ(W ) =
∐
k∈Z
glJ(W )k.(2.2)
Clearly, glJ(W ) is an (associative) subalgebra of EndW and it is a Z-graded unital
algebra itself with respect to the grading given in (2.2).
For n ∈ Z, let pn be the projection map of W onto W (n). Then f ∈ glJ(W ) if
and only if there is a nonnegative integer r such that
fW (n) ⊂ ⊕n+rm=n−rW (m) for n ∈ Z,(2.3)
or equivalently,
pmfpn = 0 if |m− n| > r.(2.4)
In literatures (cf. [KP], [M]), (2.4) was commonly used to define glJ(W ).
Since EndW =
∏
m∈ZHom(W (m),W ), we have
glJ(W )n =
∏
m∈Z
Hom(W (m),W (m+ n)).(2.5)
In view of this, we may (and we shall) consider glJ(W ) as a completion. For n ∈ Z,
we define
(End′W )n =
∐
m∈Z
Hom(W (m),W (m + n)).(2.6)
Then set
End′W =
∐
n∈Z
(End′W )n.(2.7)
That is,
End′W =
∐
m,n∈Z
Hom(W (m),W (n)).(2.8)
In terms of the projection maps pm, we have
End′W = {f ∈ EndW | fpm = 0 for m sufficiently large}.(2.9)
Clearly, End′W is a graded subalgebra with respect to the grading given in (2.7).
But End′W does not have a unit. By using (2.9) it is not hard to see that End′W
is an ideal of glJ(W ). (Thus glJ(W ) is not a simple algebra.)
We shall need the following simple fact from linear algebra.
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Lemma 2.1. Let U1, U2 and U3 be finite-dimensional vector spaces with U2 6= 0.
Then
Hom(U1, U3) = Hom(U2, U3) · Hom(U1, U2)(2.10)
(= linear span{fg | f ∈ Hom(U2, U3), g ∈ Hom(U1, U2)}) .
Proof. If either U1 = 0 or U3 = 0, it is clear. Suppose U1 6= 0 and U3 6= 0.
Let u1, . . . , ur be a basis of U1 and v1, . . . , vs be a basis of U3. For any 1 ≤ i ≤
r, 1 ≤ j ≤ s, let fij be the linear homomorphism defined by fij(ut) = δitvj for
1 ≤ t ≤ r. Let g ∈ Hom(U1, U2) be such that g(ui) 6= 0 and g(uk) = 0 for k 6= i
and let f ∈ Hom(U2, U3) be such that f(g(ui)) = vj . Then fij = fg. From this
(2.10) follows immediately.
Remark 2.2. Notice that pm ∈ End
′W for m ∈ Z and that
pmfpn ∈ Hom(W (n),W (m))
(
⊂ End′W
)
for m,n ∈ Z, f ∈ End′W. Then using Lemma 2.1 one can easily show that 0 and
End′W are the only ideals of End′W . That is, End′W is simple.
In the following we review a certain formal completion of a Z-graded associative
algebra (cf. [FZ], [KL], [M]).
Let A =
∐
n∈ZAn be a Z-graded associative algebra with or without a unit.
For m, k ∈ Z, we set
Am,k =
∑
n>k
Am+nA−n (⊂ Am) .(2.11)
Then
Am,k+1 ⊂ Am,k, AnAm,k ⊂ Am+n,k, Am,kAn ⊂ Am+n,k−n(2.12)
for m,n, k ∈ Z. Using Am,k for k ∈ Z as basic open neighborhoods of 0 ∈ Am,
we endow Am a topology with which Am becomes a topological vector space. Let
A˜m be the completion with respect to this topology and then set A˜ =
∐
m∈Z A˜m.
It follows from (2.12) that the multiplication of A is continuous so that A˜ is a
Z-graded topological algebra.
We can explicitly define each A˜m by using Cauchy sequences as follows: An
element f of Map(N, Am) is said to be Cauchy if for any k ∈ Z, there exists r ≥ 0
such that fi−fj ∈ Am,k whenever i, j ≥ r. Then all Cauchy sequences form a vector
subspace C(Am) of Map(N, Am). We define a relation “∼” on C(Am) such that f ∼
g if and only if for any k ∈ Z, there exists r ≥ 0 such that fi − gi ∈ Am,k whenever
i ≥ r. Clearly, “∼” is an equivalent relation. Then define A˜m = C(Am)/ ∼ and
A˜ =
∐
m∈Z
A˜m.(2.13)
For f ∈ C(Am), g ∈ C(An), we define fg ∈ Map(N, Am+n) by (fg)i = figi for
i ∈ N. It follows from the identity
figi − fjgj = (fi − fj)gi + fj(gi − gj)
and the property (2.12) that fg ∈ C(Am+n). Similarly, if f, f
′ ∈ C(Am), g, g
′ ∈
C(An) and f ∼ f
′, g ∼ g′, using the identity
figi − f
′
ig
′
i = (fi − f
′
i)gi + f
′
i(gi − g
′
i)
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and (2.12) we have fg ∼ f ′g′. Then we obtain a well defined bilinear map from
A˜m×A˜n to A˜m+n. Using linearity we obtain a bilinear multiplication on A˜. Clearly,
this makes A˜ a Z-graded associative algebra with respect to the grading given in
(2.13).
Let pi be the linear map from A to A˜ such that pi(a) is the constant map with
value a for a ∈ Am, m ∈ Z. Then pi is a grading-preserving algebra homomorphism.
For a ∈ Am, m ∈ Z, pi(a) = 0 if and only if a ∈ ∩k∈ZAm,k. Therefore
kerpi =
∐
m∈Z
(∩k∈ZAm,k) .(2.14)
If
∐
m∈Z (∩k∈ZAm,k) = 0, A is embedded into A˜ as a subalgebra through pi. In
general, pi may not be injective. However, this is not too bad when we consider the
so-called lower truncated Z-graded A-modules, which we define next.
Definition 2.3. A lower truncated Z-graded A-module is an A-module M
equipped with a grading M =
∐
n∈ZM(n) such that for m,n ∈ Z,
AmM(n) ⊂M(m+ n),(2.15)
M(n) = 0 for n sufficiently small.(2.16)
Two such A-modules are said to be equivalent if there is a homogeneous A-module
isomorphism (of some degree) from one to the other. The notion of N-graded A-
module is defined in the obvious way.
With this definition, by shifting the grading any nonzero lower truncated Z-
graded A-module M is equivalent to an N-graded A-moduleM =
∐
n≥0M(n) such
that M(0) 6= 0.
Let M =
∐
n∈NM(n) be an N-graded A-module. Then for any m,n ∈ Z,
Am,kM(n) = 0 for k sufficiently large, hence (∩k∈ZAm,k)M(n) = 0. Consequently,
(kerpi)M(n) = 0 for each n, hence (kerpi)M = 0. That is, any N-graded A-module
is a natural A/(kerpi)-module. It follows that the category of N-graded A-modules
is equivalent to the category of N-graded A/(kerpi)-modules.
We naturally extend the action of A on an N-graded A-module M to an action
of A˜ as follows: let f ∈ A˜, u ∈M . SinceM is N-graded, Am,ku = 0 for k sufficiently
large, so that (fi+1 − fi)(u) = 0 for i sufficiently large. Then fr(u) = fr+1(u) =
fr+2(u) = · · · for some r ≥ 0. Now we define
f(u) = fr(u) = lim
i→∞
fi(u).(2.17)
It is routine to check that M is an A˜-module with the defined action. Conversely,
any lower truncated Z-graded A˜-module is a natural lower truncated Z-graded A-
module through the algebra homomorphism pi.
We define the following notion of continuous module (cf. [MP]).
Definition 2.4. Let B =
∐
m∈ZBm be a Z-graded topological associative al-
gebra. A lower truncated Z-graded B-module M is said to be continuous if when
endowed with the discrete topologyM is a continuous B-module in the usual sense,
i.e., the action map from B ×M to M is continuous.
Remark 2.5. With this notion, any lower truncated Z-graded A-module M
is a continuous A-module where A is endowed with the topology defined before.
Indeed, for any m1,m2 ∈M , let a ∈ Am be such that am1 = m2 and Am,km1 = 0
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for some k. Then (a + Am,k)m1 = m2. Using this one can easily show that M
is a continuous module. Furthermore, a lower truncated Z-graded A˜-module, or
a representation ρ is continuous if and only if ρ is the natural extension of the
representation ρpi of A. However, the left regular module B may not be continuous
under this definition. In fact, one can show that B is a continuous B-module if and
only if the topology on B as a topological algebra is discrete.
Now we show that A˜ = glJ(W ) with A = End
′W .
Proposition 2.6. Let W =
∐
n≥0W (n) be an N-graded vector space with
finite-dimensional homogeneous subspaces. Then glJ(W ) as a Z-graded associa-
tive algebra is isomorphic to A˜ where A = End′W .
Proof. We first review a well known fact. Let U =
∐
n∈Z U(n) be a Z-
graded vector space. Endow U with a topology by using u +
∑
n≥k U(n) for u ∈
U, k ∈ Z as a base of open sets in U . U is a Hausdorff topological vector space
because ∩k∈ZU(k) = 0. It is well known that
∏
n∈Z U(n) is the completion of
the topological vector space U defined above. In view of (2.5), for each m ∈
Z, glJ(W )m is the completion of Am with the topology on Am defined by using∐
n>k Hom(W (n),W (m + n)) (k ≥ 0) as basic open neighborhoods of 0. Now
we show that this topology on Am is the same as the one defined by using Am,k
for k ≥ 0 as basic neighborhoods of 0. If W = 0, it is clear. Now we assume
W =
∐
n≥0W (n) with W (0) 6= 0. By Lemma 2.1 we have
Hom(W (n),W (m+ n)) = Hom(W (0),W (m+ n))Hom(W (n),W (0)) ⊂ Am+nA−n.
On the other hand,
Am+nA−n =
∑
r,s
Hom(W (r),W (m + n+ r))Hom(W (s),W (s− n))
⊂
∑
s≥n
Hom(W (s),W (m+ s))
because W (s− n) = 0 for s < n. Thus
Am,k =
∐
s>k
Hom(W (s),W (m+ s)).(2.18)
Therefore, glJ(W ) is the completion of A = End
′(W ) with the given topology.
Furthermore, an element
∑
n an of glJ(W )m with an ∈ Hom(W (n),W (m + n))
corresponds to the Cauchy sequence {αn} with αn =
∑n
i=0 ai. From this, the Z-
graded associative algebra glJ(W ) is the same as the Z-graded associative algebra
A˜.
Definition 2.7. We define glJ(W ) to be the topological algebra with the
topology obtained by identifying glJ(W ) with A˜ where A = End
′W .
In view of this, a lower truncated Z-graded continuous glJ(W )-module amounts
to a lower truncated Z-graded End′W -module. Clearly, W is a continuous glJ(W )-
module.
Define an element d of glJ(W )0 by
d|W (n) = n · idW (n) for n ∈ Z.(2.19)
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Then
da− ad = na for a ∈ glJ(W )n, n ∈ Z.(2.20)
We have the following result.
Proposition 2.8. The natural module W is a continuous irreducible glJ(W )-
module.
Proof. With the element d of glJ(W ), it follows that any glJ(W )-submodule
of W is automatically graded. Since for any k ∈ N, ⊕n≤kW (n) is an irreducible
End(⊕n≤kW (n))-module and
End(⊕n≤kW (n)) ⊂ End
′W ⊂ glJ(W ),
it follows that W is an irreducible N-graded glJ(W )-module.
3. Rationality of glJ(W )
As before, W will be an N-graded space with finite-dimensional homogeneous
subspaces. Our goal of this section is to prove the following:
Theorem 3.1. The natural module W is the unique continuous irreducible N-
graded glJ(W )-module up to equivalence and any continuous N-graded glJ(W )-
module is a direct sum of some copies of W .
We shall prove this theorem as an application of a slightly more general result.
The assertions of Theorem 3.1 are analogues of those for a (finite-dimensional)
matrix algebra. Motivated by the notion of rationality of vertex operator algebras
(cf. [Z], [DLM2]) we define the following notion:
Definition 3.2. A Z-graded topological associative algebra B is said to be ra-
tional if there are only finitely many irreducible N-graded continuous B-modules up
to equivalence and any N-graded continuous B-module is a direct sum of irreducible
graded modules with finite-dimensional homogeneous subspaces.
Any (finite-dimensional) semisimple algebra A (over C) are rational where A =
A0. Thus the notion of rationality is a generalization of the classical notion of
semisimplicity. Theorem 3.1 implies that glJ(W ) is rational. It is clear that the
direct sum of (finitely many) rational algebras with the product topology are still
rational. Then we immediately have:
Corollary 3.3. Let W1, . . . ,Wr be N-graded vector spaces with homogeneous
subspaces being finite-dimensional. Then glJ(W1) ⊕ · · · ⊕ glJ(Wr) is a rational
Z-graded topological algebra.
To prove Theorem 3.1 we shall use an analogue of Zhu’s A(V )-theory (cf. [Z],
[DLM2-3]) from vertex operator algebra theory.
Now we consider a Z-graded topological associative algebra B =
∐
m∈ZBm
with unit. Recall that for k ≥ 0,
B0,k =
∑
n>k
BnB−n (⊂ B0) .
Clearly, each B0,k is a two-sided ideal of B0 and so is the closure B0,k. Set
Tk(B) = B0/B0,k.(3.1)
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Then any B0-module U with B0,kU = 0 is a natural Tk(B)-module and on the
other hand, any Tk(B)-module is a natural B0-module. If M =
∐
n≥0M(n) is an
N-graded continuous B-module, then M(n) is a natural Tk(B)-module for k ≥ n
because B0,kM(n) = 0.
Set
B≤0 =
∐
n≤0
Bn,(3.2)
a graded subalgebra of B. Let U be a T0(B)-module. We consider U as a B≤0-
module with BnU = 0 for n < 0. Form the induced B-module
M(U) = B ⊗B≤0 U.(3.3)
Then M(U) is an N-graded B-module with M(U)(0) = U . Let J(U) be the sum of
all graded submodule N of M(U) with N(0) = 0 and set
L(U) =M(U)/J(U).(3.4)
Then L(U) is an N-graded B-module with L(U)(0) = U such that L(U) as a B-
module is generated by U and that for any nonzero graded submodule N of L(U),
N(0) 6= 0. Consequently, if U is an irreducible T0(B)-module, L(U) is an irreducible
N-graded B-module. (Here we do not claim that L(U) is a continuous B-module.)
Lemma 3.4. Let Wi =
∐
n∈NWi(n) (i = 1, 2) be N-graded irreducible contin-
uous B-modules with Wi(0) 6= 0. Then W1 ∼= W2 as a B-module if and only if
W1(0) ∼=W2(0) as a T0(B)-module.
Proof. We only need to prove that W1 ∼= W2 if W1(0) ∼= W2(0) as a T0(B)-
module. By the universal property of induced modules, W1 and W2 are natural
quotient B-modules of M(W1(0)) and M(W2(0)) by J(W1(0)) and J(W2(0)), re-
spectively. Since W1(0) and W2(0) are equivalent B≤0-modules, M(W1(0)) and
M(W2(0)) are equivalent N-graded B-modules. Then it follows that W1 and W2
are equivalent B-modules.
The following is a sufficient condition for B to be rational:
Proposition 3.5. Let B =
∐
n∈ZBn be a Z-graded topological associative al-
gebra equipped with an element d of B0 such that
db− bd = nb for b ∈ Bn, n ∈ Z.(3.5)
Then B is rational if the following conditions are satisfied:
(1) for every k ≥ 0, Tk(B) is (finite-dimensional) semisimple;
(2) for any two inequivalent irreducible T0(B)-modules U1 and U2, d1−d2 /∈ Z,
where d acts on Ui as a scalar di.
(3) for any N-graded continuous B-module W =
∐
n∈NW (n), (B−nBn)W (0) 6=
0 if BnW (0) 6= 0 for n ≥ 1.
Proof. Let us assume (1), (2) and (3).
Claim 1: Let M =
∐
n∈NM(n) be any N-graded continuous B-module such
thatM(0) is an irreducible B0-module andM = BM(0). ThenM is an irreducible
B-module.
Since T0(B) is finite-dimensional and M(0) is an irreducible T0(B)-module,
M(0) is finite-dimensional. Then being a central element of B0, d acts as a scalar
λ on M(0). From BM(0) =M , we get M(n) = BnM(0) for n ≥ 0. Then
dw = (λ+ n)w for w ∈M(n), n ≥ 0.
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(We call λ the lowest weight of M .) Consequently, any submodule of M is graded.
Let N = ⊕n∈NN(n) be any nonzero submodule of M . We shall prove that N(0) =
M(0), which implies that T = M because M = BM(0). Let k be a nonnegative
integer such that N(k) 6= 0. Since BkM(0) =M(k) ⊃ N(k) 6= 0, by hypothesis (3)
B−kBkM(0) =M(0), hence
BkB−kM(k) = BkB−kBkM(0) = BkM(0) =M(k) 6= 0.(3.6)
Since M(k) is a completely reducible B0-module, from (3.6) there is an irreducible
Tk(B)-submodule S of M(k) such that BkB−kS 6= 0. Then B−kS =M(0) because
B−kS is a nonzero B0-submodule of M(0) and M(0) is irreducible. Consequently,
BkB−kS = BkM(0) =M(k). On the other hand, (BkB−k)S ⊂ S. Thus M(k) = S
is an irreducible Tk(B)-module, hence N(k) = M(k). If k = 0, we have N(0) =
M(0). If k > 0, we have B−kM(k) = B−kBkM(0) =M(0), so that
N(0) ⊃ B−kN(k) = B−kM(k) =M(0).
Then N(0) =M(0). Thus N =M . Therefore M is irreducible.
Claim 2: any N-graded continuous B-module W =
∐
n∈NW (n) is a direct sum
of irreducible graded B-modules.
Let W o be the sum of all irreducible graded submodules of W . We must prove
that W = W o. Since T0(B) is semisimple, W (0) as a B0-module is completely
reducible. By Claim 1 the B-submodule generated byW (0) is completely reducible,
so that W (0) ⊂ W o(0). Suppose that for some nonnegative integer k, W (n) =
W o(n) for n ≤ k. Write W (k + 1) = W o(k + 1)⊕ P , where P is a B0-submodule
of W (k + 1). Then
B−nP ⊂W (k + 1− n) =W
o(k + 1− n) for n ≥ 1,
hence
BnB−nP ⊂ BnW
o(k + 1− n) ⊂W o(k + 1) for n ≥ 1.
On the other hand, BnB−nP ⊂ B0P = P . Thus BnB−nP = 0 for n ≥ 1, hence
B0,0P = 0. Since W is continuous, B0,0P = 0, so that P is a T0(B)-module. Now
we claim that P = 0. If P 6= 0, then let U be an irreducible (T0(B)-) B0-submodule
of P . Then d = λ on U for some λ ∈ C. If B−nU = 0 for all n ≥ 1, by Claim
1, U generates an irreducible graded B-submodule of W . By the definition of W o,
U ⊂W o. It is a contradiction. If B−nU 6= 0 for some n ≥ 1, then λ
′ − λ+ n ∈ N,
where λ′ is the lowest weight of some irreducible N-graded continuous B-module
because
B−nU ⊂W (k − n) =W
o(k − n) ⊂W o.
This contradicts Hypothesis (2). Thus P = 0, hence W (k + 1) = W o(k + 1).
Therefore W =W o by induction.
To apply Proposition 3.5 for B = glJ(W ) we need to calculate Tk(B) for k ≥ 0.
Recall that for k ≥ 0, Tk(glJ(W )) = glJ(W )0/glJ(W )0,k, where
glJ(W )0,k =
∏
n≥k
glJ(W )m+nglJ(W )−n (⊂ glJ(W )0) .(3.7)
Lemma 3.6. For k ≥ 0, we have
Tk(glJ(W )) = EndW (0)⊕ · · · ⊕ EndW (k).(3.8)
In particular, Tk(glJ(W )) is semisimple.
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Proof. First, we have
glJ(W )0 =
∏
n≥0
EndW (n).(3.9)
By Lemma 2.1, for n ∈ N,
EndW (n) = Hom(W (0),W (n))Hom(W (n),W (0))(3.10)
⊂ (End′W )n(End
′W )−n.
Let pik be the projection of glJ(W )0 onto ⊕
k
n=0EndW (n). (This is an algebra
homomorphism.) Now we calculate the kernel of pik. By definition, pik(f) = 0 if
and only f0 = f1 = · · · = fk = 0, which is equivalent to that f ∈
∏
n>k EndW (n).
Then it follows from (3.10) that kerpik ⊂ glJ(W )0,k. Clearly, glJ(W )0,k ⊂ kerpik.
Thus, kerpik = glJ(W )0,k. Therefore, pik gives rise to an algebra isomorphism for
(3.8).
Proof of Theorem 3.1: It follows from Lemmas 3.6 and 3.4 that W is the
unique continuous irreducible N-graded glJ(W )-module up to equivalence. In view
of Proposition 3.5 and Lemma 3.6 it suffices to prove that glJ(W )−nglJ(W )nW (0) 6=
0 if W (n) 6= 0. From Lemma 2.1,
glJ(W )−nglJ(W )n|W (0)
⊃ Hom(W (n),W (0))Hom(W (0),W (n))|W (0) = EndW (0) 6= 0.
Then Proposition 3.5 applies.
4. The analogue of the Burnside theorem
Throughout this section, A will be a Z-graded associative algebra and ρ will be
an irreducible N-graded representation of A on W = ⊕n≥0W (n) where W (0) 6= 0
and all W (n) are finite-dimensional.
Here we do not assume that A has a unit. By an irreducible A-module M we
mean that 0 and M are the only submodules and AM 6= 0.
Lemma 4.1. We have: (a) W (n) is an irreducible A0-module if W (n) 6= 0; (b)
W (r) and W (s) are inequivalent A0-modules if r 6= s,W (r) 6= 0 and W (s) 6= 0.
Proof. Set
annW (A) = {w ∈ W |Aw = 0}.(4.1)
Then annW (A) is an A-submodule of W . Since AW 6= 0, annW (A) 6= W . By
the irreducibility of W , we have annW (A) = 0, hence Aw 6= 0 for 0 6= w ∈ W .
By the irreducibility of W again, we have Aw = W for any 0 6= w ∈ W . Thus
Amw = W (m + n) for any m ∈ Z if 0 6= w ∈ W (n). Consequently, W (n) is an
irreducible A0-module and AmW (n) = W (m + n) for any m ∈ Z if W (n) 6= 0. If
W (r) 6= 0,W (s) 6= 0 for some r > s, then
(ArA−r)W (r) = ArW (0) =W (r) 6= 0, (ArA−r)W (s) = Ar(A−rW (s)) = 0.
Therefore, W (r) and W (s) are inequivalent A0-modules.
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Remark 4.2. Here we mention that the standard Burnside theorem still holds
for algebras without a unit. Let A be an algebra without a unit and ρ be a finite-
dimensional irreducible representation of A on U . First, extend A to be an algebra
A¯ = A ⊕ C1 with a unit (cf. [J1]). Then U is an irreducible A¯-module. By the
standard Burnside theorem, ρ(A) + C1 = ρ(A¯) = EndU . This implies that ρ(A)
is an ideal of EndU . Since EndU is simple and ρ(A) 6= 0, we have ρ(A) = EndU .
Furthermore, the following Chinese Remainder theorem also holds: if U = U1⊕· · ·⊕
Ur is a faithful A-module where Ui are inequivalent finite-dimensional irreducible
A-modules, then A = EndU1 ⊕ · · · ⊕ EndUr.
Since each W (n) is an A0-module, the decomposition W =
∐
n≥0W (n) gives
rise to an algebra homomorphism ρk from A0 to EndW (k) for each k ≥ 0. For
k ≥ 0, set
W (k) = ⊕kn=0W (n)(4.2)
and ρ(k) = ρ0 + · · ·+ ρk, an algebra homomorphism from A0 to EndW
(k).
Lemma 4.3. For k ≥ 0, we have
ρ(k)(A0) = EndW (0)⊕ · · · ⊕ EndW (k),(4.3)
ρ(k)(AkA−k) = EndW (k).(4.4)
Proof. (4.3) directly follows from Lemma 4.1 and Remark 4.2. Since AkA−k
is an ideal of A0, it follows from (4.3) that ρ
(k)(AkA−k) is an ideal of ⊕
k
j=0EndW (j).
Since AkA−kW (n) = 0 for n < k, ρ
(k)(AkA−k) is an ideal of EndW (k). If W (k) =
0, there is nothing to prove. SupposeW (k) 6= 0. Since AkA−kW (k) = A(k)W (0) =
W (k) 6= 0, ρ(k)(AkA−k) 6= 0, hence ρ
(k)(AkA−k) = EndW (k) because EndW (k) is
simple.
We have the following analogue of the Burnside theorem (cf. [M]):
Theorem 4.4. Let A =
∐
m∈ZAm be a Z-graded associative algebra and let W
be an irreducible N-graded A-module with W (0) 6= 0 and with W (n) being finite-
dimensional for each n. Then ρ˜(A˜) = glJ(W ).
Proof. Let ψ ∈ glJ(W )n. As usual, we shall use a for ρ(a). Recall that
glJ(W )n =
∏
k≥0 Hom(W (k),W (n + k)). Let ψk be the projection of ψ in the
subspace Hom(W (k),W (n+ k)) for k ∈ N. Now we are going to find a sequence of
elements a0, a1, . . . of A such that
ar ∈ An+rA−r,(4.5)
ψ0 + · · ·+ ψr = (a0 + · · ·+ ar)|W (r)(4.6)
for r ≥ 0. Then we will have a0 + a1 + · · · ∈ A˜ and
ψ = ρ˜(a0 + a1 + · · · ).(4.7)
Fact: for any φ ∈ Hom(W (0),W (m)) (m ≥ 0), there exists a(φ) ∈ AmA0 such
that a(φ)|W (0) = φ.
Since ρ(m)(AmA−m) = EndW (m) (by Lemma 4.3), there are elements b
(i)
m ∈
Am, c
(i)
m ∈ A−m such that
1|W (m) =
∑
i
b(i)m c
(i)
m |W (m).(4.8)
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There exist di ∈ A0 such that c
(i)
m φ = di|W (0) because c
(i)
m φ ∈ EndW (0) = ρ0(A0)
(by Lemma 4.3). Now set
a(φ) =
∑
i
b(i)m di ∈ AmA0.(4.9)
Then a(φ)|W (0) =
∑
i b
(i)
m c
(i)
m φ = φ.
If n ≥ 0, by taking m = n, φ = ψ0, then setting a0 = a(φ) ∈ AnA0, we have
a0|W (0) = ψ0.
If n < 0, we have W (n) = W (n + 1) = · · · = W (−1) = 0, hence ψ0 = · · · =
ψ−n−1 = 0. In this case, we simply take a0 = · · · = a−n−1 = 0.
Suppose that we have already found a0, · · · , ak such that (4.5) and (4.6) hold
for 0 ≤ r ≤ k. Since
(ψk+1 − a0 − · · · − ak)b
(i)
k+1|W (0) ∈ Hom(W (0),W (n+ k + 1)),
by the previous fact, there are ei ∈ An+k+1A0 such that
(ψk+1 − a0 − · · · − ak)b
(i)
k+1|W (0) = ei|W (0).
Set
ak+1 =
∑
i
eic
(i)
k+1 ∈ An+k+1A−k−1.(4.10)
Then
ak+1|W (k+1) =
∑
i
eic
(i)
k+1|W (k+1)
=
∑
i
ei|W (0)c
(i)
k+1|W (k+1)
=
∑
i
(ψk+1 − a0 − · · · − ak)b
(i)
k+1c
(i)
k+1|W (k+1)
= ψk+1 − (a0 + · · ·+ ak)|W (k+1).(4.11)
That is,
ψk+1 = (a0 + · · ·+ ak + ak+1)|W (k+1).(4.12)
Since A−k−1W
(k) = 0, ak+1W
(k) = 0 (by (4.10)). Thus
ψ0 + · · ·+ ψk + ψk+1 = (a0 + · · ·+ ak + ak+1)|W (k+1) .
In this way we obtain a sequence of elements a0, a1, . . . with the desired properties.
This completes the proof.
For any A-module W , set
annA(W ) = {a ∈ A | aW = 0}.(4.13)
The following is an immediate consequence of Theorem 4.4 and the Chinese Re-
mainder Theorem:
Corollary 4.5. LetW =W1⊕· · ·⊕Wr be a (semisimple) N-graded A-module
with ρ being the representation homomorphism from A to glJ(W ), where Wi are
inequivalent irreducible A-modules. Then ρ gives rise to an algebra homomorphism
ρ˜ from A˜ onto
∏r
i=1 glJ(Wi) where
ker ρ˜ = ∩ri=1annA˜(Wi).(4.14)
ON Z-GRADED ASSOCIATIVE ALGEBRAS AND THEIR N-GRADED MODULES 13
Remark 4.6. The assertion of Theorem 4.4 is different from saying that ρ(A)
is a dense subspace of glJ(W ). The last statement can be proved by using the
classical density theorem as follows: for any f ∈ glJ(W )n, by the classical density
theorem [J2], for each k ≥ 0, there exists an ak ∈ A such that f |W (k) = ak|W (k) .
Since (f − ar)|W (k) = 0 for r > k, we have
(f − ar)|W (k) ∈
∏
m≥k+1
Hom(W (m),W (m+ n))
⊂
∏
m≥k+1
Hom(W (0),W (m+ n))Hom(W (m),W (0))
⊂
∑
m≥k+1
(End′W )m+n(End
′W )−m.
Thus limk→∞ ρ(ak) = f .
The following is analogous to an exercise in finite-dimensional algebra the-
ory [J2] with which EndU can be alternatively proved to be simple (for a finite-
dimensional U).
Corollary 4.7. Let I be a nonzero ideal of glJ(W ) and let ρ be the represen-
tation map of I on W . Then ρ˜(I˜) = glJ(W ).
Proof. If I acts irreducibly on W , by Theorem 4.4 ρ˜(I˜) = glJ(W ). Now it
suffices to prove that W is an irreducible I-module.
Since I is a (left) ideal, for every w ∈ W , I · w is a glJ(W )-submodule of W ,
hence I · w = W if I · w 6= 0. Now it suffices to prove that I · w 6= 0 for every
nonzero w ∈ W . Since I is a (right) ideal, annW (I) is a glJ(W )-submodule of W ,
hence annW (I) = 0 or W . We must have annW (I) = 0 because W is faithful and
I 6= 0. Thus I · w 6= 0 if w 6= 0.
5. The analogue of the Brauer theorem
Throughout this section W =
∐
n∈NW (n) will be an N-graded vector space
such that W (0) 6= 0 and all W (n) are finite-dimensional, and A will be a graded
subalgebra containing 1 of glJ(W ) such that W is a semisimple A-module. From
the assumption, Schur’s Lemma holds for each of the irreducible A-submodules of
W . Set
C(A) = {b ∈ glJ(W ) | ab = ba for a ∈ A}.(5.1)
Then C(A) is a graded subalgebra of glJ(W ).
Let Ui (i ∈ I) be a complete set of representatives of equivalence classes of
irreducible A-submodules of W . Then we have a canonical decomposition
W =
∐
i∈I
Wi,(5.2)
where Wi is the sum of all graded A-submodules of W which are equivalent to Ui
for i ∈ I. Furthermore, each Wi can be canonically decomposed as
Wi = Ui ⊗ Vi,(5.3)
where Vi = HomA(Ui,W ) for i ∈ I. (Schur’s Lemma was used here.) The following
proposition is a simple analogue of the classical duality result (cf. [DLM1], [H]).
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Proposition 5.1. The spaces Vi (= HomA(Ui,W )) (i ∈ I) are inequivalent
irreducible graded C(A)-modules, so that W is a semisimple C(A)-module.
Proof. (1) For any fixed i ∈ I, let f, g ∈ HomA(Ui,W ) be any two linearly
independent homogeneous elements of degrees r and s, respectively. We decompose
W as
W = Ui ⊗ Cf ⊕ Ui ⊗ Cg ⊕ T,
where T is an A-submodule of W . Define b ∈ EndW by
b(u⊗ f + v ⊗ g + t) = u⊗ g + v ⊗ f + t(5.4)
for u, v ∈ Ui, t ∈ T . It follows directly that ab = ba for all a ∈ A. From (5.4) we
have pmbpn = 0 if |m − n| > |r − s|. Thus b ∈ glJ(W ), hence b ∈ C(A). Clearly,
bf = g. Therefore HomA(Ui,W ) is an irreducible graded C(A)-module.
(2) For i 6= j ∈ I, let
W = Ui ⊕ Uj ⊕ S,
where S is an A-submodule of W . Define ei ∈ EndW by
ei|Ui = 1, ei|Uj = 0, ei|S = 0.(5.5)
Then ei ∈ glJ(W ) and ei ∈ C(A). Since eiUi = Ui and eiUj = 0, Ui and Uj are
inequivalent C(A)-modules.
We shall continue studying C(A).
Proposition 5.2. Let A be a graded subalgebra containing 1 of glJ(W ) such
that W is a semisimple A-module. Then
C(A) =
∐
i∈I
(C⊗ glJ(Vi)) ,(5.6)
C(C(A)) =
∐
i∈I
(glJ(Ui)⊗ C) = ρ(A˜).(5.7)
Proof. Clearly,
C(A) ⊃
∐
i∈I
C⊗ glJ(Vi).(5.8)
Conversely, let b ∈ C(A). Then bWi ⊂Wi for i ∈ I, that is,
b(Ui ⊗ Vi) ⊂ (Ui ⊗ Vi).
For each fixed i, let vj (j ∈ J) be a basis for Vi and let v be any nonzero vector in
Vi. Define linear endomorphisms ψj of Ui by
b(u⊗ v) =
∑
j∈J
ψj(u)⊗ vj(5.9)
for u ∈ Ui. Since b ∈ C(A), each ψj is an A-endomorphism. By Schur’s Lemma we
have ψj = αj ∈ C for j ∈ J . Thus b(u⊗ v) = u⊗ (
∑
j∈J αjvj) ∈ u⊗ Vi. Therefore
b(u⊗ v) ∈ u⊗ Vi(5.10)
for all u ∈ Ui, v ∈ Vi. It follows that b ∈
∐
i∈I C⊗ glJ(Vi). This proves (5.6).
Since Vi (i ∈ I) are irreducible graded C(A)-modules (by Proposition 5.1),
using (5.5) we have
C(C(A)) =
∐
i∈I
glJ(Ui)⊗ C.(5.11)
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Then it follows from Theorem 4.4 that C(C(A)) = ρ(A˜).
By Corollary 3.3, ⊕i∈I(C⊗ glJ(Vi)) is a rational graded associative algebra if
I is finite. In view of Proposition 5.2, C(A) with a certain topology is a rational
graded associative algebra. Next we shall prove that ⊕i∈I(C ⊗ glJ(Vi)) is a topo-
logical subspace of glJ(W ), so that C(A) with the induced topology from glJ(W )
is rational.
Let U ′ =
∐
n∈Z U
′(n) be a graded subspace of a Z-graded vector space U . In
Section 2, we have defined a Hausdorff topology on U . Then we have two topologies
on U ′, which are the induced topology from U and the topology defined by using
its own homogeneous subspaces. These two topologies on U ′ are in fact the same
because for u ∈ U, k ∈ Z,
U ′ ∩

u+∑
n≥k
U(n)

 = ∪u′

u′ +∑
n≥k
U ′(n)

 ,
where u′ runs through the set on the left hand side.
Lemma 5.3. Suppose that W = W1 ⊕ · · · ⊕Wr, where W1, . . . ,Wr are graded
subspaces of W . With this decomposition we identify each glJ(Wi) as a subspace of
glJ(W ). Then the topological space glJ(Wi) is a topological subspace of glJ(W ).
Proof. View End′Wi as a graded subspace of End
′W . Then from the discus-
sion right before this lemma End′Wi is a topological subspace of End
′W . Since
glJ(Wi) and glJ(W ) are the completions of End
′Wi and End
′W , respectively,
glJ(Wi) is a topological subspace of glJ(W ).
Now we have:
Corollary 5.4. If I is finite, the commutant algebra C(A) with the induced
topology is rational and HomA(Ui,W ) for i ∈ I exhaust all inequivalent irreducible
N-graded continuous C(A)-modules.
Proof. In view of Corollary 3.3, we need to prove that
∐
i∈I(C⊗ glJ(Vi)) is a
topological subspace of glJ(W ). Since C⊗ glJ(Vi) is the completion of C⊗End
′Vi
and End′(Ui ⊗ Vi) is a topological subspace of glJ(W ) (by Lemma 5.3), it suffices
to prove that C ⊗ End′Vi is a topological subspace of End
′(Ui ⊗ Vi). This is true
because for m ∈ Z,
(C⊗ End′Vi)m = ⊕n (C⊗Hom(Vi(n), Vi(m+ n)))
with respect to this very grading is a graded subspace of
(End′W )m = ⊕nHom(W (n),W (m+ n))
Then the proof is complete.
Let I = annA˜ρ. Then A is a subalgebra of A˜/I. We cannot prove that A is
rational with the induced topology if I is finite, however, the extension A˜/I of A
is rational.
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6. An application to vertex operator algebras
Throughout this section, V will be a vertex operator algebra. We shall use
standard definitions and notations as defined in [FLM] and [FHL].
In [FZ], Frenkel and Zhu associated a Z-graded topological algebra U(V ) to V
such that the category of V -modules and the category of continuous U(V )-modules
of a certain type are equivalent. Now we recall the definition of U(V ). Let A be the
free associative algebra with unit on the vector space Vˆ = V ⊗C[t, t−1]. By assigning
a degree wtv − n − 1 to each element v ⊗ tn for homogeneous v ∈ V, n ∈ Z, A
becomes a Z-graded algebra. Since the Jacobi identity ([B], [FLM], [FHL]) involves
infinite sums, it is necessary to complete A before to enforce the Jacobi identity
relation. Let A˜ be the completion defined in Section 2. Let Jac be the two-sided
ideal of A˜ generated by the following relations:
1(n) = δn,−1,(6.1)
(L(−1)u)(n) = −nu(n− 1),(6.2)∑
i≥0
(
l
i
)
(−1)iu(m+ l − i)v(n+ i)−
∑
i≥0
(
l
i
)
(−1)l+iv(n+ l − i)u(m+ i)(6.3)
=
∑
i≥0
(
m
i
)
(ul+iv)(m+ n− i)
for u, v ∈ V, l,m, n ∈ Z, where v(n) = v ⊗ tn. Set U(V ) = A˜/Jac. This is
the Frenkel and Zhu’s universal enveloping algebra associated to V . Then any V -
module is a natural continuous U(V )-module where u(m) is represented by um for
u ∈ V, m ∈ Z.
As a corollary of Theorem 4.4 we have:
Theorem 6.1. Let V be a vertex operator algebra and let W be an irreducible
V -module. Let ρ be the algebra homomorphism from U(V ) to glJ(W ). Then
ρ(U(V )) = glJ(W ).
Proof. Since W is an irreducible V -module, W is an irreducible A-module.
By Theorem 4.4, ρ(A˜) = glJ(W ). Since W is a V -module, Jac ·W = 0. Thus
ρ(U(V )) = ρ(A˜) = glJ(W ).
This completes the proof.
Theorem 6.1 and Chinese Remainder Theorem immediately imply:
Corollary 6.2. LetW =W1⊕· · ·⊕Wr, where Wi are inequivalent irreducible
V -modules. Then
U(V )/I = glJ(W1)⊕ · · · ⊕ glJ(Wr),(6.4)
where I = ∩ri=1annU(V )Wi.
Recall from [Z] (cf. [DLM2]) that V is said to be rational if any continuous N-
graded U(V )-module is completely reducible. We end this paper with the following:
Conjecture 6.3. Let V be a rational vertex operator algebra. Then
U(V ) = glJ(W1)⊕ · · · ⊕ glJ(Wr),(6.5)
where W1, . . . ,Wr form a complete set of representatives of equivalent classes of
irreducible V -modules.
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