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A new existence result is presented for the ( p, n& p) conjugate boundary value
problem (&1)n& p y(n)=h(t, y), 0<t<1 with y(i)(0)=0, 0i p&1, and y(i)(1)=0,
0in& p&1. Our nonlinearity h may be singular at y=0, t=0, andor t=1.
 1998 Academic Press
1. INTRODUCTION
Let 1 pn&1. In this paper we discuss the ( p, n& p) conjugate
singular boundary value problem
(&1)n& p y(n)=,(t) f (t, y), 0<t<1
{ y(i)(0)=0, 0i p&1 (1.1)y(i)(1)=0, 0in& p&1
where n2. Here our nonlinearity f may be singular at y=0. The case
n=2 has been discussed extensively in the literature (see [1, 2, 13, 14] and
their references). Results for (1.1) have recently been presented by Agarwal
et al. [5], and Eloe and Henderson in [7]. In particular in [7] it is shown
that if
(A) ,(t) f (t, y): (0, 1)_(0, )  (0, ) is continuous
(B) f (t, y) is decreasing in y, for each fixed t
(C) 10 ,(t) f (t, y) dt< for each fixed y
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(D) limy  0+ ,(t) f (t, y)= uniformly on compact subsets of (0, 1)
(E) limy   ,(t) f (t, y)=0 uniformly on compact subsets of (0, 1)
and
(F) for each fixed %>0, 10 ,(t) f (t, g% (t)) dt< where g% : [0, 1] 
[0, 1] is defined by
g% (t)=%_{[2t]
p,
[2(1&t)]n&p,
0t 12
1
2t1
are satisfied, then (1.1) has a solution.
In this paper we present a new approach for examining singular higher
order boundary value problems. New existence results will be established
for (1.1). In particular conditions (D) and (E) will be removed and assumption
(B) will be relaxed considerably.
For the remainder of the introduction we gather together some results
which will be used in Section 2. Suppose y # Cn&1[0, 1] & Cn(0, 1) satisfies
(&1)n& p y(n)(t)>0 for t # (0, 1) with y(i)(0)=0, 0i p&1 and y(i)(1)=0,
0in& p&1. Then [8] y(t) has one extreme point, say at t0 # (0, 1). If
we define
p(t)={
| y|0
t p0
t p,
| y| 0
(1&t0)n& p
(1&t)n& p,
0tt0
t0t1,
where | y|0=supt # [0, 1] | y(t)|= y(t0), then Eloe and Henderson [8] showed
y(t) p(t) for t # [0, 1]. A refinement of this inequality has been recently
offered by Agarwal and Wong [4].
Theorem 1.1. Suppose y # Cn&1[0, 1] & Cn(0, 1) satisfies (&1)n& p
y(n)(t)>0 for t # (0, 1) with y(0)= y(1)=a0, y(i)(0)=0 for 1i p&1,
and y(i)(1)=0 for 1in& p&1. Then y has one extreme point, at say
t0 # (0, 1), and
y(t)+(t) for t # [0, 1]; (1.2)
here
+(t)={t
p y(t0)=t p | y|0 ,
(1&t)n& p y(t0)=(1&t)n& p | y|0 ,
0tt0
t0t1.
Proof. Let u= y&a so (&1)n& p u(n)(t)>0 for t # (0, 1) with u(i)(0)=0,
0i p&1 and u(i)(1)=0, 0in& p&1. From the above discussion
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u(t) has one extreme point, at say t0 # (0, 1), and u(t) p(t) for t # [0, 1].
As a result, y has one extreme point. In addition, if 0tt0 , we have
y(t)&a
u(t0)
t p0
t p[ y(t0)&a] t p
and so
y(t)t p y(t0)+a[1&t p]t py(t0)=+(t).
The case when t0t1 is similar. K
Next we present an existence principle for the ( p, n& p) conjugate
boundary value problem
(&1)n& p y(n)=h(t, y) a.e. on [0, 1]
{ y(i)(0)=a i , 0i p&1 (1.3)y(i)(1)=b i , 0in& p&1.
Here h: [0, 1]_R  R is a L1-Carathe odory function. By this we mean
(i) the map z [ h(t, z) is continuous for almost all t in [0, 1],
(ii) the map t [ h(t, z) is measurable for all z in R,
(iii) for each r>0 there exists +r # L1[0, 1] such that |z|r implies
|h(t, z)|+r(t) for almost all t in [0, 1].
Solutions to (1.3) will be sought in Wn, 1[0, 1] (recall Wn, 1[0, 1] is the
Sobolev class of functions u with u(n&1) absolutely continuous and so
u(n) # L1[0, 1]).
Theorem 1.2. Let h: [0, 1]_R  R be a L1-Carathe odory function.
Suppose there is a constant M>|w|0 , independent of *, with
| y|0= sup
t # [0, 1]
| y(t)|{M
for any solution y # Wn, 1[0, 1] to
(&1)n& p y(n)=*h(t, y) a.e. on [0, 1]
{y(i)(0)=a i , 0i p&1 (1.4)*y(i)(1)=b i , 0in& p&1
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for each * # (0, 1); here w is the unique solution of
y(n)=0 on [0, 1]
{ y(i)(0)=a i , 0i p&1 (1.5)y(i)(1)=b i , 0in& p&1.
Then (1.3) has at least one solution in y # W n, 1[0, 1] with | y|0M.
Proof. Solving (1.4)* is equivalent to finding a y # C[0, 1] to
y(t)=w(t)+*(&1)n& p |
1
0
G(t, s) h(s, y(s)) ds for t # [0, 1] (1.6)
where G(t, s) is the Green’s function for
y(n)=0 on [0, 1]
{ y(i)(0)=0, 0i p&1 (1.7)y(i)(1)=0, 0in& p&1
and w(t) is the unique solution of (1.5). We can rewrite (1.6) as
y=(1&*) w+*(Sy+w)#(1&*) w+*Ny
where S: C[0, 1]  C[0, 1] is given by
Sy(t)=(&1)n& p |
1
0
G(t, s) h(s, y(s)) ds.
It is easy to see that N: C[0, 1]  C[0, 1] is continuous and completely
continuous. Let
U=[u # C[0, 1]: |u| 0<M].
The nonlinear alternative of LeraySchauder [9, Theorem 2.3] guarantees
that N has a fixed point in U , i.e., (1.3) has a solution y with | y|0M. K
Remark 1.1. Recall (cf. Gustafson [10]) the Green’s function for (1.7)
can be expressed explicitly as
G(t, s)= :
p&1
j=0 _ :
p&1& j
i=0 \
n& p+i&1
i + ti&
t j (&s)n& j&1
j! (n& j&1)!
(1&t)n& p
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if 0st, whereas
G(t, s)=& :
n& p&1
j=0 _ :
n& p&1& j
i=0 \
p+i&1
i + (1&t) i&
(t&1) j (1&s)n& j&1
j ! (n& j&1)!
t p
if ts1.
2. SINGULAR PROBLEMS
In this section we will discuss (1.1). We shall assume the following condi-
tions are satisfied:
, # C(0, 1) with ,>0 on (0, 1) and , # L1[0, 1] (2.1)
f : [0, 1]_(0, )  (0, ) is continuous (2.2)
f (t, y) g( y)+h( y) on [0, 1]_(0, ) with g>0 continuous
{and nonincreasing on (0, ), h0 continuous on [0, ) and (2.3)hg nondecreasing on (0, )
|
1
0
,(s) g(s p) ds< (2.4)
|
1
0
,(s) g((1&s)n& p) ds< (2.5)
there exists a constant K0>0 with g(a b)K0 g(a) g(b)
for all a0, b0
(2.6)
and
{for each constant R>0 there exists a function R continuous on [0, 1]and positive on (0, 1) such that f (t, y)R(t) on (0, 1)_(0, R].
(2.7)
Theorem 2.1. Suppose (2.1)(2.7) hold. In addition suppose
sup
c # (0, ) \
c
g(c)+h(c)+>a0 K0 (2.8)
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is satisfied; here
a0= sup
t # [0, 1] {|
t
0
|G(t, s)| ,(s) g(s p) ds+|
1
t
|G(t, s)| ,(s) g((1&s)n& p) ds=
(2.9)
where G(t, s) is the Green’s function (explicitly written in Remark 1.1)
for (1.7). Then (1.1) has a solution y # C n&1[0, 1] & C n(0, 1) with y>0
on (0, 1).
Proof. Choose M>0 with
M
a0 K0[ g(M)+h(M)]
>1. (2.10)
Next choose =>0 and =<M with
M
a0 K0[ g(M)+h(M)]+=
>1. (2.11)
Let m0 # [1, 2, ...] be chosen so that 1m0<= and let Z0=[m0 , m0+1, ...].
We first show
{
(&1)n& p y (n)=,(t) f C(t, y), 0<t<1
(2.12)m
y(0)=
1
m
y(1)=
1
m
y(i)(0)=0, 1i p&1
y(i)(1)=0, 1in& p&1
has a solution for each m # Z0 ; here
f C(t, u)={
f (t, u),
f \t, 1m+ ,
u
1
m
u<
1
m
.
To show (2.12)m has a solution for each m # Z0 we will apply Theorem 1.2.
Consider the family of problems
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{
(&1)n& p y(n)=*,(t) f C(t, y), 0<t<1
(2.13)m*
y(0)=
1
m
, m # Z0
y(1)=
1
m
y(i)(0)=0, 1i p&1
y(i)(1)=0, 1in& p&1
for 0<*<1. Let y # Wn, 1[0, 1] (in fact y # Cn&1[0, 1] & Cn(0, 1)) be any
solution of (2.13)m* . Then
y(t)=
1
m
+*(&1)n& p |
1
0
G(t, s) ,(s) f C(s, y(s)) ds for t # [0, 1].
(2.14)
Now we know [5] that (&1)n& p G(t, s)>0 on (0, 1)_(0, 1) so this together
with (2.14) implies
y(t)
1
m
for t # [0, 1]. (2.15)
Remark 2.1. Similarly any solution u # Cn&1[0, 1] & Cn(0, 1) of (2.13)m1
satisfies u(t)1m for t # [0, 1].
We next claim that
| y|0= sup
t # [0, 1]
y(t){M (here M is as in (2.10)) (2.16)
for any solution y to (2.13)m* . To see this let y be any solution of (2.13)
m
*
and let the absolute maximum of y(t) (see Section 1) be at say t0 # (0, 1).
We know from Theorem 1.1 that
y(t){t
py(t0),
(1&t)n& p y(t0),
0tt0
t0t1
. (2.17)
Also from (2.14) and (2.15),
y(t)=
1
m
+*(&1)n& p |
1
0
G(t, s) ,(s) f (s, y(s)) ds for t # [0, 1],
and so
y(t0)
1
m
+|
1
0
|G(t0 , s)| ,(s) g( y(s)) {1+h( y(s))g( y(s))= ds. (2.18)
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Now (2.18) together with (2.3) and (2.17) yields
y(t0)
1
m
+{1+h( y(t0))g( y(t0))= |
t0
0
|G(t0 , s)| ,(s) g(s py(t0)) ds
+{1+h( y(t0))g( y(t0))= |
1
t0
|G(t0 , s)| ,(s) g((1&s)n& p y(t0)) ds.
Now apply (2.6) and we obtain
y(t0)=+{1+h( y(t0))g( y(t0))= K0 g( y(t0)) |
t0
0
|G(t0 , s)| ,(s) g(s p) ds
+{1+h( y(t0))g( y(t0))= K0g( y(t0)) |
1
t0
|G(t0 , s)| ,(s) g((1&s)n& p) ds.
Thus
y(t0)=+ g( y(t0)) {1+h( y(t0))g( y(t0))= a0 K0 ,
where a0 is as in (2.9), and so
y(t0)
=+a0 K0[ g( y(t0))+h( y(t0))]
1. (2.19)
Now (2.11) and (2.19) imply y(t0){M and so (2.16) is true. Consequently
Theorem 1.2 guarantees that (2.12)m has a solution ym # Wn, 1[0, 1] (in fact
in Cn&1[0, 1] & Cn(0, 1)) with | ym | 0M. Also (see Remark 2.1),
1
m
 ym(t)M for t # [0, 1] (2.20)
and ym is a solution of
{
(&1)n& p y(n)=,(t) f (t, y), 0<t<1
(2.21)m
y(0)=
1
m
y(1)=
1
m
y(i)(0)=0, 1i p&1
y(i)(1)=0, 1in& p&1.
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Next we obtain a sharper lower bound on ym , namely we will show that
there exists a constant k0 , independent of m, with
ym(t)k0 t p (1&t)n& p for t # [0, 1]. (2.22)
To see this notice (2.7) and (2.20) guarantee the existence of a function
M(t) continuous on [0, 1] and positive on (0, 1) with f (t, ym(t))M(t)
for (t, ym(t)) # (0, 1)_(0, M]. Now using the Green’s function represtation
for the solution to (2.21)m we have
ym(t)=
1
m
+|
1
0
(&1)n& p G(t, s) ,(s) f (s, ym(s)) ds

1
m
+|
1
0
(&1)n& p G(t, s) ,(s) M(s) ds
and so
ym(t)
1
m
+t p(1&t)n& p 8M(t) (2.23)
where
8M(t)=t&p(1&t) p&n |
1
0
(&1)n& p G(t, s) ,(s) M(s) ds
for t # (0, 1).
Remark 2.2. Notice 8M(t)>0 for t # (0, 1).
Now notice that there exists a constant c such that
|t&p(1&t) p&n G(t, s)|ctn& p&1
for 0st1. So
} |
1
0
t&p(1&t) p&n G(t, s) ,(s) M(s) ds }c |
t
0
tn& p&1,(s) M(s) ds  0
as t  0+. Similarly
} |
1
t
t&p(1&t) p&n G(t, s) ,(s) M(s) ds } 0
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as t  1&. Thus 8M extends to a continuous function on [0, 1]. Consequently
there exists a k0>0 with 8M(t)k0>0 for t # [0, 1]. This together with
(2.23) implies
ym(t)
1
m
+k0 t p (1&t)n& p
so (2.22) is true.
We shall now obtain a solution to (1.1) by means of the ArzelaAscoli
Theorem, as a limit of solutions of (2.21)m. To this end we will show
[ ym]m # Z0 is a bounded, equicontinuous family on [0, 1]. (2.24)
Of course (2.20) implies [ ym]m # Z0 is uniformly bounded. To show equi-
continuity notice
y$m(t)=|
1
0
(&1)n& p Gt(t, s) ,(s) f (s, ym(s)) ds for t # [0, 1]
and consequently (2.3), (2.20) and (2.22) yield
| y$m(t)||
1
0
|Gt(t, s)| ,(s) g( ym(s)) {1+h( ym(s))g( ym(s))= ds
{1+h(M)g(M)= |
1
0
|Gt(t, s)| ,(s) g(k0 s p (1&s)n& p) ds
for t # [0, 1]. Thus
| y$m(t)|{1+h(M)g(M)= supt # [0, 1] |
1
0
|Gt(t, s)| ,(s) g(k0s p (1&s)n& p) ds#M1
(2.25)
for t # [0, 1]. Now (2.25) guarantees that [ ym]m # Z0 is a equicontinuous
family on [0, 1], so (2.24) is established.
The ArzelaAscoli Theorem guarantees the existence of a subsequence Z
of Z0 and a function y # C[0, 1] with ym converging uniformly on [0, 1]
to y as m   through Z. Also y(0)= y(1)=0 and k0 t p (1&t)n& p y(t)
M for t # [0, 1], so y>0 on (0, 1). Also ym , m # Z, satisfies
ym(t)=
1
m
+|
1
0
(&1)n& p G(t, s) ,(s) f (s, ym(s)) ds for t # [0, 1].
(2.26)
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Notice
|,(s) f (s, ym(s))|{1+h(M)g(M)= ,(s) g(k0 s p (1&s)n& p) # L1[0, 1].
Now let m   (through Z) in (2.26) to obtain (here we use the Lebesgue
Dominated Convergence Theorem),
y(t)=|
1
0
(&1)n& p G(t, s) ,(s) f (s, y(s)) ds for t # [0, 1]. (2.27)
From (2.27) we deduce immediately that y # Cn&1[0, 1] & Cn(0, 1). Also
we have (&1)n& p y(n)(t)=,(t) f (t, y(t)), 0<t<1 with y(i)(0)=0, 1i
p&1 and y(i)(1)=0, 1in& p&1. K
Example. Consider the boundary value problem
(&1)n& p y (n)=+( y&:+r0y;+r1 ), 0<t<1
{ y(i)(0)=0, 0i p&1 (2.28)y(i)(1)=0, 0in& p&1
with :>0, ;0, r00, r10 and +>0. Suppose
p:<1 and :(n& p)<1 (2.29)
and
+<
1
b0
sup
c # (0, ) \
c:+1
1+r0c:+;+r1c:+ (2.30)
hold; here
b0= sup
t # [0, 1] {|
t
0
|G(t, s)| s&:p ds+|
1
t
|G(t, s)| (1&s)&: (n& p) ds=
where G(t, s) is the Green’s function for (1.7). Then (2.28) has a solution
y # Cn&1[0, 1] & Cn(0, 1) with y>0 on (0, 1).
Remark 2.3. If ;<1 then (2.30) is automatically satisfied.
To see that (2.28) has a solution we apply Theorem 2.1 with f (t, y)=
y&:+r0 y;+r1 , ,=+, g( y)= y&: and h( y)=r0 y;+r1 . Clearly (2.1),
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(2.2), (2.3), (2.4) (since p:<1), (2.5) (since :(n& p)<1) and (2.6) (with
K0=1) are satisfied. In addition (2.7) holds with R=R&:. Finally notice
sup
c # (0, ) \
c
g(c)+h(c)+= supc # (0, ) \
c:+1
1+r0c:+;+r1 c:+
so (2.30) guarantees that (2.8) is true. Theorem 2.1 now guarantees that
(2.28) has a solution y # Cn&1[0, 1] & Cn(0, 1) with y>0 on (0, 1).
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