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Abstract
The convergence of full configuration interac-
tion quantum Monte Carlo (FCIQMC) is accel-
erated using a quasi-Newton propagation (QN)
which can also be applied to coupled cluster
Monte Carlo (CCMC). The computational scal-
ing of this optimised propagation is O(1), keep-
ing the additional computational cost to a bare
minimum. Its effects are investigated deter-
ministically and stochastically on a model sys-
tem, the uniform electron gas, with Hilbert
space size up to 1040 and shown to acceler-
ate convergence of the instantaneous projected
energy by over an order of magnitude in the
FCIQMC test case. Its capabilities are then
demonstrated with FCIQMC on an archetypi-
cal quantum chemistry problem, the chromium
dimer, in an all-electron basis set with Hilbert
space size of about 1022 yielding highly accurate
FCI energies.
1 Introduction
Accurate energies of electronic systems are not
only crucial as benchmarks and verification for
other, often computationally cheaper, meth-
ods (see e.g. Refs. 1–4) but are also needed
when knowledge of those energies to a very
high accuracy and precision is desired, for ex-
ample when determining the low-energy crys-
tal/molecular structures (e.g. 5–7) or vibra-
tional spectra (e.g. Refs. 8–10). Wavefunc-
tion based quantum chemistry methods, such
as (full) configuration interaction, (F)CI,11,12 or
coupled cluster theory, CC,1,13–15 can give ac-
curate, if not exact, energies. This accuracy is
systematically improvable unlike density func-
tional theory16,17 and they do not require ab
initio knowledge of the wavefunction as diffu-
sion Monte Carlo18 does. Coupled cluster at the
level of singles doubles and perturbative triples,
CCSD(T),19 has been shown to be able to give
chemical accuracy, 1 kcal/mol, in some systems
and is said to be the “gold standard”.1
In the last decade, Booth et al.20 and Thom21
introduced highly parallelisable22,23 stochastic
versions of FCI, FCIQMC, and CC, CCMC,
respectively, reducing memory costs and thus
enabling calculations at larger basis sets. Not
just molecules have been tackled with FCIQMC
and CCMC (e.g. see Refs. 21–31), but also the
uniform electron gas31–37 or realistic solids38,39
for example. Besides accurate ground state en-
ergies, FCIQMC has given excited state ener-
gies as well.40–44 Some of its great benefits were
demonstrated when FCIQMC reached systems
of extremely large Hilbert space sizes using
the initiator approximation,22,33,45 and other
improvements of the algorithms have further
increased the sampling efficiency of FCIQMC
and/or CCMC,23,27,46–49 with a recent diagram-
matic CCMC version increasing efficiencies by
moving CCMC closer to conventional coupled
cluster.50
An irksome problem faced by FCIQMC and
CCMC has not yet been largely discussed in
the literature: the computational effort to reach
equilibration can be very significant and thus
it can take a prohibitive amount of time be-
fore the energy can be even roughly estimated.
Here, we introduce a modification to the al-
gorithms: the quasi-Newton method which is
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commonly used in conventional deterministic
coupled cluster.51 This is closer to using the
quadratically convergent Newton–Raphson op-
timisation to reach equilibration instead of the
linearly convergent steepest descent method.
The Hessian required may be approximated by
using inexpensive Fock expectation value sums.
Since this method has been developed and im-
plemented391 for CCMC and FCIQMC, Blunt
et al.52 have also introduced an alternative Ja-
cobi pre-conditioned propagation.53 A compar-
ison is made to their method which is computa-
tionally more expensive than the approach pre-
sented here. Note that other propagator im-
provements, which are not discussed here, ex-
ist, including the use of Chebyshev expansion54
and techniques used in the machine learning
community which have also been applied to
Quantum Monte Carlo methods to accelerate
convergence.55–57 Deustua et al.58,59 have used
FCIQMC and CCMC to estimate determin-
istic amplitudes/coefficients and managed to
converge to highly accurate energies quickly
doing so, see for example the CAD-FCIQMC
method.59 This approach is orthogonal to the
convergence acceleration shown here, in fact
they can be most likely employed simultane-
ously to improve convergence.
First, we will describe the quasi-Newton prop-
agation, followed by analysing its convergence
behaviour in both deterministic and stochastic
propagations and comparing it to the original,
Jacobi, and full Newton propagations. Finally,
the quasi-Newton propagation is applied to the
chromium dimer in the full Ahlrichs’ SV basis60
demonstrating its capabilities for accurate cal-
culations of large quantum chemical systems.
2 Theory
The quasi-Newton propagation formalism is de-
rived by treating FCIQMC as an optimisa-
tion problem. The derivation is similar to a
derivation by Davidson.53 The conclusion also
holds for CCMC. Past literature20,21,23,31,39,45
contains detailed descriptions of the CCMC and
1See https://github.com/hande-qmc/hande for
code.
FCIQMC algorithms.
In FCIQMC, the lowest eigenvalue of the
Hamiltonian is found along with an approxi-
mation of its eigenvector which is the ground
state wavefunction. Working in Slater determi-
nant space, the ground state wavefunction can
be written as Ψ0 =
∑
i ci|Di〉 where i is a unique
label for (known) determinant |Di〉 and its cor-
responding (unknown) coefficient ci that is de-
termined using FCIQMC. The constraint is the
normalisation of the wavefunction, 〈Ψ|Ψ〉 = N
for some constant N . A Lagrangian L with La-
grange multiplier E can therefore be written as
L = 〈Ψ|Hˆ|Ψ〉 − E(〈Ψ|Ψ〉 −N). (1)
Differentiating gives the gradient
gi =
∂L
∂c∗i
∝ 〈Di|Hˆ − E|Ψ〉. (2)
Setting g=0 gives the converged (F)CI equa-
tions 〈Di|Hˆ − E|Ψ〉 = 0 for all i. In the origi-
nal FCIQMC formalism,20 gi = 〈Di|Hˆ − E|Ψ〉
is used to propagate from the initial guess to the
ground state wavefunction in imaginary time, τ ,
with an update equation equivalent to steepest
descent,
c(τ + δτ) = c(τ)− δτg(τ) (3)
using time step δτ . The optimised wavefunction
is Ψ0 with energy E.
Steepest gradient descent approaches the
solution linearly and is therefore inefficient.
The quadratically convergent Newton–Raphson
method propagates the coefficients towards
g=0 by
c(τ + δτ) = c(τ)− δτH˜−1g(τ) (4)
where the time step δτ was retained for extra
flexibility. The elements of the Hessian H˜ are
given by
H˜ij =
∂gi
∂cj
∝ 〈Di|Hˆ − E|Dj〉. (5)
Since inverting H˜ is highly expensive, approx-
imations to H˜
−1
are necessary. It may be as-
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sumed that the off-diagonal elements in H˜ are
not very significant compared to the diagonal
elements and so can be set to zero, leaving
an easily invertible diagonal matrix, provided
no diagonal elements are zero. Davidson61 has
noted the connection of pre-conditioning to the
Newton–Raphson algorithm; while derived dif-
ferently, this is equivalent to the Jacobi pre-
conditioned propagation used by Blunt et al.52
Here, the example of coupled cluster theory
is followed51 where Fock expectation values for
orbitals i, 〈i|Fˆ |i〉, are used in an approximation
to the diagonal Hamiltonian elements and off-
diagonal elements are ignored. The diagonal
elements of H˜, ∝ 〈Dj|Hˆ − EHF − Eproj.|Dj〉, are
approximated by the sum of Fock expectation
values of occupied orbitals in Dj minus the sum
of Fock expectation values of occupied orbitals
in the reference,
〈Dj|Hˆ − E|Dj〉 ≈∑
m in j
〈m|Fˆ |m〉 −
∑
m′ in 0
〈m′|Fˆ |m′〉. (6)
Note that the computational cost of Blunt’s Ja-
cobi pre-conditioned propagation52 is at least
O(Nel.)2 whereas the computational cost due to
the quasi-Newton propagation is O(1).
3 Deterministic Propaga-
tion
To test this approximation, the different prop-
agation techniques were first deterministically
tested on a small model system where the true
eigenvalues and eigenvectors were known, and
stochastic noise, reaching the level of a suffi-
cient number of particles and other challenges
in stochastic propagations, could be ignored so
2To approximate H˜, we need to evaluate
〈Dj|Hˆ − E|Dj〉 as part of the death step for any
type of propagation, so there is no extra cost in the
death step. For the spawn step, 〈Di|Hˆ − E|Di〉 is
needed. Since Di and Dj differ by at most a double
excitation, 〈Dj|Hˆ − E|Dj〉 can be used as a starting
point and the difference can be calculated. This is an
O(Nel.) operation (Personal communication with Dr.
Nick Blunt).
the focus was solely on how many iterations
were needed to converge.
The model system studied was the three-
dimensional uniform electron gas (UEG) with
two electrons of opposite spin in 1850 spinor-
bitals which has a Hilbert space size of 925.
There, the Fock value for spinorbital m is given
by62
〈m|Fˆ |m〉 =
1
2
|k|2 −
∑
n in 0
m6=n
same spin
〈
nm
∣∣∣∣ 1r12
∣∣∣∣mn〉(+12VMad.
)
(7)
where the last term in round brackets includ-
ing the Madelung constant per electron VMad. is
added to spinorbitals m occupied in the refer-
ence only. VMad. ≈ −2.837297 × ( 34pir3sNel. )
1/3 as
determined by Schoof et al.63,64 with Wigner-
Seitz radius rs. Using the HANDE QMC
code,39 an FCI calculation was performed and
Hamiltonian matrix elements were calculated.
The initial guess for the wavefunction was a vec-
tor with 1 at the D0 position and 0 otherwise.
This corresponds to a standard FCIQMC cal-
culation with initially one Monte Carlo particle
at the reference determinant. The shift S was
set to the projected energy at every iteration.
The time step was set to the reciprocal of the
highest eigenvalue of A−1H˜ where in the orig-
inal propagation A is the identity and in the
other propagations it is the Hessian H˜ or an
approximation thereof. This was inspired by
the fact that the highest allowed time step in
FCIQMC is twice the reciprocal of the highest
eigenvalue of H˜20,65 although this might not ap-
ply to all propagations exactly. The full New-
ton propagation used a Hessian with elements
〈Di|Hˆ − 0.99S|Dj〉 with a factor of 0.99 since
its inverse would otherwise tend to be singular
as S → Ecorr.. In the first iteration, where the
shift and projected energy are zero, the first di-
agonal element is set to a small number such
as 10−2, 10−3 or 10−7 (see figure 1), in the case
of the full Newton and Jacobi propagations. If
auto. mode is chosen when using the quasi-
Newton propagation, the first diagonal element
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Figure 1: Deterministic propagation of the 3D
UEG with two electrons of opposite spins in 1850
spinorbitals with original, full Newton, Jacobi pre-
conditioned and quasi-Newton propagation for rs =
0.5a0 (a) and rs = 20a0 (b). Jacobi δ auto. sets
the first diagonal element of the approximated Hes-
sian to its second element whereas δ = 0 leaves
the diagonal untouched. The shift is set to the pro-
jected energy at each iteration and the time step
(except for the quasi-Newton run with δτ = 0.66)
for each propagation is the reciprocal of the high-
est eigenvalue of the propagation matrix A−1H˜.
In case of full Newton and Jacobi propagations,
S = Smin. if |S| < |Smin.|. The full Newton curve
with Smin. = −10−2 and the Jacobi one with δ = 0
cannot be distinguished at this scale.
of the approximated Hessian would be zero, so
it is set to the second diagonal element. When
using the Jacobi propagation, E in the propa-
gation is set to the shift S and a threshold δ
is applied or the first element set to the sec-
ond (auto. δ). Figure 1 shows the propaga-
tion for rs = 0.5a0 and rs = 20a0. For quasi-
Newton, two time steps are shown; one found as
described above (≈0.477), and the other being
0.66 which is higher.
Clearly, in terms of convergence with respect
to iterations, the original propagation is out-
performed by the others which perform simi-
larly to each other. As demonstrated by the
full Newton propagation the initial guess for
S = Smin. can obviously affect convergence.
The higher time step used for quasi-Newton
performs slightly better than the automatically
found time step but it is still similar in be-
haviour. The more correlated the UEG sys-
tem gets, the higher rs, the smaller the range in
Fock eigenvalues so the more similar the origi-
nal propagation is to the quasi-Newton propa-
gation.
4 Stochastic Propagation
Next, the quasi-Newton propagation is com-
pared with the original propagation in
FCIQMC. The quasi-Newton propagation
can be straightforwardly implemented into
FCIQMC as the only changes are in the spawn
and death steps. In the case of the spawn step,
the probability that a spawn is accepted is
divided by ∆i where
∆i =
{
∆′i if ∆
′
i ≥ δ
∆v otherwise
(8)
with
∆′i =
∑
m in j
〈m|Fˆ |m〉 −
∑
m′ in 0
〈m′|Fˆ |m′〉. (9)
δ is a threshold and ∆v an alternative value
chosen which could be set to 1 (see later part
on the chromium dimer) or, as in this stochastic
UEG study here, to δ. Similarly to the deter-
ministic investigation, δ can be chosen to be
4
the difference between the sum of Fock energies
of the reference and first excited determinant to
maximise the time step possible. In the original
death step, the death probability of a particle on
determinant |Di〉 is written as20
pdeath(|Di〉) ∝ δτ〈Di|Hˆ − S|Di〉. (10)
If a quasi-Newton modification were also per-
formed to the death step, the resulting death
probability would be pdeath(|Di〉)
fi
. We consider
the hypothetical case where the estimate of the
wavefunction is a multiple of the true wavefunc-
tion, but S is not equal to the true energy the
wavefunction would stay at the true solution
as all determinants are affected equally by the
error in S in the death step. However, in the
case of quasi-Newton, due to the determinant
dependence of ∆i, the estimate of the wavefunc-
tion would move away from the true solution.
A modified death step (inspired by the coupled
cluster Monte Carlo modification of Franklin et
al.66) is
pdeath(|Di〉) ∝
δτ
(
〈Di|Hˆ − Eproj.|Di〉
∆i
+ ρ(Eproj. − S)
)
,
(11)
with the projected energy Eproj. and ρ as a con-
stant population control factor to add an ex-
tra degree of freedom. We have assumed that
EHF has already been subtracted of the Hamil-
tonian matrix diagonal. At the true solution,
Eproj. takes the correct value so the net effect
of the first term in equation 11 when applied
to the whole population is zero, and the latter
term merely scales the whole population, so the
wavefunction remains at the true solution.
Using the spin non-polarised three dimen-
sional (3D) UEG again, this time with 1850
spinorbitals, 14 electrons, and rs = 0.5a0,
the stochastic propagations using FCIQMC
with quasi-Newton and the original propaga-
tion were compared. The instantaneous pro-
jected energies were binned with respect to the
cumulative number of particles, Ntot., to reach
those instantaneous projected energies and the
mean in each bin for each calculation run cal-
culated. The same calculation was then run
at least 20 times with different random num-
ber generator seeds. The means of these inde-
pendent bin means are shown in figure 2 with
their standard deviations and standard errors
across the different runs as error bars. Empty
bins did not contribute to the mean or its er-
rors. The bin positions are the same for all
calculations. Note that not all calculations ran
for the same number of iterations, some ended
early. The cumulative number of particles Ntot.
is a measure of the cost of the calculation
that is more implementation– and platform–
independent than the compute time for exam-
ple, as an iteration in the FCIQMC algorithm
scales approximately linearly in the number of
particles at that time step3. A pre-calculated
O(1) version of a uniform Power–Pitzer ex-
citation generator adapted to the UEG was
used.48,67 Floating-point amplitudes46,68 were
employed with a spawn cutoff of 0.01. Fig-
ure 2 shows that the instantaneous projected
energy converges significantly faster when us-
ing the quasi-Newton propagation. The time
steps for the quasi-Newton propagation are 10–
40 times greater than time steps of the original
propagations shown. δ ≈ 11.8Eh, the Fock
value difference between the ground and first
excited determinant of the same symmetry. As
expected, using a lower initial population de-
creases the initial cost of converging to a cer-
tain energy but increases the noise. Population
control has not been applied here, we have just
focussed on convergence, not evaluating the fi-
nal energy.
To test how the system size affects the perfor-
mance of quasi-Newton compared to the orig-
inal propagation, i.e. whether quasi-Newton
can be (even) more beneficial in larger systems,
the convergence for the same 3D uniform elec-
tron gas but with 11150 spinorbitals was inves-
tigated and compared to the 1850 spinorbitals
case shown in figure 2. This is a system with
Hilbert space size of about 1040. The memory
capacity of the spawn array was fixed and cal-
culations were allowed to increase their popu-
lation until this array was full and the calcu-
3Each particle does one spawn attempt here.
5
102 103 104 105 106 107 108 109
cumulative Ntot.
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0.0
In
st
.
E
p
ro
j.
/
E
h
Energy Estimate − Ref. 36
QN, δτ = 0.01, Ntot.(τ = 0) = 100
QN, δτ = 0.02, Ntot.(τ = 0) = 10
Orig., δτ = 0.0005, Ntot.(τ = 0) = 100
Orig., δτ = 0.0001, Ntot.(τ = 0) = 100
Orig., δτ = 0.0005, Ntot.(τ = 0) = 10
Orig., δτ = 0.001, Ntot.(τ = 0) = 10
Figure 2: Convergence of the instantaneous pro-
jected energy as a function of cumulative number
of Monte Carlo particles Ntot. as cost measure for
the 3D UEG with 1850 spinorbitals, 14 electrons,
and rs = 0.5a0 in FCIQMC. The instantaneous
projected energy was binned with respect to the
cumulative particle number and the bin means cal-
culated. Each calculations was done at least 20
times in independent runs and the means of those
bin means are shown with their standard deviations
and standard errors as outer and inner error bars
respectively, placed at the number of cumulative
particles that is at the middle of the bin. Not every
data point was determined by the same number of
independent bins. Calculations here were stopped
pre-maturely and could have continued, so the end
of a curve does not imply that the memory was full.
The estimate for the true energy using (initiator)
FCIQMC was taken from Ref. 36. Twice its error
is shown in the line spread but it is too small to
be visible. Ntot.(τ = 0) is the initial population.
ρ = 1.0, δ ≈ 11.8Eh, ∆v = δ and the shift was
not varied.
lation was then stopped (and the last iteration
printed disregarded). For clarity, only the stan-
dard errors are shown this time as errorbars.
One of the fastest converging curves each for
each propagation run at M = 1850 is shown as
well for direct comparison. In terms of conver-
gence, the quasi-Newton propagation does not
appear to be strongly affected by the increase
in system size. However, the original propaga-
tion converges slower, not being able to contain
the spawns in the given — fixed — spawn ar-
ray. The original propagation therefore either
requires more memory or has to lower the time
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Figure 3: Convergence of the instantaneous pro-
jected energy as a function of cumulative number
of Monte Carlo particles Ntot. as cost measure for
the 3D UEG with M = 11150 spinorbitals, 14 elec-
trons, and rs = 0.5a0 in FCIQMC. The instanta-
neous projected energy was binned with respect to
the cumulative particle number and the bin means
calculated. Each calculations was done at least 20
times in independent runs and the means of those
bin means are shown with their standard errors as
error bars respectively (unlike figure 2, standard
deviations are not shown), placed at the number of
cumulative particles that is at the middle of the bin.
Not every data point was determined by the same
number of independent bins. Unlike in figure 2,
calculations here were only stopped pre-maturely if
the array containing the spawned particles was full
and the last printed iteration ignored, except for
the quasi-Newton propagation shown for compari-
son run at 1850 spinorbitals. The calculations for
the original propagation at 1850 spinorbitals were
rerun. Two estimates for the true energy using (ini-
tiator) FCIQMC, taken from Ref. 36, are shown;
the energy at 4218 spinorbitals and the complete
basis set extrapolated limit. However, they cannot
be distinguished within the thickness of the hori-
zontal line. Twice their error is shown respectively
in the line spread but it is too small to be visi-
ble. Ntot.(τ = 0), the initial population, was 10.
ρ = 1.0, δ ≈ 11.8Eh, ∆v = δ and the shift was
not varied.
step which in turn, as shown by figure 2, de-
creases the rate of convergence. Considering
that the orbital Fock value increases for added
sets of spinorbitals, the stabilising behaviour of
quasi-Newton was to be expected by consider-
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ing that the spawn probability effectively is di-
vided by the difference in the sum of Fock ener-
gies to the reference sum. Provided there is an
adequate range in Fock energies, quasi-Newton
therefore enables faster convergence rates — es-
pecially in larger systems.
5 Application to Cr2
Finally, the quasi-Newton propagation was
tested on an archetypical quantum chemistry
problem, the chromium dimer, at a bond length
of 1.5Å. The basis set considered is Ahlrichs’
SV60 where first a CAS of 24 electrons cor-
related in 30 spatial orbitals was applied and
then the full system was studied with initiator
FCIQMC. The Hartree–Fock orbitals and their
integrals were evaluated with the Psi4 code.69,70
The weighted heat-bath excitation generator27
(adapted48) has been used. Again, floating-
point amplitudes46,68 were employed with a
spawn cutoff of 0.01. Booth et al.22 have
previously applied FCIQMC to the chromium
dimer with a CAS and DMRG results exist for
both smaller CAS71–73 and full73 system, also
in Ahlrich’s SV basis604. For the smaller CAS
4Refs. 72 and 22 state that they have used Ahlrich’s
SV(P) or SVP basis set. In summary, given that their
results agree very well with ours, we conclude that we
most likely used the same, SV basis set, details given
here. The basis we used (Ahlrich’s SV basis set) can
be found at EMSL Basis Set Exchange Library, https:
//bse.pnl.gov/bse/portal [accessed 22.05.2019], un-
der “Ahlrichs VDZ” and selecting “Cr” as the element. It
has {63311/53/41} functions.60 SV(P)/SVP then con-
tains a polarizing p function (coefficients 0.1206750 and
1.0000000) as well and that basis set can be found un-
der “Ahlrichs pVDZ”. The Hartree–Fock, CCSD and
CCSD(T) energies in a CAS of 24 electrons in 30 or-
bitals (freezing the lowest occupied orbitals) were com-
pared using the Psi4 code. The Hartree–Fock was -
2085.57297 Eh in the SV basis and -2085.60285 Eh in the
SV(P)/SVP basis. Our full active space SV CCSD(T)
energy, -2086.39864 Eh, agrees with Olivares-Amaya et
al.73 In this section, the correlation energies of other
studies were calculated by subtracting the Hartree–Fock
energy in a SV basis (no polarising p) off the total en-
ergy quoted in the various studies. The difference in cor-
relation energies between the SV and the SV(P)/SVP
basis sets with respect to the SV Hartree–Fock energy in
this (24e, 30o) CAS was -0.03 and -0.05 for CCSD and
CCSD(T) respectively. This difference is an order of
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Figure 4: Initiator curve of Cr2 in a (24 electrons,
30 orbitals) active space in SV basis60 at a bond
length of 1.5Å. Three DMRG results71–73 are shown
with horizontal lines. An initiator curve point from
Booth et al.22 is included. ∆v = 1, ρ = 1 here.
system, figure 4 shows various initiator conver-
gence curves, displaying energy as a function
of population size, for quasi-Newton and orig-
inal propagation. The quasi-Newton propaga-
tion was tested at δτ = 0.002, 0.008 and 0.02,
whereas the original was only stable or did not
converge very slowly at δτ = 0.002 out of these
time steps (given the set initial population etc.).
The range of the result by Booth et al.22 is
shown. Reblocking analysis was used to esti-
mate errors on quoted energy values.74 All ini-
tiator curves tend to this result and the thresh-
old δ did not seem to have a noticeable effect.
Convergence of the full all-electron system
with a Hilbert space size of 1022 was then
studied with initiator FCIQMC for a particu-
lar target population comparing quasi-Newton
to original propagation (figure 5). In figure 5,
the convergence of original (at δτ = 0.0007)
and quasi-Newton propagation defined as the
point of overlap with the expected value is com-
parable. However, the quasi-Newton propaga-
tion is slightly faster convergent, even accord-
ing to that definition, and the cost to get within
±0.005Eh, even if not stable, is significantly less
costly than with the original propagation.
magnitude larger than energy differences to those stud-
ies in this chromium investigation here. We therefore
concluded that the basis set used was SV in Refs. 72
and 22 as well.
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Figure 5: Convergence of instantaneous projected
energy in the all-electron chromium dimer in the SV
basis60 at a bond length of 1.5Å of quasi-Newton
(QN) and original propagation at a target popula-
tion of 5×105 (population where shift starts vary-
ing) and initial population of 100 using initiator ap-
proximation. The QN results were run with ρ = 0
up to iteration 5000 (δτ = 0.0015) and then set to
ρ = 1, always using ∆v = 1 and δ = 10−5. The
instantaneous projected energy was binned with re-
spect to the cumulative particle number and the bin
means calculated. Each calculations was done at
least 100 times in independent runs and the means
of those bin means are shown with their standard
errors as error bars, placed at the number of cu-
mulative particles that is at the middle of the bin.
Only calculations where the inst. Eproj. < 0.1 and
> −3.8Eh always were included. The horizontal
lines (least negative Eproj. Orig. at δτ = 0.0007,
then QN and most negative Eproj. is Orig. at
δτ = 0.0005) indicate the mean Eproj. and its error
found by taking the mean energy of all calculations
of that type with at least 5×105 iterations. The
left most vertical shows when ρ was changed in the
QN calculation and the others show when the shift
was allowed to vary in the respective calculation.
The vertical lines do not show error bars.
An initiator quasi-Newton study with popula-
tions up to just above 109 was done and a func-
tion of the form a + bx−c was fitted to the
data set. The determined convergence value
is -0.8717(3) Eh which agrees with DMRG,73
-0.871813 Eh. The maximum number of parti-
cles is of order 109, a factor of 1013 reduction
from the complete Hilbert space. As with the
smaller CAS study, this shows that FCIQMC
with quasi-Newton propagation gives reliable
energies.
6 Conclusion
We have shown that the quasi-Newton propaga-
tion introduced here (applicable to both CCMC
and FCIQMC) can accelerate the convergence
of the (instantaneous) projected energy com-
pared to the original propagation, especially
in large systems with a wider range in orbital
energies. It scales more favourably (O(1) in-
stead of O(Nel.)) than the Jacobi propagation
while having a comparable benefit. In conjunc-
tion with an excitation generator that does not
scale with system size, such as the heat bath
Power Pitzer ref. excitation generator48 in the
case of CCMC, not adding extra scaling to the
algorithm is important in large electronic sys-
tems. Using the quasi-Newton propagation, we
quoted the first (initiator) FCIQMC result on
the chromium dimer in the full SV basis set.60
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