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Abstract
We employ techniques from topological data analysis to model sensor net-
works. Our approach to sensor integration uses the topological method of
sheaves over cell complexes. The internal consistency of data from individual
sensors is determined by a set of consistency functions assigned to elements
of the complex. Using these functions we determine, for any collection of
data, the unique set of maximal sections of consistent data received from the
sensors. We offer a proof for the existence and uniqueness of these sections
and illustrate the ideas with examples.
The association of data with a sensor network lends itself naturally to
the question of consistency. Data is received from various sensors, some of
which should agree but may not. How does one decide which sensors are
providing accurate information? Which sensors are providing data which are
consistent with each other? How many possible consistent pictures can one
obtain from a network?
Sheaf theory provides a mathematical framework for the representation
and analysis of interrelationships between sensors in a network [2][4]. An
extensive discussion of sheaves and their applications may be found in [1].
By modeling the network as a cell complex covered by a sheaf of data we
describe what is meant by consistency and algorithmically compute the max-
imal sections over the network.
First we outline the bare essentials of a cell complex X which models
the network. Let D = {xα} be the set of variables returned from a sensor
network. Let V = {vi} be the finite set of sensors, each returning values
for some subset D(vi) ⊂ D. For example a weather station could be a
sensor v which returns temperature x1, atmospheric pressure x2, humidity
x3, and windspeed x4; in this case D(v) = {xi}4i=1. We let V be the 0-cells
or vertex set for X . The subsets formed by two vertices {v1, v2} such that
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D(v1)∩D(v2) 6= ∅ are the 1-cells or edges in X . Similarly, any subset of k+1
vertices σ = {v0, v1, ..., vk} such that ∩D(vi) 6= ∅ is a k-cell in X . For any
cell σ in X , define D(σ) = ∩v∈σD(v), that is the set of variables shared by
the vertices which formed the cell.1
The collection of cells, X , is an abstract simplicial cell complex. For if
σ is a k-cell in X generated by a set of vertices Vi ⊂ V then ∩v∈ViD(v) 6= ∅
and the same must be true for any Vj ⊂ Vi. So X is closed under taking
subsets. For each σ ∈ X define star(σ) = {τ ∈ X : σ ⊂ τ}. We give X the
Alexandrov topology generated by {star(v)}v∈V . For each σ ∈ X , star(σ) is
the smallest open set in X containing σ.
We now define a sheaf of sets S over X . For each open set U ⊂ X let
D(U) = ∪σ∈UD(σ). Let S (U) be the set of all possible assignments of values
to the variables in D(U). Define a section s = {s(x)}x∈D(U) ∈ S (U) to be
a single assignment of data values to each variable in D(U). Then S (U) is
the set of sections over U . A global section is a single assignment of values
to each variable in D. Note if U ′ is an open subset of U then D(U ′) ⊂ D(U).
Hence we may define a restriction map S (U ′ ⊂ U) : S (U) → S (U ′) such
that if s ∈ S (U) then S (U ′ ⊂ U)(s)(x) = s(x) for each x ∈ D(U ′), and
we write s|U ′ to reference s restricted to the variables in D(U ′). The locality
and gluing properties of S can be easily checked as two sections are equal
on an open set U if and only if they assign the same value to each variable
in D(U).2
Suppose we have a set of signals coming from the sensors in a network.
In our model this corresponds to an assignment of values to the variables
associated with that sensor. For each v ∈ V define an assignment φ(v) to be
the set of signals returned from sensor v for variables in D(v). We wish to
study the consistency of φ over the network. For each σ ∈ X with vertex set
V ′ ⊂ V we compare the values
{S (star(σ) ⊂ star(v))(φ(v))}v∈σ.
To illustrate, suppose we have two weather stations, represented as v1 and
v2, each returning meteorological measurements. Suppose v1 returns tem-
perature and atmospheric pressure while v2 returns temperature and wind
1This is just one way to form the k-cells. Hyperedges in the cell complex could depend
on some other relationship between the variables returned by the sensors.
2Here we use projection maps for simplicity of demonstration only. Any restriction
map which satisfies the locality and gluing properties of a sheaf may be used.
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speed. We represent this assignment as φ(v1) = (t1, p1) and φ(v2) = (t2, w2).
Because the sensors both return temperature readings we represent the rela-
tionship between v1 and v2 with a hyperedge σ. To determine if the weather
stations are returning consistent data we might compare
t1 = S (star(σ) ⊂ star(v1))(φ(v1)) ?= S (star(σ) ⊂ star(v2))(φ(v2)) = t2.
But what do we mean by consistency? Two temperatures may be consid-
ered consistent if they are equal, or if they are within some  of each other.
The data need not even be numeric. One weather station may simply return
a categorical rating indicating if the temperature is warm or cold. Without
loss of generality we assume that the data being returned is preprocessed into
common units and categories. Beyond this we will assume nothing about the
definition of consistency. As in [3] we suppose that someone has decided what
will be considered consistent when comparing the assignment to variables of
vertices belonging to the same cell. This someone will provide a rule Cσ for
each cell σ ∈ X which returns a boolean value, 0 for inconsistent and 1 for
consistent.
Definition. A consistency structure (X ,S , C) is a cell complex X , a sheaf
S over X , and a set of consistency functions C = {Cσ}σ∈X , which return
boolean values on the k-cells in X for k ≥ 1. That is for each cell σ defined
by a set of vertices Vi we have:
Cσ :
⊕
v∈Vi
S (star(σ) ⊂ star(v))(S (star(v))) −→ {0, 1}.
Let φ define an assignment of data to the vertices in V . We evaluate the
consistency of φ on each cell σ by computing
Cσ(φ) = Cσ(S (star(σ) ⊂ star(v0))(φ(v0)), ...,S (star(σ) ⊂ star(vk))(φ(vk))).
We say that φ is a consistent assignment on σ if and only if Cσ(φ) = 1.
The standard consistency structure (X ,S , Cs) is defined on an assignment
φ so that Csσ(φ) = 1 if and only if there exist a unique section sφσ ∈ S (star(σ))
such that S (star(σ) ⊂ star(v))(φ(v)) = sφσ for all vertices v ∈ σ. This is the
case where by consistent we really mean exactly the same. In the weather
station example, Csσ = 1 only when t1 = t2 but there could be a different
consistency structure for which Cσ = 1 if the temperatures are deemed to be
close.
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For any Vi ⊂ V , let Yi be the subcomplex of X induced by the vertex
set Vi. In particular, Yi consists of all of the cells in X which are defined by
subsets of Vi. Yi is an abstract simplicial complex which inherits a subspace
topology from X and a consistency structure (Yi,S (Y), C|Yi), where C|Yi is
the set of boolean functions belonging to C defined on the cells of Yi. Let φ be
an assignment on V . We say φ is consistent on Yi if φ is a consistent assign-
ment on each cell in Yi. We would like to identify the largest subcomplexes
in X on which φ is consistent.
Theorem. Let (X ,S , C) be a consistency structure for a finite abstract sim-
plicial complex X with vertex set V. Let φ be an assignment on X . Then
there exists a unique collection of subsets {Vα} of V which induce subcom-
plexes {Yα} of X with the following properties.
1. The assignment φ is consistent on each Yα, and any subcomplex of X
on which φ is consistent is a subcomplex of one of the Yα.
2. The open sets {star(Yα)} form a cover of X .
3. If (X ,S , Cs) is a standard consistency structure, then for each Yα
there is a unique local section sφα ∈ S (star(Yα)) such that S (star(v) ⊂
star(Yα))(s
φ
α) = φ(v), for each vertex v in Vα.
The proof is constructive. There are a finite number of cells in X . We
use C to identify cells on which φ fails to give a consistent assignment. We
construct subcomplexes of X which do not contain these cells but are careful
not to break up any subsets of the vertices on which φ does give a consistent
assignment. Since X has a finite number of cells, this process must terminate.
The basic operation is described in the following lemma.
Lemma. Let (Y ,S , C) be a consistency structure for a finite abstract sim-
plicial complex Y with vertex set V. Let φ be an assignment on Y. Suppose
σ is a cell in Y generated by vertices Vi ⊂ V such that Cσ(φ) = 0. Then there
exist subsets {Vα} of V with induced subcomplexes {Yα} of Y such that:
1. σ does not belong to any Yα.
2. Every subcomplex on which φ gives a consistent assignment is a sub-
complex of at least one Yα.
3. The set {star(Yα)} is a cover of Y.
Proof: Suppose σ has vertex set Vi = {v0, v1, ..., vk}. Since Cσ(φ) = 0 no
consistent subcomplex of Y may contain σ as a cell. For each vertex vi in σ
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let Vi = V \{vi} and {Yi} be the corresponding set of induced subcomplexes
of Y . Clearly σ does not belong to any of the Yi, and if Y ′ is a subcomplex
of Y on which φ is consistent then the vertices in Y ′ must be a subset of one
of the Vi. Since Y = ∪v∈Vstar(v) and every vertex in V is contained in at
least one of the Yi we have Y = ∪star(Yi). This proves the lemma.
Proof of Theorem: We prove the theorem by induction, repeatedly applying
the lemma to X and its subcomplexes to form a list of subcomplexes which
have the properties returned by the lemma and noting that the process must
stop because X contains a finite number of cells.
Suppose Cσ(φ) = 0 for some cell σ in X and σ is a k-cell. We construct
a list of k subsets {Vα} of V and a list of the corresponding k subcomplexes
{Yα} which satisfy the lemma. Within each Yα we check for consistency by
computing Cτ (φ) for each cell τ in Yα. If we find one case where Cτ (φ) = 0
then we apply the lemma and replace Vα in the list of vertex sets with its
subsets returned by the lemma and Yα in the list of subcomplexes with its
subcomplexes returned by the lemma.
By design, the relative complements of any pair of the original {Vα} con-
sist of a single vertex. Their pairwise intersections contain the balance of
the vertices, hence their induced subcomplexes {Yα} will share cells. Since
we are only interested in maximal consistent assignments we drop any sub-
complex from the list whose vertices form a proper subset of the vertices of
another subcomplex in the list.
We repeat this process on the new list and continue until no subcomplex
contains a cell τ for which Cτ (φ) = 0. Let {Vβ} be the list of subsets of
V and {Yβ} be the list of subcomplexes of X obtained in this way. By
construction φ induces a consistent assignment on each Yβ. By the lemma,
any subcomplex on which φ induces a consistent assignment belongs to one
of the Yβ and the set {star(Yβ)} is a cover of X . If (X ,S , C) is a standard
consistency structure then we apply the gluing property of S to uniquely
define sφβ ∈ S (star(Yβ)) so that S (star(v) ⊂ star(Yβ))(sφβ) = φ(v), for each
v in Vβ.
To show uniqueness we suppose {Vγ} is a collection of subsets of V such
that the set of corresponding induced subcomplexes {Yγ} satisfy the proper-
ties of the theorem. Since φ is consistent on each Yβ there is a Yγ such that
Yβ is a subcomplex of Yγ. Since φ is consistent on Yγ there is a Yˆβ such that
Yγ is a subcomplex of Yˆβ. Consider the corresponding sets of vertices. We
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have
Vβ ⊂ Vγ ⊂ Vˆβ.
But the list of {Vβ} contains no proper subsets by construction. Hence
Vβ = Vγ = Vˆβ and Yγ = Yβ. This proves the theorem.
The theorem provides a systematic way to split the cell complex into a
unique set of maximal subcomplexes of X on which a single assignment of
data is consistent.
Figure 1: For examples 1 and 2, this figure depicts a sensor network with
four sensors returning numeric data values for variables x, y, and z. Cells
exist where sensors return values for the same variables.
Example 1. Let X be the abstract simplicial complex pictured in Figure 1.
The complex X has four 1-cells and one 2-cell. Let S be the sheaf of data
assignments over X and (X ,S , Cs) be the standard consistency structure on
X ,S .
Let φ be an assignment on the vertices given by: φ(v0) = (x = 1, y = 0),
φ(v1) = (x = 1, y = 1), φ(v2) = (y = 1, z = 2), and φ(v3) = (z = 2), as
labeled in the smaller copy of the complex in Figure 1. We find Csv0v1(φ) = 0,
Csv1v2(φ) = 1, C
s
v0v2
(φ) = 0, Csv2v3(φ) = 1, and C
s
v0v1v2
(φ) = 0. The maximal
vertex sets which induce subcomplexes on which φ is consistent are: V1 =
{v0, v3} and V2 = {v1, v2, v3}.
Example 2. Let X , S , φ be defined as in Example 1. Define a consistency
function C on each cell in X by Cσ = 1 if and only if the data values returned
by the vertices generating σ agree on at least one variable. In this case
Cv0v1(φ) = 1, Cv1v2(φ) = 1, Cv0v2(φ) = 0, Cv2v3(φ) = 1, and Cv0v1v2(φ) = 0.
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The maximal vertex sets which induce subcomplexes on which φ is consistent
in this example are: V1 = {v0, v1, v3} and V2 = {v1, v2, v3}.
Figure 2: For examples 3 and 4, this figure depicts another sensor network
with four sensors returning numeric data values for variables w, x, y, and z.
Example 3. Let X be the abstract simplicial complex pictured in Figure 2.
The complex X has four 1-cells and one 2-cell. Let S be the sheaf of data
assignments over X and (X ,S , Cs) be the standard consistency structure
on X ,S . Let φ be the assignment given in the smaller copy of the complex
in the figure. Clearly the only k-cell (k ≥ 1) on which φ is consistent is
{v2, v3}. Hence the maximal vertex sets which induce subcomplexes on which
φ is consistent in this example are: V1 = {v0, v3}, V2 = {v1, v3} and V3 =
{v2, v3}.
Example 4. Let X , S , φ be defined as in Example 3. Define a consistency
function C on each cell in X by Cσ = 1 if and only if the data values returned
by the vertices generating σ agree on at least one variable. In this case the
only cell on which φ is not consistent is σ = {v0, v1, v2}. This means that
even though φ is consistent on each of the 1-cells in X , the 1-cells belonging
to the boundary of σ cannot belong to the same subcomplex. The resulting
maximal vertex sets which induce subcomplexes on which φ is consistent in
this example are: V1 = {v0, v1, v3}, V2 = {v0, v2, v3} and V3 = {v1, v2, v3}.
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Figure 3: The maximal consistent subcomplexes of the complex X under the
assignment φ in Example 4
.
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