On the Long-Run Behavior of Equation-Based Rate Control by Vojnovic, Milan & Le Boudec, Jean-Yves
Technical Report IC/2002/006, http://dscwww.epfl.ch/EN/publications/tr02 006.pdf 1
On the Long-Run Behavior of Equation-Based Rate Control
Milan Vojnovic´ and Jean-Yves Le Boudec  
Abstract
We consider unicast equation based rate control, where a source
estimates the loss event ratio  , and, primarily at loss events, ad-
justs its sending rate to   . Function  is assumed to represent
the loss-throughput relation that TCP would experience. When no
loss occurs, the rate may also be increased according to some addi-
tional mechanism. We assume that the loss event interval estima-
tor is non-biased. If the loss process is deterministic, the control
is TCP-friendly in the long run, i.e, the average throughput does
not exceed that of TCP. If, in contrast, losses are random, it is not
a priori clear whether this holds, due to the non-linearity of  , and
a phenomenon similar to Feller’s paradox. Our goal is to iden-
tify the key factors that drive whether, and how far, the control
is TCP friendly (in the long run). As TCP and our source may
experience different loss event intervals, we distinguish between
TCP-friendly and conservative (throughput does not exceed   ).
We give a representation of the long term throughput, and derive
that conservativeness is primarily influenced by various convexity
properties of  , the variability of loss events, and the correlation
structure of the loss process. In many cases, these factors lead to
conservativeness, but we show reasonable lab experiments where
the control is clearly non-conservative. However, our analysis also
suggests that our source should experience a higher loss event ratio
than TCP, which would make non-TCP friendliness less likely. Our
findings provide guidelines that help understand when an equation
base control is indeed TCP-friendly in the long run, and in some
cases, excessively so. The effect of round trip time and its variation
is not included in this study.
1 Introduction
We consider an adaptive source which employs unicast equation
based rate control: the source estimates the loss event ratio  , and,
primarily at loss events, adjusts its sending rate to   . Func-
tion  is assumed to represent the loss-throughput relation that
TCP would experience. When no loss occurs, the rate may also
be increased according to some additional mechanism, as we see
below. An example of such equation based rate control is TFRC
[10], which we use most of the time in this paper as recurring ex-
ample. Because  is assumed to represent TCP’s loss throughput
equation, it is expected that such a rate control is TCP friendly,
i.e., our adaptive source shares the network fairly with competing
TCP sources [11]. More precisely, this is required to happen in
two time scales: in the short term, response to congestion should
be commensurate to that of TCP; in the long run, average through-

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put should not exceed that of TCP. In this paper, we focus on the
latter (we call it “long-run TCP-friendly”); we refer to [11, 7, 8]
for some definitions around the concept of TCP-friendliness. Our
goal is to identify the key factors that drive whether, and how far,
equation based rate control is long-run TCP friendly.
We first point out that TCP and our source may experience dif-
ferent loss event ratios, and thus distinguish between TCP-friendly
and conservative. We say that the equation based rate control is
conservative, or undershoots, when 	
 	 , where 	
 is the
long run average ( = throughput) of our adaptive source and 	
its average loss event ratio. Note that we require a careful defini-
tion of loss rate, to avoid bias. Following [10] we assume that our
source employs an unbiased estimator of the loss event interval,
which is the amount of data sent in the interval between two loss
events (see assumption (E) in Section 2). If there would be conver-
gence, then at the limit we would have 	
  	   . In practice,
though, the control is required to be responsive, and thus the non-
linearity of function  leaves little hope that 	
  	   . In fact,
we do show in Section 3.4 that there are cases where the control
undershoots, and others where it overshoots. Undershooting may
appear to be a non-problem, however, we show in this paper that
there are structural elements that lead to systematic, and sometimes
excessive undershoot. In contrast, we find that overshooting may
occur, but that there are fundamental reasons that limit its impact.
Further, our analysis also shows that it is not only the non-linearity
of  which plays a role, but also another phenomenon related to
Feller’s paradox1.
Our findings are applied to the following choices of functions
 (see also Section 2.4): the square root formula [12] (we call it
SQRT); the loss-throughput formula (we call it PFTK-standard),
and a slight variant of it (we call it PFTK-simplified). Other for-
mulae exist which differ by a constant [3, 18]; our analysis applies
directly to those as well. Yet other formulae are for short lived TCP
flows [5]; we did not include them in our analysis, since we focus
on long run behavior. Note however that most of our findings are
independent of the specific function  being used.
We further distinguish between basic control, which consists in
updating the sending rate at every loss event, and comprehensive
control, which adds a rate increase mechanism during intervals
where no loss occurs. The comprehensive control reflects what is
implemented in TFRC. We perform a detailed, exact analysis of the
basic control. We find an approximate representation of compre-
hensive control and use it together with simulations. We find, nu-
merically and by simulation, that the comprehensive control adds
only a modest increase in long run throughput to the basic control
(remember that we focus here on long-run analysis; clearly, the
1Feller’s paradox [6] is that the average interval seen by a random observer is
larger than the average interval sampled by an observer at interval boundaries.
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comprehensive control may have a larger impact in the short term).
For the basic control, we find fairly exhaustive results. First,
conservativeness is strongly influenced by the convex or concave
nature of two transformations of function  , and the joint statistics
of the loss event interval  . If (C1) the statistics is such that 
and the loss event interval estimator  are lightly or negatively
correlated (there are indications [20] that loss event intervals may
be lightly correlated), then the control is conservative. Further, the
higher the variability of the loss event estimator, the more con-
servative the control is; similarly, the higher the loss event ratio,
the more conservative the control. Both of these effects are more
pronounced with PFTK than with SQRT; with PFTK, this causes
the control to be excessively conservative in regions of heavy loss.
SQRT does not have this problem (but is also a less accurate rep-
resentation of TCP’s behavior). This conservative nature of TFRC
control has been empirically observed in [9, 19, 2]. Second, if the
correlation condition (C1) does not hold, then results may be radi-
cally different, and strongly depend on the nature of function  . We
identified one useful case where we can conclude. If (C2c) the cor-
relation of the duration between loss events and the sending rate is
nonnegative, then for PFTK and heavy loss, the control systemati-
cally overshoots. For PFTK with low to medium loss, or for SQRT
in all cases, this does not occur. This is due to a convexity prop-
erty of some transformation of  , which holds differently in these
cases. An example of protocol to which these assumptions may
apply is an audio source with constant packet rate, which adapts its
data rate by varying the packet size [4]. These findings are exact
for the basic control; for the comprehensive control, we pose them
as claims and verify them by numerical and ns lab experiments.
To complete the analysis, we address two additional points.
First, we compare, analytically and by simulation, the loss event
ratio experienced by our adaptive source ( 	  ) and by TCP ( 	 ).
We find that 	ﬀ 	  should be expected in most cases; this
drives our source to have less long-run throughput than TCP, be-
yond and above the effects mentioned above. Second, it remains
to be seen whether the TCP equation used in a system is an accu-
rate representation of TCP; we do not have an in-depth evaluation
of this point; instead, we point to [3] for a discussion of this is-
sue. However, we do find indications that there may be significant
differences. This shows that designers of TCP-friendly protocols
should clearly separate, in their evaluation, the three elements of
conservativeness, TCP-loss ratio versus this protocol’s loss ratio,
and TCP’s obedience to its formula. Failing to do so blurs the
setting of parameters and may lead to undesired corrections. In
contrast, knowing the expected deviations given in this paper leads
to a safer understanding and tuning. Our results are based on ana-
lytical findings (backed up by simulations) and should thus apply
to a wide class of situations, including dynamical environments.
Limitations. We have identified some fundamental factors of
equation based rate control, by a mathematical analysis and by lab
experiments. Once the factors are identified, it remains to be seen
what their values are in the real Internet. While existing measure-
ments already provide some indication [20], this remains for fur-
ther work. Also, throughout the paper, we assume that the round
trip time (RTT) experienced by our source is constant, and known.
It is outside the scope of this paper to address the impact on the
control of the variation of RTT (the same method can be used).
Last, we focus on the relationship between loss ratio and through-
put, taking both as observed quantities; stability and convergence
are not addressed in this paper.
The paper is organized as follows. Section 2 describes our as-
sumptions and notation. Section 3 gives our analytical findings.
They are derived for the basic control, then verified numerically
and by simulation of the control. We summarize our main findings
in the form of two claims, given in Section 3.3. In Section 4 we
validate our findings with ns simulations. In Section 5 we address
the two additional points of TCP-loss ratio versus this protocol’s
loss ratio, and TCP’s obedience to its formula. All proofs are given
in appendix.
2 Additional Assumptions and Notation
2.1 Notation
We consider an adaptive source with sending rate ﬁﬃﬂ  . We as-
sume that ﬁﬃﬂ  can be described by an ergodic process, and thus
equate the long run average with expected value: 	
 ! ﬁﬃﬂ #" . In-
dex $ refers to the $ th loss event. We use the following additional
notation. %& , $('ﬀ) is the time at which the $ th loss event is de-
tected at the source. *   % ,+.-0/ %  is the elapsed time between
two loss events. ﬁ   ﬁﬃ%   is the rate set at a loss event. 1 2
is the number of packets sent between successive loss events, i.e.
in 3% 4 % ,+5- " . Following TFRC, we call   the loss event interval.
The long-run loss event ratio as observed by the source is equal
to
	


)
! 


"
(1)
Let  the loss event interval estimator, computed at %& . We as-
sume
(E)   is an unbiased estimator2 of )768	
We assume that   is defined as a moving-average of loss event
intervals:
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2.2 Basic Control
The basic control is defined as follows. For %&FEGﬂ  %&,+5- ,
ﬁﬃﬂ



)



 (3)
Function  is the loss-throughput formula assumed to be positive-
valued and non-increasing.
2Note that, by Jensen’s inequality H?IKJLM#NO8PRQS , and thus TVUXW
Y[Z
is a biased esti-
mator of QS .
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2.3 Comprehensive Control
Here we add an additional mechanism to the basic control in (3),
and call the resulting system the comprehensive control. The
mechanism reflects a response to positive feedback as found in
TFRC [10].
Call \3ﬂ  the number of packets sent since the most recent loss
event observed before ﬂ . Then we define the comprehensive control
as follows, for %  Eﬂ  % ,+5- ,
ﬁGﬃﬂ
 
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is true, else `m b!Ro .
In other words, at time ﬂ , the loss event interval estimator ﬃﬂ  is
updated with \3ﬂ  , the number of packets sent since the most recent
loss event at %  , if that increases the value of the estimator. If this
is not the case, than

\3ﬂ
 is kept to

 . Note that once the condition
dne
is true ( \3ﬂ  sufficiently large), the control (4) responds to the
positive feedback by increasing the send rate.
Notice that the send rate dynamics is such that, if ,+.-  7 ,
then ﬁﬃﬂ   p)65  for all %qEﬂ  %r+5- . Else, for ,+5- i 
the send rate is ﬁ3ﬂ   p)6




, for %  Esﬂ ut  , and then the
rate increases according to (4) for t  EﬂvEG% ,+.- . Here, from the
definition of
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2.4 Functions x Used in This Paper
We use the following loss throughput formulae. We consider first
the perhaps simplest one, “the square-root”, which we call SQRT
[12]:



)
y
-az|{

(5)
where y - is some constant, and z the average round-trip time.
We refer to another well-known function  (Eq. (30) in [13]) as
PFTK-standard:
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for some constant ya ; here ~ is the TCP retransmit timeout. A
variant of the above formula is referred to in TFRC specification
[10]). We call it PFTK-simplified.
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Note that (7) is equal to (6) for  -


, and otherwise it is less.
Here y -  Dr6  and y   6rD   6rD , where  is the number of
packets acknowledged by a single ack; typically   ) [10].
Also note that most of our findings apply to other functions  as
well.
3 What Makes the Control Conservative
or Not
We first give the core mathematical expression that is used to com-
pute, in theory and in numerical experiments, the throughput of our
control.
3.1 Representation of Throughput
Proposition 1 The throughput of the basic control (3) is
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(8)
For the comprehensive control, we do not have a closed form ex-
pression. However, for both PFTK-simplified and SQRT we have
the following approximation, which is an upper bound. For PFTK-
standard, we use direct Monte Carlo simulations of Equation (4).
Proposition 2 For PFTK-simplified and SQRT, the throughput of
the comprehensive control (4) is approximated by the following up-
per bound
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 (For SQRT, let ya  y  Ro ).
Note that, in view of (2), the throughput of both basic and com-
prehensive control is expressed in terms of the expected values of
some functions of the loss interval intervals 7 4 ?>&- 4¥¥¥4 7X> 9 .
Thus knowing the joint probability law of 
4
?>&-
4¥¥¥4
?>
9
would, at least in theory, enable one to compute the throughput,
and explain how the correlation structure of the loss process plays
a role.
3.2 Conditions for the Basic Control to be Conser-
vative
We temporarily focus on the basic control. We give exact sufficient
conditions for conservativeness, or non-conservativeness. The re-
sults have interest of their own, and they also suggest the key fac-
tors that drive conservativeness.
3.2.1 A Sufficient Condition for the Basic Control to be Con-
servative
Theorem 1 Assume that
(F1) the loss-throughput formula  is such that -r
-
Ł[¦
 is convex
with 

(C1) §8¨,©  
4

"
o
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Then the basic control (3) is conservative.
Interpretation. The convexity condition (F1) is satisfied by the
SQRT loss throughput formula, and by PFTK-simplified; it is not
satisfied by PFTK-standard, but almost (we come back to this in
a few lines). This is straightforward to demonstrate, and can also
be seen on Figure 1. The figure also shows that convexity is much
more pronounced for PFTK formulae, and thus, we should expect
more conservativeness with PFTK than with the square root for-
mula (this is confirmed numerically in Section 1).
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Figure 1: Some functionals of interest for our functions ª : SQRT,
PFTK-standard, and PFTK-simplified (resp. labeled as PFTK and
PFTK’); «­¬u®l¯m¯ ms, °±¬³²m« . Values of ´ close to ¯ correspond
to heavy losses. The top figure tends to indicate that the convexity
condition (F1) in Theorem 1 would be satisfied in all three cases, but
this is strictly true only for SQRT and PFTK-simplified; it also illus-
trates that convexity is much more pronounced for PFTK-simplified
than for SQRT. The bottom one illustrates that the concavity con-
dition (F2) of Theorem 2 is true for SQRT; for PFTK-standard nor
PFTK-simplified it holds only for small loss ratios; for heavy loss ( ´
small), the curves are convex and thus the opposite condition (F2c)
holds.
Condition (C1) is true in particular when the covariance is o ,
which happens when successive loss event intervals are (stochas-
tically) independent. There are indications in [20] that this my be
true, and the theorem says that this would lead to a conservative
behavior. We show in appendix the following more explicit state-
ment, which gives a bound on long run throughput:
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This shows that, in most cases, if the covariance is positive but
small, there cannot be any significant non-conservativeness of the
basic protocol.
The theorem says more. Remember that

 is an incremental
estimator of the loss event interval )68	 , built on the information
available up to loss event $
/
) , while  is the true next loss event
interval. Both have the same expectation, as we assumed that  
is unbiased. However, this does not mean that   is a good pre-
dictor of   . This depends on the joint statistics, in particular the
auto-covariance, of the loss process. The covariance of   and  
reflects how good a predictor   is. Condition (C1) means that  
is a bad predictor, and, maybe surprisingly, the theorem suggests
that this leads to a conservative behavior. Conversely, consider
now a hypothetical case where the loss process goes into phases,
with slow transitions. Then the loss event interval becomes highly
predictable; the theorem does not say that this alone will make the
control non-conservative. However, this may really happen, as we
find in 3.4. We give another, maybe more realistic example in Sec-
tion 3.2.2.
Note that   is the moving-average estimator in (2), and thus
§8¨,©
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in other words, it depends only on the spectral properties of the
loss event interval.
The following corollary was shown in the discussion above.
Corollary 1 If the convexity condition (F1) holds and the loss
event intervals are independent then the basic control (3) is con-
servative.
When Convexity is Almost True. The convexity condition
(F1) is not true for PFTK-standard (because of the ¹ term),
but almost, as we see now. For a function º 
 , we quantify
its deviation from convexity by the ratio to its convex closure
»
¼]½\¾
¦
 
º


6mº\¿[¿r

"
. The convex closure º\¿[¿r 
 is the largest
convex function that lower bounds º& 
 ; it is obtained by applying
convex conjugation twice [16]. Fig. 2 shows º& 
  )76rp)6 
 for
PFTK-standard and its convex closure; here, we have »  ) ¥ oro D,À .
Proposition 3 Assume that the loss-throughput formula  is such
that -r
-
Ł[¦
 deviates from convexity by a ratio » , and that (C1)
holds. Then the basic control (3) cannot overshoot by more than a
factor equal to » .
Thus, considering that a fraction of a percent is more than reason-
able accuracy, we can conclude that for practical purposes, we can
do as if PFTK-standard would satisfy the convexity condition F1.
3.2.2 When the sufficient conditions do not hold
We give a different set of conditions, which provide additional in-
sights. The first of these sets was found, in a restricted form, in our
previous work [17]. The second set applies to cases where Theo-
rem 1 does not apply.
Theorem 2 Assume that
(F2) the loss-throughput formula  is such that p)6 
 is concave
with 

(C2) §8¨,©  ﬁÁ
4
*&
"
o
Then the basic control (3) is conservative.
Conversely, if
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Figure 2: The top figure shows Â^ÃÄ´^Å5Æ ¬B®aÇmªÃ®wÇ´^Å when ªÃ3Å is PFTK-
standard and its convex closure (dotted line). On the interval shown
in the top figure, Â ] is equal to the tangent common to both ends
of the graph. Outside the interval it is equal to Â . Â^Ã3Å is not strictly
speaking convex, but almost. The bottom figure shows the ratio
ÂÈÇaÂ
]
, which is bounded by Éj¬B®mÊ ¯m¯mËÌ .
(F2c) the loss-throughput formula  is such that p)76 
 is strictly
convex with 

(C2c) §8¨,©  ﬁÁ
4
*&
"
'
o
(V) the loss event estimator   has non-zero variance
Then the basic control (3) is non-conservative.
Interpretation. The concavity condition (F2) is true for the square
root formula. In contrast, PFTK-standard and PFTK-simplified are
such that concavity (F2) is true for rare losses, but convexity (F2c)
is true for frequent losses (see Figure 1, lower graph). The co-
variance condition (C2) is between ﬁ  , the rate set at the end of
the $ th loss interval, which is of duration *  . If the loss process
is memoryless and independent of the activity of our source, then
the duration *  of the loss interval is negatively correlated with
the sending rate ﬁX>&- at the beginning of the interval (since *& is
counted in real time, not per packet), and as the rate evolves slowly,
with ﬁÁ ; in such cases, condition (C2) is true, and the basic con-
trol is conservative as long as losses are rare to moderate (or if
the SQRT formula is used). This part of Theorem 2 complements
Theorem 1.
Consider now the second part of Theorem 2. Assume that 17*&
2
,
the sequence of loss event intervals counted in real time, is inde-
pendent of the sending rate. This may happen for example for
an audio source that modulates its rate by varying the packet size
rather than the packet sending rate, and if the packet dropping prob-
ability in RED routers is independent of packet size. Then (C2c)
holds, with equality. Now assume also that PFTK-standard is used,
and the network setting happens to be such that the loss event in-
terval  is mostly in the region where PFTK-standard is convex
(i.e. heavy losses). The Theorem says that the basic control is
non-conservative, except in the degenerate case where there is no
randomness in the system, i.e. and the loss estimator has converged
to a constant value. We show simulations that illustrate this case in
Section 4.
Another example is for a more traditional source such as TFRC,
but when the loss process goes through phases (for example, the
network paths used by the flow oscillate between congestion and
no congestion), and the sending rate roughly follow the phases (i.e.,
is responsive at the time scale of the loss process). Then when
the network is in the congestion phase, ﬁ  is most often low, and
because of congestion, *  is high. In such a case, condition (C2c)
may be true and the basic control may not be conservative. In
Section 3.4 we show such cases.
Comments. From a methodology viewpoint, the first part of
Theorem 2 illustrates well the importance of the “Feller paradox”-
type of arguments used in this paper. The send rate ﬁGﬃﬂ  is updated
only at the loss events times 1% 2 . Consider an observer who picks
up a point in time at random; she is more likely to fall in a large loss
event interval *  . Given that *  is negatively correlated with ﬁ  ,
it is thus more likely that on average she observes a smaller rate
than another observer that would sample the rates at 1% 2 . From
this we conclude µ ﬁGﬃﬂ " K ﬁÁ " (The concavity assumption
(F2), by Jensen’s inequality, shows in turn that µ ﬁÁ "F 	 ,
thus finally µ ﬁGﬃﬂ "v 	 and the control is conservative).
The main result in our previous work [17] is similar to the first
part of Theorem 2, but with the correlation condition (C2) replaced
by the condition that the expected duration *  , conditional to the
rate ﬁ  , decreases with ﬁ  :
(C3)  Í*8µÎ ﬁÁ  
 is non-increasing with 

It is a direct consequence of Harris’ inequality3 (see for example
[1], p. 225) that (C3) implies the negative correlation condition
(C2); thus our previous result is a special case of the first part of
Theorem 2.
Of course, we should expect that the combination of (C2c) and
(V) implies that (C1) does not hold. This indeed hold and is shown
in appendix.
It is legitimate to wonder whether Theorem 1 does not derive
from Theorem 2 or vice versa. It does not seem to be the case
(we discuss this in appendix). Note however that if the concavity
condition (F2) holds, then the convexity condition (F1) necessarily
also holds (but the converse is not true).
3.3 What This Tells Us
The analytical results in the previous section are for the basic con-
trol. We expect the comprehensive control to give a slightly higher
throughput, since it differs by an additional increase during long
loss event intervals. This motivates us to pose as assumptions the
following analysis, which we will confirm later in the paper by nu-
merical experiments and ns simulations.
Claim 1 Assume that the loss event interval   and the loss event
interval estimator   are lightly or negatively correlated. Consider
3Harris’ inequality says that if ÏÑÐÒrÓ and Ô,Ð¹ÒrÓ are non-decreasing functions, and
Õ is one random variable, then the covariance of ÏÑÐ Õ Ó and ÔÐ Õ Ó is non-negative.
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the region where the loss event interval estimator   takes its val-
ues. The more convex -r
-
Ł[¦
 is in this region, the more conserva-
tive the control is. The more variable  is, the more conservative
the control is.
Application. For protocols like TFRC, we expect the condition
to hold in many practical cases [20]. For the three functions we
consider in this paper, -,
-
Ł[¦
 is more convex for small 
 , that is,
for large loss event ratios 	 . Thus, the control should be more con-
servative with heavy loss than low loss. This effect is more pro-
nounced for PFTK-standard (6) and PFTK-simplified (7), which
are convex and very steep for large 	 , than for SQRT. This explains
the observed drop in throughput for the control, with PFTK and
heavy losses.
The variability of   depends on the variability of 1m 2 , and can
be controlled by the length of the moving-average estimator 7 (2).
With some proper setting of the weights 1
=
;
2
9
;
<
-
, the larger the
length of the estimator C , the smaller the variability of the estima-
tor  (for instance, for finite-variance 1m
2
, and uniform weights
=
;

)6
C
,
A

)
4
D
4¥¥¥a4
C
, variance of   scales as Öp)6 Cv ). We
should find that for larger C the control becomes less conservative.
The second claim concerns a case where the conditions in Claim
1 do not hold.
Claim 2 × Assume that duration in real time of the loss event
interval *& and the sending rate ﬁÁ are negatively or non
correlated. If ])76 
 is concave in the region where the loss
event interval estimator   takes its values, the control tends
to be conservative.
× Conversely, if *& and ﬁÁ are positively or non correlated,
and if ])76 
 is convex in the region where the loss event
interval estimator   takes its values, the control is non-
conservative.
In both cases, the more variable

7 is, the more pronounced the
effect is.
Application. We expect that we have close to zero correlation for
adaptive audio applications such as [4] when packet losses in RED
routers are independent of packet size. Thus, depending on which
convexity condition holds, we will find one or the other outcome.
For SQRT, the control should always be conservative. The same
holds for PFTK and light to moderate loss. The opposite holds for
either PFTK formulae with heavy losses ( 	Øi o
¥
) ).
3.4 Numerical Examples
We now support some of the observations we made from our ana-
lytical study by numerical examples. Such a numerical study en-
ables us to easily isolate individual factors that we expect to con-
tribute to either conservative or non-conservative behavior. We
show later in Section 4 results of ns-simulations.
All results in this section are based on numerical investigations
of the basic control and the comprehensive control, with function
 equal to SQRT or PFTK-simplified. For PFTK-standard, we rely
on ns simulations shown in Section 4; in view of the claims, the
results do not differ significantly.
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Figure 3: Basic control – normalized throughput Ù&Ú ÛØÃÝÜ#ÅÍÞÇmªÃ[ßà Å ver-
sus ßà with áXâÑÚ ã Z Þ0¬¯rÊ ämää ; SQRT (Top) and PFTK-simplified with
°å¬æ²7« (Bottom). The estimator weights are as with TFRC of
length ç .
3.5 Validation of Claim 1
We consider stationary i.i.d. 1m7
2
with marginal density function


N



uènéaêX¾

/
è



/

ë7V
, for 
 ' 
\ë , and è 4 
\ë ' o ; 

N is
known as generalized exponential distribution.
We explain why we choose the density function 

N
. 

N
has some nice properties: !   "  
 ë _ è , §©    "  ìí
ì
+
¦î
,
ïðlñò
 

"

D , and óµôÈõö  7 "  À . Here
§&©
 

"

 ÷Kø
õ
 

"
K 

"
is the coefficient of variation;
ïðwñaò
 úù
" and ó!ôÑõö  úù " are skewness
and kurtosis parameters, respectively.4 We note that 

N gives us
a freedom to vary either K   " or §&©    " , while the other of these
two parameters is kept fixed. At the same time, skewness and kur-
tosis parameters remain unchanged. Thus 

N enables us to sep-
arate the effects due to convexity of )6,])76 
 and variability of
 . With some other distributions, for instance, the geometrical
distribution ûvﬃ ýü   	 ])
/
	
]þ
>&-
,
ü
'ý) , we would have
§&©
 


"

{
)
/
	

. In this case, the variability of


 would de-
crease as we increase 	 . For some other discrete-valued distribu-
tions we may be able to fix §&©    " , but not at the same time the
kurtosis parameter that reflects the peakedness of the distribution,
and thus the variability of

 .
We compute the throughput ! ﬁﬃﬂ #" numerically for the basic
and comprehensive control from Equation (8) and (9), respectively.
4Skewness and kurtosis parameters quantify skewness and sharpness of a prob-
ability distribution.
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Figure 4: Comprehensive control – normalized throughput
Ù&Ú ÛßÃÝÜpÅÍÞÇªÃlß
à
Å versus ßà with á^ârÚ ã Z Þ^¬ ¯rÊ ämää ; SQRT (Top) and PFTK-
simplified with °G¬ ²7« (Bottom). The estimator weights are as with
TFRC of length ç .
The results are obtained by Monte Carlo simulation out of 5 inde-
pendent simulation runs each with 10000 samples; with 0.95 con-
fidence intervals.
Our first objective is to evaluate the impact of convexity of
)76rp)6


. To that end, we fix §©   "  o
¥

. In Fig. 3 we
show the normalized throughput 	
 hK ﬁ3ﬂ " 6,	K versus 	 for
the basic control with SQRT and PFTK-simplified functions  .
The values 	
 ) correspond to the conservative behavior (resp.
	

 i
) to non-conservative behavior). Ideally, we would have
	



) . For SQRT function, we observe, for each fixed value of
length C of the estimator   , 	
 is around the same value irrespec-
tive of 	 . This constancy of 	
 with respect to 	 is to be expected.
For exponentially distributed   and uniform weights
=
;

)6
C
,
A

)
4
D
4¥¥¥a4
C
, a simple calculation reveals
	




C
/
)

{
C

C
/
-


which does not depend on 	 ; here  is gamma-function. We also
come to the same conclusion by computing 	
 for TFRC weights,
which is lengthy, and thus not shown here here in detail.
On the other hand, for PFTK-simplified function, we observe
that 	
 decreases towards 0 as we increase 	 . This explains the
well-known throughput drop for heavy losses.
In Fig. 4 we show the corresponding results for the comprehen-
sive control. The results are qualitatively the same as the respective
results of the basic control shown in Fig. 3. For SQRT function, the
normalized throughputs are less, but fairly close, to the ideal value
) . For PFTK-simplified function, the results are somewhat less
conservative than for the basic control.
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Figure 5: Basic control – normalized throughput Ù&Ú ÛØÃÝÜ#ÅÍÞÇmªÃ[ßà Å ver-
sus the coefficient of variation of ã Z around ßà ¬ ¯rÊ ¯,® (Top) and
ß
à
¬B¯rÊ ® (Bottom); PFTK-simplified function with °R¬B²m« . The esti-
mator weights set as TFRC weights.
Next we investigate the impact of the variability of  . To that
end, we consider the normalized throughput 	
 as we vary the co-
efficient of variation of 7 , while we keep the equilibrium point
fixed at 	 o
¥
o
) and o
¥
) ; see Fig. 5. We show numerical results
only for the basic control with PFTK-simplified formula. We ob-
serve that the larger the variability of  , the more conservative the
control is. This is indeed more pronounced for larger 	 due to the
larger convexity and steepness of 
 6,])76 
 for small 
 (large 	 )
with PFTK-simplified function.
Also observe how the throughput depends on C , the window size
used for the estimator   , in Fig. 3, Fig. 4 and Fig. 5. A large C
reduces the variability of   and thus increases the throughput, as
predicted in Claim 1.
Lastly, we briefly mention the results obtained for   geometri-
cally distributed with parameter 	 (not shown in the paper). In this
case, the same qualitative statements also hold, but with a slight
trend to non-conservative direction for large 	 due to the reason
explained earlier.
3.6 Validation of Claim 2
We do additional experiments, which, incidentally, also provides
some examples of non-conservative behavior. Consider 1 2 that
we define as follows. We suppose there exists a hidden Markov
chain (HMC) that governs the loss events. We consider this HMC
1K
2
to be discrete time clocked at loss events. Suppose 1	!
2
takes values on a finite state space 
 ; call  ﬀ a" the matrix of
transition probabilities of 1K
2
, and  its stationary probability.
Now suppose û03  Î K 
4

þ
4

þ
4
ü
E $


û0ﬃ

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Figure 6: ÙÚ Û ÃÝÜpÅÍÞÇmªÃ[ßà Å versus à and à ;   ¬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Basic control with PFTK-simplified formula ( «­¬u®w¯m¯ ms, °s¬³²7«
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. In other words, given the state of HMC
 
ﬂ at the $ -th loss event,   is independent of anything else.
In fact, 1 2 is semi-Markov process with ûvﬃ ,+5-   4   

Î  
!    
º


 
.
From (8), for the basic control, ! ﬁﬃﬂ #" 

@
"#%$
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@
 "#)(
?
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
ë 
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
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
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where $     µ 70Î !   " and º  - 4¥¥¥a4  9  
µ 
)76rp)6
@
9
;
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=
;
 X>
;

Î  ?>&-
,
-m4¥¥¥4  ?>
9
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9
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Likewise, one obtains the throughput expression for the compre-
hensive control.
We next consider a simple, but instructive case: 2-state HMC
1K 2
and C  ) . Without loss of generality, we call one state
good, and other bad; we denote the state space as 
  1º 4  2 .
Moreover, we suppose two fixed $.- '$0/ such that º+1?ﬃ$01   ) ,
and º+/ﬃ$0/   ) . In other words, $.- [resp. $0/ ] is the loss event
interval when the HMC is in the good [resp. bad] state.
Then, we obtain:
! 
ﬁﬃﬂ
#"


/2-
$
-
_ 
-3/
$
/

/2-
4
r
-
Ł
4

_ß
-3/
5
r
-
Ł
5

_ß
-3/

/2-765ﬃ$.-
4
$0/

where, for the basic control,
65ﬃ$
-?4
$
/

 8
)
p)67$0/

/
)
])76$.-
	9
3$
-f/
$
/

and, for the comprehensive control,
63$
-Ñ4
$
/


D
y
-
zﬃ$


-
/
$


/

/
D
y

~
3$
>


-
/
$
>


/

/
/

 
y

~
3$
>
¡

-
/
$
>
¡

/

/

4
>+5
r
-
Ł

4

Before showing some numerical results, we comment the auto-
covariance of our 2-state HMC 1K
2
. Suppose $.- and $0/ are fixed,
and then consider the parameters  -3/ and  /2- . Notice  -3/ _  /2-  )
is a degenerate case that corresponds to i.i.d. 1m 2 . It in fact means

 

'
, where   4  %: 1?Í 4 º  4 ﬃº 4   2 ; thus a transition to the
state  is equally likely to happen from either state  or  . For

-3/
_
/2-

) , 1m \2 has a positive autocovariance, while other-
wise some autocovariance terms may be negative.
We first consider the basic control with PFTK-simplified for-
mula. In Fig. 6, we show the normalized throughput 	
 
µ 
ﬁ3ﬂ
"
6,	
 versus the transition probabilities  -3/ and  /2- of our
HMC. $.- and $0/ are set to D oÈo and ; o that correspond to the loss
event ratio 0.005 and 0.02, while in good and bad state, respec-
tively. In Fig. 7 we show numerical results for the comprehen-
sive control obtained under the same setting. Note that we do find
some slight overshoot in the lower left corner of the figures (rela-
tive throughput is i ) .
By Corollary 1 we should find the conservative behavior for

-3/
_
/-

) , which we confirm to be the case. We note that
very conservative behavior occurs for  -/ _  /- i ) , where 1 2
may be negatively correlated. Another observation is that more
non-conservative behavior happens for positively correlated 1 2
( -3/ _} /2-  ) ), in particular, for small values of  -3/ and  /2- . Note
that small values of  -3/ and  /- correspond to slow dynamics of
HMC 1K
2
. We discuss this limit case in some more detail.
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Consider the slow HMC 1 2 such that  -3/4  /-=< o , but

-3/
?> 
/2- , for some fixed > i o . Then, for both the basic and
comprehensive control we obtain:
µ 
ﬁ3ﬂ
"
<

/2-7$.-
_ 
-3/]$0/

/2-
 4
,
-
Ł
 4

_ 
-3/
+5
,
-
Ł
5


! 
7
"
K 

N
r
-
Ł

N 
"
Thus the slow HMC limit of our normalized throughput 	
 is
equal to:
	


ë

>  
)
A@
+5-
@
 4 +85

>
$.-
_
$0/
>
 4
r
-
Ł
 4

_
 5
r
-
Ł
5

(12)
For a given function  , one may compute > ¿ at which global
maximum of 	

ë

>  is attained. For SQRT function, the calculation
is tractable and we obtain > ¿   $0/[6$.- . That is

/-

-/
ﬂB
$ /
$.-
Thus the larger the discrepancy of the good and bad states (the
larger $.-r6$0/ ), the smaller the relative number of transitions from
the bad to good state. The latter implies more time the control
spends in the bad state, with occasional jumps to the good state. It
is for this dynamics of our HMC, when we may expect significant
non-conservative behavior (overshoot).
The maximum value of 	

ë
is
	


¿

)
D CE
E
F D
_
B
$.-
$
/
_
)
G

4
5
(13)
which we note is monotonically increasing with $ - 67$ / .
We show in Fig. 8 numerical values of 	
 ¿ (13) versus the ratio
$
-
67$
/ , which we recall is for SQRT function. We also show the
results for PFTK-simplified function by numerical computation of
the maximum of (12). We observe that for sufficiently large values
of $.-,67$0/ we may have a substantial non-conservative behavior.
4 Validation by Simulation
We conduct ns simulation experiments to validate the claims made
in Section 3.3. Unless otherwise indicated, we consider a link
shared by TFRC and TCP Sack1 connections. The link implements
RED queue management of rate 15 Mb/s; we set the buffer length,
min thresh, and max thresh to 2.5, 0.25 and 1.25 times the band-
width delay product, respectively. The round-trip time is about 50
ms. We take this setting from [2].
4.1 Validation of Claim 1
In Fig. 9 we show normalized throughput for PFTK-standard for-
mula. We verify, larger the loss event ratio is, more conservative
the control is. We also note larger the smoothing of the loss event
interval estimator (larger C ) is, less conservative the control is.
Next for PFTK-simplified (Fig. 10) we observe very close results
with PFTK-standard. We verify in Fig. 11 conservativeness with
SQRT formula is less pronounced, and less dependent on the length
C of the loss event interval estimator. In all the cases, the covari-
ance of the estimator and sample value of the loss event interval is
small indicating low autocorrelation of the loss event intervals.
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Figure 9: Function ª is PFTK-standard. The upper graph shows the
normalized throughput ÙÚ ÛßÃÝÜ#ÅÍÞÇmªÃ[ßà Å attained by TFRC versus the
loss event ratio ßà . The lower graph shows áLKâÑÚ2Mã ZLN ã Z Þ normalized
by Ù&Ú ã Z Þ Ù&Ú Mã Z Þ .
4.2 Validation of Claim 2
We consider a source that sends packets at regular time intervals
(20 ms), but controls packet sizes. The source has a connection
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Figure 10: Same setting as with Fig. 9, but function ª is PFTK-
simplified.
established through a loss module that allows us to tune the packet
drop rate. For such a source, we have the covariance of the send-
ing rate and interval between two loss events equal to zero. Thus,
by Claim 2 we expect our source to be conservative for p)76 

concave with 
 ; conversely, non-conservative for ])76 
 convex
with 
 . We show results for two lengths of the loss event inter-
val estimator C PO and Q (resp. Fig. 12 and 13). We verify,
the control with SQRT is always conservative. For PFTK-standard
and PFTK-simplified the same holds for low loss rate, however,
for high loss rate the functions are convex, and thus the control
exhibits non-conservative behavior in this region. Observe from
Fig. 12 and Fig. 13, as the loss event ratio increases the coeffi-
cient of variation of   gets smaller. Smaller variability of the loss
event estimator makes the control to be either less conservative or
less non-conservative depending which behavior is taking place.
Contrary, larger variability of   exaggerates either conservative
or non-conservative behavior.
5 Conservative Does Not Mean TCP-
Friendly
We have focused so far on conservativeness, i.e., whether an adap-
tive source does satisfy its equation in the long run. In this section,
we point out that this is not the same as TCP-friendliness, for two
reasons.
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Figure 11: Same setting as with Fig. 9, but function ª is SQRT.
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Figure 12: Upper graph shows normalized throughput versus the
loss event ratio as attained by a source with constant packet rate,
but controlled packet sizes. The connection goes through a loss
module where packet loss occurs. The length of the loss event
interval estimator is ç ¬² . The lower graph shows squared coeffi-
cient of variation of Mã Z .
× The loss event ratio experienced by TCP and our adaptive
source may differ
× TCP may not satisfy its own equation.
We address the former point with some detail (within the space
limitation of this article), and illustrate the latter on an example.
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Figure 13: Same setting as in Fig. 12, but with the length of the
loss event interval estimator çØ¬TS .
5.1 Loss Event Ratio seen by Various Sources
We first perform a simple analysis, as follows. Assume that the
sources in the network are driven by a Hidden Markov Chain
(HMC) with finite state space, that evolves in real time (not at
packet sending time, unlike the model in Section 3.4). This is an
approximation which fits with the case of a source with negligible
influence on the global network [15]. Call &U the steady-state prob-
ability that the HMC is in state  , and $    the next expected loss
event interval given that the HMC is in state  at a loss event time.
Also call V  the average sending rate for a source (TCP, adaptive,
or other), given that the HMC is is state  . By direct application of
the definition of a Palm probability, we have 	 XW  Y +0Z?[



\ 


where * 3%  is the amount of data sent and ] 3%  the number of
loss events in  o 4 % " . It follows that
	


@

&U
V

6
$



@

&U
V

(14)
If our source is non adaptive (call it “Poisson”) then V   	
 is inde-
pendent of  . The resulting loss event ratio 	 )^ `_a_ ^  
@

&U
6
$



can be thought of as the true network loss event ratio; except for
possible aliasing effects, it should be close to what a constant bit
rate (CBR) source would experience. Now if, like TCP, our source
is very responsive, i.e., follows the HMC pretty closely, then V  de-
pends on  in the following way: V  is large for “good” states ( $   
large) and small for bad states ( $    small). From Equation (14),
	
 is an average of )6 $    , with larger weights for smaller )6 $    .
Thus we should have a smaller 	 . For TCP, this is confirmed by
measurements in [14]. The more responsive the source is, the
more pronounced this should be; now TCP is expected be more re-
sponsive than our adaptive source, whose responsiveness depends
on the averaging window C . We summarize this as follows (see
Fig. 14 for an illustration).
Claim 3 The loss event ratios for TCP, our adaptive equation
based rate controlled source (A), and a non-adaptive source (Pois-
son) should be in the relation
	



	
 
	

0^
`_a_
^

The more responsive source A is, the closer 	  should be to 	5 .
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Figure 14: Loss event ratio as experienced by TFRC, TCP, and
Poisson connections versus c (number of TFRC and number TCP
connections in one bottleneck). We have ßàedefLgih ßàj,h ßàkgelnmpoqoﬃl Z
as expected. Also, the smoother the TFRC flows (the larger ç ), the
higher the loss event ratio.
5.2 Putting Things Together
Claim 3 tells us that our adaptive source sees a higher loss ratio
than TCP, which drives it in the TCP-friendly direction, on top and
above the factors mentioned earlier. Assuming (as is most com-
mon) that the conditions for conservativeness in Section 3 apply,
we would have 
   	  v 	! (the latter is because  is
decreasing). This makes our adaptive source TCP-friendly under
the assumption that TCP does satisfy its equation. Unfortunately,
this is only approximately true. Fig. 15 shows a lab experiment
where TCP is below the formula PFTK-standard for light load and
above for high loads. Fig. 16 shows that, as a result, TFRC flows
have higher throughput for medium load than TCP. This is in spite
of TFRC being conservative (Fig. 9) and experiencing higher loss
than TCP (Fig. 14), as predicted by our theory. This illustrates the
importance of separating the 3 factors identified in this paper.
6 Conclusion
Our study should help designers of TCP-friendly, equation based
rate control better understand the tradeoffs that have to be taken.
First, it is important to separately verify the three elements: (1)
conservativeness, (2) TCP-loss ratio versus this protocol’s loss ra-
tio, and (3) TCP’s obedience to its own formula. Failing to do so
blurs the setting of parameters. Second, one should be aware of the
strong dependency on the nature of function  ; SQRT behaves dif-
ferently than PFTK. If PFTK is used, and under some conditions
on the loss process defined in Claim 1, very pronounced conser-
vativeness should be expected for heavy loss. Under some other
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conditions (Claim 2), the opposite may hold. In any case, the more
variable the estimator is, the more pronounced the effect is. This
might lead a protocol designer to change some parameters of her
protocol, in order to correct either effect. Understanding why and
when the effects occur is essential to avoid undesired corrections.
By their general nature, and because they are based on analysis,
our results should apply to a large class of situations including dy-
namically varying environments.
There are three directions for further work. First, our findings
should be confronted with measurements; in particular, the autoco-
variance property of loss event intervals will be of interest. Second,
the impact of the variation of round trip time needs to be incorpo-
rated; this can be done using the same approach as we used for
the other factors. Third, we focused in this paper on the relation
between loss ratio and throughput, leaving aside any prediction of
which values these variables may take, in a given setting; it will be
interesting to study this in more detail, in particular the existence
of stable points.
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A Appendix
Proof of Proposition 1
Proof: The starting point is Palm inversion formula [1]. which
relates time averages to event average with respect to some point
process. In our setting it reads as:
! 
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(15)
Here 
ë

 ¹ù
" is Palm expectation; it is the expectation given there is
a loss event at o , i.e. % ë  o . We can think of (15) as the ratio
of the expected number of packets sent in-between two successive
loss events and the expected loss event inter-arrival time. However,
it is important to remember the expected values are with respect to
the Palm probability that is as seen at the loss event instants.
For the basic control this gives
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By (3),   ﬁ^*8 , ﬁÁ  ])76
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, and *&  
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N
. Plugging
the latter into (16) we obtain (8).
Proof of Proposition 2
Proof: Note that if  ,+.-    , then the comprehensive control in
Equation (9) behaves the same way as the basic control (3). In this
case    ﬁ  *  , and thus *   
N
r
-
Ł 

N,
. Next, we consider the
other case, i.e. ,+5- i  .
Suppose t FE(*& . Then, for t  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where } _ is the feedback delay. Using the definition of the com-
prehensive control (Equation (4)), we obtain the following delayed
differential equation (DDE):
x
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Shift the time origin to %  and solve \ *      for *  . For
this we need first to solve the above DDE for a given function  .
We neglect the feedback delay and thus consider the ordinary
differential equation (ODE):
x
ﬃﬂ
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x
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p)6X
=
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] (17)
By doing so, note that we approximate *  with a smaller value
(this is due to p)6 
 non-decreasing with 
 ). Given that *  acts
in the denominator of the throughput expression, we in fact obtain
an upper bound on the throughput.
Finally, solving (17) for PFTK-simplified formula, we come to
the expression given in Equation (9). By the same argument as
above we claim Equation (9) is an upper bound on the throughput
for any function  that is less than or equal to PFTK-simplified (or
SQRT by setting ya  y  o ).
Proof of Theorem 1
Proof: Define º& 
 £  -r 

 . Also call   - c
·
, thus  37  






!
. From Equation (8), conservativeness is equivalent to

3º&


]
'

º

 (18)
Function º is convex, thus is above its tangents:
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Apply the above to 
   , multiply by  and take the expecta-
tion. After some calculus, this shows Equation (10).
Now  is decreasing. Since §8¨,©^ﬃ
4
7
 
o
, it follows from
Equation (10) that the control is conservative.
Proof of Proposition 3
Proof: Use the same notation as in the proof of Theorem 1. By
Equation (8) the ratio of throughput to 	 is equal to

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

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(19)
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Now we have
º
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The same argument as in the proof of Theorem 1, applied to º^¿l¿
instead of º , shows that and thus  B» .
Proof of Theorem 2
Proof: Use the same notation as in the proof of Theorem 1.
Part 1. By (C2)
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now (F2) means that -
-
is concave, thus by Jensen’s inequality:
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(21)
which combined with the previous equation shows that the control
is conservative.
Part 2. By (C2c) and (F2c) we have the reverse inequalities
in Equation (20) and Equation (21), but the inequality is strict in
Equation (21) because convexity is strict and  is not a degenerate
random variable.
A.1 Comparison of conditions in Theorem 1 and
Theorem 2
Proposition 4 If (F2c) and (C2c) hold, i.e., the second part of The-
orem 1 applies, then (C1) of Theorem 2 does not hold.
The proof is by using similar arguments as in the proof of Theo-
rem 1.
An Intermediate Property between Theorem 1 and
Theorem 2
The following theorem is intermediate between Theorem 1 and
Theorem 2
Theorem 3 If (F1) and
(C3) §&¨r©  ﬁÁ^*& 4 - N " ' o
the basic control is conservative.
The proof is similar to that of Theorem 2 and is not given here.
If the convexity condition (F1) is almost true, then the same as
Proposition 3 holds.
This theorem is intermediate between Theorem 1 and Theo-
rem 2. Indeed |D  2)  and ﬃ È 2D  . The former is
straightforward; a proof of the latter implication uses the convexity
of )6 
 . Thus Theorem 3 is with a weaker condition on function 
than Theorem 2, but this comes at the expense of having a stronger
condition on the statistics of 1
2
. A natural question is whether
both Theorem 3 and the first part of Theorem 2 derive from a more
general theorem, which would state that under the combination of
the less restrictive conditions (F1) and (C2), the control would be
conservative. But this is not true; a counter-example is the case
presented in the second paragraph of the interpretation of Theo-
rem 2.
