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ABSTRACT 
Let A be a nonsingular M-matrix, and let r be a block partitioning of A such that 
the diagonal blocks are square. Denote by JAq and L?:- the block Jacobi and the block 
S.O.R. iteration matrices arising from and associated with the partitioning v of A, 
respectively. In [5] Kaban showed that p(ff-)<l for all 0<o<w’:=2/[l+p(lA-)]. 
Under the assumption that JAr is irreducible we examine the question of when 
p ( et,.) = 1 for certain recurring M-matrices. 
1. INTRODUCTION 
Finite difference or finite element methods for approximating solutions to 
boundary value problems frequently require the solution of a nonsingular 
linear system 
Ax=b, Cl.11 
where A is a real nXn matrix whose diagonal entries are positive, whose off 
diagonal entries are nonpositive, and whose inverse is a nonnegative matrix 
(e.g. [I, 14, 171). An nX n real matrix possessing the aforementioned proper- 
ties is called a nonsingular (ns.) M-matrix. [Throughout this paper we shall 
say that an n X n matrix B= (b,,) is nonnegative, or write B>O, if bi i 20 for 
all l<i, j<n.] 
In many of the above applications A has the additional feature that it is 
sparse, and accuracy demands from the approximate solution (to the boundary 
value problems) may result in a system (1.1) being of large scale. In these 
circumstances iterative methods of solution to (1.1) become computationally 
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attractive. By far the most widely used iterative schemes for solving (1.1) are 
the block/point successive overrelaxation (S.O.R.) and related methods, which, 
after the introduction of some terminology, we shall proceed to describe. 
A partitioning r of n th order matrices is a block partitioning of nXn 
matrices into N2 blocks, such that the diagonal blocks are square of orders 
n,Xn,,n2Xn2,...,n,XnN, respectively, with n,+n,+ ---+nN=n. If B 
is an nX n matrix, it will be convenient to denote by I$, the matrix B 
partitioned into blocks in conformity with 7~. That is, 
i 
B I,1 42 . . . 4, 
B?,:= B,,, B,,, .a. B,,, . (1.2) e.........,.....,.. 
B N,l , BN, ... B,,N I 
By (B,,),,i we shall denote the (i, j)th block of B,, and if IT is the point 
partitioning, i.e. N=n, then ( B)i,, will denote the (i, j)th entry of B. 
Let, then, A be an nXn n.s. M-matrix, and 7~ be a partitioning of nth 
order matrices, and recall, from the theory of ns. M-matrices (e.g. [l]), that 
each diagonal block in A, is itself a n.s. M-matrix of the appropriate order. Set 
(AA,1 
D:= 
(AT),,2 
0 
L 
Then the matrix 
J*” =I-_D-‘A 
(1.3) 
(1.4) 
is called the block Jacobi iteration matrix associated with the partitioning r of 
A. Evidently J *r is a nonnegative matrix which can be represented as the sum 
JA” =L+ Li, (1.5) 
where L and U are nonnegative strictly lower and strictly upper triangular 
matrices, respectively. Next, for a real nonzero scalar o, the matrix 
e,“~:=(D-wL)-l[(i-o)D+oU], (1.6) 
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indueed by the splitting of A into 
A= D-wL (l-w)D+wu ___- 
w w (1.7) 
[where D, L and U are given in (1.3) through (1.5)], is called the block S.O.R. 
iteration matrix associated with the partitioning 7~ of A. In the case where r is 
the point partitioning, we shall refer to the matrices defined in (1.4) and (1.6) 
as the point Jacobi and the point SO. R. iteration matrices associated with A, 
respectively, and denote them simply by IA and Cf. 
The following facts concerning JAq and efn of the above are well known 
(see, for example, [l, 4,5, 14, 171): (i) p(J**)< 1, where for an nX n matrix B, 
p(B) denotes the spectral radius of B. (ii) The iteration scheme 
xi =c,A”xi_l +w(D-wL)-‘b 0.8) 
converges to the unique solution to (1.1) from an arbitrary n-vector x0 if and 
only if p( et”)< 1. (iii) A necessary condition for p(Ci,)< 1 is that O<ot2. 
(iv) For each o E(0, 11, Ci* >O and p( cc=)< 1. [In particular, for w= 1, efq 
is the well-known block Gauss-Seidel iteration matrix associated with the 
partitioning rr of A. Moreover, p(C$“)fp(JAn) by the Stein-Rosenberg 
criterion.] 
From (1.6) we observe that for w> 1, Cf* 90. However, due to the 
continuity of the spectral radius as a function of the entries of a matrix, (iv) in 
the preceding paragraph implies that p( C,“*) remains less than unity in some 
interval (1, S), where 1<6<2. Using the Perron-Frobenius theory for non- 
negative matrices, Kahan [5] was able to show that 
P(tT”)(l V O<w<w(A,), (1.9) 
where 
w(An):= 2 
lt-P(JA”). 
(1.10) 
[Clearly w( A,,)> 1, since p(JA*) < 1 as mentioned earlier.] We shall refer to 
(1.9) as the Kahan convergence bound [for the block S.O. R. iteration matrix 
associated with the partition T of the (1z.s. M-matrix) A]. 
Suppose that r is a partitioning of nth order matrices, and consider the set 
of all nX n n.s. M-matrices A for which &JA=)>O. It has long been known 
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that for certain classes (of M-matrices) contained in this set, the Kahan 
convergence bound is not sharp. As an example we cite the Stieltjes (i.e. 
symmetric) matrices belonging to the set. In fact, in [S, p. 3.161 Kahan 
showed that for the 3 X 3 nonsingular M-matrix 
> (1.11) 
p(e$)<l, where w ‘: =.2/[1+ p( I*)]. [Unlike the Stieltjes matrices, there 
exists here a value w” E (w’, 2) for which p( Cq,) = 1.1 
The purpose of this paper is to obtain a criterion for determining when 
the Kahan convergence bound is sharp for the class of irreducible M-matrices 
partitioned so that the corresponding block Jacobi iteration matrices are also 
irreducible. The criterion will then be applied to certain prevalent matrices 
satisfying the aforementioned requirements. Of key importance to the de- 
velopment of our results are two theorems, one due to Wielandt and the other 
due to Dulmage and Mendelsohn and also to Mint, both of which provide us 
with a deeper insight into the Perron-Frobenius spectral theory for nonnega- 
tive matrices. For completeness these theorems are quoted in the next section. 
2. FURTHER NOTATION AND PRELIMINARIES 
For an n X n real or complex matrix B=(( BJ, i), BT denotes the transpose 
of B, a(B) denotes the spectrum of B, and 1 B 1 denotes the real matrix whose 
(i, j)th entry is given by I(B)i,il. With reference to (1.2) and the notation 
introduced thereafter, if 7~ is a partitioning of nth order matrices and B,, is a 
block diagonal matrix, then it will be convenient to denote the ith diagonal 
block by ( B,,)i, 1 <i < N. [If B is a diagonal matrix and 7~ the point 
partitioning, then ( B)i will denote the i th diagonal entry, 1 < i C n .] Whenever 
necessary, I, denotes the kth order identity matrix and C”, ” denotes the set of 
all n X n complex matrices. 
Let 7~ be a partitioning of nth order matrices, and suppose that B is an 
n X n matrix. Then G,(B) denotes the block directed graph of B corresponding 
to VT. That is, if 71 partitions B into N2 blocks (with square blocks on the 
diagonal), then G,(B) consists of a set of N vertices, conveniently labeled 
1,2,..., N, and a set V of directed arcs, where in V there is an arc (yielding 
access) from vertex i to vertex i (but not vice versa) if ( B,,)i, i #O. Such an arc 
may be denoted by {i; i}. A path in G,(B) connecting vertex i to vertex i is 
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said to exist if V contains a sequence of arcs of the form 
{ i; i,; i,;...; i,; j}:=({i;i,},{i,;i,},...,{ik; j}). 
Note that for any path in G,(B), say (2.1), the matrix product 
(2.1) 
(Bn)i,i,(Bs7)iL,ig’ . ‘CB77)ik,j (2.2) 
is well defined. The length of a path in G,,(B) is the number of arcs from 
which it is composed. A circuit in G,(B) is a path of length 32 whose 
“initial” and “terminal” vertices coincide [e.g., in (2.1), i=j] and which does 
not intersect itself at an intermediate vertex. If (2.1) represents a circuit in 
G,(B), then we shall refer to (2.2) as the corresponding circuit product. 
When 71 is the point partitioning, then G(B) will denote the (usual) directed 
graph of B. 
Let B be an n X n matrix. Then B is an irreducible matrix if there does not 
exist a permutation matrix Q such that 
QBQ’= ‘;I ii’: , 
[ .I 
where B,, and B, are square matrices. (If there exists such a permutation 
matrix, then B is reducible.) If B>O is irreducible, then by the Perron- 
Frobenius theory for nonnegative matrices, B has a simple eigenvalue h= 
p( B)>O. The number p of the distinct eigenvalues of (the irreducible 
nonnegative matrix) B whose moduli equal p(B) is known as the index of 
cyclicity of B. If p= 1, then B is said to be primitive [and it is well known that 
there exists a number t for which (B’)i,i>O, lci, j<n]. 
Next we quote the results due to Dulmage and Mendelsohn and to 
Wielandt, respectively, which we shall need in the next section. 
THEOREM DM (Dulmage and Mendelsohn [3]; see also Mint [9]). Let B 
be an n X n nonnegative irreducible cyclic matrix of index p (22) which 
admits the block representation 
0 . . . . 0 
B 2.1 . 
0 . . 
. . 
. 
0 . . . 0 BP P_-l 
B 
l,P 
0 
. 1 
0 
(2.3) 
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where the diagonal blocks are square. Then each of the products 
p-1 
kI&-k,i_-k-l” i=p,p--l,..., 1, 
where the subscripts of B,,, are understood to be reduced mod& p and lie in 
the range 1 GS, t<p, is a primitive matrix. 
REMARK. One often refers to (2.3) as the normal form of an nXn 
nonnegative irreducible cyclic matrix of index p ( p 2 2). 
THEOREM W (Wielandt [ 16, III]). Let BZO be an nX n irreducible 
matrix, and suppose that for CE C”* “, 1 C 1 f B. lf y is any eigenvalue of C, 
then 
IYFPW (2.4) 
Moreover, equality is valid in (2.4), i.e., y=e”p( B), if and only if there exists 
a diagonal matrix E E C”, ” with 1 E I= 1 such that 
Next, let r be a partitioning of nth order matrices into N2 blocks, where 
the orders of the successive diagonal blocks are n1 X nl, n2 X nz,. . . , nN X n,; 
n,+n,+ ** . + nN = n, and let A be a n.s. M-matrix. It is common knowledge 
in S.O.R. theory that for most purposes there is no loss of generality if one 
assumes that the diagonal blocks of A, are the identity matrices of the 
appropriate orders. We shall denote by 91ZV the class of all n. s. M-matrices A 
such that (A,)i,i=I,a, i=l,..., N, and such that p( JA,rr ) >O. In particular 
the subset of the irreducible matrices in 9lL” will be denoted by 9Ryrr. (If r is 
the point partitioning we shall write ?JRrn for U9R&.) We observe that 
A E %:a if and only if JAr is irreducible. We further note that if A E %” and 
Q is a permutation matrix for which there exists a partitioning r’ of nth order 
matrices such that QAQ’ E%“‘, then e(JA*)=a(J(QAoT’~‘). [It should be 
pointed out that Q as used here is not necessarily a block permutation matrix, 
so that (QAQT)n, may not be a mere symmetric permutation of the blocks in 
4.1 
Finally, suppose that CJT is a partitioning of nth order matrices and assume 
that A ~9lL~n. Then A will be called p-cyclic if JAv (as a nonnegative 
irreducible matrix) is cyclic of index pb2. A p-cyclic matrix A ~9lZTa is said 
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to be (Varga [14]) consistently ordered with respect to (w. T. t.) the partitioning 
71 if for J** = L + U, the eigenvalues of 
are independent of (Y for all cx # 0. 
3. THE KAHAN CONVERGENCE BOUND 
Assume that T is a partitioning of nth order matrices, and let A ERR”. To 
establish his convergence bound (1.9), Kahan [5] introduced for w E(0, w(A,)], 
where w( A,.,) is given in (l.lO), the matrices 
H,A-:=(I-wL)_‘[(l-w]I$-oU]. (3.1) 
Clearly 1 ~$IG Ht* for each w E (0, o( A,)). Kahan then proceeded to show 
that if w ~(0, w( A,,)), then 
Our first lemma is an observation which is implicit in Kulisch’s paper [7]. 
LEMMA 3.1. Let T he a partitioning of n th order matrices, and suppose 
that A E%“. Then 
p( Hci,,)) =l. (3.2) 
Proof. For brevity in notation set w’ : = w( A,) and consider the identity 
(3.3) 
By (1. lo), (2 - a’)/~‘= p( IA,) and thus, since J*r >O, the matrix on the 1.h.s. 
of (3.3) is singular. Hence 1 ~o(H$q), and so p( H$-)Z 1. However, since 
Kahan’s result is that p( H$)< 1 for w E(0, o’), by continuity arguments 
p( H$Q) < 1, showing that (3.2) is valid. n 
Lemma 3.1 leads us to a key result for this paper. 
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THEOREM 3.2. Let TT be a partitioning of n th order matrices, and suppose 
that A E 9TLyR. Set w’:=w(A,). Then 
p(C$q=f (3.4) 
if and only if there exists a diagonal matrix E EC”,” with /El =I such that 
~4, = _ E - ~C&E 
WI w’ . (3.5) 
Proof. Assume that the condition (3.5) is satisfied. Then, since -c? * 
H$n and since p( HAn>= 1 by the previous lemma, the validity of (3.4) follows 
at once. 
Conversely, suppose that p(c$) = 1. From (3.1) we see that 
H:,n =w’(w’-l)L+w’U+V, (3.6) 
where V is some nonnegative matrix. But then, as JAr = L + U is irreducible 
(since A E”%&) and since w’- 1 >O, we deduce (using the fact that L and U 
are nonnegative strictly lower and strictly upper triangular matrices, respec- 
tively) that H$m is an irreducible matrix. Let X be any eigenvalue of C:,* for 
which Ihl=l, so that h=eie for some 8. Since p( H3) = 1 by Lemma 3.1 and 
since ) l?.t,q I< H$*‘, the irreducibility of H$* implies by Theorem W that there 
exists a diagonal matrix E EC”, n with ( E I= Z such that 
HA,, =e-i@E-lfA.E 
W’ w’ * (3.7) 
Next, in addition to the representation (3.6) of (3.1) Hi,- can also be 
expressed as 
n-l 
He-=(w’-l)Z+( w’-1) 2 (w’L)i+w’(z-ww’L)-‘u, (3.8) 
j=l 
while from (1.6), 
n-l 
e;-=(l-w’)Z-r(l-W’) 2 (w’L)i+w’(z-w’L)-lu. (3.9) 
j=l 
Now as the second summands in both (3.8) and (3.9) are strictly lower 
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triangular matrices, and since the first column of the third summands in (3.8) 
and (3.9) is zero (due to the strict upper triangularity of U), we have that the 
(point’) (1, 1)-entries of H3 and I?? are w’- 1 #O and 1 -a’, respectively. 
Hence for (3.7) to hold, e -ie must equal - 1. [We see that for all h~a(C$) 
with 1 A) = 1, we have X= - l).] Thus, through the use of Theorem W, we 
have shown that (3.5) is (also) a necessary condition for p( gin) = 1 to hold. n 
For the purpose of the applications of Theorem 3.2, it will be convenient 
to introduce the following notation. Suppose that r is a partitioning of nth 
order matrices and A E;x”. Then for o’:=o( A,,), where o(A,) is given in 
(3. lo), set 
s:=(cd~-1)(z-cd’L)-’ (3.10) 
and 
T:=w’(Z-w’L)-‘U, (3.11) 
and observe that S 20, T>O, 
HA-=S+T w’ (3.12) 
and 
C$-=-S+T. (3.13) 
The above theorem suggests now a situation in which the Kahan convergence 
bound cannot be sharp. 
LEMMA 3.3. Let n be a partitioning of n th order matrices, and suppose 
that A E Xyn. Assume further that there exists a partitioning n’ of n th order 
matrices such that G&S+ T) contains a circuit 
{i,; is;. . .; i,; i,+r=ir} (3.14) 
‘We have chosen to state and prove this theorem viewing H$ and IL‘:,” as point matrices, as 
in fact is the case on other occasions in this paper. However. it is possible to reformulate and 
prove Theorem 3.2 using block partitioning throughout. 
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with the following properties: 
(i) For each successive pair of indices i,, ik+ 1, 1 B k<r, labeling an arc in 
the circuit, either (S.+)ir,ik+, #0 or (Tn,)ih,ir+, #0 but not both. 
(ii) For precisely an odd number of successive pairs of indices i,(, ikctl, 
1=1 ,..., 2m+l, labeling arcs in (3.14), (T,T)ik,,i,,+,#O. 
(iii) The circuit product of (3.14) is a primitive matrix. 
Then 
p(C$+l. 
Proof. Without loss of generality we may assume, making use of (i) and 
(ii), that the circuit (3.14) is induced by the blocks 
Suppose that p( et,,) = 1. Then by Theorem 3.2 there exists a diagonal matrix 
EEC”*” with /El =I such that by (3.5) and (3.10) through (3.13) 
S+T=E-‘(S-T)E. 
But then by (i) and (3.15) 
(‘Cr,)ik,ik+, = -((E-‘),,)i,(~~,)i,,i,+,(E~,)i~+,, (3.16) 
likf2m+l, while 
(3.17) 
2m+2<kdr. Recall that ir+l=ilr and define K to be the matrix product 
By (iii) K is a primitive matrix. However, by (3.16) through (3.18) 
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which shows that K = -K, a relation not possible for primitive matrices, 
since they possess only one eigenvalue of maximum modulus, namely p( K ). 
In general it is not a simple problem to ascertain whether for A E‘X~;,, 
where 7~ is a partitioning of nth order matrices, the condition (3.5) applies or 
Lemma 3.3 is relevant. To alleviate some of the difficulties, one might try to 
apply symmetric permutations to A in order to simplify the block/point 
structure of the S.O.R. matrix arising from the newly permuted form of A. In 
doing so the following familiar situation is encountered: If Q is a permutation 
matrix for which there exists a partitioning r” of nth order matrices such that 
QAQ’ @JR;;, then while ~‘:=w(A,)=o((QAQ~)~,,) [since a(J*v)= 
a(J(~*o”““)], the eigenvalues of C$* and C,(j”q’)“” need not be identical. 
Thus it is not surprising that the notion of con&tent ordering assumes an 
importance also for considerations relating to the sharpness of the Kahan 
convergence bound. 
Suppose, therefore, that for r a partitioning of nth order matrices, 
A E%‘& is p-cyclic (~22) consistently ordered with respect to 7~. Then first, 
(e.g., [l] and [14]), there exists a permutation matrix Q which symmetrically 
transforms JAv into its cyclic of index p normal form, i.e., 
QJ*& = 
0 . . . . 0 r’l,, 
L?, . 0 
0’ . . 
. . 
. . 
0 0 &p-1 0 
3 (3.19) 
where the diagonal blocks on the r.h.s. are square. Second, if ?i denotes the 
partitioning of nth order matrices arising from (3.19) in an obvious way, then, 
as shown in [14, Chapter 41, the pcyclic matrix QAQT E%& is consistently 
ordered w.r.t. the partitioning ?i. Several determinantal equalities, similar to 
the ones used in [14, Theorem 4.21, can now be applied to show that 
[X:det(XI-~~~~)=O)=(h:det(XI-~~~A”T’”)=O). (3.20) 
THEOREM 3.4. Let ?r be a partitioning of n th order matrices, and suppose 
that A ~%;a is p-cyclic (p>2) and consistently ordered w.r.t. to the 
216 
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Proof. Let Q be th e permutation matrix which symmetrically transforms 
JA” into its cyclic [of index p (p>2)] normal form (3.19). By (3.20) it 
suffices to show that p( C?) < 1, where A: = QAQ* and ?i the partitioning 
described above. For that purpose consider the normal form (3.19), note that 
J”- = QJA*Q and write 
where i; and C? are (nonnegative) strictly lower and strictly upper triangular 
matrices, respectively. Set 
S:=(&l)(I-w’q-’ and ii:=w’(I-~J~)~‘~, 
By inspecting (3.19) we see that 
while 
(S,)p,,=(~‘-1)(w’)p~l(L6)p p_1--.(&)2,1 and (F+)P,l=O. 
Moreover, since (3.19) is irreducible cyclic of index p>2, by Theorem DM, 
the matrix 
is primitive, and hence the product 
of the circuit 
(1; p; l} cG,($+f) 
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is primitive. Upon substituting $, ?, and 72 for S, T, and 7~’ in Lemma 3.3 we 
see that the circuit { 1; p; 1) satisfies all the requirements of the lemma. Hence 
p(C$)< 1 and so [by (3.2O)J p(C?$“)< 1. n 
REMARK. Suppose that the eigenvalues of the pth power of the block 
Jacobi iteration matrix associated with A E?IR& satisfying the assumptions of 
Theorem 3.4 are real. Then, by [14, Theorem 4.41, p(Ct,)< 1 for 
o<w<p 
p-1. 
(3.21) 
Theorem 3.4 therefore shows that if A E%IR& is p-cyclic consistently ordered 
w.r.t. the partitioning v and if the spectrum of (jAr)p is real, then the bound 
(3.21) on the values of w for which p(Ciff)< 1 is not sharp if 
P 2 
p-l< 
l+p(JA9. 
The importance of the assumption concerning consistent ordering in 
Theorem 3.4 will be further appreciated when its results are contrasted with 
the results to be established in the next theorem, where another familiar 
canonical form for cyclic of index p ( p > 2) matrices is considered. 
THEOREM 3.5. Let 7~ be a partitioning of nth order matrices into p X p 
blocks, p 3 2. Suppose that A E CR& is p-cyclic and that .TA* has the following 
block structure: 
0 rsi,, 0 . . . 0 
0 
0 . u;-l,, 
l& 0 . . . . 0 
(3.22) 
(i) lf p is odd, then 
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(ii) if p is even, then 
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where, as usual, o’=2/[1+p(J**)]. 
Proof. Write (3.22) as i+ 6, where f and d are (nonnegative) strictly 
lower and strictly upper triangular matrices, respectively. Next set 
&(,q(~-w’~)-r and F:=w’(l-~‘LL)-~fi, 
and suppose that the successive diagonal blocks induced by the partitioning r 
are of dimensions nlXnl,nzXnz,...,n,Xn,, n,+n,+ ..*+np=n. Then 
Z 
“I 
0 
S,=(w’-1) . 
0 
C.&J 
4,s 
0 
0 . . . 
1 . 
9 
. . . 
. . . 
. . 
0 . . . 
0 . . . 
. . 
. . 
. . 
i 
0 
0 
0 Lp 
0 
0 
LP 
0 
and 
(3.23) 
(i): Assume that p is odd. Let E be the n X n diagonal matrix specified by 
(E,),=(-l)k-l&,k, l<k&p. 
Then for l<i, j&p with i+i even, 
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whereas for 1~ i, j < p with i + j odd, 
((i+f)n)i i=(fT)i,i= -[(-l)i-lz~,](~~)i,i[(-I)‘-‘z”~ 
= -[(E,)i]-l(f,,)i,i(E,),. 
I 
Altogether we see that 
i+j=-E-‘(-S+‘1’)E. 
Since C:,w = - i+ $ and Hi,, = $+ ?, the result follows by Theorem 3.2. 
(ii): Assume now that p is even and recall, from Theorem DM, that since 
(3.22) is irreducible cyclic of index p (p 3 2), the matrix product 
zz:=~&3...~*_1ptp1 . . , . 
is primitive. Next consider the circuit 
{1;2:...; p;l} (3.24) 
in GJ.!+ ?). The circuit product of (3.24) is (w’- ~)(w’)~K and hence 
primitive. Since p is even, a careful inspection of (3.23) shows that the circuit 
(3.24) (also) satisfies conditions (i) and (ii) of Lemma 3.3. Hence p(C;*)< 1 
and the proof is complete n 
As an illustration for the difference of the results concerning the sharpness 
of the Kahan convergence bound between Theorem 3.4 and Theorem 3.5(i), 
consider the n.s. M-matrices 
For the point partitioning of both matrices we have that p( JA) = p( J”) = i, so 
that 0’=2/(1+$)=$. Thus 
‘L$,a=i[ :i 1: _:I and ‘?&a=+[ 1: -: _!I. 
Since Ik&( is an irreducible matrix whose maximal row sum, 1, is greater 
than its minimal row sum, one has that p( !$,a )< p( 1 C&j) < 1. On the other 
hand o(C&)={-l,(-lti)/4}, so that p(~&)=l. 
With r being the point partitioning, Lemma 3.3 could be readily utilized 
to explain why Kahan’s convergence bound is not sharp for his own example 
given in (1.11). A further result, which is helpful in establishing that in certain 
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instances of point partitioning the Kahan bound is not sharp, is obtained in 
the following lemma. 
LEMMA 3.6. Let A Ear,. Zf there exists a pair of indices 1 <i,, i0 S n 
with i, >JiO such that for S and T given in (3.10) and (3.11), respectively, 
(S)io,io >O and (T)io,io’o’ (3.25) 
then 
(where, as previously 0’=2/[ 1 + p( .ZA)]). 
Proof. If p(C,$)= 1 then by Theorem 3.2, and in particular Eq. (3.5), 
there exists a diagonal matrix E E C”~ n with ( E ( = Z such that 
But then 
which is not possible in view of the positiveness of the quantities in (3.25). 
Hence p( C:) < 1. n 
REMARKS. 
(1) The usefulness of Lemma 3.6 lies in the ease in which the fulfilment of 
(3.25) can be recognized. For in [8, Theorem l] it is shown that if F is a n.s. 
M-matrix, then G(F -‘) is transitive. Therefore condition (3.25) holds (for 
some pair of indices 1 <i,, j0 dn with i, ajo) if and only if for some index 
k<i,, (U),,iO>O and G(L) contains a path from vertex i, to vertex k. [It 
should be pointed out, though, that Theorem 3.5(ii) shows that condition 
(3.25) is not necessary for p( c$)< 1.3 
(2) It is of some interest to note that Kahan’s convergence bound can be 
sharp for A E 9lL,, with JA primitive. As an example consider the family of 
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n.s. 7x7 M-matrices given by 
1 Y00000 
0 1 v 0 0 0 0 
001v000 
0001v00, -i<v<O. 
v0001v0 
000001v 
.Y 0 0 0 0 0 1, 
(3) Lemma 3.6 can be extended to cover the block S.O.R. case. We shall 
comment on this extension in the report [lo]. 
(4) Many works, e.g. [2, 6, 13, 15, 171 consider types of ordering which 
extend the notion of consistent ordering due to Varga used in this paper. 
While it is possible to adapt the results presented here to the more general 
orderings, the author was unable to use such extensions to gain further 
insight, particularly into the following question which was raised in [ll]: If r 
is a partitioning of nth order matrices and A E%I,” with p( C$v) < 1, what is 
the first value w” E (w’, 21 for which p( e::) = l? 
(5) A matrix A E C”* n is said to be a n.s. H-matrix if there exists a diagonal 
matrix FECn,” such that AF is strictly diagonally dominant. It is well known 
(e.g. [l]) that a n.s. M-matrix is, in particular, an H-matrix. Kulisch [7] has 
shown that if A EC”*” is an H-matrix, then 
P(~A)~ll-~l+~P(lJAI), O-=co< l+p;,JA,). (3 -26) 
More recently, Neumann and Varga [12] have established that the bound 
(3.26) is sharp for the total class X of H-matrices of all orders. Therefore some 
of the results obtained here could be viewed as an examination of the 
sharpness of (3.26) for the particular case when w=2/[1+ p(( J* I)] =2/[ 1 + 
p(J*)] and for certain sets in X. 
The author wishes to thank Professors G. Alefeld and M. Lewin for 
helpful correspondence and Dr. C. M. Triggs for his assistance through 
discussions. 
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