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LOGARITHMIC ASYMPTOTIC OF MULTI-LEVEL HERMITE-PADE´
POLYNOMIALS
L.G. GONZA´LEZ RICARDO, G. LO´PEZ LAGOMASINO, AND S. MEDINA PERALTA
Abstract. We study the logarihtnmic asymptotic of multiple orthogonal polynomials arising
in a mixed type Hermite-Pade´ approximation problem associated with the rational perturba-
tion of a Nikishin system of functions. The formulas obtained allow to give exact estimates of
the rate of convergence of the corresponding Hermite-Pade´ approximants.
Keywords: Nikishin system, multiple orthogonal polynomials, Hermite-Pade´ approxima-
tion, logarithmic asymptotic
1. Introduction
The birth of Hermite-Pade´ approximation is linked with their application in number theory.
In recent years, this scheme of approximation has been found to be useful in many other fields of
mathematics. The type of Hermite-Pade´ polynomials studied here first appear in the problem of
finding discrete solutions to the Degasperis-Procesi equation, see [11] and [1]. Motivated by that
application the definition was extended to general Nikishin systems of functions in [10] where
their convergence was proved. Later, see [4], the logarithmic and ratio asymptotic behavior of
the associated Hermite-Pade´ polynomials was given. In [8], we further extended the definition
to systems of functions obtained through the rational perturbation of Nikishin systems and
proved their convergence. See [9] for an analogous problem related with type I Hermite-Pade´
approximation. Here, we provide their logarithmic asymptotic behavior and use it to give exact
estimates of the rate of convergence.
1.1. Nikishin systems. Nikishin systems of functions were introduced in [12]. Such systems of
functions have proved to be appropriate in the attempt of extending the general theory of orthog-
onal polynomials on the real line and the theory of Pade´ approximation to multiple orthogonal
polynomials and Hermite-Pade´ approximation.
In the sequel, we will only consider Borel measures s with constant sign, finite moments
cn =
∫
xn d s(x), |cn| < ∞, n ∈ Z+, whose support consists of infinitely many points, and
supp s ⊂ R. We will denote by ∆ the smallest interval which contains supp s, i.e. its convex hull.
The class of these measures will be denoted by M(∆). Let
ŝ(z) =
∫
d s(x)
z − x
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denote the Cauchy transform of the measure s. Obviously, ŝ(z) is holomorphic in C\∆ and we
can associate to ŝ its formal Taylor expansion at infinity
ŝ(z) ∼
∞∑
j=0
cj
zj+1
, cj =
∫
xj d s(x).
In the present work, s is finite and has compact support; therefore, its moments are all finite
and the expansion above is convergent in a neighborhood of infinity.
Let ∆α, ∆β be two compact intervals contained in R such that ∆α ∩∆β = ∅. Consider the
measures σα ∈M(∆α), σβ ∈ M(∆β). Define
d〈σα, σβ〉(x) := σ̂β(x) dσα(x).
This product of measures is neither commutative nor associative.
Definition 1. Take a collection ∆j, j = 1, . . . ,m of bounded intervals such that
∆j ∩∆j+1 = ∅, j = 1, . . . ,m− 1.
Let (σ1, . . . , σm) be a system of measures such that Co(suppσj) = ∆j, σj ∈M(∆j), j = 1, . . . ,m.
We say that (s1,1, . . . , s1,m) = N (σ1, . . . , σm), where
s1,1 = σ1, s1,2 = 〈σ1, σ2〉, . . . , s1,m = 〈σ1, 〈σ2, . . . , σm〉〉,
is the Nikishin system of measures generated by (σ1, . . . , σm). The vector (ŝ1,1, . . . , ŝ1,m) is called
a Nikishin system of functions.
In [10] and [8] the generating measures of the Nikishin system are allowed to be supported
on unbounded intervals. The results of this paper require that the supports be bounded so, for
simplicity, we have included that restriction in the definition as was done in the original version
[12]. In the sequel, for 1 ≤ j ≤ k ≤ m we write
sj,k := 〈σj , σj+1, . . . , σk〉, sk,j := 〈σk, σk−1, . . . , σj〉.
1.2. Multi-level Hermite-Pade´ polynomials. Let us define the approximation objects.
Definition 2. Consider the Nikishin system N (σ1, . . . , σm). Let rj = vj/tj, k = 1, . . . ,m, be
rational fractions with real coefficients, deg vk < deg tk = dk, (vk, tk) = 1 (coprime) for all
k = 1, . . . ,m. For each n ∈ N, there exist polynomials an,0, an,1, . . . , an,m, with deg an,j ≤ n− 1,
j = 0, 1, . . . ,m−1, deg an,m ≤ n, not all identically equal to zero, called multi-level (ML) Hermite-
Pade´ polynomials that verify
An,0 :=
[
an,0 +
m∑
k=1
(−1)kan,k(ŝ1,k + rk)
]
∈ O
(
1
zn+1
)
,(1.1)
An,j :=
(−1)jan,j + m∑
k=j+1
(−1)kan,kŝj+1,k
 ∈ O(1
z
)
, j = 1, . . . ,m− 1.(1.2)
Here and in the sequel O(·) is as z →∞ along paths non tangential to the support of the measures
involved. For completeness we denote An,m := (−1)man,m.
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When rk ≡ 0, k = 1, . . . ,m, this construction was introduced in [10]. Notice that the inter-
polation conditions involve the Nikishin systems N (σ1, . . . , σm), N (σ2, . . . , σm), . . . , N (σm) =
(sm,m). It is easy to justify that for each n ∈ N the ML Hermite-Pade´ polynomials exist; however,
they are not uniquely determined.
Without loss of generality, we can assume that the polynomials tk are monic. Let T =
lcm(t1, . . . , tm), deg T = D, where lcm stands for least common multiple. Set
f := ŝm,1 −
m−1∑
k=1
(−1)kŝm,k+1rk − (−1)
mrm.
In [8, Theorem 1.1] it was proved that if the zeros T lie in the complement of ∆1 ∪∆m and
f has exactly D poles in C \∆m, then
(1.3) lim
n→∞
an,j
an,m
= ŝm,j+1, j = 1, . . . ,m− 1, lim
n→∞
an,0
an,m
= f(z)
uniformly on compact subsets of C\(∆m ∪ {z : T (z) = 0}). Under the present assumptions, f
has D poles in C \∆m if and only if for each ζ, T (ζ) = 0,
lim
z→ζ
(z − ζ)τf(z) = −
m−1∑
k=1
(−1)kŝm,k+1(ζ) lim
z→ζ
(z − ζ)τ rk(z)− (−1)
m lim
z→ζ
(z − ζ)τ rm(z) 6= 0.
where τ is the multiplicity of ζ. This is true, for example, if (tj , tk) = 1, 1 ≤ j, k ≤ m.
In this paper, we have assumed that the intervals ∆j (in particular ∆m) are bounded, so
convergence takes place in (1.3) with geometric rate, see [8, Corollary 3.4]. We aim to provide
the exact order of convergence (see Theorem 3.4 below). For this purpose, we need to study
the logarithmic asymptotic of the sequence of polynomials (an,m)n∈N and the sequences of forms
(An,j)n∈N , j = 0, . . . ,m− 1. This is done using methods of potential theory.
1.3. Statement of the main results. In the sequel, we assume that suppσk is a regular
compact set for k = 1, . . . ,m; that is, Green’s function of the region C \ suppσk with singularity
at ∞ can be extended continuously to suppσk. Let M1(supp σk) be the subclass of probability
measures in M(suppσk). Define
M1 =M1(suppσ1)× · · · ×M1(suppσm).
Let
V µ(z) :=
∫
log
1
|z − x|
dµ(x)
denote the logarithmic potential of the measure µ.
It is well known (see, for example, [2, Section 4]), that there exists a unique vector measure
~λ = (λ1, . . . , λm) ∈M1 and a unique vector constant ω
~λ = (ω
~λ
1 , . . . , ω
~λ
m) such that
(1.4) −
1
2
V
~λ
j−1(x) + V
~λ
j (x) −
1
2
V
~λ
j+1(x) = ω
~λ
j , x ∈ suppλj , j = 1, . . . ,m.
(By convention V
~λ
0 ≡ V
~λ
m+1 ≡ 0.) The vector measure ~λ is called equilibrium measure for the
system of compact sets suppσk, k = 1, . . . ,m with interaction matrix CN = (cj,k) , 1 ≤, j, k ≤ m,
where cj,j = 1, j = 1, . . . ,m, cj−1,j = −1/2, j = 2, . . . ,m, cj,j+1 = −1/2, j = 1, . . . ,m − 1, and
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the rest of entries equal zero. Notice that the left hand of (1.4) is the product of the j-th row of
CN times the vector potential (V
~λ
1 , . . . , V
~λ
m).
The vector equilibrium measure allows to describe the normalized distribution of the zeros
of the polynomials an,m and roots of the forms An,j , j = 1, . . . ,m − 1. From [8, Theorem 1.1,
Corollary 3.1] it follows that when all the zeros of T lie in the complement of ∆1 ∪∆m and f
has exactly D poles in C \∆m then for all sufficiently large n > N :
• deg an,m = n with exactly n−D simple zeros on ∆m and the remaining D zeros of an,m
converge to the poles of f in C \∆m according to their multiplicity.
• An,j , j = 1, . . . ,m− 1, has exactly n−D zeros in C\∆j+1 they are simple and lie in ∆j .
In the rest of the paper, we assume that the zeros of T lie in the complement of ∆1 ∪∆m, that
f has exactly D poles in C \∆m, and n > N .
Given n ∈ N, if any solution of (1.1)-(1.2) has deg an,m = n then it is easy to verify that
(an,0, . . . , an,m) is uniquely determined except for a constant factor. Without further notice, we
normalize (an,0, . . . , an,m), n > N, so that an,m is monic.
Let Qn,j, j = 1, . . . ,m be the monic polynomial of degree n−D whose zeros are the roots of
An,j on ∆j . (Recall that An,m = (−1)man,m.)
Hn,j =
Qn,j+1TAn,j
Qn,j
, j = 0, 1, Hn,j =
Qn,j+1An,j
Qn,j
, j = 2, . . . ,m.
By convention Qn,0 ≡ Qn,m+1 ≡ 1 and ∆m+1 = ∅. Notice that An,j/Qn,j ∈ H(C \∆j+1), j =
0, . . . ,m.
Given a polynomial Q the associated normalized zero counting measure is denoted
µQ :=
1
deg(Q)
∑
Q(x)=0
δx,
where δx is the Dirac measure with mass 1 at x,
A measure σ ∈M(∆) is called regular if
lim
n→∞
γ1/nn =
1
cap(supp σ)
where cap(suppσ) denotes the logarithmic capacity of the support of σ and γn is the leading
coefficient of the n-th orthonormal polynomial with respect to σ. This condition will be denoted
σ ∈ Reg. Many equivalent forms of defining regular measures may be seen in [14, Chapter 3].
Theorem 1.1. Assume that all the zeros of T lie in the complement of ∆1 ∪ ∆m, and f has
exactly D poles in C \∆m. Suppose that σj ∈ Reg and suppσj , j = 1, . . . ,m. Then,
(1.5) ∗ lim
n→∞
µQn,j = λj , j = 1, . . . ,m
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where ~λ = (λ1, . . . , λm) ∈M1 is the vector equilibrium measure determined by the matrix CN on
the system of compact sets suppσj, j = 1, . . . ,m. Moreover,
(1.6) lim
n→∞
∣∣∣∣∫ Q2n,j(x) Hn,j(x) d σj(x)Qn,j−1(x)Qn,j+1(x)
∣∣∣∣1/2n = exp
− m∑
k=j
ω
~λ
k
 ,
where ω
~λ = (ω
~λ
1 , . . . , ω
~λ
m) is the vector equilibrium constant.
From this result the logarithmic asymptotic behavior of the forms An,j can be derived.
Theorem 1.2. Suppose that the assumptions of Theorem 1.1 are satisfied. Then,
(1.7) lim
n→∞
|An,j(z)|
1/n = Aj(z), K ⊂ C\(∆j ∪∆j+1), j = 1, . . . ,m− 1
where
Aj(z) = exp
V λj+1 (z)− V λj (z)− 2 m∑
k=j+1
ω
~λ
k
 , j = 1, . . . ,m− 1.
Moreover,
lim
n→∞
|An,m(z)|
1/n = exp
(
−V λm(z)
)
, K ⊂ C\(∆m ∪ Z).
where Z = {z : T (z) = 0}, and
lim
n→∞
|An,0(z)|
1/n = exp
(
V λ1(z)− 2
m∑
k=1
ω
~λ
k
)
, K ⊂ C\(∆1 ∪ Z).
~λ = (λ1, . . . , λm) is the vector equilibrium measure and (ω
~λ
1 , . . . , ω
~λ
m) is the vector equilibrium
constant for the vector potential problem determines by the interaction matrix CN acting on the
system of compact sets suppσj , j = 1, . . . ,m.
Theorem 1.2 allows us to provide in Theorem 3.4 the asymptotic estimates we look for.
2. Auxiliary results
2.1. Some integral representations. We begin by obtaning some integral representations
which will be needed.
Lemma 2.1. Assume that all the zeros of T lie in the complement of ∆1 ∪∆m, f has exactly
D poles in C \∆m, and n > N ≥ D. Then, for each j = 1, . . . ,m− 1,
(2.1)
An,j
Qn,j
(z) =
∫
∆j+1
An,j+1(x)
z − x
dσj+1(x)
Qn,j(x)
and
(2.2) T (z)An,0(z) =
∫
∆1
An,1(x)T (x)
z − x
dσ1(x).
Moreover, for j = 1, . . . ,m− 1
(2.3)
∫
∆j+1
xνAn,j+1(x)
d σj+1(x)
Qn,j(x)
= 0, ν = 0, 1, . . . , n−D − 1.
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and
(2.4)
∫
∆1
xνAn,1(x)T (x) d σ1(x) = 0, ν = 0, 1, . . . , n−D − 1.
Proof. Notice that TAn,0 = O(1/zn−D+1) ∈ H(C\∆1). Let Γ be a positively oriented closed Jor-
dan curve which surrounds ∆1 so that ∆2 and z remain in the unbounded connected component
of the complement of Γ. We have
T (z)An,0(z) =
1
2πi
∫
Γ
(TAn,0)(ζ)
z − ζ
d ζ =
1
2πi
∫
Γ
(Tan,0 +
∑m
k=1(−1)
kan,kTrk)(ζ)
z − ζ
d ζ
+
1
2πi
∫
Γ
(T
∑m
k=1(−1)
kan,kŝ1,k)(ζ)
z − ζ
d ζ =∫
1
2πi
∫
Γ
(−Tan,1 + T
∑m
k=2(−1)
kan,kŝ2,k)(ζ)
(z − ζ)(ζ − x)
d ζ dσ1(x) =
∫
(TAn,1)(x)
z − x
dσ1(x).
Indeed the first equality comes from Cauchy’s integral formula for the complement of Γ. The sec-
ond equality is trivial. Here, the first integral is zero since (Tan,0+
∑m
k=1(−1)
kan,kTrk)(ζ)/(z−ζ)
is analytic with respect to ζ inside Γ. Substituting in the second integral ŝ1,k with its integral
representation and using Fubini’s theorem you get the third equality. The last equality comes
from the use of Cauchy’s integral formula inside Γ. Thus we obtain (2.2).
Similarly, since zνTAn,0 = O(1/z2) ∈ H(C \∆1), ν = 0, . . . , n−D − 1, we obtain
0 =
1
2πi
∫
Γ
ζν(TAn,0)(ζ) d ζ =∫
1
2πi
∫
Γ
ζν(−Tan,1 + T
∑m
k=2(−1)
kan,kŝ2,k)(ζ)
(ζ − x)
d ζ dσ1(x) =
∫
xν(TAn,1)(x)dσ1(x).
which is (2.4).
In order to derive (2.1) and (2.3) one proceeds analogously. It is sufficient to use that
zνAn,j/Qn,j = O(1/z2) ∈ H(C \ ∆j+1), j = 1, . . . ,m − 1, ν = 0, . . . , n − D − 1 and take Γ
a positively oriented closed Jordan curve which surrounds ∆j+1 so that ∆j+2 (∆m+‘1 = ∅) and
z remain in the unbounded connected component of the complement of Γ. The details are left
to the reader. 
The previous lemma can be reformulated as follows.
Lemma 2.2. Assume that all the zeros of T lie in the complement of ∆1 ∪∆m, f has exactly
D poles in C \∆m, and n > N ≥ D. For each fixed j = 0, . . . ,m− 1,
(2.5)
∫
xνQn,j+1(x)
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
= 0, ν = 0, 1, . . . , n−D − 1.
Moreover, for j = 0, 2, 3, . . . ,m− 1
(2.6) Hn,j(z) =
∫
Q2n,j+1(x)
z − x
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
,
and
(2.7) Hn,1(z) = T (z)
∫
Q2n,2(x)
z − x
Hn,2(x) d σ2(x)
Qn,1(x)Qn,3(x)
.
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Recall that by convention Qn,0 ≡ Qn,m+1 ≡ 1.
Proof. Formula (2.5) is a restatement of (2.3) and (2.4) using the notation of the functions Hn,j .
Since degQn,j+1 = n−D, from (2.5) we deduce that for j = 0, . . . ,m− 1∫
Qn,j+1(z)−Qn,j+1(x)
z − x
Qn,j+1(x)
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
= 0.
This last identity can be rewritten as
Qn,j+1(z)
∫
Qn,j+1(x)
z − x
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
=
∫
Q2n,j+1(x)
z − x
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
.
For j = 2, . . . ,m− 1∫
Qn,j+1(x)
z − x
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
=
∫
An,j(x)
z − x
dσj+1(x)
Qn,j(x)
=
An,j(z)
Qn,j(z)
and (2.6) immediately follows for j = 2, . . . ,m− 1. In the case j = 1, notice that∫
Q2n,2(x)
z − x
Hn,2(x) d σ2(x)
Qn,1(x)Qn,3(x)
=
Qn,2(z)
Qn,1(z)
An,1(z) =
Hn,1(z)
T (z)
,
which is equivalent to (2.7). For j = 0 we proceed as for (2.6),j = 2, . . . ,m− 1. 
The previous lemma indicates that the polynomial Qn,j , j = 1, . . . ,m, is orthogonal with
respect to the varying measure
Hn,j(x) d σj(x)
Qn,j−1(x)Qn,j+1(x)
.
This varying measure has constant sign because Qn,j−1 and Qn,j+1 have constant sign on ∆j
and Hn,j also has constant sign since Qn,j takes away the zeros of An,j on ∆˚j .
2.2. Preliminaries from potential theory. The weak asymptotic depends on the analytic
properties of the measures considered. We need some basic results from potential theory which
we summarize for the benefit of the reader.
Lemma 2.3. Let E ⊂ R be a regular compact set and φ a continuous function on E. Then,
there exist a unique λ ∈ M1(E) and a constant w such that
V λ(z) + φ(z)
{
≤ w, z ∈ suppλ,
≥ w, z ∈ E.
In particular, equality holds on all suppλ. In case that E is not regular with respect to the
Dirichlet problem, the second part of the statement is true except on a set e such that cap(e) = 0.
The proof of the lemma above in this context can be found in [13, Theorem I.1.3]. When E is
regular, it is well known that this inequality except on a set of capacity zero implies the inequality
for all points in the set, [13, Theorem I.4.8]. The measure λ is called the equilibrium measure in
the presence of the external field φ on E, and w the equilibrium constant.
We will need another tool for the proof of the asymptotic zero distribution of the polynomials
Qn,j . Different version of the next lemma can be found in [6], and [14]. The proof in [6] was
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completed assuming that suppσ is an interval on which σ′ > 0 a.e. Theorem 3.3.3 in [14] does
not cover the type of external field we need to consider. As stated here, the proof appears in [5,
Lemma 4.2]
Lemma 2.4. Assume that σ ∈ Reg and suppσ ⊂ R is regular. Let {φn}, n ∈ Λ ⊂ Z+, be a
sequence of positive continuous functions on suppσ such that
lim
n∈Λ
1
2n
log
1
|φn(x)|
= φ(x) > −∞,
uniformly on suppσ. Let {qn}, n ∈ Λ, be a sequence of monic polynomials such that deg qn = n
and ∫
xkqn(x)φn(x) d σ(x) = 0, k = 0, 1, . . . , n− 1.
Then,
∗ lim
n∈Λ
µqn = λ
and
lim
n∈Λ
(∫
|qn(x)|
2φn(x) d σ(x)
)1/2n
= e−w
where λ and w are the equilibrium measure and equilibrium constant in the presence of the
external field φ on suppσ.
3. Proof of the main results and some consequences
3.1. Proof of Theorem 1.1. For the proof of this result we make use of a technique introduced
in [7] for the study of the weak asymptotic of type II multiple orthogonal polynomials associated
with generalized Nikishin systems (see also [3, 4, 5]).
Proof. The unit ball in the cone of positive Borel measures is weak star compact; therefore, it
is sufficient to show that each sequence of measures
(
µQn,j
)
n≥N
, j = 1, . . . ,m, has only one
accumulation point which coincides with the corresponding component of the vector equilibrium
measure ~λ determined by the matrix CN on the system of compact sets suppσj , j = 1, . . . ,m.
Let Λ be a sequence indices such that for each j = 1, . . . ,m
∗ lim
n∈Λ
µQn,j = µj .
Notice that µj ∈ M1(Ej), j = 1, . . . ,m. Taking into account that all the zeros of Qn,j lie in ∆j ,
it follows that
(3.1) lim
n∈Λ
|Qn,j(z)|
1/n = exp (−V µj (z)) ,
uniformly on compact subsets of C\∆j.
The generating measures σj , j = 1, . . . ,m, have constant sign. Without loss of generality we
can assume that they are positive. Notice that An,m = ±Qn,mTn, where Tn ⇒ T on compact
subsets of C (recall that an,m is monic). Hence, formula 2.5, when j = m− 1 becomes∫
xνQn,m(x)
Tn(x) d σm(x)
Qn,m−1(x)
, ν = 0, 1, . . . , n−D − 1.
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In order to use Lemma 2.4, write φn = Tn/Qn,m−1. Then,
lim
n∈Λ
1
2n
logφn(x) = lim
n∈Λ
(
1
2n
logQn,m−1 −
1
2n
logTn
)
.
As Tn ⇒ T on suppσm, where the polynomial T has no zeros, we conclude that 0 < b ≤ |Tn| ≤ B,
and 12n logTn ⇒ 0 uniformly on suppσm. According to (3.1) we get
lim
n∈Λ
1
2n
log |Qn,m−1(x)| = −
1
2
V µm−1(x),
uniformly on suppσm. So,
lim
n∈Λ
1
2n
logφn(x) = −
1
2
V µm−1(x) > −∞.
Thus, from Lemma 2.4 we deduce that µm is the unique solution of the extremal problem
(3.2) V µm(x)−
1
2
V µm−1(x)
{
= wm, x ∈ supp(µm),
≥ wm, x ∈ supp(σm),
and
(3.3) lim
n∈Λ
(∫
Q2n,m(x)
|Qn,m−1(x)|
dσm(x)
)1/2n
= ewm .
Next, we prove by induction on decreasing values of j, that for all j = 1, . . . ,m
(3.4) V µj (x)−
1
2
V µj−1(x) −
1
2
V µj+1 (x) + wj+1
{
= wj , x ∈ suppµj ,
≥ wj , x ∈ suppσj ,
where V µ0 ≡ V µm+1 ≡ 0, wm+1 = 0, and
(3.5) lim
n∈Λ
(∫
Q2n,j(x)
|Hn,j(x)| d σj(x)
|Qn,j−1(x)Qn,m+1(x)|
)1/2n
= e−wj
where Qn,0 ≡ Qn,m+1 ≡ 1.
Notice that for j = m these relations are (3.3) and (3.2), and the initial step of the induction
is settled. Suppose that the statement is true for j + 1 ∈ {3, . . . ,m} and let us prove it for j.
The step from j = 2 to j = 1 will be treated separately afterwards.
For j = 1, . . . ,m the orthogonality relations (2.5) can be expressed as
(3.6)
∫
xνQn,j(x)
Hn,j(x) d σj(x)
Qn,j−1(x)Qn,j+1(x)
= 0, ν = 0, 1, . . . , n−D − 1,
and using (2.6), j = 2, . . . ,m∫
xνQn,j(x)
(∫
Q2n,j+1(t)
x− t
Hn,j+1(t) dσj+1(t)
Qn,j(t)Qn,j+2(t)
)
dσj(x)
Qn,j−1(x)Qn,j+1(x)
= 0,
for ν = 0, 1, . . . , n−D − 1.
The limit in (3.1) gives us that
lim
n∈Λ
1
2n
log |Qn,j−1(x)Qn,j+1(x)| = −
1
2
V µj−1 (x)−
1
2
V µj+1 (x),
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uniformly on ∆j .
Set
Kn,j+1 :=
(∫
Q2n,j+1(t)
|Hn,j+1(t)| d σj+1(t)
|Qn,j(t)Qn,j+2(t)|
)−1/2
.
It follows that for x ∈ ∆j
1
δ∗j+1K
2
n,j+1
≤
∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)| dσj+1(t)
|Qn,j(t)Qn,j+2(t)|
≤
1
δj+1K2n,j+1
where 0 < δj+1 = inf{|x− t| : t ∈ ∆j+1, x ∈ ∆j} ≤ max{|x− t| : t ∈ ∆j+1, x ∈ ∆j} = δ∗j+1 <∞.
Taking into consideration these inequalities, from the induction hypothesis, we obtain that
(3.7) lim
n∈Λ
(∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)| d σj+1(t)
|Qn,j(t)Qn,j+2(t)|
)1/2n
= e−wj+1 .
Taking (3.1) and (3.7) into account, Lemma 2.4 yields that µj is the unique solution of the
extremal problem (3.4) and
lim
n∈Λ
(∫∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)| dσj+1(t)
|Qn,j(t)Qn,j+1(t)|
Q2n,j(x) dσj(x)
|Qn,j−1(x)Qn,j+1(x)|
)1/2n
= e−wj .
As a consequence of (2.6), j = 2, . . . ,m− 1, the above formula reduces to (3.5).
For j = 1 formula (3.6) becomes∫
xνQn,1(x)
(
T (x)
∫
Q2n,2(t)
x− t
Hn,j(t) dσ2(t)
Qn,1(t)Qn,3(t)
)
dσ1(x)
Qn,2(x)
= 0, ν = 0, . . . , n−D − 1.
From (3.1) we have limn∈Λ
1
2n log |Qn,2(x)| = −
1
2V
µ2(x) uniformly on ∆1. Recall that 0 < b ≤
T (x) ≤ B in ∆1, thus it follows that for x ∈ ∆1:
b
δ∗2K
2
n,2
≤ |T (x)|
∫
Q2n,2(t)
|x− t|
|Hn,j(t)| d σ2(t)
|Qn,1(t)Qn,3(t)|
≤
B
δ2K2n,2
.
From here on, all the arguments used before work as well and the induction process is completed.
We can rewrite (3.4) as
(3.8) V µj (x)−
1
2
V µj−1 −
1
2
V µj+1(x)
{
= w′j , x ∈ suppµj ,
≥ w′j , x ∈ suppσj ,
for j = 1, . . . ,m, where
(3.9) w′j = wj − wj+1, wm+1 = 0.
(Recall that the terms with V µ0 and V µm+1 do not appear when j = 0 and j = m, respectively).
Now, (3.8) adopts the form of (1.4) which has only one solution. If follows that ~λ = (µ1, . . . , µm)
is the equilibrium solution for the vector potential problem determined by the interactions ma-
trix CN on the system of compact sets suppσj , j = 1, . . . ,m and ω
~λ = (w′1, . . . , w
′
m) is the
corresponding vector equilibrium constant. This is for any convergent subsequence; since the
equilibrium problem does not depend on Λ and the solution is unique we obtain (1.5).
LOGARITHMIC ASYMPTOTIC OF MULTI-LEVEL HERMITE-PADE´ POLYNOMIALS 11
From the uniqueness of the vector equilibrium constant and (3.5), we get
lim
n→∞
(∫
Q2n,j(x)
|Hn,j(x)| dσj(x)
|Qn,j−1(x)Qn,j+1(x)|
)1/2n
= e−wj ,
On the other hand, from (3.9) it follows that wm = ω
~λ
m when j = m. Suppose that wj+1 =∑m
k=j+1 ω
~λ
k where j + 1 ∈ {2, . . . ,m}. Then, according to (3.9)
wj = w
′
j + wj+1 = ω
~λ
j + wj+1 =
m∑
k=j
ω
~λ
k
and (1.6) immediately follows. 
3.2. Proof of Theorem 1.2.
Proof. Since An,m = ±Qn,mTn and Tn ⇒ T on compact subsets of C, (1.5) implies
lim
n→∞
|An,m(z)|
1/n = exp
(
−V λm
)
, z ∈ K ⊂ C\(∆m ∪ Z).
For j = 1, . . . ,m− 1, from (2.6) we have
(3.10) An,j(z) =
Qn,j(z)
Qn,j+1(z)
∫
Q2n,j+1(x)
z − x
Hn,j+1(x) dσj+1(x)
Qn,j(x)Qn,j+2(x)
,
where Qn,0 ≡ Qn,m+1 ≡ 1. Now, (1.5) implies
lim
n→∞
∣∣∣∣ Qn,j(z)Qn,j+1(z)
∣∣∣∣1/n = exp (V λj+1(z)− V λj (z)) , K ⊂ C\(∆j ∪∆j+1)
(we also use that the zeros of Qn,j and Qn,j+1 lie in ∆j and ∆j+1, respectively). It remains to
find the n-th root asymptotic behavior of the integral.
Fix a compact set K ⊂ C\∆j+1. It is easy to verify that
(3.11)
C1
K2n,j+1
≤
∣∣∣∣∣
∫
Q2n,j+1(x)
z − x
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+1(x)
∣∣∣∣∣ ≤ C2K2n,j+1 ,
where
C1 =
min{max{|u− x|, |v| : z = u+ iv} : z ∈ K, x ∈ ∆j+1}
max{|z − x|2 : z ∈ K, x ∈ ∆j+1}
and
C2 =
1
min{|z − x| : z ∈ K, x ∈ ∆j+1}
<∞.
Taking into account (1.6) we get
(3.12) lim
n→∞
∣∣∣∣∣
∫
Q2n,j+1(x)
z − x
Hn,j+1(x) d σj+1(x)
Qn,j(x)Qn,j+2(x)
∣∣∣∣∣
1/n
= exp
−2 m∑
k=j+1
ω
~λ
k
 .
From (3.10)-(3.12) we deduce (1.7). Finally, notice that
lim
n→∞
|T (z)An,0(z)|
1/n = lim
n→∞
|An,0(z)|
1/n
for all z ∈ C\(∆1 ∪Z), in case that the first limit exists. This last statement holds, and its proof
follows easily using the same arguments as above. 
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3.3. Consequences. Let us find the logaritmic asymptotic of the polynomials an,j , j = 0, . . . ,m.
Corollary 3.1. Under the assumnptions of Theorem 1.1,
(3.13) lim
n→∞
|an,j(z)|
1/n = Am(z), j = 1, . . . ,m,
uniformly on compact subsets of C\(∆m ∪ Z).
Proof. In the proof of Theorem 1.2 we obtained (3.13) for j = m. Now, recall that the function
ŝm,j+1 never equals zero in C\(∆m∪Z); therefore, for the remaining values of j, the limit (3.13)
is an immediate consequence of (3.13) for j = m and (1.3). 
Regarding (3.13) for j = 0, aside from Z we would have to exclude from C\∆m all the points
where f = 0.
Our next goal is to produce estimates of the rate of convergence in (1.3). First we prove
Corollary 3.2. Under the assumptions of Theorem 1.1, for k = 1, . . . ,m and j = 0, . . . , k − 1,
we have
(3.14) lim sup
n→∞
∣∣∣∣An,j(z)An,k(z)
∣∣∣∣1/n ≤
exp
−V λk+1(z) + V λk(z) + V λj+1 (z)− V λj (z)− 2 k∑
ℓ=j+1
ω
~λ
ℓ
 ,
uniformly on compact subsets K ⊂ C\(∆k ∪∆j+1), and
(3.15) lim
n→∞
∣∣∣∣An,j(z)An,k(z)
∣∣∣∣1/n =
exp
−V λk+1(z) + V λk(z) + V λj+1 (z)− V λj (z)− 2 k∑
ℓ=j+1
ω
~λ
ℓ
 ,
uniformly on compact subsets of K ⊂ C\(∆j ∪∆j+1 ∪∆k ∪∆k+1). If j = 0 or k = m we must
also delete from C the zeros of T in order that (3.14) and (3.15) remain valid. For k = 1, . . . ,m
(3.16) − V λk+1(z) + 2V λk(z)− V λk−1(z)− 2ω
~λ
k < 0, z ∈ C\∆k
(by convention, V λ0 ≡ V λm+1 ≡ 0). If k > j + 1
(3.17) − V λk+1(z) + V λk(z) + V λj+1(z)− V λj (z)− 2
k∑
ℓ=j+1
ω
~λ
ℓ < 0, z ∈ C,
which implies that the sequence {An,j/An,k} converges to zero with geometric rate on each com-
pact subset of C\(∆k ∪∆j+1) (C\(∆k ∪∆j+1 ∪ Z) if k = m or j = 0).
Proof. Fix k ∈ {1, . . . ,m− 1} and j ∈ {1, . . . , k − 1}. Using (3.10) we get
(3.18)
An,j(z)
An,k(z)
=
Qn,j(z)Qn,k+1(z)
Qn,j+1(z)Qn,k(z)
∫ Q2m,j+1(z)
z−x
Hn,j(x) dσj+1(z)
Qn,j(z)Qn,j+2(z)∫ Q2
m,k+1
(z)
z−x
Hn,k(x) dσk+1(z)
Qn,k(z)Qn,k+2(z)
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From (1.5) it follows that uniformly on each compact subset K ⊂ C\(∆j ∪∆j+1 ∪∆k ∪∆k+1)
we have
lim
n→∞
∣∣∣∣Qn,j(z)Qn,k+1(z)Qn,j+1(z)Qn,k(z)
∣∣∣∣1/n = exp (−V λk+1(z) + V λk(z) + V λj+1(z)− V λj) ,
and taking into account (3.12), from (3.18) we deduce (3.15).
Now, from the principle of descent (see [14, Appendix III]), locally uniformly on C we have
lim sup
n→∞
|Qn,j(z)Qn,k+1|
1/n ≤ exp
(
−V λk+1(z)− V λj (z)
)
.
Using the lower bound in (3.11) (with j replaced by k) to estimate the integral in the denominator
of (3.18) from below and the previous remarks, (3.14) readily follows.
If k = m and j = 1, . . . ,m− 1 in place of (3.18) we use the representation∣∣∣∣ An,j(z)An,m(z)
∣∣∣∣ =
∣∣∣∣∣ Qn,j(z)Qn,j+1(z)Qn,m(z)Tn(z)
∫
Q2m,j+1(z)
z − x
Hn,j(x) d σj+1(z)
Qn,j(z)Qn,j+2(z)
∣∣∣∣∣ ,
where Tn ⇒ T and then argue as above. If j = 0 and k = 1, . . . ,m the treatment is similar and
is left to the reader.
According to (3.4), for k = 1, . . . ,m we have
(3.19) − V λk+1(z) + 2V λk(z)− V λk−1(z)− 2ω
~λ
k = 0, z ∈ suppλk.
Recall that all the measures λk are probability, hence for each k = 2, . . . ,m − 1 the function
−V λk+1(z)+2V λk(z)−V λk−1(z)−2ω
~λ
k is harmonic at z =∞, and is subharmonic in C\ suppλk.
Using maximum principle for subharmonic functions we obtain (3.16).
When k = 1, the left hand of (3.19) becomes −V λ2(z) + 2V λ1 − 2ω
~λ
1 which is subharmonic in
C\ suppλ1 and also subharmonic at ∞ since
lim
n→∞
(
−V λ2(z) + 2V λ1 − 2ω
~λ
1
)
= −∞.
Therefore, we can also use the maximum principle to derive (3.16). The case k = m is completely
analogous to the case k = 1.
When k > j + 1 we can write
− V λk+1(z) + V λk(z) + V λj+1(z)− V λj (z)− 2
m∑
ℓ=j+1
ω
~λ
k =
k∑
ℓ=j+1
(
−V λℓ+1(z) + 2V λℓ(z)− V λℓ−1(z)− 2ω
~λ
ℓ
)
,
and this sum contains at least two terms because k > j + 1. Each term is less than or equal to
zero in all C and so too the whole sum. To prove that it is strictly negative it is sufficient to
show that at each point there is at least one negative term in the sum. Let us assume that there
is a z0 ∈ C such that
−V λℓ+1(z0) + 2V
λℓ(z0)− V
λℓ−1(z0)− 2ω
~λ
ℓ = 0, ℓ = j + 1, . . . , k.
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By what was proved above, this implies that z0 ∈ ∩kℓ=j+1∆ℓ. However, this is impossible because
consecutive intervals in a Nikishin system are disjoint. From (3.14) and (3.17) the final statement
is deduced. 
Using Corollary 3.2 we can recover the functions ŝm−1,j+1, j = 1, . . . ,m− 2.
Corollary 3.3. Under the assumptions of Theorem 1.2, for each j = 1, . . . ,m− 2 we have
(3.20) lim
n→∞
(an,j − an,mŝm,j+1)(z)
(an,m−1 − an,mŝm,m)(z)
= ŝm−1,j+1(z),
and
(3.21) lim
n
(
an,0 +
∑m
k=1(−1)
kan,krk
)
− an,msˆm,1
(an,m−1 − an,mŝm,m)(z)
= sˆm−1,1.
uniformly on each compact subset of C \ ∪mℓ=j+1∆ℓ.
Proof. Direct computation or [10, Lemma 2.1] allows to deduce the formula
(3.22) An,j +
m−1∑
k=j+1
(−1)k−j ŝk,j+1An,k = (−1)
j(an,j − an,mŝm,j+1).
The formula holds at all points where both sides are meaningful. Dividing by An,m−1 we get
An,j
An,m−1
+
m−2∑
k=j+1
(−1)k−j ŝk,j+1
An,k
An,m−1
+ (−1)m−1−j ŝm−1,j+1 =
(−1)m−1+j
(an,j − an,mŝm,j+1)(z)
(an,m−1 − an,mŝm,m)(z)
.
In order to obtain (3.20), it remains to take limit on both sides and make use of the fact that
the ratios An,k/An,m−1 uniformly tend to zero on compact subsets of C\ ∪
m
ℓ=j+1 ∆ℓ.
To prove (3.21) instead of (3.22) we use the formula
(3.23) An,0 +
m−1∑
k=1
(−1)ksˆk,1An,k =
(
an,0 +
m∑
k=1
(−1)kan,krk
)
− an,msˆm,1,
which is obtained similarly. Dividing by An,m−1 and taking limit we complete the proof. 
We wish to mention that the convergence in (3.20)-(3.21) occurs with geometric rate, as a
result of (3.14) and (3.17).
Using Corollary 3.3 we can give explicit expressions for the exact rate of convergence of the
limits (1.3).
Theorem 3.4. Under the assumptions of Theorem 1.1, for each j = 1, . . . ,m− 1:
(3.24) lim
n→∞
∣∣∣∣ an,j(z)an,m(z) − ŝm,j+1(z)
∣∣∣∣1/n = exp(2V λm(z)− V λm−1(z)− 2ω~λm)
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and
(3.25) lim sup
n→∞
∣∣∣∣ an,0(z)an,m(z) − f(z)
∣∣∣∣1/n ≤ exp(2V λm(z)− V λm−1(z)− 2ω~λm)
uniformly on each compact subset K ⊂ C \ (∪mℓ=j+1∆ℓ ∪ Z).
Proof. Our starting point is (3.22), but now we divide it by An,m = (−1)man,m. We get∣∣∣∣∣∣ An,jAn,m +
m−1∑
k=j+1
(−1)k−j ŝk,j+1
An,k
An,m
∣∣∣∣∣∣ =
∣∣∣∣ an,jan,m − ŝm,j+1
∣∣∣∣ ,
which is equivalent to∣∣∣∣An,m−1An,m
∣∣∣∣
∣∣∣∣∣∣ An,jAn,m−1 +
m−1∑
k=j+1
(−1)k−j ŝk,j+1
An,k
An,m−1
∣∣∣∣∣∣ =
∣∣∣∣ an,jan,m − ŝm,j+1
∣∣∣∣ .
Now, ŝm−1,j+1(z) 6= 0, z ∈ C\∆m−1; consequently, limn→∞ |ŝm−1,j+1(z)|1/n = 1 uniformly on
compact subsets of C\∆m−1. Therefore,
lim
n→∞
∣∣∣∣∣∣ (−1)
jAn,j
An,m−1
+
m−1∑
k=j+1
(−1)kŝk,j+1
An,k
An,m−1
∣∣∣∣∣∣
1/n
= 1,
uniformly on compact subsets of C \ ∪mℓ=j+1∆ℓ. On the other hand, from (3.15)
lim
n→∞
∣∣∣∣An,m−1An,m
∣∣∣∣1/n = exp(2V λm(z)− V λm−1(z)− 2ω~λm) ,
uniformly on compact subsets of C \ (∆m−1 ∪∆m ∪ Z). These relations together imply (3.24).
To estimate the speed of convergence of the quotients an,0/an,m we use equality (3.23). Di-
viding it by An,m we get∣∣∣∣An,m−1An,m
∣∣∣∣
∣∣∣∣∣ An,0An,m−1 +
m−1∑
k=1
(−1)ksˆk,1
An,k
An,m−1
∣∣∣∣∣ =
∣∣∣∣∣ an,0an,m +
m∑
k=1
(−1)k
an,k
an,m
rk − sˆm,1
∣∣∣∣∣ .
Arguing as above this equality implies that
(3.26)
lim
n→∞
∣∣∣∣∣ an,0(z)an,m(z) +
m∑
k=1
(−1)k
an,k(z)
an,m(z)
rk(z)− sˆm,1(z)
∣∣∣∣∣
1/n
= exp
(
2V λm(z)− V λm−1(z)− 2ω
~λ
m
)
,
uniformly on each compact subset K ⊂ C \ (∪mℓ=1∆ℓ ∪ Z).
On the other hand, using the formula for f , we obtain∣∣∣∣∣ an,0an,m +
m∑
k=1
(−1)k
an,k
an,m
rk − sˆm,1
∣∣∣∣∣ =
∣∣∣∣∣
(
an,0
an,m
− f
)
+
m−1∑
k=1
(−1)k
(
an,k
an,m
− sˆm,k+1
)
rk
∣∣∣∣∣ ≥
∣∣∣∣ an,0an,m − f
∣∣∣∣− m−1∑
k=1
∣∣∣∣( an,kan,m − sˆm,k+1
)
rk
∣∣∣∣ ;
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that is,
∣∣∣∣ an,0(z)an,m(z) − f(z)
∣∣∣∣ ≤∣∣∣∣∣ an,0(z)an,m(z) +
m∑
k=1
(−1)k
an,k(z)
an,m(z)
rk(z)− sˆm,1(z)
∣∣∣∣∣+
m−1∑
k=1
∣∣∣∣( an,k(z)an,m(z) − sˆm,k+1(z)
)
rk(z)
∣∣∣∣
This inequality, together with (3.24) and (3.26), implies (3.25). 
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