This paper presents a new polarization sensitive array composed of a two-level nested subarray and an optimally nested subarray with orthogonal oriented antennas, and then proposes a correlation matrix reconstruction based estimation method for direction of arrival (DOA) and polarization state. The optimally nested array with N antennas can provide maximum degrees of freedom (DOF) of difference co-array (i.e., (N − 1)N + 1), which increases the aperture of the proposed array. However, both the difference co-arrays of the optimally nested subarray and between subarrays are nonuniform linear arrays (i.e., holes appear), and hence most existing methods fall to use all information received from the proposed array, resulting in estimation performance loss. Depending on the oblique projection (OP) operator constructed by initial DOAs from the two-level nested subarray, the proposed method first fills the holes to generate the virtual correlation matrix with increased DOF. Then the DOA and polarization state are estimated efficiently. The resulting DOAs can be regarded as the new initial angles for OP operator construction, to iterate aforesaid steps for estimation performance enhancement. The Cramér-Rao bound (CRB) and the computational complexity of the proposed method are provided. Simulation results are given to validate the effectiveness of the proposed array and the proposed method.
I. INTRODUCTION
Polarization sensitive array (PSA) is widely utilized in radar, communication, sonar and many other fields [1] - [4] . Direction of arrival (DOA) and polarization state (polarization angle and polarization phase delay) estimations are important issues in PSA signal processing. Hence, a number of methods have been investigated for estimating DOA and polarization state of electromagnetic (EM) signals [5] - [9] .
It is well known that a uniform linear array (ULA) with N antennas can detect at most N − 1 received signals by using subspace-based methods, e.g., MUSIC algorithm [10] . Recently, two kinds of sparse scalar-sensor arrays, i.e., nested array [11] - [13] and coprime array [14] - [17] , have been proposed to increase the degrees of freedom (DOF) of the arrays by exploring the difference co-array from the covari-The associate editor coordinating the review of this manuscript and approving it for publication was Dusmanta Kumar Kumar Mohanta . ance matrix of the received data. For example, the twolevel nested array with only N = N 1 + N 2 physical antennas can provide 2(N 1 + 1)N 2 − 1 DOFs for its difference co-array, which will increase the resolution of the number of signals and efficiently improve the estimation performance of methods [11] , [18] , [19] . More recently, the nested and coprime scalar-sensor arrays have been extended to nested vector-sensor array [20] - [22] (called nested PSA) and coprime vector-sensor array (called coprime PSA) [23] - [25] , which inherit the advantages of their scalar-sensor counterparts and then are applied for DOA and polarization state estimation. Accordingly, the subspace-based algorithms are exploited for estimating DOA and polarization state for EM signals [20] , [21] , [25] .
Note that the existing nested or coprime PSA consists of several identical nested or coprime subarrays with orthogonal oriented antennas. Particularly, the subarrays in a nested PSA are two-level nested arrays or their modified versions VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ (e.g., augmented nested array [26] ), due to the filled difference co-arrays (i.e., no holes) of a subarray and between subarrays. The optimally nested array with N antennas can provide (N − 1)N + 1 DOFs, which is the maximum DOF for the difference co-array from an N element array with any geometry [11] . It seems to be more attractive compared with the two-level nested array for parameter estimation. Unfortunately, the difference co-array of an optimally nested array has holes, and the number of continuous holes increases dramatically with the increased number of antennas [11] . Meanwhile, for a nested PSA including the optimally nested subarray, the holes are also present in the difference co-array between subarrays. Thus the performance of ULA-based estimation methods may degrade significantly in this case, and the study for estimation based on the optimally nested array has received little attention.
In order to maintain the advantage of the optimally nested array, a novel nested PSA composed of two-level and optimally nested subarrays is given. Due to the optimally nested subarray, the new nested PSA can achieve larger aperture compared with the existing nested PSA. Then, to avoid the estimation performance loss and utilize all information from the difference co-array, a correlation matrix reconstruction based estimation method is proposed for filling the holes and estimating DOA and polarization state. Specifically, the twolevel nested subarray in the proposed nested PSA is used to perform one-dimensional (1-D) DOA estimation, and then oblique projection (OP) operators are constructed with these 1-D initial angles to produce the component of each signal at holes. Then the filled difference co-arrays will be obtained. Hence the virtual correlation matrix with increased DOF is generated and used to estimate DOA and polarization state. And then the resulting DOAs estimated above can be regarded as the new initial angles for OP operator construction, to iterate these procedures for estimation performance enhancement.
The rest of this paper is organized as follows. Section II reviews the polarized signal model, nested scalar-sensor array and OP operator. Section III proposes the nested PSA composed of two-level and optimally nested subarrays. In section IV, the proposed estimation method is given in details. Meanwhile, the effect of the proposed array configuration on filling holes in the proposed method is discussed. Section V provides the Cramér-Rao bound (CRB) and the computational complexity of the proposed method. In section VI, numerical examples are given to show the effectiveness of the proposed array and the proposed method. Finally, Section VII concludes this paper.
In this paper, scalars are denoted by lowercase italic letters, e.g., a. Vectors are denoted by italic boldface lowercase letters, e.g., a. Matrices are denoted by italic boldface capital letters, e.g., A. We list some notational conventions which will be used in the paper.
• |a|: absolute value of a • [a] i : the ith item of a vector a • ||a|| 2 : the Euclidean norm for the vector a
II. PRELIMINARIES
In this section, we will first give a polarized signal model, review two kinds of nested scalar-sensor arrays, i.e., twolevel nested array and optimally nested array, and then briefly introduce the oblique projection operator.
A. POLARIZED SIGNAL MODEL
We consider that one far-field narrowband, plane EM wave impinges on a nested PSA, which consists of two nested scalar-sensor subarrays. The two subarrays composed of antennas paralleling to y-axis and z-axis are called y-subarray and z-subarray, respectively. Assume that z-subarray contains N antennas and y-subarray contains M antennas. The minimum distance between array elements is half-wavelength, i.e., λ/2. The case that these two nested arrays are identical (i.e., N = M ) is shown in Fig. 1 . In this case, y-and zsubarrays are the two-level nested arrays (with M = N = N 1 + N 2 = 6 antennas) composed of two concatenated sub-ULAs, i.e., the dense sub-ULA with N 1 = 3 antennas and the sparse sub-ULA with N 2 = 3 antennas. By ignoring the noise, we define the components of electric field in z-axis and y-axis as [7] where θ ∈ [0, π] and φ ∈ [−π/2, π/2] are the incident signal's pitch angle measured from the positive z-axis and the azimuth angle measured from the positive x-axis, respectively. And γ ∈ [0, π/2] and η ∈ [0, 2π] denote the EM signal's polarization angle and polarization phase delay, respectively. a p (θ, φ, γ , η) and s(t) are the signal's polarized steering vector and complex amplitude, respectively.
For the case that K far-field narrowband EM signals impinge on the nested PSA from direction ((θ 1 , φ 1 ), . . . , (θ K , φ K )), the received data at time t is provided as [5] 
u(t) = z(t) y(t)
where [a p (θ k , φ k , γ k , η k )] i denotes the ith item of the polarized steering vector of the kth signal, and a z (θ k , φ k ) = 1 · · · e −jπsin θ k sin φ k (N −1) T and a y (θ k , φ k ) = 1 · · · e −jπ sin θ k sin φ k (M −1) T are the steering vectors of the kth signal based on z-subarray and y-subarray, respectively. The white Gaussian noise n(t) is assumed to be uncorrelated with the signals. Also, the signals are assumed to be temporally white and uncorrelated with each other. For simplicity, it is assumed that the antennas and the incident signals are coplanar, i.e., θ 1 = · · · = θ K = π/2. Therefore, (2) becomes
where s k,z (t) = −sin γ k e jη k s k (t) and s k,y (t) = cos γ k cos φ k s k (t) denote the vertically and horizontally polarized components of the kth EM signal, respectively.
The covariance matrix of u(t) is given as
where
Here, R k is the covariance matrix of the kth signal, and σ 2 n is the noise power.
B. NESTED SCALAR-SENSOR ARRAY
For a two-level nested array with N = N 1 + N 2 antennas, the dense sub-ULA has N 1 antennas with antenna distance d 1 = λ/2, and the sparse sub-ULA has N 2 antennas with antenna distance d 2 = (N 1 + 1) d 1 , as shown in Fig. 2(a) . Hence the antenna locations are at [11] 
The filled difference co-array of a two-level nested array, obtained from vectorizing the covariance matrix of the received data, is a virtual ULA and can provide 2(N 1 + 1)N 2 − 1 DOFs, which is much larger than the number of physical antennas N . The range of antenna locations of such hole-free difference co-array is from − (N 1 + 1) N 2 + 1 to (N 1 + 1) N 2 − 1. Therefore the one-side uniform DOF can be defined as F = (N 1 + 1) N 2 .
For an optimally nested array with N antennas (see Fig. 2 (b)), its antenna locations are at [11] S opt = d, 2d, 4d, 8d, 16d, · · · , 2 N −1 d .
The difference co-array of an optimally nested array can provide N (N − 1) + 1 DOFs. It can be seen that with the same number of antennas, the DOF of the difference co-array of an optimally nested array is greater than that of a two-level nested array. And the gap between DOFs from the optimally and two-level nested arrays increases with the increased number of antennas. It should be noted that the difference co-array of an optimally nested array is a nonuniform linear array (i.e., hole occurs). This will constrain the application of the optimally nested array.
C. OBLIQUE PROJECTION OPERATOR
Consider matrices A ∈ C n×m 1 and B ∈ C n×m 2 are of full column ranks, and they are linearly independent from each other. Thus n ≥ (m 1 + m 2 ). Note that A is not required to be orthogonal to B. Their subspaces are expressed as span {A} and span {B}, respectively. An oblique projection operator E AB onto span {A} along span {B} can be defined as follows [27] 
This indicates that the range of E AB is the subspace span {A} and the null space of E AB contains the subspace span {B}.
III. PSA COMPOSED OF TWO-LEVEL/OPTIMALLY NESTED SUBARRAYS
The existing nested PSA is usually composed of several identical two-level nested arrays with orthogonally oriented antennas (see Fig. 1 ), which is a natural extension of the two-level nested scalar-sensor array (see Fig. 2(a) ). For the existing nested array, the difference co-arrays of y-subarray and z-subarray and that between y-and z-subarrays are holefree. However, compared with the optimally nested array, the virtual aperture and increased DOF of difference co-array of the two-level nested array are still limited, especially with a larger number of physical antennas. This will degrade the estimation performance of methods.
To break the limitation, we propose a novel nested PSA, which consists of a two-level nested subarray (e.g., z-subarray) and an optimally nested subarray (e.g., y-subarray), as shown in Fig. 3 . Comparing the difference co-array of the proposed array with that of the existing array with the same number of antennas, some observations are given as follows:
(1) For the proposed array, the aperture of difference co-array of the y-subarray with 5 physical antennas is 21. In contrast, for the existing array, the aperture of the y-subarray with 6 physical antennas is 12. This observation illustrates that even the number of antennas of y-subarray of the proposed array is smaller than that of the existing array, the aperture of the former is larger than that of the latter.
It is noted that the difference co-array of the y-subarray in the proposed array is a nonuniform linear array, which will bring the ambiguity of DOA estimation and lead to estimation performance loss. We shall show later that, depending on the filled difference co-array of z-subarray, the difference co-array of the y-subarray will be an ULA by filling the holes, for overcoming the ambiguity and improving estimation performance. Then, compared with the filled difference co-array of the y-subarray in the existing array, the hole-free difference co-array of the y-subarray in the proposed array can provide larger aperture, to improve the performance of DOA estimation.
(2) For a fixed total number of antennas, the number of antennas of z-subarray increases with the decreased number of antennas of y-subarray. Specifically, the aperture of difference co-array of z-subarray with 7 antennas in the proposed array is 16, whereas the aperture of difference co-array of zsubarray with 6 antennas in the existing array is 12. This indicates that the performance of DOA estimation for the former is also higher than that for the latter.
(3) Compared with the existing array, the numbers of antennas and the configurations of z-and y-subarrays do not need to be identical for the proposed array. On the one hand, this can provide enhanced flexibility for array element distribution for some special application scenarios. On the other hand, however, the difference co-arrays between z-and ysubarrays in the proposed array also have holes, which can not be filled by the existing method. The following section shows that these holes can be filled by the proposed method and therefore the difference co-arrays between z-and y-subarrays will be ULAs.
IV. CORRELATION MATRIX RECONSTRUCTION BASED ESTIMATION METHOD
In this section, the estimation method which is based on the correlation matrix reconstruction is designed for the proposed array. First, z-subarray of the proposed array is used to generate its auto-correlation matrix for 1-D DOA estimation. Subsequently, a series of OP operators are built with estimated angles, to produce components of all signals at each hole in the difference co-arrays. The holes are filled by this way, and then the virtual correlation matrix with increased DOF of the proposed array will be constructed for estimation of DOA and polarization state. An iterative procedure containing above steps is provided for improving the estimation performance.
A. 1-D DOA ESTIMATION FOR TWO-LEVEL NESTED SUBARRAY
For z-subarray of the proposed array, its auto-correlation matrix R 11 in R u (see (4) ) can be used to construct a virtual correlation matrix with increased DOF, which will be applied to detect more incident signals and improve estimation performance [11] . Specifically, vectorizing R 11 , we have [11] u 11 
After removing the repeated rows (after their first occurrence) and sorting the rest, u 11 can be rewritten as [11] u 11 
Here, one can see thatū 11 in (12) can be regarded as a new longer received data with a new array manifold matrix A 11 , in whichā z (φ k ) denotes the steering vector of the kth signal for the virtual ULA.
Since z-subarray of the proposed array is a two-level nested array, its difference co-arrayū 11 is hole-free and generates virtual auto-correlation matrixR 11 with increased DOF for 1-D DOA estimation [11] . The number of signals is assumed to be known a priori or can be estimated (e.g., by identifying the rank of source subspace [28] ). In this case, up to (N 1 + 1)N 2 − 1 signals can be identified. The estimated angles are represented as (φ 1 · · ·φ K ).
B. HOLE RECOVERY
The difference co-arrays of R 12 and R 21 , which are cross-correlation matrices between z-subarray and y-subarray, have holes. Also, the difference co-array of R 22 , which is a auto-correlation matrix of an optimally nested array (i.e., y-subarray), has holes. As a consequence, the difference co-array with holes can not construct a virtual correlation matrix with increased DOF, for parameter estimation.
We show below that the holes can be filled and the filled difference co-arrays can be achieved for constructing a virtual correlation matrix. Without loss of generality, the difference co-array u 21 of R 21 is used as an illustrative example. Vectorizing R 21 , we have
where s 21 = −[ 1 2 sin 2γ 1 cos θ 1 e jη 1 σ 2 1 · · · 1 2 sin 2γ K cos θ K e jη K · σ 2 K ] T and A y = ȧ y (φ 1 ) · · ·ȧ y (φ K ) witḣ
After removing the repeated rows (after their first occur) and sorting the rest, u 21 can be rewritten aś
whereÁ 21 = á zy (φ 1 ) · · ·á zy (φ K ) denotes the array manifold with
Here,á zy (φ k ) denotes the steering vector of the kth signal for the difference co-arrayú 21 which is a nonuniform linear array.
1) HOLES IDENTIFICATION
The virtual auto-correlation matrixR 11 behaves like the received data at a ULA whose manifold is provided by (13) .
We first assume that the virtual auto-correlation matrixR 22 from R 22 also behaves like the received data at a ULA with 2 M −1 DOFs. Then, the resulting virtual cross-correlation matrixR 21 from R 21 needs to be a correlation matrix of two ULAs, which are identical with virtual ULAs forR 11 and R 22 , respectively. Thus the items, which exist inR 21 and do not exist in R 21 , are the holes in the difference co-array. The difference between the numbers of items inR 21 and R 21 is the number of holes. Comparing R 21 with resultingR 21 , the locations of these holes in the difference co-array can be found. Thus, a hole in the difference co-array, whose location is m, can be written as
where u k (m) = e −jπ sin φ k ·m [s 21 ] k denotes the component of the kth incident signal at the hole.
2) ONE HOLE FILLING
From (18), one can see that when components of all signals at a hole are recovered, the hole will be filled. The procedure for filling the hole at mth location is divided into two small steps, which are listed as follows: (a) The components of each signal, which are in items at the m g th (g = 1, 2, · · · , 2G, G ∈ N + ) locations of difference co-arrayú 21 , will be produced.
(b) These components of each signal will be combined to generate the component of each signal at the hole.
In the first small step, for the kth incident signal, OP operators are built with estimated angle (φ 1 · · ·φ K ), to reserve the kth signal and remove the others. The kth OP operator is expressed as
where B k = [á zy (φ 1 ) · · ·á zy (φ k−1 )á zy (φ k−1 ) · · ·á zy (φ K )] is the kth block matrix.
The output of the kth OP filter used forú 21 is
Obviously, the structures ofú 21 and v k are identical. The v k can be regarded as a new difference co-array which only consists of the kth signal. Thus, in the second small step, the component of the kth signal, which corresponds to the hole r(m) at mth location in the difference co-array, can be generated as
with v k (0) = [s 21 ] k and
where v k (m g ) denotes the component of the kth signal in the item at m g th location inú 21 . From (21), it can be seen that u k (m) is produced by several pairs of combination of v k (m 2g−1 ) and v k (m 2g ). Then the specific filter procedure will repeat to produce components of all incident signals at this hole. Recalling (18) , the hole whose location is m in the difference co-array can be filled.
3) HOLES FILLING
It is noted that due to finite snapshots, the estimated error for u k (m) in (21) is introduced from v k (m g ). Thus the smaller the value of G is, the smaller the introduced error is. In (22) , the locations of holes determine the value of G and depend on the specific configurations of z-subarray and y-subarray.
On the other hand, the numbers of antennas of z-and y-subarrays (i.e., N and M ), which determine their specific configurations, can be seen as a freedom combination according to the application scenario. There is a problem that how the relationship between N = N 1 + N 2 and M can determine the number of pairs of combination for producing u k (m). The solution is given by the following theorem. Theorem 1: Given an optimally nested array with M antennas, when F = (N 1 +1)N 2 ≥ 2 M −4 , all holes in the difference co-array between z-and y-subarrays can be filled by one pair of combination, i.e., G = 1.
The proof of Theorem 1 is given in Appendix A. For example, N = 7 and M = 5 in Fig. 3 meet the requirement F = (3 + 1) · 4 = 16 ≥ 2 5−4 = 2, so that all holes in the difference co-arrays between z-and y-subarrays can be filled by one pair of combination.
Following Theorem 1, we have Theorem 2: Given an optimally nested array with M antennas, when F = (N 1 +1)N 2 ≥ 2 M −5 , all holes in the difference co-array between z-and y-subarrays can be filled by at most two pairs of combination, i.e., G = 2.
The proof of Theorem 2 is given in Appendix B. Furthermore, a corollary for G pairs of combination is provided as Corollary: Given an optimally nested array with M antennas, when F = (N 1 + 1)N 2 ≥ 2 M −3−G , all holes in the difference co-array between z-and y-subarrays can be filled by at most G pairs of combination.
The proof of Corollary is simialr to that of Theorem 2. Thus, all holes can be filled by different strategies, which varies with different numbers of antennas of z-and ysubarrays. And then filled difference co-arrayū 21 can be achieved as a ULA. Similarly, the filled difference co-arrays u 12 from R 12 andū 22 from R 22 can be obtained. Thus, by using Toeplitz matrix [29] ,R 21 ,R 12 andR 22 will be constructed by their corresponding filled difference co-arrays.
Remark: For the free combination of N and M , it can extend the application scenario of the proposed array, while it may lead to increased estimation error. Thus the trade-off between such advantage and disadvantage for the proposed array design is necessary to be considered.
C. ESTIMATION OF DOA, POLARIZATION ANGLE AND POLARIZATION PHASE DELAY
The virtual covariance matrixR for the proposed nested PSA can be reconstructed bȳ
Subsequently, the eigenvalue decomposition (EVD) is used forR and the result is provided as [ 
where U s denotes the signal subspace, and s is a diagonal matrix whose diagonal elements are eigenvalues corresponding to the eigenvectors in U s . Similarly, U n denotes the noise subspace, and n is a diagonal matrix whose diagonal elements are eigenvalues corresponding to the eigenvectors in U n . Then, the MUSIC algorithm is applied to (24) for estimating DOA, polarization angle and polarization phase delay, and its spectrum function is written as [10] 
Here, a s,z (φ) and a s,y (φ) are the steering vectors for virtual ULA.
D. ITERATION
Assume that the DOAs estimated in subsection C are denoted as (φ h 1 , · · · ,φ h K ) for the hth iteration. As mentioned above, the holes recovery in subsection B and parameter estimation in subsection C benefit from initial DOA (i.e., (φ 1 , · · · ,φ K )), which are estimated fromR 11 in subsection A. Hence, when the DOA (φ 0 1 , · · · ,φ 0 K ) estimated from P(φ, γ , η) in subsection C are regarded as the new initial DOA, there is a repeated process including subsections B and C for parameter estimation. Thus the resulting DOA estimated in such repeated process are denoted as (φ 1 1 , · · · ,φ 1 K ). Obviously, the accuracy of estimated DOA (φ 0 1 , · · · ,φ 0 K ) is better than that of DOA (φ 1 , · · · ,φ K ) estimated in subsection A, indicating that the errors from filling holes based on the former is smaller than those based on the latter. Thus the accuracy of resulting DOA (φ 1 1 , · · · ,φ 1 K ) estimated in the repeated process is better than that of DOA (φ 0 1 , · · · ,φ 0 K ). Therefore the repeated process is an iterative process for enhancing parameter estimation. The previous work shows that the iterative estimation algorithms will be terminated if the difference of parameters between two consecutive iterations is less than a predefined threshold [30] , [31] . Similar to them, the iterative procedure of the proposed method will terminate when the following condition is satisfied
where δ is the predefined threshold. Usually, δ is a positive number and predefined associated with signal-to-noise ratio (SNR), the number of snapshots and the number of antennas. The number of iteration is determined by the value of δ.
It is noted that the number of iterations increases with the decreased value of δ for better estimation performance, however, this will increase the computational complexity of the proposed method. Hence, as far as choosing appropriate number of iterations is concerned, there is a trade-off between high estimation accuracy and the computational complexity.
Specifically, for the proposed method, (φ 1 , · · · ,φ K ) used for (φ 0 1 , · · · ,φ 0 K ) estimation is estimated fromR 11 , whereas (φ h−1 1 , · · · ,φ h−1 K ) used for (φ h 1 , · · · ,φ h K ) estimation is estimated fromR. Due toR 11 ∈R (see (23) ), the dif-
. This illustrates that, for the proposed method, the performance improvement between the first iteration and without iteration is far greater than that between the hth iteration and the (h − 1)th iteration. Therefore, considering the computational complexity, it may be appropriate to choose the number of iterations as one for the relatively good performance of estimation. The proposed method procedure is shown in TABLE 1.
V. PERFORMANCE ANALYSIS A. CRB
The CRB can be developed from sparse scalar-sensor array to the proposed PSA for underdetermined parameter estimation. Hence, following the stochastic CRB for sparse scalar-sensor array provided in [32] , [33] , the CRB for the proposed PSA is provided as
where L is the number of snapshots, the fisher information matrix (FIM ) is (B H J 1/2 ⊥
× (N + M ) matrix composed of the derivatives with respect to signals' powers and can be expressed as
and B is a matrix composed of the derivatives with respect to desired parameters and can be written as
Here, R u,k is defined in (4).
B. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of each step of the proposed algorithm, as shown in TABLE 1, is derived as follows:
Step 1: The auto-correlation matrix of received data based on the proposed array is first calculated and thus takes about O(L(N +M ) 2 ) operations. Similar to [29] , R 11 in (4) produces R 11 though filled self-difference co-arraysū 11 , which does 
Step 2: The computational complexity of this step is dominated by the construction of OP operator for each signal. The cost for each OP operator is mainly caused by the construction and inverse of (aP ⊥ B i a), which is about O(K (N 2 ) 2 ) and O((N 2 ) 3 ), respectively. Therefore the computational complexity of the step including K OP operator is about O(K 2 N 4 + KN 6 ).
Step 3: The MUSIC algorithm is used for estimating DOA and polarization state in this step, and therefore this step is mainly caused by the EVD and multi-dimension searching. It is well known that EVD and multi-dimension searching require about O(8N 6 ) and O( 180 α 90 β 360 γ (N 2 + M 2 − K )(2(N 2 + M 2 ) + 1)) operations, respectively. Here, α, β and γ denote the searching intervals of the MUSIC in the azimuth angle, polarization angle and polarization phase delay, respectively.
Step 4: The process containing steps 2 and 3 will be iterated in this step, unless (27) is satisfied. Thus the computational complexity of the step is about h-fold computations of steps 2 and 3.
Hence, the total computational complexity of the proposed method is
VI. NUMERICAL EXAMPLE
In this section, we will verify the superiority of the proposed nested PSA and the proposed algorithm. The configurations of the existing and the proposed nested PSAs are shown in Figs. 1 and 3 , respectively. The total number of antennas of both these two kinds of arrays is 12. In the case of the existing nested PSA, both z-and y-subarrays are two-level nested arrays with N = 6 antennas (N 1 = N 2 = 3) . In the case of the proposed array, z-subarray is a two-level nested array with N = 7 antennas (N 1 = 3, N 2 = 4), whereas ysubarray is an optimally nested array with M = 5 antennas.
A. MUSIC SPECTRUM
In the first experiment, 13 EM signals are located at
, the number of snapshots is 5 × 10 4 and SNR = −5 dB for MUSIC Spectrum of the proposed method. For the convenience of display and comparison, assume that all signal powers are equal, and the values of polarization phase delays for all incident signals are equal and known in advance. These assumptions are similar to those for the simulation in [20] , [21] . For the proposed nested PSA, the joint estimation results of DOA and polarization angle under H = 200 Monte Carlo trials are presented in Fig. 4 .
In Fig. 4 , the number of incident signals is larger than the number of antennas of the proposed array, and the estimated values are closely around to true values, indicating that the proposed array and method are valid for underdetermined parameter estimation. Furthermore, the length of the collection of estimated values along longitudinal axis is longer than that along horizontal axis. This indicates that the estimation performance of the proposed algorithm for DOA is superior than that for polarization angle.
B. RMSE VERSUS SNR
In the second experiment, the performance of the proposed algorithm is demonstrated in comparison to polarization-MUSIC algorithm in the difference co-array (coarray MUSIC) [21] , direct-MUSIC [10] and the CRB for the proposed nested PSA. Here, direct-MUSIC refers to direct application of MUSIC to the proposed array rather than in its difference co-array. Note that, the existing array can provide filled difference co-array to produce the virtual covariance matrix with increased DOF, and thus there is no hole to be filled. Hence, for the existing array, the proposed method will degenerate into the polarization-MUSIC algorithm [21] for parameter estimation. The polarization-MUSIC algorithm [21] can be regarded as the version of the proposed method applied for the existing array, to compare the estimation performance between the existing and proposed arrays.
In this experiment, 3 uncorrelated narrowband signals at φ = −8 • 0 • 8 • and γ = 40 • 60 • 30 • are considered. It is noted that, the number of signals is smaller than the numbers of antennas in the arrays. Thus, the direct-MUSIC can be added to comparison, and there is no angle ambiguity for direct-MUSIC in this case. The number of snapshots is 3×10 4 and the Monte Carlo trails is H = 200. The root mean square error (RMSE) of DOA or polarization state estimation for all incident signals is defined as
whereα k,v and α k,v are estimated value and true value of the vth parameter of the kth signal, respectively. First, for the proposed method, the performance of DOA estimation and the average run-time versus the number of iterations h are listed in Table 2 . The given run-time is based on running the method in MATLAB R2018b environment on a desktop computer with an Intel Core(TM) CPU i5-8400 @2.8 GHz and 16 GB of RAM, and under the Microsoft Windows 10 operating system. From Table 2 , one can see that RMSE of DOA estimation based on the proposed method without iteration (i.e., h = 0) is much higher than that based on the method with one iteration (i.e., h = 1), whereas the gap between RMSEs based on the methods with one and two iterations (or with two and three iterations) is small. On the other hand, the computational complexity of the proposed method increases linearly with the increased number of iterations h, which is consistent with the theoretical analysis in (31) . These observations illustrate that the appropriate value for the number of iterations may be one, which is in accordance with the discussion in previous section. Hence h = 1 is used for the proposed method to compare with the proposed method without iteration.
1) ESTIMATION PERFORMANCE OF DOA
The RMSEs of DOA versus SNR for the estimation methods based on the existing or the proposed arrays are shown in Fig. 5 . It can be seen that the performance of the proposed methods and direct-MUSIC based on the proposed array is better than that of the method based on the existing array. This observation indicates that the proposed array can provide better performance than the existing array. Moreover, for the proposed array, the performance of direct-MUSIC and the proposed method are similar. This illustrates that both of them use full information received from the proposed array in this case.
Additionally, the holes in the difference co-array of the proposed array need to be filled by the proposed method. The error from filling holes decreases with the increased iteration. Hence, the performance of the proposed method with one iteration is superior to that without iteration. Fig. 6 shows the estimation performance of polarization angle for the estimation methods. The CRB is also shown. One can see that the performance of the methods are similar. This indicates that the proposed algorithm is valid for polarization angle estimation based on the proposed array.
2) ESTIMATION PERFORMANCE OF POLARIZATION ANGLE

C. RMSE VERSUS THE NUMBER OF SNAPSHOTS
In the third experiment, SNR is -5 dB and the number of snapshots is from 1.5 × 10 4 to 3.5 × 10 4 . And other simulation parameters are the same with those in the previous experiment. Fig. 7 shows the estimation performance of DOA for the existing and proposed methods. In Fig. 7 , the estimation performance of the proposed methods and direct-MUSIC is better than that of the existing method. This also indicates the proposed array can provide better estimation performance than the existing array. Similar to the observation in Fig. 5,  FIGURE 7 . RMSE versus the number of snapshots for DOA estimation. the performance of the proposed method with one iteration is also superior to that without iteration.
1) ESTIMATION PERFORMANCE OF DOA
2) ESTIMATION PERFORMANCE OF POLARIZATION ANGLE
The estimation performance of polarization angle for the existing and proposed methods versus the number of snapshots is shown in Fig. 8 . And the CRB is also given. It can be seen that the performance of the methods are similar, which is identical with the observation in Fig. 6 . This also illustrates that the proposed method is valid for polarization angle estimation.
VII. CONCLUSION
In this paper, a novel nested PSA composed of a two-level nested subarray and an optimally nested subarray is presented for larger aperture. Then a correlation matrix reconstruction based algorithm is proposed for filling the holes and estimating DOA and polarization state. Based on the OP operator constructed by using initial DOA from the two-level nested subarray, the proposed method fills the holes and generates the virtual correlation matrix with increased DOF for parameter estimation. An iterative step is added for estimation performance improvement. The simulation results have verified the effectiveness of the proposed array and algorithm.
APPENDIX
A. PROOF OF THEOREM 1
Proof: Assume that the difference m i is the location of difference co-array v i (see (20) ). Hence, m i can be given as
where x and y are the antenna locations of the optimally and two-level nested arrays, respectively. According to (22) , the difference m i hole , which is the location of hole r(m) in the difference co-array, can be obtained by two existing items, i.e.,
One can see that (2 x 1 −2 x 2 ) and (y 1 −y 2 ) are the differences for difference co-arrays of the ith signal based on the optimally and two-level nested arrays, respectively. It is obvious that elements of difference co-array between adjacent items in (2 x 1 − 2 x 2 ) are [2 M −2 , 2 M −3 , · · · , 2, 1], and a ULA with 2F − 1 items can be achieved by (y 1 − y 2 ). Due to (y 1 − y 2 ) containing positive and negative elements in difference coarray, the hole can be filled when the following condition is satisfied
where (2 x 1 − 2 x 2 ) and (2 x 2 − 2 x 3 ), respectively, denote the two maximum values of differences for difference co-array of the optimally nested array, i.e., 2 M −2 and 2 M −3 . If the maximum number of continuous holes between [2 M −2 , 2 M −3 ] can be filled, other continuous holes will be filled. Then, one can obtain
Therefore, we have
In the case of (37), it can be seen that each m i hole can be produced by one pair of combination, i.e., G = 1. And the corresponding component of the ith signal can be produced at the hole. Then, each hole will be filled. 
It is obvious that (y 1 −y 2 ) and (y 4 −y 3 ) denote the differences for difference co-array of a two-level nested array, so that (y 1 − y 2 ) ∈ [−F, −F + 1, · · · , F − 1, F] and (y 4 − y 3 ) ∈ [−F, −F + 1, · · · , F − 1, F]. And (2 x 1 − 2 x 2 ) and (2 x 4 − 2 x 3 ) denote the differences for difference co-array of an optimally nested array, so (2 x 1 − 2 x 2 ) ∈ [2 M −2 , 2 M −3 , · · · , 2, 1, 0] and (2 x 4 − 2 x 3 ) ∈ [2 M −2 , 2 M −3 , · · · , 2, 1, 0]. Similar to (36) in the previous proof, the hole will be filled by using at most two combination when the following condition is satisfied
which means
In the case of (40), each m i hole can be produced by at most two pairs of combination, i.e., G = 2. And the corresponding component of the ith signal can be generated at the hole. Therefore, each hole will be filled. 
