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A half-descent of an alternating permutation π is an event that π2i > π2i+2, which is
defined and studied in Huber and Yee (2010) [18]. The notion of half-descents is generalized
to mth descents. Bivariate generating functions for permutations classified according to
the numbers of mth descents and inversions are given. Connections to the results on half-
descents and alternating permutations are indicated. It is also shown how to specialize the
presented results to obtain some other previous work on permutations.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
An alternating or up–down permutation π = π1π2 · · · on the set [n] := {1, 2, . . . , n} is a permutation which satisfies the
following inequality
π1 < π2 > π3 < · · · ,
where the last inequality depends on the parity of n. Alternating permutations have rich combinatorial structure and have
been studied extensively both for their own sake, and in applications [2,5,7,9–12,19,22,25,26].
André [2] used alternating permutations to derive the series expansion of tan x + sec x and showed that the coefficient
of xn/n! is the number of alternating permutations of the first n integers. Jackson [19] gave q-analogs of sin x and cos x. It
is known that the corresponding series expansion of the q-analog of tan x + sec x generates alternating permutations of n
integers classified according to the number of inversions (see [24, p. 148]).
Throughout the paper, we denote the set of permutations on the set [n] by S(n) and the set of alternating permutations
byA(n). An inversion in a permutation π ∈ S(n) is a pair of elements (πi, πj) such that
i < j and πi > πj.
The number of inversions is denoted by inv(π), and
inv(π) = #{(i, j) | πi > πj, 1 ≤ i < j ≤ n}.
Another important statistic in permutations is a descent. A descent in position i in a permutation π ∈ S(n) is the event that
πi > πi+1.
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The descent set Des(π) is thus defined
Des(π) = {i | πi > πi+1, 1 ≤ i < n},
and the number of descents in π , denoted by des(π), is
des(π) = #Des(π).
Using the above introduced notation, if we let
T2n+1(q) =
−
π∈A(2n+1)
qinv(π),
then it is well known [4,13,23,24] that
∞−
n=0
T2n+1(q)t2n+1
(q; q)2n+1 =
∞∑
n=0
(−1)nt2n+1
(q;q)2n+1
∞∑
n=0
(−1)nt2n
(q;q)2n
, (1.1)
where the q-factorial is defined by
(a)n := (a; q)n := (1− a)(1− aq) · · · (1− aqn−1).
The counterpart generating function for alternating permutations of even length and variants may be found in [24, p. 148].
A permutation π is called a down–up permutation if
π1 > π2 < π3 > · · · ,
where the last inequality depends on the parity of n. There is a one-to-one correspondence between up–down (or
alternating) permutations and down–up permutations. For an up–down permutation π ∈ A(n), we can easily see that
π¯ is down–up, where
π¯i = n+ 1− πi.
In [5], Carlitz classified down–up permutations according to the number of rises in the even indexed entries and gave the
generating function for
A2n+1(x) = xn
−
π∈A(2n+1)
x−#{i|π2i>π2i+2}
as
∞−
n=0
A2n+1(x)
t2n+1
(2n+ 1)! =
∞∑
n=0
(−1)n
n∏
k=0
(1+ 2k(1− x)) t2n+1
(2n+1)!
∞∑
n=0
(−1)n
n−1∏
k=0
(1+ 2k(1− x)) t2n
(2n)!
. (1.2)
Carlitz also described the counterpart for down–up permutations of an even length.
Recently, Huber [16,17] found a new q-analog of the number of alternating permutations of odd length while working
on an identity from Ramanujan’s lost notebook. In [18], Huber and Yee provided a combinatorial interpretation of this new
q-analog by defining new permutation statistics half-descents.
Theorem 1.1 (Huber and Yee [18]). Let
T o2n+1(q) =
−
π∈A(2n+1)
qinv(π)+des(πo),
where des(πo) is the number of descents in πo := π1π3π5 · · ·π2n−1π2n+1. Then
∞−
n=0
T o2n+1(q)t2n+1
(q; q)2n+1 =
∞∑
n=0
(−1)nqn2+nt2n+1
(q;q)2n+1
∞∑
n=0
(−1)nqn2 t2n
(q;q)2n
. (1.3)
Variants of (1.3) along with proofs may be found in [18]. In particular, generating functions for q-analogs similar to (1.3),
where sums are over π ∈ A(2n), or where des(πo) is replaced by des(πe), πe = π2π4 . . . , are all constructed in [18].
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An immediate question arising from the results of Huber andYee is the possibility of two ormore variable generalizations.
Since des(π) = ⌊(n − 1)/2⌋ for π ∈ A(n), it would be more interesting to consider the generating function with respect
to inversions and half-descents. For instance, one can ask for a nice closed form of the following generating function, as a
refinement of T o2n+1(q),
f2n+1(x, q) :=
−
π∈A(2n+1)
qinv(π)xdes(πo).
Mendes and Remmel [20] established a multivariate generating function classifying permutations according to a variety
of statistics at once. It specializes to
∞−
n=0
tn
(q; q)n(1− x)n+1
−
π∈S(n)
xdes(π)qinv(π) = 1
1− x
(t;q)∞
.
Various generalizations previously appeared in [14,15]. Also, we refer the reader to the bibliography in [1] for an extensive
literature for the q = 1 case, that is no classification according to inversions.
The aim of this paper is to construct more general series with two parameters, which reconcile most of the known
results, and to give many new ones. To present our main results, we need some preliminaries and definitions, which are
a bit complex. Thus we defer it to Section 3. Instead, we state a special case of Theorem 3.2.
Theorem 1.2. We have
−
n≥0
f2n+1(x, q)t2n+1
(q; q)2n+1 =
∑
n≥0
n∏
s=1
(−1+(1−x)(1−q2s)/(1−q))t2n+1
(q;q)2n+1
1− x∑
n≥1
n−1∏
s=1
(−1+(1−x)(1−q2s+1)/(1−q))t2n
(q;q)2n
.
Theorem 1.2 reduces to (1.3) when x = q. In Section 4, we will present how to specialize our main theorems to obtain
some previous work including the Huber–Yee results and the Mendes–Remmel results.
2. Preliminaries
In this section, we introduce notation and terminology that are needed in the subsequent sections.
We first describe the classes of permutations in which we are interested:
Sk(n) = {π ∈ S(n) | Des(π) ⊂ {k, 2k, . . . , (⌈n/k⌉ − 1) k}}
and
Ak(n) = {π ∈ S(n) | Des(π) = {k, 2k, . . . , (⌈n/k⌉ − 1) k}}.
Verbally, Sk(n) is the collection of permutations in which descents can only occur at positions that are multiples of k. We
call such permutations k-permutations. Note that S1(n) = S(n). Likewise,Ak(n) is the collection of permutations for which
there is a descent at every kth position, and nowhere else. These permutations were considered by Carlitz in [6,8]. We call
such permutations alternating k-permutations. When k = 2, we recover ordinary alternating permutations. We would also
like a measure of how much a k-permutation deviates from being alternating. We therefore define
H(π) = {l | π ∈ Sk(n), πlk < πlk+1, l = 1, . . . , ⌈n/k⌉ − 1},
and
h(π) = #H(π).
We now consider a subcollection of parts in a permutation π
πa(m) = πaπa+mπa+2m · · · ,
and we can extend the descent set to anmth descent set Des(πa(m)) in the obvious way:
Des(πa(m)) = {i | πa+(i−1)m > πa+im, 1 ≤ a+ (i− 1)m < a+ im ≤ n},
and
des(πa(m)) = #Des(πa(m)).
Throughout the paper, n is a non-negative integer unless n > 0 is explicitly stated. We also assume that k,m are positive
integers such thatm|k. r and a are integers from a predetermined complete set of residues modulo k andm, respectively. In
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particular,
r = 1, . . . , k, and a = 1, . . . ,m.
The choice of complete set of residues modulo k is of great importance. That for m is just convenient, as the subsequent
results will show.
The Gaussian polynomial (q-binomial coefficient) [3] is defined by[
α
β
]
:=
[
α
β
]
q
=

(q; q)α
(q; q)β(q; q)α−β , if 0 ≤ α ≤ β,
0, otherwise.
A proof for the following lemma can be found in [24, p.132].
Lemma 2.1. We have−
π∈S(n), Des(π)⊂{t}
qinv(π) =
[
n
t
]
. (2.1)
Proof. Let P (t)n be the set of all permutations π on [n] such that
π1 < π2 < π3 < · · · < πt−1 < πt , πt+1 < πt+2 < · · · < πn−1 < πn.
Then we can define a bijection φ from P (t)n to the set of permutations S(M) on the multisetM = {1t , 2n−t} by
f (π) = a,
where a = a1a2 · · · an ∈ S(M) and
ai =

1, if πi ≤ t,
2, if πi > t.
Furthermore, it can be easily shown that inv(π) = inv(a). Therefore, the lemma follows from−
a∈S(M)
qinv(a) =
[
n
t
]
,
a proof of which can be found in [24, p. 26]. 
We define a bijection σ between the set of permutations on n positive integers µ1 < µ2 < · · · < µn and S(n) by
σ(µπ1µπ2 · · ·µπn) = π1π2 · · ·πn. (2.2)
Note that the bijection σ preserves inversions and descents, namely
inv(π) = inv(σ (π)) and des(π) = des(σ (π)). (2.3)
Proposition 2.2. For a nonnegative integer t,−
π∈S(n)
qinv(π) =
[
n
t
] −
π∈S(t)
qinv(π)
−
π∈S(n−t)
qinv(π).
Proof. For a permutation π ∈ S(n), we denote πA := π1 · · ·πt and πB := πt+1 · · ·πn. Let [n]t denote the set of all t-subsets
of [n]. Then there is a bijection ρ between S(n) and [n]t × S(t)× S(n− t), where
ρ(π) = ({π1, π2, . . . , πt}, σ (πA), σ (πB)).
By the definition of inv(π), we see that
inv(π) = inv(πA)+ inv(πB)+ inv(πA, πB),
where inv(πA, πB) denotes the number of inversions (πi, πj) in π for i ≤ t < j. Hence, by (2.3),−
π∈S(n)
qinv(π
A,πB)qinv(π
A)qinv(π
B) =
−
T∈[n]t
qinv(ι(T ),ι(T ))
−
π∈S(t)
qinv(π)
−
π∈S(n−t)
qinv(π),
where ι(T ) is the identity permutation on the set T and ι(T ) is the identity permutation on the complement of T . Then the
proposition follows from (2.1). 
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3. Main results
3.1. Alternating k-permutations
In this section, we define and study a two variable generating function for alternating k-permutations.
Definition 3.1. A two-variable generating function for alternating k-permutations inAk(n) is
fn(x, q) =
−
π∈Ak(n)
qinv(π)xdes(πa(m)).
The accompanying correction factor is given by
cn(x, q) =
−
π∈Sk(n),des(πa(m))=0
qinv(π)(−x)h(π) (1− x)⌈n/k⌉−1−h(π).
Clearly, both fn(x, q) and cn(x, q) depend on a. In fact, as a pair, they depend on the same a. To avoid writing too many
parameters each time, we simply make clear in every context which a is used, and drop it afterward.
We are now ready to present the main results.
Theorem 3.2. For m ≥ 2, m|k, r = 1, . . . , k,
−
n≥0
fnk+r(x, q)tnk+r
(q; q)nk+r =
∑
n≥0
cnk+r (x,q)tnk+r
(q;q)nk+r
1− x∑
n≥1
cnk(x,q)tnk
(q;q)nk
. (3.1)
Proof. We first cross-multiply (3.1) and collect the coefficient of tnk+r for each n ≥ 0. This reduces the proof to establishing
fnk+r(x, q) =
n−
l=1
[
nk+ r
lk
]
clk(x, q)xf(n−l)k+r(x, q)+ cnk+r(x, q) (3.2)
for all n ≥ 0. For n = 0, it follows from the definitions of fr(x, q) and cr(x, q) that
fr(x, q) = 1 = cr(x, q).
Thus it suffices to prove Eq. (3.2) for n ≥ 1. We first show that for an integer lwith 1 ≤ l ≤ n,−
π∈Slk(nk+r)
qinv(π)(−x)h(πA)(1− x)l−1−h(πA)xdes(πBa(m)) =
[
nk+ r
lk
]
clk(x, q)f(n−l)k+r(x, q), (3.3)
where S lk(nk+ r) is the set of all permutations π ∈ Sk(nk+ r) such that πA := πA(l) := σ(π1π2 · · ·πlk) and πB := πB(l) :=
σ(πlk+1 · · ·πnk+r), and
des(πAa(m)) = 0, πA ∈ Sk(lk), πB ∈ Ak((n− l)k+ r).
We recall the bijection ρ given in the proof of Proposition 2.2. By applying ρ to π ∈ S lk(nk + r), we obtain that the left
hand side of (3.3) is equal to[
nk+ r
lk
] −
π∈Sk(lk),des(πa(m))=0
qinv(π)(−x)h(π)(1− x)l−1−h(π)
−
π∈Ak((n−l)k+r).
qinv(π)xdes(πa(m)). (3.4)
Thus, (3.3) follows from the definitions of fn(x, q), cn(x, q), and (3.4).
We now show that
fnk+r(x, q) =
n−
l=1
x
 −
π∈Slk(nk+r)
qinv(π)(−x)h(πA)(1− x)l−1−h(πA)xdes(πBa(m))
+ cnk+r(x, q). (3.5)
For any permutation π ∈ Sk(nk+ r), we define
χl(π) =

1, if π ∈ S lk(nk+ r),
0, otherwise,
χ0(π) =

1, if π ∈ Sk(nk+ r) and des(πa(m)) = 0,
0, otherwise.
K. Kurşungöz, A.J. Yee / Discrete Mathematics 311 (2011) 2610–2622 2615
Then, the right hand side of (3.5) can be rewritten as−
π∈Sk(nk+r)
qinv(π)pπ (x),
where
pπ (x) =

n−
l=1
χl(π)(−x)h(πA)(1− x)l−1−h(πA)x1+des(πBa(m))

+ χ0(π)(−x)h(π)(1− x)n−h(π).
Thus, to prove the theorem, it suffices to show that
pπ (x) =

xdes(πa(m)), if π ∈ Ak(nk+ r),
0, otherwise.
For π ∈ Ak(nk+ r), we examine the two cases des(πa(m)) = 0 and des(πa(m)) > 0 separately.
(i) If des(πa(m)) = 0, then χl(π) = χ0(π) = 1 for all l = 1, . . . , n. Furthermore, h(πA) = h(π) = 0 since π ∈ Ak(nk+ r).
Hence,
pπ (x) =
n−
l=1
x (1− x)l−1 + (1− x)n = 1 = xdes(πa(m)).
(ii) If des(πa(m)) > 0, let u be the smallest integer such that πa−m+uk > πa+uk. Then, χl(π) = 0 for l = u + 1, . . . , n, and
χ0(π) = 0. Thus,
pπ (x) =
u∑
l=1
(−x)h(πA) (1− x)l−1−h(πA)x1+des(πBa(m)).
Again, h(πA) = 0 since π ∈ Ak(nk+ r). By the definitions of πA, πB, and des(πa(m)), we see that
des(πa(m)) = des(πAa(m))+ des(πBa(m))+ χ(πa−m+lk > πa+lk),
where χ(·) = 1 if the statement is true; and otherwise, it is 0. Since des(πAa(m)) = 0 and u is the smallest integer such
that πa−m+uk > πa+uk,
des(πa(m)) =

des(πBa(m)), if π ∈ S lk(nk+ r) for l = 1, . . . , u− 1,
des(πBa(m))+ 1, if π ∈ Suk (nk+ r).
(3.6)
Summing all, we obtain
pπ (x) =

u−1
l=1
x (1− x)l−1 + (1− x)u−1

xdes(πa(m)) = xdes(πa(m)),
as desired.
For π ∈ Sk(nk+ r)\Ak(nk+ r), let v be the greatest integer such that πvk < πvk+1. Then, χl(π) = 0 for l = 1, . . . , v−1
since π ∉ S lk(nk+ r). We will examine the two cases des(πa(m)) = 0 and des(πa(m)) > 0 separately.
(i) If des(πa(m)) = 0, then χl(π) = 1 for l = v, . . . , n, and χ0(π) = 1. By the definitions of πA, πB, and h(π), we see that
h(π) = h(πA)+ h(πB)+ χ(πlk < πlk+1).
Since h(πB) = 0 and v is the greatest integer such that πvk < πvk+1,
h(πA) =

h(π)− 1, if π ∈ Svk (nk+ r),
h(π), if π ∈ S lk(nk+ r) for l = v + 1, . . . , n. (3.7)
Summing all, we obtain
pπ (x) = (−x)h(π)(1− x)v−h(π)

−1+
n−
l=v+1
(1− x)l−v−1x+ (1− x)n−v

= 0.
(ii) If des(πa(m)) > 0, then let u be the smallest integer such that πa−m+uk > πa+uk. Clearly, u ≠ v, since πvk < πvk+1 and
π ∈ Sk(nk+ r). Also, χl(π) = 0 for l > u and χ0(π) = 0 since πa−m+uk > πa+uk. Thus, if u < v, the χl(π) = 0 for all l
and χ0(π) = 0, which gives that the polynomial pπ (x) is equal to 0. If v < u, then it follows from (3.6) and (3.7) that
des(πa(m)) =

des(πBa(m)), if π ∈ S lk(nk+ r) for l = v, . . . , u− 1,
des(πBa(m))+ 1, if π ∈ Suk (nk+ r),
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and
h(πA) =

h(π)− 1, if π ∈ Svk (nk+ r),
h(π), if π ∈ S lk(nk+ r) for l = v + 1, . . . , u.
Adding all up, we get
pπ (x) = (−x)h(π)(1− x)v−h(π)xdes(πa(m))

−1+
u−1∑
l=v+1
(1− x)l−v−1x+ (1− x)u−v−1

= 0,
as desired. 
It seems that there is not a nice closed formula for cnk+r(x, q) in general. However, fortunately, for some choices of a,
explicit formulas can be derived.
Theorem 3.3. For m ≥ 2, m|k, r = 1, . . . , k, a = 1, that is, for
fnk+r(x, q) =
−
π∈Ak(nk+r)
qinv(π)xdes(π1(m)),
we have
cnk+r(x, q) =
n∏
s=1

−1+ (1− x)
[
(s− 1)k+ r +m− 1
m− 1
]
. (3.8)
Proof. Obviously, cr(x, q) = 1. When π ∈ Sk(nk+ r) and des(π1(m)) = 0, the chain of inequalities for elements of π is
πlk+1 < πlk+2 < · · · < πlk+k, l = 0, . . . , n, and πlk−m+1 < πlk+1, l = 1, . . . , n.
The latter class of inequalities follows from the fact that des(π1(m)) = 0. Taking into account both classes of inequalities
above, we have the following picture.
Let πA = σ(π1 · · ·πk) and πB = σ(πk+1πk+2 · · ·πnk+r). Note that πA is the identity permutation in Sk(k) and πB ∈
Sk((n− 1)k+ r)with des(πB1(m)) = 0. Furthermore, by the definition of h(π), we see that
h(π) = h(πA)+ h(πB)+ χ(πk < πk+1).
So, we consider two cases πk < πk+1 and πk > πk+1.
(i) If πk < πk+1, then we do not have any inversions
πi > πj, i ≤ k < j,
and need an (−x) since χ(πk < πk+1) = 1. Thus, by applying ρ, which is defined in Proposition 2.2, to π ∈ Sk(nk+ r)
with des(π1(m)) = 0 and πk < πk+1, we obtain that−
πk<πk+1
qinv(π) (−x)h(π) (1− x)n−h(π) = (−x)c(n−1)k+r(x, q).
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(ii) If πk > πk+1, then we can have inversions
πi > πj for k−m+ 1 < i ≤ k < j ≤ nk+ r,
by the inequalities given above. By applying ρ again, we find that−
πk>πk+1
qinv(π) (−x)h(π) (1− x)n−h(π) = (1− x)
[
nk+ r − (k−m+ 1)
k− (k−m+ 1)
]
− 1

c(n−1)k+r(x, q),
where we get the factor (1− x) since h(π) = h(πB) in this case. 1 is subtracted because it corresponds to case (i) above.
Since the cases are disjoint and complementary, adding the two contributions together and iterating establish (3.8). 
When a = m, we obtain the following result.
Theorem 3.4. For m ≥ 2, m|k, r = 1, . . . , k, a = m, that is, for
fnk+r(x, q) =
−
π∈Ak(nk+r)
qinv(π)xdes(πm(m)),
we have
cnk+r(x, q) =

−1+ (1− x)
[
nk+min{r,m− 1}
min{r,m− 1}
] n−1∏
s=1

−1+ (1− x)
[
sk+m− 1
m− 1
]
. (3.9)
Proof. Obviously, cr(x, q) = 1. When π is generated by cnk+r(x, q) for n ≥ 1, the chain of inequalities for elements of π is
πlk+1 < πlk+2 < · · · < πlk+k, l = 0, . . . , n, and πlk < πlk+m, l = 1, . . . , n.
When combined, we have the following picture.
Let πA = σ(π1 · · ·πnk) and πB = σ(πnk+1 · · ·πnk+r). Note that πA ∈ Sk(nk) with des(πAm(m)) = 0 and πB is the identity
permutation in Sk(r). Furthermore, by the definition of h(π), we see that
h(π) = h(πA)+ h(πB)+ χ(πnk < πnk+1).
So, we consider the three cases πnk < πnk+1, πnk > πnk+1 with r < m, and πnk > πnk+1 with r > m.
(i) If πnk < πnk+1, then there are no inversions
πi > πj, for i ≤ nk < j,
andwe get an (−x) sinceχ(πnk < πnk+1) = 1. Thus, by applyingρ, which is defined in Proposition 2.2, toπ ∈ Sk(nk+r)
with des(πm(m)) = 0 and πnk < πnk+1, we see that the contribution of the case to cnk+r(x, q) is
(−x)c(n−1)k+k(x, q).
(ii) If πnk > πnk+1 and r < m, then the inversions
πi > πj, i ≤ nk < j
involve all of the remaining r elements. Thus, by applying ρ again to π ∈ Sk(nk + r) with des(πm(m)) = 0 and
πnk > πnk+1, and recalling that h(π) = h(πA), we have the contribution
(1− x)
[
nk+ r
r
]
− 1

c(n−1)k+k(x, q).
We subtract 1 since it corresponds to case (i).
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(iii) If πnk > πnk+1 and r ≥ m, then the inversions
πi > πj, i ≤ nk < j
involve onlym− 1 of the remaining r elements because of the inequalities above. Hence, we have the contribution
(1− x)
[
nk+m− 1
m− 1
]
− 1

c(n−1)k+k(x, q).
Again, we subtract 1 since it corresponds to case (i).
Adding all contributions together, and by iteration, we obtain (3.9). 
There are a number of ways to give duals to (3.1).
Definition 3.5. Another two-variable generating function for alternating k-permutations inAk(n) isfn(x, q) = x⌈n/k⌉−1fn(1/x, q) = −
π∈Ak(n)
qinv(π)x⌈n/k⌉−1−des(πa(m)). (3.10)
The accompanying correction factor is given by
cn(x, q) = x⌈n/k⌉−1cn(1/x, q) = −
π∈Sk(n)
des(πa(m)=0)
qinv(π)(−1)h(π)(x− 1)⌈n/k⌉−1−h(π). (3.11)
Note thatfn(x, q) generates permutations inAk(n) classified according to the number of inversions and mth rises. Each
factor x accompanying a permutation indicates that πa+sm < πa+(s+1)m for some s. The only catch here is that when
a > n− k (⌈n/k⌉ − 1), there is an extra x for each permutation inAk(n).
Theorem 3.6. For m ≥ 2, m|k, r = 1, . . . , k,
−
n≥0
fnk+r(x, q)tnk+r
(q; q)nk+r =
∑
n≥0
cnk+r (x,q)tnk+r
(q;q)nk+r
1− ∑
n≥1
cnk(x,q)tnk
(q;q)nk
. (3.12)
The straightforward proof is formally manipulating (3.1). Namely, divide both sides by t r , replace x by 1/x, then replace
tk by x tk, and finally multiply both sides by t r again.
The proof that emphasizes the combinatorial significance offn(x, q) would be an obvious modification of the proof of
Theorem 3.2. There, the assumption factor would be 1 instead of x, sincemth descents are indicated by 1 andmth rises are
indicated by x. Then, themth rises that are assumed to bemth descents are corrected by (x− 1), rather than (1− x).
3.2. k-Permutations
Since des(π) = ⌈n/k⌉ − 1 for π ∈ Ak(n), it would be more interesting to consider π ∈ Sk(n). We define a similar
generating function for such π :
gn(x, q) :=
−
π∈Sk(n)
qinv(π) xdes(π). (3.13)
Note that for m = a = 1, des(π) = des(πa(m)). Since only the identity permutation has no descent, we see that
cn(x, q) = (1− x)⌈n/k⌉−1. The following result is analogous to Theorem 3.2 form = 1.
Theorem 3.7. For k ≥ 1, r = 1, . . . , k,
−
n≥0
gnk+r(x, q)tnk+r
(q; q)nk+r =
∑
n≥0
(1−x)ntnk+r
(q;q)nk+r
1− x∑
n≥1
(1−x)n−1tnk
(q;q)nk
. (3.14)
Proof. Similar to the proof of Theorem 3.2, we first cross-multiply (3.14) and consider the powers of t separately. We are
then down to proving
gnk+r(x, q) =
n−
l=1
[
nk+ r
lk
]
(1− x)l−1 x g(n−l)k+r(x, q)+ (1− x)n (3.15)
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for n ≥ 0. For n = 0, it follows from the definition of gr(x, q) that
gr(x, q) = 1.
Thus it suffices to prove Eq. (3.15) for n ≥ 1. We first show that for an integer lwith 1 ≤ l ≤ n,−
π∈Slk(nk+r)
qinv(π)xdes(π
B) =
[
nk+ r
lk
]
g(n−l)k+r(x, q), (3.16)
where S lk(nk+ r) is the set of all permutations π ∈ Sk(nk+ r) such that πA := πA(l) := σ(π1π2 · · ·πlk) and πB := πB(l) :=
σ(πlk+1 · · ·πnk+r), and des(πA) = 0.
We recall the bijection ρ from the proof of Proposition 2.2. By applying ρ to π ∈ S lk(nk+ r), we obtain that the left hand
side of (3.16) is equal to[
nk+ r
lk
] −
π∈Sk(lk),des(π)=0
qinv(π)
−
π∈Sk((n−l)k+r)
qinv(π)xdes(π) =
[
nk+ r
lk
]
g(n−l)k+r(x, q),
where the equality follows from the definition of gnk+r(x, q) and the fact that the identity permutation is the only one with
no descent.
We now show that
gnk+r(x, q) =
n−
l=1
x(1− x)l−1
 −
π∈Slk(nk+r)
qinv(π)xdes(π
B)
+ (1− x)n. (3.17)
For any partition π ∈ Sk(nk+ r), we define
χ l(π) =

1, if π ∈ S lk(nk+ r),
0, otherwise.
Then, the right hand side of (3.17) can be rewritten as−
π∈Sk(nk+r)
qinv(π)pπ (x),
where
pπ (x) =

n−
l=1
χ l(π)(1− x)l−1x1+des(πB)

+ χ(π = identity)(1− x)n.
Thus, it suffices to show that pπ (x) = xdes(π). For this, we will examine the two complementary cases des(π) = 0 and
des(π) > 0.
(i) If des(π) = 0, then π is the identity permutation, and χ l(π) = 1 with des(πB) = 0 for all l = 1, . . . , n. Adding all up,
we get
pπ (x) = x
n−
l=1
(1− x)l−1 + (1− x)n = 1 = xdes(π).
(ii) If des(π) > 0, then let u be the smallest integer such that πuk > πuk+1. Then, χ l(π) = 0 for l = u + 1, . . . , n, and
χ(π = identity) = 0. By the definitions of πA, πB, and des(π), we see that
des(π) = des(πA)+ des(πB)+ χ(πlk > πlk+1).
Since des(πA) = 0 for π ∈ S lk(nk+ r) and u is the smallest integer such that πuk > πuk+1,
des(π) =

des(πB), if π ∈ S lk(nk+ r) for l = 1, . . . , u− 1,
des(πB)+ 1, if π ∈ Suk(nk+ r).
Summing all, we have
pπ (x) = x
u−1
l=1
(1− x)l−1 xdes(π) + (1− x)u−1 xdes(π) = xdes(π),
as claimed. 
We now give a dual to Theorem 3.7.
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Theorem 3.8. For m = 1, k ≥ 1, r = 1, . . . , k,
−
n≥0
gnk+r(x, q)tnk+r
(q; q)nk+r =
∑
n≥0
(x−1)nfnk+r (1,q)tnk+r
(q;q)nk+r
1− ∑
n≥1
(x−1)n−1fnk(1,q)tnk
(q;q)nk
. (3.18)
Proof. As in the proofs of Theorems 3.2 and 3.7, we establish
gnk+r(x, q) =
n−
l=1
[
nk+ r
lk
]
(x− 1)l−1flk(1, q) g(n−l)k+r(x, q)+ (x− 1)nfnk+r(1, q). (3.19)
For n = 0, it follows from the definitions of gr(x, q) and fr(x, q) that
gr(x, q) = 1 = fr(1, q).
Thus it suffices to prove Eq. (3.19) for n ≥ 1. We first show that for an integer lwith 1 ≤ l ≤ n,−
π∈Alk(nk+r)
qinv(π)xdes(π
B) =
[
nk+ r
lk
]
flk(1, q)g(n−l)k+r(x, q), (3.20)
where Alk(nk + r) is the set of all permutations π ∈ Sk(nk + r) such that πA := πA(l) := σ(π1π2 · · ·πlk) ∈ Ak(lk) and
πB := πB(l) := σ(πlk+1 · · ·πnk+r).
We recall the bijection ρ from the proof of Proposition 2.2. By applying ρ to π ∈ Alk(nk+ r), we obtain that the left had
side of (3.20) is equal to[
nk+ r
lk
] −
π∈Ak(lk)
qinv(π)
−
π∈Sk((n−l)k+r)
qinv(π)xdes(π) =
[
nk+ r
lk
]
flk(1, q)g(n−l)k+r(x, q),
where the equality follows from the definitions of gnk+r(x, q) and flk(1, q).
We now show that
gnk+r(x, q) =
n−
l=1
(x− 1)l−1
 −
π∈Alk(nk+r)
qinv(π)xdes(π
B)
+ (x− 1)nfnk+r(1, q). (3.21)
Since π ∈ Alk(nk+ r) if and only if des(πA) = l− 1, the right hand side of (3.21) can be rewritten as−
π∈Sk(nk+r)
qinv(π)pπ (x),
where
pπ (x) =

n−
l=1
χ(des(πA) = l− 1)(x− 1)l−1xdes(πB)

+ χ(des(π) = n)(x− 1)n.
Thus, it suffices to show that pπ (x) = xdes(π). We consider the two complementary cases des(π) = n and des(π) < n.
(i) If des(π) = n, then π ∈ Ak(nk+ r), which implies that des(πA) = l− 1 and des(πB) = n− l for all l = 1, . . . , n. Thus,
we see that
pπ (x) =
n∑
l=1
(x− 1)l−1 xn−l + (x− 1)n = xn = xdes(π).
(ii) If des(π) < n, let u be the smallest integer such that πuk < πuk+1. Then, π ∉ Alk(nk + r) for l = u + 1, . . . , n. By the
definitions of πA, πB, and des(π), we see that
des(π) = des(πA)+ des(πB)+ χ(πlk > πlk+1).
Since des(πA) = l− 1 for π ∈ Alk(nk+ r) and u is the smallest integer such that πuk > πuk+1,
des(π) =

l+ des(πB), if π ∈ Alk(nk+ r) for l = 1, . . . , u− 1,
u− 1+ des(πB), if π ∈ Auk(nk+ r).
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Summing all, we obtain
pπ (x) =
u−1
l=1
(x− 1)l−1xdes(π)−l + (x− 1)u−1xdes(π)−u+1
= xdes(π)−1
u−1
l=1
(x− 1)l−1x1−l + (x− 1)u−1xdes(π)−u+1
= xdes(π)−u+1 xu−1 − (x− 1)u−1+ (x− 1)u−1xdes(π)−u+1
= xdes(π).
This completes the proof. 
4. Special cases
Upon x = 1, both (3.8) and (3.9) reduce to
cnk+r(1, q) = (−1)n,
so that (3.1) becomes
−
n≥0
fnk+r(1, q)tnk+r
(q; q)nk+r =
∑
n≥0
(−1)ntnk+r
(q;q)nk+r∑
n≥0
(−1)ntnk
(q;q)nk
.
This is equivalent to (1.1) given in [24, p. 148].
If in addition, we let t → t(1− q), and then q → 1, we have
−
n≥0
fnk+r(1, 1)tnk+r
(nk+ r)! =
∑
n≥0
(−1)ntnk+r
(nk+r)!∑
n≥0
(−1)ntnk
(nk)!
= φk,r(t, 0)
φk,0(t, 0)
.
Here, φk,r(t, 0) are the Olivier functions, which appeared first in [21], and then generalized in [1]. The above formula is (1.6)
in [8], and the y = 0 case of (25) in [1]. When x = 1 and q = 1, fnk+r(1, 1) simply counts the number of permutations in
Ak(nk+r), or the permutationswith pattern [k, k, . . . , k, r] in the terminology of [6]. The series in the numerator of the right
hand side of (3.1) is clearly a q-analog of theOlivier functionswhen x = 1.With xpresent, it is a one parameter generalization
thereof. Based on the nature of proofs above, it seems possible to incorporate onemore parameter y as Abramson does in [1],
and hence give q-analogs of his results.
When k = 2, a = 2, q → 1, (3.9) yields
xnc2n+1(1/x, 1) = (−1)n
n∏
s=1
(1− 2s(1− x))
when r = 1, and
xn+1c2n+2(1/x, 1) = x(−1)n
n∏
s=1
(1− 2s(1− x))
when r = 2. Then, upon x → 1/x, t → tx1/2(1− q), and q → 1 in the given order will make (3.1) into
−
n≥0
xnf2n+1(1/x, 1)t2n+1
(2n+ 1)! =
∞∑
n=0
(−1)n
n∏
k=1
(1+ 2k(1− x)) t2n+1
(2n+1)!
∞∑
n=0
(−1)n
n−1∏
k=1
(1+ 2k(1− x)) t2n
(2n)!
. (4.1)
This is the same as (1.2), as given in [5]. The x → 1/x is needed to switch between rises and descents, and Carlitz utilizes a
conventional rise on the left.
In [6], Carlitz considered permutations with prescribed patterns and their generating functions with descent weight. The
permutations we consider in this paper have pattern [k, k, . . . , k, r] in terminology of [6], which is a special case of Carlitz’s
results. However, our proofs can be modified easily to produce generating functions with inversion and descent weight for
permutations with any prescribed pattern. Explicit formulas exist for some special cases.
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For k = m = 2, a = 1, and x = q, (3.8) produces
c2n+1(q, q) = (−1)nqn2+n
when r = 1, and
c2n+2(q, q) = (−1)nqn2+2n
when r = 2. Choosing r = 1, this reduces (3.1) to
−
n≥0
f2n+1(q, q)t2n+1
(q; q)2n+1 =
∑
n≥0
(−1)nqn2+nt2n+1
(q;q)2n+1∑
n≥0
(−1)nqn2 t2n
(q;q)2n
. (4.2)
This is (1.3), which is one of the results in [18], and some others also can be reconstructed under suitable choices of variables.
For k = m = 2, a = 2, and x = 1/q, Definition 3.5 along with (3.9) yieldsc2n+1(1/q, q) = (−1)nqn2+n
when r = 1, andc2n+2(1/q, q) = (−1)nqn2+n
when r = 2. For r = 1, (3.12) then gives
−
n≥0
f2n+1(1/q, q)t2n+1
(q; q)2n+1 =
∑
n≥0
(−1)nqn2+nt2n+1
(q;q)2n+1∑
n≥0
(−1)nqn2−nt2n
(q;q)2n
. (4.3)
This establishes a dual identity in [18], and the rest can be similarly obtained.
Finally, for k = m = r = 1 in (3.14), letting t → t/(1− x), and using the q-binomial theorem, we have−
n≥0
gn(x, q)tn
(q; q)n(1− x)n+1 =
1
1− x
(t;q)∞
. (4.4)
This is also a special case of [20, Theorem 2]. However, (3.14) covers subclasses of permutations, and its proof is purely
combinatorial.
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