Abstract-In real-time towed-array systems, performance degradation of array gain occurs when a line array that is not straight is assumed straight in the beamforming process. In this paper, a new method is proposed for array shape estimation. The novelty of this method is that it accounts for the variations in the tow ship's speed, which are typical during course alterations. The procedure consists of two steps. First, we solve for the tow-point induced motion in the time domain based on the constraints from the tow-point compass-sensor readings and from a discretized Paidoussis equation. At each time instance, the shape estimate is solved from a linear system of equations. We also show that this solution is equivalent to a previous frequency-domain solution while the new approach is much simpler. In the second step, we use the tail compass-sensor data to adjust the overall array shape. By noting that variations in the ship speed lead to a distortion in the normalized time axis, we first register the predicted tail displacement with the tail sensor readings along the time axis. Then, distortions in the estimated array shape over its length can be compensated accordingly. We also model a slow-changing bias between sensor zeros and remove systematic sensor errors. The effectiveness of the new algorithm is demonstrated with simulations and real sea-trial data.
New Towed-Array Shape-Estimation Scheme for Real-Time Sonar Systems
I. INTRODUCTION

B
EAMFORMING is a classical and well-known technique for processing the measurements from an array of acoustic sensors, so as to detect bearing and range information of spatially distributed targets. In order to properly accumulate the measurements, beamforming algorithms require knowledge of the array sensor positions. For stationary sensors, their positions are readily available.
In the case of a towed linear array through water, the sensor positions are not stationary but are under constant motion. As a towed array is streamed behind its towing platform, it is subject to all manner of forces that, when taken in total, determine the dynamic behavior of the array. In fact, depending upon the operational scenario, the line array may not be a true line array most of the time. In many applications, the distortion of the shape of the array has, in the past, been ignored and the array treated as a straight line. However, as the uses and processing of the hydrophone data become more sophisticated, the sensitivity to errors in the hydrophone positions, caused by the transverse array motion, becomes more critical. In particular, when adaptive beamforming is being used, the errors in the hydrophone positions will lead to convergence problems and artifacts [9] . Thus, this deformation in array shape can result in serious degradation in the beamforming process that, in turn, can result in bearing bias, a larger variance in the bearing estimates, and reduced signal gain.
Various methods have been developed to cope with the problem of sensor-position uncertainty in towed linear arrays. The most common method is to place heading and depth-measurement devices at several points along the array. These give localized horizontal or vertical information of the transverse displacements of the array. As an example, one approach would be to use the outputs of a depth sensor and compass located at each receiver to estimate its position. In practice, however, such a solution is not economically feasible. Thus, it becomes necessary to infer the array shape computationally based on a small number of nonacoustic sensors.
Researchers have studied the dynamic behavior of a flexible array towed through water [1] - [3] , [6] , [10] . It has been observed that motion induced at the tow point, termed the "towed point induced" (TPI) motion, propagates down the array. Furthermore, for disturbances whose wavelengths are long compared with the length of the array, these disturbances propagate at the tow speed with little damping. Thus, in the ideal case, one sensor at the head of the array would provide estimates of the entire array shape. In general, the propagation of motion down the array, for an idealized two-dimensional (2-D) problem, is governed by a partial differential equation, known as the Paidoussis equation [6] , [10] , [11] . This equation forms the basis for most array shape-estimation methods in literature.
Gray et al. proposed a procedure for array shape estimation based on the Kalman filter algorithm [2] , [7] . They discretize the Paidoussis equation in space and time so as to form a state-space representation for the transverse displacements at the array segments. Sensor measurements are related to the state variables and the Kalman filter is used to update the estimates over time.
Ruffa attempted to solve the Paidoussis equation in the frequency domain [8] . For each frequency component of disturbance motion, they solve a transfer function along the array, using the Fourier transform of the sensor measurements as boundary conditions. Then the array shape is derived from combining the individual frequency components.
We will study both the time-domain and frequency approaches in more detail in Section III. As we will note later, previous array shape-estimation methods have neglected the issue that variations in tow speed introduce temporal distortions in the array shape solution. These methods, therefore, encounter difficulties in coordinating both the sensor measurements and dynamics constraints. The discussion in the present paper, however, identifies the sources of discrepancy between sensor measurements and dynamics constraints as temporal distortion, as well as sensor bias. Then, a unique registration procedure is proposed to determine and compensate for the distortion. This additional step significantly improves the accuracy and consistency of array shape estimates. Real sea-trial sensor data and simulations are used to provide motivating examples and to test the new algorithm.
II. PAIDOUSSIS EQUATION
The Paidoussis equation describes the dynamics of a neutrally buoyant array towed at a constant speed through the water [6] , [10] , [11] . The array is assumed to have a circular cross section. Following the argument of Ketchman [5] , motion in the horizontal and vertical directions can be treated independently. Thus, only the 2-D problem is considered. The equation of motion is derived by considering the balance of forces on a small length of the cylinder [1] . Details on the derivation of various forms of the Paidoussis equation that have been used in the water-pulley model [2] - [4] , [7] can be found in [2] .
In the Paidoussis equation, the axis points toward the downstream direction of the array. is time, is transverse displacement, is the mass per unit length of the fluid buoyant cylinder, is the virtual mass per unit length of the fluid, is the diameter of the array, is the tow speed along the x-axis, is the array length, is the tangential drag coefficient of the cylinder, is the normal drag coefficient of the cylinder, and is the tension at the downstream end of the array, which vanishes if the end is free. By introducing the following dimensionless variables:
and assuming that in sonar arrays, normally , we have . Furthermore, by considering a perturbational expansion of in powers of and ignoring terms, we obtain (1) This equation is referred to as small-diameter Paidoussis equation (SDP). One important parameter in the SDP equation is the ratio of the tangential drag coefficient and normal drag coefficient . Dowling suggested that . But, according to Gray [2] (who, in turn, cited Kennedy [4] ), the ratio is close to 0. We try to verify the value of this parameter from an experiment with real sea-trial data. If we treat the tail of the array as a free end, the value of controls the global shape of the linear system solution. We solve the array shape based on different values of this parameter and then compare the estimated tail position with tail-sensor measurements. It seems that indeed produces a solution that best matches sensor measurements. When , the SDP equation takes a very simple form [2] as (2) This model is termed as "water pulley" such that effects propagate down the array undamped at close to the tow speed of the array. In other words, every point on the array passes through the same space curve. This behavior is especially true near the downstream end of the array, where little high-frequency motion is present.
A. SDP Equation for Array Slopes
The SDP equation models the transverse displacement of array over time. For applications where only compass sensors are used, it is convenient to treat the slope of the array as variable. Let . By differentiating (1), we obtain the SDP equation for slope as
This equation is of similar form as (1). In the following sections, when we discuss numerical solutions for the SDP equation, we will use to refer to either displacement or slope for the convenience of explanation.
III. SOLVING THE PAIDOUSSIS EQUATION
In this section, we introduce our formulation for solving the Paidoussis equation. We will also compare it with another frequency-domain formulation. We adopt an approach of discretizing the SDP equation [(1) or (3)] and solving it numerically. The following discretization scheme is used. Let and denote the temporal and spatial discretization intervals, respectively, and define where is the solution of (1). The partial differentials are approximated by (4) (5) (6) Replacing the partial differentials in (1) or (3) by the above finite difference approximations, we obtain linear equations of the form (for ) as
In addition, we assume a sensor is located at the upstream end (array head), which provides measurements of the towpoint motion. An equation representing this boundary condition is given by (8) Equations (7) and (8) form a system of linear equations in the M variables , for a particular instance of time . Given a solution at a previous time , the solution at the current time can be computed very efficiently by solving the linear system. In fact, the coefficient matrix is of tridiagonal form and is independent of the time variable . Thus, the complexity of solving the linear system at each time step is only O(M).
The above linear system allows the current system state variables (which are either the displacements or slopes at the array segments) to be solved based on the system states at a previous time, as well as the current sensor measurement . By repeatedly solving this system and using the sequence of sensor data, we effectively solve the dynamic array shape over time.
Gray et al. used a Kalman filter formulation to estimate the dynamic array shape [2] . The first part of their algorithm is the prediction of the current array shape, based on sensor measurement and the previous shape estimate. This prediction step is derived from discretizing the SDP equation and is similar to our formulation as a linear system. They, however, approximated by a backward difference so as to give a closed-form state equation. We choose a symmetric difference so as to form the tridiagonal linear system.
A. Water-Pulley Model
As stated in Section II, when , the SDP equation takes a very simple form expressed by (2), which is termed as the "water-pulley" model. The numerical solution for the waterpulley model with free-end condition is given by where is an arbitrary constant. (In fact, Dowling's solution contains another independent series solution. But the other series can be ignored when ). Using the tow-point motion as boundary condition, we can solve the dynamic array shape based on the series solution in (16). First, for frequency , we can obtain from the Fourier transformation of . Then, by substituting into (14), we can determine the constant . Thus, for any position on the array, can be computed using (14). Finally, by doing an inverse Fourier transform on , we solve the array motion . We experimentally compare the above frequency-domain algorithm with our linear system-based time-domain algorithm. The solutions of array shape from both algorithms are shown in Fig. 1 . Here, the displacement at the array tail over time is plotted. The parameters are chosen as for both algorithms and for the frequency-domain algorithm. Our choice for the values of the above parameters was based on the assumptions of Section II and the values used by other researchers [2] , [3] , [8] .
It is evident that the two methods give very similar solutions. However, we note that the frequency-domain solution contains more high-frequency components, while the time-domain solution is smooth. This is because of the approximation of treating in deriving the SDP equation. In fact, we can show that when approaches 0, (11) approaches the SDP (1) for motion . The advantage of the time-domain solution is that it requires much less computation. Ruffa proposed another frequency-domain solution to the Paidoussis equation [8] . He also derived the equation for the transfer function for each frequency [same as (11) ]. But, instead of using Dowling's series solution, he solved the transfer function using numerical discretization. If only the head sensor is used to provide the boundary condition, his solution is essentially the same as the series-based frequency-domain solution.
IV. USE OF TAIL SENSOR MEASUREMENTS
So far, we have only used head-sensor measurements as boundary conditions in deriving the array shape. This is a reasonable approach since the head sensor records the tow point motion, which is the driving force of the array movement. However, if a tail sensor is also available, its data should provide additional constraints for the array motion.
Denote as the measurements (displacements or slopes) from the tail sensor. One possible approach for accommodating the constraints from is to modify our formulation of the linear system; that is, to use the condition to replace (7) at . Thus, the solution from the modified linear system should satisfy both end-point conditions while, hopefully, it still agrees with the array dynamics constraints.
However, there is a problem with the above approach. We will use an example (with real sensor data) to explain this problem. Fig. 2 shows a snapshot of solutions from both the free-end model and the modified constrained-tail model. Fig. 2(a) shows the free-end array shape. There is a discrepancy between the solved tail position and the tail-sensor measurement . Fig. 2(b) shows the solution with the constrained tail. Although the tail position now agrees with the tail sensor, the general array shape seems unrealistic. The sharp turn near the end of the array does not seem to satisfy the dynamics model. It is possible to make the array shape smoother by introducing a tail tension term in the SDP equation. But then the tail measurements will have too much influence on the global array shape, which is unrealistic. This example demonstrates that it is difficult to compromise the dynamics constraints with sensor measurements.
Previous research on dynamic array shape estimation ignored the danger of violating the dynamics model after enforcing the constraints from sensor data. In the Kalman filter-based approach by Gray et al. [2] , an estimation step is applied after a dynamics-based prediction step. Gray et al. [2] assumed that model errors of array segments are independent of each other. The effect of updating the estimates of array segments using the tail-sensor data is to pull the tail segment close to the sensor reading while leaving the upstream segments unchanged. The result is, possibly, a discontinuous array shape. Although Gray et al. [2] also tried to use the average of several recent measurements to update the array shape, it merely increases the number of segments to be updated, while most of the intermediate segments are still unaccounted for. Using the past sensor data also has the disadvantage of causing a delay in the shape-estimation result.
Ruffa directly used the tail-sensor data as boundary conditions for their numerical solution of frequency-domain approach [8] . They have exactly the same problem as the one we explained in the above example. Moreover, their approach is very sensitive to error. We will elaborate below. The frequency-domain approach solves for the transfer function for each frequency component. The magnitude of the transfer function typically has its maximum at the array upstream end and decreases as it goes down the array. At the downstream end, the magnitude should be close to zero for high-frequency motions. This is the low-pass filter behavior of the array as witnessed by many researchers. If the tail-sensor data has high-frequency components because of noise and if these data are used as boundary conditions, the noise will be dramatically magnified upstream and the overall array shape will be greatly affected. Thus, the constraint at the downstream end makes the solution very unreliable.
As we discussed earlier, if there are discrepancies between sensor data and the dynamics model, directly using the sensor data as constraints typically results in a violation of the array dynamics. Obviously, this is a wrong approach to using the sensor data. To better utilize the valuable sensor information, we should analyze why they deviate from the dynamics model. In Fig. 3 , we plot two signals in Fig. 3(a) and their difference in Fig. 3(b) . One signal is the solution of the array tail position (from the free-end formulation) and the other is the measurements from the tail sensor . These are taken from experiments using real sea-trial data. Theoretically, the two signals should be the same. However, we notice significant differences.
One significant difference is that the two signals do not align properly. We can see peaks in the difference signal at quick changes of heading directions. We believe that the cause for the misalignment is the possible variations of tow speed. Recall that when we introduce the dimensionless variable , we assume that the tow speed is constant. If, in fact, the speed varies during the course alteration, it will be reflected as a distortion of the dimensionless time axis for the solution . This may explain the misalignment between and . At time , the effect of distortion on the estimated is that it corresponds to the displacement/slope at some point other than the actual array tail.
In addition to the misalignment, there seems to be a systematic bias between the two signals. Possible sensor bias or slow-changing environmental condition might be the cause for this error.
V. UPDATE ARRAY SOLUTION BY SIGNAL REGISTRATION
As we have identified the temporal distortion in the solution of the array shape, it becomes apparent that the proper way to correct the error is to stretch or squeeze the time axis rather than modifying the array curve along the vertical (displacement or slope) axis. We naturally propose the following procedure for updating the array solution: find a distortion function such that the distorted array solution at the tail matches where is an unknown bias. The presence of the unknown bias makes it difficult to determine the distortion function, as there are two degrees of freedom in compensating the discrepancy at the array tail point: either moving the tail point vertically (explaining the error by the bias) or horizontally (explaining the error by temporal distortion). This problem can be solved by matching two curves, which are the time history of the tail points. However, it is inconvenient to deal with time signals as it sometimes requires a time delay. We propose a matching procedure that deals with curves in space. Because of the water-pulley behavior of array dynamics, the curve formed by a single point on the array over time is effectively the same as the array curve itself at one particular time. Thus, instead of looking for a time at which the estimate of the tail matches the sensor measurement, we will look for a point on the array whose displacement/slope matches the current sensor measurement.
Suppose that the original array is extended beyond its tail. Then, the original tail sensor is now located at an upstream point on the extended array. The extension part should give us a context for matching. There are two ways to estimate the shape of the extension part. First, we can estimate the extension part directly by using the tail-sensor measurements to provide the driving motion (boundary condition). We refer to this estimate as Curve 1. The second way is to estimate the entire extended array by using the head-sensor measurements as boundary condition. We call it Curve 2. Based on the water-pulley assumption, if there is no distortion or sensing error, Curve 1 should exactly match part of Curve 2. However, because of the errors, both curves could have been distorted. Here, we trust Curve 1 more than Curve 2, as Curve 1 undergoes shorter propagation and, thus, has less distortion. Our procedure can be formulated as the following: find a point on Curve 2 such that the part of Curve 2 after matches Curve 1. The matching result is the point , at which the estimated displacement/slope matches the tail-sensor output. Then, to compensate distortion, we will stretch or compress Curve 2 so that matches the tail position. In this investigation, we have chosen to limit the algorithm to two compasses in order to address the practical operational requirements of the Canadian Navy's towed array, which was equipped with only two compasses.
We use a correlation method to register Curve 1 to Curve 2. Denote , as the estimates of segments on Curve 1. Also denote as the segments on Curve 2. Here, is the estimated tail of the array, which should match if there is no distortion. The correlation procedure is to find an index , as well as a subpixel distance and bias such that the following error function is minimized:
We typically carry out this matching process at each time interval. To ensure a smooth and physically feasible distortion function, we require that changes slowly over time. We also require to change slowly so as to model a systematic sensor bias and probably other slow-changing environmental conditions. To enforce these constraints, we will minimize the following modified error function: (16) where , are the parameter values at a previous time interval and , are constant weights for the constraints. The variables , , which minimize E can be easily solved from a 2 2 linear system. Since we assume changes slowly , we typically do not need to search for the index at every step. We can simply use the previous index to form the error function and update it only when moves out of the [0,1] range.
Finally, the location on Curve 2, which corresponds to the array tail, is given by the fractional index . We can then determine a scaling factor . By scaling the index of Curve 2, which corresponds to distance along the array, we will map the point to the tail location (of index ). The stretched curve can be resampled to obtain the shape estimates at integer index segments.
VI. SUMMARY OF ALGORITHM
We summarize the entire algorithm below. It is in a form that can be readily implemented.
Input: (1) , , which are the measurements from sensors at the head and tail of the array. The index denotes time intervals.
(2) parameters: (length of array), (speed of ship), and (sensor data sampling interval).
Assumptions on other parameters: (1) (small diameter) and (2) (water-pulley model). Output:
, which are the displacement/slope at the discretized array segments at each time . and correspond to the array head and tail, respectively. The array estimates are computed in the current time interval (i.e., no time delay). Step 1) Compute the discretization intervals (17)
Step 2) Allocate two arrays and . Here, is the number of segments in the original array and is the number additional segments for the extension part of the array.
will keep the estimate of the extended array based on the head-sensor measurements. will keep the estimate of the extension part of the array based on the tail-sensor measurements. Initialize , (or something else meaningful, such as interpolating and ). Initialize , , . Fig. 5 . Beamforming experiment. The top chart shows the array heading over time. The arrow indicates the instance at which the beamforming experiment is performed. The middle chart shows the estimated instantaneous array shape. The bottom chart shows the beam patterns based on either the estimated array shape or an assumed straight array. The two curves are the same. The array gain estimate that corresponds to the beamformer's directivity pattern response is 12.93 dB.
Step 3) Based on the water-pulley model, derive and from their previous states and sensor measurements 
for (21)
Step 4) Register with . Solve , by minimizing the error function
The parameters and are chosen empirically. Update to be the integer part of and keep only the fraction part in .
Step 5) Stretching and resampling: determine the scaling factor . Evaluate for , where the fractional index should be taken as interpolation.
Step 6) Repeat Steps 3)-6) and compute the array estimates for each time interval .
VII. EXPERIMENTAL RESULTS
Refer to Fig. 3 again and we note that there is a temporal distortion as well as a bias in the estimated array shape, when compared with the tail-sensor measurements. Here, we apply our registration procedure to correct the distortion. Fig. 4 gives the adjusted array estimates at the tail position over time. The misalignments are corrected, as there is no apparent peak in the Fig. 6 . Beamforming experiment. The top chart shows the array heading over time. The arrow indicates the instance at which the beamforming experiment is performed. The middle chart shows the estimated instantaneous array shape. The bottom chart shows the beam patterns based on either the estimated array shape (solid curve) or an assumed straight array (dashed curve). The array gain estimates that correspond to both the beamformer's directivity pattern responses are 10.36 dB (solid line) and 7.57 dB (dashed line), respectively. difference signal (bias). The remaining bias has much less variation than the one before the adjustment [see Fig. 3(b) ].
Next, we will show two beamforming experiments using real sea-trial data. The top chart in Fig. 5 shows the heading direction of the ship over a period of 2.5 h. It can be seen that the ship made several turns during this period. The arrow on the curve indicates a time instance at which the beamforming experiment is performed. At this moment, the ship is on a straight course and the instantaneous array shape, as shown in the middle chart, is close to a straight line. The bottom chart shows the beamforming output. There are actually two curves. One (shown in the solid line) is the beam pattern when the estimated array shape is used. The other (shown in the dashed line) is the beam pattern without using array shape estimation (i.e., assuming a straight array). The two curves coincide with each other, as expected, since the array shape is almost a straight line. The array gain estimate that corresponds to the beamformer's directivity pattern response, shown in Fig. 5 , is 12.93 dB, which was derived according to the methodology defined in [12] . Fig. 6 illustrates the result of the second beamforming experiment. The arrow indicates that the ship is currently performing a turn. The estimated instantaneous array shape is shown in the middle chart. It is clear that the array is no longer a straight line. The two beam patterns are shown in the bottom chart, where the solid curve is the beamforming result using the estimate array shape and the dashed curve is the beamforming result when a straight array is assumed. It can be seen that a significant bearing bias is evident in the beamforming results (dashed line) when a straight array is assumed. This is because the expected bearing estimate in Fig. 6 is approximately 78 . This can be substantiated from the beamforming results of Fig. 5 (when the tow ship follows a straight course and the bearing estimate of the (a) Fig. 7 . Simulation results, which provide quantitative assessment of the impact of ignoring the array shape in the beamforming process of a towed array during various angles of course alterations and for different values of the ratio of aperture size over the frequency wavelength of the source of interest. The left column shows the deformed array shape and the second column presents the output of the beamformer when a line array is assumed (dashed line) and when the array shape is considered in the processing (solid line). The third and forth columns shows the array gain for the line array and the 2-D beamformer, respectively, using the method defined in [12] . (a) Case of aperture size over the frequency wavelength of the source of interest equal to 4 (L= = 4) and (b) case of aperture size over the frequency wavelength of the source of interest equal to 10 (L= = 10).
source of interest is at 88 ) and the difference of the array headings from the results of Figs. 5 and 6, which is approximately 10 . Thus, the bearing estimate of the acoustic source of interest, shown in Fig. 6 (dashed line) when a straight array is assumed for the beamforming process, is approximately 68 , while the bearing estimate when the array shape is considered in the beamforming process is 80 and approximately equal to the expected bearing of the source of interest. It is important to note also that the bearing results in both Figs. 5 and 6 are for a very low frequency that has the ratio of the aperture size of the array over the frequency wavelength of the source of interest equal to 3 . This ratio indicates a very low value in the array gain (AG) of the deployed array, as also expressed by the beam width of the array response shown in Figs. 5 and 6. The array gain estimates that correspond to both the beamformer's directivity pattern responses, shown in Fig. 6 , are 10.36 dB (solid line) and 7.57 dB (dashed line), which were derived according to the methodology defined in [12] .
To verify and quantitatively assess the impact of ignoring the array shape in the beamforming process of a towed array during course alterations, a number of simulations were carried out, which included the following:
• In the simulations, the acoustic frequencies have wavelengths equal to and , where is the of the aperture size of the deployed array.
• The angle of turns of the towed array's course alterations ranges from 10 to 90 . • Estimates of the array gain were derived from the beamformer's directivity pattern response by following the methodology defined in [12] . In these estimates, the directivity pattern of the ambient noise field was assumed to be isotropic. Fig. 7 provides a summary of the simulation results. They provide quantitative assessment of the impact of ignoring the array shape in the beamforming process of a towed array during various angles of course alterations and for different values of the ratio L of the array aperture size over the frequency wavelength of the source of interest. The left column of Figs. 7(a) and 7(b) show the deformed array shape for various angles of course alterations. The second column presents the corresponding outputs of the beamformer when a line array is assumed (dashed line) and when the array shape is considered in the processing (solid line). The third and forth columns shows the array gains corresponding to the beamforming outputs (solid and dashed lines of second column) that have been derived using the method defined in [12] .
The simulation results of Fig. 7 indicate that, for very low values of the ratio L and small angles of towed array turns, the impact of ignoring the array shape in the beamforming process of a towed array, during course alterations, can be quantitatively assessed mainly from the bias in the bearing estimates. Estimates of the array gain, according to the methodology defined in [12] , can provide meaningful quantitative assessment of this impact when the angle of the towed array's course alterations is larger than 50 . Furthermore, the simulation results of Fig. 7 indicate that the accuracy of the array's compass sensors need not be very high. In particular, these simulation results are invariable when an error of is assumed for the compass readings.
VIII. CONCLUSION
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