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Abstract
This thesis describes the formation of a 85Rb Bose-Einstein condensate and
the subsequent creation of a bright solitary matter-wave in a quasi-one-
dimensional optical waveguide, with experiments investigating the dynamics
of a solitary wave in comparison with a repulsive Bose-Einstein condensate.
In the final chapters of this thesis, progress towards the interaction of a soli-
tary wave with a narrow barrier and an attractive atom–surface potential is
presented.
Beyond the above, a review of recent soliton and solitary wave theory is
presented from the perspective of an experimentalist, culminating in the nu-
merical analysis of a variety of key areas, namely, quantum reflection, solitary
wave size and solitary wave profile. The modelling and experimental results
relating to the merging of ultracold gases of 85Rb and 87Rb, in order to create
isotopic mixtures, is also described within this thesis. Such a scheme could
be used as an initial step in the process of forming molecules or undertak-
ing sympathetic cooling. Finally, the creation of a complex LabVIEW based
experimental control system is also described within.
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Chapter 1
Introduction
1.1 Bose–Einstein condensation
1.1.1 The prediction
Through a novel derivation of Planck’s radiation law by Bose [1], and in his
collaboration with Einstein, the theory of integer spin particles, or bosons,
was born. From their development of the Bose–Einstein distribution, a the-
oretical prediction of a new state of matter, the Bose–Einstein condensate
(BEC), was proposed [2–4]. It was predicted that a transition to this state
of matter would occur for a uniform system if the phase space density Dph
of an ideal gas reached a value of ≈ 2.612, where Dph is given as [5]
Dph = n0λ
3
dB, (1.1)
where n0 is the peak density of the particles and λdB is the deBroglie wave-
length of the particles. For a harmonic trap, commonly used in experiments
with ultracold atoms [6], we can substitute for n0 and λdB, arriving at
Dph = N
(
~ωho
kBT
)3
, (1.2)
where ωho = (ωxωyωz)
1/3, ωx, ωy and ωz are the trap frequencies, N is the to-
tal number of atoms in the trap and kB is Boltzmann’s constant. Substituting
in typical numbers (104 < N < 107, 2pi × 20 < ωho < 2pi × 1000 Hz) one can
obtain critical temperatures between microkelvin and tens of nanokelvin [6].
1
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1.1.2 The first observations
Bose–Einstein condensation was first observed in 1995 by teams at JILA [7]
and MIT [8] in clouds of 87Rb and 23Na respectively. In the same year a team
at Rice University also presented evidence of the creation of an attractively
interacting 7Li BEC [9]. A later study [10, 11] found that they had, indeed,
created a 7Li BEC, although the atom number was actually 103 as opposed
to the original estimate of 105. Following these observations, BECs have
been created in a number of other elements (e.g. H [12], 4He [13], 41K [14]
and 85Rb [15]) and in molecules [16, 17]. A comprehensive list of created
BECs can be found in [18]. The formation of condensates from a variety of
different atomic species has enabled the observation of a wide array of fasci-
nating phenomena [19–28]. There have also been a number of applications of
BECs within the field of fundamental physics, such as probing atom–surface
interactions [29] and slowing light to very low velocities [30].
As discovered by the group at Rice University, interactions play a very large
role in the ability to create stable BECs of varying sizes. The inter-particle
scattering length controls the magnitude and sign of interactions among par-
ticles that form a BEC; with repulsive interactions favouring the formation
of a stable BEC and attractive interactions allowing the creation of solitary
waves (see section 1.2).
1.1.3 Bose–Einstein condensation of 85Rb
The scattering length and, hence, the strength and sign of the interactions
among atoms within a condensate, was originally fixed in the first BEC ex-
periments. It wasn’t until 2000 that the first condensate with widely tunable
interactions was formed and manipulated by Cornish et al. [15], following
work by Gerton et al. [31]. By exploiting a Feshbach resonance [6] the con-
densate interaction energy and size could be adjusted, resulting in both at-
tractive and repulsive interactions in a BEC. Cornish et al. observed the
first glimpses of the collapse mechanism that would eventually result in the
formation of solitons in later experiments.
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1.2 Solitons and solitary waves
1.2.1 John Scott Russell and the Union Canal
The first recorded account of the observation of a solitary wave was by John
Scott Russell in 1834. This first encounter is described here in his own
words [32]:
‘I was observing the motion of a boat which was rapidly drawn
along a narrow channel by a pair of horses, when the boat sud-
denly stopped—not so the mass of water in the channel which it
had put in motion; it accumulated round the prow of the vessel in
a state of violent agitation, then suddenly leaving it behind, rolled
forward with great velocity, assuming the form of a large soli-
tary elevation, a rounded, smooth and well-defined heap of water,
which continued its course along the channel apparently without
change of form or diminution of speed. I followed it on horse-
back, and overtook it still rolling on at a rate of some eight or
nine miles an hour, preserving its original figure some thirty feet
long and a foot to a foot and a half in height. Its height gradually
diminished, and after a chase of one or two miles I lost it in the
windings of the channel. Such, in the month of August 1834, was
my first chance interview with that singular and beautiful phe-
nomenon which I have called the Wave of Translation.’
Having been fascinated by the unusual properties of solitary waves, such
as their apparent lack of dispersion, he studied them experimentally. This
resulted in his Report on Waves in 1844 [32], the first experimental study of
solitary waves.
Though John Scott Russell created a number of different categories of wave
in his Report on Waves, one significant observation that he made was that
solitary waves can be both positive (bright) and negative (dark). A bright
solitary wave is a localised stable peak in density of the medium—a swell—
while a dark solitary wave is a localised stable reduction in density of the
medium—a dip.
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1.2.2 Mathematical formulation
John Scott Russell’s initial observations led to the theoretical study of solitary
waves by Boussinesq, Rayleigh, Korteweg and de Vries [33, 34], although the
terms solitary wave and soliton were not used at the time. Of the equations
developed in these studies, the most commonly quoted is the Korteweg–de
Vries (KdV) equation [35]
∂u
∂t
+ 6u
∂u
∂t
+
∂3u
∂x3
= 0. (1.3)
The term soliton was coined by Zabusky and Kruskal in 1965 [36]. In 1967 a
method known as the inverse scattering transform was developed by Gard-
ner et al. [37] which allowed the KdV equation to be analytically solved.
This method was then used by Zakharov and Shabat to solve the nonlin-
ear Schro¨dinger equation [38], demonstrating the flexibility of the inverse
scattering transform in solving another nonlinear equation.
A soliton can be defined as a solitary wave that remains unscathed from
binary collisions, up to shifts in phase and position [39]. Strictly speaking, a
soliton solution of the KdV equation differs from the solitary waves observed
in nature due to the fact that it is the solution of a nonlinear one-dimensional
homogeneous equation. An example of a bright soliton solution of the KdV
equation is of the form [35]
u(x, t) =
V
2
sech2
[√
V
2
(x− V t)
]
, (1.4)
where V describes the velocity of the soliton. One can see from (1.4), a
soliton with a greater amplitude will consequently have a greater velocity.
Both (1.3) and (1.4) are dimensionless equations, as is evident from the terms
within the sech2 function of (1.4). The dimensionful KdV equation includes
terms describing the water surface tension, viscosity, density and depth, as
well as the acceleration due to gravity. As, at best, we can only create
quasi-one-dimensional systems in our three-dimensional universe the soliton
is a purely theoretical entity. The addition of two-dimensions results in the
introduction of instabilities in the soliton (see section 2.2.7), based on its size.
For clarity this less stable form will be referred to as a solitary wave, while
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its one-dimensional counterpart will be referred to as a soliton. However, in
literature the two terms are commonly used interchangeably.
1.2.3 Solitary waves and non-linear media
It wasn’t until the 1970’s that the study of solitons [40] started to unveil the
possibilities of being able to exploit this physics for communication through
optical fibres, described by the nonlinear Schro¨dinger equation. Since then,
evidence of the manifestation of solitary waves, and collapse, has been found
in such varied areas of nature as water, magnetism, optics, astronomy, the
human body and even traffic flow [27, 28, 41–51].
1.2.4 Solitary waves in Bose–Einstein condensates
Experimental observations of soliton formation within a BEC occurred as
early as 1999, with the formation of dark solitons via phase imprinting [25].
Interest has continued in this field since the first experiment [52–54]. How-
ever, if one wishes to produce bright solitons within a BEC, an entirely dif-
ferent process is necessary. By exploiting a Feshbach resonance, the s-wave
scattering length, a, can be tuned from being positive to negative (repulsive
to attractive interactions). This causes an instability in the condensate, re-
sulting in an implosion and expulsion of relatively high energy atoms leaving
a remnant, much like one observes with a supernova [26]. Hence, the pro-
cess was given the name ‘Bosenova’. The first observations of bright solitary
waves occurred in 2002 by groups at Rice University [27] and ENS [28].
Detailed research has already been undertaken in order to characterize the
collapse process and stability conditions of a condensate [55]. A later ex-
periment studied the formation of solitary waves after the collapse and the
situations in which single or multiple solitary waves can be observed [56].
More recently further theoretical research has been undertaken, using the
GPE to simulate binary soliton collisions [57, 58]. These have highlighted
the importance of the relative phase of the solitary waves during collisions.
Within these areas there is still a significant amount of research required
to understand the processes more fully. For example, the process by which
multiple stable solitary waves form, which are out of phase with one another,
has not been satisfactorily explained.
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1.2.5 The JILA experiment
The work we wish to undertake in this project has its foundations in an
experiment run in 2005 by Cornish et al. [56] in which solitary waves were
created and studied in a three-dimensional trap geometry. They observed
how the number of solitary waves formed was dependent on the number of
atoms in the remnant resulting from the condensate collapse. This was an
experimental confirmation of the critical number condition for a BEC [55].
The solitary waves created in the 2005 experiment were seen to oscillate for
more than 3 seconds in the harmonic trap, without combining. It was pos-
tulated that this was due to repulsive interactions1 between neighbouring
solitary waves that kept this system stable, though there was no direct ev-
idence of the necessary phase relationship between the solitary waves. We
hope our continuation of this experiment will provide a greater insight into
this possible phase dependence.
1.3 Motivation for this experiment
The broad aim of this experiment is to investigate the formation and dynam-
ics of bright solitary waves created from a BEC of 85Rb and their interaction
with a solid surface. Experimental outcomes can be compared with predic-
tions made via mean field theory and we aim to determine the validity of the
Gross–Pitaevskii equation (GPE) (see chapter 2) in describing the observed
dynamics. The motivation and main application of solitary wave–surface
interactions are described in the grant proposal for this project [59]:
‘This proposal aims to demonstrate the quantum reflection of soli-
tons from a solid surface, as a first step towards measuring the
atom–surface interaction. The use of well-localized solitons, cou-
pled to the precise control of their velocity, has the potential to
take the study of atom–surface interactions to a new level. Such
studies are motivated by the possibility that precision measure-
ments of atom–surface interactions may, in the future, set new
limits on short range corrections to gravity due to exotic forces
beyond the Standard model.’
1As is necessary in the Gross–Pitaevskii equation framework.
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1.3.1 Collapse and the formation of solitary waves
We aim to create a BEC of 85Rb and exploit a Feshbach resonance to tune
interparticle interactions from a stable repulsive state at BEC to an attractive
state. This will cause a collapse of the atom cloud, resulting in an expulsion of
atoms, or ‘Bosenova’. This process leaves a stable remnant, the solitary wave,
where the typical dispersive property of a wave-packet and the attractive
interactions of the 85Rb particles are balanced. We aim to study this collapse
and the formation of solitary waves during this process.
1.3.2 Solitary wave dynamics
Once the mechanism for producing solitary waves is characterised, our aim is
to release the solitary wave off-centre in a quasi-1D waveguide potential. This
will enable us to demonstrate and study the stability of a propagating solitary
wave as a number of different parameters are varied, such as scattering length
and particle number. These results can then be compared with theoretical
predictions.
1.3.3 Binary solitary wave collisions
Theoretical research within the framework of the GPE has been undertaken
to try to understand the dynamics of solitary waves during binary colli-
sions [57, 58]. These simulations noted the importance of the relative phase
of the solitary waves during collisions. Where no phase difference was present
unstable attractive interactions were observed and for a pi phase difference
stable repulsive interactions were observed. Multiple solitary wave creation
with inferred repulsive interactions has been observed in one experiment [27],
while multiple solitary wave stability over a few seconds, again with inferred
repulsive interactions, has been observed in a later experiment [56]. However,
no experimental evidence for a collision outcome dependent on phase has yet
been observed; therefore, we intend to settle this debate by undertaking such
binary collisions and determining the validity of these theoretical results.
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1.3.4 Quantum reflection from a dielectric surface
A plane wave that is incident upon a simple attractive step potential has a
probability of reflection expressed by [60]
R =
(
1−√1− V0/ (E + V0)
1 +
√
1− V0/ (E + V0)
)
, (1.5)
where E is the energy of the incoming plane wave and V0 is the depth of the
potential step. What we can see by the above expression is that quantum re-
flection is maximised by reducing the incident energy of a plane wave (or par-
ticle) approaching an attractive potential [61]. Therefore, experiments have
typically been undertaken with particles bombarding a surface at grazing an-
gle, in order to reduce the velocity perpendicular to the surface (e.g. [62–64]),
thus increasing the probability of observing quantum reflection. Typically
the process can only be inferred by detecting how many particles return af-
ter a surface is bombarded with a ‘beam’ of these particles. Observing the
dynamics of quantum reflection or tunnelling on a single-atom scale has not
yet been possible. Other experiments have attempted to reflect BECs from
a surface [65, 66], whose dynamics, in comparison with single atoms, can be
clearly imaged. Unfortunately observing high reflection probabilities is very
difficult in these cases, due to instabilities in the cloud during reflection. This
instability is due to the dispersive properties of the BEC wavepacket and the
lack of attractive interactions to maintain a constant shape of the cloud.
We propose that solitary waves created from a BEC of 85Rb offer the exciting
possibility of high reflection probabilities, without the same inherent insta-
bility, while being large enough to image during the process of reflection. We
aim to transfer kinetic energy to a solitary wave via a velocity kick or an
offset from the trap centre. It will then move towards the surface of a prism,
shown in Fig. 1.1 (a) and (c). The dynamics and reflection probabilities
of the subsequent interactions will be observed and compared with theoreti-
cal simulations. There will be the option of including an additional repulsive
evanescent wave potential, allowing us to tune the height of a barrier that the
soliton is incident upon, close to the surface, as shown in Fig. 1.1 (b). The
presence of the barrier enables an unknown surface potential to be calculated
(e.g. see [67]), although this is not the only method that can be used [68].
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Figure 1.1: (a) (Adapted from [29]) A solitary wave incident upon a prism sees an at-
tractive surface potential (see (b)), however, we also apply a blue detuned
laser beam that undergoes total internal reflection. This creates a repulsive
evanescent potential that can be adjusted to produce a combined potential
with a variable barrier height for an incoming soliton to be incident upon,
as shown in (b). (c) The obstacle and prism as viewed from the science cell.
1.4 Thesis context
This thesis is primarily concerned with the final stage of the production of
a Bose–Einstein condensate, namely evaporation in an optical dipole trap,
followed by the loading of this condensate into a one-dimensional waveguide
to form a solitary wave. We investigate the dynamics of a solitary wave in the
waveguide and the addition of an attractive barrier in an attempt to observe
quantum reflection. The focus throughout this thesis is from the perspective
of how to best observe predicted solitary wave phenomena in an experimental
context. To this end we undertake an in-depth study of the cutting edge
soliton and solitary wave theoretical research and explore parameter regimes
available to us in the current manifestation of the experimental apparatus.
This thesis encompasses a time frame over which four postgraduate re-
searchers have contributed to the development of the experimental apparatus
and the results obtained. In order of succession, these researchers are Sylvi
Ha¨ndel (SH), Anna Marchant (ALM), the author (TPW) and Manfred Yu
(MMHY). Throughout this thesis we will focus on the work undertaken by
TPW, which has been varied throughout his time involved with the project.
We now discuss the responsibilities of each of these researchers.
The construction of the laser cooling and transport apparatus, as well as the
magnetic coils was undertaken by SH. Characterisation of the transport over
the obstacle (see figure 1.1 (c)) was undertaken by TPW. All of the other
initial stages of BEC production, such as the magneto-optical trap (MOT),
magnetic transport and quadrupole trap evaporation, are described in detail
in the thesis of SH [69] and will not be presented here. The development of
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the MOT optical setup and optical dipole traps was undertaken by SH and
ALM, along with optimisation of the apparatus resulting in the production
of a 87Rb condensate. During the above period TPW developed a basic 1D
GPE code and investigated the dynamics of solitons incident upon a variety
of localised potentials, resulting in a MPhys report [70]. TPW also took sole
responsibility for the development of reliable experimental control hardware
and software that forms the backbone of each experimental cycle.
Simulation of the merging of magnetic traps, in order to combine initially
separate clouds of atoms, was undertaken by TPW. This resulted in an ac-
curate but elegant analysis of a three-dimensional problem in one spatial
dimension. SH undertook the experiments which confirmed the validity of
this model. This work resulted in a publication [71].
Characterisation of the optical dipole trap in the lead-up to the production of
a 85Rb BEC was undertaken by ALM and TPW. The initial cooling of 85Rb
to degeneracy and the initial production and investigation of 85Rb solitary
waves was carried out by ALM; details of this can be found in [72]. The ini-
tial loading of the waveguide and its characterisation was achieved by TPW
and MMHY. This lead to the production of 85Rb solitary waves and their
controlled reflection from a broad Gaussian barrier by ALM. Subsequent ex-
periments on solitary waves, undertaken by TPW and MMHY, have focussed
on their study for future interactions with narrow barriers. Optimisation
of the experiment, including the loading of the waveguide, was undertaken
by TPW while MMHY developed the apparatus for narrow barrier–solitary
wave collisions. TPW and MMHY undertook the installation of the narrow
attractive barrier and investigated its properties, with the aim of attempting
to observe quantum reflection. TPW has also characterised a laser system
that could be used to generate an evanescent wave potential, once solitary
wave interactions with a surface become the main experimental focus.
Throughout the period in which the work in this thesis has been undertaken,
TPW has also helped develop and improve software which analyses images
of the ultracold clouds and software which simulates potentials generated by
magnetic coils and dipole traps. Finally, having learned from the limitations
of the initial experimental control system, TPW has developed an entirely
new LabVIEW FPGA powered control system which will be implemented in
the soliton experiment and two other experiments [73–76].
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1.5 Thesis layout
Due to the eclectic nature of this thesis, various chapters have been grouped
into parts as follows: part I contains chapter 2, focussing on the necessary
background information required to understand the physics of interacting
BECs and solitary waves, giving an insight into cutting edge research and
providing details of expected regimes accessible to this experiment; details
of the experimental set up are given in part II, which contains chapter 3,
presenting a brief overview of the experimental apparatus to give context to
the reader and chapter 4 giving a detailed explanation of the control hard-
ware and software developed for this experiment; experiments undertaken by
the author are presented in part III, where chapter 5 covers the merging of
ultracold gases of 87Rb and 85Rb and chapter 6 investigates the properties
of 85Rb condensates and solitary waves; finally part IV presents work un-
dertaken that we hope will eventually lead to the observation of intriguing
solitary wave phenomena, such as interactions with a narrow barrier (chapter
7) and a surface (chapter 8), before concluding in chapter 9.
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Chapter 2
Bright soliton theory and
experimental predictions
2.1 Introduction
This chapter presents an overview of the theoretical work undertaken in the
field of bright solitons formed from Bose–Einstein condensates. This overview
will encompass work undertaken in the last 50 years, with a large focus on
more recent work from the last few years and is from the perspective of
an experimentalist, with an aim to highlight key physical phenomena that
could be observed in an experiment. As a result, some basic calculations are
provided, as are parameter regimes for expected phenomena.
2.2 Review
Two main branches of research have been investigated by theoretical physi-
cists when describing the dynamics of a dilute Bose gas, namely the mean-
field and many-body theories. Solitons are interesting phenomena that can
manifest themselves within a dilute Bose gas, and as such have been investi-
gated using both of these approaches. This section presents the starting point
for both theories, discusses their merits and disadvantages and presents key
areas of research. For some of this section we closely follow the explanations
given in [81].
14
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2.2.1 The dilute Bose gas
Over the past 18 years since the first observation of Bose–Einstein conden-
sation, many different degenerate quantum gases have been formed. The
densities of these gases are typically 1013 cm−3 – 1015 cm−3. When comparing
to the typical densities of air at room temperature and atmospheric pressure
(∼ 1019 cm−3) and liquids or solids (∼ 1022 cm−3), it can be seen that this
gas is very dilute [6].
In 1947 Bogoliubov presented the model of the weakly interacting Bose
gas [82] when attempting to describe behaviour observed in superfluid helium.
To be in a valid regime for this theory the gas must be dilute—mathematically
expressed as n|a|3  1, where n is the peak density of the BEC and a is the
s–wave scattering length.
The Hamiltonian describing a system of weakly interacting Bose particles, in
the occupation number representation of second quantisation, can be written
as [81, 83]
Hˆ =
∫
dr Ψˆ†(r, t)
[
− ~
2
2m
∇2 + U(r, t)
]
Ψˆ(r, t)
+
1
2
∫∫
dr dr′ Ψˆ†(r, t)Ψˆ†(r′, t)V (r− r′)Ψˆ(r′, t)Ψˆ(r, t), (2.1)
where −~2∇2/(2m) is the kinetic energy operator, U(r, t) is the operator
describing any external potential the gas is exposed to and V (r − r′) is the
exact two-body interatomic potential. Ψˆ†(r, t) and Ψˆ(r, t) are the creation
and annihilation operators representing the addition or removal of a particle
at point r in space and t in time.
It is important to note that this Hamiltonian is the basis for all theoretical
treatments of dilute Bose gases, includes quantum fluctuations and can be
used in formalisms that describe scenarios with thermal fluctuations [81].
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2.2.2 The effective interaction potential
The interaction potential, V (r− r′), experienced by alkali-metal atoms con-
sists of a short range repulsive core in addition to a longer range attractive
van der Waals interaction. The combination of these two competing po-
tentials is a complex potential giving rise to rich physics such as molecular
bound states (see figure 2.1 (a)). Attempting to solve the Schro¨dinger equa-
tion for a Hamiltonian containing such a complex potential is unnecessary
for an ultracold dilute Bose gas and has a number of disadvantages [84]:
1. The exact potential is very difficult to calculate. A small error in the
potential can lead to a large error in the scattering length.
2. Bose condensed gases are in a metastable state. At experimental tem-
peratures and densities the thermal equilibrium of the system would
be solid. This is due to the presence of bound states of the potential
with a binding energy much smaller than the temperature of the gas.
3. The potential cannot be treated in the Born approximation due to it
being very repulsive at short distances and containing many bound
states. Some mean-field approximations which neglect correlations be-
tween particles, due to interactions, are implicitly relying on the Born
approximation. These cannot use the exact potential.
Instead of using the exact potential we can create an effective potential that
greatly simplifies the problem. For the effective potential to be valid, two
conditions must be true; the gas must be dilute to the extent that effectively
only two-body scattering events occur1 and the collisions must be low energy
(k → 0, where ~k is the relative momentum of the colliding atoms). If
these conditions are fulfilled we are only interested in the long range effect
of the exact potential, which is to shift the phase of a quantum mechanical
wavefunction (see figure 2.1 (b)). The effective potential can produce exactly
the same result; therefore, for a single atomic species the interaction is only
dependent on one parameter; the s-wave scattering length, a. An explanation
of the origins of the scattering length is given in figure 2.1 (b-f). The form of
1In other words, we are only interested in the asymptotic result of a collision and not
the actual dynamics of the collision itself.
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Figure 2.1: Schematic of the interatomic potential and the origin of scattering length.
(a) The exact interatomic potential consists of a strong short range repul-
sive core, due to repulsion of electron clouds, with the addition of a long
range attractive interaction, due to a combination of the van der Waals
interaction and covalent bonding. In alkali-metal atoms the potential can
support many bound states. (b) The presence of bound states can intro-
duce a positive or negative phase shift in the asymptotic wavefunction of a
free particle, resulting in a positive or negative a, determined by extrapo-
lating the free particle wavefunction just before it reaches the interparticle
potential well. (c-f) Scattering lengths that are positive (repulsive) (c), zero
(non-interacting) (d), negative (attractive) (e) and approaching∞ (strongly
repulsive/attractive) (f) can be produced by moving bound states into and
out of the potential well. |a| → ∞ when the bound state is on resonance with
the free particle collision energy. Small changes in the interatomic potential
can have a large effect on a.
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this effective contact interaction potential is a variable strength delta function
at the origin2 [81]
V (r− r′) = gδ(r− r′), (2.2)
where
g =
4pi~2a
m
, (2.3)
is the strength of the interaction. Using the effective potential model, when
two atoms collide they will undergo a perfectly elastic collision. By substi-
tuing (2.2) into (2.1) we achieve a new simplified Hamiltonian
Hˆ =
∫
dr Ψˆ†(r, t)
[
− ~
2
2m
∇2 + U(r, t)
]
Ψˆ(r, t)
+
g
2
∫
dr Ψˆ†(r, t)Ψˆ†(r, t)Ψˆ(r, t)Ψˆ(r, t). (2.4)
What we ultimately want to be able to determine is how the field operator
Ψˆ(r, t), or system, evolves with respect to space and time. In the Heisenberg
picture, where the time dependence is contained within the operators [85],
the equation of motion for the field operator is
i~
∂Ψˆ(r, t)
∂t
=
[
Ψˆ(r, t), Hˆ
]
=
(
− ~
2
2m
∇2 + U(r, t)
)
Ψˆ(r, t) + g Ψˆ†(r, t)Ψˆ(r, t)Ψˆ(r, t). (2.5)
2.2.3 Separating condensate and non-condensate frac-
tions
As we are modelling a Bose–Einstein condensate, we have a macroscopic
occupation of the lowest energy state of the system. As a result it now
makes sense to split the field operator, Ψˆ(r, t), into an orthogonal basis of an
operator representing the condensate, φˆ(r, t), and another representing the
non-condensed fraction, δˆ(r, t),
Ψˆ(r, t) = φˆ(r, t) + δˆ(r, t). (2.6)
2Where this transformation is sufficient for the form of the wavefunction we are con-
cerned with.
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We can separate the operator from the wavefunction describing the conden-
sate and other excited states,
φˆ(r, t) = aˆ0(t)ϕ0(r, t), δˆ(r, t) =
∑
i 6=0
aˆi(t)ϕi(r, t). (2.7)
aˆ†0 and aˆ0 are the creation and annihilation operators for the condensate
fraction, with the properties,
aˆ†0 |N0〉 =
√
N0 + 1 |N0 + 1〉 , aˆ0 |N0〉 =
√
N0 |N0 − 1〉 . (2.8)
In order to determine the number of atoms in the condensate one applies
the number operator Nˆ0 |N0〉 = aˆ†0aˆ0 |N0〉 = N0 |N0〉. If N0  1 then
N0 + 1 ≈ N0, therefore, the effect of applying aˆ†0aˆ0 is approximately the same
as applying aˆ0aˆ
†
0; resulting in the effect of applying aˆ
†
0 being approximately
the same as aˆ0, which is the c-number approximation [86]. We are effectively
stating that as the condensate number increases the operators aˆ†0 and aˆ0 ap-
proach a limit where they commute. If aˆ†0 ≈ aˆ0 and aˆ†0aˆ0 |N0〉 = N0 |N0〉, then
in this approximation aˆ†0, aˆ0 ≈
√
N0. As a result of this we can replace the
operator φˆ(r, t) with the complex number φ(r, t) =
√
N0ϕ0(r, t) and rewrite
equation (2.6) as
Ψˆ(r, t) = φ(r, t) + δˆ(r, t). (2.9)
The experimentalist is most interested in quantities that can be measured;
wavefunctions and field operators will not be the main focus here. Instead,
atom density is a quantity that is readily measureable and can be expressed
as [81]
n(r, t) = 〈Ψˆ†(r, t)Ψˆ(r, t)〉 = nc(r, t) + n˜(r, t). (2.10)
As the condensate is now represented by a complex number, the conden-
sate density is simply nc(r, t) = |φ(r, t)|2. The simplest mean-field Gross–
Pitaevskii formulation (see section 2.2.4) [87, 88] is essentially just interested
in this quantity, whereas extensions to this formalism will also take account
of the non-condensate density, n˜(r, t) = 〈δˆ†(r, t)δˆ(r, t)〉, to varying degrees
of approximation. The specifics of these extensions are outside the scope
of this thesis, however, we refer the reader to a wide variety of theoretical
approaches taking account of the non-condensate density [89–99].
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2.2.4 The Gross–Pitaevskii equation
We can take a zeroth order approximation by assuming that all of the atoms
in a system are in the condensate, with negligible fluctuations in the non-
condensate; meaning that T → 0. In this situation Ψˆ(r, t) → φ(r, t) and
Ψˆ†(r, t) → φ∗(r, t). The many-body dynamics of the system have now been
approximated by that of a single wavefunction, with nonlinearity encapsu-
lated in one term—we have undertaken a mean-field approach—and the re-
sult is the Gross–Pitaevskii equation (GPE) [100],
i~
∂φ (r, t)
∂t
=
[
− ~
2
2m
∇2 + U (r, t) + g |φ (r, t)|2
]
φ (r, t) . (2.11)
The GPE has been shown to produce a good approximation to dynam-
ics observed in a BEC in a number of scenarios up to a temperature of
T ≈ Tc/2 [81].
If one wishes to find stationary state solutions to the GPE, such as the
ground state of a particular trap potential, it is possible to eliminate any
time dependence from the GPE by separating the spatial and temporal parts
of the wavefunction,
φ(r, t) = φs(r)exp
(
− iµt
~
)
, (2.12)
where µ is the chemical potential (the energy required to add or remove a
particle from the system). By substituting (2.12) into (2.11) we arrive at the
time-independent GPE,
µφs (r) =
[
− ~
2
2m
∇2 + U (r) + g |φs (r)|2
]
φs (r) . (2.13)
It is possible to calculate the total energy of this system by taking the Gross-
Pitaevskii energy functional and integrating over all space [101, 102],
E =
∫
d3r
[
~2
2m
|∇φs (r)|2 + U (r) |φs (r)|2 + g
2
|φs (r)|4
]
. (2.14)
It is often sufficient, for the explanation of physical phenomena, to change
(2.13) into a 1D equation by integrating out two of the dimensions. This ap-
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proximation can be undertaken by assuming that these directions are tightly
confined and contribute very little to the excitations observed within the
condensate. In order to achieve this, both the chemical potential and tem-
perature of the gas must be lower than the ground state energy of the har-
monic potential in the radial direction—µ < ~ωr/2 and kBT < ~ωr/2. Most
of the essential physics relevant to this thesis is also retained in this 1D pic-
ture, while maintaining clarity and simplicity. Taking the confinement in all
three dimensions to be harmonic in form and radially symmetric and that
the density of the condensate is sufficiently dilute, the 1D condition becomes
ωy = ωz = ωr and ωr  ωx. The form of the wavefunction in the radial direc-
tion is the ground state of the quantum harmonic oscillator (e.g. see (2.17))
and the resulting time-independent 1D GPE is [102]
µφs(x) =
[
− ~
2
2m
d2
dx2
+
1
2
mω2xx
2 + g1D |φs(x)|2
]
φs(x), (2.15)
where g1D = g/(2pia
2
r) and ar =
√
~/(mωr) is the radial length scale of the
condensate in the trap. In the process of integrating out the radial direction
we have incorporated the radial trapping into the strength of the interparticle
interactions, therefore, the radial trapping continues to affect the dynamics
of the system, but only along the axial direction in this picture. From (2.15)
we can now investigate some limits and solutions of the GPE, in its more
simplified form.
Non-interacting limit
In the limit that the s-wave scattering length a → 0 (g → 0, see (2.3)) the
interaction parameter, g1D, becomes zero. This simplifies (2.15), such that it
becomes the 1D Schro¨dinger equation for a particle in a harmonic trapping
potential,
µφs(x) =
[
− ~
2
2m
d2
dx2
+
1
2
mω2xx
2
]
φs(x). (2.16)
The ground state solution of this is the ground state of the quantum harmonic
oscillator [85],
φs(x) =
(mωx
pi~
)1/4
exp
(
−mωxx
2
2~
)
, (2.17)
with an energy eigenvalue of µ = (1/2)~ωx.
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Thomas-Fermi limit
In the limit that g1D  1 and N0  1 we have very strong repulsive interac-
tions and the condensate spreads out in the trap. This action minimises the
kinetic energy, while the interaction energy dominates, and, as a result, we
can neglect the kinetic energy term from (2.15),
µφs(x) =
[
1
2
mω2xx
2 + g1D |φs(x)|2
]
φs(x). (2.18)
Rearranging (2.18) and remembering that nc(r) = |φ0(r)|2, the ground state
Thomas-Fermi condensate density is
nc(x) =
µ−mω2xx2/2
g1D
. (2.19)
The condensate density is a physical, measureable quantity, therefore, it
cannot be negative. As a result, we can see from (2.19) that the condensate
has a very well defined width, with a sharp cut off, in the Thomas-Fermi limit.
The condensate exists in the region |x| < [2µ/ (mω2x)]1/2. By normalising nc
to N0 and integrating over the entire condensate we are able to determine
the 1D chemical potential,
µ =
1
2
(
3
2
√
mωxg1DN0
)2/3
. (2.20)
Soliton solutions
Exact soliton solutions can be found for the GPE in the limit where ωx → 0.
The result of removing the potential term from (2.15) is to give the Nonlinear
Schro¨dinger equation,
µφs(x) =
[
− ~
2
2m
d2
dx2
+ g1D |φs(x)|2
]
φs(x). (2.21)
The form of the stationary soliton solution is
φs(x) = N0
(
m |g1D|
4~2
)1/2
sech
(
m |g1D|N0x
2~2
)
, (2.22)
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where a < 0 and, hence, g1D < 0 and φs(x) is normalised to the total number
of atoms in the condensate, N0. It can be seen that increasing the inter-
particle interaction strength will attract the condensate inwards, therefore,
the width of the soliton becomes narrower. However, perhaps counterintu-
itively, as the particle number increases the profile of the soliton also becomes
narrower, due to the increase in the strength of interactions, as we have in-
creased the number of attractors. Details of the first experiment to report
the production of a single soliton can be found in [28].
2.2.5 The importance of dimensionality and further
complications
In the previous section one-dimensional solutions to the GPE were presented
in order to demonstrate significant limits that can and have been observed
experimentally. In each limit the only difference was the strength and sign
of the interatomic interaction. While these solutions present a qualitative
explanation of BEC and solitary wave behaviour, it is important to note that
increasing the analysis to three dimensions introduces further complications.
As discussed in section 1.2.2, a soliton and a solitary wave are two distinct
entities. A soliton is a mathematical solution, to certain one-dimensional
nonlinear equations, that maintains a stable profile due to a balance between
dispersion and attractive nonlinear interaction. However, a solitary wave is
a physical manifestation of a soliton in three-dimensional space, which in-
troduces the complications alluded to earlier. These complications include
instability beyond certain densities (see sections 2.2.7, 2.2.9 and 2.3.4) and
the change in axial profile of the solitary wave due to variation in its confine-
ment in the radial direction (see section 2.3.5).
While analytical soliton solutions can be found in free space, the introduc-
tion of weak axial trapping breaks the integrability of the GPE, requiring
numerical approaches in order to obtain a solution (see section 2.3.5 for an
example of a variational method).
In some sections of the remainder of this chapter the above complications
will be discussed in a variety of contexts, estabilishing reasons for their man-
ifestation and presenting possible methods for handling them.
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2.2.6 Multiple soliton formation, relative phase and
stability
It is possible to rewrite the complex condensate wavefunction, φ(r, t), in
terms of the condensate density, n(r, t), and a phase function, θ(r, t), via the
Madelung transform [103],
φ(r, t) =
√
n(r, t) exp [iθ(r, t)] , (2.23)
where φ(r, t) is normalised to the total condensate atom number, N0. This
allows us to explicitly define a density profile for the soliton while also control-
ling its phase. It has been shown that soliton–soliton interactions vary sinu-
soidally with relative phase [104] (see (2.38)). The mechanism by which this
relative phase affects the interactions between colliding solitons is described
in [105], where it is stated that in-phase (out-of-phase) solitons, with attrac-
tive particle–particle interactions, interact attractively (repulsively) due to
constructive (destructive) interference when they overlap, leading to an in-
crease (reduction) in the density. A potential method for directly measuring
the relative phase between two solitary waves is given in [106], by looking
for interference fringes in momentum space, without requiring the automatic
assumption that out-of-phase solitary waves repel each other.
So far two experiments have been able to consistently generate multiple bright
solitary waves [27, 56]. The first experiment (in 7Li) [27] noted that the ap-
pearance of stable moving multiple solitary waves implied a repulsive interac-
tion between neighbouring solitary waves, inferring a pi phase difference [104].
Further theoretical studies of this experiment [107, 108] gave credence to the
argument of a relative phase of ≈ pi between neighbouring solitons, although
the exact method of forming a solitary wave train was under debate. The
second experiment (in 85Rb) [56] controllably produced single and multiple
solitary waves depending on the total atom number in the condensate prior
to collapse. Subsequent modelling [109, 110] suggested that repulsive inter-
actions between neighbouring solitary waves lead to the behaviour observed
by Cornish et al.
More recent publications [57, 58, 110] have studied the effect of relative phase
on collisions of binary solitons in the GPE formalism. One publication [110]
attempted to model the behaviour seen in the 85Rb experiment and observed
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excellent quantitative agreement between experiment and theory when neigh-
bouring solitary waves had a pi phase difference. In-phase soliton–soliton
collisions were shown to be very unstable due to their ability to overlap, re-
sulting in the density increasing above the critical density. Above the critical
density a solitary wave will be prone to collapse (see section 2.2.7). Martin et
al. [57] and Parker et al. [58] studied the effects of altering the relative phase
between colliding solitons and observed that faster soliton collisions were less
prone to collapse3, even when they are in-phase. Population transfer—the
scenario where more atoms are seen to congregate in one soliton than an-
other during a collision—was also observed for intermediate phases—not 0 or
pi—and it was noted that this could eventually lead to collapse of the solitary
waves after multiple collisions.
2.2.7 Collapse, stability and critical number
Much like the stability of neutron stars, due to the balance between the
competing repulsive quantum degeneracy pressure and gravitational attrac-
tion [111], solitary waves remain stable due to the fine balance between dis-
persion and attractive interparticle interactions. In 1D solitons are stable
regardless of how strongly attractive the interparticle interactions are, how-
ever, once one decides to investigate 2D and 3D scenarios, solitary waves
are no longer infinitely stable from collapse. This can be seen by observing
how the kinetic, potential and interaction energies depend on the cloud size
and number of dimensions. Firstly, any density must be proportional to the
inverse of the size of the cloud, R, to the power of the dimensions, D; for
1D ns(x) ∼ 1/R, for 3D ns(r) ∼ 1/R3, or in general ns(r) ∼ 1/RD. As
ns(r) = |φs(r)|2, one simply finds that φs(r) ∼ 1/RD/2. Substituting this de-
pendency into (2.14), results in us finding that the kinetic energy (KE), will
always be dependent on 1/R2, regardless of the dimensions; the interaction
energy (IE) is dependent on the density, 1/RD; and any external potential
we will take to be harmonic, therefore the potential energy (PE) of the cloud
is dependent on R2. Combining these terms results in,
Etot = KE + IE + PE ∼ CKE
R2
+
CIE
RD
+ CPER
2, (2.24)
3In other words, the longer that solitons spend colliding with one another, the more
opportunity for them to respond to an increase in density and collapse.
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where CKE, CIE and CPE are prefactors that can affect the stability of an
interacting BEC. It is very important to note that the sign of CIE is negative
for a solitary wave and positive for a repulsive BEC. These dependencies are
shown in figure 2.2, demonstrating the fine balance between the KE, IE and
PE required to stablise a solitary wave in more than one-dimension.
It is possible to characterise the 3D collapse limit via a collapse parameter,
kcr [112]
4,
kcr =
|a|Ncr
aho
, (2.25)
where a is the s-wave scattering length, aho =
√
~/ (mωho) characterises the
size of the soliton and ωho = (ωxωyωz)
1/3 is the geometric mean of the trap
frequencies. The value of kcr has been tabulated for a wide variety of trap
geometries [114], with a value of kcr = 0.574 for a spherically symmetric trap.
A clear observation of condensate collapse from attractive interactions was
reported in 2000 by Gerton et al. in 7Li [31]. Following this observation, in
2001 a team in JILA realised the controlled collapse of a BEC of 85Rb [26, 55].
The bosenova, as it is now known, was initiated by a fast change in the
scattering length (tchange  1/ωho) by sweeping along a magnetic Feshbach
resonance. Based on the number of atoms observed after collapse in this
experiment, the collapse parameter was determined to be kcr = 0.459, which
is lower than could be accounted for by the non-spherical trapping geometry
used. Following improved characterisation of the Feshbach resonance [115]
the collapse parameter was revised to be kcr = 0.547(58), well within error
for the predicted value.
Through their detailed study of the dynamics of collapsing BECs [26], the
team from JILA observed that there was an initial delay—of the order of 2-
14 ms—between the switching to as < 0 and the collapse of the condensate.
The delay became shorter for more negative as values and collapse then
initiated and took the form of a decaying exponential. The collpase time was
only observed to be weakly dependent on as and N0 and the decay constant
5
was on average 2.8(1) ms.
4Originally given in a different form in [113].
5For a decaying exponential the decay constant is generally defined as τ where
N0(t) = N0(t0) exp(−t/τ).
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Figure 2.2: Stability of a soliton/solitary wave as a function of the number of dimensions
(see (2.24)). (a) In 1D it is possible to create solitons in the homogenous
regime (no external trapping potential), due to the balance between KE
and IE introducing a minimum in the potential at R < ∞ where E 6= −∞
(dark/blue line). Introducing a harmonic potential only serves to reduce the
equilibrium size of the cloud (light/red line). (b) Introducing a second di-
mension results in no finite potential minimum at R <∞ in the homogenous
regime, as the IE and KE now have the same dependency (1/R2). Either
the cloud size will expand due to |KE| > |IE| (we haven’t reached a critical
number of atoms) for all values of R (solid dark/blue line), or the cloud
will collapse in on itself due to |IE| > |KE| (we have more than the critical
number of atoms) for all values of R (dashed dark/blue line). Adding an
external potential creates the required minimum to stabilise the cloud. (c)
In the full 3D picture there will always be a value of R where the cloud will
be susceptible to collapse. The homogenous regime has no finite minimum,
resulting in the cloud expanding or collapsing depending on its initial size
and the fine balance between the KE and IE. It is possible to stabilise the
cloud if we introduce an external potential and ensure that the KE, PE and
IE are finely balanced to produce the finite local minimum seen in (c).
More recently (2011) this collapse process has been observed by Altin et al. in
85Rb [116] and has been shown to agree qualitatively with simulations using
a GPE that includes three-body loss. Collapse has also been observed and
studied in the Durham 85Rb experiment (see [103] and [72]).
2.2.8 Beyond the mean-field
A thorough exploration of beyond-mean-field approaches is outside the scope
of this thesis, however, in order to discuss some of the exciting phenomena
that may be observable in our experiment it is important that we cover some
of the key background.
As a solitary wave is a mesoscopic quantum object, it would seem paradoxical
to describe this object using a mean-field approach. The reason for this is
that mean-field approaches replace a many-body wavefunction with a single-
body mean-field wavefunction, essentially treating the condensate or solitary
wave as a single particle with a well defined centre of mass. The result of this
approximation is a nonlinear classical wave equation—the GPE (see section
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2.2.4). The obvious question to ask here is: why use a classical wave equation
to describe an object that should display quantum mechanical behaviour? The
answer to this is two-fold; firstly, this analysis vastly simplifies calculations
with a large number of particles (& 100 atoms), which generally is the case
in BEC and solitary wave experiments, and secondly, a mean-field formal-
ism still displays key phenomena observed in non-interacting and interacting
BECs, such as ground state solutions, breathing modes6, solitary wave split-
ting, reflection and transmission due to a barrier and critical collapse limits.
Recently there have been many examples of publications that go beyond
the mean-field, in an attempt to predict interesting quantum mechanical
behaviour that would not be manifested in the basic GPE [117–128]. One
method of going beyond the mean-field, used in a number of recent pa-
pers [117, 118, 122, 127, 128], is the Lieb-Liniger(-McGuire) model, which
describes N interacting Bosons [129, 130]. The interacting N -particle Hamil-
tonian is extremely difficult to solve in more than one-dimension, therefore,
often publications investigating this model are limited to a 1D Lieb-Liniger(-
McGuire) Hamiltonian, which is a very good approximation to most systems
manifesting solitary waves [127, 130],
Hˆ = −
N∑
j=1
~2
2m
∂2
∂x2j
+
N−1∑
j=1
N∑
n=j+1
g1D δ (xj − xn) +
N∑
j=1
U (xj) , (2.26)
where U (xj) is an external potential and, for bright solitons, g1D < 0. As
stated earlier, in the mean-field approximation the centre of mass is localised
and well defined, however, if one wishes to find solutions to (2.26), with no
external potential, these solutions must be translationally invariant [127].
The resulting eigenfunctions have an eigenenergy that is the sum of the
ground state energy, E0(N) and the centre of mass kinetic energy, Ekin,
where,
E0 (N) = − 1
24
mg21D
~2
N
(
N2 − 1) and Ekin = N ~2k2
2m
. (2.27)
6Such as due to a sudden change in the s-wave scattering length.
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Holdaway et al. [128] separate out the centre of mass Hamiltonian from (2.26),
with harmonic trapping, and obtain a resulting wavefunction that describes
the centre of mass,
ψc (xc) =
(
Nγ
pi
)1/4
exp
(
−Nγx
2
c
2
)
, (2.28)
where
γ =
~3ωx
mg21D (N − 1)2
, (2.29)
and ωx is the 1D trap frequency. The width of the centre of mass wavefunc-
tion can be stated as σsc:CoM = 1/
√
γN , in scaled units of soliton length.
When converted to absolute units we obtain σab:CoM =
√
~/(Nmωx). It
is clear to see that in the mean-field limit of N → ∞, σab:CoM → 0—a
δ-function—which is exactly what we expect.
N-body approaches have been used to study whether quantum superpositions
of mesoscopic objects, such as solitary waves, are possible. Through energy
arguments, using (2.27), Gertjerenken et al. [127] have identified three key
regimes, where it might be possible to create quantum superpositions, such
as ‘NOON’ (Schro¨dinger cat) states or Schro¨dinger kitten states7 and the
third, where the GPE is valid. Kinetic energy can to be transferred into
interaction energy, through a soliton’s interaction with a barrier, resulting
in its splitting, and in high-kinetic-energy regimes it is possible for 50:50
splitting to occur because
Ekin  2E0
(
N
2
)
− E0 (N) . (2.30)
When Ekin reduces and becomes equal to the right hand side of (2.30), split-
ting becomes less and less energetically favourable. Eventually the kinetic
energy becomes so low that it is impossible for even one particle to split off
from the soliton,
Ekin < E0 (N − 1)− E0 (N) . (2.31)
7These are states not exactly represented by the ‘NOON’ state given earlier in (2.32),
but instead have a small spread of other possible states such as |N − 1, 1〉 and |N − 2, 2〉.
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In this regime, if the energy required to travel over a barrier is equal to the
centre of mass kinetic energy of the soliton, a 50:50 quantum superposition
state can be created. In this scenario all of the particles will be transmitted
or reflected on an individual occasion, however, it is essentially a coin toss
as to which side the particles will be found. Using Fock-state notation, this
‘NOON’ quantum superposition state can be expressed as [127],
|ψ〉 = 1√
2
(|N, 0〉+ eiα |0, N〉) . (2.32)
In this low kinetic energy regime, the mean-field solutions have been shown to
manifest discontinuities where quantum superpositions may occur [127]. One
clear example of this can be found in a publication by Lee and Brand [131].
Gertjerenken et al. conjecture that the presence of these discontinuities in
a mean-field calculation may indicate that interesting quantum behaviour is
occurring, which is presented in detail in [132].
2.2.9 Other interesting phenomena and theoretical
predictions
Bright solitary waves can manifest many intriguing phenomena. The aim
here is to briefly cover a few examples that would not fall into any of the
previous categories. Each of these examples could eventually contribute to
an atom optician’s toolkit.
A soliton laser: Controllable soliton emission
By exploiting the attractive interparticle interactions required to form a soli-
ton, in 2005 Rodas-Verde et al. [133] demonstrated that it would be possible
to form a soliton laser using a method they call ‘Controllable soliton emis-
sion’. They simulated a BEC trapped in a dipole trap with a discontinuous
spatial variation of the scattering length. Inside the trap the scattering length
is zero, resulting in a non-interacting BEC, and close to one side of the trap
the scattering length is discontinuously switched to a negative value. If the
BEC is made to overlap with the negative scattering length region, atoms are
sucked out of the trap and form a soliton, reducing the size of the trapped
BEC. The soliton can then propagate in space, outside of the trap. While
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this soliton propagates, the BEC re-equilibrates and part of the BEC, once
again, overlaps with the negative scattering region and a new soliton is re-
leased. This process repeats until the BEC is depleted to such an extent
that no further solitons can be created. Rodas-Verde et al. were able to vary
the rate at which solitons were emitted and also the total number of emitted
solitons. In principle, a pulsed soliton laser could be created if a method for
continuously refilling the BEC reservoir could be developed. Another exam-
ple of a pulsed soliton laser was demonstrated by Carr and Brand [134]. The
method is similar to [135], where multiple solitons are generated via tuning
of the Feshbach resonance from positive to negative values well beyond the
critical value for the initial number of atoms in the condensate. However,
Carr and Brand invert the the harmonic trapping such that it becomes ex-
pulsive, resulting in a train of counterpropagating solitons which form our
soliton laser. This method doesn’t allow for continuous emission as there is
no way to refill the BEC to create more solitons.
Enhanced quantum reflection
Lee and Brand [131] have demonstrated some interesting behaviour while
investigating the quantum reflection of solitons from a potential well, using a
1D mean-field approach. When the entire soliton was seen to reflect from the
potential well, it was intriguing to note that part of the soliton entered the
well, however, it gained a pi change in phase. An argument for the enhanced
quantum reflection that they observed could be that the pi phase difference
of the quasi-trapped cloud is enhancing the repulsion of the soliton from
the well. As mentioned in section 2.2.8, Lee and Brand observed sudden
switching from reflection to transmission as a function of incident velocity.
An N -body approach has postulated that discontinuous jumps in reflection
and transmission may be a signature of interesting quantum effects occurring
that cannot be generated using a mean-field formalism [127]. However, if
this near discontinuous switching were to manifest itself in an experimental
scenario, it could be harnessed for velocity filtering of solitons8.
8Although, the presence of uncertainty in the momentum of the soliton could lead to
smearing out of this velocity filtering effect.
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Suppressed collapse in an attractive BEC
The tendency of attractive condensates to collapse has typically limited soli-
tary waves to an upper bound of the low thousands of atoms9. It can be
a great benefit to stabilise against this collapse in order to generate larger,
more visible solitary waves. There have been a number of theoretical pre-
dictions for methods that would help stabilise a solitary wave from collapse.
One method is to modulate the interaction strength, while keeping its mean
attractive [137–141], although this was eventually shown to not be suffient
in stabilising a solitary wave [142]. The theoretical simulation of fragmented
states, so called because the condensate is fragmented across multiple modes,
has been shown to allow metastable states with atom numbers well above
the critical collapse value [143]. It had also been postulated that condensates
may be more stable to collapse when they are undergoing rotation [144], al-
though more recently it was noted that this rotation has less of an effect
on stabilising against collapse than was originally predicted [145, 146]. It is
clear that this has been an active area of research over the past 10 years,
however, it still remains uncertain whether we will find an experimentally
viable method that stabilizes a solitary wave beyond the critical number.
2.3 Recent progress
Having now covered the fundamentals of the field of bright solitary wave
research, the aim in this section is to detail some of the more pressing issues
that have recently been investigated in the field, with the hope that many of
the theoretical results presented here could eventually be applied to a solitary
wave experiment.
2.3.1 Soliton interferometry and interactions with bar-
riers
Atoms can be modelled as both particles and waves. They possess many
intriguing properties for use in experiments that would have originally been
9Although, more recently there have been indications of much larger atom numbers in
a solitary wave of 7Li [136].
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limited to waves, such as diffraction [147] and interferometry [148], opening
up the fascinating world of atom optics [149]. Very soon after the production
of the first BEC, an early experiment demonstrated that two condensates
could be shown to be coherent with one another and manifest interference
fringes [19] by releasing them from a double well potential. It has been noted,
however, that it is extremely difficult to obtain long lived phase coherence
between separate Bose–Einstein condensates [150] due to the interatomic
interactions typically observed in a BEC. Later experiments continued to use
the double well potential method [151–153], with some of these implemented
on an atom chip. By exploiting a Feshbach resonance, resulting in a weakly
interacting condensate, another experiment was able to strongly reduce the
interaction induced decoherence [154].
Contrary to what we have already stated, one recent experiment actually
demonstrated the benefits of exploiting nonlinearity (interactions) in atom
interferometry [155] and another has given glimpses of the possibilities of
solitary wave interferometry [156]. It is clear that theoretically exploring po-
tential applications of solitary waves for use in interferometric measurements
could lead to some interesting predictions.
Outside the realm of interferometry, the study of soliton interactions with
attractive or repulsive barriers is interesting in its own right, with outcomes
such as resonant trapping [157], regimes of wave-like and particle-like be-
haviour [158] and elastic scattering in the N -body formalism [159].
Solitary wave interferometry
The first step in achieving interferometry of solitary waves is to investigate
the methods of producing two separate but coherent solitary waves. The most
commonly suggested method is to make use of a narrow potential barrier in
order to split a single soliton into two separate solitons, converting centre of
mass kinetic energy into interaction energy [126, 136, 158]. Other methods
of coherently splitting a solitary wave include applying a density modulation
by exploiting a second internal atomic state [160] and also by utilising only
the interatomic interactions via a Feshbach resonance [135].
Billam et al. propose an experiment that may be crucial in determining the
validity of the GPE in describing the dynamics of experimentally observed
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solitary waves [160]. They simulated multiple binary solitary wave collisions
in varied trap anisotropies and with variable relative phases. The number
of collisions for which these binary solitary waves remained solitonlike was
recorded and a strong oscillatory dependence on trap anisotropy, as well
as relative phase, was observed. They stated that the presence of these
oscillatory dependencies in experimental data would indicate the sufficiency
of the GPE description of solitary waves, resulting in an important step
towards solitary wave interferometry experiments [160].
The study of the splitting and recombination of high energy solitons10 on
a delta function potential and gaussian barrier was undertaken by Helm et
al. [161] in a 1D GPE framework. They concluded that nonlinearity intro-
duces a skew, enhancing the phase sensitivity of their interferometer, in the
transmitted and reflected components of two colliding solitons with vary-
ing relative phase. A key result from an earlier publication [162] was also
presented, that determines the regimes in which a reflected or transmitted
soliton is formed,
AT = max (0, 2 |t (v)| − 1) and AR = max (0, 2 |r (v)| − 1) , (2.33)
where AT and AR are the amplitudes of the transmitted and reflected solitons,
while |t(v)| and |r(v)| are the magnitudes of the amplitudes of the transmitted
and reflected components for plane waves in linear quantum mechanics and
are given by,
|t(v)| =
√
v2
v2 + v2B
and |r(v)| =
√
v2B
v2 + v2B
, (2.34)
where v is the velocity of the plane wave (or soliton) and vB =
√
2Vmax/m
is the classical velocity required for a particle of mass m to travel over a
barrier of height Vmax. When AT = 0 or AR = 0, the transmitted or re-
flected component does not manifest a soliton, instead only radiation will be
observed [161].
Martin et al. have undertaken an in-depth study [126] of a recent experiment
where solitary waves are split on a barrier [156], in an attempt to investigate
10Such that there is sufficient kinetic energy to transfer into the interaction energy
required to produce two solitons.
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whether solitary waves will be a highly sensitive tool for measuring small
fluctuations in a force such as gravity. Within the framework of the 1D
GPE, the results look exceptionally promising, with a sharp change in the
transmitted or reflected components, as a function of relative phase, for cer-
tain strengths of nonlinearity and barrier widths. Unfortunately, when the
model is extended beyond the mean-field (in 1D), atom number fluctuations
have been shown to severely degrade the performance of the solitary wave
interferometer [126].
Cuevas et al. have also analysed [136] the same experiment [156], undertaken
using the 1D and 3D GPE. They also noted a loss of sensitivity of the in-
terferometry apparatus due to the nonlinearity, although they observed that
this effect could be countered by the presence of a narrower barrier (1 µm
instead of 4.5 µm). They noted the importance of studying deviations from
the mean-field analysis in 3D, which will be a challenging undertaking.
One of the potentially most straightforward methods of generating multiple
coherent solitary waves is via Feshbach-resonance tuning, as described by
Michinel et al. [135]. They propose placing a strongly repulsive BEC in a
shallow optical dipole trap and then switching the interactions from repulsive
to attractive11 leading to controllable solitary wave formation via modula-
tional instability [163]. The expression that they determined for the number
of emitted solitons via this method is,
Nemitted ≈ 2
c1√|g2|N
(
c2
√
g1N − L˜
)
(g1N)
1/4
 , (2.35)
where c1 = 0.22 and c2 = 2.49 are coefficients determined from fitting, N
is the number of atoms in the initial repulsive condensate, L˜ characterises
the initial size of the condensate and is scaled by the radial harmonic length
ar =
√
~/ (mωr) and g1 and g2 are the initial and final nonlinear interaction
strengths respectively, where g = 2as/ar and as is the s-wave scattering
length in S.I. units.
11They also suggest a spatially varying scattering length much like [133] as another
possible method for generating multiple solitons, although this is less practical.
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Solitary wave interactions with barriers
While splitting is currently most commonly associated with potential inter-
ferometry experiments, a recent paper by Ernst and Brand [157] studied the
resonant trapping resulting from the collision of a soliton with a square po-
tential well in the framework of the 1D GPE. They state that the process
by which this nonlinear trapping occurs is dependent on resonant transfer
between the soliton and bound states in the potential well and radiation was
also found to play a part. They also claim that solitons could be used to
probe bound states of an unknown localised potential that are inaccessible
in a linear regime (scattering a single atom). A key result from this paper
is that the linear expression for transmission through a square well of width
L [164],
Tlin (vB) =
[
1 +
v4B
4v2 (v2 + v2B)
sin2
(
mL
~
√
v2 + v2B
)]−1
, (2.36)
where vB is the velocity required to escape the well, provides an upper bound
to the transmission curve for a soliton incident on the same potential, with
the curves approaching each other in the high velocity limit.
One method of trapping that they describe is via radiation loss, which, due to
energy conservation, reduces the centre of mass kinetic energy of the soliton,
resulting in trapping. Another aspect observed by Ernst and Brand was the
temporary trapping (time delay) of a soliton, before reemission as a reflected
or transmitted component, that appears to be similar to the temporary trap-
ping of a linear wavepacket. Al-Marzoug et al. [165] also demonstrate this
time delay effect for a single soliton and soliton molecule incident upon a
reflectionless potential [166] (see (2.39) and (2.40)). This method has the
benefit of negligible losses via radiation (> 99% of the soliton remains).
2.3.2 Soliton superpositions and entanglement
Superpositions and entanglement are phenomena at the heart of quantum
mechanics and quantum computing [167]. Quantum computers could offer a
wide array of potential benefits including quantum cryptography [168], fac-
torising semiprime numbers in polynomial time [169], significantly speeding
up the search of unsorted databases [170] and in general simulating the phys-
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ical world around us [171]. Being able to create quantum superpositions is
at the crux of quantum computing and much research has been focused on
attempting to create superpositions with large particles (even living organ-
isms) [172–177] and over relatively large distances [178–185].
BECs and bright solitary matter-waves offer the potential to form nonlocal
quantum superpositions with mesoscopic objects and research has been flour-
ishing in this area recently [120–123, 125, 132, 186–188]. A beyond-mean-field
approach must be undertaken in the theoretical study of quantum superpo-
sitions of solitary waves (see section 2.2.8). The two most important aspects,
if one wishes to implement an experiment that generates entangled solitary
waves, are how to generate the entanglement and how to detect it. It is these
aspects that we will draw out of the recent research.
Generating nonlocal quantum superpositions
The three key methods that have been studied recently for the generation of
quantum superposition states of solitary waves are solitons scattering off a
barrier [121, 122, 188], being threaded by a barrier [186] and collisions be-
tween two initially separated indistinguishable [120] and distinguishable [132]
solitons.
It is possible to generate Schro¨dinger kitten states if the kinetic energy of the
incoming soliton incident on a barrier is low but not sufficiently low enough
to guarantee elastic scattering, as in the case of Streltsov et al. [121]. As
in the case of Weiss and Castin [122] and Gertjerenken and Weiss [188], if
one moves into the elastic scattering regime (see (2.31)), it is possible to
create ‘NOON’ states (see (2.32)) by scattering off a potential barrier that is
approximately equal in height to the kinetic energy of the incoming soliton.
Streltsov et al. [186] use a method of threading the soliton with a Gaussian
barrier to create nonlocal quantum superpositions. This method created
very clean Schro¨dinger kitten states that, as they demonstrated, were just
not accessible within the GPE framework. The speed of the propagating
solitons were seen to be dependent on the width of the barrier and ≈ 50 : 50
superpositions could be generated even if the barrier was offset by 10% of
the cloud size.
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The work of Lewenstein et al. [120] demonstrated a proof of principle that
it is possible for entanglement to occur between two initially uncorrelated
solitons. One interesting effect that they noted was that if the incoming
solitons had a relative phase that was completely uncertain, the result of a
collision would be partial phase localisation. Gertjerenken et al. [132] present
the proposal for an experimental scenario where entanglement is produced
between two distinguishable bright solitons of 85Rb and 133Cs. The two
solitons are intitially well separated in a harmonic trap and are then released.
When the solitons collide with each other Gertjerenken et al. demonstrate a
scenario where a Bell state is formed by observing the correlation between
the two solitons.
Detecting nonlocal quantum superpositions
If one wishes to determine whether a nonlocal quantum superposition has
been formed in any of the above scenarios, there are two key steps. The first
step is to ensure that at each experimental run, the entire soliton can be found
to either reflect or transmit, averaging out, over multiple runs, with the ex-
pected probability. This step gives the first indication that a Schro¨dinger cat
state is formed. The final step, which confirms that a coherent superposition
has indeed formed, is discussed in [122, 132, 188], where fringes are observed
in the centre of mass wavefunction. Just observing the density distribution
of the the soliton leads to severe smearing out of any fringes [188]. So, how
does one measure the centre of mass wavefunction? Much like through the
textbook double slit experiment, one photon, or in our case, one experimen-
tal run, is not sufficient for observing this fringe pattern. Instead we need
multiple experimental runs, while plotting the centre of mass of the soliton
at the point of recombination of the wavepackets. With appropriate binning
and enough experimental runs, if a nonlocal superposition has been formed,
one will observe a fringe pattern or another signature discussed in [127]. In
order to maintain a quantum superposition over an entire trap oscillation, it
is important to minimise the uncertainty in the generated atom number (as
has been presented in [189]) and ensure particle losses do not occur, as this
would lead to decoherence.
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2.3.3 Soliton molecules and trains
When placed in close proximity, it has been shown that the interaction be-
tween two solitons varies sinusoidally with phase and decays exponentially
with separation [104]. Experiments have been able to create multiple bright
solitary matter-waves in close proximity and study their interactions (see sec-
tion 2.2.6). While many papers have cited a pi phase difference as the reason
for stable multiple solitary wave interactions in the GPE framework, more
recently groups have demonstrated that in 1D repulsive dynamics can occur
solely due to going beyond mean-field interactions [119, 124, 190], regardless
of the relative phase. Research studying the formation, stability and dy-
namics of two-soliton and many-soliton molecules has also been of increasing
interest recently [105, 165, 191–195].
Fragmented states in soliton trains
In 2008 Streltsov et al. [190] introduced the concept of fragmentons to the
physics vocabulary. Unlike coherent GPE solitons, which are only able to
occupy a single state, the density of fragmentons, which can only be created
in a many-body framework, is approximately evenly spread over more than
one state. The simplest form, if only two states are accessible, is a 50:50
spread of condensate density between two states. They highlighted that
fragmented states are always energetically more favourable than any coher-
ent GPE two-soliton solutions. Introducing an excitation to an initial soliton,
by mismatching the intial soliton shape from the expected solution for a given
attraction, led to very different behaviour in the mean-field and many-body
simulations. For slight perturbations breathing could be observed for both
the mean-field and many-body cases. As the perturbation increased, the
mean-field and many-body cases became increasingly divergent, eventually
leading to the case where the initial soliton splits into two counterpropagat-
ing, stable wavepackets. During the process of splitting the system becomes
fragmented, indicating behaviour that could not be observed in mean-field
analysis.
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The previous work has been followed by a later paper [124], investigating
loss of coherence in soliton trains, with its main focus on binary soliton
collisions. Similar to the previous paper, the authors demonstrated that
mean-field and many-body approaches provided very different outcomes of
binary soliton collisions. For both 0- and pi-phase differences the interactions
between the solitons are always repulsive in the many-body formalism, in
direct opposition to the results obtained via mean-field methods. It would
appear that the repulsion is somehow derived from the fact that a fragmented
state is formed. For well separated wavepackets, Streltsov et al. provide an
analytical formula for the asymptotic force between two wavepackets12,
F = −4e
−2γx0γ2
3N
(n1 − n2)
[
λ0 (N − 1) (γx0 − 2) + 4γ2x0 − 5γ
]
, (2.37)
where all quantities are dimensionless and λ0 is the interparticle interaction
strength, γ is inversely proportional to the width of the wavepackets13, N is
the total number of atoms, n1 and n2 are the populations of the two possible
states, where n1 +n2 = N , and 2x0 is the separation of the wavepackets. One
interesting aspect to note here is that if one substitutes the most fragmented
state (n1 = n2 = 50%) into (2.37), the result is F = 0. However, the system
is seen to deviate from this asymptotic result when the fragmentons become
close enough to one another. They also observed that if the attraction is kept
constant (λ0N = const) and the number of atoms is increased the lifetime of
the coherent soliton train, before it transforms into a fragmenton, decreases
roughly quadratically14. For 7Li this predicted lifetime is around an order of
magnitude smaller than the length of an experimental run.
The presence of repulsive interactions in a beyond mean-field soliton, re-
gardless of phase, was also noted in [119] in 1D simulations. In 3D, with
the addition of quantum noise, they observed the opposite of what might
be expected; the presence of quantum noise actually reduces the lifetime of
solitary waves undergoing binary collisions.
12See supplementary material for [124].
13Where the initial form of the soliton is sech (γx).
14See supplementary material for [124].
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Soliton molecules
As derived by Gordon [104], the interaction between two solitons decays
exponentially with separation and oscillates sinusoidally with phase,
x¨ (t) = −4 exp [−2x (t)] cos [2φ (t)]
φ¨ (t) = 4 exp [−2x (t)] sin [2φ (t)] , (2.38)
where 2x (t) is the separation of the solitons and 2φ (t) is their relative phase.
When solitons are in-phase and initially attract one another, the relative
phase of these solitons varies with time (see (2.38)), such that if they are
travelling slow enough they will eventually repel each other and, following
that, attract each other. This process can repeat, resulting in the formation
of a soliton molecule [192]; although this molecule is very unstable due to it
having no binding energy, therefore small perturbations can lead to the break
up of this molecule [193]. In 2005 optical soliton molecules were observed in
a dispersion-managed fibre [196], however, matter-wave soliton molecules re-
main elusive, although this hasn’t prevented a continued theoretical interest.
Khawaja studied the stability and dynamics of two-soliton molecules [105],
developing an expression for the force between two solitons with arbitrary
densities, centre of mass speeds and separation, generalising Gordon’s expres-
sion, which was limited to slow collisions between almost identical solitons in
the limit of large separations [105]. Stability of the molecule when interact-
ing with a hard wall, finite barrier and another soliton was also investigated.
This work was followed by [191], where the formation of soliton molecules
was investigated. The authors demonstrated that molecules could only be
formed when the initial force between two solitons is attractive and that this
force varies periodically with the initial soliton position.
Al-Marsoug et al. [165] studied the scattering of a single soliton and two
soliton molecules by a reflectionless potential well [166] of the form,
V (x) = − V0
cosh2 (αx)
, (2.39)
where V0 is the depth of the well and α determines the width of the well.
In the linear regime the textbook result [197] for the transmission of a
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wavepacket through this potential is,
T =
sinh2 (pimv/~α)
sinh2 (pimv/~α) + cos2
(
pi
2
√
1 + 8mV0~2α2
) . (2.40)
The interesting thing to note is that when V0 = n(n − 1)~2α2/2m, where
n is a positive integer, the transmission of the wavepacket becomes T = 1,
regardless of its speed, v. Al-Marsoug et al. noted that this is not the case for
a nonlinear wavepacket or molecule, observing full reflection for some low ve-
locities in both cases. A later paper [192] explored the experimental viability
of generating soliton molecules by simulating a recent solitary wave splitting
experiment [136, 156]. As zero velocity has been stated as a requirement for
the formation of soliton molecules, the authors suggest that after splitting
of a solitary wave has occurred on a barrier in a harmonic potential, at the
turning point of the solitary waves, the confining axial potential and barrier
could be turned off, to ensure an initial two stationary solitary wave state.
Using this condition as a starting point, they then derive the form of the
potential between two solitons as a function of interaction strength, density,
initial phase difference and initial separation. The interaction has the form
of a Morse potential [198], clearly showing regions where bound molecular
states can occur.
2.3.4 Suppressed collapse of solitons and metastable
states
In section 2.2.7 we discussed why, in the homogeneous regime, an attractive
condensate can only be stable in 1D and why it is necessary to introduce an
external trapping potential to stabilise the condensate in 2D and 3D. Later
in section 2.2.9 we saw some methods that had been suggested to suppress
collapse in higher dimensions. Research in this area has continued more
recently [199–201].
Within the many-body formalism Tsatsos et al. [199] have shown that it is
possible for metastable states to form beyond the expected critical number if
the bosons are in a ground state with angular momentum L 6= 0. Abdullaev
et al. [200] suggested that imparting orbital angular momentum on an ellip-
tically shaped cloud, essentially causing it to spin, should greatly suppress
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collapse, even in the mean-field. They state that increasing the ellipticity of
the mode and its speed of rotation will further suppress any collapse.
A novel suggestion for countering the inevitable attraction at small cloud
sizes, R, in the 3D trapping geometry has been suggested by Parker et
al. [201]. By introducing repulsive p-wave interactions it is possible to counter
the attractive s-wave interactions, resulting in a global minimum in the en-
ergy that does not approach −∞. For 3D this takes (2.24) and transforms
it into,
Etot ∼ CKE
R2
− CIE3
R3
+
CIE5
R5
+ CPER
2, (2.41)
where the 1/R5 contribution is due to the p-wave interaction and Cx are pref-
actors that could potentially be tuned to vary the stability of the system. In
order to provide this p-wave interaction, they suggest introducing a fermionic
isotope, such as 40K, to a bosonic cloud of 87Rb. Parker et al. then derive spe-
cific expressions (see (4), (6) and (8) of [201]) for the total energy contributed
due to boson-boson, fermion-fermion and boson-fermion interactions, which
has the form of (2.41). The collapse instability can be entirely removed and
the resulting Bose-Fermi soliton can be robust against collapse with a large
atom number. Tunability of such a mixture may prove difficult, as one does
not possess a mechanism that can independently tune the scattering length
of each mixture, using a magnetic Feshbach resonance. However, if one can
find a Bose-Fermi mixture where both species exhibit Feshbach resonances
around the same magnetic field, it may be possible to have some control of
the energy landscape in order to create an appropriate global minimum for
R <∞.
2.3.5 Quantum and mean-field behaviour
Bright solitary matter-waves are an ideal candidate to probe the quan-
tum/classical crossover, as they are relatively large objects that have the po-
tential to display quantum behaviour, typically associated with a single atom,
and classical, particle-like behaviour. With the great interest in whether a
mean-field approach is sufficient to explain the behaviour of solitary waves
observed in the laboratory, or whether an N-body formalism is necessary (see
section 2.2.8), this section will focus on parameter regimes where we might
expect to see either, or both situations.
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Often, in the case that N → ∞ and a single state is macroscopically occu-
pied, a mean-field formalism is sufficient to explain the observed dynamics.
However, at which value of N does mean-field analysis break down? For some
scenarios it has been shown that for N ≈ 3 the quantum and classical results
display only a modest discrepancy [117]. Others have shown how very quan-
tum signatures, such as entangled states, can be observed in systems with as
many as 100 atoms (see section 2.3.2).
Three recent papers have investigated, in great detail, the mean-field [202]
and quantum regimes [128] and the difference between both regimes [127].
Using a variational method, Billam et al. [202] studied regimes in which
a Gaussian or soliton ansatz could describe the profile of a harmonically
trapped cloud depending on the interaction strength and axial trapping fre-
quency in 1D and with the addition of trap anisotropy in 3D. One of the
key results of this paper is a pair of coupled equations that can be used to
determine the radial and axial lengths of a cloud in a harmonic trap relative
to the 1D soliton length and the harmonic length. It is essentially measuring
how much the radial and axial directions couple together. The benefit of this
is that one can determine how soliton-like a cloud will be in a given trap
geometry with a particular interaction strength. These coupled equations
are as follows,
ks =
(
6κγ`s
6κγ`s − 1
)1/4
, (2.42)
and
`s =
[χ (γk−4s )]
1/2
k
2/3
s
211/6 (piγ)2/3

[(
2
χ (γk−4s )
)3/2
− 1
]1/2
− 1
 , (2.43)
where 0 ≤ (1/ks) ≤ 1 quantifies the radial size of the cloud relative to the
radial harmonic length, ar =
√
~/mωr, 0 ≤ ls ≤ 1 quantifies the axial length
of the cloud relative to the soliton length, as = ~/(2mωr|a|N) 15, κ = ωr/ωx,
15The real radial and axial lengths are simply ar/ks and `sas respectively.
Chapter 2. Bright soliton theory and experimental predictions 45
γ = (as/ax)
2, where ax is the axial harmonic length and χ is given by,
χ (γ) =
[
1 +
(
1 +
1024pi2γ2
27
)1/2]1/3
+
[
1−
(
1 +
1024pi2γ2
27
)1/2]1/3
.
(2.44)
For a given κ and γ, the values for `s and ks can be determined via an
iterative method. Simply placing ks = 1 into (2.43) and then placing the
calculated value of `s into (2.42) and repeating the process will lead to a
convergence in their values. One can explore this κ and γ parameter space
and look for where `s → 1, to determine how soliton-like a given solution is.
Comparing these calculated lengths to other lengths relevant to the cloud,
or an experimental setup, will help us to determine parameter regimes where
quantum or classical behaviour will be observed. For example, Holdaway et
al. [128] separate out the centre of mass coordinate from the internal motion
of a cloud, resulting in a centre of mass wavefunction (see (2.28)) with a size,
σCoM = 1/
√
γN. (2.45)
Comparing `s with σCoM can give a good indication where to expect to ob-
serve quantum or classical behaviour. For example, if `s  σCoM, any non-
localisation in the centre of mass, a very quantum behaviour, would not be
possible to observe. Instead, if `s  σCoM, quantum superposition states
should be more readily observable in an experiment.
The same analysis can be applied when a barrier is introduced to an exper-
iment. If σbar is the width of a barrier and σbar  `s, one would expect
to observe classical particle-like behaviour from the solitary wave—either it
entirely reflects, or entirely transmits, depending on whether its centre-of-
mass kinetic energy is sufficient to travel over the potential. Narrowing the
barrier to the point where σbar  `s should result in the observation of more
wave-like behaviour from the soliton; introducing the possibility of splitting
to our experimental scenario.
Gertjerenken et al. [127] undertook a detailed analysis of quantum verses
mean-field behaviour in the low centre-of-mass kinetic energy regime (see
much of section 2.2.8). They stated that a possible method for determining
parameter regimes where quantum superpositions could be formed is to run
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a standard GPE simulation of a particular scenario and look for a discon-
tinuity in the reflection probability, as the centre-of-mass kinetic energy is
varied. These discontinuities can be interpreted as regions where quantum
superpositions may be forming on the N -body level.
2.3.6 Quantum reflection from a surface
In 2009 Cornish et al. [29] proposed the use of solitary matter-waves to probe
atom surface interactions via quantum reflection. They cited a number of
benefits of using solitary waves in comparison with a standard repulsive or
non-interacting BEC (for a comparison see [65] and [203]); these included
very precise low-velocity control and the ability to accurately measure reflec-
tion probabilities—both due to the non-dispersive nature of solitary waves.
They presented the regime where one would expect to observe significant
quantum reflection, known as the badlands elsewhere [204]. They state that
if a particle with a local wavevector k =
√
k2∞ − 2mV (x)/~2 changes by more
than k over a distance of 1/k, significant quantum reflection is expected. k∞
is the wavevector of the particle far from the potential, V (x). This boundary
can be expressed as,
1
k
∣∣∣∣dkdx
∣∣∣∣ = k. (2.46)
Expressing this in a slightly different form allows for straightforward calcu-
lations of the boundary beyond which significant quantum reflection should
be expected,
m
~2
1
k3
∣∣∣∣dV (x)dx
∣∣∣∣ ≡ Bad = 1. (2.47)
To date the author is not aware of any experiments that have probed soli-
tary wave–surface interactions, although this is one of the main goals of this
experiment (see section 1.3.4). However, recent experiments, including our
own, have probed the interactions between ultracold atoms and a dielectric
surface [67, 77, 78] and a carbon nanotube [205], while another has studied
the ad- and desorption of Rb atoms on a gold nanofilm [206].
In [67], the authors observe classical reflection of an ultracold cloud of 87Rb
atoms from a combined evanescent wave and unknown surface potential,
VSF. Through tuning of the power of the laser generating the evanescent
wave potential it is possible to create a barrier, as shown in figure 1.1. As
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long as the evanescent potential is known, it is possible to determine the
unknown potential by measuring the classical critical velocity of the cloud at
a given laser power, thus measuring the height of the barrier. Two equations
allow the calculation of this unknown potential,
xB (P ) = −x0
2
ln
(
1
C0
dEB
dP
)
, (2.48)
and
EB = VSF (xB) + C0P exp
(
−2xB
x0
)
, (2.49)
where xB is the position of the barrier, which is essentially calculated from
the gradient of the barrier height, EB, as a function of laser power, P , while
C0 is a constant and x0 is the decay length [207].
A recent publication by Judd et al. [208] found that quantum reflection
could be increased above 90% by using thin dielectric films, thus reducing
the Casimir-Polder potential. They also suggest a novel use for a graphene
monolayer; a surface from which to quantum reflect that has the advantages
of straightforward removal of adsorbed atoms, via current annealing; and
as resistance of the monolayer changes when atoms are adsorbed, it would
be possible to monitor the quantum reflection of atoms in real-time in a
non-invasive way, without having to use destructive imaging techniques.
2.4 Experimentally observable phenomena us-
ing solitary waves
The purpose of this section is to summarise the theory and recent work
that has been presented already in this chapter. The resulting table should
provide quick access to experiments and relevant equations that it may be
possible to explore with our apparatus. We will provide a simple grade to
indicate whether it is possible to undertake such experiments with the current
apparatus (*), with the addition of new equipment or a slight change of the
apparatus (**) or whether a redesign or rebuild of the apparatus would be
necessary (***). Note that these grades do not relate to the difficulty in
performing the experiment, or the likelihood of success.
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2.5 Calculations
In this section we aim to explore the parameter regimes that are before
us when investigating various aspects of the phenomena mentioned above.
We will indicate how plausible it is that we will be able to achieve certain
experimental goals that are listed in table 2.1.
2.5.1 Quantum reflection from a potential well and
barrier
While the analysis contained within this section is based on the assumption
that we are observing a plane wave, it can also be applied to a soliton, with
the condition that its kinetic energy is well defined. This can also be thought
of as being in the regime where the size of the soliton is larger than that of
the potential.
The potential well
Earlier we discussed the conditions required to observe a strong quantum
reflection signal (see (2.46) and (2.47)). Using (2.46) and (2.47) we will plot
Bad for a soliton released off-centre in a harmonic trap, heading towards
a gaussian potential well placed at the centre of the trap. The gaussian
well is created by inserting a red detuned light-sheet perpendicular to the
direction of the waveguide confining the soliton. The 1/e2 radius (waist)
of the light-sheet perpendicular to the soliton propagation is 260 µm (see
section 7.5.1), such that the intensity of the light-sheet is approximately even
along the radial direction of the waveguide. The waist along the direction
of propagation of the soliton is varied. All investigations in this section
focus on 85Rb. In figure 2.3 we fix the frequency of the harmonic trap to
ω = 2pi × 1.00 Hz and the initial offset of the soliton to xI = 100 µm, which
corresponds to a kinetic energy of kB × 2.0 nK and velocity of 0.63 mm s−1
at the trap centre. The beam power and wavelength of the light-sheet is
P = 10 mW and λ = 852 nm respectively. In figure 2.3 (b) there is the
additional constraint of the 1/e2 radius of the light-sheet along the soliton
propagation direction being 3 µm.
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Figure 2.3: The effect of altering the width and depth of a gaussian potential well on
quantum reflection. Significant quantum reflection is expected to occur when
Bad > 1 (see (2.47)). A 85Rb soliton is released 100 µm from the centre of a
harmonic trap with trap frequency, ω = 2pi×1.00 Hz, and accelerates towards
a gaussian potential well (a P = 10 mW, λ = 852 nm light-sheet with waist,
wy = 260 µm perpendicular to the soliton motion) located at the centre of
the trap. (a) Bad (quantified by the colour map) is given as a function of the
1/e2 radius (waist) of the well in the direction of soliton motion and position
of soliton after its release. The inner contour is at Bad = 1 and the outer
contour at Bad = 0.1. The dashed white line indicates the shape of a 10 µm
potential well. (b) Red solid line: Bad for a soliton incident on a well of waist
3 µm. Black dashed line: The potential due to the well. Counterintuitively,
the peak of Bad occurs well away from the steepest gradient in the potential.
(c) Bad (quantified by the colour map) is given as a function of the depth of
the well and position of soliton after its release. The maximum well depth
corresponds to P = 10 µW. The dashed white line indicates the shape of
a 3 µm potential well. The contour is at Bad = 0.1. When the well depth
is comparable to the kinetic energy of the incoming soliton (KE ∼ 2 nK),
the greatest value of Bad can be found at the steepest part of the potential.
(d) Bad (quantified by the colour map) is given as a function of the depth of
the well and position of soliton after its release. The maximum trap depth
corresponds to P = 1 W. The dashed white line indicates the shape of a
3 µm potential well. The contour is at Bad = 0.1. When the well depth
is much larger than the kinetic energy of the incoming soliton, the greatest
value of Bad moves to the wings of the well, due to the 1/k3 dependence of
(2.47). The maximum value of Bad is very insensitive to the depth of the
well.
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For a given waist, far away from the potential, Bad has a very low value
due the change in potential being minimal. As the soliton approaches the
well, Bad rapidly increases, reaching a maximum before becoming zero at the
centre of the well, due to the gradient being zero. Bad is symmetric due to the
symmetry of the well. Counterintuitively, the location of the Bad maximum
is separate from the steepest gradient in the potential. This is due to the
fact that Bad is dependent on both the wavevector of the soliton and the
gradient of the potential. In the region of steepest gradient the wavevector
has become much larger due to the increase in kinetic energy from the well.
This increase in kinetic energy counters any benefit of a steep change in
potential. As a result, the peak in Bad is found outside the region in which
the soliton gains a significant amount of kinetic energy, due to the well (see
white dashed line of figure 2.3 (a)). Two contours are shown in figure 2.3
(a); the inner contour is for Bad = 1 (the region where we expect to observe
significant quantum reflection) and the outer contour is for Bad = 0.1. In
order to observe significant quantum reflection with the parameters chosen,
we must produce a beam with a waist < 2 µm, which will be challenging.
For clarity, figure 2.3 (b) shows a single cut of figure 2.3 (a) at a fixed waist
of 3 µm. The solid red line shows the value of Bad as a function of soliton
position after release 100 µm from the trap centre. The offset of the Bad peak
from the peak in the potential (black dashed line) gradient is even more clear
here.
The dependence of Bad as a function of well depth is given in figure 2.3 (c)
and (d). Panel (c) shows that when the depth of the well is comparable to
the incoming kinetic energy of the soliton, the peak in Bad is found at the
steepest part of the potential. This can be understood as being due to the
well not imparting a significant amount of kinetic energy to the soliton. The
1/k3 dependence of (2.47) doesn’t increase by a large amount as the soliton
traverses the potential. Therefore, the change in 1/k3 is significantly less
than the change in the gradient of the potential, resulting in the potential
governing where the peak value of Bad occurs. Panel (d) gives a very different
regime where the position of the Bad peak has moved out to the wings of the
potential. The reason for this is that the depth of the well is approximately
five orders of magnitude larger than the incoming kinetic energy of the soli-
ton. Now the change in 1/k3 becomes the dominant factor, cancelling out
any benefit in having a steep potential. One other important aspect to note
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is that, beyond the point where the well depth is comparable to the kinetic
energy of the incoming soliton, the maximum value of Bad is very insensitive
to the depth of the well.
In order to improve the characterisation of regions where quantum reflection
is likely to occur, figure 2.4 is provided. For the two plots contained within
this figure we give the maximum of Bad for a particular set of parameters.
One example would be the peak of figure 2.3 (b). This maximum is inves-
tigated as a function of light-sheet (well) waist, soliton initial position and
trap frequency. In each of the plots two contours are given, with the inner
(lower) indicating a Bad maximum of 1 and the outer (higher) indicating a
Bad maximum of 0.1.
In figure 2.4 (a) we have fixed P = 10 mW, λ = 852 nm and ω = 2pi×1.00 Hz
and varied the waist of the light-sheet and initial offset of the soliton from
the centre of the trap. In order to reach a region of high probability of
quantum reflection we require Bad > 1 which is given as a contour stretching
from (wx = 2 µm, xI = 0.1 mm) to (wx = 0.5 µm, xI = 0.4 mm). There
is a strong dependence of the Bad maximum on both the waist and initial
position. In figure 2.4 (b) we vary the frequency of the harmonic trap and
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Figure 2.4: The likelihood of quantum reflection from a gaussian potential well as a func-
tion of a variety of parameters. Significant quantum reflection is expected
to occur when Bad > 1 (see (2.47)). A 85Rb soliton is released off-centre
from a harmonic trap and accelerates towards a gaussian potential well (a
light sheet with waist 260 µm perpendicular to the soliton motion) located
at the centre of the trap. The colour map quantifies Bad. The inner contour
is at Bad = 1 and the outer contour at Bad = 0.1. (a) The maximum value
of Bad (the peak of figure 2.3 (b)) as a function of the 1/e2 radius (waist)
of the barrier and initial offset of the soliton. P = 10 mW, λ = 852 nm
and ω = 2pi × 1.00 Hz. (b) The maximum value of Bad as a function of
trap frequency f , where ω = 2pif , and initial offset of soliton. λ = 852 nm,
barrier waist is 3 µm and P = 10 mW.
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the initial offset of the soliton, while fixing λ = 852 nm, wx = 3 µm and
P = 10 mW. In order to achieve a high likelihood of quantum reflection we
must be within the contour stretching from (ω = 2pi× 0.4 Hz, xI = 0.1 mm)
to (ω = 2pi × 0.05 Hz, xI = 0.7 mm).
The potential barrier
We now repeat a similar set of calculations for a λ = 532 nm potential barrier
and will see that the parameter space, or Bad, in this circumstance is very
different to a potential well. A potential well possesses no classical turning
point, regardless of depth, resulting in a badlands function that is always
real. In contrast to this, a potential barrier possesses a classical turning
point when its height is greater than the kinetic energy of the incoming
soliton. Therefore, this causes k to become complex (see (2.47) and the
text above), which means that the classical turning point has been reached,
resulting in quantum and classical reflection becoming indistinguishable from
one another.
Figure 2.5 (a) gives the dependence of Bad (the colour map) on the barrier
waist and position of an incoming soliton for an initial soliton offset of xI =
0.1 mm in a harmonic trap with frequency ω = 2pi × 1.00 Hz, with the
barrier at the minimum of the harmonic trap. Bad remains symmetric about
the barrier, however, the position of the maximum is much closer to the
peak of the barrier than in the case of the potential well (see figure 2.3).
Contours are, once again, given at Bad = 1 (inner contour) and Bad = 0.1
(outer contour). The white dashed line shows the profile of a gaussian barrier
with a 1/e2 radius of 3 µm.
The stark difference between the most likely position of reflection (the max-
imum in Bad) in a potential barrier and well is clearly seen when comparing
figure 2.5 (b) with figure 2.3 (b). The peak in Bad is very close to the centre
for a barrier, but extends much further out in the well. This is because the
barrier has the effect of slowing down a soliton, aiding the likelihood of re-
flection, whereas the potential well accelerates the soliton towards its centre,
reducing the likelihood of reflection. The profile of a 3 µm barrier is given
by the dashed line in figure 2.5 (b).
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Figure 2.5: The effect of altering the width and height of a repulsive barrier on quantum
reflection. The colour map gives the value of Bad. Contours are given at
Bad = 1 (inner contour) and Bad = 0.1 (outer contour). The dashed line
gives the profile of a barrier with a 1/e2 radius of 3 µm. The initial offset of
the soliton is kept constant at xI = 0.1 mm and the wavelength of the light
sheet forming the barrier is λ = 532 nm. (a) Bad as a function of barrier
waist and soliton position for a light sheet with a power of P = 21 µW.
The maximum of Bad remains close to the peak of the barrier. (b) Bad as
a function of soliton position for P = 40 µW and wx = 3 µm. (c) Bad as a
function of barrier height and soliton position for a light sheet with a waist of
wx = 3 µm. Beyond a barrier height of 2 nK the soliton classically reflects
and Bad becomes complex (see main text).
In figure 2.5 (c) we observe the effect of increasing the barrier height for a
soliton with a constant initial offset of xI = 0.1 mm in a harmonic trap with
frequency ω = 2pi × 1.00 Hz. The maximum value of Bad remains close to
the peak of the barrier and rapidly approaches very high values close to the
classical turning point, where the height is ∼ kB × 2 nK. Contours are given
at Bad = 1 (inner contour) and Bad = 0.1 (outer contour). In the case of a
barrier, a small initial offset of the soliton is not necessarily beneficial, unlike
the case of a well. Having a small offset (xI = 0.1 mm) results in the need for
very low barrier heights (∼ kB× 2 nK) in order to possibly observe quantum
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reflection, as we must not increase the barrier height beyond the classical
turning point for the soliton. Therefore, greater initial positions would be
beneficial as we would not need to stabilize the height of the barrier to
such a small value. An additional complication is that the region over which
Bad > 1 is extremely close to the classical turning point, making it potentially
very difficult to distinguish between classical and quantum reflection. This
problem does not manifest itself for a potential well as it does not possess
a classical turning point. This narrow region of high quantum reflection
probability is even more apparent in figure 2.6.
The dependence of the maximum Bad as a function of barrier waist and
soliton initial position are given in figure 2.6 (a), for λ = 532 nm, P = 4 mW
and ω = 2pi×1.00 Hz. The region where quantum reflection is likely to occur
(Bad > 1) is very narrow, resulting in the need for precise and stable control
over the experimental parameters; otherwise, it will become impossible to
distinguish between quantum reflection and classical reflection. This figure
demonstrates that for a potential barrier it is possible to observe quantum
reflection over a large range of soliton initial positions by varying the waist
(or height) of the barrier. This is much more difficult to achieve for the
potential well (see figure 2.3).
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Figure 2.6: The likelihood of quantum reflection from a gaussian potential barrier as a
function of a variety of parameters. During these calculations the following
quantities are kept constant; λ = 532 nm and P = 4 mW. Note the narrow
region over which Bad > 1 in both of these plots. The greyed out regions are
where the soliton reaches a classical turning point and Bad becomes complex.
(a) The maximum of Bad as a function of barrier waist and soliton initial
position for ω = 2pi × 1.00 Hz. (b) The maximum of Bad as a function of
trap frequency and soliton initial position for wx = 3 µm.
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The same analysis is undertaken in figure 2.6 (b) for variable trap frequency
and soliton initial position, where λ = 532 nm, P = 4 mW and wx = 3 µm.
The similar appearance of this figure to (a) shows how flexible the Bad pa-
rameter space is for producing high reflection probabilities with a potential
barrier, with the caveat that the parameters are precisely known and kept
stable.
Comparing the potential well and barrier
In order to truly demonstrate the similarities and stark differences between
a soliton interaction with a potential well and barrier, we present figure 2.7,
where the position and value of the peak in Bad is given for a potential well
and barrier as a function barrier height or well depth.
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Figure 2.7: The position and value of the badlands peak as a function of barrier height
and well depth. Red solid line: The maximum value of Bad for the potential
well. Red dashed line: The maximum value of Bad for the potential barrier.
Black solid line: The position of the maximum Bad value for the potential
well. Black dashed line: The position of the maximum Bad value for the
potential barrier. λ = 532 nm for the barrier and λ = 852 nm for the well,
although powers are also given for a barrier at λ = 760 nm. The other
quantities that are kept constant are wx = 3 µm and ω = 2pi × 1.00 Hz.
Key powers at different wavelengths, that correspond to particular barrier
heights or well depths are given in the figures. (a) Bad peak position and
Bad as a function of barrier height and well depth for xI = 0.1 mm. (b)
Bad peak position and Bad as a function of barrier height and well depth for
xI = 1 mm.
In figure 2.7 (a) the dependence of the Bad peak position and value on the
barrier height and well depth are given. For very low heights (< kB×0.1 nK,
which is ∼ 5 % of the soliton kinetic energy) it is impossible to distinguish
the difference between a barrier and a well. Both peak positions and Bad
values are almost exactly the same. This can be understood by referring to
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(2.47). As Bad is inversely proportional to 1/k3, if the depth or height of the
potential is minimal in comparison with the soliton velocity, k just becomes
approximately equal to the wavevector of the incoming soliton. k is barely
perturbed by the presence of the shallow potential. Bad is still proportional
to the magnitude of the potential gradient, which is exactly the same for a
potential barrier or well with the same profile. Therefore, for a soliton with
the same incoming kinetic energy, a barrier and well will approach the same
value of Bad and peak position for potentials that don’t significantly perturb
the soliton wavevector.
As the height (depth) of a barrier (well) becomes comparable to the incident
kinetic energy of the soliton, the barrier (well) increasingly perturbs the
soliton wavevector and the two cases dramatically diverge. The increase in
kinetic energy due to the well has a negative impact on the value of Bad, as
it levels off, approaching an asymptotic limit. This is directly linked to the
1/k3 dependence of Bad. Conversely, for a barrier the value of Bad rapidly
increases, due to the reduction of the soliton kinetic energy, significantly
increasing the 1/k3 term in (2.47). As stated earlier, Bad becomes complex
beyond the classical turning point, which is being asymptotically approached
by the barrier curves (red and black dashed lines) in figure 2.7 (a).
Another difference between the well and barrier is that as the height or depth
of the potential increases, the Bad peak approaches the centre of the barrier,
whereas it approaches the wings of the well. For a small initial soliton offset
(xI = 0.1 mm in figure 2.7 (a)), the classical turning point is at very low laser
powers—40 µW at λ = 532 nm or 2 µW at λ = 760 nm. Achieving stable
quantum reflection from a barrier will be difficult in this regime, however,
the Bad curve for the well, is significantly more gentle, approaching Bad ∼ 1.
Therefore, it can be concluded that small initial soliton offsets are beneficial
for potential wells but prove difficult for barriers.
The previous point is reinforced when observing the behaviour in figure 2.7
(b). The initial offset is now xI = 1 mm and no other parameters are
changed. The asymptotic limit of Bad is significantly reduced for the well,
due to the increased kinetic energy of the soliton having an adverse effect on
the 1/k3 dependence of Bad. The barrier, however, does not suffer from the
increased soliton kinetic energy. It is simply a matter of increasing the height
of the barrier such that the soliton, once again, becomes close to the classical
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turning point. As can be seen in (b), a rapid change in peak position and
value can be seen near the turning point, although, as expected, the required
barrier height to reach this point has increased when compared with (a). The
classical turning point is reached around 4 mW at λ = 532 nm or 200 µW
at λ = 760 nm. These values are much more reasonable to stabilise in an
experimental scenario, allowing it to be concluded that releasing the soliton
a reasonable distance from the barrier (xI ∼ 1 mm) is beneficial for an
interaction with a barrier, but not for a soliton interaction with a potential
well.
One final conclusion that can be drawn from this analysis is that continuing
to increase the depth of a potential well does not make it significantly more
likely that quantum reflection will manifest itself. Instead, it is essential
that the waist of the well is as narrow as possible. Conversely, finely tuning
of the height of a potential barrier has a significant effect on the likelihood
of observing quantum reflection, with a less stringent requirement of barrier
width (see figure 2.6 (a)). However, one unfortunate difficulty in this scenario
can be distinguishing between quantum and classical reflection.
2.5.2 Solitary wave size and imaging
As we will discover in section 3.2.1, our imaging system has a finite resolution
that is fundamentally limited by diffraction. In addition to this, our lenses
introduce aberrations which further decrease the resolution of our imaging
system. Finally, if the object we are imaging has a size of the order of a
few pixels, the discretisation from the CCD also introduces a further notable
decrease in the resolution.
We will now attempt to calculate a lower bound for the measured size of
a solitary wave using our imaging system. The reason that this is a lower
bound, is that we have been unable to determine the extent to which aberra-
tions, due to our lens system, limit our resolution16. Therefore we will only
account for diffraction and discretisation.
Using (3.15), we later determine that the resolution of our horizontal imaging
system is R = 3.8 µm. Approximating the Airy pattern that forms when a
16We have made every effort to use high quality imaging lenses, in order to reduce the
effect of aberrations to as small a value as possible.
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beam with λ = 780 nm (our imaging beam) is focussed to a spot, by a
gaussian with a root mean square radius of σdiff = 3.8/2 = 1.9 µm allows us
to determine the resulting imaged size of a solitary wave by convolving the
solitary wave profile (also approximated with a gaussian) with the diffraction
limited profile. Using the three-dimensional variational methods discussed in
section 2.3.5 we predict the root mean square radius of the solitary wave to be
σsw:ax = 2.3 µm axially and σsw:rad = 2.0 µm radially. The convolution of two
gaussians with widths σA and σB results in a new gaussian with σ
2
C = σ
2
A+σ
2
B.
Therefore, the diffraction limited axial and radial sizes become,
σtot:ax =
√
σ2diff + σ
2
sw:ax = 3.0 µm, σtot:rad =
√
σ2diff + σ
2
sw:rad = 2.7 µm.
(2.50)
Beyond the above values, aberrations with the lenses in the imaging system
will increase the minimum measureable sizes. However, we will not discuss
this here due to there currently being an absence of this data for our imaging
system (see above). The final notable source of error is the discretisation of
the images, which increases the size of the smallest resolvable object. An
analysis of how the level of noise and width of cloud affects the ability to fit
the resulting image is presented below.
For simplicity, a one-dimensional gaussian cloud is generated, with form
OD1D (x) = exp
(
− x
2
2σ2cloud
)
, (2.51)
where OD1D (x) is the optical depth (amplitude) of the cloud at a given po-
sition. In order to present this analysis in its most general form, the peak
optical depth of (2.51) is scaled to 1. The optical depth is then sampled at
regular discrete intervals which correspond to individual pixels of a CCD.
In addition to this, random noise, ODnoise (x), is introduced to the distri-
bution in order to present a more realistic comparison to an experimental
scenario. The level of noise will be described as the fractional mean noise
(FMN). A FMN of 0.1 corresponds to isotropic random noise with range
−0.1 ≤ ODnoise (x) ≤ 0.1 relative to the peak optical depth of 1, which can
be expressed more generally as −FMN ≤ ODnoise (x) ≤ FMN. Finally, for
figures 2.8 and 2.9 the resulting plots have a total optical depth ODtot which
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can be expressed as
ODtot (x) = OD1D (x) + ODnoise (x) . (2.52)
An example of how the level of noise affects the ability to resolve a moderately
sized cloud (σcloud = 10 px) is given in figure 2.8. The solid red line represents
the scaled gaussian, OD1D, prior to the addition of any noise. The dashed
blue line represents the gaussian fit to ODtot (x).
In figure 2.8 (a), a discretised gaussian can be seen with FMN = 0. Both
the original curve (solid red line) and the curve fitted to the discretised data
(dashed blue line) are seen to overlap. Negligible information has been lost
in the process of discretisation. This is not the case when noise is introduced
to the picture. Panels (b-f) show the same cloud with varying levels of
noise; (b) FMN = 0.1, (c) FMN = 0.2, (d) FMN = 0.3, (e) FMN = 0.5
and (f) FMN = 1.0. It can be seen that in each of these examples the
original curve and fitted curve are both very similar, but not exactly the
same. The addition of noise has removed information from the discretised
curve. However, it is perhaps surprising that when the mean level of noise is
the same as the peak optical depth (FMN = 1.0) the fitted curve still bears
a close resemblance to the original curve. The width of the gaussian is such
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Figure 2.8: The effect of random noise on the ability to fit to a discretised gaussian with
a root mean square radius of 10 px. Black points: ODtot (x). Red solid line:
OD1D (x). Blue dashed line: Gaussian fit to ODtot (x). The fractional mean
noise is (a) 0, (b) 0.1, (c) 0.2, (d) 0.3, (e) 0.5 and (f) 1.0.
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that a region at the bottom middle of panel (f) can be observed to have no
data points present. If no peak was present it would be highly unlikely to find
no data points over such a broad region, therefore, the fitting algorithm finds
the data masked by the high level of noise. Another way in which to think of
this is that essentially redundancy is built into such a wide cloud, with many
pixels describing its profile. If one pixel is shifted up due to the random
noise, it is likely that another nearby will be shifted down, compensating for
the original shift. The result is that the fitting algorithm can find a path
describing the profile of the original cloud, almost hidden amongst the noise.
An important point to note is that while true optical depth is a quantity that
cannot be negative, the quantity shown in figures 2.8 and 2.9 is the inferred
optical depth. Three different images (absorption, probe and background—
see section 3.2.1) are combined to reach the inferred optical depth. In between
the absorption and probe images minor vibrations in the apparatus can direct
the laser light along a slightly different path. The result of this is a mismatch
between the absorption and probe images, resulting in the possibility of more
power being measured in the probe image than is expected.
As the width of the cloud decreases, the number of pixels describing its
profile also decreases, resulting in a reduction in redundancy. Therefore,
when the width of the gaussian becomes comparable to the size of a pixel,
this redundancy becomes negligible. Figure 2.9 demonstrates this effect,
showing a similar study to above but for a gaussian with σcloud = 0.75 px.
Once again, panel (a) shows excellent agreement between the original curve
and the fit. With so few discretised points describing the gaussian profile,
the values of the points in its wings are critical in allowing the algorithm to
find the correct parameters for the fitted gaussian. The moment any noise
is introduced, the data in the wings becomes significantly less useful and
eventually the gaussian is indistinguishable from from the background noise
(see transition from (b) to (f) in figure 2.9). The algorithm simply fits a very
wide gaussian (σ  1) though the data and it becomes impossible to extract
sensible a width.
In order to quantify the limits imposed by discretisation, with the addition of
random noise, figure 2.10 was created. In panel (a), the fractional difference
between the fitted and original cloud widths are given for different values of
FMN, as a function of σcloud. For FMN > 0.1 we observe very sudden changes
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Figure 2.9: The effect of random noise on the ability to fit to a discretised gaussian with
a root mean square radius of 0.75 px. Black points: ODtot (x). Red solid
line: OD1D (x). Blue dashed line: Gaussian fit to ODtot (x). The fractional
mean noise is (a) 0, (b) 0.1, (c) 0.2, (d) 0.3, (e) 0.5 and (f) 1.0.
from accurate fitting to an inability to fit as σcloud is reduced. The y-axis of
(a) has been truncated at 1, as the sudden switching results in σfit  σcloud,
indicating an unusable fit. The general trend is that as the FMN is reduced it
is possible to resolve smaller and smaller clouds that would have been masked
by greater levels of noise. The limit of this is FMN = 0, which results in
effectively no error in the fitted curve down to σcloud = 0.3 px, and most
likely continuing well below this value. This sudden switching behaviour is
not present at FMN < 0.1. Instead, a general trend of σfit < σcloud begins
to appear at σcloud ∼ 0.5 px. This can be understood as occurring due to
loss of data in the wings of the gaussian from the addition of noise. This
loss of data in the wings means that the fitting algorithm only has a very
small number of data points from which to determine the cloud width. With
discretisation and lack of data in the wings, the result is that the fitting
algorithm underestimates the width of the cloud (see figure 2.9 (d) for a
particular example).
In figure 2.10 (b) the minimum resolvable cloud size is given as a function
of the fractional mean noise. The data demonstrates the expected trend of
increasing FMN resulting in the minimum resolvable cloud size also increas-
ing. In other words, as the noise level increases, we must introduce more
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Figure 2.10: Determining the minimum cloud radius that can be measured for a given
mean amplitude of random noise. (a) The fractional difference between the
original cloud width and fitted cloud width as a function of the original
cloud width and fractional mean noise (FMN). The key gives the FMN for
the different curves. The y-axis is truncated at 1 due to it becoming ex-
ceptionally large when the algorithm can no longer fit the cloud (see figure
2.9 (e-f) for an example). Note that in the majority of cases the fitting be-
comes poor very suddenly, switching rather than following a general trend.
At lower noise levels, the general trend is to initially reduce the size of the
fitted sigma (see the red line/circles). (b) The minimum resolvable cloud
size as a function of fractional mean noise. A phenomenological quadratic
fit provides straightforward access to relevant quantities. For a function of
form σcloud = A×FMN +B×FMN2, the fitted parameters are A = 4.0(6)
and B = 7(2).
redundancy17 to compensate. A quadratic phenomenological fit of the form
σcloud = A×FMN +B ×FMN2 is provided to allow for efficient calculations
to be undertaken. As a result of the fitting, the parameters are A = 4.0(6)
and B = 7(2).
The typical mean experimental noise lies in the range 0.05 ≤ OD ≤ 0.1
and the typical peak optical depth of a measured cloud is in the range
0.2 ≤ OD ≤ 1.8. The solitons observed in section 6.7.1, have an opti-
cal depth ∼ 0.4. The value of the resulting maximum fractional mean
noise is FMN = 0.1/0.4 = 0.25, giving a maximum resolvable cloud size of
σcloud = 1.4(5) px, using the fit to figure 2.10 (b). For measured optical
depths of 0.2, the maximum resolvable cloud size becomes σcloud = 4(1) px
and for clouds with a measured peak optical depth of 1.8, the maximum
resolvable cloud size reduces to σcloud = 0.24(8) px.
From this brief analysis it is clear that in some of our experimental scenarios
it should be possible to resolve clouds with a root mean square radius that
17More densely packed discretised data points over the cloud profile.
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is below 1 pixel. This is surprising, due to the fact that in section 6.7.1 we
measure solitary waves with a sizes of ∼ 2 px, when they should be ∼ 0.5 px.
The conclusion that can be drawn from this is that aberrations in the lens
are the most likely source of the increased size of the measured solitary wave,
rather than the process of discretisation.
2.5.3 Solitary wave profile
As a final analysis we will investigate the profile of a solitary wave in a
variety of different three dimensional trap geometries through the solution of
(2.43). The experimental parameters that are required to produce solitary
waves that are very similar to their one-dimensional counterparts will be
provided. The extent to which a three-dimensional solitary wave is similar
to its one-dimensional counterpart will be refered to as how solitonlike it is.
Finally, comparisons will be provided between the solitary waves produced
by a variety of groups, focussing on how solitonlike these manifestations were.
Using expressions and methods provided by Billam et al. [202] (see section
2.3.5), we provide the axial variational parameter `s as a function of κ, the
dimensionless ratio of trap frequencies, and γ in figure 2.11. The position
of experimental manifestations of solitary waves in this parameter space are
also given in the figure. The accompanying table 2.2 gives the experimental
parameters used to calculate κ and γ for these manifestations.
Experiment Mass (a.m.u.) ωx (Hz) ωr (Hz) N a (a0)
Rice (2002) [27] 7 2pi × 4 2pi × 800 5000 -3
JILA (2006) [56] 85 2pi × 7 2pi × 17.5 1500 -11
Durham (2012) [80] 85 2pi × 1.17 2pi × 22.4 2500 -12
Table 2.2: The experimental parameters that were used to calculate κ and γ in order to
plot the points in figure 2.11. Mass is given in atomic mass units (a.m.u.),
where 1 a.m.u. = 1.66× 10−27 kg.
The outer contour of figure 2.11 gives where `s = 0.9 and the inner con-
tour gives where `s = 0.99. `s effectively describes how solitonlike a three-
dimensional solitary wave is, with values of `s close to 1 being highly soli-
tonlike. The smaller the value of `s, the more the axial solitary wave length
has been pulled inwards in comparison with its one-dimensional equivalent.
All experimental manifestations of solitary waves can be seen to have been
generally near to the point of collapse. The experiments at Rice University
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Figure 2.11: The variational axial parameter `s as a function of κ and γ (see section
2.3.5). The colour map quantifies the value of `s and is provided on a
logarithmic scale. The outer contour is where `s = 0.9 and the inner
contour where `s = 0.99. The white region is where it is not possible
to form a solitary wave as the parameters lead to its collapse and the
expulsion of atoms. Values of `s are plotted for past and current solitary
wave experiments. Note that the ENS experiment [28] could not be plotted
as the calculation is only valid for confining harmonic potentials.
were closest to achieving a highly solitonlike manifestation, with `s ∼ 0.9. It
is clear from figure 2.11, that if one wishes to form solitonlike solitary waves
(`s > 0.9) it is necessary to have κ & 40, which has already been demon-
strated by one group, as shown in the figure. To achieve `s > 0.99, we must
be even more stringent, requiring κ & 2000. This extreme trap anistropy
is much more difficult to achieve experimentally, needing either an optical
lattice or a very weak focus (waist > 300 µm). The downside of a weak focus
is that the axial trap frequency is of the order of mHz, which doesn’t help
with observing interesting solitary wave dynamics.
In section 2.5.2 we discussed the potential difficulties in resolving solitary
waves manifested in our experiment. Rather than attempting to continue
improving our imaging system, another possibility would be to increase the
size of the solitary wave. In soliton units, the axial profile of the solitary
wave is maximised when `s = 1, therefore if we want to achieve a reasonable
axial length it is recommended that `s > 0.9 and, as a result, κ & 40. The
absolute solitary wave axial length is `sas, where as = ~/(2mωr|a|N) (see
section 2.3.5). Therefore, it is also necessary to maximise as by reducing
the scattering length a or the atom number N . In order to maintain a
reasonable optical depth, it is recommended that the scattering length is
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Figure 2.12: The axial (black line) and radial (red line) root mean square radius of a
solitary wave, trapped in a quasi-one-dimensional waveguide, as a function
of (a) atom number and (b) s-wave scattering length. The variational
method presented in section 2.3.5 has been used to obtain these sizes. The
following parameters are kept constant in both plots: ωx = 2pi × 1.00 Hz,
ωr = 2pi × 22.0 Hz and m = 1.41× 10−25 kg. (a) Root mean square radius
as a function of atom number for a = −12 a0. (a) Root mean square radius
as a function of s-wave scattering length for N = 2500.
the parameter that is reduced. Doing so could potentially lead to solitary
waves that span many pixels, allowing for more solitary wave detail being
resolvable. Figure 2.12 gives the absolute sizes of a solitary wave, in the axial
and radial directions, trapped in the waveguide described in chapter 6, by
using the variational method presented in section 2.3.5.
2.6 Conclusion
In this chapter we have discussed the necessary soliton and solitary wave
background and theory to understand the motivation behind this experiment
and its results. Recent theoretical progress has also been presented with the
focus on predicting and understanding experimental results. An experimental
outlook was also provided, noting the difficulty in achieving certain scenarios
using our current apparatus. Finally, theoretical analysis was undertaken in
three key areas of experimental interest, namely, quantum reflection, solitary
wave size and solitary wave profile.
Part II
Experimental details
67
Chapter 3
Overview of experimental
apparatus and routines
Comprehensive descriptions of our experimental apparatus have already been
provided in a variety of forms elsewhere [69, 72, 78]. Therefore, in this
chapter we will only provide a brief summary of the apparatus, routines and
diagnostics used in the day to day running of the experiment.
3.1 Experimental apparatus
3.1.1 Overview of Apparatus
Our experimental apparatus is split into two main sections. Both of these
sections perform different functions and are also physically separated—each
on its own table. One table prepares the majority of the laser light for the
experiment, which is briefly discussed in section 3.1.2, which is then sent via
optical fibres to the second table, housing the the vacuum system. It is this
second table that we will present in this section (see figure 3.1).
The vacuum system is split into two sections; the magneto-optical trap
(MOT) chamber and the science cell. These sections are connected through
a differential pumping stage, which allows relatively high pressures in the
MOT chamber, for fast loading of atoms, while providing an environment
that enables long lifetimes in the science cell. Once atoms are captured in
the MOT, they are transferred into a magnetic quadrupole trap mounted on
68
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a translation stage (Parker 404XR), which we refer to as the transport coils.
The transport coils physically move from being centred on the MOT chamber
to being centred on the science cell, transporting the low-field-seeking F = 2,
mF = −2 85Rb (F = 1, mF = −1 87Rb) atoms along with them. Before the
atoms reach the science cell, they are transported over an obstacle (see sec-
tion 3.1.3), via a bias field, which provides isolation of the science cell from
any stray hot atoms that could be travelling from the MOT chamber. Once
the atoms reach the science cell, they are in a region of the vacuum system
with excellent optical access. This reduces the restrictions on the placement
of imaging, dipole trap and any other required laser beams.
3.1.2 Laser system
Our laser table houses two Toptica DL100 lasers with an additional Toptica
BoosTA tapered amplifier (see table 3.1), which increases the power of the
beam that will be used in the MOT, allowing a greater MOT beam diameter
to be used. All light that is utilised for spectroscopy, cooling, repumping,
optical pumping and imaging is derived from these three lasers. Table 3.2
lists the transitions and detunings relative to these transitions for the derived
laser light.
In order to stabilise the frequency of the DL100 lasers we exploit two different
methods of spectroscopy. For the laser providing the cooling light we use
modulation transfer spectroscopy [209]; locking -230 MHz from the 85Rb
D2 (5
2S1/2 → 52P3/2) F = 3 → F ′ = 4 transition. The repump laser is
locked -230 MHz from the 85Rb D2 F = 2 → F ′ = 3 transition, using
frequency modulation spectroscopy [210]. This -230 MHz detuning from
the relevant transitions has been chosen as it allows the greatest flexibility
in the range of frequencies that our acousto-optic modulators (AOMs) are
able to access. Using AOMs in our optical setup has the added benefit of
fast on–off switching times for our beams. We investigate the merging of
clouds of 85Rb and 87Rb in chapter 5. The relevant transitions for 87Rb in
these investigations are the cooling, D2 F = 2 → F ′ = 3, and repump, D2
F = 1→ F ′ = 2.
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The detunings of the laser beams during the cooling stages in the MOT
chamber are provided in table 3.2. While we will not discuss the mechanics
of the MOT, as these have been presented elsewhere in great detail [211], for
contextual reasons we will, however, touch on the very basics of our initial
experimental routine. There are three key stages in the initial cooling process;
the MOT, where we trap around 1 × 109 atoms in ≈ 25 s; the compressed-
MOT (CMOT), where for 20 ms we actually reduce the quadrupole trap
gradient1 from 10 G cm−1 to 5 G cm−1, reduce the intensity of the repump
light and increase the detuning of the cooling light, which cools the sample
due to the reduced atom–photon scattering rate; and the molasses stage,
where for 15 ms there is no longer a quadrupole gradient and the cooling
light detuning is increased again to further cool the atomic sample.
Following this process of cooling, atoms are optically pumped into the
F = 2,mF = −2 state, transferred into a magnetic quadrupole trap formed
by the transport coils and transported through the vacuum chamber to the
science cell.
3.1.3 The obstacle
Our apparatus contains a prism, which we have called the obstacle, that is
positioned where the transport coils are centred in figure 3.1. There are two
main reasons for placing an obstacle in the path of the atomic cloud as it is
transported through the vacuum chamber. Firstly, the obstacle blocks the
path of stray hot atoms, preventing them from reaching the UHV science
cell end of the chamber and secondly, it is a safe and effective method of
coupling out high power dipole trap beams that are directed through the
back of the prism in our science cell. We can turn the obstacle into a ‘gate’
by placing coils outside of the vacuum chamber, around the obstacle, in the
Helmholtz configuration, thus producing a bias field of 216 G that shifts
atoms contained in the quadrupole transport coils 1.2 cm vertically over the
obstacle. The acceleration felt by the atoms due to the displacement around
the obstacle (≈ 4 m s−2) is very low in comparison with the acceleration due
1The original point of the CMOT was to provide a transient increase in atomic density
in order to be able to potentially aid in the production of a BEC and also to improve the
loading of a cloud of atoms from the MOT into a magnetic trap [212]. Our use of this
term is really a misnomer.
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to their confinement by the transport coils (≈ 40 m s−2), therefore transport
around the obstacle doesn’t significantly heat the cloud.
3.1.4 The prism
A super-polished Dove prism has been placed at the far end of the science
cell for the purpose of observing soliton–surface interactions in the long term.
We have, however, already observed evaporation via atom–surface interac-
tions, utilising the prism [77]. If a blue detuned laser beam undergoes total
internal reflection by the prism, it results in a repulsive evanescent potential,
which can compete with the atom surface interactions, producing a localised
barrier to any atoms approaching the surface. Details of the work undertaken
towards this goal are presented in chapter 8.
3.1.5 Magnetic trapping
For a detailed list of the coils used to generate magnetic fields in this ex-
periment, see appendix A of [69]. We will cover the details of only the coils
relevant to magnetic trapping, in this section. All coil pairs that we use for
trapping are loosely in the anti-Helmholtz configuration2, forming a magnetic
quadrupole trap. An atom with a magnetic dipole moment in the presence
of a magnetic field, B, will align itself with that field. The change in energy
that the atom undergoes, in the weak field regime, is linear and expressed
as [213]
∆E = mFgFµBB, (3.1)
where mF is the atom’s magnetic sub-level, gF is the hyperfine Lande´ g-factor
and µB is the Bohr magneton. In a magnetic trap the resulting potential that
the atom sees is,
U(r) = mFgFµB |B(r)| . (3.2)
The presence of |B(r)|, as opposed to just B(r), is due to the magnetic
moment of the atom constantly aligning itself with the field (adiabatic fol-
lowing). If we have an expression for a potential, it is straightforward to
2Where, in this definition, we refer to anti-Helmholtz as two coils whose currents oppose
each other.
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express the force on an atom by the simple relation, Fatom(r) = −∇U(r),
resulting in,
Fatom(r) = −mFgFµB∇ |B(r)| . (3.3)
The form of the magnetic field is |B(x, y, z)| = C√x2 + y2 + 4z2, for a
quadrupole trap, with z being in the axial direction of the coil pair and
C being a constant quantifying the gradient of the field. When we discuss
the quadrupole traps in this experiment we refer to their gradients as the rel-
evant parameter. The magnetic field near the zero of the trap (at the centre
of the coil pair) is linear in form, radially symmetric and the axial gradient
is twice that of the radial direction. It is this axial gradient, dBz/dz, that
we refer to, unless stated otherwise.
The vacuum chamber contains a 5 mm and 6 mm aperture, which limits the
size of the cloud that can be transported through to the science cell. To
ensure that there is minimal loss, while maintaining a power that our cooling
system can dissipate3, we choose a gradient of 180 G cm−1. Increasing the
gradient to 240 G cm−1 would only increase the atom number by 10%, while
pushing our cooling system to the limit [69]. The transport coils travel
51 cm in 2 s from the MOT chamber to the science cell. Once the science
cell has been reached, the transport gradient is ramped down to zero in 0.5 s,
while a fixed quadrupole trap is ramped up to 180 G cm−1. Once the atoms
have been transferred to the fixed quadrupole trap, the transport coils are
rapidly moved back to the MOT chamber. At this point RF evaporation
is undertaken in the trap to cool the atoms (see [72] and section 6.4.1 for
details) before loading an optical dipole trap to continue the evaporation to
degeneracy.
3.1.6 Optical trapping
The field at the centre of a magnetic quadrupole trap is zero. The longer
that an atom spends in this region, the more time that the atom does not
observe a magnetic field to align itself with, resulting in a greater likelihood
of its spin flipping from a trapable low-field-seeking state to an untrappable
high-field-seeking state. This loss mechanism is known as a Majorana loss
3Each of our high current coils has a hole bored in the centre, through which cold water
flows, dissipating the heat that the coil generates.
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and its rate increases as the temperature of a cloud decreases (see (6.9)) and
section (6.2.2)) [214]. To combat this loss, which results in a lifetime of 1 s at
30 µK in a 180 G cm−1 trap, the atoms are transferred into an optical dipole
trap.
We refer the reader to the detailed description of optical dipole traps given
elsewhere [207] and, for brevity, will not cover this here. Instead we will
briefly give an overview of the optical dipole traps used in our experiment
(see table 3.1). There are two key traps in our experiment, the first is a
crossed-dipole trap, in which the second half of the evaporation to degeneracy
is undertaken, and the second is a single-beam waveguide, in which we form
and propagate our solitary waves.
The crossed-dipole trap is formed from a single Gaussian beam, produced by
a 1064 nm IPG YLR LP-SF 15 W fibre laser, that is focussed to≈ 130 µm and
recycled in a bow tie arrangement, as shown in figure 3.1. Once the ultracold
cloud of 85Rb is loaded into the crossed-dipole trap, evaporation is simply
undertaken by reducing the depth of the trap (reducing the power of the
laser). Optimising this direct evaporation trajectory4 is not straightforward
with 85Rb for a number of reasons (see section 6.2). At ≈ 250 mW we reach
degeneracy and transfer to the waveguide (1064 nm Innolight Mephisto),
which provides an approximate 1D trapping geometry (ωr ≈ 2pi× 25 Hz and
ωz = 2pi × 1.17 Hz5). Further details of the waveguide will be provided in
chapter 7.
3.2 Experimental diagnostics
In order to interpret the data that we obtain in this experiment it is essen-
tial that appropriate experimental diagnostics are utilised. There are three
main diagnostics that we use; absorption imaging, magnetic field calibration
through trap loss and parametric heating, to measure trap frequencies. The
first of these allows us to calculate almost everything we need to know about
4More recently, groups evaporating 85Rb have not undertaken direct evaporation, but
instead use a technique known as sympathetic cooling where a different species that is easier
to cool—such as 87Rb [215]—is used as a thermal bath, resulting in larger condensates [216,
217].
5The optical only axial trapping frequency is actually ωz ≈ 2pi × 0.1 Hz. The bulk
of the trapping along the axial direction is provided by a magnetic field generated by a
combination of our static quadupole coils and a bias field. For more details see chapter 7.
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a cloud of atoms, such as atom number, width, temperature and phase space
density, and can be used to infer quantities such as trap frequencies. As di-
rect evaporation to BEC in 85Rb is field critical and the formation of solitary
waves is even more sensitive on the magnetic field, a very precise calibration
of the magnetic field is necessary. We also need to understand our trap geom-
etry and, therefore, often use parametric heating (see section 3.2.3) to obtain
this information. We briefly detail below these three important diagnostics.
3.2.1 Absorption imaging
A thorough description of absorption imaging has been given elsewhere [218,
219], hence, we will only cover the relevant results that will be referred to
later in this thesis. The core quantity that we determine is the optical depth
as a function of position. When we shine resonant light onto our sample
of atoms, the amount of this light that remains after travelling through the
cloud is expressed as
I(x, z) = I0 exp [−OD(x, z)] , (3.4)
where I0 is the intensity of the light incident on the cloud. The method
used to determine this optical depth is to take three separate images on the
camera. The first measures the intensity of light incident on the CCD when
atoms are present (Iatoms), absorbing the resonant light, effectively casting
a shadow on the camera. The second measures the intensity of the light
without any atoms present to absorb it (Iprobe). The final image measures
any background light that is incident on the CCD (Iback). From (3.4) it can
be seen that if we know these intensities, the expression becomes
OD(x, z) = ln
(
Iprobe − Iback
Iatoms − Iback
)
. (3.5)
We use software developed in-house in MATLAB to analyse our images (see
section 4.6.1 ). When analysing our images we can use two different methods
to determine the total number of atoms from the spread of optical depths in
a single image.
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The amount of light absorbed by a cloud of atoms can be expressed as [218]
dI
dy
= −n(x, y, z)σI(x, z), (3.6)
where n(x, y, z) is the density of the cloud and σ is the scattering cross-
section, expressed as [219]
σ =
σ0
1 + I/Isat + 4 (∆/Γ)
2 , (3.7)
where σ0 = 3λ
2/2pi for a two level atom [218] with transition at wavelength
λ, I is the intensity of the light, Isat is the saturation intensity, as defined
in [213], and ∆ is the detuning from the transition with linewidth Γ.
By making the approximation that our clouds have a small optical depth, we
can treat I/Isat as a constant and perform a simple integration of (3.6),∫ I
I0
dI
I(x, z)
= −σ
∫ ∞
−∞
n(x, y, z)dy ⇒ ln
(
I(x, z)
I0
)
= −σn(x, z), (3.8)
by expressing the density in the imaging (y) direction as a normalised Gaus-
sian. Noting our definition of optical depth in (3.4), we can express n(x, z)
in terms of the optical depth,
n(x, z) =
OD(x, z)
σ
. (3.9)
Calculating atom number
Integrating (3.9) over all space gives the total number of atoms. Therefore
it can be seen for an image,
N =
px2
σ
∑
row, col
ODrow, col, (3.10)
where ODrow, col is the optical depth measured for a pixel in a particular row
and column and px2 is the area that a single pixel in the image represents.
This expression can be particularly useful for determining the total number
of atoms if the cloud is non-Gaussian in shape. An alternative expression for
the total atom number can be obtained by assuming that we are imaging a
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cloud that has a Gaussian profile,
n(x, z) =
N
2piσxσz
exp
(
− x
2
2σ2x
− z
2
2σ2z
)
, (3.11)
where σx,z are the root mean square radii of the cloud. By substituting
(3.11) into (3.9) and determining the optical depth at the centre of the cloud
(x, z = 0), ODpeak, we have a simple expression for the total atom number
solely dependent on σx,z and ODpeak, calculated from a fit to the cloud,
N =
2pi
σ
σxσzODpeak. (3.12)
We can now determine how Gaussian our cloud is by comparing the numbers
calculated via (3.12) and (3.10).
Calculating the temperature
In order to determine other thermodynamic quantities, such as peak density
and phase space density, it is necessary for us to calculate the temperature
of our cloud. We release a cloud from a harmonic trap and allow ballistic
expansion to occur for a time τ . This results in a single shot that is generally
used to determine the temperature.
The width of the cloud after it has expanded for a time τ is [72, 218, 219]
σx,z(τ) =
√
σ2x,z(0) + ω
2
x,zτ
2σ2x,z(0) = σx,z(0)
√
1 + ω2x,zτ
2, (3.13)
where σx,z(0) is the equilibrium width of the cloud in the trap. If we know
ωx,z, σx,z(τ) and τ we can calculate the temperature, Tx,z, of the cloud from
the equilibrium width,
Tx,z =
mω2x,zσ
2
x,z(0)
kB
. (3.14)
From (3.14) it can be seen that one is not required to expand a cloud to
calculate its temperature—the width can be measured in-trap. The reason for
expansion is two-fold; firstly, the optical depth of a cloud in-trap is typically
very high, such that the measured optical depth would become truncated
and the width would be overestimated; secondly, at colder temperatures the
cloud is typically very small, such that accurately determining its width in-
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trap becomes more difficult. Hence, expansion of the cloud solves both of
these issues by increasing its width and reducing its optical depth.
The resolution and magnification of our imaging system
In figure 3.1 we can see a variety of lens combinations that we use for our hor-
izontal imaging system that result in magnifications of ×0.5 (f1 = 160 mm,
f2 = 80 mm), ×1 (f1 = 160 mm, f2 = 160 mm) and ×1.5 (f1 = 160 mm,
f2 = 250 mm). With a pixel dimension of 8 µm for our camera, this results
in predicted resolutions of 16 µm, 8 µm and 5.3 µm respectively for each lens
combination. While the scaled size of our pixels may be as small as 5.3 µm,
our imaging resolution is actually limited by aberrations in our optics and,
fundamentally, the diffraction limit of our lens and wavelength of imaging
light combination. This diffraction limit actually governs the smallest size
that we can resolve with our imaging system and is expressed as
R = 1.22
fλ
D
= 1.22λ(NA), (3.15)
where f is the lens focal length, D is the lens diameter, λ is the wavelength of
the imaging light and NA is the numerical aperture of the lens (NA = f/D).
For our horizontal imaging system we have f1 = 160 mm, D = 40 mm and
λ = 780 nm, resulting in R = 3.8 µm. As this is the fundamental diffrac-
tion limit of our horizontal imaging system, it can be seen that increasing the
magnification would not be beneficial. Instead we have introduced imaging in
the vertical direction, which allows us to observe the shape and dynamics of
a cloud in a previously unobserved direction (for more details of the vertical
imaging system, see chapter 7). The parameters of our vertical imaging sys-
tem are f1 = 18 mm, D = 20 mm and λ = 780 nm, resulting in R = 0.86 µm.
This new resolution limit should allow us to achieve straightforwardly pixel
sizes of around 2 µm, or smaller, without being limited by diffraction.
Chapter 3. Overview of experimental apparatus and routines 80
3.2.2 Magnetic field calibration
If we wish to form solitary waves, it is essential to have precise control and
characterisation of our magnetic fields. In 85Rb, around 165.75 G (a = 0),
beyond the 155 G Feshbach resonance, the scattering length, a, varies as
∆a/∆B = −40 a0/G (see section 6.4.2). Therefore, if we want to know our
scattering length to within 1 a0, we must be able to determine our magnetic
field to within 25 mG. Our method utilises Stern–Gerlach spectroscopy.
We apply a brief pulse (of order 10 ms) of radio-frequency (RF) electro-
magnetic field perpendicular to the magnetic field controlling the scattering
length of 85Rb. The effect of this is to drive transitions of ∆mF = 1 when
E∆mF=1 = hfRF, where E∆mF=1 is the energy between adjacent magnetic
sub-levels and fRF is the frequency of the RF field.
We look for one of two signatures as a result of the above; both of which
require a magnetic field gradient to be present in the gravitational direction.
If the optical dipole trap is deep enough to counteract gravity, we look for
the presence of multiple clouds that form due to multiple mF levels being
populated and trapped. From (3.3) it can be seen that different magnetic
sub-levels will experience a different force in a magnetic field gradient, which
causes this separation. When we approach degeneracy, the optical dipole
trap can become so weak that it can no longer counteract gravity on its
own; instead the presence of the magnetic field gradient can be exploited
to counteract the effects of gravity, resulting in a levitated trap, typically
for only one of the magnetic sub-levels in 85Rb. In order to determine the
gradient required to levitate an atom subject to gravity, it is possible to
equate (3.3) with the gravitational force, resulting in,∣∣∣∣∂B∂z
∣∣∣∣ = mgmFgFµB , (3.16)
where g is the acceleration due to gravity. If a 85Rb atom starts in the
F = 2, mF = −2 state, once atoms are transferred to the adjacent sub-level
(mF = −1), the force counteracting gravity is halved and this often becomes
insufficient to maintain the trapping potential. The result is atom loss from
the trap and this is the second signature that we generally look for when
calibrating the magnetic field across a condensate.
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3.2.3 Parametric heating
There are a number of methods that can be used to deduce the trap frequen-
cies of a harmonic trap6. One can offset a cold cloud and watch the centre
of mass oscillate in the trap for multiple periods—this is how we determine
the axial and radial waveguide frequencies in section 6.6.3; induce breathing
modes in a condensate (see section 6.5.1) or undertake parametric heating of
the cloud.
Parametric heating is a method of pumping energy into a cloud of atoms
by periodically varying a particular parameter of the trap, in our case trap
depth (laser power) and, as a result, trap frequency. Varying the trap depth
modulates the frequency of the trap, and the rate at which the frequency
is modulated will determine whether energy is efficiently pumped into the
cloud or not. This process is analogous to a child on a swing—choosing
an appropriate instance and rate at which to move her legs forward and
backward will affect whether the swing travels higher, slows down or nothing
changes.
For a cloud of atoms trapped in a finite depth harmonic trap, the result
of parametric heating is an increase in temperature and also, potentially,
atom loss—we typically look for loss of atoms. This increase in energy is
seen to occur when the laser power is modulated at approximately twice the
frequency of the trap [220].
3.3 Conclusion
In this chapter we have presented a brief overview of the key experimental
apparatus relevant to this thesis, including our prism—a surface from which
to reflect a solitary wave, details of magnetic and optical trapping and a vari-
ety of experimental diagnostics. These diagnostics were absorption imaging,
magnetic field calibration and parametric heating. We encourage the reader
to use this chapter as a reference for the remainder of the thesis.
6The Gaussian optical dipole trap, in which we later form a BEC (see chapter 6), can
be approximated by a harmonic potential near the bottom of the trap.
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4.1 Introduction
When deciding the necessary features in a control system for an experiment
there are a number of typical questions. These are:
1. Does the experiment require an automated system?
2. What proportion of the experiment requires synchronisation?
3. What temporal resolution is needed?
4. How many digital and analogue devices need to be controlled?
Quite often it may be the case that an experimentalist does not require an
automated control system, if the results they wish to obtain do not require
strict timing or have a timing on the order of seconds or minutes. This
can be a desirable solution as it does not require potentially learning a new
programming language and designing and developing a new control system.
However, in the case that timing is of paramount importance, one can then
determine the extent to which synchronisation is required.
When deciding how to synchronise different parts of the experiment, one
must first decide how control of all areas of the experiment will be under-
taken. Users of the system must ask themselves whether just digital control
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is required or whether other methods of control such as analogue outputs and
General Purpose Interface Bus (GPIB) would be used. If the former is the
case, then complex synchronisation does not typically need to be discussed,
unless a large number of digital channels (> 32) are required. It would then
be advisable to try to find a single card with a sufficient number of channels
to run an experiment (eg. [221]), as opposed to running multiple cards with
fewer digital outputs. This may become particularly difficult if you require
more than 160 configurable digital channels. As we do not require more
than this number of channels in our experiment, we will not discuss possible
solutions to this problem here.
If analogue and digital control of an experiment is required, the user has the
option of either purchasing two separate cards, like those mentioned in section
4.3, or to find a card that that has both (see section 4.4.2). The former may
be a cheaper option, if synchronisation of analogue and digital channels is not
required. However, if it is needed, it would be strongly recommended that
the latter option be chosen due to the ease of implementing synchronisation.
As the author is currently unaware of any single card that offers digital,
analogue and GPIB outputs, it is not straightforward to implement a com-
prehensively synchronised system for all three aspects of control. Therefore,
GPIB can be semi-synchronised as is discussed in section 4.4.4.
Finally, the temporal resolution required from the outputs is critical in de-
ciding what to purchase for the control system and also how the control
program is written. If > 1 ms resolution is sufficient, then the control can be
completely undertaken through the operating system with individual steps
determined by control loops in LabVIEW. However, if < 1 ms resolution is
required, the performance of the operating system will start to become detri-
mental to experimental control. In most cases the program will not respond
in the time that the user has specified and the routine will be delayed. It is
now necessary for routines to be run directly from the card, bypassing the
operating system entirely. Hardware timing is far more reliable than software
timing, as you do not have an operating system juggling a number of tasks
while running the experimental cycle. This is often very restrictive on the
routines that can be run, as highlighted by the inefficiency of the old system
in section 4.3. However, solutions can be found with reconfigurable chips that
allow greater flexibility in the programming of routines (see section 4.4.2).
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4.2 Creating and visualising experimental rou-
tines
As the number of channels that the system uses to control devices increases,
the ability to keep track of what an individual channel is doing, at a certain
step in the experimental routine, becomes increasingly difficult. With several
channels it may be sufficient just to have a list of changes at each step in
the routine, however, even at this point it can be very hard to see the bigger
picture and take note of the state of a channel in relation to another. One
method of dealing with this problem is to create an idealised timing diagram.
An example of one of these for a ‘MOT load and image’ routine is shown in
Fig. 4.1.
In an idealised timing diagram, the time at which every relevant channel
should trigger 1 is shown. Only digital channels are given in this particular
idealised timing diagram, however, these diagrams could also be extended to
include analogue and GPIB channels. In order to ensure that the diagram
is as intuitive to interpret as possible it is wise to group similar channels
together, such as channels that occur at similar times in a routine (eg. MOT
shutter, MOT beam) or those which control devices of a similar type (eg.
MOT shutter, repump shutter).
Once the channel order has been determined, the channels can then be
stacked on top of each other in the diagram and individual steps in the
routine can be determined. From this point the user can decide which de-
vices need to trigger simultaneously, for a given step, and which require their
own step. If the length of each step has been finalised and will not be altered,
then the length of each step could also be included in the diagram.
Presenting the user with such an idealised timing diagram that can be up-
dated live would generally be a desirable quality of a control program. How-
ever, this can seem over-the-top for sections of the routine that have been
developed and tested comprehensively, as the user should not need to see
them.
1Not including device delays, as these can be taken account of later.
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Figure 4.1: An example of an idealised timing diagram showing the state of individ-
ual digital channels for steps in a ‘MOT load and image’ routine. Vertical
dashed lines separate individual steps in the routine and red lines indicate
the different sections of the routine.
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4.3 The original system (pre-2009)
Our original control system consisted of two PCI cards—a PCI-6533 (PCI-
DIO-32HS) [222] and a PCI-6713 [223], both of which were developed by
National Instruments. The PCI-6533 contained 32 digital channels, config-
urable as outputs or inputs, while the PCI-6713 contained 8 configurable
digital channels and 8 analogue outputs. A program written in LabVIEW
would communicate with experimental devices via the outputs and inputs of
these cards.
To control the timings of the experiment, a matrix would be created in
LabVIEW, like the one given in Fig. 4.2. Individual columns of the matrix
represented a 1 µs temporal step and rows corresponded to a digital output
that controlled the switching of a device, such as an acousto-optic modulator
(AOM). This temporal step was fixed at 1 µs, therefore, if 1 ms passed
without a single change in the state of the matrix, 1000 identical steps would
be generated, which is clearly very inefficient, but necessary for the card.
The matrix was hidden from view in the block diagram in LabVIEW. Instead,
the user would be presented with a front panel control, as shown in Fig. 4.3,
D
ig
ita
l o
ut
pu
ts
Time steps
Figure 4.2: A matrix representing how an experimental routine is stored in LabVIEW in
the original control software. Note that the size of the time steps was fixed
at 1 µs, leading to inefficiency if long sections of the routine contained no
changes.
Chapter 4. Development of experimental control and analysis software 87
Figure 4.3: The LabVIEW front panel of our old experimental control system. Delays
would be entered here, but routines were hidden away from view in the block
diagram.
that allowed delays to be entered to take account of the length of time a device
would take to respond to a trigger. Bringing this matrix to the foreground
would achieve our goal to show an idealised timing diagram to the user as
they are operating the program. This was one major reason to redesign the
original control software.
Analogue and digital channels were treated independently, due to them being
spread over two different PCI cards. This meant that it would be very
difficult to create a system where analogue and digital channels could be
simultaneously controlled and are synchronised. It would be necessary for
both of the cards to be in constant communication with one another so
that they could correct for any differences between their clock rates. As a
compromise, analogue control was undertaken outside of the digital routine.
For example, if a ramp of the current through a coil had to be undertaken, all
digital communication would be stopped while the ramp was executed. Once
complete, digital communication would continue with no analogue device
control. Due to the difficulty of synchronisation and restriction of device
control in this system, we decided to make use of control hardware containing
a field programmable gate array.
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4.4 The FPGA control system (2009-2013)
The development of the control software began in 2009 with inherited Lab-
VIEW code [224] that was adapted and improved over the period of a few
months. The sections below detail this development.
4.4.1 Field programmable gate arrays
When an integrated circuit is manufactured it is common for it to be no
longer physically configurable. These application-specific integrated circuits
(ASICs) perform particular tasks and are limited to the use for which they
have been originally designed. While beneficial for inclusion in mass produc-
tion of devices such as PCs, televisions and mobile phones [225], if a person
requires hardware control of a system that is constantly evolving, then such a
device would be impractical and very expensive to constantly remanufacture.
As our experiment is one which is constantly evolving, an ASIC was not the
appropriate solution for our hardware control. Instead we chose to use a
field programmable gate array (FPGA). An FPGA is a reconfigurable chip
containing a vast array of logic gates. A schematic of such a device is given
in Fig. 4.4.
Inputs/outputs
Logic gate
Figure 4.4: A schematic showing the configuration of gates and input/output connectors
on a field programmable gate array. The array of gates allows the FGPA
to process tasks in parallel by physically reconfiguring connectors between
inputs/outputs and gates on the chip.
Chapter 4. Development of experimental control and analysis software 89
The first commercial FPGA was developed in 1985 by Xilinx [226]. In the
late 80s FPGAs contained thousands of reconfigurable logic gates, however,
by 2011 Xilinx were announcing the shipment of an FPGA with 20 million
gates [227]. Due to such a vast array of interconnected logic gates on the
chip, and the fact that connections are reconfigurable, tasks can be run in
parallel, therefore enabling more efficient processing.
4.4.2 LabVIEW FPGA
Control of the FPGA via LabVIEW occurs through a virtual instrument (VI)
that reconfigures the FPGA to perform the task that the user requires. This
is the most important virtual instrument in the entire code as it controls
how efficiently an FPGA program runs. The advantage of using LabVIEW
to configure the FPGA is that the user is not required to know very complex
programming languages such as VHDL (Very-high-speed integrated circuits
Hardware Description Language), resulting in a broader user base and faster
time to produce FPGA programs.
The single cycle timed loop (SCTL)
Arguably one of the most useful functions within LabVIEW FPGA for ef-
ficiently speeding up a program is the single-cycle timed loop (SCTL). It
allows functions that would usually take multiple cycles of the card, to exe-
cute within a single-cycle. It reconfigures the card in such a way as to allow
the tasks to be executed in parallel. Fig. 4.5 demonstrates an example of a
simple case.
If a given function took 10 cycles to process, one would instantly achieve
an increase in execution rate of a factor of 10, by simply placing such a
function into an SCTL. There are, however, a number of limitations on the
LabVIEW functions that can be placed within an SCTL. Some of these are
quite fundamental, such as divide, quotient and remainder, for loop and
square root. For a more detailed list see [229]. Solving the speed issue can
sometimes generate new problems such as having to find elaborate methods
of performing the fundamental, but disallowed, functions with those accepted
by SCTLs.
Chapter 4. Development of experimental control and analysis software 90
Figure 4.5: From [228]. A single-cycle timed loop (SCTL) can significantly increase the
execution speed of a program by exploiting the parallel processing abilities
of an FPGA. Tasks that would usually take more than one cycle of the card,
where one cycle is denoted by the columns separated by red vertical lines,
can be entirely executed in one cycle within an SCTL.
4.4.3 Experimental control software
There were a number of features that we desired for the new control program:
 Idealised timing diagrams directly viewed and controlled by the user.
 Synchronised analogue and digital channels.
 A large (50+) number of digital channels.
 Digital precision to 1 µs and analogue precision to 10 µs.
Testing of the system was undertaken and it has now been implemented for
everyday use in the experiment for the past three years. It is worth noting
that during this time there has been minimal downtime due to control soft-
ware or hardware failure. A view of the front panel which the user interacts
with is shown in Fig. 4.6.
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Figure 4.6: The LabVIEW front panel that is used to control all experiments in the
soliton project.
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Similarly to figure 4.2, the user is presented with a matrix where the states
of channels can be adjusted for any given step in an experimental routine.
In figure 4.6 40 digital channels are shown on the front panel, however, over
the past three years this has gradually expanded and has a limit of 88.
For each of the digital channels an ‘on’ and ‘off’ delay can be stipulated.
This takes account of the length of time a given device will take to respond
to a trigger. A sub VI in the block diagram takes these delays and ensures
channels that contain a delay will be triggered early by the specified amount.
Names can be given to an individual time step, for clarity, and below this
the user enters the length of the step in ms to a resolution of 0.001 ms.
For time steps larger than 0.002 ms analogue channels can be triggered,
with the FPGA card providing a total of 8 analogue outputs and 8 analogue
inputs. In the current configuration the 8 analogue outputs are in use and
this number cannot be expanded. The solution for this—involving a redesign
of the program architecture—is discussed in section 4.5. Currently none of
the analogue inputs are used for direct feedback, however, they allow the
flexibility of automating other aspects of the experiment. An example of this
would be loading a MOT for a variable amount of time up to a given atom
number, with the analogue input taking a feed from a photodiode measuring
MOT fluorescence.
Also present on the front panel is a row entitled ‘Wait?’. This was an addition
to the inherited code, which allows the program to wait for an external trig-
ger. This was a necessity for a number of different aspects of the experiment,
for example, when a trigger is sent to the rails to move the transport coils
the program must wait until the rails reach the science cell, after which point
the routine can continue. This can account for variable timings between ex-
perimental runs and doesn’t require the user to manually synchronise these
parts of the experiment.
Communication between the FPGA card and the front panel is undertaken
via direct memory access (DMA) and a data structure known as a FIFO
(first in first out). A FIFO is effectively a queue of data stored in memory,
accessed in the order it was placed there by the FPGA card via DMA. Using
DMA the FPGA card can directly access this data, bypassing the CPU. This
prevents there being any reliance on the state of the operating system during
a routine, which is beneficial for program stability.
Chapter 4. Development of experimental control and analysis software 93
4.4.4 GPIB control
The initial problem that we had with synchronisation once again made a
reappearance with the requirement of integrating GPIB with our new con-
trol system. Due to the lack of a single card with everything we required, we
needed to use a separate GPIB card to control our power supplies and ex-
ternal function generators. Our solution to the synchronisation problem was
to install the card on an entirely different PC. Communication between the
FPGA PC and GPIB PC was undertaken via fast digital outputs and inputs
present on both computers. Four digital channels on the FPGA PC were
assigned to communicate with the GPIB PC and the state of these channels
dictated which GPIB routine would be executed, as seen in Fig. 4.7.
During any GPIB control the FPGA PC waits for confirmation of completion
of the GPIB routine. This ensures that no synchronisation errors can occur
by not attempting to synchronise the FPGA and GPIB routines. Once the
GPIB routine is complete, the FPGA PC continues with the rest of its routine
until another GPIB command needs to be sent. This system could be called
semi-synchronised due to the fact that GPIB commands are executed at
particular points in the routine, but during GPIB control nothing else is run.
In contrast to our system, if we attempted to run a 1 minute experiment
with independent FPGA and GPIB routines, it could be quite possible that
the GPIB routine is more than a few seconds out of sync with the FPGA
routine by the end of the experiment. This could have drastic consequences
on the condition of field effect transistors (FETs) if power supply voltages
were changed too late in the routine.
GPIB
PC
FPGA
PC
0
1
1
0
Complete?
Figure 4.7: The method of communication between the FPGA PC and GPIB PC during
an experimental routine. Four digital channels are assigned on the FPGA
PC in order to control the GPIB routines that are run, depending on the
state of these four channels. The FPGA PC waits until the GPIB routine
has been completed, then it continues to run.
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4.5 Development of the new control software
(2013-)
While the system is now stable and reliable, having been used almost daily for
the past three years, we intend to improve the functionality of the program.
The aim is to develop a very flexible, entirely new, control system that will
function for up to 10 years for at least three different experiments. It would
be preferable that the user requires very little knowledge of LabVIEW for
running and creating new routines within the control software.
4.5.1 Limitations of the first FPGA system
The architecture of the inherited, and subsequently developed, FPGA code
restricted development of certain areas of the program, which resulted in the
full array of features of the FPGA card not being utilised. The following is
a list of these limitations:
 Digital outputs limited to 88.
 Digital inputs limited to 8.
 Analogue outputs limited to 8.
 Analogue inputs not utilised to create a feedback loop.
 Second PC required for GPIB control.
Beyond these fundamental hardware limitations there are a number of sig-
nificant improvements that need to made to the software. The main aim
of the software improvement is to fix the hardware limitations—through a
complete overhaul of the program architecture—and to increase clarity for
the user and future developers.
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4.5.2 Requirements of the new system
In section 4.5.1 we discussed the limitations of the first FPGA program de-
veloped for the soliton project. Taking account of these observations, we
created a list of requirements for the new system:
 Increase number of digital outputs and inputs.
 Increase number of analogue outputs.
 Utilise 8 analogue inputs for feedback during routines and long term
monitoring.
 Integrate GPIB control onto the FPGA machine.
 Editing of LabVIEW code should be kept at a minimum for the user.
 Program architecture and code should be intuitive to follow.
The following section will discuss some of the key developments that have
enabled the above requirements to be met.
4.5.3 Introducing new hardware
In order to increase the number of digital inputs, outputs and analogue out-
puts simultaneously, it was necessary to introduce a new piece of hardware
to the system—the NI-9151 R-Series Expansion Chassis [230]. This chassis
allows one of the three ports on the FPGA card—which would normally pro-
vide 40 digital channels—to be converted into an additional four C-Series
ports. There is a wide array of physical modules [231] that can be attached
to each of these ports, providing digital and analogue inputs and outputs.
We have chosen to add one NI-9403—providing 32 digital channels—and one
NI-9264—providing 16 analogue outputs—with the option of connecting one
more of each of these to the expansion chassis at a later date [232, 233]. The
addition of this new piece of hardware addresses the first three requirements
listed in section 4.5.2.
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4.5.4 Developing a new architecture
When adapting the original LabVIEW FPGA code it became apparent how
critical the architecture of a control system becomes, particularly when deal-
ing with something of this scale. On first glance, and second glance, the
block diagram of the old FPGA control system is very difficult to interpret
(eg. see figure 4.10) and delving deeper into other subroutines only makes
this worse. As a result of this, when more features are added to this code it
becomes increasingly cumbersome and difficult to understand.
The aim of the new FPGA system was to determine in advance all the fea-
tures that it currently needed to possess, while building a structure for the
program that was modular. This would make the initial build of the pro-
gram logical and tidy, however, if any new features needed to be added, this
would no longer be difficult due to the modular nature of the program. New
features could essentially be bolted on to the original program, conforming to
the architecture, therefore maintaining a clear and intuitive block diagram
(eg. see figure 4.11). Two key features strongly encouraging modularity and
readability, that are exploited in the new FPGA code, are given below.
The producer/consumer design pattern
It quickly became clear that in order to create an architecture that promoted
readability and ease of expansion, while maintaining a responsive user inter-
face, it was necessary to utilise the producer/consumer design pattern. This
particular design pattern contains two while loops—the producer loop and
the consumer loop. The producer loop generates data that is placed into a
queue. If the queue becomes full it will wait until a space is free before plac-
ing any more data into the queue. The consumer loop independently reads
data, saved by the producer loop, from the queue and performs an action,
often dependent on the data it has read. There are significant benefits of em-
ploying this structure to process commands from a graphical user interface
(GUI) and these are described below.
In this program the producer loop contains an event structure. This structure
awaits an event, typically produced by the user, such as a mouse click on a
button. The name of the event and any relevant data is then passed to the
queue. Following this, the structure awaits another event produced by the
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user. The consumer loop contains a case structure which executes a particular
function depending on the specific event generated. If one did not employ a
producer/consumer design pattern, typically a user would have to wait for
the function to complete its execution until another event could be generated.
If the function is slow (& 200 ms), it can make the graphical user interface
appear sluggish. Instead, using the producer/consumer design pattern it is
possible to continue generating events, placing data into a queue, while a
function is being executed. Once the execution is complete, the consumer
loop will begin executing the next function.
The producer/consumer design pattern (with event structure and case struc-
ture) is also modular as new events and cases can very easily be added.
Future additions will always have to conform to this structure ensuring con-
tinued clarity in the block diagram. An example of the producer/consumer
design pattern can be seen in figure 4.8.
Figure 4.8: The producer/consumer design pattern template as created by LabVIEW.
Two separate while loops are present. One while loop—the producer—awaits
a user event, such as a mouse click on a button, and then puts the event
into a queue. The event is read from the queue by the other while loop—
the consumer—which independently processes the result of the user event,
such as starting the experimental sequence. This structure allows the user
to create events (i.e. click buttons) as fast as they desire, without any event
being lost due to the result of the event being a slow process.
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The action engine
If one wishes to store data that can be accessed anywhere within a control
program, global variables are good candidates. These remove any necessity
for wiring this data from its source to every other place that it is used in the
program. For this reason global variables can increase the clarity of a pro-
gram’s structure. A specific type of global variable that is more flexible is the
action engine, which is a more general type of functional global variable [234].
The action engine allows data to be stored, accessed and manipulated in any
way that the programmer desires. Similarly to the producer/consumer de-
sign pattern, the action engine is modular in structure, allowing additional
actions to be created with ease, without affecting code that is already using
the engine. It achieves this goal by, once again, making use of case structures
to determine the particular action to execute. A simple example of an action
engine with three commands—Initialize, Read and Write—is shown in figure
4.9.
Figure 4.9: An example of an action engine. An action engine is created by placing a
conditional loop inside a while loop containing a shift register. The presence
of the shift register stores data in computer memory, which can then be
modified or read out by any other part of the program. Additional commands
can be set for the action engine, allowing the manipulation of the stored data.
The entire control program is built around action engines with a variety
of different functions and data types, ranging from the simple to the quite
complex. Throughout the process of building the program it has been very
easy to introduce new features due to the structure of the action engine.
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4.5.5 Improving the user experience
The old FPGA user interface (see figure 4.6) suffered from a number of
downsides that we aimed to improve in this iteration. The most obvious
downside was its scale. The front panel was larger, both horizontally and
vertically, than the monitors that were used in the lab, the number of visible
channels was very large and many sections of routines that would never
be changed were shown to the user. The aim of the new front panel was
threefold; to keep the front panel to the width of the monitor on which it
would be displayed, to reduce the number of channels on display to the user
at any given moment and to allow sections of an experimental routine to be
hidden, on demand, by the user. An image of the front panel can be seen in
figure 4.12.
A few additional features of the program, integrated into the front panel are
listed below:
 The ability to create and save events, which then join together to form
entire routines.
 Events can be reordered.
 A batch of routines can be run using the multi-run feature, changing
one parameter each run.
 Due to new hardware, the channels are now separated into fast digital,
fast analogue, slow digital and slow analogue.
 Labelling and visibility of analogue and digital triggers are improved.
 GPIB functionality is clearly integrated into the front panel.
 Time can be defined as µs, ms or s.
Chapter 4. Development of experimental control and analysis software 102
Figure 4.12: The user interface of the new FPGA control system. It has been designed
such that all the critical controls and indicators can be seen simultaneously
on a widescreen monitor with a resolution of 1920 × 1080. The user only
has to scroll up and down to see other controls, unlike the required side
scrolling with the old user interface.
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4.6 Experimental analysis
In this section we will discuss the two key pieces of software that we have
developed as part of our investigation into the formation and dynamics of
solitary waves. Both programs have been created in the MATLAB program-
ming language within the GUIDE environment [235].
4.6.1 Imaging software
The software that we use to analyse our absorption images (see section 3.2.1)
was originally created in Oxford in 1998 by Gerald Hechenblaikner. The
purpose of the software is to take the three images (absorption, probe and
background) obtained via an Andor iXon camera, combine them to calculate
the optical depth, display, fit and output the properties of a cloud. Details of
its initial iteration on a project in Durham and its use for dual species can be
found elsewhere [219]. Since the image analysis program came to Durham it
has undergone many interations. The latest iteration, undertaken during the
project described in this thesis, resulted in a number of improvements. The
first of these was a new graphical user interface (GUI) created within the
GUIDE environment in MATLAB. The rationale behind this was to convert
the program into a form that is more straightforward to edit for future users
and to arrange objects on the GUI in an intuitive way. The latest GUI can
be seen in figure 4.13.
Another useful addition to the program is the ability to easily export graphs
as a vector format image (PDF) and as a comma separated variable (CSV)
data file. The most critical addition to the program was the ability to fit
bimodal two-dimensional data. An example of where this is very important
is when we reach degeneracy. Typically one may want to create a very pure
condensate, however, in many of our shots we have observed the presence of
a thermal fraction. If one does not incorporate a bimodal fitting algorithm,
the width of the condensate will typically be overestimated—biased by the
thermal fraction. We undertake a least-squares 11 parameter free fitting
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Figure 4.13: The user interface of the image analysis program.
routine described by
OD = ODback+ ODb exp
(
−(x− x0b)
2
2σ2xb
− (y − y0b)
2
2σ2yb
)
+ ODt exp
(
−(x− x0t)
2
2σ2xt
− (y − y0t)
2
2σ2yt
)
, (4.1)
where ODback is the background contribution to the optical depth
2, ODb and
ODt are the BEC and thermal contributions to the total optical depth, OD,
respectively, x0b, y0b, x0t, y0t are the BEC and thermal, axial and radial,
centres respectively and σxb, σyb, σxt, σyt are the BEC and thermal, axial
and radial, RMS radii respectively. It is important to note that correlations
among the 11 parameters are not taken account of when uncertainties, in
the extracted parameters, are quoted. We do not use the Thomas-Fermi
approximation because we typically study our condensates at a ∼ 0. Having
a fit with 11 parameters leaves a lot of room for potential unphysical fits,
2This should be very close to zero.
Chapter 4. Development of experimental control and analysis software 105
due to the algorithm getting stuck in local minima of such a large parameter
space. To compensate for this, we undertake the following procedure,
1. Fit a single 2D Gaussian to the bimodal data.
2. Extract the background, peak optical depth, x and y RMS widths and
the x and y centres.
3. Make ODback the same as the background and ODb and ODt half of
the peak optical depth.
4. Make x0b and x0t equal to the x centre.
5. Make y0b and y0t equal to the y centre.
6. Make σxb = (x RMS width)×0.5 and σxt = (x RMS width)×1.5.
7. Make σyb = (y RMS width)×0.5 and σyt = (y RMS width)×1.5.
Reducing the BEC width and enlarging the thermal width assumes that the
cloud has been released from a trap and the interatomic interactions are
relatively weak, such that the thermal fraction expands quicker than the
condensate. Remarkably, using the above procedure the algorithm has gen-
erally been able to fit 2D bimodal distributions, undertaking a minimisation
in 11 parameter space. We have found that occasionally the multiplication
factors in steps (6) and (7) need to be altered to achieve a reasonable fit. An
example of a bimodal fit to a solitary wave with a thermal pedestal is shown
in figure 4.14.
4.6.2 Dipole trap simulator
It is essential to understand the form of the potential that our atoms are
trapped in, when we are cooling to degeneracy. To aid with our understand-
ing we have chosen to model the potential with a piece of software written
in MATLAB. Originally created by Pauline Trouve, the intention of this
software was to model the combined potential as a result of magnetic fields
generated by a variety of coils in our experiment and optical forces from a
dipole trap. This software can report important trap parameters, such as
frequencies, centre positions and depths. The original software modelled a
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Figure 4.14: An example of fitting a bimodal distribution to a solitary wave. (a) A
real image of a bimodal distribution, containing a solitary wave and ther-
mal pedestal, obtained via absorption imaging. (b) The two-dimensional
bimodal fit using (4.1) to the data in (a).
dipole trap created by a single beam or the intersection of two beams with
the addition of a pair of coils creating a trapping potential and another pair
of coils creating a bias field. This initial instance of the program was a suc-
cess and helped with the characterisation of our early dipole traps. As the
experiment became more complicated, it was clear that further additions to
the program were required. Early corrections and improvements were made
by Steve Hopkins, followed by a combination of Steve Hopkins and the au-
thor and the latest improvements have been solely undertaken by the author.
We shall discuss the author’s contribution below.
Similarly to the imaging analysis software (see section 4.6.1), the first major
improvement was to make the entire program more readable, through iden-
tification of repeated code that could be implemented as a subroutine, and
a significant improvement to the user interface, by separating the configu-
ration screen from the results screen. The entire interface was rebuilt using
MATLABs GUIDE GUI programming environment. An example of the new
configuration GUI can be seen in figure 4.15, while the results GUI can be
seen in figure 4.16.
An additional feature to this new iteration was a vast array of export features,
examples of which can be seen in figure 4.17 (a), accessable via right-clicking
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Figure 4.15: The user interface of the dipole trap simulator.
on a graph or via the File menu. A complete list of the exportable formats
is given below,
1. Export all: Exports all graphs as a PDF and CSV file and trap param-
eters, such as trap depth and frequency, as a CSV file.
2. Export graph data: Exports all graphs as CSV, Excel 2003 or Excel
2007 formats.
3. Export graphs: Exports all graphs as EPS, PDF or PNG files.
4. Export data: Exports parameters as CSV, Excel 2003 or Excel 2007
formats.
5. Individual export: Bitmap - BMP, JPG, TIFF, PNG; Vector - EMF,
EPS, PDF; Data - CSV, Excel 2003, Excel 2007.
6. Isolate graph: 2D and 1D plots can be opened in a new window as a dif-
ferent type of graph. These graphs are; 1D - Line and scatter; 2D - Con-
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Figure 4.16: The results panel of the dipole trap simulator.
tour, Contour (Filled), Contour (3D), Image, Mesh, Mesh/Contour,
Surface, Suface/Contour.
In the original iteration of the program, if one wanted to see how a parameter,
such as trap frequency, changed as a function of beam power, position or any
other physical property of a beam or coil, it was necessary to step the physical
property manually and record the parameter for each run of the program.
A new addition added by the author was the option of a batch routine,
known as a multi-run, where the user would decide the beginning and end
values of a physical property and the number of steps to take. The resulting
data is plotted and can be saved. The original program was very slow to
generate 2D potentials larger than 150× 150 points, due to the Biot-Savart
law being solved by integration. A significant increase in speed (around three
orders of magnitude) was obtained by solving the Biot-savart law via elliptic
integrals [236, 237].
Chapter 4. Development of experimental control and analysis software 109
(a)
(b)
Figure 4.17: The (a) export and (b) multi-run features in the dipole trap simulator.
Below is a list of features of the program, now available mostly due to addi-
tions by the author,
1. Models the potential generated by up to 50 coil pairs (easily extendable
to greater numbers) that can be rotated by 90 degrees into the vertical
or horizontal planes.
2. Models the potential generated by up to 100 laser beams (easily extend-
able to greater numbers) that can be rotated by any arbitrary angle in
three dimensions.
3. Beam parameters are very flexible, with variable powers, waists, M2,
λ, waist positions and orientations.
4. The waist of a laser beam can be independently altered in such a way
as to create elliptical beams, to model a light sheet.
5. Coil parameters are hidden away but can be accessed via a simple
menu selection. Types of coil pairs are very flexible, with variable
sizes, separations, orientations and geometries (square or circular).
6. Potentials can currently be modelled for 87Rb, 85Rb and 133Cs.
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4.7 Error analysis
Good analysis of experimental uncertainties is essential to ensure that the-
oretical models, being tested against experimental data, can be verified or
discounted. It is also very important in order to obtain bounds of values
extracted via fitting, such as frequencies, amplitudes or centres. Generally
throughout this thesis uncertainties have been extracted via a chi-squared
(χ2) minimisation, as described in detail in [238], using the graphing soft-
ware Origin. The author strongly recommends that the option to Scale
Errors with sqrt(reduced chi^2) is turned off when fitting using Ori-
gin. Beyond this it is still essential to check the magnitude of the errors and,
using a common sense approach, decide whether they have been significantly
underestimated or overestimated. Where this has occurred within Origin,
the author has undertaken a manual χ2 minimisation using Microsoft Excel
or MATLAB.
4.8 Conclusion
In this chapter we have discussed the evolution and creation of a complex
LabVIEW based experimental control system, utilising a field programmable
gate array (FPGA). The latter part of this chapter has focussed on the ex-
perimental analysis and theoretical modelling software that is in daily use in
the Durham experiment.
Part III
Experiments with ultracold
atoms
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Chapter 5
Magnetic merging of ultracold
atomic gases of 85Rb and 87Rb
This chapter is based on the following publication:
S. Ha¨ndel, T. P. Wiles, A. L. Marchant, S. A. Hopkins, C. S. Adams, and
S. L. Cornish, Magnetic merging of ultracold atomic gases of 85Rb and 87Rb,
Phys. Rev. A 83, 053633 (2011).
‘We report the magnetic merging of ultracold atomic gases of 85Rb and 87Rb
by the controlled overlap of two initially spatially-separated magnetic traps.
We present a detailed analysis of the combined magnetic field potential as the
two traps are brought together, which predicts a clear optimum trajectory for
the merging. We verify this prediction experimentally using 85Rb and find
that the final atom number in the merged trap is maximized with minimal
heating by following the predicted optimum trajectory. Using the magnetic
merging approach allows us to create variable ratio isotopic Rb mixtures with
a single laser cooling setup by simply storing one isotope in a magnetic trap
before jumping the laser frequencies to the transitions necessary to laser cool
the second isotope.’
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5.1 Introduction
5.1.1 Mixtures of atomic gases
The production of mixtures of two or more ultracold atomic gases [239–
250] provides access to a diverse range of exciting new phenomena [251–
256]. Many of these phenomena result from the fact that the component
species in the mixture can have notably different intrinsic properties, such
as different spins, masses, collision cross sections, optical polarisabilities
and quantum statistics. Atomic mixtures have also come to prominence in
the production of ultracold heteronuclear molecules [257] through magneto-
association [258, 259] and/or optical association [260]. Indeed the recent
production of ultracold molecules in the rovibrational ground state [261–266]
from ultracold atomic gases brings the realm of dipolar molecular quantum
gases [267] within reach. As well as possessing the above intrinsic inter-
est, mixtures play an important technical role in the sympathetic cooling
of ‘difficult’ bosonic species such as 85Rb [217, 248] and 41K [268] and all
fermions [269] owing to the suppression of s-wave scattering for fermions.
However, the realisation of some mixtures can be challenging due to detri-
mental light assisted inelastic collisions between the two species [270, 271].
5.1.2 Features of a 85Rb and 87Rb mixture
A mixture of 85Rb and 87Rb has several attractive features for quantum
gas studies. There exist two interspecies Feshbach resonances [272] suitable
for the production of heteronuclear molecules [216]. The interspecies elas-
tic cross-section is favourable for sympathetic cooling of 85Rb [272], initially
demonstrated in 2001 [215] and later used to reach quantum degeneracy by
two groups [217, 248]. The broad intraspecies Feshbach resonance in 85Rb has
been extensively used to control the atomic interactions in a Bose-Einstein
condensate [15], permitting the study of the collapse of a condensate [26, 55]
and the formation of bright matter-wave solitons [56], as well as enabling
the investigation of phase separation in a dual–species 85Rb – 87Rb conden-
sate [248].
Chapter 5. Magnetic merging of 85Rb and 87Rb 114
5.1.3 Experimental scheme
In this chapter we report a novel scheme to prepare ultracold mixtures using
two magnetic traps which are controllably merged to combine the two atomic
gases. The scheme has general applicability in that any pair of magnetically
trappable species could be merged. However the merging of two initially
separated trapping potentials is non-trivial and the bulk of this chapter is
devoted to a detailed theoretical and experimental study of this process. In
particular, we provide for the first time a detailed analysis of the combined
magnetic field potential during the merging process which highlights the
optimum merging trajectory. This analysis significantly extends the previous
experimental study [273] and should have general applicability for any similar
trap-merging experiments. We convincingly demonstrate the validity of our
analysis with a specific example, the merging of ultracold atomic gases of
85Rb and 87Rb.
The overall sequence of our experiment is as follows. Ultracold atoms are
collected from a background vapour in a magneto-optical trap (MOT), loaded
into a magnetic quadrupole trap (trap 1) and transported [274, 275] from
the MOT chamber to a UHV glass cell using a motorised translation stage
(Fig. 5.1(a)). The atoms are then transferred into a static quadrupole trap
(trap 2) and trap 1 is moved back to the MOT chamber. At the same time
the laser frequencies are jumped to the transitions necessary to laser cool the
second isotope. A second sample of atoms is collected and again transported
to the UHV cell where the two traps are controllably merged. Hence we
are able to realise the production of a mixture of the two Rb isotopes by
magnetic merging with only a single laser cooling setup.
Table 5.1 summarises the parameters of the coils used in the experiment to
generate the two quadrupole traps.
5.1.4 Structure of the chapter
The structure of the chapter is as follows. In section 5.2 we describe the calcu-
lations of the magnetic potential which lead to the prediction of an optimum
merging trajectory. The experimental apparatus used has already been pre-
sented in section 3.1. In section 5.3 we describe experiments that test the
predictions of our magnetic potential analysis, and verify that the predicted
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Figure 5.1: (a) Schematic of the experiment. A cloud of ultracold atoms is transported
from the MOT chamber in a quadrupole trap (trap 1) mounted on a mo-
torised translation stage. Trap 1 reaches the UHV glass cell and the cloud
is transferred into the static quadrupole trap (trap 2). Trap 1 then returns
to the MOT chamber, collects a second cloud and is merged with the static
trap. (b)-(e) The magnitude of the magnetic field along the x-axis for trap
1 (dashed/blue), trap 2 (dotted/red) and the sum (solid/black) for different
separations of the coils. (b) Separation 22.5 cm: Two separate quadrupole
traps. The signs (+/-) indicate the direction of the field. (c) Separation
15 cm: As trap 1 approaches trap 2 an additional quadrupole-like zero is
created where the dotted/red and the dashed/blue curves cross and the op-
posing signs of the field cause cancellation. The two inner barriers in the
magnetic potential prevent the atoms entering the central trap. (d) Separa-
tion 7.5 cm: The height of the inner barriers is significantly reduced as the
separation of the traps is decreased. However, the atoms are still confined in
the two outer traps. Note the gradient ratio has been adjusted between (c)
and (d) to maintain two inner barriers of the same height. (e) Separation
0 cm: Once merging is complete, both traps are overlapped to create a single
quadrupole trap.
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Trap 1 Trap 2
Number of turns N 3 × 8 3 × 3
Tubing dimensions (mm × mm) 4.0 × 4.0 3.5 × 3.5
Inner separation (cm) 8.6(1) 3.7(1)
Outer separation (cm) 11.1(1) 5.9(1)
Inner radius (cm) 3.0(1) 2.2(1)
Outer radius (cm) 6.5(1) 3.4(1)
Equivalent coil separation (cm) 10.4(1) 4.7(1)
Equivalent coil radius (cm) 4.9(1) 2.7(1)
Axial field gradient ( G cm−1 A−1) 0.606(1) 0.974(1)
Field maximum (G A−1) 1.004 0.961
Table 5.1: Parameters of the ‘physical’ and ‘equivalent’ coils used to generate quadrupole
traps 1 and 2. All the coils are wound from square cross-section copper tubing.
The axial field gradient and the field maximum apply to the pair of coils in
each case.
optimum trajectory maximises the final atom number in the merged trap
with minimal heating of the gas. Finally we demonstrate merging of variable
proportions of the two different isotopes of rubidium.
5.2 Theory
5.2.1 Calculating the magnetic fields
The magnetic traps employed in the experiment are simple quadrupole traps
generated using two circular coils in which the currents flow in opposite di-
rections. The resulting magnetic field increases linearly in all directions from
a field zero located on-axis midway between the coils. The traps are charac-
terised by their axial field gradient, which is twice the radial gradient. Due
to adiabatic following, the magnetic potential, Umag, experienced by an atom
is proportional to the magnitude of the field, i.e. Umag = mFgFµB |B| [276],
where mF is the magnetic sub-level, gF is the Lande´ g-factor and µB is the
Bohr magneton. However, as the two traps merge the magnetic fields add
vectorially so that the local direction of the magnetic field is also important.
The potential that results from the interference of the two magnetic fields
as the traps merge depends sensitively on the field generated by each coil.
Consequently, to understand the merging process we calculate the combined
magnetic potential resulting from both quadrupole traps as the distance be-
tween them is varied.
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The magnetic field generated by each coil is calculated by numerical integra-
tion of the Biot–Savart law
B =
∫
µ0I
′
4pi
dl× r
|r|3 , (5.1)
where µ0 is the permeability of free space, I
′ is the current through the coil,
dl is an infinitesimally small element of the coil and r is the vector from the
element dl to the point in space where the magnetic field is to be calculated.
The total magnetic field is then found by summing the contributions from
each coil. In the experiment the real coils are wound from multiple turns
of square cross-section copper tubing with the dimensions summarised in
table 5.1. For simplicity, the coils are approximated by ‘equivalent coils’
consisting of a single turn of infinitesimal thickness and carrying a current
of I ′ = N · I, where N is the number of turns of the real coil and I is the
current in the real coil. The radii and separations of the ‘equivalent coils’ were
found by matching the calculated first and third spatial derivatives to the
measured values for the real coils. Comparing the measured and calculated
magnetic fields results in a normalised RMS deviation of ≈ 1% over the range
of interest, confirming the validity of this approximation.
5.2.2 Analysing the magnetic fields in one, two and
three dimensions
We performed the calculation of the combined magnetic potential on a three-
dimensional grid spanning both traps (see section 5.2.5 for a visualisation of
the 3D potential). From this grid we generated one-dimensional cuts, two-
dimensional contours and three-dimensional isosurfaces of this potential. A
preliminary analysis revealed that the essential details of the merging process
could be extracted from the simpler one-dimensional cuts of the combined
magnetic potential along the line joining the two trap centers. Examples of
such one-dimensional cuts are shown in Fig. 5.1(b-e), where the magnetic
field due to traps 1 and 2 and the combined magnetic field are indicated by
the dashed blue, dotted red and solid black lines respectively.
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5.2.3 Understanding the merging process
For a given set of coils the form of the combined magnetic potential depends
critically on two parameters; the separation of the two trap centers and the
ratio of the axial magnetic field gradients at each trap center (trap 2/trap
1), henceforth referred to as the ‘gradient ratio’. Our insight is that success-
ful merging requires that we follow the idealised merging scenario shown in
Fig. 5.1(b-e) in which the inner barriers of the magnetic potential that sepa-
rate the two traps are maintained at equal heights throughout the merging.
We stress that this is not usually the case when two magnetic quadrupole
traps are simply moved towards each other and requires that the gradient
ratio (and therefore the currents in each coil) be adjusted as the trap centers
approach each other.
5.2.4 Detailed analysis of merging
To fully explore the merging process a set of ≈ 1000 one-dimensional plots
of combined magnetic potential was generated for varying trap separations
and gradient ratios. To condense this grid of plots into a more useful form
we identified regions where qualitatively similar behavior was present in the
combined magnetic potential, such as the presence of three field zeros or the
existence of a single merged trap. These regions are shown in Fig. 5.2(a) as
a function of trap center separation and gradient ratio. Each merging event
has a unique trajectory through this ‘potential map’, traveling from left to
right on the figure. Examples of four individual points in Fig. 5.2(a) are
shown in Fig. 5.2(b-e) in order to demonstrate how the combined magnetic
potential changes with respect to gradient ratio for a fixed trap separation.
Understanding the potential map is fundamental to understanding the merg-
ing process, therefore, we will now discuss in detail the regions highlighted in
Fig. 5.2(a). Regions with differing Roman numerals identify different quali-
tative behavior in the combined magnetic potential. In region I the combined
magnetic potential exhibits three field zeros separated by two potential bar-
riers (Fig. 5.2(b) and (c)). Separating this region into two parts is the dashed
line, along which the barriers are of equal height (Fig. 5.2(b)). The barrier
height along this line is shown, as a function of separation, in the inset of
Fig. 5.2(a). Either side of the dashed line the barriers are asymmetric and
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Figure 5.2: (a) Combined magnetic potential as a function of gradient ratio (trap 2/trap
1) and trap separation for 85Rb (F = 2,mF = −2), where the axial field
gradient of trap 1 is 180 G cm−1. The dashed black line indicates where
the two inner potential barriers are maintained at an equal height and the
inset of (a) shows how this barrier height changes as a function of the trap
separation. The solid/black lines show the trajectories where two zeros have
merged and the resulting single minimum is about to lift up. The upper
(lower) dot-dashed line represents where the trap 1 (trap 2) minimum is
lifted to 1 mK. (b-e) show the combined potentials along the transport axis
for the points marked in (a). Dashed red lines in (c) and (e) indicate the
relevant barrier heights plotted in (a) as a colour variation in mK for regions
I and II, respectively. The ‘pinch point’ referred to in the main text is
labeled as ‘P.P.’.
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smaller on the side of trap 1 (Ia) or trap 2 (Ib) (Fig. 5.2(c)). In region II
there are only two field minima and one barrier as the central field zero and
either trap 1 (IIa) or trap 2 (IIb) have combined (Fig. 5.2(d) and (e)). The
solid black lines mark the boundary between regions I and II (Fig. 5.2(d)).
As we venture further into region II the magnetic field of the combined min-
imum becomes non-zero and increases in magnitude as we move further from
the solid line (Fig. 5.2(e)). The dot-dashed lines indicate where this mini-
mum has been lifted to a potential of 1 mK. Note that all potential energies
presented in this analysis refer to 85Rb (F = 2,mF = −2) and an axial field
gradient of trap 1 equal to 180 G cm−1.
The optimum merging strategy is to avoid the raised minima that occur in
region II as the raised potential could heat the cloud. Consequently the
optimal ‘merging channel’ is given by the boundaries of region I, where two
intermediate barriers and three magnetic field zeros continue to be main-
tained. The three lines guiding the channel converge and lead into region
III at the ‘pinch point’ (indicated in Fig. 5.2(a) as P.P.). In region III (and
region IV) traps 1 and 2 have merged into a single trap. As an aside, we
note that the conveyor-like shifting of such single, merged traps operating
permanently in region III has previously been demonstrated to great effect
for the magnetic transport of ultracold atoms [274, 277]; however those ex-
periments did not involve true merging in the sense employed in this work.
In this simple picture we identify optimal trajectories as those which broadly
follow the dashed line in region I passing through the merging channel and
entering region III at the pinch point, thereby avoiding the raised minima
in region II.
The colour map
The colour map in Fig. 5.2(a) represents the relevant barrier height and
can be used to assess the extent of merging between the two atom clouds
with finite energy. While the merging process is not adiabatic, to give some
indication of the kinetic energy of atoms in the traps with respect to the inner
barrier heights, we will treat the clouds as being in thermal equilibrium in
the following analysis. We assume a temperature of 250µK for a gas confined
in a trap with an axial field gradient of 180 G cm−1. In region I the colour
map indicates the maximum intermediate barrier height in mK, given by
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the dashed red line in Fig. 5.2(c). Within the white area of this region no
merging occurs as < 1 % of atoms have sufficient kinetic energy to traverse
potential barriers of height > 2.75 mK. Merging of the two traps begins to
occur below a potential barrier height of ≈ 2.75 mK, however, it is important
to note that atoms from one trap may spill over the smaller barrier into the
intermediate trap while the combined magnetic potential remains in region
I. Once the trajectory reaches a barrier height of 1 mK ≈ 50 % of atoms can
traverse the inner barriers. In region II the colour map shows the minimum
relative barrier height, given by the dashed red lines in Fig. 5.2(e). Here
atoms could suffer an undesirable gain in kinetic energy during merging as
they may be dropped from the lifted non-zero minimum into the trap with
a field zero. Introducing finite energy broadens the merging channel because
individual traps can be lifted if the kinetic energy that results from dropping
the atoms into the second trap is small in comparison with the initial thermal
energy of the gas. The dot-dashed lines in Fig. 5.2(a) give an indication of
this broadening for a tolerance of the trap lifting up to 1 mK.
5.2.5 Analysing the optimal merging trajectory in 3D
Earlier (see section 5.2.2) we argued that to understand the merging process it
was only necessary to study the trap properties in the direction of transport.
It is, however, instructive to study a couple of extreme examples of the
merging dynamics in 3D. Figure 5.3 gives two examples of merging scenarios.
In panels (a-g) trap 1 is stepped towards trap 2, while the gradient ratio
follows the optimal trajectory, given by the dashed line in figure 5.2 (a). In
(a) the 1 mK isosurface (red blob) of trap 2 can be seen at the far right of the
panel, while trap 1 remains beyond the limits of the panel at the far left. The
larger isosurface in the middle of panel (a) surrounds the middle field zero,
formed in between the two traps (see figure 5.2 (b-c)), and initially contains
no atoms. As trap 1 is brought closer to trap 2 the middle isosurface starts
to sag, due to gravity, and comes in contact with the science cell (see (c)),
however, no atoms are lost as the outer traps have not yet merged with the
central trap. By the time trap 1 merges with the central trap, there is no
contact with the science cell (see (d)), therefore any loss will be minimal.
All three traps merge into one single elongated trap in (e), hence, the two
clouds have now merged. Eventually trap 1 becomes centred on trap 2 and
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Figure 5.3: Analysis of two different merging strategies in 3D. The 3D potential observed
by the atoms, with isosurfaces (red blobs) at 1 mK and contours at 1 mK,
1.5 mK, 2 mK, 3 mK, 4 mK and 5 mK shown in the x-y and x-z plane.
The axes correspond to x: transport, y: imaging and z: gravitational. The
border of each image gives the approximate size of our science cell. (a-g)
The optimised merging trajectory, following the dashed line in figure 5.2 (a).
(h-n) Unsuccesful merging at a constant gradient ratio of 0.78. See the main
text for analysis.
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the atoms have merged and reached their final destination (see (g)).
In panels (h-n) the same merging process occurs as (a-g), except that instead
of following the optimal trajectory, we keep the gradient ratio constant at a
value of 0.78. Following a straight line at 0.78 on figure 5.2 (a) it can be seen
that we are well outside the optimal merging trajectory. The weaker trap 2
results in a larger 1 mK isosurface in (h) when compared with (a). (b-c) show
how trap 2 merges with the central trap, which subsequently ploughs into
the base of the science cell, removing all of the atoms that were originally
present in trap 2. In (k-n) trap 1 can be seen approaching trap 2, however, as
the atoms in trap 2 have sagged significantly, due to gravity, trap 1 continues
on its journey to a final position centred on trap 2. In this scenario all the
atoms from trap 2 have been lost while almost all of the atoms in trap 1 have
remained.
5.2.6 Test scenarios to confirm the validity of the
model
In order to confirm the validity of the above analysis we identify two trajec-
tories on figure 5.2(a) that we test experimentally in section 5.3. The first
of these trajectories is maintaining a constant gradient ratio during merging
(see figure 5.4). We predict that for high or low gradient ratios atoms will
only be maintained from the dominant trap and expect that poor merging
will occur for intermediate ratios due to these not following the optimal tra-
jectory. For our second trajectory we aim to maintain a gradient ratio that
follows the dashed line on figure 5.2(a). Since merging only begins to occur
below a barrier height of ≈ 2.75 mK in region I, we choose a trajectory con-
sisting of a constant gradient ratio followed by a ramp downward tangential
to the dashed line below ≈ 2.75 mK (see figure 5.6(a) inset). We expect to
observe optimal merging following such trajectories.
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5.3 Experimental results
To test the predictions based upon the potential map in figure 5.2(a), we ini-
tially performed a series of merging experiments with 85Rb atoms confined in
both traps (sections 5.3.1-5.3.3). Subsequently we demonstrate the merging
of two different isotopes of rubidium (section 5.3.4).
5.3.1 Merging with fixed field gradients
Our initial aim was to investigate the first trajectory identified in sec-
tion 5.2.6; that is whether merging could be achieved for a fixed value of
the gradient ratio. To test this we confined the atoms initially in either trap
1 or trap 2 and then merged the two traps with a velocity of 5 cm s−1 for
a range of constant gradient ratios. In both cases the second trap was ini-
tially empty. The results of these simple experiments are shown in figure 5.4.
Throughout the chapter the measured atom number is scaled to the maxi-
mum number loaded into each trap before merging. For the results shown in
figure 5.4, this corresponded to (5.3±0.3)×108 for trap 1 and (7.0±0.4)×108
for trap 2. The regions above and below the dashed/blue lines identify the
gradient ratios where < 10 % of the atoms are lost from either trap during
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Figure 5.4: (a) Scaled atom number after merging as a function of the fixed gradient
ratio of the two traps. The atoms are initially confined either in trap 2
(black squares) or in trap 1 (red circles). In both cases the second trap is
initially empty. The dashed blue lines indicate the gradient ratios for each
trap where 10 % of the atoms are lost during a merge event. These lines are
also shown in the potential map in (b) to highlight the regions where either
trap 1 or trap 2 is largely unperturbed by the presence of the other trap.
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the merging process and these lines are also indicated on the potential map.
Henceforth, we shall refer to the dominant trap in each of these regions as
being ‘unperturbed’. As predicted in section 5.2, at high gradient ratios trap
2 dominates trap 1. Evidence of this can be seen in figure 5.4(a) where atoms
from the weaker trap 1 fail to enter the stronger trap 2. The converse can be
seen for low gradient ratios. Also, as predicted, there is a smooth transition
between the two unperturbed regions. However, the merging here is highly
inefficient. For example, at a gradient ratio of ≈ 1.5, where the atom number
is equal for both traps, only ≈ 15 % of the atoms are retained from each of
the traps.
5.3.2 Merging with ramped field gradients
In order to discover whether successful merging could be achieved by fol-
lowing the narrow merging channel of region I, we employed a linear ramp
of the gradient ratio during the merging as depicted in figure 5.5. In this
scenario the gradient in trap 1 is held constant at 160 G cm−1 as it is moved
towards the static trap 2. At a separation of 10 cm, where the traps are far
from the merging region (see figure 5.2(a)), the reference trigger from the
hardware controlling the motorised translation stage is sent to our control
system. After trap 1 has traveled a variable distance beyond this reference
point, which we refer to as the ‘ramp start distance’, the gradient of trap
2 is linearly decreased from the initial 320 G cm−1 to zero over a variable
time. In order for the data to be comparable to figure 5.2(a) we relate the
time taken for this linear ramp to the distance that the trap separation has
decreased in this time and define it as ‘ramp length’. The velocity of trap
1 is altered from the transport setting (26 cm s−1) to a new variable velocity
before the merging begins, as depicted in figure 5.5. By varying the ramp
start distance and the ramp length we are able to explore the potential map
in figure 5.2(a), searching for the optimum merging trajectory.
In a first set of experiments, we fixed the ramp length and varied the ramp
start distance, thus translating the ramp horizontally (w.r.t to figure 5.2(a)
and figure 5.5) across the merging channel and the pinch point. For each
experiment the merging was performed three times; firstly with the atoms
in trap 1, then with the atoms in trap 2 and finally with the atoms loaded
into both traps. The results in figure 5.6(a) are for a ramp length of 3 cm,
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Figure 5.5: Typical evolution profiles of the gradients and velocities of the quadrupole
traps during merging. The gradient of trap 1 (lower solid red line) remains
constant, whilst the gradient of trap 2 (upper solid black line) is decreased
during the merging process. The dashed blue line shows the velocity profile of
trap 1, which decreases from the transport setting to a new variable velocity
before the merging begins.
merging speed of 12.5 cm s−1 and initial atom number of 1.5× 108. The left
hand side of this figure corresponds to an experiment where effectively trap
2 is turned off before trap 1 arrives, and accordingly all the atoms initially in
trap 1 remain. The right hand side of the figure corresponds to an experiment
where trap 1 and trap 2 are effectively merged with a constant gradient ratio
(equal to 2 in this case). In this limit, therefore, the results are consistent
with the experiment presented in figure 5.4, with the majority of the atoms
initially in trap 2 remaining. In the central region of the figure a mixture
of atoms from trap 1 and trap 2 remain in the merged trap. The solid blue
line in the inset of figure 5.6(a) depicts the ramp given by the circled data
point, which clearly follows the identified merging channel, passing very close
to the pinch point. In this case, highly improved merging is observed for an
optimum ramp start distance of 6.7 ± 0.1 cm when compared to the fixed
gradient case shown in figure 5.4.
We then repeated this experiment for several ramp lengths, with the aim
of confirming the existence of the pinch point. In each case we were able
to identify an optimum ramp start distance for the given ramp length by
requiring that approximately equal numbers of atoms were transferred from
each trap into the final merged trap. Strikingly, within experimental error,
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Figure 5.6: Optimising the merging process through measurements of the scaled atom
number following the merging as a function of the ramp parameters. In (a)
we vary the ramp start position, for a ramp length of 3.0 cm, translating the
ramp across the pinch point and in (b) we vary the ramp length i.e. the
angle of the trajectory through the pinch point. Data are shown for atoms
initially in trap 2 (black squares), trap 1 (red circles) and both traps (blue
triangles). The solid blue lines in the insets indicate the ramps circled in
each figure, while the dotted blue lines indicate the variation of the ramp
in each experiment. The results of a large number of experimentally tested
ramps are summarised in the inset of (b) with the single-headed curved black
arrows indicating where the merged atom number is ≈ 50 % of that seen for
the optimal trajectory.
the optimum ramps intersect and we identify an experimental pinch point
of (trap separation, gradient ratio) = (5.8± 0.1 cm, 1.4 ± 0.1). This is in
remarkably good agreement with the theoretically determined pinch point
of (5.76 cm, 1.30). Moreover, closer examination of this data highlights that
the most successful merging occurs for trajectories that follow the merging
channel. These results therefore confirm our predictions that the optimum
merging trajectory will follow the merging channel and will pass through the
narrow pinch point.
5.3.3 Optimising the merging trajectory
To test the dependence of the merging on the slope of the trajectory, we
performed a second set of experiments in which the ramp length was varied
whilst the ramp start distance was adjusted to ensure that the trajectory
still passed through the experimentally determined pinch point, effectively
swiveling around this point (see double headed arrow in figure 5.6(b) inset).
Traps 1 and 2 were again loaded with equal numbers of atoms and the com-
bined atom number after merging was measured. The results are plotted in
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figure 5.6(b), identifying an optimum ramp length of (4.0± 0.5) cm through
the experimentally determined pinch point. This merging trajectory through
the potential map is entirely consistent with our theoretical predictions in
section 5.2 and there is excellent agreement between the slope of the trajec-
tory and the gradient of the dashed line in figure 5.2(a) in the vicinity of
the pinch point (see solid blue line in inset of figure 5.6(b)). Note, however,
the uncertainty in the optimum ramp length, due to the broad peak seen in
figure 5.6(b), is an indication of the presence of a broadened merging channel.
Having established the optimum merging trajectory for the experimentally
determined pinch point, we carried out many more runs varying the trajec-
tory around this optimum in order to estimate the size and width of the
merging channel. The results are summarised in the inset of figure 5.6(b).
The black single-headed curved arrows indicate trajectories where the merged
atom number is half of the number obtained along the optimum trajectory.
As theoretically predicted in section 5.2, the channel narrows into the crucial
pinch point and then opens wide once merging is achieved, with the black
single-headed arrows confirming the broadening of the pinch point due to the
finite temperature of the atoms.
In a further experiment, we also varied the velocity of trap 1 during the
merging for this optimum ramp length. This showed that, within the exper-
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Figure 5.7: Detailed results of the merging for 85Rb. Scaled atom number (a) and
temperature (b) following the merging (for atoms initially in trap 2 (black
squares), trap 1 (red circles) and both traps (blue triangles)) as a function
of the ramp start distance for a fixed ramp length of 4.0 cm, initial gradient
ratio of 2 and a merging speed of 12.5 cm s−1. The inset in (b) shows false
colour absorption images of the atomic cloud following merging (for atoms
initially in (1) trap 1, (2) trap 2 and (3) both traps). Both traps contained
a maximum number of 3.5× 108 atoms.
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imental uncertainties, the maximum achievable atom number is independent
of the speed with which the two traps merge up to 12.5 cm s−1. For higher
speeds the number of atoms remaining in trap 1 falls off quickly towards zero.
Using the optimum ramp length determined from figure 5.6(b), we made
a detailed measurement of the atom number and the temperature for the
merged cloud as a function of the ramp start distance for 85Rb in both traps
(see figure 5.7). The results indicate that a merge of ≈ 75 % of the atoms
from each trap was possible giving ≈ 150 % of the number achieved in a
single load. In addition, we do not observe any significant heating, with the
final merged clouds having typical temperatures of ≈ 300µK to be compared
with the temperatures of the initial clouds of ≈ 260µK.
5.3.4 Merging 85Rb and 87Rb
In a final experiment, we demonstrated the merging of the two different
rubidium isotopes as shown in figure 5.8 by simply using the optimum ramp
length determined for 85Rb. Throughout this experiment, we ensured that
the number of 87Rb atoms in trap 1 prior to the merging was the same
as the number of 85Rb present in trap 2. In this case we were only able
to achieve an equal merge of ≈ 40 % from each isotope, primarily due to
poorer transfer of 87Rb into the combined trap. We believe this is due to a
technical limitation whereby we were unable to completely compensate for
the smaller magnetic moment of 87Rb (µ87 = 3/4×µ85). To regain the same
trap stiffness as for 85Rb the magnetic field gradient has to increase by 4/3,
however, this was not possible due to the current limit of the power supply
to the coils. We note that for sympathetic cooling it is desirable to start
with a high ratio of refrigerant species to the species to be cooled e.g. > 30:1
(87Rb:85Rb) [216, 217]. Hence, despite this poorer merging efficiency, we are
able to create suitable conditions for sympathetic cooling of 85Rb with 87Rb,
either by choosing the appropriate ramp start distance or by simply loading
less 85Rb into trap 2. Specifically we have loaded 1.5× 108 87Rb atoms with
5× 107 85Rb atoms at a temperature of ≈ 200µK, enabling straightforward
access to similar starting conditions to experiments that employ separate
laser cooling setups for each isotope [216, 217].
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Figure 5.8: Merging of the two rubidium isotopes, using the optimum ramp length and
merging speed determined in the 85Rb experiments. Scaled atom number is
shown as a function of the ramp start distance. 85Rb is held initially in trap
2 and then merged with 87Rb in trap 1.
5.4 Discussion
Before concluding we mention two more points of interest regarding our ex-
perimental results. Firstly, all the experiments described have been repeated
at least twice over several months and the detailed structure seen in the merg-
ing plots of figures 5.6 (a), 5.7 (a) and 5.8 is reproducible. We believe this
is related to the dynamics of the atoms as they cross the magnetic potential
barriers outlined in our analysis in section II. This demonstrates the need
for precise control and synchronisation of the transport mechanism with the
gradient ramps in order to achieve reproducible merging. Secondly, despite
our best effort to obtain merging of ≈ 100 % of the atoms from each trap, we
were only able to achieve ≈ 75 % of each 85Rb cloud. A possible explanation
is that more energetic atoms in the cloud are colliding with the surface of
our vacuum chamber. However, we have repeated the merging with initial
cloud temperatures of ≈ 260µK and ≈ 70µK and saw no improvement in the
merging percentage for the colder atoms. An alternative explanation is that
we experience enhanced Majorana losses as the intermediate trap barriers are
reduced to zero during the merging. The extent of the region of magnetic
field where Majorana losses will occur again depends sensitively on the exact
trajectory through the potential map and this fact may also contribute to
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the detailed structure seen in the merging plots.
In general, the technique of magnetic merging we have described allows the
merging of any two magnetically trappable species and is not limited to
the case of an isotopic mixture. It offers an advantage whenever two atom
clouds cannot be laser-cooled in the same trap, for instance it circumvents
the problem of detrimental light-assisted collisions that occur in some two
species magneto-optical traps [270, 271]. Such collisions often severely limit
the achievable range of atom numbers (and their ratios) in the MOT. We
believe that as experiments in the field become ever more complex and so-
phisticated, techniques such as magnetic merging will become essential to
access new physics in these rich systems. The merging process can in princi-
ple be repeated several times allowing the generation of even more complex
mixtures comprising three [242] or more species. This could greatly extend
the range of possible physics in mixture experiments. Also our analysis of the
merging process is extendable to other trap geometries and may therefore be
of interest to the atom chip community.
Modern BEC experiments with differentially pumped vacuum chambers tend
to fall into two camps, those employing a push beam with a double MOT sys-
tem or Zeeman slower to collect atoms separately from the ultra-high vacuum
science chamber, or those employing a magnetic transport system to achieve
the same separation of collection and science zones. The latter method of-
fers the advantages of very long lifetimes in the science cell combined with
excellent optical access owing to the lack of MOT optics. Certainly in these
magnetic transport systems it is a relatively simple matter to implement the
magnetic merging that we have described as it is primarily a matter of syn-
chronising the magnetic-field-generating currents with the pre-existing coil
motion.
In our specific case of 85Rb and 87Rb we were able to use just one laser cooling
system (i.e. a cooling laser and a repumping laser with associated AOMs,
optics and fibers) to load each isotope at separate times before magnetic
merging. This considerable simplification allowed stable and reproducible
loading of the number of atoms of each isotope over a large range from zero
to 5×108 for each species and the ratio of the atomic numbers can be further
tailored reproducibly during the merging process. The technique allows equal
ratio mixtures to be realised which is often difficult in two species MOTs.
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5.5 Conclusion
In conclusion, we have demonstrated the magnetic merging of two ultracold
atomic gases by the controlled overlap of two initially well-separated mag-
netic quadrupole traps. We have shown that a simple 1D analysis of the
combined magnetic field potential as the two traps are brought together is
sufficient to identify and understand the region where merging occurs, and
leads to a clear prediction of the optimum trajectory for the merging. We
have verified this prediction experimentally using 85Rb and found that the
final atom number in the merged trap is maximised with minimal heating by
following the predicted optimum trajectory. We believe that optimal merg-
ing trajectories could be determined for any specific coil geometries and sizes
by following a similar methodology. We have used the merging technique to
multiply load atoms into a single magnetic quadrupole trap. Whilst this did
not produce an increase in phase space density, the accumulation of atoms
in a single trap can be beneficial for subsequent evaporative cooling. Finally
we have used the magnetic merging to create controlled variable ratio atomic
mixtures of the two isotopes of rubidium into a single quadrupole trap with
a simple laser system for laser cooling each isotope sequentially.
Chapter 6
Evaporation of 85Rb to BEC
and the formation of solitary
waves
6.1 Introduction
In this chapter we will discuss the experimental route that we have taken to
achieve Bose-Einsten condensation in 85Rb via direct evaporation and some
of the challenges that have been observed in the process. We also present
experiments that demonstrate the tunable nature of a 85Rb condensate and
the resulting formation of solitary waves in an optical waveguide.
6.2 85Rb and 87Rb: How two neutrons can
make all the difference
Our journey towards forming solitary waves out of 85Rb begins with creating
a BEC. We must first understand the potential challenges that will become
manifest when evaporation towards BEC is undertaken. These challenges
vary greatly between isotopes and 85Rb is a particularly difficult isotope
to condense for two reasons, which are presented below. If 85Rb is such a
difficult isotope to condense, while 87Rb is significantly more straightforward,
why focus our efforts on condensing such a difficult species? If we wish to
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create a solitary wave from this BEC, it is necessary to have excellent control
over the scattering length of the particles, which requires a method of tuning
the scattering length. We use a wide (10.7 G wide at 155 G) Feshbach
resonance in 85Rb [115, 278] to achieve this, which makes this isotope an
ideal candidate to study solitary waves, even though it is very difficult to
condense. While, in comparison, 87Rb is much easier to condense, the widest
Feshbach resonance that has been discovered in this isotope is only 0.2 G
wide and at a high field (1007 G) [279], which would result in very poor
control of the scattering length of 87Rb.
There are two factors that one must take account of to determine if efficient
evaporation of a cloud of atoms is going to occur; the rate of elastic collisions
and the rate of inelastic collisions. Elastic collisions rethermalise the cloud
when hot atoms are lost from the trap, the result of which is the reduction
in temperature and a possible increase in phase space density of the cloud.
Competing against the elastic collisions are the inelastic collisions1, which
remove atoms from the trap that on average have less than the mean energy
of an atom in the cloud. The resulting effect of this is to heat the cloud, de-
creasing its phase space density. The ratio of elastic to inelastic collision rates
(Γel/Γin) will become an important quantity to consider in our evaporation
to BEC and will govern the amount of time we spend evaporating.
6.2.1 Elastic scattering cross-section
The rate of elastic collisions in our cloud of atoms is given by [280]
Γel = 〈n〉σ 〈vR〉 , (6.1)
where 〈n〉 is the mean density of the cloud, σ is the elastic scattering cross-
section and 〈vR〉 is the mean relative speed of the trapped atoms and is given
by [281]
〈vR〉 =
(
16kBT
mpi
)1/2
. (6.2)
Both 〈vR〉 and 〈n〉 are essentially independent of the isotope of rubidium
1An example of this is the process that forms molecules in the trap, causing three-body
loss.
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Figure 6.1: The elastic scattering cross-section for collisions between the rubidium iso-
topes. The minimum in the s-wave partial cross section at 375 µK causes a
significant decrease in the total cross section for 85Rb. From [282].
we are working with2. The same cannot be said for σ, as this is strongly
isotope and collision energy dependent, with variations over orders of mag-
nitude [282]. Figure 6.1 shows the scale of variation in the elastic scattering
cross-section for different rubidium isotopes and collision energies.
For collision energies above 100 µK it can be clearly seen that σ is significantly
smaller for 85Rb–85Rb collisions in comparison with 87Rb–87Rb or 85Rb–87Rb
collisions. At its lowest point—around 300 µK—σ87Rb ∼ 50σ85Rb. We start
our evaporation at T ∼ 300 µK and collision energy is dependent on the
mean relative velocity,
〈Ecol〉 = 1
2
m 〈vR〉2 = 8kBT
pi
. (6.3)
Substituting T ∼ 300 µK into (6.3) gives 〈Ecol〉 ∼ 760 µK. As we evap-
orate our cloud, the cross-section becomes smaller and smaller until T ∼
120 µK, where the elastic collision rate has reached its most inefficient point.
Throughout this process, our evaporation is a lot less efficient than if we were
using 87Rb. The result of this inefficiency is an increase in the rethermalisa-
tion time, resulting in the need for longer evaporation times. Unfortunately,
due to inelastic losses, this means we are actually throwing away more atoms
2With the exception of a small factor of
√
85/87 due to the mass being present in 〈vR〉.
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in order to achieve the same phase space density in 85Rb. Eventually, at
T ∼ 40 µK, when we are about to load the optical dipole trap, the cross-
sections of different isotope collisions become comparable. We now, however,
have another effect to contend with!
6.2.2 Inelastic losses
In 85Rb not only do we have problems with the elastic scattering rate but
also the addition of very high inelastic collision rates. Inelastic collisions
are those which heat the cloud due to losses of particles with lower than
the mean energy. These loss mechanisms have to be continuously fought
against during the entire evaporative cooling process if you want to reach
BEC. One particular method is described in section 6.4.2. The three typical
loss mechanisms that are experienced by a cloud of atoms during evaporative
cooling are shown in Fig. 6.2.
The first of these, two-body dipolar relaxation, occurs when two particles in
the cloud collide, causing their spins to flip to an untrapped state and its
rate is described by
Γ2B = −K2 〈n〉 . (6.4)
It is important to note that the two-body decay constant, K2, for
85Rb is
orders of magnitude larger than in 87Rb, which contributes to the difficulty
in evaporative cooling [218, 272],
K2
(
85Rb
)
= 3× 10−14 cm3 s−1, K2
(
87Rb
) ≈ 10−18 cm3 s−1. (6.5)
(a) (b) (c)
Figure 6.2: The three main loss mechanisms during evaporative cooling are: (a) two-
body dipolar relaxation, where two atoms collide and their spins are flipped
and are no longer trapped, (b) three-body recombination, where three atoms
collide, forming a molecule, which is lost from the trap and (c) background
collisions, where a hot atom from outside the cloud collides with an atom in
the cloud, transferring kinetic energy, leading to loss of the atom.
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Due to its dependence on the square of the density of the cloud, three-body
recombination becomes increasingly prevalent as we approach BEC. This is
where three particles collide causing the formation of a molecule, which is no
longer trapped, with a rate given by
Γ3B = −K3
〈
n2
〉
. (6.6)
The three-body decay constant K3 has been shown to scale with the scatter-
ing length as a4 [283–285]. We also find that the three-body decay constant
is around three orders of magnitude larger in 85Rb than 87Rb [218, 286],
K3
(
85Rb
)
= 5− 10× 10−25 cm6 s−1, K3
(
87Rb
)
= 4× 10−29 cm6 s−1.
(6.7)
It is important to note that both K2 and K3 are dependent on the scattering
length of an atom [287–289], and therefore dependent on the magnetic field
across a cloud of 85Rb atoms. Therefore, the values of K2 and K3 can be
changed by orders of magnitude around a Feshbach resonance [79, 116, 290,
291].
The final general loss mechanism is through collisions with high energy back-
ground particles in the vacuum, which is independent of the isotope that we
are cooling. These particles have not been cooled, hence, they have much
greater energy than atoms in the cloud. These collisions will cause an evap-
oratively cooled atom to be kicked out of the trap due to conservation of
momentum. The lifetime due to background collisions, τBack, is a quantity
that is measured for a particular vacuum system and can then be converted
to a rate,
ΓBack =
1
τBack
. (6.8)
While the first three can be applied to any generic trap, there is a further
loss mechanism that occurs within a trap containing a magnetic field zero,
such as a quadrupole trap, and these are Majorana spin-flips. The flip of
spin to an untrapped state can occur while the atom travels close to the field
zero. The rate at which Majorana spin-flips occur in a quadrupole trap has
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been calculated as [214]
ΓMaj = 1.85
~
m
(
mFgfµB
kBT
∂B
∂r
)2
. (6.9)
When atoms are being stored in a dipole trap, the scattering of photons can
also lead to heating of the atom cloud; the rate of which can be quantified
by (13) in [207].
6.3 Methods of condensing 85Rb
When we choose to attempt the condensation of a difficult species, like 85Rb,
we have two routes that can achieve degeneracy, each of which has its pros
and cons. Both of these routes use evaporative cooling as their workhorse,
but the species which is cooled differs. Figure 6.3 shows a schematic of
evaporative cooling in quadrupole and dipole traps. We shall discuss the
routes and elaborate on the relevant issues below.
(a) (b)
F
m  = -1
F
m  = 0
hf
hf
hf
hf
F
m  = -2
Figure 6.3: Two typical schemes of evaporative cooling. In (a) a radio frequency ‘knife’
is applied to a magnetic quadrupole trap to remove atoms above a chosen
energy level, by flipping their spin. The application of an rf-field reduces the
energy gap between adjacent magnetic sub-levels, resulting in a degeneracy
between the sub-levels for high energy atoms. These high energy atoms
eventually reach magnetically untrappable states, allowing evaporation to
occur. In (b) the depth of an optical dipole trap is reduced to allow high
energy atoms to escape while continuing to trap lower energy atoms, thus
reducing the temperature.
6.3.1 Direct evaporation
The simplest method to use in our attempt to reach degeneracy is direct
evaporation, in which our trap only contains one species—in our case 85Rb.
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What we mean by direct evaporation is the cooling of an atomic species by
the gradual removal of atoms, of that species, that have an energy that is
greater than the mean energy of an atom in the cloud. As a result of this,
the cloud rethermalises and cools and this has been the standard way to
achieve Bose–Einstein condensation since the method was first presented in
this context [292, 293].
If we can efficiently evaporate our species, direct evaporation is the clear
method to use, as we maintain the simplicity of only needing one laser system
for the isotope that we are evaporating. The complication arises when a
species is particularly inefficient to condense, like 85Rb. In this circumstance
it is necessary for the experimentalist to decide whether simplicity in the
apparatus trumps the difficulty of achieving degeneracy. One downside is
that the final atom number in the condensate will typically be very low, due
to the high inelastic collision rates throughout the entire process. Direct
evaporation was the method used to reach degeneracy for the first time in
85Rb [15], achieving atom numbers of around 104 in a pure condensate.
6.3.2 Sympathetic cooling
It may be important to have as many atoms in a BEC as possible. In this
case sympathetic cooling can be undertaken at the expense of a more com-
plex experimental apparatus (e.g. see [294]). Sympathetic cooling uses an
evaporatively efficient species to act as a thermal bath in which to cool a
‘difficult’ species via elastic collisions. As can be seen in figure 6.1, the
elastic scattering cross-section for 85Rb–87Rb collisions is around an order of
magnitude greater at the start of the evaporation process than for 85Rb–85Rb
collisions. This results in an increased collision rate, which means that we
can undertake evaporation rapidly, reducing the impact of inelastic losses.
Since the first demonstration of sympathetic cooling between 85Rb and
87Rb [215] there have been two groups that have created a BEC via this
method [217, 248]. By combining a small cloud of 85Rb atoms and a much
larger cloud of 87Rb atoms3, the 87Rb atoms could be preferrably evaporated
away with minimal loss to the 85Rb atoms. The resulting BECs have had
atom numbers as high as 8× 104 [248] and 105 [116].
3In the case of [216, 248], the ratio 85Rb:87Rb at the start of evaporation was as high
as 1:300.
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A separate laser system for each species is not essential in order to undertake
sympathetic cooling, as we have demonstrated in chapter 5. All that is
needed is a method with an end result of a mixture of 85Rb and 87Rb. If
merging was undertaken to achieve this goal, the amount of experimental
apparatus used would be significantly reduced, however this method is still
more complicated than undertaking direct evaporation.
6.3.3 The chosen method of this experiment
Weighing up the pros and cons of the two above methods, we have chosen
the more simplistic experimental setup and undertake direct evaporation,
at the expense of smaller atom numbers. However, we will demonstrate in
the following sections that through careful optimisation of our evaporation
trajectory, it is possible to achieve atom numbers as great as 5 × 104 in a
BEC in our experiment via direct evaporation.
6.4 Condensing 85Rb through direct evapora-
tion
Our typical route to degeneracy when we initially formed a 85Rb condensate
can be seen in table 6.1. This table summarises how the atom number, cloud
temperature and phase space density changes throughout our experimental
routine.
Stage Number Temperature PSD
Transfer to static quadrupole trap 3.5× 108 300 µK 5× 10−8
End of RF evaporation 3.5× 107 42 µK 5× 10−5
Transfer to crossed-dipole trap 5.5× 106 14 µK 2× 10−3
Evaporation at low bias field 1.8× 106 3 µK 1× 10−2
Ramp bias field to 170 G 8.7× 105 2 µK 2× 10−2
Evaporation at 175 G 2.5× 105 150 nK 0.7
Evaporation to BEC at 161 G ≈ 5× 104 ≈ 15 nK > 2.61
Table 6.1: The route to degeneracy in 85Rb. These were the parameters oberserved for
the initial period of BEC formation, relating to [79]. The exact routine used
in this period differs slightly from the routine presented in table 6.2.
The main points to note in our experimental routine are that we load 3.5×108
atoms at 300 µK into the static quadrupole trap in the science cell; the load-
Chapter 6. Evaporation of 85Rb and the formation of solitary waves 141
ing of the crossed-dipole trap increases the phase space density of the cloud
by nearly two orders of magnitude due to rapid initial evaporation; we evap-
orate at ∼ 175 G for as long as we are able as the losses are minimised at
this field, but the interactions are attractive; and we ramp the field from
∼ 175 G to ∼ 161 G to continue with slightly less efficient evaporation to
degeneracy at a repulsive, stable, scattering length. This final relatively effi-
cient evaporation field region was originally discovered in the first experiment
that condensed 85Rb [15].
Table 6.1 gives the cloud parameters that we achieved when we first observed
condensation of 85Rb [79] (see red circles in figure 6.4). The majority of data
presented in the rest of this section has been obtained six months after the
initial observation, with some significant differences, such as a reduced atom
number in the BEC (N ∼ 5 × 103). Careful optimisation has not resulted
in the discovery of the reason why the atom number has reduced by an
order of magnitude. While this situation may not seem optimal, it has not
prevented us studying the dynamics of solitary waves as Ncr ∼ 3000 for our
trap parameters, therefore, we have sufficient atom numbers to be able to
create single solitary waves close to the critical number.
Figure 6.4 shows the evaporation trajectory originally undertaken in [79] (red
circles), while the most recent evaporation trajectory is shown underneath
(black squares). We will discuss in more detail each stage of this evaporation
process and will regularly refer back to figure 6.4 in the process.
6.4.1 Quadrupole trap
Our evaporative journey begins in the science cell with our atoms contained
in the static quadrupole trap. At this point we have a cloud of atoms with
N ∼ 3.5 × 108 and T ∼ 300 µK, resulting in a phase space density more
than seven orders of magnitude away from degeneracy. The gradient of the
quadrupole trap is 180 G cm−1 throughout this entire process. The cloud
must be cooled and this is undertaken via radio-frequency (RF) evaporation.
In figure 6.3 (a) we see a schematic of RF evaporation occurring in a magnetic
quadrupole trap. We apply an RF-field with a frequency f , resulting in a
total energy of ERF = hf imparted to the atoms in the quadrupole trap. In
exactly the same way as the Majorana mechanism, it is possible for an atom
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Figure 6.4: The evaporation trajectory to BEC in 85Rb. Red circles: The original tra-
jectory taken in the first period of forming a 85Rb BEC. Black squares: The
current trajectory, which shows a reduced atom number in our BEC, which
optimisation has not been able to correct for (see section 6.4.4).
to flip into a different degenerate magnetic sub-level if it spends a suffiently
long time in that region. In other words, we essentially need our atom to
have reached close to its turning point in the trap, such that almost all its
kinetic energy has been converted into potential energy. The total energy,
Etot, of one of these atoms in the trap is now expressed by (3.1). At this
moment we want the atom to have suffient energy to be able to transfer into
the adjacent magnetic sub-level, which can be expressed as
hf = ∆mFgFµBB, (6.10)
where ∆mF = 1. Rearranging (3.1) in terms of Etot results in
B =
Etot
mFgFµB
. (6.11)
Remembering that ∆mF = 1, substituting (6.11) into (6.10) gives the energy
at which atoms are removed from the trap in terms of the RF-energy imparted
to them,
Etot = |mF |hf. (6.12)
Placing typical values into (6.12) (mF = −2 and f = 25 MHz) results in
Etot = 2.4 mK, which means that if our cloud is at 300 µK, we are removing
atoms at 8kBT . The energy surface at which we are removing atoms is
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described by the evaporation parameter η, where the energy is given by
ηkBT . Therefore evaporation in our quadrupole trap occurs at η ∼ 8.
We undertake three RF ramps, aiming to halve the temperature of our cloud
at each stage. At each of these stages we aim to maximise the efficiency of
evaporation, by removing as few atoms as we are able while reaching as high
a phase space density as possible. The parameters that we can tune are the
initial, fi, and final, ff , value of frequency and the time to spend ramping
between these values. The first ramp that we undertake is fi = 25 MHz to
ff = 7 MHz in 20 s, which takes us to the point RF 1 in figure 6.4. RF 2
follows with a ramp of fi = 7 MHz to ff = 4 MHz in 5 s and, finally, RF 3
completes the process with a ramp of fi = 4 MHz to ff = 2.4 MHz in 1 s.
The final atom number and temperature at the end of the RF evaporation
is N ∼ 2.5 × 107 and T ∼ 40 µK. Majorana losses become too significant
beyond this temperature, therefore, we need to transfer our atoms into a trap
that does not contain a magnetic field zero—the crossed dipole trap.
6.4.2 The importance of the Feshbach resonance
The origin of a Feshbach resonance is described in detail elsewhere [259],
therefore, we will not cover this again here. Instead, we must focus on the
important role that the 85Rb 155 G Feshbach resonance plays in achieving a
BEC. The presence of a Feshbach resonance in an atomic species allows the
tuning of its scattering length, over many orders of magnitude, by varying the
magnetic field across a cloud. The functional form of the resonance is [259]
a(B) = abg
(
1− ∆
B −B0
)
, (6.13)
where abg is the scattering length far from the resonance, while ∆ and B0
are the width and position of the resonance respectively. The values of
the parameters for the Feshbach resonance that we use to condense and
form solitary waves are [115] abg = −443(3) a0, B0 = 155.041(18) G and
∆ = 10.71(2) G. Using these parameters we can plot the scattering length
against applied magnetic field around this resonance, resulting in figure 6.5.
By placing ourselves to the right of the Feshbach resonance (B > 155 G),
we are in a region where the scattering length of our atoms can be varied
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Figure 6.5: The 85Rb 155 G Feshbach resonance. This broad Feshbach resonance
(∆ = 10.71 G) has been the workhorse for forming a 85Rb BEC and soli-
tary waves for more than ten years. For B > 155.041 G we are in the region
where we can form stable repulsive condensates, non-interacting condensates
and form solitary waves.
continuously over many orders of magnitude, from strongly repulsive to very-
weakly-interacting to strongly attractive. It is this continuous variation, with
a zero crossing, that allows us to have precise control over the interatomic
interactions of our atoms, allowing the formation of stable condensates in
the repulsive region or solitary waves in the weakly attractive region. The
precision of the scattering length is dependent on the stability of our magnetic
field and the gradient at the zero crossing. Differentiating (6.13) we obtain,
da
dB
= abg
∆
(B −B0)2
. (6.14)
By definition, around a = 0 the magnetic field is B ≈ B0 + ∆, resulting in,
da
dB
≈ abg
∆
. (6.15)
Putting the values of abg and ∆ into (6.15) we obtain da/dB ≈ −40 a0/G.
The other isotope where solitary waves have been created is 7Li and its very
broad Feshbach resonance, used to create solitary waves, has a gradient that
significantly increases stability in the scattering length around the field zero
(da/dB ≈ 0.13 a0/G) [295]. While this increased stability may be beneficial
in creating solitary waves, below we will demonstrate that 40 a0/G is perfectly
adequate to allow the formation of stable solitary waves.
Chapter 6. Evaporation of 85Rb and the formation of solitary waves 145
6.4.3 Crossed dipole trap
The experimental routine from the point of loading the dipole trap to the
creation of a 85Rb BEC is given in table 6.2. We give the gradient of the
static quadrupole trap, the bias field and the power of the crossed dipole trap
beam. These are the key parameters that govern if we will form a BEC.
Action Time Quad (G cm−1) Bias (G) Dipole (W)
Quad ramp 0.5 s 180→ 21.5 0 10
Hold 0.1 s 21.5 0 10
Dipole ramp 1 5 s 21.5 0 10→ 2.7
Bias ramp 50 ms 21.5 0→ 175 2.7
Dipole ramp 2 1 s 21.5 175 2.7→ 1.7
Dipole ramp 3 3 s 21.5 175 1.7→ 0.7
Bias ramp 10 ms 21.5 175→ 161 0.7
Quad ramp 0.1 s 21.5→ 26.5 161 0.7
Dipole ramp 4 6 s 26.5 161 0.7→ 0.3
Hold and reach BEC 2 s 26.5 161 0.3
Table 6.2: The experimental sequence used to reach degeneracy in 85Rb. The time for
each evaporation stage and the values of the static quadrupole trap gradient
(Quad), bias field (Bias) and crossed dipole trap power (Dipole) throughout
the evaporation to BEC are given.
In the process of transferring the cloud from the magnetic quadrupole trap
into the crossed optical dipole trap we lose around 75% of our atoms, but
gain a factor of 25 in phase space density, due to rapid evaporation and a
tighter trap. This corresponds to an evaporation efficiency of 2, as quanti-
fied in (6.16). Following the loading of the dipole trap, the gradient of the
quadrupole trap is ramped from 180 G cm−1 to ∼ 21.5 G cm−1, just below
levitation against gravity, in 0.5 s. We hold the atoms in the new trap, with-
out any further purturbations, for 0.1 s, to allow them to equilibrate, before
begining the first ramp of the dipole trap.
We make our initial ramp of the dipole trap power from 10 W to 2.7 W,
reducing the depth of the trap by around a factor of four. This reduces the
atom number by approximately a factor of 10, however, this increases the
phase space density by approximately the same factor, due to the decrease in
temperature. At the end of the first dipole ramp we choose to ramp the bias
field from 0 G to 175 G, on the other side of the Feshbach resonance. This
serves two purposes; optimising the ratio of elastic to inelastic collision rates
(see section 6.4.3) and changing from the hybrid to the levitated trap config-
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Figure 6.6: The hybrid and levitated trap configurations at the end of dipole ramp 1
(see table 6.2). Surface plots give the two-dimensional potential along the
vertical and horizontal directions. (a) The hybrid configuration, where the
quadrupole trap is on at 21.5 G cm−1, no bias field is present and the dipole
trap power is 2.7 W. Evaporation occurs along the vertical direction (red
line), due to gravity, as the quadrupole trap keeps atoms confined in the
horizontal direction (black line). (b) The levitated configuration, the same
as (a) except with an applied bias field of 175 G, which moves the quadrupole
trap zero far away for the crossed dipole trap centre. There is now negligible
confinement in the horizontal direction, leading to evaporation along the
beams, instead of the vertical direction.
uration (see figure 6.6) [72, 79]. The dipole trap lies ∼ 160 µm below the zero
of the quadrupole trap, which results in the horizontal (black line) and ver-
tical (red line) potentials shown in figure 6.6 (a), with the insets showing the
the 2D potential surface along the horizontal and vertical directions. Evapo-
ration occurs along one side of the vertical direction, with atoms spilling out
of the trap, due to the quadrupole field gradient not quite cancelling gravity.
On the other side a very steep gradient can be seen, due to the quadrupole
gradient summing with gravity resulting in a force approximately twice that
of gravity. Along the horizontal direction the quadrupole trap keeps any high
energy atoms in the cloud from escaping along that direction.
The application of a moderate bias field (∼ 175 G) significantly changes the
picture (see figure 6.6 (b)). The effect of this is to shift the magnetic field
zero far away, resulting in negligible magnetic trapping along the horizontal
direction4 and a magnetic potential in the vertical direction that partially
cancels the gravitational field. Evaporation now occurs along the horizontal
direction, due to the lack of any notable confining magnetic potential.
4This trapping is only negligible when our cloud is relatively hot. We will find in section
6.7.1 that this weak trapping (ωx ∼ 2pi×1.17 Hz) is essential to observing the propagation
of a solitary wave along an optical waveguide.
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Investigating the evaporation parameter
Earlier we introduced the evaporation parameter, η, which quantifies the
energy of the atoms that are evaporated from a particular trap. This can
be thought of as the energy at which the Maxwell-Boltzman distribution is
truncated. The energy at which the distribution is truncated varies depend-
ing on the geometry of the trap in which evaporation is occurring. When we
were investigating the condensation of 87Rb we quantified the evaporation
parameter for three different types of trap5; the hybrid and levitated, which
we have met already, and the pure crossed dipole trap, for which no magnetic
trapping is present. Figure 6.7 shows the result of this analysis.
The method of determining the evaporation parameter was to transfer a cloud
of atoms into the crossed dipole trap, at a variety of different beam powers.
In each case the cloud was allowed to rethermalise with this new trap and its
temperature was measured. The temperature data was scaled by a factor of
η to fit to the trap depth data obtained using our dipole trap simulator and
the gradient of the data was not altered. For the hybrid trap, evaporation
occurs in the vertical direction, with η = 12.6 ± 0.5. Contrasting this, in
the levitated trap evaporation now occurs preferably along the beams in the
horizontal direction, with η = 9.8± 0.5. Finally, very interesting evaporative
behaviour occurs in the pure trap, where the type of evaporation changes
from the horizontal direction, with the evaporation parameter transitioning
between η = 11.0± 0.5 at low powers to η = 8.7± 0.5 at higher powers. The
transition between these two values occurs in the region bounded by the two
thick lines in figure 6.7. The reason for this transition in the pure trap is
because initially gravity has very little effect on reducing the trap depth in
the vertical direction at high powers, however, as the power of the beam is
reduced, the trap depth also reduces and gravity has a greater effect, causing
the trap to disappear completely below 1 W.
The value of the evaporation parameter is determined by the heating rate in
the trap. In the ideal scenario, where there was no heating of the cloud in
the trap, the only way to maintain equilibrium would be for no evaporation
to also occur. In other words, in a system with no mechanism for heating
η →∞. As the heating rate increases, the value of η must decrease, balancing
5Note that this is the only section of this chapter in which we investigate 87Rb. However,
the same principle should also apply to 85Rb.
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Figure 6.7: The effect of trap geometry on the evaporation parameter. A 87Rb cloud
was transferred into the crossed dipole trap and allowed to rethermalise with
the trap at a variety of different powers. The data points are experimentally
obtained and are scaled by a variable η to the trap depth calculated using the
dipole simulator (see section 4.6.2). The evaporation parameter for each type
of evaporation is given. In the hybrid trap (blue line/squares), evaporation
always occurs along the vertical direction, as the application of a magnetic
field gradient confines atoms in the horizontal direction. In the levitated trap
(red line/circles) evaporation always occurs along the horizontal direction,
as when gravity has been compensated for the trap will always be more
shallow horizontally. Interesting behaviour can be seen in the pure trap
(black dashed line/squares); initially evaporation occurs along the horizontal
direction with it switching rapidly to the vertical direction as the tilting of
the trap, due to gravity, has a greater effect on the shallower trap. Points
in the intermediate regime of the pure trap (between the two thick lines)
transition from one value of η to the other.
this heating rate with an increased cooling rate. Therefore, a trap with a
lower value of η must be causing a greater heating rate of the cloud, in order
to maintain equilibrium. From figure 6.7, greater heating rates appear to
occur in the horizontal direction. The reason for this is most likely because
it is more difficult for atoms to actually escape this way. There is still weak
trapping over a long distance, which can slow the escaping atoms and turn
them around to smash back into the cloud, encouraging mechanisms for
heating. Along the vertical direction any atoms that escape the trap are lost
forever, as the background potential, due to gravity, accelerates the atoms
away from the trap, providing more efficient evaporation.
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Balancing inelastic losses and rethermalisation
Throughout the rest of the evaporation to BEC we are very careful to be as
efficient as possible. We quantify the efficiency as
Efficiency = −log10
(
PSDf/PSDi
Nf/Ni
)
, (6.16)
where PSDf,i are the final and initial phase space densities either side of one
evaporation stage and Nf,i are the final and initial atom numbers during the
same stage. This is what we plot in figure 6.8 (a).
As our cloud cools, the density increases, resulting in increased two- and
three-body loss rates. As discussed earlier (see section 6.2.2), the magnitude
of the loss rates in 85Rb make it a very difficult species to condense. Our
method of gaining an upper hand is to exploit the 155 G Feshbach resonance
to tune the ratio of elastic to inelastic collisions. Building on the previ-
ous work by another group [290], we studied the efficiency of evaporation
as a function of magnetic field. As one scans the field from 160-200 G it is
known [290] that there is a minimum in the elastic scattering rate at 167 G,
while the minimum in the inelastic collision rate is offset at 175 G. This off-
set is advantagous to us, because if we tune our magnetic field to 175 G, we
place ourselves in a region where we can undertake relatively efficient evap-
oration. The efficiency of evaporation as a function of magnetic field can
be seen in figure 6.8 (a), which was undertaken as work contributing to [72]
and [79]. Counterintuitively, the evaporation is least efficient very close to
the minimum in the three-body loss rate (see figure 6.8 (d)). This is due to
the minimum in the elastic scattering rate, as the effective size of our atoms
becomes very small (see figure 6.8 (c)). Rethermalisation is critical if we
want to evaporatively cool a sample of atoms, and the rate at which rether-
malisation occurs close to a = 0 is very slow (Γel ∼ 10−3 s−1 [290]), therefore
as we attempt to evaporate our sample, we instead just chop away hot atoms
without the cloud having the oppotunity to cool (see figure 6.8 (b)). Just
beyond a ∼ 0 at B > 175 G we find significantly more efficient evaporation
due to the increase in the elastic scattering rate (Γel ∼ 10−1 s−1 [290]) while
the inelastic collision rate still remains close to its minimum.
In order to extract a three-body loss coefficient at a particular magnetic field
we placed a cloud of atoms at T ∼ 1 µK into a deep trap (more than 20
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Figure 6.8: The effect of the Feshbach resonance on evaporation efficiency. The red
dashed line gives the position of a = 0. (a) Efficiency, defined in (6.16),
during an evaporation ramp to BEC. Evaporating at B > 175 G increases
efficiency, before the field must be switched to 161 G to form a stable re-
pulsive BEC. (b) The inefficiency in (a) is due to the cloud’s inability to
rethermalise and cool. The peak in temperature coincides with a ∼ 0. (c)
The scattering length of 85Rb around the 155 G Feshbach resonance. (d)
The variation in the three-body loss coefficient for 85Rb near the 155 G
Feshbach resonance. The minimum in K3 occurs very close to a = 0 but
is suffiently far away to be able to exploit during evaporation to increase
efficiency. From [72].
times the cloud temperature). The atom loss and heating of the cloud was
observed and a pair of coupled differential equations were fitted to the atom
number and temperature data. These equations are [296]
dN
dt
= −αN − γN
3
T 3
and
dT
dt
= γ
N2
T 3
(T + Th)
3
, (6.17)
where α is the background loss rate, γ = K3(mω
2/2pikB)
3/
√
27, with ω
being the geometric mean of the trap frequencies, and Th is the heating
associated with the loss of one atom via three-body recombination. Both
two- and three-body loss occurs in the cloud, however, they can be very
difficult to distinguish through fitting [290]. Therefore, rather than add even
more parameters to fit, we determined that as the density in the trap at
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Figure 6.9: Extracting the three-body loss coefficient. A cloud at initially T = 1.0(1) µK
and N0 = 1.1(1)× 105 is placed in a trap of depth ∼ 25 µK and allowed to
heat up. The magnetic field across the cloud is 159.89 G (535 a0). Through
this heating process K3 is extracted via (6.17). (a) The atom number remain-
ing in the trap as a function of time held in the trap. (b) The temperature
of the cloud in the trap as a function of time held in the trap. For this set
of data K3 = 1.0(1)× 10−25 cm6 s−1.
1 µK is relatively high, the three-body loss rate dominates. As a result we
neglected the two-body mechanism in the coupled fitting equations. Figure
6.9 gives example fits to number (a) and temperature (b) at 159.89 G (535 a0)
where K3 = 1.0(1)× 10−25 cm6 s−1. For more information see [72].
6.4.4 Reaching Bose–Einstein condensation
Two more ramps of the dipole trap power are undertaken at B ∼ 175 G,
further evaporating the cloud, resulting in a cloud with N ∼ 1.5 × 105 and
a phase space density of ∼ 0.3. These are the last steps before we take the
final route to BEC.
Following the three ramps of the dipole trap power that we have undertaken,
we are now very close to producing a 85Rb condensate. However, we must
first tune our interactions to be repulsive, rather than attractive, which is
the current configuration. If we did not do this we would be unable to form
a stable BEC. The change of sign of the scattering length is undertaken in
a 10 ms ramp of the bias field from ∼ 175 G to ∼ 161 G. This places us
in a region where evaporation is slightly less efficient (from figure 6.8, ∼ 1.5
instead of ∼ 1.8) and the efficiency is significantly more sensitive to the exact
magnetic field that we apply across the cloud (see figure 6.8 (a)), however,
we are now able to form a stable BEC.
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One final step is undertaken before the last ramp of the dipole trap power—an
increase in the quadrupole trap gradient to compensate for the 15% decrease
in the magnetic moment of a 85Rb atom due to the application of a moderate
bias field. If we did not increase the the quadrupole trap gradient, as we
reduce the power of the dipole trap beams, we would very quickly lose our
trapping in the vertical direction, as we are well below levitating against
gravity (see figure 6.6 (b)). By increasing the gradient, we levitate the trap
in the vertical direction, leading to an approximately flat background in the
potential and a more stable configuration in which to form a BEC.
We are now in the position to begin the final evaporation stages towards
BEC. The final ramp of the dipole trap power is from 0.7 W to 0.3 W in 6 s,
which cools our cloud significantly, however we have found that in order to
efficiently form a BEC, it is then necessary to hold the trap—changing no
parameters—for a further 2 s, in which time a BEC with N ∼ 5000 atoms
is found to form. The resulting transition from thermal cloud to condensate
can be seen in figure 6.10.
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Figure 6.10: The transition to Bose–Einstein condensation. The black, red and blue lines
give the one-dimensional cuts through the centre of the thermal, bimodal
and pure clouds in the relevant directions. (a) The thermal cloud just before
the BEC transition is reached (N ∼ 50000, PSD ∼ 2). (b) A bimodal cloud
just above the BEC transition (N ∼ 20000, PSD > 3.61). (c) A nearly pure
BEC with N ∼ 7000 and NBEC ∼ 5000.
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6.5 Demonstrating tunable interactions
Now that we are in possession of a BEC whose interactions we can tune,
there are a number of experiments that can be undertaken to demonstrate
such behaviour. The most straightforward of these is observing the time of
flight expansion of a condensate, in comparison with a thermal cloud, at a
variety of different values of scattering length. Breathing of the condensate
can also be observed for sudden changes in the scattering length, making the
cloud no longer in equilibrium with the dipole trap. Finally, collapse of the
condensate can be observed, as the scattering length is tuned to negative
values, leading to the formation of solitary waves.
6.5.1 Expansion and breathing mode oscillations
When we are in possession of a thermal cloud of dilute 85Rb, the interaction
energy is relatively low, due to the poor overlap of the individual particle
wavefunctions. However, once a condensate is formed, there is significant
overlap of the individual particle wavefunctions, increasing the possibility
for large interaction energies. While the BEC is still trapped, large repulsive
interactions can lead to the Thomas-Fermi regime, where the cloud takes
the inverted shape of the trap potential (see section 2.2.4). When releasing
from the trap, these strong repulsive interactions lead to a rapid expansion
of the condensate, particularly in directions where the trapping potential
had most strongly confined the cloud. Conversely, if a ∼ 0 the expansion
of the condensate is significantly reduced and we observe a much smaller
cloud at the same expansion time. For a thermal cloud we observe negligible
variation in the cloud size as a function of scattering length. Figure 6.11 (a)
gives an example of this from [72], where the cloud was released and allowed
to expand for 55 ms at a variety of magnetic fields. The expansion of the
BEC reaches its lowest point when a = 0, indicated by the red dashed line.
The increase in cloud size beyond a = 0 is due to collapse being initiated
(see section 6.5.2).
By making a sudden change in the scattering length of the atoms in the BEC,
it is possible to induce breathing mode oscillations, due to the sudden change
to a non-equilibrium parameter regime. The width of the cloud oscillates
around what would be its equilibrium width at the new scattering length.
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Figure 6.11: Demonstrating the tunable nature of a 85Rb BEC. (a) The root mean square
radius of a BEC (black squares) and a thermal cloud (red circles) 55 ms
after release from the crossed dipole trap at various magnetic fields. The
red dashed line indicates the position of a = 0. (b) Oscillations in the root
mean square radius of the cloud when the scattering length is suddenly
changed from ∼ 315 a0 to ∼ 50 a0 and held at this new scattering length.
From [72].
Contrary to the breathing of a non-interacting condensate, which would os-
cillate at twice the trap frequency, an interacting condensate breathes at√
5 ω [83]. Figure 6.11 (b) gives an example of such a breathing mode oscil-
lation from [72], where the scattering length of the atoms in the condensate
was instantaneously switched from ∼ 315 a0 to ∼ 50 a0. It is stated in [72]
that the trap frequency obtained from the data in figure 6.11 (b) is in good
agreement with the expected value.
6.5.2 Collapse of a condensate
As discussed in detail earlier (see section 2.2.7), a condensate is only stable,
in the homogenous regime, with attractive interactions, in a strictly one-
dimensional system. This is not experimentally viable, as we are only able
to create, at best, quasi-1D trapping geometries. Therefore, we introduce a
trapping potential, which enables quasi-stable attractive condensates to be
formed. The atom number at which collapse occurs is dependent on the scat-
tering length of the atoms in the condensate and the trapping geometry, as
seen in (2.25). In this experiment we observed the collapse of a condensate
in our approximately spherical crossed dipole trap. The result was qualita-
tively similar to that previously observed [26, 116]. More details of this can
be found in [72].
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6.6 The waveguide
In this section we will discuss the addition of a single beam to our experi-
mental apparatus, into which we transfer our BEC and subsequently form
a solitary wave. For reference during this section, see the diagram of the
experimental apparatus in figure 3.1.
6.6.1 The purpose and configuration of the waveguide
Our aim has been to study the formation and dynamics of solitary waves
in a quasi-1D trap geometry, in order to closely mimic the ideal one-
dimensional scenario often presented in theoretical simulations—the true soli-
ton. With this aim in mind we introduced an Innolight Mephisto 1064 nm
2 W laser [297], which created the waveguide beam. The beam was directed
through the back of our dove prism, at an angle of ∼ 45◦ relative to either
of the crossed dipole beams. This beam was focussed to a waist of 117 µm
and aligned with the crossed dipole trap (see the next section).
It is essential to perturb the the BEC as little as possible in the transfer from
the crossed dipole trap to the waveguide, therefore we matched the radial trap
frequency of the waveguide with the mean frequency of the crossed dipole
trap6 (ωr ∼ 2pi × 30 Hz). This trap frequency corresponds to a waveguide
power of 170 mW and the resulting axial trapping frequency is approximately
2pi × 0.1 Hz. This is not very useful for studying the dynamics of solitary
waves, as a full trap oscillation would take 10 s, however, the continued
presence of the quadrupole trap with the addition of the moderate bias field
leaves a ωx = 2pi × 1.16(1) Hz axial trapping frequency. Section 6.7 gives
further detail of the actual experimental routine undertaken to form solitary
waves.
6.6.2 Alignment of the waveguide
In the process of investigating the effect of applying a variety of different bias
fields, up to the 175 G that we typically apply during the levitated portion of
the experimental routine, we discovered a novel method of quickly aligning
6BEC was formed in the crossed dipole trap with ωx,y ∼ 26 Hz and ωz ∼ 36 Hz.
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Figure 6.12: Aligning the waveguide with the crossed-dipole trap. DT 1: The incoming
dipole trap beam. DT 2: The recycled dipole trap beam. WG: The waveg-
uide. Top frames: Vertical view. Bottom frames: Horizontal view. (a) The
application of a bias field of B ∼ 100 G reduces the confinement of atoms
horizontally in the trap, causing them to spread along one of the beams
of the crossed dipole trap. (b) The waveguide is turned on, resulting in a
new trap being formed approximately 2 mm away from the original dipole
trap. (c) The waveguide is positioned closer to the original crossed dipole
trap resulting in three traps being formed; one at the intersection of DT
1 and DT 2, another at the intersection of DT 1 and WG and the most
prominent at the intersection of DT 2 and WG. (d) A single trap is formed
once all of the beams overlap.
a new beam (the waveguide) with the initial crossed dipole trap.
Increasing the bias field from 0 G to a nonzero value moves the magnetic field
zero further away from the centre of the crossed dipole trap. As discussed
earlier (see section 6.4.3), the effect of this is to reduce the trapping in the
horizontal direction. At 175 G this trapping became negligible, however, at
intermediate bias fields7 we found that a scenario could be created where cold
atoms remained at the centre of the crossed dipole trap, while a significant
number of hotter atoms were found to spread out horizontally into one of
the beams (see figure 6.12 (a)). The result of this action was to reduce the
problem from a scenario where we are attempting to align a beam with an
object no greater than 100 µm in size, in both directions, to a scenario where
the object we are aligning with has now increased in size by more than a
factor of 20 in one direction. Essentially, this means that the alignment only
needed to be rough in the horizontal direction and we could focus our efforts
on a single parameter alignment along the vertical direction.
The remaining frames (b-d) of figure 6.12, show a new trap being formed,
when the waveguide is turned on (b) at the intersection of DT 2 and WG,
and the gradual alignment of the waveguide with the original crossed dipole
trap (c-d).
7In this scenario we are no longer strictly in the hybrid or levitated regime.
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6.6.3 Characterisation of the waveguide
Once we had demonstrated that the waveguide was aligned with the centre
of the crossed dipole trap, we decided to load a cloud that was hotter than we
would typically use. This action would allow us to profile the waveguide as
this ‘hot’ cloud would spread out along the beam, indicating any unexpected
behaviour. Any atom loss through spilling, due to gravity, should also be
clearly indicated via this method. In figure 6.13 a 100 nK cloud was loaded
into the trap after three dipole trap evaporation ramps were undertaken.
Over 100 ms it expands from a root mean square radius of ∼ 25 µm to
∼ 400 µm. The centre of mass of the cloud can be seen to accelerate away
from its initial position. This is a clear indication of the cloud being offset
from the trap centre. It was important to determine the source of this offset,
therefore we next investigated centre of mass oscillations in the axial and
radial directions of the waveguide.
In figure 6.14 we transferred a cold thermal cloud (close to the BEC tran-
sition) into the waveguide and allowed it to oscillate for a sufficient amount
of time to determine the radial and axial trap frequencies. In (a) multi-
ple, damped oscillations of this cloud can be seen over ∼ 4 s. By fitting a
damped sinusoidal curve to the data, an axial trap frequency of 1.16(1) Hz
Time (ms)
Time (ms)
400
300
200
100
00 20 40 60 80 100
0 20 40 60 80 100
200
400
600
0
W
id
th
 (
  m
)
C
en
tr
e 
of
 m
as
s 
( 
 m
)
100 ms
80 ms
60 ms
40 ms
20 ms
0 ms
Position (mm)
2.01.51.00.50
(b)
(c)
(a)
Figure 6.13: Loading a 100 nK cloud into the waveguide. Three evaporation ramps
are undertaken in the crossed dipole trap, resulting in a cloud with
N ∼ 1.5× 105 at T ∼ 100 nK. (a) This cloud is transferred into the waveg-
uide and expands over 100 ms. (b) The root mean square radius of the
cloud as a function of time after release from the crossed dipole trap. (c)
The centre of mass of the cloud as a function of time after release from
the crossed dipole trap. The centre of mass of the cloud can be seen to
accelerate away from its original position as it is initially horizontally offset
from the trap centre.
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Figure 6.14: Determining the axial and radial trapping frequencies of the waveguide via
centre of mass oscillations. (a) Axial trap oscillations were observed due to
the offset of the magnetic trap potential centre from where a cold thermal
cloud was released from the crossed dipole trap. An axial trap frequency of
1.16(1) Hz was measured and found to match the predicted trap frequency,
within error. (b) The waveguide was slightly misaligned radially from the
cross dipole trap in order to induce oscillations of the cold thermal cloud
in the radial direction. Fitting to the resulting centre of mass oscillatons
lead to a measurement of 22(1) Hz for the radial trapping frequency.
was extracted. We found good agreement with the predicted trap frequency
of 1.17 Hz, using the dipole trap simulator discussed in section 4.6.2. As
the axial trap frequency due solely to the waveguide was only ∼ 0.1 Hz,
we found the main source of trapping along this direction came from the
magnetic fields of the quadrupole trap and bias coils.
In figure 6.14 (b) we slightly misaligned the waveguide in the vertical direction
from the crossed dipole trap. This action induced centre of mass oscillation
in the radial direction of the waveguide. Through fitting of the sinusoidal
oscillations observed in (b) we extracted a radial trap frequency of 22(1) Hz.
There are two main factors that can affect the trap frequency in the vertical
(radial) direction; the extent to which the trap is levitated against gravity (in
other words, the quadrupole trap gradient) and the power of the waveguide
beam. The axial and radial waveguide trap frequencies obtained by the above
method were used in any later analysis undertaken in the experiment.
It is essential for any later experiments that involve solitary wave interactions
with barriers that we have excellent control of the velocity of the solitary
wave. The final characterisation experiment of the waveguide, shown in
figure 6.15, demonstrates our ability to control the centre of mass motion of
a cold cloud of atoms by applying an additional magnetic field in the axial
direction of the waveguide. This provides full control over the position of the
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magnetic trap centre, relative to the initial position of the cloud released from
the crossed dipole trap. As the (vertically) off-axis magnetic trap provides
harmonic confinement, shifting the position of the horizontal centre has a
significant effect on the acceleration of the cloud. Figure 6.15 (a) shows
how we are able to move the cloud in any direction that we wish or even
keep it stationary, by simplying adjusting the ‘shim’ field of these additional
magnetic coils.
As we have already determined an axial frequency of ωx = 2pi × 1.16(1) Hz,
we fixed this parameter and fitted a sinusoidal curve to each of the sets of
data. A horizontal trap centre could therefore be determined for each of these
curves and in figure 6.15 (b) we give the trap centre position as a function
of the applied magnetic ‘shim’ field. As can be seen, by simply applying
2-8 G the trap centre can be shifted by ∼ 2 mm, which would result in the
cloud actually being able to explore ∼ 4 mm of the waveguide potential.
We extracted a trap centre position, as a function of the magnetic field, of
0.41(1) mm G−1.
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Figure 6.15: Varying the centre of mass velocity of the cloud. A variable shim field is
applied along the axial direction of the waveguide, shifting the centre of the
quadrupole trap in the horizontal direction. (a) The trajectories of a cold
thermal cloud, close to the BEC transition, in the waveguide as a function
of time after relase from the crossed dipole trap. The cloud can be moved
in either direction and also be kept stationary. Gaps in the data are due to
noise in the imaging being greater than the signal of the cloud. Sinusoidal
fitting was undertaken, with a fixed frequency of 1.17 Hz to determine the
position of the trap centre. (b) The resulting trap centre as a function of the
applied shim field. The centre of the trap can be moved 0.41(1) mm G−1.
Chapter 6. Evaporation of 85Rb and the formation of solitary waves 160
6.7 The formation of solitary waves
Having demonstrated the transfer of a cloud of atoms from the crossed dipole
trap into the waveguide, we have reached the point where it is our desire to
form solitary waves. Our experimental sequence begins just after the final
stage given in table 6.2. This route to solitary wave formation is provided in
table 6.3.
Action Time Bias (G) a (a0) DT (W) WG (W)
Ramp to a = 0 50 ms 161→ 165.75 353→ 0 0.3 0
Hold 30 ms 165.75 0 0.3 0
WG on Switch 165.75 0 0.3 0.17
Switch to new a Switch 165.75→ 166.05 0→ −12 0.3→ 0 0.17
Hold in WG Vary 166.05 -12 0 0.17
Table 6.3: The experimental sequence used to create solitary waves in 85Rb. A contin-
uation of table 6.2. The length of each step is given, with ‘switch’ indicating
an effectively instantaneous step and the final hold in the waveguide (WG)
can vary in length depending on the experiment that is investigated. The
magnetic field (Bias) and corresponding scattering length (a) are given, along
with the crossed dipole trap (DT) and waveguide powers.
It is essential that we have a good grasp of the magnetic field applied to the
BEC, as this controls the scattering length and, hence, the interparticle inter-
action strength, for which BEC formation is very sensitive to. We calibrate
the magnetic fields in each experimental run via the method described in
section 3.2.2. As can be seen in table 6.3, the scattering length of the BEC,
before transfer into the waveguide, is a = 0. We quickly switch this to a new
value (typically a = −12a0 if we want to form a soliton) once the BEC is in
the waveguide and the crossed dipole trap has been switched off. The effect
of this final scattering length on the propagation of a BEC in the waveguide
is shown in figure 6.16 (a). As the scattering length is reduced, the expansion
rate of the BEC also reduces. When the scattering length reaches a suffi-
ciently negative value to counteract dispersion of the cloud (. −7 a0), there
is negligible expansion of the BEC and we have formed a solitary wave. In
figure 6.16 (b) the root mean square radius of the thermal component of the
cloud can be seen to be insensitive to the change in scattering length. This
bimodal data was fitted using the algorithm and function stated in section
4.6.1.
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Figure 6.16: The expansion of a condensate in an optical waveguide as a function of
scattering length. (a) The root mean square radius of the BEC component
in the waveguide. A non-dispersing wavepacket (solitary wave) is formed
for a . −7 a0. (b) The root mean square radius of the thermal component
of the cloud. This cloud continues to disperse, regardless of the value of a.
At a = −12 a0 the rate of expansion of the solitary wave is 0.04(2) µm ms−1,
in comparison with 0.46(4) µm ms−1 at a = 26 a0. While the expansion at
a = −12 a0 is not zero, within one standard deviation, there are a couple of
factors that could be the cause of this. The size of the bulk of the solitary
wave takes up no more than five pixels on the camera image, therefore, even
small amounts of noise could have a large effect on the measured cloud width.
The solitary wave may also be finding its equilibrium size in the waveguide
trapping geometry, causing this slight change in width.
6.7.1 Propagation of a solitary wave in a quasi-1D
waveguide
In figure 6.17 we compare the propagation of a solitary wave at a = −12 a0
(a) with that of a repulsive BEC at a = 26 a0 (b). The initial optical
depth is very high (> 2) due to the tight trapping of both the BEC and
the thermal component in the crossed dipole trap. In (a), once released,
the thermal component expands rapidly, reducing the total optical depth.
This results in a clear bimodal distribution in the propagating cloud, with an
expanding thermal component and a solitary wave component that maintains
its width at ∼ 10 µm for the whole data set. In comparison, in (b), when
a positive scattering length of a = 26 a0 is observed, both the thermal and
BEC components can be seen to expand with time, consistently reducing the
total optical depth. The bimodal distribution is more difficult to distinguish
due to the expansion of both components.
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Figure 6.17: The propagation of a solitary wave and a repulsive BEC in an optical
waveguide. The colour map corresponds to the optical depth of the cloud
and the data is truncated at an optical depth of 0.5. (a) The propagation
of a solitary wave at a = −12 a0 over 160 ms. After the release from
the crossed dipole trap at 0 ms, the thermal component rapidly expands,
reducing the total optical depth of the cloud. A clear bimodal distribution
can be seen from ∼ 60 ms onwards with the solitary wave maintaining a
width of ∼ 10 µm for the remainder of the time. (b) The propagation of
a repulsive BEC at a = 26 a0. A bimodal distribution is more difficult to
distinguish and the width of the cloud is seen to constantly increase.
Ideally it would have been desirable to compare the measured widths of the
solitary wave observed here with the predicted values given in section 2.5.3.
Unfortunately the predicted size is smaller than an individual pixel on our
image, therefore, determining a profile is not possible. Instead, a diffraction
limited imaging system, which we do not possess at present, may allow the
experimental profile to be measured. The measured width of ∼ 10 µm is
significantly overestimated when compared with the predicted ∼ 2 µm, which
we believe is due to aberrations from our imaging lenses.
6.7.2 Interaction of a solitary wave with a wide repul-
sive barrier
Once solitary waves were being created regularly, their interaction with a
wide repulsive (532 nm) barrier was studied in detail by ALM [72]. Clear
particle-like behaviour was observed for the solitary wave, with either full
reflection or full transmission, depending on the power of the barrier laser
beam. The solitary wave presented minimal breathing during reflection from
the potential, in comparison with a repulsive BEC, which is seen to breathe,
increasing its width by more than a factor of two. This clearly demonstrates
the advantage of using a solitary wave for cleanly probing reflection (quantum
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or classical) of a cloud of atoms from a potential.
The behaviour of the solitary wave observed during this investigation was
entirely classical in nature, as any form of quantum reflection would only be
expected for significantly narrower barriers (see section 2.5.1).
6.8 Conclusion
In this chapter we have discussed the differences between cooling 85Rb and
87Rb and how we decided to undertake direct evaporation of 85Rb, instead
of sympathetic cooling. We concluded that it was possible to create large
enough condensates of 85Rb, via direct evaporation, to study and out of
which to form solitary waves. We have demonstrated the tunable interactions
observable around the 85Rb 155 G Feshbach resonance. Finally, we presented
a novel method of aligning a single beam waveguide into which we transferred
our BEC, formed and propagated solitary waves.
Part IV
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Chapter 7
Towards solitary wave
interactions with a narrow
potential well
7.1 Introduction
Once solitary waves were regularly being formed, and they had been shown
to interact classically with a wide potential barrier, it became clear that the
next objective should be to observe manifestations of its quantum nature.
There were three possible options; observe solitary wave interactions with the
dielectric prism or introduce a narrow potential barrier or well formed from
a blue or red detuned laser beam. Rather than attempting the difficult task
of interacting the solitary wave with the prism, we decided to take a smaller
step by investigating solitary wave interactions with a narrow potential well.
A potential well offers the opportunity for observing the clearest quantum
signal as any reflection from the well would have to be quantum in nature
as the potential possesses no classical turning point. A repulsive barrier,
however, can display both classical and quantum reflection and transmission
(see sections 2.3.6 and 6.7.2), which makes the process of separating these
effects difficult.
In this chapter we will present the preparation and characterisation of the
laser beam that generates the potential well.
165
Chapter 7. Towards solitary wave interactions with a narrow well 166
7.2 Possible outcomes of interactions with a
potential well
The interaction between a solitary wave and an attractive potential can dis-
play rich physical behaviour. The three possible results of such an interaction
are transmission, (quantum) reflection and (resonant) trapping. A schematic
of this interaction can be seen in figure 7.1.
(a) (b)
Incoming Outgoing
Figure 7.1: Schematic of the outcome of a solitary wave interacting with a narrow poten-
tial well. Black line: total potential observed by the atoms. (a) A solitary
wave (red line) is initially offset from the centre of a weak harmonic trap
and released. It accelerates towards a narrow potential well, resulting in a
solitary wave–potential well interaction. (b) The result of the interaction
between the solitary wave and well. Reflection (red line), transmission (blue
line) and trapping (green line) can occur.
Interactions with a barrier would only result in transmission or reflection1,
which may seem simpler than the three outcomes from an interaction with
a potential well, however, distinguishing quantum from classical behaviour
remains the priority.
Partial, or total, quantum reflection of the solitary wave from the potential
well is the result that we are aiming to observe. Achieving this requires a
low momentum and a sudden change in potential (see (2.47)), therefore the
two key parameters that we must minimise in order to maximise our chances
of observing quantum reflection are the initial separation between solitary
wave and potential well and the waist of the beam forming the well. We
have already demonstrated the centre-of-mass velocity control of a cloud in
figure 6.15 and in section 7.5 we will discuss how we determine the waist of
the laser producing the potential well.
Observing and understanding the mechanisms for resonant trapping in soli-
tary wave–potential well interactions would be something very interesting to
1There could potentially be a case where a bound state of two solitary waves forms
around a barrier, however, this would be a very unlikely result of a solitary wave–barrier
interaction at non-zero velocity.
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explore, however, considering that we predict (see figure 2.3) that in order to
have a high probability of observing quantum reflection, we need a well with
waist < 2 µm, we would at best be able to observe the presence of a trapped
component. To add further difficulty, resolving the density distribution of the
trapped component, which arguably would be the more interesting aspect,
is completely out of the question as we are aiming to make the waist of the
well of order the limit of our high resolution imaging system (1.92 µm px−1).
The predicted maximum proportion of trapped atoms, in comparison with
the initial number in the solitary wave is ∼ 5% [298], which, considering our
solitary wave size is N ∼ 2500, leaves us with a maximum of 125 trapped
atoms. Observaing the presence of such a small number of atoms using our
high resolution imaging system may be possible (see section 7.4.4), as this
small number of atoms would be tightly confined, leading to an expected
optical depth2 of ∼ 0.5.
7.3 Experimental apparatus
Further to section 3.1.1, where an overview of our experimental apparatus
was given, we present an overview focussing specifically on how the laser
beam generating the potential well enters the science cell. Figure 7.2 shows
a schematic of the apparatus used to generate the light sheet that forms the
well.
The potential well light is generated by a homebuilt laser (more details of
which will be found in the thesis of MMHY), whose beam is sent through
a fibre mounted to the breadboard for the potential well laser light, seen in
figure 3.1. The collimated beam has a 1/e2 radius of 2.3 mm, with a beam
sampler to pick off light for control and stabilisation of the beam power via a
servo. The beam is sent towards to the cylindrical lens and is then reflected
down towards the science cell, travelling through a cube which allows the
potential well and vertical imaging to occur at the same time3.
2This is a rough estimate from the optical depth, width and number of atoms observed
in figure 7.5 (g).
3We eventually discovered that due to multiple reflections of the potential well beam
within the cube, 852 nm light leaked onto our imaging camera, making it very difficult to
image at the same time as using the potential well. In order to avoid this happening in
the future, the cube will eventually be replaced by a beamsplitter not at right angles to
the light.
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Figure 7.2: (Not to scale) Schematic of the apparatus that generates the potential well.
An ∼ 12 mW 852 nm Gaussian beam is formed into a light sheet using the
combination of a f = 160 mm cylindrical lens and a f = 18 mm aspheric lens.
The 852 nm beam intersects with the waveguide, resulting in the formation
of a potential well. Counter-propagating 780 nm light allows high resolution
imaging to occur, with the 70:30 (R:T) cube directing the imaging light into
the page to a camera.
The one-dimensional potential (for reference see figure 7.1), along the axial
direction of the waveguide, formed by the combination of potential well and
waveguide is
UB−WG(x) =
1
2
mω2xx
2 +
2αP
piwxwy
exp
(
−2x
2
w2x
− 2y
2
w2y
)
, (7.1)
where the first term is the broad background potential characterised by
ωx, which is the trap frequency due to the magnetic quadrupole trap
(2pi × 1.16 Hz), and the second term is the potential due to the 852 nm light
sheet, forming the potential well, where P is its power, α is defined by (7.15),
wx is its narrow waist (∼ 2 µm) and wy is its broader waist (∼ 200 µm).
As can be seen in figure 7.2, the final lens has a very short focal length and
is, therefore, placed very close to the science cell. We can see from (3.15)
that the shorter the focal length of a lens, the smaller the resolvable object.
In this case, for a lens with f = 18 mm, D = 20 mm and λ = 852 nm we
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have a diffraction limit of R = 0.94 µm, which should be perfectly adequate
if we aim to create a beam with wx ∼ 2 µm. The mount for this final lens is
made from G10 and has two parts that can screw into or out of each other.
The lens is glued to one part of the mount and the other part of the mount
is glued to our coil mount above the science cell. Using a bespoke tool we
are able to easily adjust the vertical position of the lens, which (de)focusses
the imaging beam and shifts the waist of the well.
7.4 Aligning the potential well with the waveg-
uide
Having learned from the process of aligning the waveguide with the crossed-
dipole trap, in this section we present the procedure through which we aligned
the potential well with the waveguide.
7.4.1 Preparation of an elongated cloud
In section 6.6.2 we presented a novel method of reducing the difficulty in
aligning the waveguide with the crossed-dipole trap. The procedure was to
expand the width of the trapped cloud in one of the directions. By applying
a moderate bias field in the hybrid trap (see figure 6.6) we reduced the
horizontal confinement due to the magnetic trapping potential, resulting in
an elongated cloud. We applied the same principle with the waveguide.
Starting with a cloud at the end of dipole ramp 1 (see table 6.2), we load
straight into the waveguide, when it has a depth of ∼ 10 µK. No bias field
has yet been applied. At this point we increase the bias field from zero to a
small non-zero value (< 20 G), such that the axial trap frequency is reduced,
providing an elongated cloud. In the next section, we derive the axial trap
frequency and root mean square radius of the cloud as a function of bias
field.
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The dependence of cloud size in a quadrupole trap as a function of
bias field
An atom in a quadrupole trap sees a potential energy of the form
U(r, z) = C
(
r2 + 4z2
)1/2
, (7.2)
where C = mFgfµBB
′
r and r and z are the radial and axial coordinates with
respect to the coils generating the magnetic field.
The dominant confining potential axially in the waveguide is provided by the
radial component of the quadrupole trapping potential. The axial confine-
ment due to the waveguide beam is negligible in comparison. As a bias field
applied along the z axis is increased, the potential along the radial axis, r,
becomes increasingly harmonic. In order to determine the axial width of the
cloud we use a harmonic approximation. First, however, we must transform
the z coordinate such that it is replaced by a quantity dependent on the bias
field,
z =
(
Bshift
B′z
)
, (7.3)
where Bshift is the bias field along the z axis of the potential. The new
potential can be written as
U(r) = C
[
r2 + 4
(
Bshift
B′z
)2]1/2
. (7.4)
In order to calculate the frequency of the quadrupole trapping potential off-
axis, we must undertake a Taylor expansion of (7.4) and equate the second
order term with the standard form of the harmonic trap potential energy.
The second derivative of (7.4) is
U ′′ (r) = C
[
r2 + 4
(
Bshift
B′z
)2]−1/2
− r2C
[
r2 + 4
(
Bshift
B′z
)2]−3/2
. (7.5)
Around r = 0 the second term of (7.5) becomes zero and the resulting second
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order term of the Taylor expansion, around r = 0, is
U ′′ (0)
2!
r2 =
r2C
2
[
4
(
Bshift
B′z
)2]−1/2
=
r2CB′z
4Bshift
. (7.6)
We can now equate (7.6) with the form of the potential energy in a harmonic
trap
1
2
mω2rr
2 =
r2CB′z
4Bshift
. (7.7)
Rearranging we obtain
ωr =
(
CB′z
2mBshift
)1/2
. (7.8)
We then substitute in for C, remembering that, for 85Rb in this experiment,
mF = −2, gf = −1/3 and for a quadrupole trap B′r = B′z/2,
ωr =
(
µBB
′2
z
6mBshift
)1/2
. (7.9)
The mean potential energy, in one dimension, of an atom in a cloud in thermal
equilibrium with a harmonic trap can be equated with its thermal energy
using the equipartition theorem,
1
2
mω2rσ
2
r =
1
2
kBT, (7.10)
where ωr is the trap frequency and σr is the root mean square radius of the
cloud. Rearranging for σr and substituting in for ωr from (7.9) we obtain
σr =
(
6kBTBshift
µBB′2z
)1/2
. (7.11)
Comparison of data and theory
We transfer a cloud from the crossed-dipole trap to the waveguide and allow
it to equilibrate for 2.5 s at a variable bias field. We then measure the
axial root mean square radius of the cloud and its temperature. In figure
7.3 (a) we compare the theoretical curve of trap frequency as a function of
bias field (see (7.9)) with our measured frequency, calculated via 7.10 using
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our measured axial cloud width and temperature. We see good agreement
between experiment and theory.
The inset of (a) shows images of the cloud in equilibrium with the combined
waveguide and magnetic potential at a variety of different bias fields. The
cloud expands as the bias field increases, due to the reduction in the axial
trap frequency. The centre-of-mass of the cloud is also seen to shift slightly,
which we believe is due to how we centre the cloud on our viewable (imaging)
area. In order to centre the cloud, an additional bias field is applied along
the axial direction of the waveguide from a combination of three single coils,
on one side of the science cell. As these are not coil pairs, there is notable
curvature in the field emanating from these coils (particularly if the coils are
slightly off-axis from the waveguide), which results in a magnetic potential
that is non-trivial. The combination of this asymmetric axial bias field with
the radial bias field and quadrupole trapping field results in shifting of the
centre-of-mass, as observed in the figure.
In figure 7.3 (b) we give the temperature of the elongated cloud as a function
of bias field, measured via cloud width in the vertical direction after a fixed
time-of-flight expansion. We would expect the temperature of the cloud to
be limited by the depth of the combined potential in the vertical direction
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Figure 7.3: Variation of axial trap frequency, cloud profile and temperature as a func-
tion of bias field. A cloud is transferred from the crossed-dipole trap into
the waveguide after dipole ramp 1. The quadrupole trap remains on at
21.5 G cm−1 with a variable bias field applied in the radial (vertical) direc-
tion of the waveguide. (a) The trap frequency as a function of bias field is
calculated from the cloud size and temperature, using 7.10. The red line
is a plot of (7.9). Inset: The cloud profile as a function of bias field, with
the position in the axial direction of the waveguide quantified. (b) Varia-
tion in temperature of the equilibrated cloud in the combined waveguide and
magnetic potential as a function of bias field.
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(dominated by the waveguide), therefore, an increase in the bias field should
not affect the measured temperature of the cloud. This is the behaviour
we see above ∼ 8 G, however, below this value the temperature increases.
The most plausible explanation of this is that a reduced bias field results
in an increased axial trapping frequency, the result of which is an increase
in density of the cloud. This increase in density also increases the three-
body loss rates (hence the reduction in optical depth) and, therefore, the
heating rate. From a previous argument (see section 6.4.3), this must mean
a reduction in the evaporation parameter η, resulting in a higher temperature
cloud for the same trap depth.
7.4.2 The alignment of the potential well
It was critical to ensure that the procedure for aligning the well and the high
resolution imaging beam with the cloud of atoms confined in the waveguide
was carefully thought through, to ensure that time was not wasted trying
to find a needle in a haystack. We devised the following procedure that was
very successful and enabled us to align both beams promptly (see figure 7.2):
1. Centre the probe beam on the atoms, by aligning the probe beam on the
CCD with the use of no lenses, and look for absorption in the images.
Aperture down the beam until it is small (∼ 1 mm) and perform any
minor adjustments to ensure that the beam is centred on the atoms
and the CCD.
2. Place the final lens in front of the camera and focus the light onto
the CCD. CAUTION: Reduce the power of the beam to a low enough
value, not to damage the pixels of the CCD.
3. Overlap the potential well beam with the probe beam. This should
ensure that the well is also roughly centred on the atoms.
4. Place the cylindrical lens into the potential well path, ensuring that
the two beams remain overlapped.
5. Put the final lens (f = 18 mm) into the beam path and centre the lens
on the potential well/probe beams by eye.
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6. Attempt to centre atoms on the CCD, making any minor adjustments
to the final lens.
7. Glue the final lens to the coil mount and adjust focus.
8. Once in focus, make minor adjustments to the well with the mirrors
prior to the final lens (so that the imaging beam path is not altered)
and look for the presence of the well in the images.
7.4.3 Focussing the high resolution imaging system
In figure 7.4 we show how the profile of a cloud changes as the position of the
f = 18 mm lens was translated towards and away from the cloud. If a beam
is not exactly on resonance with the atomic sample it is probing, the atoms
possess an index of refraction greater than 1 [218]. The result of this is that
a high density cloud of atoms, whose density varies spatially, will act as a
lens for the probe beam. This causes distortions in the shape of the imaged
cloud, like those seen in figure 7.4. When the distortions are minimised, the
optical depth is maximised and the width of the imaged cloud is minimised
we have focussed our imaging system. See [69] for a more detailed example.
We chose 0.25 mm as the position where the cloud was most in focus.
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Figure 7.4: Focussing the vertical imaging system. A high density 85Rb cloud, close
the BEC transition is imaged in the crossed-dipole trap. Lensing affects the
profile of the cloud on the images where the imaging plane is not intersecting
the cloud, due to the probe beam not being exactly on resonance with the
F = 3 → F ′ = 4 transition. High optical depth and a narrow cloud is an
indication of a cloud that is in focus, hence, we fixed the position of the lens
at 0.25 mm after this calibration.
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7.4.4 Resolution of the imaging system
Having focussed our imaging system we now attempt to quantify its limits—
specifically the minimum atom number that can be imaged and the minimum
cloud size that we can resolve.
The procedure that we undertake is to produce a repulsive BEC in the
crossed-dipole trap (a = 353 a0) and gradually remove atoms from the BEC
by lowering the depth of the trap. The resulting cloud reduces in size and
the optical depth also reduces. We remove atoms from the cloud until it is
no longer possible to resolve it relative to the background noise of the im-
age. Figure 7.5 shows these clouds as an increasing number of atoms were
removed from the BEC.
In figure 7.5 (g), at the limit of our high resolution imaging system, we extract
an atom number N = 150 and root mean square radii of σax = 6.2 µm and
σrad = 3.1 µm. Therefore we concluded that the smallest resolvable atom
number by this imaging system was N = 150 and the smallest resolvable
distance was 3.1 µm, of the order of the size of a solitary wave confined in
our waveguide (see section 2.5.2).
(a)
(b)
(c)
(d)
(e)
(f)
(g)
Figure 7.5: Experimentally determining the limits of the vertical imaging system. It is
important to note that the images in this figure have been rotated by 45◦
counterclockwise, relative to figure 7.4. A repulsive BEC is confined in the
crossed-dipole trap and an increasing number of atoms are allowed to escape,
by the lowering of the depth of the trap from panels (a) to (g). The clouds
are imaged 2 ms after release from the trap. (a) N = 3000, σax = 10.0 µm,
σrad = 6.4 µm and OD = 1.6. (b) N = 2000, σax = 11.2 µm, σrad = 5.3 µm
and OD = 1.0. (c) N = 1500, σax = 8.6 µm, σrad = 4.7 µm and OD = 1.1.
(d) N = 1000, σax = 8.1 µm, σrad = 4.3 µm and OD = 0.8. (e) N = 1000,
σax = 9.0 µm, σrad = 4.0 µm and OD = 0.5. (f) N = 400, σax = 7.5 µm,
σrad = 3.7 µm and OD = 0.4. (g) N = 150, σax = 6.2 µm, σrad = 3.1 µm
and OD = 0.2.
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7.5 Characterising the potential well
In order to understand the results of our future collisions with the potential
well and to model the experiment theoretically, we must comprehensively
characterise the beam forming the potential well. As the beam is inside the
vacuum system and has a very short Rayleigh length [299] (≈ 60 µm) it is
not possible to simply measure the waist of the beam and assume that it
intersects with the waveguide. Instead we must use the atoms to determine
the beam parameters.
As our resolution is fundamentally limited4 to 5.23 µm px−1, it is not sufficient
to simply trap atoms in the well and measure the waist of the cloud, as this
will be below our resolution. Instead we choose to use parametric heating
to determine the size of the waist and trap frequencies of the potential well
beam.
7.5.1 The geometry of the trap formed by the waveg-
uide and potential well
Measurements of the waist of the potential well before it was placed into
the experimental setup gave a 1/e2 radius of 4µm by 260µm. The power
of the potential well beam is 15 mW at 852 nm. Assuming these values
and simulating the intersection of this beam with the waveguide (200 mW at
1064 nm) results in trap frequencies of 2pi×1.57 kHz along the waveguide axis
and 2pi×36 Hz (horizontally) by 2pi×60 Hz (vertically) in the radial directions
of the waveguide. The tight focus of the potential well beam dominates over
the axial potential of the waveguide and the magnetic potential in the same
direction. Therefore the trap frequency in this direction essentially describes
the potential well only. In the other directions the trap frequencies are a mix
of potential well and waveguide.
While we initially thought that we would need the waveguide to be turned
on, in order to aid trapping of the atoms in the potential well for parametric
heating, we discovered that in a levitated geometry it was possible to trap
atoms solely in the potential well. Below we compare the trap frequencies ob-
4Remember that we are currently unable to use our high resolution imaging system at
the same time as the potential well
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tained via parametric heating with those predicted earlier. We also use these
frequencies to determine the waist of the light sheet forming the potential
well in its two directions and the Rayleigh length.
7.5.2 Expressions for the waists and Rayleigh length
of the potential well beam
The intensity of a Gaussian laser beam, in our case the potential well, can
be described by
I = I0 exp
(
−2x
2
w2x
− 2y
2
w2y
)
, (7.12)
where wx and wy are the 1/e
2 radii of the well in the x and y directions
respectively and
I0 =
2P
piwxwy
, (7.13)
where P is the total power in the potential well beam. The depth of the
trap, U0, can be expressed in terms of the peak intensity, I0, of the potential
well beam
U0 = αI0, (7.14)
where
α = −pic
2
2
∑
i
DiΓi
ω3i
(
1
ωi − ωL +
1
ωi + ωL
)
, (7.15)
where i is a particuar transition we are including in the sum, while Di = 1
or Di = 2 for a D1 or D2 transition, respectively, ωi is the frequency and Γi
is the natural linewidth of the relevant transition and ωL is the frequency of
the laser. We generally sum over the four persistent lines of Rb5. Oscilla-
tion frequencies, ωx and ωy, along the x and y directions, using a harmonic
approximation, can be related to the depth or intensity of the potential well
by [207]
ωx =
(
4U0
mw2x
)1/2
=
(
4αI0
mw2x
)1/2
and ωy =
(
4U0
mw2y
)1/2
=
(
4αI0
mw2y
)1/2
.
(7.16)
5These are λ1 = 420.180 nm, Γ1 = 1.8 MHz, λ2 = 421.553 nm, Γ2 = 1.5 MHz,
λ3 = 780.027 nm, Γ3 = 37.0 MHz, λ4 = 794.760 nm and Γ4 = 34.0 MHz [300].
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By substituting (7.13) into (7.16) we get
ωx =
(
4α
mw2x
2P
piwxwy
)1/2
=
(
8αP
pimw3xwy
)1/2
, (7.17)
and
ωy =
(
4α
mw2y
2P
piwxwy
)1/2
=
(
8αP
pimw3ywx
)1/2
. (7.18)
Maintaining the definition that the Rayleigh length zR is the distance over
which the cross-sectional area of a laser beam increases by a factor of 2, we
can obtain an expression for the propagation of a Gaussian light sheet,
wx(z)wy = wx(0)wy
1 +(√3z
zR
)21/2 . (7.19)
It is important to note that the slightly odd addition of a factor of
√
3 comes
from the fact that wx varies much quicker than the almost collimated wy,
therefore, we introduce no variation in wy. It can be seen that at z = zR, the
area of the light sheet is a factor of two larger, wx(z = zR)wy = 2wx(0)wy.
Taking a harmonic approximation along the z direction gives an expression
for the trap frequency along the propagation direction of the potential well
beam,
ωz =
(
6αP
pimwxwyz2R
)1/2
. (7.20)
By combining and rearranging (7.17) and (7.18), we can obtain expressions
for the potential well beam waists in the x,
wx =
(
8αPωy
pimω3x
)1/4
, (7.21)
and y,
wy =
(
8αPωx
pimω3y
)1/4
, (7.22)
directions in terms of quantities that we know or can calculate. Subsituting
these expressions into (7.20) and rearranging allows us to obtain an expres-
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sion for the Rayleigh length of our light sheet,
zR =
1
ωz
(
9αP
2pim
ωxωy
)1/4
. (7.23)
We will return to these expressions, once we have measured the trap frequen-
cies of the potential well beam in section 7.5.4.
7.5.3 Transferring atoms to the potential well
We now turn our attention to the loading of the potential well beam with
atoms from the crossed-dipole trap, in order to begin the process of charac-
terisation. In this first experiment we reduce the levitation gradient of the
static quadrupole trap to a value that barely allows a trap to be formed due
to the potential well beam alone. Atoms are transferred into the the poten-
tial well and fall, due to gravity. The result of the experiment is shown in
figure 7.6.
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Figure 7.6: Cold atoms sampling the profile of the potential well beam. Atoms are
released into the potential well after three ramps of the crossed-dipole trap
power. The trap is under-levitated, resulting in the atoms falling, due to
gravity. The optical depth in each image is scaled such that the maximum is
1. In the process of falling, they expand more quickly in the axial (vertical)
than the radial (horizontal) direction. The lack of rapid expansion in the
radial direction is due to confinement from the tight focus of the beam in
this direction. The atoms are effectively sampling the profile of the beam in
the radial direction. Atoms confined in a very shallow trap can be seen at
the top of some of the images. Insert: Radial root mean square radius of the
cloud as a function of cloud centre of mass position in the vertical direction.
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As the atoms are released from the crossed-dipole trap we observe the rapid
expansion of the cloud in the axial (vertical) direction, while the cloud re-
mains confined in the radial (horizontal) direction. This confinement is due
to the tight trapping in the horizontal direction, which weakens as we move
away from the focus, as can be seen from (7.19). The inset of figure 7.6
shows how the horizontal root mean square radius of the cloud changes as
a function of cloud centre of mass in the vertical direction. We can use this
cloud radius to obtain a basic understanding of how the beam profile changes
as it propagates. The beam widens in the horizontal direction as the atoms
drop, with its focus somewhere above where the atoms are initially released.
A very shallow trap is formed close to the focus, resulting in the trapping of
N ∼ 1000 atoms after 27.5 ms.
7.5.4 Measuring frequencies, calculating the waists
and Rayleigh length of the potential well beam
The next stage of characterisation is to obtain the trap frequencies at a
particular potential well beam power, resulting in the calculation of the beam
waists and Rayleigh length (see (7.21), (7.22) and (7.23)). N ∼ 3000 atoms
are transferred into the potential well and parametric heating begins, by
modulating the beam power at a range of frequencies, as described in section
3.2.3. An example of the remaining atom number, after 2 s of parametric
heating, as a function of modulation frequency is shown in figure 7.7, for
a potential well beam power of 9.9 mW. As can be seen, minimal loss is
observed away from the resonance, which occurs at twice the trap frequency
in the tight radial (x) direction. At around twice the trap frequency, a
significant number of atoms are lost due to parametric excitation.
We also repeated this method at lower modulation frequencies in order to
obtain the trap frequencies in the weak radial (y) and vertical (z) directions.
The frequencies at which peak loss was observed were ω = 2pi × 4.4(1) kHz,
ω = 2pi × 33.0(8) Hz and ω = 2pi × 200(5) Hz. Remembering that this
loss occurs at twice the relevant frequency of the trap and deducing from
modelling that the weakest trapping occurs along the y-axis, we obtain trap
frequencies of ωx = 2pi × 2.18(6) kHz, ωy = 2pi × 16.5(5) Hz and ωz =
2pi × 99(3) Hz.
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Figure 7.7: Atom loss due to parametric heating in the potential well. The power of
the potential well laser is P = 9.9 mW. The red line is a phenomenalogical
Lorentzian fit to the data, in order to obtain a centre frequency. We obtain
a frequency of 4.4(1) kHz.
Substituting the measured frequencies into (7.21), (7.22) and (7.23), cal-
culating α = 6.333 × 10−36 J/(Wm−2) for 85Rb, using (7.15), and taking
λ = 852 nm, we obtain trap waists of wx = 2.60(6) µm and wy = 343(8) µm
and a Rayleigh length of zR = 50(3) µm. While the waist in the y direction
is wider than the 260 µm we were aiming for, we have obtained a narrow
waist of the order of the size of our solitary waves (see section 2.5.2), which
should put us in a good position to potentially observe quantum reflection.
7.5.5 Comparing predicted trap depth with measured
depth
We can place more confidence in the measured waists from the previous
section through measuring the temperature of a cloud of atoms trapped in
the well and comparing this temperature with the depth of the trap obtained
via modelling the potential formed by a beam with the waists measured
above. We expect the temperature to be approximately one tenth of the
trap depth. By intersecting the waveguide with the waist of the well we are
able to prevent any atoms from escaping the trap in the y or z directions.
Therefore, the temperature of a cloud of atoms in the well is governed solely
by evaporation along the waveguide beam.
The predicted potential trap depth was 3.24 µK, therefore we expected to
measure cloud temperatures of T ∼ 0.32 µK. Figure 7.8 shows the tempera-
ture of a cloud trapped in a the well with P = 9.9 mW, as measured from the
Chapter 7. Towards solitary wave interactions with a narrow well 182
 
Vertical
Horizontal
C
lo
ud
-w
id
th
--(
--m
-)2
2
0
0 10 3020
2Time--(ms-)2
500
1500
1000 Po
te
nt
ia
l-(
--K
)
Position-(--m)
0
1
2
4
3
-10 -5 5 100
Figure 7.8: Measured temperature of a cloud trapped in the well. We can measure
the temperature from the expansion of the cloud in both the horizontal
and vertical directions. From the two fits (see section 3.2.1) we extract
temperatures of TV = 0.33(2) µK and TH = 0.32(2) µK, which agree with
the modelled trap depth of 3.24 µK. Inset: The profile of the potential well
in the narrow direction, at its focus.
expansion in the vertical and horizontal directions. If the two temperatures
agree, it shows that the cloud has equilibrated with the trap.
By plotting the square of the cloud width against the square of the
time of flight, it is straightforward to obtain the temperature from the
fit. By combining (3.13) and (3.14) we can see the gradient of the plot
is simply kBTV,H/m. We extract temperatures of TV = 0.33(2)µK and
TH = 0.32(2) µK, agreeing with the modelled trap depth of 3.24 µK. There-
fore, the measured waists are indeed correct, within error.
7.6 Conclusion
In this chapter we have presented the preparation, alignment, loading and
characterisation of a narrow potential well from which we plan to reflect a
solitary wave. We have also demonstrated the focussing and determined the
limits of our high resolution imaging system. We have determined that the
waist of the potential well in the direction of propagation of the solitary
wave is wx = 2.60(6) µm and wy = 343(8) µm along the other direction.
The Rayleigh length of the beam is zR = 50(3) µm. We also indirectly mea-
sured the depth of the potential well through a measurement of the trapped
cloud temperature. The measured temperatures of TV = 0.33(2) µK and
TH = 0.32(2) µK agree with the modelled trap depth of 3.24 µK.
Chapter 8
Towards solitary wave
interactions with a dielectric
surface
8.1 Introduction
The major long-term aim of this experiment is to observe solitary wave–
surface interactions, with the hope of witnessing quantum reflection. While
this goal may prove to be a difficult feat, an initial step towards it is to
probe the potential observed by atoms close to a dielectric surface by simple,
classical reflection. In this chapter we will present the form of the potential
observed by atoms close to a dielectric surface, combine it with a repulsive
evanescent potential and quantify this resulting potential, taking particular
note of the height and relative position of potential barriers formed in the
process.
8.2 Atom–surface interactions
In this section we will cover the basic theory required to model the attractive
potential of an atom close to a dielectric surface. In section 8.4 we combine
this potential with a repulsive evanescent wave potential, generated due to
the total internal reflection of a laser beam blue detuned from the dominant
transitions in rubidium.
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8.2.1 Length scales
The key to modelling an atom–surface potential is to understand the relevant
length scales over which different factors become dominant. There are three
regimes that are relevant to our study; the close, intermediate and far. It is
recommended that the reader takes note of figure 8.1 during the remainder
of this explanation.
0
Figure 8.1: The relevant length scales for the interaction between a rubidium atom and a
dielectric surface. Below λopt the potential approaches the 1/r
3 asymptotic
van der Waals–London limit, between λopt and λtherm the potential follows
the 1/r4 Casimir–Polder form and above λtherm the potential returns to
approaching a 1/r3 dependence, which is the high-temperature regime.
To distinguish between these three regimes, we have two length scales, λopt
and λtherm, where [301]
λtherm =
~c
kBT
, (8.1)
and λopt does not have a simple expression, but can be calculated using (25)
from [301]. At 300 K, λtherm = 7.6 µm and for Rb λopt ∼ 0.1 µm. When
r  λopt and T is low enough (300 K in this case), we are in the van der
Waals–London regime, where the potential experienced by an atom follows
a 1/r3 form, due to instantaneous-induced dipolar interactions [302]. When
λopt < r < λtherm, the potential approaches a 1/r
4 dependence, known as
the Casimir–Polder law [303], due to retarded instantaneous-induced dipo-
lar interactions [302]. Finally, when r > λtherm, thermal fluctuations of the
electromagnetic field dominate the force [301], resulting in the potential re-
turning to an asymptotic 1/r3 limit.
During the remainder of this chapter we will be concerned with distances of
r < 1 µm, therefore we are not interested in the thermal limit. In the next
section we provide expressions for the potential where r < 1 µm.
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8.2.2 Quantifying the atom–surface potential
The equations in this section are presented in a nondimensional form, in
atomic units, where me = e = ~ = 4pi0 = 1, unless otherwise stated; how-
ever, all results in section 8.4 are given in S.I. units.
The potential that an atom will observe when close to a surface with a
dielectric constant1 , in our short-range limit (neglecting any effect of tem-
perature), can be expressed as [304]
USRsurf(r, ) = −
α3fs
2pi
∫ ∞
0
dξ ξ3αpol(iξ)
∫ ∞
1
dp exp (−2ξrpαfs)H(p, ), (8.2)
where αfs is the fine structure constant, αpol(iξ) is the non-trivial dynamic
polarisability of the atom evaluated at imaginary frequencies and
H(p, ) =
s− p
s+ p
+ (1− 2p2)s− p
s+ p
, (8.3)
where
s =
(
− 1 + p2)1/2 . (8.4)
There are two important limits of (8.2)—where r → 0 and r → ∞—which
help to simplify the expression. For r → 0 we find that (8.2) is reduced
to [301]
UVLsurf(r, ) = −
1
4pir3
∫ ∞
0
αpol(iξ)
− 1
+ 1
dξ, (8.5)
where the 1/r3 dependence of the van der Waals–London potential can be
clearly seen. For r → ∞, the Casimir–Polder law, with a 1/r4 dependence,
can be obtained [301],
UCPsurf(r, ) = −
3αpol:0
8piαfsr4
− 1
+ 1
φ(), (8.6)
where αpol:0 is the static polarisability of the atom and φ() is expressed as
a function in (23) of [301] and is tabulated in [305].
It is important to have an accurate expression for αpol(iξ), otherwise what
(8.2) and (8.5) produce will be meaningless. Therefore, we use an economical
1 is generally dependent on frequency, however, we do not make this explicit in our
analysis because for fused silica (the prism) we can approximate  as a constant.
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and accurate method [306] where the infinite frequency integrals are replaced
by sums in the following manner,
∫ ∞
0
f(ξ)αpol(iξ)dξ →
N∑
k=1
wkf(ξk)αpol(iξk), (8.7)
where f(ξ) is any smoothly varying function and αpol is tabulated at frequen-
cies ξk, resulting in an N-point quadrature, where each term is weighted by
the factor wk. The infinite integral in (8.2) and (8.5) has been replaced by a
simple sum, for which N = 50 in [306].
We plot the full potential and the two approximations, for Rb atoms inter-
acting with a fused silica surface ( = 2.123 [305]), in figure 8.2 in units of
U × r3, which allows us to see the potential approaching the asymptotic 1/r3
limit (a constant value on this plot) and the 1/r4 limit (a linear dependence
on this plot).
When the full short-range potential matches the approximations in the
asymptotic limit, we can be confident that (8.2) has been integrated cor-
rectly. Now that we are able to calculate the atom–surface potential, it is
essential that we can accurately model the repulsive evanescent wave poten-
tial counteracting the surface potential.
-1
-10
-100
0.001 0.01 0.1 1
Figure 8.2: The atom–surface potential for a Rb atom approaching a fused silica surface
( = 2.123 [305]). The solid red line is the full potential (8.2), the dashed
blue line is the Casimir–Polder potential (8.6) and the dotted black line is
the van der Waals–London potential (8.5).
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8.3 Producing an evanescent potential
To aid us in our understanding of the interaction between a solitary wave and
a dielectric surface, with the long term aim of observing quantum reflection
from the surface, we have chosen to produce an evanescent wave potential,
which can be used to characterise the atom–surface potential (see section
2.3.6 and [67] for an example). Below we touch upon enough evanescent wave
theory in order to demonstrate the dependence of the generated potential as a
function of parameters such as beam angle, wavelength and refractive index.
8.3.1 Theory
When a beam is travelling from a medium with index of refraction n1 into an-
other medium with an index of refraction n2, the coefficients of transmission
can be stated as [307]
tTM =
2n1cos (θi)
n2cos (θi) + n1cos (θt)
and tTE =
2n1cos (θi)
n1cos (θi) + n2cos (θt)
, (8.8)
where θi and θt are the angles of incidence and transmission respectively
and TM/TE refers to the polarisation of the incoming light being transverse
magnetic or transverse electric respectively. It is possible to remove any
dependence on θt from (8.8) through Snell’s law (sin(θt) = (n1/n2)sin(θi))
and expressing the indices of refraction as n = n1/n2, resulting in
tTM =
2ncos (θi)
cos (θi) + n
√
1− n2sin2 (θi)
, (8.9)
and
tTE =
2ncos (θi)
ncos (θi) +
√
1− n2sin2 (θi)
. (8.10)
If the beam is travelling into a medium with a lower refractive index then
n1 > n2 → n > 1. As n > 1, at certain angles n2sin2 (θi) > 1, which makes
(8.9) and (8.10) complex. In this region we are beyond the critical angle
and the incident beam is undergoing total internal reflection (TIR). To take
Chapter 8. Towards solitary wave interactions with a dielectric surface 188
account of this, (8.9) and (8.10) can be rewritten as
tTM =
2ncos (θi)
cos (θi) + in
√
n2sin2 (θi)− 1
, (8.11)
and
tTE =
2ncos (θi)
ncos (θi) + i
√
n2sin2 (θi)− 1
. (8.12)
Finally, in order to calculate the intensity of electromagnetic field at the
n1–n2 interface, we must find |tTM|2 ≡ TTM and |tTE|2 ≡ TTE [308],
TTM =
4n2cos2 (θi)
cos2 (θi) + n4sin
2 (θi)− n2
and TTE =
4n2cos2 (θi)
n2 − 1 . (8.13)
In figure 8.3 we plot the dependence of these coefficients on the angle of
incidence for our fused silica prism (n = 1.45 at λ = 760 nm [309]).
It is clear from figure 8.3 that the optimum polarisation, to achieve the
largest intensity at the interface (the largest coefficient in (8.13)) depends
on the angle of the incoming beam. In this experiment we are aiming to
maximise the range of potentials that we can generate and, therefore, aim
for θi < 45
◦ and transverse magnetic polarisation.
A plane wave incident upon the interface at an angle θi, with a wavevec-
tor k0 and momentum ~k0 will undergo refraction. The component of the
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Figure 8.3: The dependence of the Fresnel coefficients on the angle of incidence. (a) Red
line: The Fresnel coefficient for light of transverse magnetic polarisation
(TTM). Black line: The Fresnel coefficient for light of transverse electric
polarisation (TTE). (b) The ratio of the transverse magnetic and transverse
electric coefficients.
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transmitted wavevector parallel to the interface is
k‖t = k0n sin (θi) . (8.14)
As stated above, once the critical incident angle is reached, the outgoing
wavevector becomes parallel to the surface, because n sin (θi) = 1. However,
beyond the critical angle n sin (θi) > 1. Here a scenario is reached where an
apparent unphysical solution presents itself—k‖t is now larger than k0. As
k20 = k
2
‖t + k
2
⊥t, it is possible for this to continue to be true, only if k⊥t = iκ,
where k⊥t = k0 cos(θt) and
κ = k0
√
n2sin2 (θi)− 1. (8.15)
By substituting the resulting wavevector into the standard plane wave equa-
tion (E = E0 exp[i(k0.x− ωt)]) we arrive at
Et = E0t exp[−κz + i(k0n sin(θi)x− ωt)], (8.16)
where z and x are the directions perpendicular and parallel to the interface,
respectively. We have arrived at an expression describing a wave that sinu-
soidally oscillates parallel to the interface and decays exponentially in the
perpendicular direction. This is an evanescent field. The decay length per-
pendicular to the interface is simply ld = 1/κ and is plotted as a function of
wavelength and incident angle in figure 8.4.
In order to calculate how the evanescent field contributes to the total po-
tential experienced by the incoming atom, it is necessary to calculate the
intensity of the evanescent field. From (8.16), taking account of the fact that
the beam is gaussian, the intensity can be expressed as
I(x, y, z) = I0TTM/TE exp
(
−2cos
2 (θi)x
2 + y2
w2
)
exp (−2κz) , (8.17)
where I0 is the intensity of the incoming beam and w is its waist. The
potential can then be calculated using (7.14) and (7.15).
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Figure 8.4: The decay length of the evanescent wave as a function of incident angle and
wavelength, for n = 1.45.
8.3.2 Coherence length measurement
Using a known (evanescent) potential to calculate an unknown (surface) po-
tential will only be successful if any unexpected behaviour in the known po-
tential is minimised. One example of a behaviour that could complicate the
form of the known potential is interference between the incident and reflected
components of the gaussian beam. It is not clear whether this interference
could be a significant problem, however, it would be extremely difficult to
directly determine whether a corrugated potential, due to this interference,
is present. One way to minimise the likelihood of this scenario occurring is
to use a laser with a short coherence length, lc.
The coherence length of a laser characterises the path difference beyond which
minimal interference fringes are observed, between two overlapping beams
derived from the same source. A detailed treatment of coherence length is
presented in [307] and will only be touched upon here. A monochromatic
beam will always be able to interfere when it overlaps with itself, regardless
of the distance travelled in between. The same is not true for light with a
spread of frequencies. Each frequency component can be treated individu-
ally, with each contributing its own interference fringes [307]. As the spacing
of the fringes for each component varies slightly, eventually the phase of the
interference patterns of each component will be significantly different, such
that when one is dark, another is light. The result of this is significant wash-
ing out of the fringe pattern after a given distance—the coherence length.
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By comparing the intensity between adjacent maxima (Imax) and minima
(Imin) it is possible to obtain what is known as the visibility,
V = Imax − Imin
Imax + Imin
. (8.18)
One can determine the coherence length by plotting a curve of visibility as a
function of path difference, which will reach a minimal value at the coherence
length. For a source with a top-hat-shaped spectral intensity distribution, of
width ∆k, the visibility curve follows a |sinc| profile2, with its first minimum
at a path difference of 2pi/k [307], which is equated with the coherence length
here. In the analysis below, for simplicity, it is assumed that the spectral
intensity follows a top hat profile.
Experimental apparatus
We constructed a Michelson interferometer in order to observe the inter-
ference fringes created by two homebuilt lasers—one single-mode and the
other multi-mode. Specifications of these lasers can be found in table 3.1. A
schematic of this experimental apparatus can be seen in figure 8.5.
Isolator
Lens
PBSdcube/
50:50dbeamsplitter
Fibredcollimator
Mirror
0.9mm
Screen
50:50
PBS
Homebuiltd765dnm
multi-modedlaser
Homebuiltd750-790dnm
single-modedlaser
dddSingledtransversedmodedfibre
Anamorphicdprisms
Figure 8.5: Schematic of the experimental apparatus used to measure the coherence
length of the lasers that could generate an evanescent potential. One of the
mirrors in the interferometer is slightly angled, resulting in fringes that are
horizontally aligned.
2sinc(x) = sin(x)/x.
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Measuring fringe visibility
The intensity pattern obtained due to the Michelson interferometer shown
in figure 8.5 has a gaussian envelope with sinusoidal consecutive bright and
dark fringes. We make the approximation that λ  lc, in other words,
V is essentially constant over one instance of a fringe pattern. With this
assumption, it is possible to extract V from the curve by fitting the following
function,
I(x) = I0
[
1−
(
2V
1 + V
)
cos2 (kx+ φ)
]
exp
[
−2(x− x0)
2
w2
]
. (8.19)
As we have significantly increased the size of the beam with a lens (see figure
8.5), for the purposes of imaging, we are not interested in any of the terms in
(8.19) other than extracting a value for V , which doesn’t change by expanding
the beam.
We first measured the interference pattern due to the single-mode laser, as
this should produce very clear fringes with V ∼ 1. All interference images
were taken with a Panasonic NV DS27 camcorder set to night vision mode3.
One of these images is shown in figure 8.6 (a) for a single-mode laser. The
resulting interference pattern is very clear, with regularly spaced fringes. By
integrating the column intensities of the image (a sum of the pixels in the
vertical direction), we obtain the intensity distribution in figure 8.6 (b).
3This removes an infrared filter from the camcorder, resulting in it being very sensitive
to infrared light.
Position (mm)
1.0
0.8
0.6
0.4
0.2
0
0 10 20 30 40
In
te
ns
ity
 (
ar
b.
) (b)
(a)
Figure 8.6: Measuring fringe visibility for the single-mode laser. (a) A camcorder image
showing the intensity distribution due to an overlapping single-mode laser
beam, showing clear sinusoidal fringing. (b) Summing the columns in the
image results in the given distribution, with V = 0.675(8). We fit (8.19) to
the data.
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Figure 8.7: Measuring fringe visibility for the multi-mode laser. (a-b) The intensity
distribution for a path difference of 0.00(5) mm. V = 0.48(5). (c-d) The
intensity distribution for a path difference of 0.90(5) mm. V = 0.22(3). (e-f)
The intensity distribution for a path difference of 0.70(5) mm. V = 0.07(3).
By fitting (8.19) to the data in figure 8.6 (b), we obtain a fringe visibility of
V = 0.675(8), which is significantly lower than the expected value of 1. We
attribute this lower value to scattered light and fringes that are not exactly
vertical. This value of fringe visibility gives the signal-to-noise ratio of the
measurement, setting an upper bound of what we can expect to measure for
V with the multi-mode laser.
With the multi-mode laser we should expect to observe a strong dependence
of fringe visibility with path difference. Figure 8.7 shows three expample
intensity distributions for the multi-mode laser, with differing visibilities.
Fringe visibilities of V = 0.48(5), V = 0.22(3) and V = 0.07(3) were obtained
from figure 8.7, showing the largest and smallest values of V during the entire
investigation of the multi-mode laser.
Determining the coherence length
As stated earlier, when plotting V as a function of path difference we expect
a pattern that has a shape not dissimilar to a |sinc| function. In an ideal
scenario V = 1 for a path difference of zero, however, we have not observed
this, for reasons mentioned above. As a result, we have allowed the peak of
the function to be scaled and fit to the data given in figure 8.8.
By fitting a sinc function to the curve in figure 8.8 and extracting the distance
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Figure 8.8: Determining the coherence length of the multi-mode laser. V is given as a
function of path difference. The distance between the maximum and the first
minimum in V is extracted from the fit—a variable height and frequency sinc
function—and results in a measured coherence length of 0.65(3) mm.
between the peak and the first minimum, a coherence length of 0.65(3) mm is
obtained. This is comparable to the 0.60(1) mm coherence length stated by
the manufacturer of the diode. It should be noted, however, that although
we approximate the spectral intensity distribution of the laser by a top-hat
function, we find in section 8.3.3 that the distribution deviates from this ideal
case.
Such a short coherence length should significantly reduce the probability of
an undesireable corrugated evanescent potential being formed. However, it
is unknown whether the single-mode laser would definitely produce such a
potential. A disadvantage of using the multi-mode laser is that its wavelength
is not tunable, as no grating is used in the setup in order that a wide spectral
intensity distribution is maintained. The single-mode laser, which makes use
of a grating, is widely tunable over a 40 nm range, from 750 nm to 790 nm.
From figure 8.4 it is clear that being able to tune the wavelength of the laser
would give a wider range of decay lengths to utilise, resulting in a greater
flexibility in the evanescent barrier that could be formed.
8.3.3 Spectral intensity measurement
In section 8.3.2, it was assumed that the spectral intensity distribution of the
multi-mode laser was a top hat function, in order to measure its coherence
length. Here this distribution is explicitly measured, utilising a reflection
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0.9mm
A
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C
Figure 8.9: Schematic of the apparatus used to undertake a spectral intensity measure-
ment of the beams that will be used to generate evanescent waves. Red
line: The path of the tunable single-mode laser. Blue line: The path of
the multi-mode laser. Black line: Indicates the direction normal to the re-
flection grating. Beams of different wavelengths are deflected by different
angles, resulting in the separation B −A of the two beams on a screen.
grating [310], and compared with that of its single-mode counterpart. The
experimental apparatus and relevant parameters are shown in figure 8.9.
The Michelson interferometer has been replaced by the grating, therefore,
the fibre is still outcoupling both the single- and multi-mode lasers, as shown
in figure 8.5. The tunable single-mode laser is represented by the red line
and the multi-mode laser by the blue line. The angles given here are slightly
different to those typically treated in modern textbooks4 (e.g. [310]), resulting
in a different, but parametrically equivalent diffraction equation below,
mλ = d [sin (φi) + sin (φr)] , (8.20)
where m is the diffraction order, φr = φi + φe/s, φe is the deflected angle
of the multi-mode laser and φs is the deflected angle of the single-mode
laser. Instead of measuring φi, which is not straightforwardly accurate, we
instead determine it from the deflection of a beam of known wavelength5.
By transforming (8.20) it is possible to recast it in a more helpful form for
4mλ = d [sin (φinc)− sin (φref)], where φinc is the angle of incidence and φref is the angle
of reflection, both relative to the normal.
5We use a HighFinesse WS/5 Precision wavemeter to measure the wavelength of the
laser.
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the purpose of determining φi. Using a trignometric identity
6 (8.20) can be
rewritten as
mλs/e = 2d cos
(
φs/e
2
)
sin
(
φs/e
2
+ φi
)
. (8.21)
With m = 1, a simple rearrangement of 8.21 results in
φi = arcsin
(
λs/e
2d cos
(
φs/e/2
))− φs/e
2
. (8.22)
Substituting λs = 789.80(1) nm, B = 116.3(1) mm, C = 365(1) mm,
φs = arctan(B/C) and d = 556 nm
7 gives φi = 37.2(1)
◦. Knowing the value
of φi and taking m = 1 allows the calculation of λs and λe by simply mea-
suring A and B. This distance-to-wavelength calibration is used throughout
the remainder of this section to determine the spectral density profiles of the
single- and multi-mode lasers.
We first investigated the broad nature of the gain medium in the multi-mode
diode by setting its current to 800 mA, just above threshold (743 mA). The
temperature of the diode was controlled via a thermo-electric cooler (TEC)
and set to T = 24.8 ◦C. As a comparison, and to indicate the resolution
of our spectrometer, we also couple the single-mode laser down the fibre.
Taking the typical linewidth of a single-mode laser to be Γ ∼ 1 MHz and
λc ∼ 780 nm, the linewidth can be expressed as a spread of wavelengths ∆λ
around a central wavelength λc and can be calculated from
∆λ = c
[
Γ
(c/λc)
2 − (Γ/2)2
]
. (8.23)
The resulting spread is ∆λ ∼ 2 × 10−6 nm. The resolution of a grating
spectrometer is expressed as [310]
Rspec =
λ
λ0
= mN. (8.24)
where λ0 is the minimum resolvable wavelength and N is the number of grat-
ing lines illuminated by the laser. The grating that we use has 1800 lines/mm
and the beams are coupled out from the fibre with a 1/e2 radius of 0.9 mm.
6sin(A) + sin(B) = 2 sin
(
A+B
2
)
cos
(
A−B
2
)
[311].
7The grating we use has 1800 lines/mm.
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Figure 8.10: (a) The spectral intensity measurement of the multi-mode laser at
T = 24.8 ◦C, with a single-mode laser at λ = 789.80(1) nm as a reference.
Columns are summed from (b) as a form of averaging to achieve this dis-
tribution. The 1/e2 radius of the single-mode distribution is 0.415(6) nm,
resulting in a measured value of λ0 ∼ 0.4 nm. Taking this value as the
error on all future measurements using the spectrometer, the multi-mode
laser has a spectral intensity distribution with a 1/e2 radius of 4.6(4) nm.
(b) A photograph of the spectrometer output on a screen.
Taking N = 1.8 × 1800 = 3240, m = 1 and λ = λc = 780 nm results in
λ0 = 0.2 nm for a perfect reflection grating. Therefore, ∆λ  λ0, which
means that it is impossible to resolve the spread of a single-mode laser using
this spectrometer. In fact, the actual value of λ0 is even larger than what is
calculated here. In figure 8.10 we give the results of this first investigation.
The difference between the distributions of a single-mode laser and a multi-
mode laser are very clear in figure 8.10, even with a measurement of the
minimum resolvable wavelength of λ0 ∼ 0.4 nm. While the single-mode laser
should ideally appear as a delta function, it is limited by the resolution of
the spectrometer, as discussed above. The multi-mode laser displays a spread
with a 1/e2 radius of 4.6(4) nm, close to its threshold current. Figure 8.11
shows how increasing the current to the diode reduces the spread and also
gradually increases the peak wavelength of the laser.
We also varied the temperature of the diode and observed a tunable range of
peak wavelengths from 763 nm to 767 nm. However, the reader is reminded
that the single-mode laser presents a tunable range from 750 nm to 790 nm.
Both of these lasers could potentially be used to generate an evanescent field,
however, it is recommended that experiments are attempted initially with the
multi-mode laser (to reduce the risk of a corrugated potential being formed).
If a barrier is formed and solitary waves are seen to reflect, the single mode
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Figure 8.11: The spectral intensity of the multi-mode laser as a function of diode cur-
rent. At low currents, close to the threshold current (743 mA), the laser
displays a broad spectral intensity distribution, which narrows as the cur-
rent increases. The peak wavelength of the distribution increases with the
increasing current. At full power (∼ 2 W) the 1/e2 radius of the distribu-
tion is ∼ 2 nm and centred at ∼ 764 nm. It has become asymmetric, quickly
rising from 765 nm to 764 nm and tailing off from 764 nm to 759 nm.
laser could also be investigated, as being able to tune the wavelength adds a
greater flexibility to the experimental apparatus.
8.4 Combining the evanescent and surface
potentials
As a final investigation, we combine the theory of sections 8.2.2 and 8.3.1
and explore the parameter space available in our experiment in the context
of all that has been discussed above. The range of available barrier heights
and positions will be analysed as a function of laser power, wavelength and
incident angle.
In figure 8.12 (a) the evanescent (black line), surface (green line) and com-
bined (red line) potentials are shown as a function of distance from the sur-
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Figure 8.12: The potential formed by the combination of the atom–surface and evanes-
cent potentials. (a) The evanescent (black line), surface (green line) and
combined (red line) potentials with λ = 765 nm, θi = 44.5
◦, P = 10 mW
and w = 200 µm. The dependence of barrier height and barrier position
on power, wavelength and angle are given in (b-d). (b) Barrier height
and position as a function of laser power for λ = 765 nm, θi = 44.5
◦ and
w = 200 µm. (c) Barrier height and position as a function of laser wave-
length for θi = 44.5
◦, P = 10 mW and w = 200 µm. (d) Barrier height
and position as a function of laser angle of incidence for λ = 765 nm,
P = 10 mW and w = 200 µm.
face of the prism. For this plot λ = 765 nm, θi = 44.5
◦, P = 10 mW and
w = 200 µm, in order to create a fairly constant potential in the radial di-
rection of the waveguide. The waist is kept constant at w = 200 µm for the
remainder of this chapter. The two important quantities that are focussed
on are barrier height and position. The height can be compared with the
kinetic energy of an incoming solitary wave in order to predict when classi-
cal reflection is expected. The position indicates the closest distance that a
solitary wave can reach, relative to the surface, and still reflect classically.
In figure 8.12 (b) the barrier height and position is given as a function of laser
power where λ = 765 nm and θi = 44.5
◦. For a power as small as 20 mW it
is possible to create barriers that have a height in the range 0-1 µK and a
position ranging from 250 nm to ∼ 1 µm. Taking the axial trap frequency of
the waveguide to be ωx = 2pi × 1.16 Hz (see section 6.6.3) and centering the
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minimum at the barrier results in the following simple expression to calculate
the offset px required to just reach the top of the barrier,
px =
√
2kBEB × 10−3
mω2x
, (8.25)
where EB is the height of the barrier in nK and px is the initial offset of
the solitary wave from the barrier in mm. Substituting EB = 400 nK,
m = 1.41× 10−25 kg and ωx = 2pi×1.16 Hz into (8.25) results in px = 1.2 mm.
Increasing the barrier height to 800 nK changes the position to px = 1.7 mm.
Reducing the barrier height to as little as 25 nK (a power of ∼ 2 mW) brings
the initial position to px = 0.3 mm. From these calculations we can see
that even for very low barriers, the initial position of the solitary wave is
significantly larger than the width of the barrier, which is < 1 µm. The
barrier width is, however, comparable to the size of the soliton itself, which
is ∼ 2.3 µm (see section 2.5.2). Therefore, it can be concluded that the soli-
tary wave will have to travel a distance > 150 × its width to interact with
a barrier of comparable size, repeating a similar scenario to those observed
originally by John Scott Russell.
Figure 8.12 (c) gives the dependence of barrier height and position on the
wavelength of the laser, indicating the potential benefits of using a widely
tunable laser diode, where θi = 44.5
◦ and P = 10 mW. The significant change
in the polarisability of Rb close to 780 nm contributes to a dramatic increase
in barrier height and change in position.
Finally, figure 8.12 (d) gives the dependence of barrier height and position
on the angle of incidence of the laser for λ = 765 nm and P = 10 mW. A
wide range of barrier heights and positions are accessable, however, this is
confined within a small region of angles—around 3.5◦. It is clear that the
most important aspect to be controlled and characterised in the experiment
is the angle of incidence of the laser generating the evanescent potential.
In order that a broader range of the parameter space could be explored, the
height of the barrier is given as a function of power and angle of incidence
in figure 8.13 (a) and power and wavelength in figure 8.13 (b). The grey
areas indicate regions where no barrier is formed and the colour map gives
the height of the barrier.
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Figure 8.13: The height of the barrier formed when the varying evanescent potential is
combined with the atom–surface potential in Rb. (a) Barrier height as a
function of laser angle of incidence and power at λ = 765 nm. (b) Barrier
height as a function of laser wavelength and power at θi = 44.5
◦.
Once again, the importance of precisely choosing an angle is clear from figure
8.13 (a). Once the angle has been carefully set, it is possible to be very flexible
on the power of the laser beam and still generate a barrier from which to
reflect classically.
As a final point, the sharp change in potential due to the presence of the
barrier may permit the observation of quantum reflection (see section 2.5.1,
for an analysis of approximately similar gaussian potential barriers and wells).
If classical and quantum reflection is observed from the barrier, the next stage
will be to turn off the evanescent field and attempt to observe quantum
reflection from the pure atom–surface potential. Observing such behaviour
from a solitary wave would be a significant step in the field of atomic physics.
8.5 Conclusion
In this chapter the necessary theory was presented in order to model the com-
bined potential due to attractive atom–surface interactions with the addition
of a repulsive evanescent field. Experimental investigations were undertaken
to determine the coherence length and spectral intensity distribution of a
multi-mode laser diode that may be used to generate the evanescent field.
Towards the end of the chapter, combined potentials were analysed in or-
der to determine the heights and positions of barriers formed due to the
atom–surface and evanescent potentials. It was shown that barriers could
be generated with heights as great as 800 nK for laser powers as little as
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20 mW, which corresponds to a solitary wave with offset px ∼ 1.7 µm in a
ωx = 2pi× 1.16 Hz waveguide being able to just reach the top of the barrier.
We conclude that reasonable barrier heights can be generated as long as the
experimentalist is very careful in setting the angle of incidence of the evanes-
cent laser. Once the laser has been carefully aligned, a broad parameter
space is available for exploration.
Chapter 9
Conclusion
In this thesis we have demonstrated the formation and dynamics of a 85Rb
Bose-Einstein condensate and the subsequent solitary wave that can be
formed when the interparticle interactions are tuned to be attractive.
In chapter 2 we reviewed the necessary theory to understand the formation
and behaviour of an attractive BEC. We discussed the importance of trap
geometry and number of spatial dimensions on the stability of an attractive
condensate and gave a brief introduction to the beyond mean field approach.
We also presented a review of some of the most recent theoretical results
relating to the dynamics of bright solitons and solitary waves, from the per-
spective of an experimentalist. Finally we explored some of the expected
behaviour and parameter regimes potentially observable in this experiment.
Details of the apparatus and diagnostics used in this experiment were given
in chapter 3, while the development and improvement of our experimental
control system—built using LabVIEW—were given in chapter 4.
Demonstration of the merging of atomic gases of 85Rb and 87Rb was given
in chapter 5. A straightforward one-dimensional model was shown to be
sufficient in explaining the reason for good or poor merging, resulting in our
ability to optimise the merging process. Potential applications were shown
to be the formation of multi-isotopic mixtures and the creation of the initial
state required to begin sympathetic cooling.
The formation of a 85Rb BEC, via direct evaporation, and a solitary wave was
presented in chapter 6, with a discussion of the differences between cooling
85Rb and 87Rb. The importance of the 155 G 85Rb Feshbach resonance was
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discussed in the context of efficiently cooling towards degeneracy. Examples
of experiments undertaken to demonstrate the tunable nature of a 85Rb BEC
were given. Following this, we presented our method for aligning and loading
the one-dimensional waveguide, in which we later formed solitary waves. We
presented data showing the propagation of a solitary wave, in comparison
with a repulsive condensate, with a clear indication of collapse occurring. We
also touched upon work undertaken towards [72] that showed the particle-like
behaviour of a solitary wave incident upon a wide repulsive barrier.
In the last couple of chapters (part IV) we discussed the characterisation
and preparation of equipment that we hope to eventually use to demonstrate
quantum reflection of a soliton from a narrow repusive barrier (chapter 7)
and from a dielectric surface (chapter 8).
9.1 Outlook
This experiment has the potential to explore a vast array of interesting soli-
tary wave phenomena. We refer the reader to table 2.1, which lists all of
these interesting phenomena, with the relevant references, which could be
investigated at a later time in this experiment.
There are three key experiments that would be natural steps forward from the
research undertaken during this thesis: observing quantum reflection from
a narrow attractive barrier, generating counterpropagating solitary waves
through Feshbach tuning and observing quantum reflection from a surface.
The work undertaken in chapter 2 has contributed to the understanding of
each of these phenomena and has attempted to quantify some of the ex-
pected behaviour. The experimental apparatus (chapter 3) in combination
with the control hardware and software (chapter 4) has created a system for
which observing the mentioned phenomena is increasingly likely. The evap-
oration to BEC and formation of solitary waves (chapter 6) has led to an
analysis of narrow-barrier (chapter 7) and atom–surface interactions (chap-
ter 8) antecedent to the potential future observations of quantum reflection
from a barrier and surface. This thesis has provided the foundation to en-
able a future researcher to undertake such exciting investigations using this
experimental apparatus.
Part V
Appendices and bibliography
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Appendix A
Configuration of data sent to
the FPGA in the new system
Data sent from the program to the FPGA card is done via a Direct Memory
Access (DMA) transfer. In this program data is sent in clumps of unsigned
64-bit integers (U64). This document explains how the sequence is split up
into U64 integers.
A.1 Elements and their data requirements
A lot of data must be sent to the FPGA card for each time step that the
program produces. It is necessary to identify all this data and assign an
appropriate number of bits to each element. Table A.1 lists this data.
A total of 13 U64 integers must be sent to the FPGA card in order to transfer
all the data indentified in table A.1.
A.2 Assignment of bits
We must now assign the elements to specific bits that are sent to the FPGA
card. The data is sent serially via 13 U64 integers which are repeated for
each time step. The structure of the 13 U64 integers is given in the following
form: [Name, xU64], where x is the number of the U64 grouping, and [main
element name, sub-element name (bit assignment of xU64), options].
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Main element name Sub-element name Data requirement (bits)
Time Time unit (ms, ticks) 1
Time 32
Trigger Analogue/digital? 1
Trigger? 1
Channel 4 (upto 16 inputs)
Voltage 16
GPIB On/off 1
Routine 7 (upto 128 unique GPIB routines)
Last step bit N/A 1
Fast digital outputs N/A 56 (56 channels)
Slow digital outputs N/A 48 (48 channels)
Fast analogue outputs N/A 128 (8 channels, 16-bit each)
Slow analogue outputs N/A 512 (32 channels, 16-bit each)
Total 808 bits ≡ 12.625 U64s
Table A.1: Elements of data sent to the FPGA and the number of bits assigned to each
element. All the data is then distributed between 13 unsigned 64-bit integers
to be sent to the FPGA card via a DMA transfer. Note: The Last step bit
is used to indicate to the FPGA when the last step has been reached and it
should stop running.
1. Header data, 1U64
(a) Time, Time unit (1), 0=ticks/1=ms
(b) Time, Time (2-33)
(c) Trigger, Analogue/Digital? (34), 0=analogue/1=digital
(d) Trigger, Trigger? (35)
(e) Trigger, Channel (36-39)
(f) Trigger, Voltage (40-55)
(g) GPIB, On/off (56)
(h) GPIB, Routine (57-63)
(i) Last step bit (64)
2. Fast digital outputs, 2U64
(a) Fast digital outputs (1-56)
(b) Free (57-64)
3. Slow digital outputs, 3U64
(a) Slow digital outputs (1-48)
(b) Free (49-64)
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4. Fast analogue outputs, 4U64-5U64
(a) Fast analogue outputs (4U64 1-64, 5U64 1-64)
5. Slow analogue outputs, 6U64-13U64
(a) Slow analogue outputs (6U64 1-64, 7U64 1-64, 8U64 1-64, 9U64
1-64, 10U64 1-64, 11U64 1-64, 12U64 1-64, 13U64 1-64)
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