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Abstract 
We propose a complete, quantitative quantum computing system which satisfies the five 
DiVincenzo criteria.  The model is based on magnetic clusters with uniaxial anisotropy, where 
standard, two-state qubits are formed utilizing the two lowest-lying states of an anisotropic 
potential energy. We outline the quantum dynamics required by quantum computing for single 
qubit structures, and then define a novel measurement scheme in which qubit sates can be 
measured by sharp changes in current as voltage across the cluster is varied. We then extend the 
single qubit description to multiple qubit interactions, facilitated specifically by a new 
entanglement method which propagates the controlled-NOT (C-NOT) quantum gate.   
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Introduction 
 In classical, digital computation, information is processed and stored in two distinct states which 
are usually referred to as 0 and 1.  A classical computer processes one input at a time to calculate 
the output.  On the other hand, in quantum computing (QC), one can make use of quantum 
superpositions to explore multiple inputs and corresponding outputs simultaneously1,2.  This 
feature gives QC important advantages for certain tasks such as searching for an item in an 
unsorted database.  Certain quantum sorting algorithms can complete such a query in √ܰ tries 
whereas classical algorithms would require on the order of ܰ tries, where ܰ is the total number 
of items in the database3.  Additionally, quantum computers can handle problems like the prime-
factorization of large numbers4 which are practically impossible even for supercomputers. 
The basic element of a classical computer is a bit, which can store 0 or 1. In a quantum computer, 
the fundamental element is called a qubit, which is a physical system with two well-defined 
states, represented by |0〉 and |1〉.  The crucial difference between a qubit and a bit is that a qubit 
can be in a superposition of states, i.e.  
 |߰〉 ൌ ߙ|0〉 ൅ ߚ|1〉,                 (1)                         
where |߰〉 is the wave function describing the state, and ߙ and ߚ are arbitrary coefficients having 
the property ߙଶ ൅ ߚଶ ൌ 1.  Quantum algorithms involve operations on individual qubit states as 
well as operations that require inter-qubit interactions. A multi-qubit quantum computer must be 
able to create entangled states by exploiting physical interactions between qubits, which can be 
realized as Heisenberg type spin-spin coupling, spin-orbital coupling and several other types of 
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interactions.  The physical nature of the qubits and the interactions depends on the physical 
system comprising the quantum computer.  
There have been several different proposals for physical implementation of qubits; for instance, 
some approaches use Josephson Junctions as qubits5,6,7,8,9,10.  There are also methods using the 
polarization and propagation direction of photons as the states of the qubits11.  Nuclear magnetic 
resonance QC12,13,14,15 (NMR QC) uses the nuclei of certain molecules to form qubits. A 
macroscopic number (1019 ) of these molecules are dissolved in a liquid and placed in a strong 
bias magnetic field (~10 T) along the z-axis. The interaction of the nuclear magnetic dipole with 
the applied field gives two, well-defined states, spin up and down, represented by  |0〉 and  |1〉 
respectively.  Furthermore, a small, time-varying magnetic field is applied along the x-axis. The 
phase and frequency of this magnetic field are precisely adjusted to control the dynamics of 
individual types of nuclei in the sample to create single-qubit operations.  In addition to the 
interaction with the external field, qubit dynamics is governed by inter-qubit, Heisenberg-type 
interactions16.  Making use of the inter-qubit interactions and single-qubit operations, one can 
implement the controlled-NOT (C-NOT) operation, and create entangled states15, which have 
been successfully demonstrated in NMR QC.  A 7-qubit molecule NMR QC has been 
implemented and used to factor 15 into its primes15. Despite being the most successful QC 
method, the biggest disadvantage of NMR QC is its lack of scalability, since each qubit 
corresponds to a specific nucleus in the molecule, and each qubit needs a unique Larmor 
frequency for effective control of its dynamics via the oscillating magnetic field.  The need for 
scalability is the main reason many believe a practical quantum computer should be based on 
solid state technology for which fabrication techniques are very well developed17.  In this paper, 
we are proposing a novel, solid state based QC model using magnetic clusters (MCs) as qubits. 
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The proposed model satisfies all five DiVincenzo criteria18, each of which will be discussed 
below in detail.  
Magnetic Cluster QC 
Nanometer size magnetic clusters with high anisotropy have been proposed as qubits19,20,21. In 
this paper, we give a complete discussion of the MC QC including initialization, control and 
readout schemes.  In the proposed MC QC, the qubit consists of a magnetic cluster placed in 
between two contact terminals, depicted in Fig. 1.  Potential candidates for magnetic clusters 
could be molecular magnets such as Fe8 or Mn12, which can be described as quantum systems 
with large spins at low enough temperatures22,23,24. 
  
 
Figure 1: Single qubit structure.  The magnetic cluster is suspended between two contacts in 
an insulating matrix.  The cluster is chosen to have a small spin (ࡿ ൏ 100), but a high 
anisotropy energy.  Contacts may be ordinary conducting material (Au).  ࡮૙ is a fixed, 
strong magnetic field, whereas ࡮૚ oscillates, and the magnitudes of the fields are such that 
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࡮૚  ≪ ࡮૙ .   ࡮૚ can be generated using an oscillating current through the top and bottom 
contacts and a switch (not shown) which allows for single qubit addressing. 
The system is placed in a large magnetic field which is aligned with the anisotropy axis of the 
MC.  Furthermore, a small, oscillating magnetic field is applied in the perpendicular direction to 
control the dynamics of the qubit.  The state of the qubit can be read out by applying a voltage 
across the terminals, the details of which will be discussed in the Readout section.  Before we 
start discussing the details of the MC based QC, we compare its properties with several available 
QC approaches, summarized in Table 1.  
 Kane’s QC25 NMR QC12 SC QC26 MC QC 
Physical System P Nucleus Nuclei Ensemble Josephson Junction Magnetic Cluster (Fe8, Mn12)
Temperature Low Room Low Low 
Scalability Yes No Yes Yes 
Challenges Fabrication  & 
Measurement 
Scalability Decoherence Decoherence 
Table 1: Comparison of Different Quantum Information Processing (QIP) Approaches 
The most common challenges amongst the various quantum computing approaches are 
scalability and difficulty in implementation.  In order to perform useful calculations using QC, 
one needs upwards of hundreds of qubits.  This scalability becomes a problem for NMR QC 
because the experimental resolution required to readout qubits increases with the number of 
qubits.  Similarly, for the case of optics based QC, the number of optical instruments increases 
exponentially with the number of qubits11.  Since MC QC inhabits a solid state environment for 
which fabrication techniques are well established, the scalability problem can potentially be 
overcome. 
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Quantum Description of Magnetic Cluster 
The MC, depicted in Fig. 1, has a uniaxial magnetic anisotropy along the axis of the applied 
magnetic field, ܤ଴.  When the transverse magnetic field, ܤଵ, is turned off, the Hamiltonian that 
governs the dynamics of this system can be written as: 
ऒ଴ ൌ െܭࡿ௭ଶ െ ߛ԰ࡿ௭ܤ଴,     (2) 
where ܭ is the anisotropy energy, ࡿ is the spin operator, ߛ is the gyromagnetic ratio, and  ܤ଴ is 
the magnitude of the magnetic field. The eigenstates of the Hamiltonian are labeled by the spin 
quantum numbers, ܵ௭ ൌ ሼെܵ, െܵ ൅ 1,⋯ , ܵ െ 1, ܵሽ, and the corresponding  energy levels are 
shown in Fig. 2. 
 
Figure 2: Anisotropic Magnetic Potential Energy and Quantum States.  The states of the MC 
in no externally applied magnetic field form a degenerate, double potential well which has 
minimums when the spin is aligned with the uniaxial anisotropy axis of the MC.  The 
degeneracy is lifted by the applied magnetic field.  The two lowest energy states of the MC 
serve as the qubit states. 
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After the initialization, which will be discussed in the Read out and Initialization section, the 
qubit will be in the ground state, |0ۧ, which corresponds to ܵ௭ ൌ ܵ.  The first excited state of the 
qubit is the one corresponding to ܵ௭ ൌ ܵ െ 1, denoted by |1ۧ.  The energy of each level and the 
gaps in between are given in Table 2.  The energy required to make a transition from the first 
excited state to the second is ∆ܧ ≡ ܧଶ െ ܧଵ ൌ ܭሺ2ܵ െ 3ሻ െ ߛ԰ܤ଴.  Transitions between states 
are activated by the absorption and emission of phonons30,31. 
State Energy Excitation Energy 
|0ۧ ܧ଴ ൌ െܭܵଶ ൅ ߛ԰ܵܤ଴ ܭሺ2ܵ െ 1ሻ െ ߛ԰ܤ଴
|1ۧ ܧଵ ൌ െܭሺܵଶ െ 2ܵ ൅ 1ሻ ൅ ߛ԰ሺܵ െ 1ሻܤ଴ ܭሺ2ܵ െ 3ሻ െ ߛ԰ܤ଴
|2ۧ ܧଶ=െܭሺܵଶ െ 4ܵ ൅ 4ሻ ൅ ߛ԰ሺܵ െ 2ሻܤ଴ ܭሺ2ܵ െ 5ሻ െ ߛ԰ܤ଴
Table 2:  Energies of the First Three States.  Excitation Energy is the energy required to make a 
transition from a state to the next excited state.  
If the temperature is such that ݇஻ܶ ≪ ∆ܧ, where ݇஻ is the Boltzmann constant, the number of 
phonons with enough energy to make such a transition is exponentially suppressed.  Therefore, 
we can limit the discussion to the subspace spanned by |0ۧ and |1ۧ, where |0〉 ≡ ቀ10ቁ and 
|1〉 ≡ ቀ01ቁ.   In this subspace, ࡿ௭
ଶ  can be represented by a 2x2 matrix, which can be rewritten in 
terms of ࡿ௭ as follows: 
ࡿ௭ଶ ൌ ൬ܵ
ଶ 0
0 ሺܵ െ 1ሻଶ൰ ൌ ሺ2ܵ െ 1ሻࡿ௭ െ ܵሺܵ െ 1ሻࡵ.    (3) 
In this representation, we can rewrite the Hamiltonian as: 
ऒ଴ ൌ െܭࡿ௭ଶ െ ߛ԰ܤ଴ࡿ௭ ൌ െሾܭሺ2ܵ െ 1ሻ ൅ ߛ԰ܤ଴ሿࡿ௭ ൅ ߚࡵ ≡ െ԰߱଴ࡿ௭,   (4) 
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where ߱଴ ൌ ௄԰ ሺ2ܵ െ 1ሻ െ ߛܤ଴ and ߚ is a constant which is dropped from the Hamiltonian.  
Having described the Hamiltonian of the system, we now proceed to discuss how single-qubit 
operations may be implemented.   
Single Qubit Operations 
Now, we introduce a time dependent magnetic field of magnitude ܤଵ along the x-axis to generate 
single-qubit operations.  With this magnetic field, the effective Hamiltonian becomes: 
ऒ ൌ െ԰߱଴ࡿ௭ ൅ ԰߱ଵܿ݋ݏ൫߱௠௙ݐ െ ߶൯ࡿ௫,     (5) 
where ωଵ ൌ γBଵ ≪ ߱଴, ߱௠௙ is the frequency of the control magnetic field (on the order of GHz), 
and ߶ is the initial phase.  Since the Hamiltonian is time dependent, it is convenient to transform 
the wave function into the so-called rotating frame,  
|߰ோሺݐሻ〉 ≡ ݁
೔
԰ऒబ௧|߰ሺݐሻ〉 ൌ ݁ି௜ఠబࡿ೥௧|߰ሺݐሻ〉.          (6)  
Inserting equation (6) into the Schrodinger Equation yields 
݅԰ డడ௧ |߰ோሺݐሻ〉 ൌ ቀ݁ି௜ఠబࡿ೥௧ऒ݁௜ఠబࡿ೥௧ ൅ ݅԰
ௗ
ௗ௧ ݁ି௜ఠబࡿ೥௧݁௜ఠబࡿ೥௧ቁ |߰ோሺݐሻ〉 ≡ ऒோ|߰ோሺݐሻ〉,   (7) 
which shows that the Hamiltonian in the rotating frame is  
ऒோ ൌ ԰߱ଵ ൬ 0 ݁
ି௜ሺ୼௧ାథሻ ൅ ݁ି௜ሺஊ௧ିథሻ
݁௜ሺ୼௧ାథሻ ൅ ݁௜ሺஊ௧ିథሻ 0 ൰,    (8) 
where we define Σ ≡ ߱଴ ൅ ߱௠௙ and Δ ≡ ߱଴ െ ߱௠௙.  Because ߱௠௙ is the frequency of the 
control field, we can choose it such that ߱௠௙ ൌ ߱଴, which gives Σ ൌ 2߱௠௙ and Δ ൌ 0.  
Furthermore, the terms with Σ are rapidly oscillating, and their average becomes zero over the 
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time scale, 1 ߱ଵ⁄ , which is the time scale for rotations.  This approximation is called the rotating 
wave approximation16.  In this limit ऒோ becomes time independent, and reads 
ऒோ ൌ ԰߱ଵ൫ܿ݋ݏ߶ࡿ௫ ൅ ݏ݅݊߶ࡿ௬൯.       (9) 
The time development operator at ݐ ൌ ߙ ߱ଵ⁄  can be written as  
ࢁோሺݐ ൌ ߙ/߱ଵሻ ൌ ݁ି
೔ऒೃഀ
԰ഘభ ൌ ൜݁ି௜ఈࡿೣ ≡ ࢄሺߙሻ ݁ି௜ఈࡿ೤ ≡ ࢅሺߙሻ,  for  
߶ ൌ 0
߶ ൌ ߨ,    (10) 
which can be used to generate rotations around the x and y axes.  Although equation (10) lacks 
ࡿ௭, the rotations around the z-axis in the subspace spanned by |0ۧ and |1ۧ can be generated as a 
series of rotations around the x and y axes. This follows from the identity 
ࢆሺߙሻ ≡ ࢄቀ గଶ√ଶ௦ቁ ࢅ ቀ
ఈ
√ଶ௦ቁࢄற ቀ
గ
ଶ√ଶ௦ቁ.        (11) 
Therefore, we conclude that |߰ோሺݐሻ〉 can be rotated to any point in the Bloch Sphere, which 
means any superposition of |0ۧ and |1ۧ can be realized.  Now that we have shown single-qubit 
operations are possible with MC QC, we will turn to the description of how a qubit is initialized 
and how the final state is read. 
Initialization and Read Out 
Qubits of a quantum computer must be initialized before performing an algorithm.  After 
initialization, quantum algorithms require a series of single-qubit and multi-qubit operations.  A 
readout method is required to determine the result of the computation.   
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 To measure the final qubit state, we utilize the lowest unoccupied molecular orbital 
(LUMO)27,28 of the cluster which can host one or two electrons. A voltage is applied across the 
qubit to inject electrons into the LUMO to probe the quantum state of the MC.  The state of the 
electron(s) in the LUMO can be represented by |݊, ݏ௭ۧ௘ , where ݊, which can be 0, 1, or 2, is the 
number of electrons in the state, and ݏ௭ is the z-component of the spin of the electron(s).   Using 
this notation, the composite state of the system can be written as |݊, ݏ௭ۧ௘ ⊗ |݉௦ۧெ஼, where 
|݉௦ۧெ஼ describes the spin state of the MC.  The Hamiltonian describing the MC with the 
addition of electron(s) in the LUMO can be written as 
ऒ ൌ െܭࡿ௭ଶ െ ߛ԰ܤ଴ࡿ௭ ൅ ሺࣰ െ ߛ԰ܤ଴࢙௭ሻ∑ ܿఈறܿఈఈ ൅ ݑ ܿ↑றܿ↑ܿ↓றܿ↓ െ ௃ଶ∑ ܿఈற ఉܿ࣌ ⋅ ࡿఈఉ ,  (12) 
where the operators ܿఈற and ܿఈ (indexed with α for spin polarization, ↑ or ↓) are the creation and 
annihilation operators respectively for electrons in the LUMO, ࢙௭ is the electron spin operator, 
and  ݑ is the electron-electron interaction strength.   ࣰ is defined as ߳ െ ܸ݁, where ߳ is the 
energy of the electron in LUMO, and ܸ is the applied voltage.  It is important to note that the 
eigenstates with no electron occupation (݊ ൌ 0) are exactly the eigenstates of the Hamiltonian in 
equation (2).  These states are labeled as |0ۧ௘ ⊗ |ܵۧெ஼, and |0ۧ௘ ⊗ |ܵ െ 1ۧெ஼ and have energies 
ܧ଴ ൌ െܭܵଶ െ ߛ԰ܤ଴ܵ, and ܧଵ ൌ െܭሺܵ െ 1ሻଶ െ ߛ԰ܤ଴ሺܵ െ 1ሻ respectively.  The closest energy 
eigenstate is ቚ1, ଵଶ ඀௘ ⊗ |ܵۧெ஼. We denote its energy by ܧ଴ଵ, which can be calculated as ܧ଴ଵ ൌ
െܭܵଶ െ ߛ԰ܤ଴ ቀܵ ൅ ଵଶቁ ൅ ࣰ െ
௃ௌ
ଶ .  ܧ଴ଵ changes linearly with the applied voltage since it has one 
electron in LUMO.  All the other states have larger energies either because of the spin 
polarization of the electron(s), and/or because of smaller ݉௦ values.   Fig. 3 shows the energy 
levels ܧ଴, ܧଵ, and ܧ଴ଵ as a function of ࣰ. 
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Figure 3:  Measurement of Qubit States.  States are initialized with ठ ≫ ठ૚.  After an 
algorithm is complete, ठ is lowered.  If the qubit state collapses into the  |૙ۧࢋ ⊗ |ࡿۧࡹ࡯ 
ሺ|૙ۧࢋ ⊗ |ࡿ െ ૚ۧࡹ࡯ሻ  state, a peak will appear at ठ૚ (ठ૛).  |ࢊࡵ/ࢊठ| peaks correspond to 
qubit measurements.   
For ࣰ ൐ ଵࣰ ≡ 2ܭሺܵ െ 1ሻ ൅ ଷଶ ߛ԰ܤ଴ ൅
ଵ
ଶ ܬܵ, the states, |0ۧ௘ ⊗ |ܵۧெ஼ and |0ۧ௘ ⊗ |ܵ െ 1ۧெ஼, are 
still the ground and first excited states respectively.  In the calculation phase of the algorithm, 
voltage is applied such that ࣰ ≫ ଵࣰ. This will ensure that the LUMO will be unoccupied, and the 
MC can effectively be described by the Hamiltonian equation (2); therefore, single-qubit 
operations can be implemented as discussed in the previous section.  At the end of the 
calculation, results are measured in the readout phase. 
Read Out 
To begin a qubit measurement, the voltage is slowly lowered from levels ሺࣰ ≫ ଵࣰሻ maintained 
during the calculation phase.  As seen in Fig. 3, the energy levels of first two states intersect with 
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energy of ቚ1, ଵଶ ඀௘ ⊗ |ܵۧெ஼, therefore transitions from n =0 state to n=1 state are possible.  Such a 
transition is possible by tunneling of an electron from one of the terminals to the MC, which will 
result in an abrupt change in the current. The value of the voltage at which such a change is 
observed will give the information on the state of the qubit. Changes in current as ࣰ is varied can 
be seen in a differential conductance measurement, where peaks in |݀ܫ/ࣰ݀| correspond to state 
transitions.  A transition peak observed at ࣰ ൌ ଵࣰ would correspond to the collapse of the state 
to the first excited state, whereas a transition at ࣰ ൌ ଴ࣰ ≡ ଵଶ ߛ԰ܤ଴ ൅
ଵ
ଶ ܬܵ would correspond to the 
collapse to the ground state.  Electrons traveling from one contact plate to the opposite through 
the MC cause a current which has been calculated to be on the order of pA27,28.  Because 
measuring pA currents through the device may pose challenges, an actual implementation of an 
MC qubit will likely entail an ensemble of MCs which will allow larger currents.  This ensemble 
approach to realizing MC qubits will be discussed in the Ensemble MC QC section.  Not only is 
measurement the key to finalizing a quantum algorithm, but it is also useful in preparing an 
initial qubit state from which an algorithm can begin.   
Initialization 
The initial state of a quantum computer can be in a superposition of all possible states. To begin 
a quantum algorithm, the system must be initialized to a known state, which can be done by 
letting the system relax to its ground state.  If the MC qubit is given enough time to relax, the 
probability of finding it in a state of energy ܧ is approximately 
ாܲ ∝ ݁ି 
ಶ
ೖಳ೅  .      (13) 
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The ratio of occupation probabilities for the first excited state and ground state can be estimated 
as  
௉ಶభ
௉ಶబ
ൌ ݁ି 
∆ಶ
ೖಳ೅, which quickly converges to zero if ݇஻ܶ ≪ ∆ܧ. Thus, if the system is kept at 
low enough temperature, qubits will relax into their ground states, which will be used as the 
initial states of the QC. Furthermore, keeping ࣰ ≫ ଵࣰ, ensures that the ground state is  
 |0ۧ௘ ⊗ |ܵۧெ஼. 
2‐Qubit System and Entanglement 
Let us consider the 2-qubit system illustrated in Fig. 4.  In this setup, the MCs interact with each 
other by Heisenberg-type coupling. 
  
Figure 4: Two Qubit Structure.  A two-qubit system can be implemented by aligning two 
single qubits in a stacked structure. 
The Hamiltonian for this 2-qubit system is given by: 
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ऒ ൌ െ෍԰߱଴௜ ࡿ௭௜
ଶ
௜ୀଵ
൅෍԰߱ଵ௜ ࡿ௫௜ ܿ݋ݏ൫߱௠௙௜ ݐ െ ߶௜൯
ଶ
௜ୀଵ
െ ܬࡿଵ ⋅ ࡿଶ 
,    (14) 
where indices label qubits, and  ܬ is the interaction strength between the qubits.  Following the 
idea for a single qubit, we transform the wave function into the rotating frame by 
|߰ோሺଶሻሺݐሻ〉 ≡ ݁ି௜ఠబభࡿ೥భ௧݁ି௜ఠబమࡿ೥మ௧|߰ሺଶሻሺݐሻ〉,     (15) 
where ߱଴ଵ and ߱଴ଶ are the Larmor frequencies of the first and second qubit, and |߰ሺଶሻሺݐሻ〉 and 
|߰ோሺଶሻሺݐሻ〉 are the wave functions of the two-qubit system in the lab frame and rotating frame, 
respectively. If  ԰หఠబ
భିఠబమห
௃ ≫ 1, we can use the rotating wave approximation to calculate the 
transformed interaction Hamiltonian, which reads 
ऒோ௜௡௧ ൌ ∑ ԰߱ଵ௜ ൫ܿ݋ݏ൫߶௜൯ࡿ௫௜ ൅ ݏ݅݊൫߶௜൯ࡿ௬௜ ൯ଶ௜ୀଵ െ ܬࡿࢠଵ ࡿࢠଶ.   (16) 
In order to create entanglement, we set ߱ଵ௜ ൌ 0, in other words turn off the control magnetic field, 
and utilize the last term in equation (16).   Let us choose the basis states as 
ሼ|00〉, |01〉, |10〉, |11〉ሽ, and calculate the matrix representation of the time development operator 
corresponding to the Hamiltonian in equation (16) at ݐ ൌ ߨ԰ ܬ⁄ . 
ࢁோ௜௡௧ሺݐ ൌ ߨ԰ ܬ⁄ ሻ ൌ ݁െ݅ߨܬऒܴ݅݊ ݐ ൌ
ۉ
ۈ
ۇ
݁௜గௌௌᇲ 0 0 0
0 ݁ି௜గ൫ௌௌᇲିௌ൯ 0 0
0 0 ݁ି௜గ൫ௌௌᇲିௌᇲ൯ 0
0 0 0 ݁௜గ൫ௌௌᇲିௌିௌᇲାଵ൯ی
ۋ
ۊ
   (17) 
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This is the essential operator needed to create the C-NOT operation, which flips the second qubit 
only if the state of the first qubit is |1ۧ.  The C-NOT can be realized with the following set of 
operations 
࡯ଶ,ଵ ≡ ࢅଶ ቀߢ గଶቁࢁோ௜௡௧ ቀ
԰గ
௃ ቁࢄଶ ቀߢ
గ
ଶቁࢆଶ ቀ
గ
ଶቁࢆଵ ቀ
గ
ଶቁ ൌ ݁ି
೔ഏ
ర ൮
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
൲     (18) 
where  ߢ ≡ ට ଵଶௌ, and the overall phase ݁ି
೔ഏ
ర  can be neglected.  The single-qubit operations in 
equation (18) are defined in equations (10-11), where the subscript denotes the qubit the 
operators act on.  The resultant operation in equation (18) is the C-NOT operation, which can be 
used to entangle qubits.  The description developed for the two-qubit system can easily be 
generalized to multiple qubits which is done in the next section. 
  Multi-Qubit System 
The Hamiltonian for a multi-qubit system can be written as 
ऒ ൌ െ෍ ԰߱଴௜ ࡿ௭௜௜ ൅෍ ԰߱ଵ
௜ ࡿ௫௜ ܿ݋ݏ൫߱௠௙௜ ݐ െ ߶௜൯௜ െ෍ ܬ௜௝ࡿ
௜ ⋅ ࡿ௝
௜ழ௝
, 
                    (19) 
where ܬ௜௝ is the coupling strength between the ith and jth qubit.  The coupling strength, ܬ௜௝, may 
decay quickly with distance separating qubits which makes it difficult to directly entangle two 
nonadjacent qubits.  However, one can still entangle any two qubits by a series of operations on 
subsequent neighboring qubits.  For instance, let us consider a three-qubit system for which there 
is no direct interaction between qubit 1 and qubit 3 (i.e. ܬଵଷ ൎ 0). In this case, one can create a C-
NOT operation between the first and third qubit as follows: 
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࡯ଷ,ଵ ൌ ࡯ଷ,ଶ࡯ଶ,ଵ࡯ଷ,ଶ࡯ଶ,ଵ,          (20) 
where the C-NOT operations on the right hand side of the equation are implemented by the 
couplings between neighboring qubits.  This idea can easily be generalized to any multi-qubit 
system. 
Decoherence 
Qubits are physical systems coupled to their environment which can cause the qubits to lose their 
quantum nature. The decoherence time of a quantum computer is the lifetime of coherent 
quantum states.  In the case of MC QC, the interaction of the MC with the crystal structure and 
phonons may result in a transition out of the two-state subspace previously defined.  In this 
section, we discuss the dynamics of decoherence, and calculate the lifetime of an MC qubit, 
focusing on decoherence originating from phonon-assisted transitions out of the qubit’s two-state 
subspace.  We turn to references [29,30,31] for the detailed description of the spin-phonon 
interaction.  To begin, we must consider physically what occurs in a single-state excitation 
facilitated by absorption or emission of a phonon, which is depicted in Fig. 5. 
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Figure 5: Phonon Stimulated Excitations 
 
The states of the system, a few of which are shown in Fig. 5, have different energy and angular 
momentum values; therefore, any transition between two states requires angular momentum and 
energy transfer to or from the qubit.  Excitations in the crystal structure will carry in (or out) the 
required angular momentum and energy difference.  These excitations can be described as 
transverse phonons, denoted as ݑሺݎሻ.  Phonons cause perturbations on the angles of the crystal 
axes, which can be written as  
ߜࣘሺ࢘ሻ ൌ ଵଶ ׏ ൈ ݑሺ࢘ሻ.       (21) 
We can calculate the Spin-Phonon interaction by perturbing the magnetic anisotropy 
Hamiltonian with the angles ߜࣘ as follows: 
࣢௦ି௣௛ ≡ ݁ି௜ࡿ∙ఋࣘ࣢஺݁௜ࡿ∙ఋࣘ െ࣢଴ ≅ ሺ1 െ ݅ࡿ ∙ ߜࣘሻ࣢஺ሺ1 ൅ ݅ࡿ ∙ ߜࣘሻ െ࣢஺ ൌ ݅ߜࣘ ∙ ሾ࣢஺, ࡿሿ,  (22) 
where high orders in  ߜࣘ are neglected because ߜࣘ ≪ 1, and the Hamiltonian, ࣢஺, is the 
anisotropy contribution of the Hamiltonian defined in equation (4). 
The decoherence rate corresponding to the transitions from the subspace to outside the subspace 
can be calculated utilizing equation (22).  This is accomplished by calculating the amplitude for 
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the spin-phonon scattering.  We define quantum states, หΨ௙,௜ൿ ൌ ห߰௙,௜ൿ ⊗ ห߶௙,௜ൿ, where the 
indices, ݂ and ݅, refer to the final and initial states.  ห߰௙,௜ൿ and ห߶௙,௜ൿ are the eigenstates of the 
spin and phonon Hamiltonians respectively.  Because two adjacent phonon states differ by one 
phonon quanta, we define the phonon states, ห߶௙ൿ ൌ ห݊࢑,ఒൿ and ห߶௜ۧ ൌ ห݊࢑,ఒ ൅ 1ൿ, where ࢑ is the 
phonon wavevector, and ߣ ൌ ሼݐଵ, ݐଶ, ݈ሽ show the transverse and longitudinal polarizations of the 
phonon.  A transition from a state to its adjacent state above is given by the amplitude, 
ൻΨ௙หऒ௦ି௣௛หΨ௜ൿ ൌ બ ⋅ ઴, where બ ≡ െ݅԰ωϐ୧ൻ߰௙หࡿห߰௜ൿ is the spin matrix element, ԰߱ାି is the 
energy gap between the two states which is listed in Table 2, and ઴ ≡ ට ԰଼ெே∑
௘೔࢑⋅࢘
ඥఠ࢑,ഊ ൣ݅࢑ ൈ࢑,ఒ
ࢋ࢑,ఒሿ ඥ݊ఠ೑೔ is the phonon matrix element.  Using Fermi’s golden rule and the transition 
amplitude given above, a general transition rate can be defined as 
Γ ൌ ଵே∑
൫࢑ൈࢋ࢑,ഊ൯మ
଼ெ԰ఠ࢑,ഊ࢑,ఒ ݊ఠ೑೔|બ|
ଶ2ߨߜ൫߱࢑,ఒ െ ߱ାି൯ ൌ ௏ଵଶగ԰
|બ|మఠ೑೔య
ெ௩೟ఱ
݊ఠ೑೔,  (23) 
where ݊ఠ೑೔ ൌ ଵ௘԰ഘ೑೔య /ೖಳ೅ିଵ is the phonon number density, ܰ is the number of cells in the crystal 
structure, ܸ is the unit cell volume, ܯ is the mass of the cells, and ߱࢑,ఒ ൌ ݒఒ݇ is the phonon 
frequency. ݒఒ, the speed of phonons, can be estimated as ߱௙௜݈௖ , where ݈௖ is the lattice constant.  
The decoherence time, ߬ ≡ Γିଵ, must be long enough such that a large number of single-qubit 
and multi-qubit operations can be executed before the quantum states decohere.  The spin matrix 
element component for Γ଴, namely |બ|ଶ ∝ ԰ଶܵଶ߱ϐ୧ଶ, which can be used to write a proportionality 
expression for the decoherence time, 
߬ ൌ ߬ሺܵ, ܶሻ ∝ ൬݁
԰ഘశష
ೖಳ೅ െ 1൰ ெ௟೎మௌమ  ,      (24) 
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is proportional to the moment of inertia of the unit cell. With a small enough ܵ value and 
properly chosen MC, the decoherence may be made long enough to perform a useful number of 
operations.  The number of operations allowed by a certain decoherence time can be found by 
comparing the gate operation time, ߬௚ ≡ ට ଵଶௌ
గ
ఠభ ൌ ට
ଵ
ଶௌ
గ
ఊ஻భ, to the decoherence time in equation 
(24).  Using ߛ ൌ 0.6ܭ/ܶ where ܶ is Tesla, the application of a magnetic field around 0.01ܶ 
yields a gate operation time, ߬௚ሺܤଵ ൌ 0.05ܶሻ ൎ 0.5/ܭ.  We compare several cases of this 
decoherence time in Fig. 6 below, where we have assumed an anisotropy energy, ܭ ൌ 0.1ܸ݉݁, 
݈ ൎ 3 ൈ 10ିଵ଴݉, and gap energy ԰߱௙௜ ൎ 2ܭܵ.   
 
Figure 6:  Decoherence.  Decoherence time is plotted on a log scale in order to characterize 
the effect of controllable parameters, namely the temperature and the spin of the qubit. 
While Fig. 6 suggests that for MCs with relatively small spin number, ܵ ൎ 10, decoherence  
effects are prominent at large temperatures, with sufficient temperature reduction and by 
choosing an MC with a good spin number, decoherence effects can be successfully suppressed.   
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Ensemble MC QC 
In order to circumvent challenges of measuring the current through a single MC, an ensemble of 
MCs can be placed between the contact plates to increase the current.  Fig. 7 shows a single-
qubit ensemble of MCs, placed in a two dimensional array between the contacts.   
 
Figure 7: Ensemble Qubit. An array of MCs are placed between two conducting contacts.  
The distance between each MC is such that interactions between any pair is negligible, 
which allows us to describe the dynamics of each MC individually. 
The MCs are placed a distance apart such that MC-MC interactions are negligible within the 
qubit structure.  Because these interactions are negligible, the system can be described by the 
density of states for the ensemble.  This approach is in great analogy with NMR QC, for which 
ensemble computation techniques are well developed12.  In order to create a second qubit, 
another layer of MCs are placed directly above the first qubit such that MC grids are precisely 
aligned.  Therefore, each individual MC in the first layer interacts with only one MC in the 
second layer.  This idea can be extended to the case of multiple qubits by building more layers.   
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Conclusion 
We have provided a theoretical framework for quantum computing using magnetic clusters 
(MCs) as qubits.  With this physical system, we can satisfy all five prerequisites for 
implementing a quantum computer as follows: 
1.  The MC qubit is realized in MC spin states which are well-separated energetically, given 
proper parameters.  This energy scales approximately as 2ܵܭ െ ߛ԰ܤ଴ , where ܵ is  the 
spin of the MC, ܭ is the anisotropy energy, and ܤ଴ is the applied magnetic field.   
2. MC qubits can be initialized via cooling to their ground state due to their asymmetric 
anisotropy energy structure. 
3. A useful number of quantum gate operations can be completed within the decoherence 
time of the quantum computer. 
4. Any two qubits can be entangled via Heisenberg-type interactions and C-NOT 
propagation.  Thus, a Universal set of quantum gate operations can be realized. 
5. Qubit-specific measurements can be performed to probe the quantum state using 
electrons injected into the lowest unoccupied molecular orbital (LUMO). 
 
The MC  qubits are scalable because they occupy a solid state environment which provides ease 
of fabrication and because any two qubits can be entangled despite a lack of direct proximity. 
With novel methods for qubit readout, and non-local, qubit-qubit entanglement, we have 
strengthened the possibility for creating a quantum computer using magnetic components, and 
have provided an alternative to the currently explored quantum computing proposals.  
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Technical difficulties associated with the measurement of small currents can potentially be 
overcome by using an ensemble of non-interacting qubits, as briefly discussed in the Ensemble 
MC QC section. This approach is beyond the scope of the current note, and will be addressed in 
our following studies. 
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