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CHAPTER – 1 
 
INTRODUCTION OF THE SPEECH PATTERN RECOGNITION 
FOR SPEECH TO TEXT CONVERSION 
 
 
1.1 Introduction 
 
Human being is a wonderful creation of GOD, who can think for own-self as well as 
for others. They are able to create new ideas and also try to implement in their routine 
life in such a way that implementation makes the life very easy and comfortable. 
 
In the society every one (either human or animals) wishes to interact with each other 
and tries to convey own message to others. The opponents receive the one’s messages 
and may get the exact and full idea of the senders. He may get the partial idea or some 
times can not understand any thing out of it. The last case may happen only when 
there is some lacking in communication (i.e. when a child convey message, the 
mother can understand easily while others can not). 
 
If we put our eyes in the speech history, we find that initially the human was not able 
to speak, so for the interaction they were using expressions and they tried to convey 
their feelings. After some time they had converted these expression into different 
sounds i.e. for enjoyment they used some type of sound, for afraid they used another 
type of sound and so on… The time has converted the things and gave the birth to 
different characters and collectively all the characters had created the words and 
finally the sentence were formed. 
 
Convey of feeling becomes very easy with these human developed sentence. But God 
has created the human mind with a lot of curiosity. So the human had created different 
musical instruments and try to convey their feelings (i.e. Happy, sad etc.) with these 
instruments and they get a lot success. 
 
The new technologies were introduced with the passage of time. The human beings 
are able to store their voice and can reproduced repeatedly with the equipments. They 
are also able to store the video of the entire event to produce it in future. 
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With the amalgamation of techniques of Physics and Electronics and availability of 
technologies, the human had discovered calculating machine, which on modification 
and enhancement emerged computer machine. Again the technological revolution had 
made a tremendous change in the computer word and concept of multimedia 
computers were introduced, which gives the facilities of computing, storing of 
multimedia data, audio, voice, etc. And in this way the human had started the use of 
computer secondary store memory (like human memory) to store all his data. They 
used keyboard, mouse, touch pad, scanner as an input device to input data, picture, 
voice, video etc.  
 
Next the technological revolution had not take the satisfaction with such achievement. 
The human being had put the desire that computer should think in a natural way and 
the concept of Artificial Intelligence (AI) immerged. The mouse was introduced to 
assists the keyboard for input, then touch screen, scanner, digital pen, touch pad were 
introduced. But in the mid to late 1990s, personal computers started to become 
powerful enough to make it possible for people to speak to them and for the computer 
to speak back. Today, the technology is still a long way from delivering natural, 
unstructured conversations with computers that sound like humans, understand like 
human, detect like human and so on. 
 
Consider the thousands of people in world they are not able to use their hands making 
typing impossible. Well the software industry has been creating some really neat little 
speech to text utilities for people who can’t type, and yes, even for those of us who 
are lazy and don’t feel like it. And that is the main reason for the subject selection. 
 
1.2 Statement of the problem 
 
Title of the present study was: “Speech Pattern Recognition for Speech To Text 
Conversion” 
 
In present study speech pattern recognition is pertaining to Gujarati language. Gujarati 
language consists different 34+10+12 alphabets including ‘k (S)’ to ‘gna (7)’ , ‘0’ to 
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‘9’ and ‘V’ to ‘V\’. The prime theme of the study is to identify or recognize the 
different patterns of the Gujarati font like frequency, pitch etc. 
 
When user speaks any alphabets from the microphone the different patterns of the 
alphabets will be identified and it will be compared with the corresponding pattern 
stored in the standard phoneme databases and corresponding highest matching 
alphabet of Gujarati language will be return in form of text on the screen. 
 
1.3 Objectives of the study  
 
The principle objective of the present study is 
 
To develop a software for speech recognition for speech to text conversion. 
 
To full fill this objectives some sub objectives were formed which are as following: 
 
1.3.1 Developing software for speech recognition for speech to text conversion. 
1.3.2 Designing and development of an interactive user-friendly text editor, which 
allows the user to enter the text, manipulate text, formatting text with well-known 
familiar commands. 
1.3.3 Designing and development of Gujarati fonts. 
1.3.4 Creation of Gujarati phoneme database. 
1.3.5 Creation of wave file for speech dictation. 
1.3.6 Development of a model that will compare the wave data with phoneme 
database and displaying the characters on the screen. 
1.3.7 Exploring promising new ideas in speech recognition. 
1.3.8 Developing advanced technology incorporating these ideas. 
1.3.9 Experimenting the performance of the application on this technology.  
 
1.4 Rational of the study  
Importance of the study can be identified as: 
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1.4.1 The software helps the professional to manage their workload by dictation in 
Gujarati language. 
1.4.2 The software can operate transparently behind the application, benefiting users 
who are unfamiliar with speech recognition or who might become confused with 
multiple applications. 
1.4.3 Prepares such a standard file that can be used in another speech dictation or in 
any familiar editors. 
1.4.4 Enables end-users to manage their user files (i.e. opening, saving, backing up, 
restoring, renaming and deleting)  
1.4.5 Elimination of training to the software for every user. That means it is speaker 
independent speech dictation software. In addition, the software enhanced runtimes 
include support for customizable command and control functions, transcription, 
dictation playback.  
1.4.6 Speech can be saved in appropriate format, so that the speaker or a third party 
can replay recorded speech to facilitate correction. 
1.4.7 Can switch between dictations and typing made without any extra efforts. 
1.4.8 The software uses its own Gujarati fonts, and also supports other well known 
Gujarati fonts. 
1.4.9 Hands-free computing as an alternative to the keyboard, or to allow the 
application to be used in environments where a keyboard is impractical (i.e. small 
mobile devices, Auto PCs, or in mobile phones) 
1.4.10 Voice responses to message boxes and wizard screens can easily be designed 
into an application. 
1.4.11 A more “human” computer, one user can talk to, may make educational and 
entertainment applications seem more friendly and realistic  
1.4.12 Streamlined access to application controls and large lists enables a user to 
speak any one item from a list or any command from a potentially huge set of 
commands without having to navigate through several dialog boxes or cascading 
menus. 
1.4.13 Speech activated macros let a user speak a natural word or phrase rather than 
use the keyboard or a command to activate a macro 
1.4.14 Speech recognition offers game and edutainment developers the potential to 
bring their applications to a new level of play. It enhances the realism and fun in 
many computer games, it also provides a useful alternative to keyboard-based control, 
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and voice commands provide new freedom for the user in any sort of application, 
from entertainment to office productivity. 
1.4.15 Applications that require users to keyboard paper-based data into the computer 
are good candidates for a speech recognition application. Reading data directly to the 
computer is much easier for most users and can significantly speed up data entry. 
Some recognizers can even handle spelling fairly well. If an application has fields 
with mutually exclusive data types (i.e. sex, age and city), the speech recognition 
engine can process the command and automatically determine which field to fill in. 
1.4.16 Document editing, in which one or both modes of speech recognition could be 
used to dramatically improve productivity. Dictation would allow users to dictate 
entire documents without typing. Command and control mode would allow users to 
modify formatting or change views without using the mouse or keyboard.    
1.4.17 Most dictation speech recognition programs require a significant amount of 
training for each user. The training requires a lot efforts to achieve acceptable 
recognition performance. The developed software does not require training for most 
people. 
1.4.18 The software can be work an interactive assistant in education such as to teach 
children spelling to sound rules, idea about phonemes. 
1.4.19 The earliest use of Spoken Language Technologies was the reading machine, 
allowing blind people to read books. This field has now a whole array of technologies 
that also help hearing impaired children with interactive audio-visual software, and 
many other assistive approaches 
1.4.20 There are many situation in which hands are not available to issue commands 
to a device such as it is natural alternative interferer to computers for people with 
limited mobility in their arms & hands, or for those with sight limitations.      
 
1.5 Scope of the study 
 
“Speech recognition”, the word leads the readers mind in a lot many different paths, 
but here the study is concerned only with speech pattern recognition, for conversion 
of the inputted speech into equivalent Gujarati text. The study is distributed among 
the following different software components, which are developed using VC++, 
MATLAB, font creator soft wares etc. 
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The software consists a text editor and enriched with lots many text formatting 
capabilities. The editor also gives the microphone button, which allows the user to 
interact with the editor through speech. The base theme of the study is to allow the 
user to speak against the computer in Gujarati and the corresponding characters will 
be printed on the screen. The editor gives the two modes, i.e. one for speech to text 
and another for type (from keyboard) to text. 
 
The software is specially designed for Gujarati type, so using the font creator 
software, the new ttf Gujarati font is developed which uses the standard Gujarati 
keying of keyboard. The editor also supports the other related Gujarati font like, 
which are installed in the computer system. 
 
For the character comparison a phoneme database with different characteristic is 
created as a standard sample. 
 
The user can record the spoken characters into a specified file. And each spoken 
character is compared with the stored standard phoneme database and most likely or 
higher matched characters are return to the editor for printing. 
 
1.6 Limitation of the study 
 
1.6.1 The software is able to catch only five Gujarati characters i.e. (S, R, Z, T, & 
D).  
1.6.2 The software can not catch the entire word as well as the continuous speech. 
1.6.3 It does not contain any word dictionary so spell check is not possible. 
1.6.4 It does not contain the language grammar rule, hence grammar check is also 
not possible. 
1.6.5 The software compares the spoken character with the attribute of the stored 
database character and generates the ranking and highest ranked characters will be 
returned. So some times it may be possible that two different characters get the same 
rank, in such situation, the software may get confused for right selection. 
1.6.6 The software is a simple Gujarati text editor, it can not understand any said 
commands. 
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1.7 Literature review for the study 
 
The main objective of the present study was: “To develop a software for speech to 
text conversion”. The researcher had studied a lot of related literature to identify the 
different works done in the related area. The study had given a more clear vision in 
the task. In this present chapter, the brief information about the related research works 
for the present study is given. 
  
1.7.1 A glance over related literature 
 
Initial computers were design just to do simple calculations; scientists have been 
trying to endow the computer with more and more intelligence. That is to make the 
digital machine, do things, which require human-like intelligence. Thus the term 
Artificial Intelligence (AI) was coined in early 1950s. Gradually scientists came to 
know the immense power of the device and its limitations. More and more systems 
have been developed as a consequence of incremental advances in computer science. 
Slowly these electronics devices have been spreading their roots in the soils of this 
society. Now computer systems are available for applications of civil amenities to 
medical diagnosis; home entertainment to space programs; simple calculations to 
complex mathematical modeling etc. 
 
In today’s fast placed world where every human being has to combat a race against 
time – a direct interface between the spoken words and computer user will gleefully 
accept the same words spontaneously typed on the computer screen with minimum 
lapse of time. The phenomenon is known as speech (voice) recognition. 
 
Speech recognition is an emerging technology where a speaker speaks to computer 
with the microphone and computer understands the given words. Speech recognition 
is a great supplement to traditional mouse and keyboard input; it will boost 
productivity and provide a new option for people who have difficulty using a 
keyboard. 
 
Speech is the most common mode of communication among human beings. The 
objective of speech recognition is to recognize the message being spoken. Different 
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organization and researchers define the term “speech recognition”, and it can be 
summarized as follow: 
 
Speech recognition extracts the message information in a speech signal to control the 
actions of a machine in response to spoken commands [1] 
 
Speaker recognition identifies or verifies a speaker for restricting access to 
information, network or physical premises. [1] 
 
Speech recognition is the process of finding a linguistic interpretation of a spoken 
utterance, typically, this means finding the sequence of characters, which forms the 
word. 
 
1.7.2 Some empirical studies 
 
A life without speech (voice) is a picture without color. Speech is viewed in two 
different ways; one is generation of the voice by human beings and other is to 
understand the speech by the opponent. The God has gifted both the things to all the 
creature of the world and the same is more and efficiently utilized by human beings. 
In today environment speech is the best way for communication. But to reach to this 
level, speech had to passed from lots many revaluations. The computer was 
introduced and with the applications of AI human had tried to talk to computers. Lots 
many applications related to speech is developed. The development process can be 
summarized as follow: 
 
 An unsurpassed Heritage in Speech 
 
Bell telephone researchers began with Alexander Graham Bell and his assistant 
Watson held their historic telephone conversion in 1876. In the area of speech 
technology, the company has achieved numerous breakthroughs over the years. The 
groundbreaking research in the early years was to improve the quality and clarity of 
telephone conversations, understanding speech in telephone handsets. As time passes 
AT & T labs. Led the way with a number of other major innovations related speech, 
hearing and acoustics, taking machine (1939), speech coding and transmission 
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machine, stereo recording and playback, speech synthesizer, speech recognition, task 
oriented speech translation system, natural language voice enabled customer care 
system, called How May I Help You (HMIHY) (Figures of speech, white paper AT & 
T labs) 
 
AT & T, Bell’s lab, developed electronics speech synthesis in 1936. However, the 
first commercial voice to 1978 when Texas instruments introduced the first speech 
synthesizer in the form of children’s toy. The toy could spell the works back to the 
end user. The first voice recognition software for computers, was PLAINTALK by 
Apple Computers for Macintosh. In July of 2001, AT & T introduced the first in what 
will be a family of pioneering text to speech (TTS) products. 
 
IBM’s voice technology research originated back in the late 1950. In 1992, IBM’s 
AIX based speech server series supported the dictation of reports and letters. Next, the 
IBM continuous speech series provided continuous recognition of spoken commands 
and phrase. In 1993, a personal voice product IBM’s  Personal Dictation System, was 
released for OS/2, In 1996 IBM voice Type Simply Speaking introduced high 
accuracy spoken dictation technology. In 1997, VivaVoice, a dictation product using 
continuous voice technology was introduced. User no longer had to pause between 
words, and could speak at a natural pace. IBM offers several voice software one of 
them is IBM WebSphere software which consists of IBM WebSphere Voice Server, 
IBM WebSphere Voice Response and IBM Message Center. [4] 
 
 Features of IBM Via-Voice: 
 
• Voice center for commanding windows: Which helps the user to navigate and 
control desktop & programs, with voice. User can launch applications; open & 
closing files using this. 
• SpeakPad: It is similar to WordPad, which is used to dictate text. 
• General training: User has to dictate 265 lines to the software for it to be 
completely familiar user’s voice. It takes one hour to do this, which is very 
tedious. 
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• Vocabulary Managers and Expander: User can train the software to recognize 
typical words such as names etc. [5] 
 
 
Kybrick’s 2001: “A space odyssey” may have been one of the first major movies to 
imagine natural language based human to machine interaction. In the movie, Frank 
and Dave did nor use a keyboard or a mouse to interact with the computer, but they 
communicated with ordinary speech asking questions, sharing information and 
discussing problems. And HAL 9000 computer responded intelligently in a human, 
not machine like voice. [2] 
 
SpeechStudio Inc. was formed in 1998 by an experienced software development team 
with the goal of creating the software development tools for the speech recognition 
application market. [3] 
 
Office XP includes advanced speech recognition functionality in all office programs – 
such as Excel or power point – enabling people to enter and edit data, control menus 
and execute command by speaking into a microphone. 
 
Office XP initially provides speech recognition in three languages (US English, 
Japanese and simplified Chinese). It offers two modes of operation: dictation, which 
allows user to dictate memos, letters and e-mail messages, and voice command, which 
allows user to access menus and commands using voice input. 
 
 Following are short summary of some speech Engine 
 
Conversay: It provides solutions that enable voice interaction with networked 
information, including the internet application like mobile devices, user can access 
information using the most natural interface i.e. human voice. 
 
Dectalk:  It supports Text-to-speech  (TTS) technology and provide the clearest and 
highest quality voice synthesis. It supports 6 languages including US and UK English, 
Latin American, Castilian Spanish and German. 
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Elan Informatique: is a worldwide provider of multilingual text-to-speech 
technology. It supports 11 languages and 18 voices (American English, British 
English, Brazilian Portuguese, French, German, Italian, Polish, Russian, Spanish and 
Latin American Spanish, Dutch). 
 
FlexVoice: Is a TTS technology, offers natural sounding and fully adjustable voices 
for desktop, telephone or internet applications. 
 
Fonix: As the leading provider of human user interface *HUI) technology and voice 
solutions for wireless and mobile devices, Internet and telephony systems, and vehicle 
telematics, Fonix provides text to speech (TS), natural net based automatic speech 
recognition (ASR) and handwriting recognition (HWR). 
 
Sakrament: Sakrament company has the speech products like Text-to-Speech (TTS) 
and speech recognition engine (ASR) for Russian Language. 
 
ScanSoft: Is the leading supplier of speech and language. RealSpeak (tm) is text-to-
speech engine of ScanSoft available in 19 language to read, understand  and convert 
any text into a natural sounding human voice. Dragon naturally speaking speech 
recognition software that allows user to dictate, format and edit documents simply by 
speaking. The company also offers other SAPI5 compliant ASR and TTS engines 
running on the windows desktop, server and windows CE platforms. 
 
SmARTspeak CS:  Is s language independent, trainable voice recognition engine for 
fully continuous digit dialing, name dialing and command and control applications 
most useful in cellular phones and wireless Internet devices. 
 
SpeechWorks International Inc.: Providing both servers based and embedded 
technologies, speechworks delivers natural language speech recognition and text-to-
speech (TTS) solution as well as speaker verification technology. 
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Following is the competitive comparison chart for Dragon Naturally Speaking and 
IBM ViaVoice [6] 
 
 
 
Features Dragon 
NaturallySpeaking 
Professional  soln 6 
IBM ViaVoice 
Dictate into Microsoft Windows 
based Application 
         √          √ 
Control menus & dialog boxes in 
most Microsoft window based 
application 
         √          √ 
Simultaneous dictation and 
command mode 
         √          √ 
Format & edit by voice          √          √ 
Mouse control by voice          √          √ 
Import/export user file          √          √ 
Import/export macros          √          √ 
Import/export vocabularies          √ Only import 
Built in vocabularies Standard & business Business and 
finance, 
computer 
Text-to-Speech          √          √ 
Dictation playback          √          √ 
Save audio with text diction          √          √ 
Dictation shortcuts          √ Text only 
Table – 1.1 Comparative characteristics for dragon naturally speaking professional and IBM via voice
 
There are several voice recognition software available in the market, which converts 
voice to text form. Some of these software, engines are: 
 
1 Dragon naturally speaking 
2 IBM via voice 
3 PHILIPS free speech 2000 
4 Voice Xpress 
 
 Language Technology in India 
 
As the computers are being slowly woven into the fabrics of the society, more and 
more applications are being explored. Till recently, usage of computers was limited to 
English speaking community. Having found this limitation, as a proactive effort, 
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many programmers were designed in India, with the initiatives of the Government and 
academia. Some R & D projects were also funded by the Department of Electronic 
(DoE), Government of India in this area. 
 
The Early Efforts (during 1980-90) 
 
DoE organized a symposium on “Linguistic Implications of Computer Based 
Information Processing” in 1979. Probably this was the first symposium in this area, 
supported by DoE. As the outcome about ten projects were initiated.  
 
GIST development: In the early 1980’s the development of GIST (Graphics and 
Intelligence – Based Script Technology) was started as a DoE sponsored project at the 
IIT, Kanpur (IITK) and later the technology was further matured at the Center for 
Development of Advanced Computing (CDAC) Pune. GIST allows display of various 
Indian Scripts on the computer monitor screen based on the information entered 
through a keyboard having an overlay of the concerned Indian scripts. Based on these 
developments, codes for various keys used in Indian Scripts and their layout has been 
standardized by the Bureau of Indian Standard. This development has led to a number 
of software products that are currently available in the market to enable diverse users 
to carry out word processing, DTP, Spread sheet, Spell checkers etc. 
 
In addition to GIST, CDAC has also brought out a software called “LEAP” for Indian 
Language word processing on Windows. Variety of fonts for Indian Language have 
also been developed by CDAC known as ISFOC fonts. 
 
In 1990-91 Department of Electronics of Government of India initiated a National 
level programme on Technology Development for Indian Language (TDIL). The 
main objective of TDIL is on human machine interaction, information processing in 
Indian languages. Language learning and natural language processing. Activities and 
achievements under TDIL during 1990-95 can be summarized as follow: 
 
 Corpora development: Machine readable corpora of texts in Indian language 
(i.e. Tamil, Telugu, Kannada, Malayalam, Assamese, Bengali, Oriya, English, 
Hindi, Punjabi, Sanskrit, Kashmiri and Urdu have been developed. The 
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software for grammatical tagging of corpora, word count and frequency count 
and spell checkers are also developed. 
 Machine aided translation: A machine aided translation system 
(ANUSARAKA) for a language pair Kannada to Hindi has been 
demonstrated. And same case also extended for the other Indian language. 
 Human-machine Interface Systems (HUMIS) : Various images processing and 
pattern recognition algorithms have been developed for character Recognition 
Devanagari text. A speech database of acoustic phonetic features for 1000 
words of spoken Hindi has been developed. 
 Fundamentals of Natural Language Processing (F-NLP) : Sanskrit, being a 
mother for most of the Indian languages, specific developments relating to 
natural language processing in Sanskrit were initiated. Using Paninian 
grammar, lots many researches were done. Rendering of Paninian grammar 
and development of DESIKA was initiated. 
 
Present activities under TDIL 
 
Most of the projects initiated during 1990-95 or earlier are of the nature of basic 
research, competence building and tool development. Having achieved a certain 
confidence and expertise in this area, it was decided to develop deployable systems in 
various thrust areas identified. And TDIL programme has therefore focused into the 
thrust area as follow: 
 
 Machine aided translation: The ANUSARAKA, laboratory demonstration 
system for translation from Telugu to Hindi is undergoing. “ANGLABHARATI” is 
another system for translation from English to Hindi for a specific domain. 
 Lexicon, spell-checker, tools development. 
 Human machine interface systems:  Development of PC based text to speech 
synthesis system for Hindi. 
 
In 1987 Department of Electronics had connected one programme on “Electronic 
tools for Indian Languages (ETIL)”. The aim of the programme was to focus on 
development of electronic tools for Indian Language processing, their innovative 
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application areas, technology assessment and integration of research finding into 
deployable systems. 
 
Speech synthesis for Indian languages: There are very useful for public address 
systems, broadcasting stations etc. To achieve this there is a need to standardize the 
speech database (acoustic and phonetic features) already developed for Hindi words 
and design co-articulation rules, prosodic rules and knowledge base for synthesis of 
phoneme for various Indian language. [7] 
 
1.7.3 Review of related literature 
 
The researcher has studied all the above mentioned work, and came to some 
conclusion as summarized below: 
 
1.7.3.1 A very few work is done in the regional languages such as Gujarati. 
1.7.3.2 Each software requires more or less training for speech recognition. It implies 
that they are speaker dependent. After giving the training, they will perform 
good but yet not giving 100% accuracy. 
 
 
1.7.4 Salient features of the present study   
 
1.7.4.1 The present study is tried to develop the speech recognition, which is speaker 
independent. 
1.7.4.2 The present study is mostly the first step in the regional language such as 
Gujarati. 
1.7.4.3 The present study is design only for Gujarati alphabets. 
1.7.4.4 The present study generates a word processor, which is very user friendly and 
easy to operate. 
1.7.4.5 The output generated through the developed software can be used in any 
another word processing package like word etc. because the text is stored in a 
rich text format (RTF). 
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1.8 Glossary of terms 
 
ASR - Automatic speech Recognition 
Dictation- In which the user enters the data by reading directly to the computer. 
AR  - Auto Regressive 
ARMA - Auto Regressive Moving Average 
CD  - Cepstral Distortion 
CDMA  - Code Division Multiple Access 
CELP  - Code Excited Linear Prediction 
DCT  - Discrete Cosine Transform 
DFT  - Discrete Fourier Transform 
DSP  - Digital Signal Processing 
FEC  - Forward Error Correction 
FIR  - Finite Impulse Response 
GSM  - Global System for Mobile telecommunications 
IIR  - Infinite Impulse Response 
IDCT  - Inverse Discrete Cosine Transform 
IDFT  - Inverse Discrete Fourier Transform 
LPC  - Linear Predictive Coding 
LSP  - Line Spectrum Pair 
IMBE  - Improved Multi-Band Excitation 
MBE  - Multi-Band Excitation 
MSE  - Mean Square Error 
NLP  - Non-Linear Pitch 
PCM  - Pulse Code Modulation 
PSTN  - Public Switched Telephone Network 
RMS  - Root Mean Square 
RPE  - Regular Pulse Excitation 
SD  - Spectral Distortion 
SEGSNR- Segmental Signal to Noise Ratio 
SNR  - Signal to Noise Ratio 
VSELP - Vector Sum Excited Linear Prediction 
AMDF  - Averaged Magnitude Differentiate Function 
F0  - Fundamental Frequency of Speech 
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STE  - Short Term Energy 
ZCR  - Zero Crossing Rate 
ITU  - Upper Energy threshold 
ITL  - Lower Energy threshold 
IZCT - Zero Crossing Rate Threshold 
C-V - Consonant Vowel 
FFT - Fast Fourier Transform 
DFFT - Discrete Fast Fourier Transform 
STFT - Short-Time Fourier Transform 
MFCC - Mel frequency cepstrum computation 
DCT - Discrete Cosine Transform 
Continuous speech: When user speak in a more normal, fluid manner without having 
to pause between word, which is referred as continuous speech. 
Discrete speech:   when user speak with taking rest between each word then such 
speech is referred as discrete speech. 
 
1.9 Planning of the remaining chapters. 
 
The researcher has distributed the entire work into five different chapters. The chapter 
summary for the remaining chapter i.e. from chapter-2 to chapter-5 is as follow: 
 
Chapter – 2 Speech processing technology 
This chapter describes the basic concepts of speech processing. It also focuses on the 
different techniques for extracting, storing, comparing different features of speech 
signals. The researcher has also discussed the different speech processing tools to 
manage varied tasks of speech processing. 
 
Chapter – 3 Designing & development of speech to text conversion model 
By keenly study the different characteristics and tools describes in chapter-2, the 
researcher has proposed a model for speech to text conversion and also described the 
functionalities of each components of the model. 
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Chapter – 4 Prototype and components development for the speech to text 
conversion model 
The chapter is concerned with an experimental prototype of the model already 
proposed in the chapter-3. The researcher has developed the different components of 
the model i.e. Gujarati True Type Font, speech text editor, creation of master database 
for each features of every character of speech template, the mechanism for comparing 
the input voice with master database and methodology to ascertain the highly matched 
characters for the voice discussed in pervious chapters. 
 
Chapter – 5 Results, discussion, conclusion and future scope for extension of 
the research work 
This chapter concerned with the results, analysis of the result as outcome, which is 
generated by the selected components mentioned in the previous chapter. The 
experimental work for gathering voice input for comparison and analysis is through a 
set of various microphones and a set of situations with different noise levels. The 
voice data for various options are to be analyzed and the outcome is to be concluded. 
The chapter is to explore the possible extension of the research for future scope. 
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CHAPTER – 2 
 
SPEECH PROCESSING TECHNOLOGY 
 
 
2.1 Speech signals and speech processing  
 
Technologies come and go. But every time a new technology arrives, it attempts to 
change the way we work and interact with computers. And each new technology tries 
to transform the existing one into a simple form.  
 
Speech is the most common mode of communication among human beings. Speech 
offers a new way of interfacing with a computer that lends itself very well to solving 
the problems of field-based computing. It's natural and intuitive.  
 
Speech is a dynamic acoustic signal with many sources of variation. The speech 
signal is typically represented in electrical pulses that are amplitude modulated by the 
envelope of the signal. In the CIS (continuous interleaved sampling) strategy (Wilson 
et al., 1991), the speech signal is divided into a number of bands and the envelope of 
each band is extracted and used to modulate the pulse trains. Speech/Voice is a 
pressure wave, which is afterward converted in to numerical values in order to be 
digitally processed. Converting pressure wave in to numerical values needs some 
hardware devices: a microphone allows the pressure sound wave to be converted in to 
an electrical signal. A sampling at time intervals yields voltage values, and finally an 
analog to digital converter quantizes each signal in to a specific number. Normally, a 
sampler and an analog to digital converter are integrated in to audio card, where the 
basic stages of the signal processing are outlined.  
 
Before we take a look at what this technology is all about and how it works, we 
should make a note of the fast pace at which interactive speech technologies have 
been coming into the market of late. Whenever a person has to use the PC for typing a 
document on any word processing software, he/she has to slog hard and spend his 
valuable time in the dull and boring job of typing the document. Time is wasted, 
firstly because the typing speed does not match the speed with which a person can 
think, speak or hear. Secondly one has to periodically pause in between to look into 
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the document and memorize the words that have to be typed. In today’s fast paced 
world where every human being has to combat a race against time a direct interface 
between the spoken word and Pc users will gleefully accept the same words 
spontaneously typed on the PC screen with minimum lapse of time. These 
technologies are getting easier to work with too. In the future, speech will definitely 
be the standard input mode that most of us will replace the traditional keyboard and 
mouse as the standard input device. 
 
Human-Computer Interface is an application area where audio, text, graphics, and 
video are integrated to convey various types of information. Often conversion is 
necessary between different media. The objective is to provide more natural 
interaction between the human user and computer. 
 
If audio is such a powerful and well-known mode of communication, then why is it 
not more commonly used in human-computer interaction? Sometimes it is because 
audio is simply inappropriate in the given context. For example, we can only be 
attentive to one stream of spoken instructions at a time. Consequently, in cases where 
we need to control more than one process simultaneously, speech (alone) is generally 
not an effective mode of communication. Like all other modes of interaction, audio 
has strengths and weaknesses that need to be understood. Until this understanding is 
forthcoming, audio will continue to be neglected. Finally audio input and output have 
presented technical and financial difficulties, which discouraged their use in most 
applications. Recently, however, these problems have been greatly reduced, and audio 
is now a feasible design alternative. 
 
The 1990s saw the first commercialization of spoken language understanding 
systems. Computers can now understand and react to humans speaking in a natural 
manner in ordinary languages within a limited domain. Basic and applied research in 
signal processing, computational linguistics and artificial intelligence have been 
combined to open up new possibilities in human-computer interfaces. 
 
While natural language and the audio channel are the primary means of human-to-
human communication, they are little used between human and machine. This is an 
area in transition, however when one considers communicating with sound, speech 
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generally comes first to mind. Envisionments of future systems often involve people 
conversing with their computers in the same way as with a friend. The interactions 
with the computer Hal in the film 2001: A Space Odessy is one example. Another is 
the Knowledge Navigator system envisionment video, by Apple (1992). In many 
situations, speech signals are degraded in ways that limits their effectiveness for 
communication. In such cases digital signal processing techniques can be applied to 
improve the speech quality.  
 
2.1.1 Speech Production Model 
 
The study of human vocal apparatus has shown that speech is simply the acoustic 
wave that is radiated from the vocal system when air is expelled from the lung and the 
resulting flow of air is perturbed by a constriction somewhere in the vocal tract.  
 
When the soul of a person with the help of mind wish to represent the idea, then it 
activates the physical energy, this physical energy activates the compressed air from 
the lungs their air traverse through vocal track which creates the vowels, these vowels 
again enters in mouth and generates the consonant. So in this way as per “paniniya 
sikha”, the creation of sound is due to soul, Intelligence, mind respiration, heart, 
lungs, wind pipe, head mouth etc. this acoustic wave is interpreted as speech when it 
facts upon a person’s ear.  The speaker to produce various effects manipulates 
articulators in the vocal track. The vocal chords can be stiffened or relaxed to modify 
the rate of vibration, or they can be turned off and the vibration eliminated while still 
allowing air to pass. The velum acts as a gate between the oral and the nasal cavities. 
It can be closed to couple isolate or opened to couple the two cavities. The tongue, 
jaw, teeth, and lips can be moved to change the shape of the oral cavity. 
 
The speech signal is very dependent on the physical characteristics of the speaker. 
The size of the vocal tract increases during childhood, and this gives rise to different 
formant frequencies for the productions of the same vowel at different ages. The vocal 
tracts of men are, on average, about 30% longer than those of women. This again 
gives rise to different formant frequencies. Age and sex of the speaker cause great 
variations in fundamental frequencies of speech sounds. 
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People from different social and economic backgrounds speak with different different 
dialects. This variability is even greater with people speaking a second language. The 
competence with which it is spoken depends on the motivation, intelligence and 
perceptual and motor skills of the speaker, and also on the age at which the second 
language was learned. 
 
Even the same speaker uttering the same word on different occasions shows some 
variability. When a person first encounters a speech recognizer he will be in an 
unfamiliar situation and so will speak to it in a formal manner. However, it is on this 
occasion that the machine will be trained to recognize his voice. At subsequent 
meeting he will be more relaxed so he will address the machine in a less formal 
manner. 
 
A simple but effective mathematical model of the physiological voice production 
process is the excitation and vocal tract model. The excitation represents the sound 
produced by the part of phonatory physical system including lungs and vocal cords 
while the vocal tract is the duct through which the air passes to the mouth. The 
researcher has studied the different speech production model and presented some of 
them. 
 
When any one speaks, air is pushed from your lung through the vocal tract and out of 
the mouth comes speech. For certain voiced sound, the vocal cords vibrate (open and 
close). The rate at which the vocal cords vibrate determines the pitch of the voice. 
Women and young children tend to have high pitch (fast vibration) while adult males 
tend to have low pitch (slow vibration). For certain fricatives and plosive (or 
unvoiced) sound, the vocal cords do not vibrate but remain constantly opened. The 
shape of the vocal tract determines the sound that makes. As any one speaks, the 
vocal tract changes its shape producing different sound. The shape of the vocal tract 
changes relatively slowly (on the scale of 10 msec to 100 msec). 
 
Voiced sounds are produced by forcing air through the glottis (the pening between the 
vocal cords) when tension of the vocal cords is adjusted such that they oscillate and 
thereby modulate the airflow into quasi-periodic speech waveform. These pulses 
excite the resonance in the remainder of the vocal tract. Different sounds are produced 
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as muscles work to change the shape of the vocal tract, and thereby change its 
resonant frequencies, or formant frequencies. The rate of the pulses is called the 
fundamental frequency or pitch. Specifically, the production model can be formulated 
as the following: 
 
 
 
Voiced/ Unvoiced
switch 
Gain
Vocal tract 
parameters 
Radiation 
model 
Vocal Tract 
model 
Random noise 
generator 
Impulse 
Train 
Figure – 2.1 Simple speech production model 
 
 
 
 
 
 
 
 
 
This block diagram Figure 2.1 assumes the simplest production model of speech. 
Taking impulse train as excitation produces voiced speech. In unvoiced segments, a 
random white noise is used as the excitation. Then the excitation goes through a vocal 
tract model to get the output speech. In the context of linear prediction, a vocal tract 
model inverse filter fits this tract model. In the real world, a radiation model is also 
considered.  
 
Essential features of the human vocal tract[3],[4],[5] Figure 2.2 portrays a medium 
section of the speech system in which we view the anatomy midway through the 
upper torso as we look on from the right side. The gross components of the system are 
the lungs, trachea (windpipe), larynx (organ of speech production), pharyngeal cavity 
(throat), oral or buccal cavity (mouth), and nasal cavity (nose). In technical 
discussions, the pharyngeal and oral cavities are usually grouped into one unit 
referred to as the vocal tract, and the nasal cavity is often called the nasal tract. 
Accordingly, the vocal tract begins at the output of the larynx (vocal cords, or glottis) 
and terminates at the input to the lips. The nasal tract begins at the velum and ends at 
the nostrils. When the velum (a trapdoor-like mechanism at the back of the oral 
cavity) is lowered, the nasal tract is acoustically coupled to the vocal tract to produce 
the nasal sounds of speech. Air enters the lungs via the normal breathing mechanism. 
As air is expelled from the lungs through the trachea, the tensed vocal cords within 
the larynx are caused to vibrate by the airflow. The airflow is chopped into quasi-
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periodic pulses, which are then modulated in frequency in passing through the throat, 
the oral cavity, and possibly nasal cavity. Depending on the positions of the various 
articulators (i.e., jaw, tongue, velum, lips, mouth), different sounds are produced. 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure – 2.2 Schematic view of human speech production mechanism 
 
 
A simplified representation of the complete physiological mechanism for creating 
speech is shown in Figure 2.3. The lungs and the associated muscles act as the source 
of air for exciting the vocal mechanism. The muscle force pushes air out of the lungs 
(shown schematically as a piston pushing up within a cylinder) and through the 
trachea. When the vocal cords are tensed, the airflow causes them to vibrate, 
producing so-called voiced speech sounds. When the vocal cords are relaxed, in order 
to produce a sound, the air flow either must pass through a constriction in the vocal 
tract and thereby become turbulent, producing so-called unvoiced sounds, or it can 
build up pressure behind a point of the total closure within the vocal tract, and when 
the closure is opened, the pressure is suddenly and abruptly release, causing a brief 
transient sound. 
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Figure – 2.3 Mechanism for creating speech 
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2.1.2 Digital signal processing (DSP)  
 
Digital Signal Processing (DSP) techniques have been at the heart of progress in 
speech processing during the last 25 years. Simultaneously, speech processing has 
been an important catalyst for the development of DSP theory and practice. The 
advent of desktop computing in the 1980s and 1990s brought affordable speech 
synthesis and recognition within the reach of the average computer user. Historically, 
digital speech signals are sampled at a rate of 8000 samples/sec. Typically, each 
sample is represented by 8 bits (using mu-law). This corresponds to an uncompressed 
rate of 64 kbps (kbits/sec). 
 
A revolution occurred in speech technology when the digital computer permitted the 
simulation of electronic circuitry, the conversion of analog signals to digital form, and 
the creation of analog signals from digital information (in this case, sound in the form 
of speech). The speech signals generated by the humans are continuous-time signals. 
For processing these signal by machines, which can only perform digital processing, 
an analog-to-digital converter (A/D) digitized the signal. A/D converter outputs the 
digital version of the continuous time signal by sampling it at equidistant points in 
time and then by quantizing those amplitudes. Telephone quality speech is the most 
common speech signal used in the ASR systems, whose bandwidth is typically from 
200Hz to 3400Hz. 
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In a very simple manner one can say that, digital signal processing refers to the 
acquisition, manipulation, storage, transfer and output of human utterances by a 
computer. The main goals are the recognition, synthesis and compression of human 
speech. Today, to communicate with computer bases machine using every day speech, 
DSP methods are used in voice/speech processing applications such as speech 
analysis, speech coding, speech synthesis, speech recognition, speech enhancement, 
natural language understanding, dialog control as well as voice modification, speaker 
recognition, and language identification all these terms are summarized as follow: 
 
2.1.2.1 Speech Analysis:  
 
Analysis of speech sounds taking into consideration their method of production, the 
level of processing between the digitized acoustic waveform and the acoustic feature 
vectors (i.e. the short-term power spectra, A representation of the vocal tract shape, 
An estimation of the formant frequencies and bandwidths), a representation of the 
speech sound and the extraction of interesting information as an acoustic vector. 
Speech analysis deals with time-scales of around 20ms.  
 
The base functionality of speech analysis is to established layer in recognition, 
synthesis and coding, Model estimation: needed low dimensional vectors, 
Psychoacoustics results - don't need full waveform, Analysis for analysis sake - 
learning about speech, Linguistics, Pathology etc. 
 
2.1.2.2 Speech coding:  
 
Speech coding compresses speech signal data for storage or transmission over a 
channel whose bandwidth is significantly smaller than that of the uncompressed 
signal. Speech synthesis creates synthetic replica of speech signal to transmit a 
message from a machine to a person. [6] Speech coding converts analog speech into a 
digital form, which is a sequence of binary digits figure-2.4 and use, sophisticated 
sampling and other coding techniques to compress the signal so it can be efficiently 
transmitted at lower rates. [1] The simplest way of obtaining such a digital 
representation suggests application of the sampling process directly. In this process, 
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speech waveform is sampled at a rate twice the highest frequency present in the 
signal. Samples are digitized at a desired degree of accuracy.  
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Figure – 2.4 speech coding and decoding process
 
A typical speech coder consists of analysis and synthesis modules. Analysis module 
extracts the time varying filter parameters form speech waveform while synthesis 
module recreates the best match to the original speech waveform. Figure-2.5 shows a 
block diagram of such an analysis-synthesis approach to coding. The difference 
between the original speech signal and the output of the speech synthesis filter is 
perceptually weighted and minimized by adjusting parameters of the synthesis model. 
[6] 
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Figure – 2.5 speech analysis synthesis system
Several synthesis models are applied to speech coding, including the LPC vocoder 
model, the multiphase model, and the stochastic model Figure-2.6[6] 
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The vocoder (Voice coder) model is the traditional speech synthesis model. It 
categorically classifies the excitation signal as voiced speech with a quasi-periodic 
pulse train excitation signal, and feeds this switched excitation into LPC all pole filter 
which models the time varying spectral envelope of the speech signal.[6] 
 
The multi pulse model treats the excitation strictly as a sequence of pulses containing 
typically four pulses over 5 ms. Position and amplitude of these pulses are determined 
automatically from the speech signal. The long delay correlation filter converts the 
excitation pulse train into a quasi-periodic signal for voiced speech, and into a noise 
like signal for unvoiced speech. The short delay correlation filter models the spectral 
envelope in a manner similar to the LPC all pole filter of the vocoder model.[6] 
 
Finally the stochastic model represents the excitation as the sequence drawn from a 
stochastic codebook of random sequences, which, in conjunction with the long delay 
correlation filter, best matches the original speech signal.[6] 
 
2.1.2.3 Speech synthesis: 
 
The ability to convert an ASCII text stream into highly intelligible natural sounding 
speech. It is the reverse process of speech recognition. Speech coding involves the 
production of computer speech from an actual human voice that’s stored in a 
computer’s memory and used in any of several ways. In one, entire verbal messages 
are converted in real time to a form suitable for computer storage. These can be 
played back on demand in a process we know as voice messaging. In another version 
of speech coding, segments of spoken utterances are placed in to computer’s memory 
to be called up and pieced together in real time when instructions or prompts are to be 
spoken. Speech can also be synthesized from plain text in a process known as text-to-
speech, which enables voice-processing applications to read from textual databases. 
 
A synthesis system is implemented for different tasks depending on the required 
quality of the synthetic speech, the range of speaking vocabulary, and the 
cost/complexity of the synthesis software and hardware. The cost factor includes the 
storage costs for speech units containing words and phrases, rules, and dictionaries, 
along with the cost of speech generation hardware.  
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Quality, fluency and complexity are the three key factors that influence the use of 
speech synthesis systems for different applications. Quality of the synthesized speech 
is measured in terms of intelligibility and naturalness. Fluency of the spoken output is 
the ability to create messages with different vocabularies, emphasis, intonation, speed 
etc. complexity of the synthesis hardware is measured in terns of both storage and 
computation. 
 
An ideal synthesis system provides an intelligible and natural speech, with fluency at 
low cost. Presently there is no such practical system with performance even close to 
the ideal system. 
 
Technically speech synthesis is a simple concatenation system stores a vocabulary of 
prerecorded and digitally coded words and phrases Figure-2.7. User action initiates a 
request of specified sequence of words and sequences to the concatenation device. 
 
The coded versions of the vocabulary item are retrieved form the storage. Vocabulary 
items for the message are concatenated. Final results are sent to the decoder to 
reproduce the analogue speech. In a full Text To Speech (TTS) system, the message is 
an arbitrary ASCII string. The text string is converted into a sequence of phonetic 
symbols with prosody markers indicating speed of speech, intonation and emphasis on 
words. Text-to-sound/prosody conversion involves linguistic analysis with dictionary 
lookup of word pronunciation rules for exception and unusual cases, etc.  
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Figure-2.7 Block diagram of text-to-speech synthesis system 
 
Algorithm for generating duration of words, speech, pitch and loudness contour are 
considered. Once phonetic symbols and prosody markers are determined speech units 
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are assembled. Speech pitch and duration contours are computed using storage of 
basic sound units. 
 
The final steps involve synthesis from spectral parameters appropriate to the sequence 
of synthesis units. S/A conversion renders the speech useful for users. 
 
2.1.2.4 Speech recognition 
 
The term “voice recognition” and “speech recognition” are used interchangeably to 
describe software/hardware systems capable of transliterating the spoken word as 
digitized text and/or using voice commands to manipulate computer functions. (also 
called voice recognition) speech recognition is a complex, dynamic classification task. 
It focuses on capturing the human voice as a digital sound wave and converting it into 
a computer-readable format.  It is the process of deriving either a textual transcription 
or some of meaning from spoken input 
 
Speech recognition is significantly more difficult than synthesis. Systems vary along a 
number of dimensions. Speech recognition is the process of automatically extracting 
and determining linguistic information conveyed by a speech wave using computers 
or electronic circuits. Linguistic information, the most important information in a 
speech wave, is called phonetic information. The term speech recognition means the 
recognition of linguistic information only. 
 
Speech recognition systems do just what their name suggests: they recognize spoken 
words. Speech recognition is often confused with natural language understanding. 
Speech recognition detects words from speech. However, the recognition system has 
no idea what those words mean. It only knows that they are words and what words 
they are. To be of any use, these words must be passed on to higher-level software for 
syntactic and semantic analysis. 
 
There is other speech processing applications where the interest is not in reproducing 
speech, but in obtaining information from the speech. Such is the case for the two 
applications – speech recognition and speaker identity verification. These applications 
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both utilize a matching routine for comparing speech information. The biggest 
attraction of speech recognition is a friendly human interface for computer control. 
 
2.1.2.5 Speech enhancement [8] 
 
Speech enhancement in the past decades has focused on the suppression of additive 
background noise. From a signal processing point of view additive noise is easier to 
deal with than convolute noise or nonlinear disturbances. Moreover, due to the bursty 
nature of speech, it is possible to observe the noise by itself during speech pauses, 
which can be of great value.  
 
Speech enhancement is a very special case of signal estimation as speech is non-
stationary, and the human ear---the final judge---does not believe in a simple 
mathematical error criterion. Therefore subjective measurements of intelligibility and 
quality are required.  
 
Thus the goal of speech enhancement is to find an optimal estimate (i.e., preferred by 
a human listener), given a noisy measurement. The relative unimportance of phase for 
speech quality has given rise to a family of speech enhancement algorithms based on 
spectral magnitude estimation figure - 2.8. These are frequency-domain estimators in 
which an estimate of the clean-speech spectral magnitude is recombined with the 
noisy phase before resynthesis with a standard overlap-add procedure. 
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2.1.2.6 Natural Language understanding: 
 
It is the ability to convert spoken input into a text string that not only recognizes the 
individually spoken words, but also understands the intended meaning of the spoken 
input. [1] 
 
2.1.2.7 Dialog control: 
 
It is the ability to maintain a voice dialogue between a human and machine that 
eventually provides the desired information (or some appropriate response) to the 
human. [1] 
 
2.1.2.8 Speaker recognition [7] 
 
It is the process, whereby the identity of a speaker is learnt or verified from samples 
of his or her speech. It identifies or verifies a speaker for restricting access to 
information (for example personal or private records), networks (computer, PBX) or 
physical premises.  
 
Speaker recognition, which can be classified into identification and verification, is the 
process of automatically recognizing who is speaking on the basis of individual 
information included in speech waves. This technique makes it possible to use the 
speaker's voice to verify their identity and control access to services such as voice 
dialing, banking by telephone, telephone shopping, database access services, 
information services, voice mail, security control for confidential information areas, 
and remote access to computers and many more.  
 
Figure–2.9 shows the basic structures of speaker identification and verification 
systems. Speaker identification is the process of determining which registered speaker 
provides a given utterance. Speaker verification, on the other hand, is the process of 
accepting or rejecting the identity claim of a speaker. Most applications in which a 
voice is used as the key to confirm the identity of a speaker are classified as speaker 
verification.  
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There is also the case called open set identification, in which a reference model for an 
unknown speaker may not exist. This is usually the case in forensic applications. In 
this situation, an additional decision alternative, the unknown does not match any of 
the models, is required. In both verification and identification processes, an additional 
threshold test can be used to determine if the match is close enough to accept the 
decision or if more speech data are needed.  
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Figure – 2.9 Basic structure of speaker recognition system 
(b) Speaker Verification 
 
 
 
 
 
 
 
 
 
Speaker recognition methods: Speaker recognition methods can also be divided into 
text-dependent, text-independent methods and text-prompted speaker recognition 
methods. 
 
Text-dependent speaker recognition methods: They are usually based on template-
matching techniques. In this approach, the input utterance is represented by a 
sequence of feature vectors, generally short-term spectral feature vectors. The time 
axes of the input utterance and each reference template or reference model of the 
registered speakers are aligned using a dynamic time warping (DTW) algorithm and 
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the degree of similarity between them, accumulated from the beginning to the end of 
the utterance, is calculated. The hidden Markov model (HMM) can efficiently model 
statistical variation in spectral features. Therefore, HMM-based methods were 
introduced as extensions of the DTW-based methods, and have achieved significantly 
better recognition accuracies. In short in this method it require the speaker to say 
keywords or sentences having the same text for both training and recognition trials.  
 
Text Independent speaker recognition method: In this method it does not rely on a 
specific text being spoken. One of the most successful text-independent recognition 
methods is based on vector quantization (VQ). In this method, VQ codebooks 
consisting of a small number of representative feature vectors are used as an efficient 
means of characterizing speaker-specific features. Clustering the training feature 
vectors of each speaker generates a speaker-specific codebook. In the recognition 
stage, an input utterance is vector-quantized using the codebook of each reference 
speaker and the VQ distortion accumulated over the entire input utterance is used to 
make the recognition decision. 
 
Temporal variation in speech signal parameters over the long term can be represented 
by stochastic Markovian transitions between states. Therefore, methods using an 
ergodic HMM, where all possible transitions between states are allowed, have been 
proposed. Speech segments are classified into one of the broad phonetic categories 
corresponding to the HMM states. After the classification, appropriate features are 
selected.  
 
In the training phase, reference templates are generated and verification thresholds are 
computed for each phonetic category. In the verification phase, after the phonetic 
categorization, a comparison with the reference template for each particular category 
provides a verification score for that category. The final verification score is a 
weighted linear combination of the scores from each category.  
 
This method was extended to the richer class of mixture autoregressive (AR) HMMs. 
In these models, the states are described as a linear combination (mixture) of AR 
sources. It can be shown that mixture models are equivalent to a larger HMM with 
simple states, with additional constraints on the possible transitions between states.  
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It has been shown that a continuous ergodic HMM method is far superior to a discrete 
ergodic HMM method and that a continuous ergodic HMM method is as robust as a 
VQ-based method when enough training data is available. However, when little data 
is available, the VQ-based method is more robust than a continuous HMM method.  
 
A method using statistical dynamic features has recently been proposed. In this 
method, a multivariate auto-regression (MAR) model is applied to the time series of 
cepstral vectors and used to characterize speakers. It was reported that identification 
and verification rates were almost the same as obtained by an HMM-based method.  
 
Both text-dependent and independent methods share a problem however. These 
systems can be easily deceived because someone who plays back the recorded voice 
of a registered speaker saying the key words or sentences can be accepted as the 
registered speaker. To cope with this problem, text-prompted speaker recognition 
method is used in which a small set of words, such as digits, are used as key words 
and each user is prompted to utter a given sequence of key words that is randomly 
chosen every time the system is used. Yet even this method is not completely reliable, 
since it can be deceived with advanced electronic recording equipment that can 
reproduce key words in a requested order.  
 
Text-prompted speaker recognition method: In this method, the recognition system 
prompts each user with a new key sentence every time the system is used and accepts 
the input utterance only when it decides that it was the registered speaker who 
repeated the prompted sentence. The sentence can be displayed as characters or 
spoken by a synthesized voice. Because the vocabulary is unlimited, prospective 
impostors cannot know in advance what sentence will be requested. Not only can this 
method accurately recognize speakers, but it can also reject utterances whose text 
differs from the prompted text, even if the registered speaker speaks it. A recorded 
voice can thus be correctly rejected.  
 
Using speaker-specific phoneme models as basic acoustic units facilitates this 
method. One of the major issues in applying this method is how to properly create 
these speaker-specific phoneme models from training utterances of a limited size. The 
phoneme models are represented by Gaussian-mixture continuous HMMs or tied-
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mixture HMMs, and adapting speaker-independent phoneme models to each speaker’s 
voice makes them. In order to properly adapt the models of phonemes that are not 
included in the training utterances, a new adaptation method based on tied-mixture 
HMMs was recently proposed by.  
 
In the recognition stage, the system concatenates the phoneme models of each 
registered speaker to create a sentence HMM, according to the prompted text. Then 
the likelihood of the input speech matching the sentence model is calculated and used 
for the speaker recognition decision. If the likelihood is high enough, the speaker is 
accepted as the claimed speaker. 
 
Normalization Techniques: The most significant factor affecting automatic speaker 
recognition performance is variation in the signal characteristics from trial to trial 
(intersession variability and variability over time). Variations arise from the speaker 
themselves, from differences in recording and transmission conditions, and from 
background noise. Speakers cannot repeat an utterance precisely the same way from 
trial to trial. It is well known that samples of the same utterance recorded in one 
session are much more highly correlated than samples recorded in separate sessions. 
There are also long-term changes in voices.  It is important for speaker recognition 
systems to accommodate to these variations. Two types of normalization techniques 
have been tried; one in the parameter domain, and the other in the distance/similarity 
domain.  
 
Parameter-Domain Normalization: Spectral equalization, the so-called blind 
equalization method, is a typical normalization technique in the parameter domain 
that has been confirmed to be effective in reducing linear channel effects and long-
term spectral variation. This method is especially effective for text-dependent speaker 
recognition applications that use sufficiently long utterances. Cepstral coefficients are 
averaged over the duration of an entire utterance and the averaged values subtracted 
from the cepstral coefficients of each frame. Additive variation in the log spectral 
domain can be compensated for fairly well by this method. However, it unavoidably 
removes some text-dependent and speaker specific features; therefore it is 
inappropriate for short utterances in speaker recognition applications.  
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Distance/Similarity-Domain Normalization: The likelihood ratio is defined as the 
ratio of two conditional probabilities of the observed measurements of the utterance: 
the first probability is the likelihood of the acoustic data given the claimed identity of 
the speaker, and the second is the likelihood given that the speaker is an imposter. The 
likelihood ratio normalization approximates optimal scoring in the Bayes sense.  
 
A normalization method is also based on a posteriori probability. The difference 
between the normalization method based on the likelihood ratio and the method based 
on a posteriori probability is whether or not the claimed speaker is included in the 
speaker set for normalization; the speaker set used in the method based on the 
likelihood ratio does not include the claimed speaker, whereas the normalization term 
for the method based on a posteriori probability is calculated by using all the 
reference speakers, including the claimed speaker.  
 
Experimental results indicate that the two normalization methods are almost equally 
effective. They both improve speaker separability and reduce the need for speaker-
dependent or text-dependent thresholding, as compared with scoring using only a 
model of the claimed speaker.  
 
A new method in which the normalization term is approximated by the likelihood of a 
single mixture model representing the parameter distribution for all the reference 
speakers has recently been proposed. An advantage of this method is that the 
computational cost of calculating the normalization term is very small, and this 
method has been confirmed to give much better results than either of the above-
mentioned normalization methods.  
 
Although many recent advances and successes in speaker recognition have been 
achieved, there are still many problems for which good solutions remain to be found. 
Most of these problems arise from variability, including speaker-generated variability 
and variability in channel and recording conditions. It is very important to investigate 
feature parameters that are stable over time, insensitive to the variation of speaking 
manner, including the speaking rate and level, and robust against variations in voice 
quality due to causes such as voice disguise or colds. It is also important to develop a 
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method to cope with the problem of distortion due to telephone sets and channels, and 
background and channel noises.  
 
From the human-interface point of view, it is important to consider how the users 
should be prompted, and how recognition errors should be handled. Studies on ways 
to automatically extract the speech periods of each person separately from a dialogue 
involving more than two people have recently appeared as an extension of speaker 
recognition technology.  
 
2.2 Basic features (characterization) of speech signals 
 
A speech signal is a highly redundant non-stationary signal. These attributes make 
this signal very challenging to characterise. It should be possible to recognize speech 
directly from the digitized waveform. However, because of the large variability of the 
speech signal, it is a good idea to perform some form of feature extraction that would 
reduce that variability. Applications that need voice processing (such as coding, 
synthesis, recognition) require specific representations of speech information. For 
instance, the main requirement for speech recognition is the extraction of voice 
features, which may distinguish different phonemes of a language. From a statistical 
point of view, this procedure is equivalent to finding a sufficient for statistic to 
estimate phonemes. Other information, not require for this aim, such as phonatory 
apparatus dimensions (that is speaker dependent), the speaker’s moods, sex, age, 
dialect inflexions, and background noise etc., should be overlooked. To decrease 
vocal message ambiguity, speech is therefore filtered before it arrives at the automatic 
recognizer. Hence, the filtering procedure can be considered as the first stage of 
speech analysis. Filtering is performed on discrete time quantized speech signals. 
Hence, the first procedure consists of analog to digital signal conversion. Then, the 
extraction procedure of the significant features of speech signal is performed. 
 
When captured by a microphone, speech signals are seriously distorted by background 
noise and reverberation. Fundamentally speech is made up of discrete units. The units 
can be a word, a syllable or a phoneme. Each stored unit of speech includes details of 
the characteristics that differentiate it from the others. Apart from the message 
content, the speech signal also carries variability such as speaker characteristics, 
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emotions and background noise. Speech recognition differentiates between accents, 
dialects, age, genders, emotional state, rate of speech and environmental noises. 
According to Rosen (1992), the temporal features of speech signals can be partitioned 
into three categories, i.e., envelope (2-50 Hz), periodicity (50-500 Hz), and fine 
structure (500-10000 Hz). A method of generating feature signals from speech signals 
comprising the following steps:  
 
 Receives the speech signals 
 Block the speech signals into frames. 
 Form frequency domain representations of said blocked speech signals. 
 Pass the said frequency domain representations through mel-filter banks. 
 
During speech, altering the size and shape of the vocal tract, mostly by moving the 
tongue, result in frequency and intensity changes that emphasize some harmonics and 
suppress others. The resulting waveform has a series of peaks and valleys. Each of the 
peak is called a formant and it is manipulation of formant frequencies that facilitates 
the recognition of different vowels sounds. Speech has a number of features that need 
to be taken into account.  Perform the combination linear predictive coding and 
cepstral recursion analysis on the blocked speech signals to produce various features 
of the signals. Some of the features are studied and discussed by the researcher is as 
follow: 
 
(1) Waves[47]: 
 
 A wave is a disturbance that propagates through space or spacetime, often 
transferring energy. While a mechanical wave exists in a medium (which on 
deformation is capable of producing elastic restoring forces), waves of 
electromagnetic radiation (and probably gravitational radiation) can travel through 
vacuum, that is, without a medium. Waves travel and transfer energy from one point 
to another, often with little or no permanent displacement of the particles of the 
medium (i.e. little or no associated mass transport); instead there are oscillations 
around almost fixed positions. 
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Periodic waves are characterized by crests (highs) and troughs (lows), and may 
usually be categorized as either longitudinal or transverse. Transverse waves are those 
with vibrations perpendicular to the direction of the propagation of the wave; 
examples include waves on a string and electromagnetic waves. Longitudinal waves 
are those with vibrations parallel to the direction of the propagation of the wave; 
examples include most sound waves. 
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Waves can be described mathematically using a series of parameters. The amplitude 
of a wave (commonly notated as A, or another letter) is a measure of the maximum 
disturbance in the medium during one wave cycle. (the maximum distance from the 
highest point of the crest to the equilibrium). In the illustration to the right, this is the 
maximum vertical distance between the baseline and the wave. The units of the 
amplitude depend on the type of wave — waves on a string have an amplitude 
expressed as a distance (meters), sound waves as pressure (pascals) and 
electromagnetic waves as the amplitude of the electric field (volts/meter). The 
amplitude may be constant (in which case the wave is a c.w. or continuous wave), or 
may vary with time and/or position. The form of the variation of amplitude is called 
the envelope of the wave. 
 
Waves can be represented by simple harmonic motion. 
 
Figure – 2.11  Wave 
 
 
 
 
 
The period T is the time for one complete cycle for an oscillation of a wave. The 
frequency f (also frequently denoted as ν) is how many periods per unit time (for 
example one second) and is measured in hertz. These are related by: 
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T
f 1=  
In other words, the frequency and period of a wave are reciprocals of each other. 
 
(2) Wave equation[47] 
 
 The wave equation is a differential equation that describes the evolution of a 
harmonic wave over time. The equation has slightly different forms depending on 
how the wave is transmitted, and the medium it is traveling through. Considering a 
one-dimensional wave that is travelling down a rope along the x-axis with velocity v 
and amplitude u (which generally depends on both x and t), the wave equation is 
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(3) Frequency 
 
Frequency is the measurement of the number of occurrences of a repeated event per 
unit of time. It is also defined as the rate of change of phase of a sinusoidal waveform. 
To calculate the frequency of the event, the number of occurrences of the event within 
a fixed time interval are counted, and then divided by the length of the time interval.  
 
 
 
Figure – 2.12  Sine waves of various frequencies 
 
 
 
 
 
 
 
 
 
 
To calculate the frequency of an event in experimental work however (for example 
calculating the frequency of an oscillating pendulum) it is crucial that the time taken 
for a fixed number of occurrences is recorded, rather than the number of occurrences 
within a fixed time. This is because your random error is significantly increased 
performing the experiment the other way around. It [the frequency] is still calculated 
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by dividing the number of occurrences by the time interval, however, the number of 
occurrences is fixed, not the time interval. 
In SI units, the result is measured in hertz (Hz), named after the German physicist 
Heinrich Rudolf Hertz. 1 Hz means that an event repeats once per second, 2 Hz is 
twice per second, and so on. This unit was originally called a cycle per second (cps), 
which is still sometimes used. Other units that are used to measure frequency include 
revolutions per minute (rpm). Heart rate and musical tempo are measured in beats per 
minute (BPM). Often, angular frequency is used instead of frequency, measured in 
radians per second (rad/s). 
 
An alternative method to calculate frequency is to measure the time between two 
consecutive occurrences of the event (the period) and then compute the frequency f as 
the reciprocal of this time: 
                                
T
f 1=  ; T is the period.  
A more accurate measurement takes many cycles into account and averages the period 
between each. 
 
Frequency has an inverse relationship to the concept of wavelength. The frequency f 
is equal to the speed v of the wave divided by the wavelength λ (lambda) of the wave: 
                                                 λ
vf =  
In the special case of electromagnetic waves moving through a vacuum, then v = c, 
where c is the speed of light in a vacuum, and this expression becomes: 
                                                 λ
cf =  
When waves travel from one medium to another, their frequency remains exactly the 
same — only their wavelength and speed change. 
 
Apart from being modified by the Doppler effect or any other nonlinear process, 
frequency is an invariant quantity in the universe. That is, any linearly physical 
process unlike velocity of propagation or wavelength cannot change it. A baby can 
hear tones with oscillations up to approximately 20,000 Hz, but these  frequencies 
become more difficult to hear as people age. 
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(4) Fundamental frequency 
 
Some complex sounds repeats over time, as do many of the sound of speech and 
music. Such sounds are called periodic. When a number of pure tones are presented, 
one of them will naturally have a frequency lower than the others. The lowest rate of a 
sound’s vibration is called the fundamental frequency and it is determined by the 
physical properties of the vibrating body. 
 
One representation of the speech signal is the one produced by a pitch analysis. 
Speech is normally looked upon as a physical process consisting of two parts: a 
product of a sound source (the vocal chords) and filtering (by the tongue, lips, teeth 
etc). The pitch analysis tries to capture the fundamental frequency of the sound source 
by analyzing the final speech utterance. The fundamental frequency is the dominating 
frequency of the sound produced by the vocal chords. This analysis is quite difficult 
to perform. There are several problems in trying to decide which parts of the speech 
signal are voiced and which are not. It is also difficult to decipher the speech signal 
and try to find which oscillations originate from the sound source, and which are 
introduced by the filtering in the mouth. Several algorithms have been developed, but 
no algorithm has been found which is efficient and correct for all situations. The 
fundamental frequency is the strongest correlate to how the listener perceives the 
speakers' intonation and stress. 
 
(5) Wavelength[47] 
 
The wavelength (denoted as λ) is the distance between two sequential crests (or 
troughs) or the wavelength is the distance between repeating units of a wave pattern.  
This generally has the unit of meters; it is also commonly measured in nanometers for 
the optical part of the electromagnetic spectrum. In a sine wave, the wavelength is the 
distance between the midpoints of the wave: 
 
The x axis represents distance, and I would be some varying quantity at a given point 
in time as a function of x, for instance sound pressure (air pressure for a sound wave) 
or strength of the electric or magnetic field for light. 
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Wavelength λ has an inverse relationship to frequency f, the number of peaks to pass a 
point in a given time. The wavelength is equal to the speed of a wave type divided by 
the frequency of the wave. When dealing with electromagnetic radiation in a vacuum, 
this speed is the speed of light c. For sound waves in air, this is the speed of sound in 
air. The relationship is given by: 
                                                          
f
cw=λ  
where λ = wavelength of a sound wave or electromagnetic wave, vw is the speed of 
propagation of the wave, and f = frequency of the wave in 1/s = Hz.  
 
A wavenumber k can be associated with the wavelength by the relation 
                                                     λ
π2=k  
 
(6) Amplitude (Distance form the microphone) 
 
The amplitude of the speech signals depends on the amount of vocal effort employed 
and the distance of the microphone from the mouth. It is a nonnegative scalar measure 
of a wave's magnitude of oscillation, that is, the magnitude of the maximum 
disturbance in the medium during one wave cycle. 
 
The displacement y is the amplitude of the wave Sometimes this distance is called the 
peak amplitude, distinguishing it from another concept of amplitude, used especially 
in electrical engineering: the RMS or root mean square amplitude, defined as the 
square root of the temporal mean of the square of the vertical distance of this graph 
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from the horizontal axis. The use of peak amplitude is unambiguous for symmetric, 
periodic waves, like a sine wave, a square wave, or a triangular wave. For an 
asymmetric wave (periodic pulses in one direction, for example), the peak amplitude 
becomes ambiguous because the value obtained is different depending on whether the 
maximum positive signal is measured relative to the mean, the maximum negative 
signal is measured relative to the mean, or the maximum positive signal is measured 
relative the maximum negative signal (the peak-to-peak amplitude) and then divided 
by two. 
 
Different amplitude measurements of a sine wave: For complex waveforms, 
especially non-repeating signals like noise, the RMS amplitude is usually used 
because it is unambiguous and because it has physical significance. For example, the 
average power transmitted by an acoustic or electromagnetic wave or by an electrical 
signal is proportional to the square of the RMS amplitude (and not, in general, to the 
square of the peak amplitude). There are a few ways to formalize amplitude, in the 
simple wave equation 
 
                             X = A sin(t – K) + b ;  
 
A is the amplitude of the wave. The units of the amplitude depend on the type of 
wave. For waves on a string, or in medium such as water, the amplitude is a 
displacement. 
The amplitude of sound waves and audio signals (also referred to as Volume) 
conventionally refers to the amplitude of the air pressure in the wave, but sometimes 
the amplitude of the displacement (movements of the air or the diaphragm of a 
speaker) is described. The logarithm of the amplitude squared is usually quoted in dB, 
so a null amplitude corresponds to -∞ dB. Loudness is related to amplitude and 
intensity and is one of most salient qualities of a sound, although in general sounds 
can be recognized independently of amplitude. 
 
For electromagnetic radiation, the amplitude corresponds to the electric field of the 
wave. The square of the amplitude is proportional to the intensity of the wave. The 
amplitude may be constant (in which case the wave is a continuous wave) or may 
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vary with time and/or position. The form of the variation of amplitude is called the 
envelope of the wave. 
 
(7) Amplitude modulation (AM)[47] 
 
It is a technique used in electronic communication, most commonly for transmitting 
information via a radio carrier wave. AM works by varying the strength of the 
transmitted signal in relation to the information being sent. For example, changes in 
the signal strength can be used to reflect the sounds to be reproduced by a speaker, or 
to specify the light intensity of television pixels. AM is often used to refer to the 
mediumwave broadcast band (see AM radio). 
 
(8) Velocity 
 
The velocity of a sound wave is the speed with which it travels from the source to 
another point. Sound velocity is determined by a number of factors, one of the most 
important of which is the density of the medium. The velocity of sound in air is 
approximately 344 meters per second at standard temperature pressure condition (20 
degrees Celsius at sea level). When temperature and humidity are increased, the speed 
of sound increases.  The velocity of sound may be determined at a specific moments; 
this is called the instantaneous velocity. The average velocity of the wave may be 
determined by dividing the distance traveled by the time interval required for passage.  
 
(9) Loudness 
 
The amount of air coming from your lung determines the loudness of your voice. It is 
a subjective experience, as contrasted with the purely physical force of intensity. 
There is the relation between intensity and loudness. As intensity increases the 
loudness increases. The duration and frequency of sounds contribute to the sensation 
of loudness. Comparing the loudness of different frequencies to the loudness of a 
1000-Hz tone at a number of intensity levels determines the loudness level of the 
different frequencies. The unit of the loudness level is phon.   
 
(10) Phase 
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It is convenient to discuss the relationships among corresponding points on different 
waves in terms of the angular measurements used to describe circular motion. Any 
point on a sine wave (expressed in degree) may be compared to a standard. This 
standard is considered to be zero degree. If an oscillation has beginning at 0 (or 360) 
degree, it is said to be in phase with the standard. 
 
(11) Intensity 
 
How fast but also at what amplitude a body vibrates is called intensity. The figure – 
2.14 shows two tones of identical frequency; how ever there is a difference in the 
maximum excursion of the two waves. Obviously a greater force has been applied to 
the wave on the top than to the wave on the bottom to cause this difference to occur. 
 
 
Figure – 2.14  Two tones of different amplitude (frequency and phase is constant) 
 
 
 
 
 
 
 
(12) Force 
 
When the vibrating bodies, such as the tines of a tuning fork, move to and from, they 
exert a certain amount of force on adjacent air molecules. The greater the force, the 
greater the displacement of the tines, and therefore the greater the amplitude of the 
sound wave. Dyne (d) is a convenient unit of measurement. One dyne is a force 
sufficient to accelerate a mass of 1 gram at 1 centimetre per second squared. The 
Newton (N) has been used more recently as a force measurement. One Newton is a 
force that will accelerate 1 kg mass at a m/s2. 
  
(13) Pressure 
 
Pressure is generated whenever force is distributed over a surface area. If a given area 
remains constant, the pressure increases as the force is increased. 
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(14) Power 
 
It is the capacity to exert physical force or energy and is expressed as the rate at which 
energy is expended. Familiar units of power are horsepower and watts. It is a common 
measure of the magnitude of a sound.  1 horsepower is equal to 746 watts. 1 watt is 
equal to 1 million ergs/second or 10-1 joule/second. 
 
(15) Pitch 
 
it is a term used to describe the subjective impressions of the highness or lowness of a 
sound. Pitch relates to frequency; in general, pitch rises as the frequency of vibration 
increases, at least within the range of human hearing ( 20 to 20,000 Hz). The 
subjective e aspect of pitch can be measured by using a unit called the mel. One 
thousand male is the pitch of a 1000-Hz tone at 40-db SL. The male scale is illustrated 
in the Figure – 2.15 
 
 
Frequency (Hz)
Figure – 2.15 The male scale, showing the relationship 
between pitch (in mels) and frequency in herts 
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(16) Pitch period 
 
The interval 10 ms is referred to as the pitch period and it is also often expressed in 
terms of the pitch frequency p, which in this example is p = 1/(10 ms) = 100 Hz. In 
the case of male speakers, the typical pitch frequency range is between 40 and 120 
Hz, whereas for females it can be as high as 300-400 Hz. Observe furthermore that 
within each pitch period there is a gradually decaying oscillation, which is associated 
with the excitation and gradually decaying vibration of the vocal cords. 
 
(17) Masking 
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When two sounds are heard simultaneously, the intensity of one sound may be 
sufficient to cause the other to be inaudible. This change in the threshold of a sound 
caused by a second sound with which it coexists is called masking. There is surely no 
one who has not experienced masking in noisy situations in the form of speech 
interference. The noise that causes the interference is called the masker and the 
affected signal the maskee. Because masking plays an important role in some aspects 
of clinical audio logy. 
 
(18) Oscillogram (waveform) 
 
Physically the speech signal (actually all sound) is a series of pressure changes in the 
medium between the sound source and the listener. The most common representation 
of the speech signal is the oscillogram, often called the waveform. 
 
In contrast, the voiced segment is quasi-periodic in time-domain and it has an 
approximately 80 samples periodicity, identified by the positions of the largest time-
domain signal peaks, which corresponds to 80_125 _s = 10ms. This interval is 
referred to as the pitch period and it is also often expressed in terms of the pitch 
frequency p, which is in this example p = 1/(10 ms) = 100 Hz. In case of male 
speakers the typical pitch frequency range is between 40 and 120 Hz, while for 
females it can be as high as 300-400 Hz. Observe furthermore that within each pitch 
period there is a gradually decaying oscillation, which is associated with the 
excitation and gradually decaying vibration of the vocal cords. 
 
(19) Energy of Speech Signal 
 
The energy of a discrete time signal is defined as 
                                                       )(2 mE
m
x∑∞
−∞=
=
Such a quantity has little meaning or utility for speech since it gives little information 
about the time-dependent properties of the speech signal. A simple definition of the 
short time energy is as follows: 
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That is, the short time energy at sample n is simply the sum of the N samples n-N+1 
through n. 
 
(20) Short Time Average Zero-Crossing Rate 
 
In the context of discrete signals, a zero crossing is said to occur if successive samples 
have different algebraic signs. The rate at which zero-crossings occur is a simple 
measure of frequency content of a signal. This is particularly true of narrowband 
signals. For example, a sinusoidal signal of frequency F0, sampled at a rate Fs, has 
Fs/F0 samples per cycle of the sine wave. Each cycle has two zero-crossings so that 
the long time average rate of zero-crossings is calculated as follow:  
 
Z = 2Fs/F0 crossings/sample (2.10) 
 
Thus, the average zero-crossing rate gives a reasonable way to estimate the frequency 
of a sine wave. 
 
(21) Reflection coefficient 
 
The reflection coefficient is when wave propagation in a medium containing 
discontinuities is considered. A reflection coefficient describes either the amplitude or 
the intensity of a reflected wave relative to an incident wave. The reflection 
coefficient is closely related to the transmission coefficient.  
 
The refleecrtion coefficient is defined as the ratio of the amplitude of the reflected 
wave and the amplitude of the incident wave. 2. At a discontinuity in a transmission 
line, the complex ratio of the electric field strength of the reflected wave to that of the 
incident wave. Note 1: The reflection coefficient may also be established using other 
field or circuit quantities. Note 2: The reflection coefficient is given by  
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where Z1 is the impedance toward the source, Z2 is the impedance toward the load, the 
vertical bars designate absolute magnitude, and SWR is the standing wave ratio.  
 
(22) MFCC 
 
Perhaps the most popular features used for speech recognition today are what are 
known as mel-frequency cepstral coefficients (MFCCs). These coefficients are 
obtained by taking the inverse Fourier transform of the log spectrum after it is warped 
according to the mel scale.  
 
It is an efficient way to represent a sound's frequency spectrum. Together with 
spectrograms Mel Frequency Cepstral Coefficients (MFCCs) are coefficients that 
represent audio. They are derived from a type of cepstral representation of the audio 
clip (a "spectrum-of-a-spectrum"). The difference between the cepstrum and the Mel-
frequency cepstrum is that in the MFC, the frequency bands are positioned 
logarithmically (on the mel scale) which approximates the human auditory system's 
response more closely than the linearly-spaced frequency bands obtained directly 
from the FFT or DCT. This can allow for better processing of data, for example, in 
audio compression. However, unlike the sonogram, MFCCs lack an outer ear model 
and, hence, cannot represent perceived loudness accurately. 
 
MFCCs are commonly derived as follows: 
 
1. Take the Fourier transform of (a windowed excerpt of) a signal  
2. Map the log amplitudes of the spectrum obtained above onto the Mel scale, 
using triangular overlapping windows.  
3. Take the Discrete Cosine Transform of the list of Mel log-amplitudes, as if it 
were a signal.  
4. The MFCCs are the amplitudes of the resulting spectrum.  
 
There can be variations on this process – e.g. differences in the Mel scale conversion. 
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(23) Zero crossing rate [46],[47] 
 
The zero-crossing rate is the rate of sign-changes along a signal. This feature has been 
used heavily in both speech recognition and music information retrieval and is defined 
formally as 
                                                       }0{1 1
1
0
<= −
−
=
∑ tT
t
t ssT
zcr C  
 
where s is a signal of length T and the indicator function ∏ }{A  is 1 if its argument A 
is true and 0 otherwise. For monophonic tonal signals, the zero-crossing rate can be 
used as a primitive pitch detection algorithm. 
 
(24) Zero crossing[47] 
 
In alternating current, the zero crossing is the instantaneous point at which there is no 
voltage present. In a sine wave or other simple waveform, this normally occurs twice 
during each cycle. The zero crossing is important for systems which send digital data 
over AC circuits, such as X10 home automation control systems, and Digital 
Command Control type systems for Lionel and other AC model trains. Counting zero 
crossings is also a method used in speech processing to estimate frequencies and 
formants of speech. 
 
Figure – 2.16 Zero crossing 
Zero crossing
 
 
 
 
 
 
 
 
 
In a system where an amplifier with digitally-controlled gain is applied to an input 
signal, signal artifacts will occur when the gain of the amplifier abruptly switches 
between its discrete gain settings while outputting a non-zero current. At audio 
frequencies, such as in modern consumer electronics like digital audio players, these 
effects are clearly audible, resulting in a 'zipping' sound when rapidly ramping the 
gain, or a soft 'click' when a single gain change is made. Artifacts are disconcerting 
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and clearly not desirable. If changes are made at a zero crossing of the signal, the 
input is zero, so no matter how the amplifier gain setting changes, the output will also 
remain at zero. 
 
In the field of Digital Image Processing, great emphasis is placed on operators which 
seek out edges within an image. They are called 'Edge Detection' or 'Gradient filters'. 
A gradient filter is a filter which seeks out areas of rapid change in pixel value. These 
points usually mark an edge or a boundary. A Laplace filter is a filter which fits in this 
family, though it sets about the task in a different way. It seeks out points in the signal 
stream where the digital signal of an image passes through a pre-set '0' value, and 
marks this out as a potential edge point. Because the signal has crossed through the 
point of zero, it is called a zero crossing.  
 
Beside all these lot many various features are identified by the different researcher, 
the Scheier and Slaney had use a variety of features are as follow: 
 
(1) Four Hertz Modulation Energy. 
(2) Low energy 
(3) Roll off of the spectrum 
(4) The variance of the roll off of the spectrum 
(5) Spectral centroid 
(6) Variance of the spectral centroid 
(7) Spectral flux 
(8) Variance of the spectral flux 
(9) Zero crossing rate 
(10) The variance of zero crossing rate 
(11) The cepstral residual 
(12) The variance of the cepstral residual 
(13) The pulse metric 
 
Another set of features that can be obtained from a reconstructed phase space relate to 
a quantity known as the natural measure or natural distribution of an attractor. The 
natural distribution is the fraction of time that the trajectories of an attractor spend in a 
particular neighborhood of the phase space, or simply, the distribution of points in the 
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phase. The features that were extracted from the phase space and applied to speech 
recognition/classification tasks were Lyapunov exponents and correlation dimension. 
These features, when used in unison with cepstral features, were reported to improve 
speech recognition accuracy 
 
2.3 Technique to extract speech features from speech signals 
 
Speech recognition is highly affected by the type of speech i.e. isolated word Vs 
continuous. One of the hardest problems in speech recognition is determining when 
one word ends and the next one begin. In order to side step the problem, most systems 
force the user to issue single word-at-a-time commands. Typically, words must be 
separated by a gap of on the order of 300 milliseconds. Since this is unnatural, speech 
recognition systems that require multi-word commands may requires special training 
on the part of the users. One perspective on this is presented in Biermann et al. 
(1985). 
 
Various approaches or recognition system are used to extract features of speech. The 
recognition system describe here, classifies the different features of Gujarati alphabet 
produce by a speaker. The system has a number of characteristic features. The 
researcher has performed explicit segmentation of speech signal into phonetic 
categories. Explicit segmentation allows using segment duration to discriminate 
letters, and to extract features from specific regions of the signal. Finally speech 
knowledge is used to design a set of features that work best for Gujarati letters.  
 
Most production and perception units of speech sounds are dynamic in nature. In 
contrast to deterministic signals, the help of analytical formulas cannot describe 
random signals, such as speech, music, video, and other information signals. The help 
of statistical functions typically characterizes them. The power spectral density (PSD), 
autocorrelation function (ACF), cumulative distribution function (CDF), and 
probability density function (PDF) are some of the most frequent ones invoked. 
 
Speech separation from noise, given a-priori information, can be viewed as a subspace 
estimation problem. Some conventional speech enhancement methods are spectral 
subtraction, Wiener filtering , blind signal separation and hidden Markov modeling.  
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The researcher has studied a variety of different speech features. Each feature plays 
vital role in the recognition process. But it is tedious to extract the feature form the 
speech signals. To extract the features, the researcher has discussed some techniques 
as follow: 
 
Pitch Period: A. Pitch Period is estimated using a Parallel Processing Approach. 
Pitch period estimation (fundamental frequency estimation) is one of the most 
important problems in speech processing. Pitch detectors are used in vocoders, 
speaker identification and verification systems, and aids-to the handicapped. 
 
Pitch: The study of the speech spectrum told us that the speech consists of pitch and 
related harmonic frequencies. So we can find the pitch in a smoothed version. 
Because the smoothed version is down-sampled, if we carry out an FFT analysis of it, 
the frequency resolution increases. 
 
Cepstral feature: The feature extractor computes cepstral features of the enhanced 
speech signals using a combination of linear predictive coding (LPC) and mel-filter 
analysis. The extractor compensates for the enhancement to the time varying speech 
signals after they are transformed to a frequency domain representation. 
 
Wavelet: The computation of wavelet is carried out by mallat decomposition. The 
signal is decomposed by passing through both low pass filters and high filters and 
then down-sampled. The low passed version then is processed with the same 
procedure. This offers both smoothed version and detailed version of the signal in 
different scales and thus achieves multi-resolution analysis (MRA).  
 
Moreover, speech is a highly non-stationary signal and the speech signal processing 
techniques that were developed over the past few decades have made simplifying 
assumptions regarding the signal stationarity over small time periods (20ms). 
 
2.4 Technique to store speech features of speech signals 
 
Speech files are stored as sequences of 8-bit 8 kHz a-law uncompressed speech 
samples (CCITT G.711 recommendation). Once a speech signal is digitalized in both 
 
 56
time and in amplitude, it can be stored and processed by a computer. The various 
numbers of approaches exists for the creation and administration of large corpora of 
data to be used for Speech Signal Processing (SSP). Such data include speech files, 
pitch files, spectrogram files, text files and the like.  
 
All these are, in many cases, correlated files either on their own or depending on the 
user’s will. The aforesaid correlation is indeed partly a natural consequence of the 
obvious links existing, for instance, among a speech file and the files containing data 
that have been derived from such speech file with some algorithm (for instance the 
pitch or the spectrogram or even a set of labels within a text file) but can even depend 
on the aims of the person that is accessing the files. Such correlation can be 
implemented through the definition of sets of files stored as a whole, each set forming 
a complex entity. Therefore what one needed is, a way to store such complex entities 
as persistent objects so to make both their administration and their processing easier. 
Within an environment devoted to SSP, indeed, we may have several applications and 
each application defines the type of files it can access. From our point of view this 
means that an application can have access to one or more objects and each object can 
be accessed either partly or as a whole, depending on the type of the application. This 
fact requires the definition of a volatile object as dynamically composed by elements 
extracted from a set of persistent objects. 
 
2.4.1 The nature of the data 
 
Within the scope of SSP the basic entity is the file. Each file can contain either speech 
data or the result of the manipulation of such speech data. Normally, a speech file is 
the starting point of every subsequent operation and, therefore the starting point is the 
ability to perform acquisition and playback. Then need arises to transform the 
acquired speech data into other information (data analysis) and to present such 
information to the user (data presentation). The aforesaid transformation includes 
segmentation, pitch extraction, spectral analysis, measurements, labeling and so on 
and gives rise to a multiplicity of files that, however, can be grouped within few 
categories. The presence of such limited number of categories (speech, pitch, 
spectrogram, text and numbers) allows the definition of a set of classes. A class 
coincides with a category and is formed by files of the same type. [10] 
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The basic pipeline of a SSP environment (data I/O,1 data analysis and data 
presentation) is shown in the upper part of figure 2.17 and sees the file as the ultimate 
source/destination of every process. From a traditional point of view, such pipeline is 
usually interfaced with a hierarchic file system that allows data storage. [10] 
 
 
 
Figure – 2.17 The basic/enhanced SSP pipeline
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Data base 
Data 
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Once the speech is recorded then, for the further processing it is required to be stored 
in the computer memory. While the speech is recorded the speech file may be stored 
in many different formats i.e. .wav, .mp3, .mp4, .mp6, .midi, .au, .voc, .wma…  etc 
and many more. The speech file which is stored in such format they can be play back 
by the appropriate audio player software, but one can not do any type of the 
processing on such speech audio file. To perform the meaningful processing on such 
file, we require the other speech signal processing software. The outcome of this 
processing on the speech file gives a various types of numerical data for the different 
features (characteristics) of the file. For the future use we must have to store all these 
data into some file. The researcher has study many sites and books for storing of 
speech data, out of all theses methods the researcher has focused on two methods in 
which any data can be stored either in flat file format or in database (i.e. FoxPro, 
Access, Oracle, SQL), which is described as follow: 
 
2.4.2 Storage of speech files and its feature in traditional flat file format  
 
The process of data storage in traditional flat file format consists two or more type of 
the files. Each prompted utterance is stored within a separate file in any valid audio 
file format. The stored speech file for each utterance is processed with the speech 
processing tools (i.e. software) and the corresponding features for each utterance is 
extracted and these processed outcome is stored in the other flat file, which is 
accompanying each utterance file. For the storage of the features we may use many 
different approaches as follow: 
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(1)  One may take the separate file for each utterance i.e. for pitch of all the 
utterance one separate file, for the frequency of all the utterance one separate file and 
so on. In each feature file each row represents the different utterance. The affiliation 
of each row with the accompanying utterance must be previously determined. And for 
every feature file this affiliation remains same. Suppose there are 36 utterances and 10 
features then there are 46 files (i.e. 36 – for utterance and 10 – for different features) 
 
(2)  All the features (i.e. pitch, frequency and many more) for the one utterance are 
stored in the one file. For the second utterance again all the features (i.e. pitch, 
frequency and many more) are stored in the other file and so on. In this approach, 
every file is named in such a way so that it accompanying the utterance. Suppose 
there are 36 utterances then there are 72 files (i.e. 36 – for utterance and 36 – for 
features of the accompanying utterance) 
 
(3) All the features (i.e. pitch, frequency and many more) for the one utterance is 
stored in one line of the flat file separated by either comma or space, second line 
again stores the same features for the second utterance and so on. In the file format 
each column represents the same feature for all the utterance and each row represents 
different features for the one utterance. The affiliation of each feature with the column 
and affiliation of each utterance with each row must be previously determined. In this 
approach if there are 36 utterances then there are 37 files (i.e. 36 – for utterance and 1 
– for features of the accompanying utterance) 
 
2.4.3 Storage of speech files and its feature in database format [10] 
 
The process of data storage should be both more convenient and more efficient by 
using a database. The presence of a database fully extends the basic pipeline to the 
enhanced pipeline and requires the design of applications that are able to fully exploit 
the potentiality of the database itself. The enhancement turns into the presence of the 
database and the related programs as an element of any possible pipeline. 
 
The traditional approach is to collect speech files over which a user can perform some 
kind of analysis so to get pitch files or spectrogram files and the like that enrich the 
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collection. According to this way of behaving, we consider a set of programs that face 
a set of files. Such programs, in many cases, have very little in common and often 
cannot share data, mainly because they deal with different file formats and/or data 
representation and coding. This, often, compels users to be programmers, or to rely 
upon programmers, so to write down bulk of codes that allow a dialogue among 
programs through the sharing of files. File storage and administration, on the other 
hand, are a duty of the users that must create and administer groups of directories, 
must remember where the files are stored, which are their versions and the existing 
links and relations among files. 
 
Within this traditional approach, the classical hierarchical structure of a file system 
prevents users from establishing easy links and relations among files. Such a structure 
may be used to implement the physical structure of the database but must be hidden to 
the users so to allow them to establish arbitrary relations among files.  
 
The aim of the storing the speech data in database is, therefore, twofold. It should 
allow users to access data directly through the data base interface so to know which 
data are available, of which type and which are the relations among them (this is 
particularly addressed to the use of applications that don’t share the proposed data 
base philosophy, i.e. stand-alone applications). On the other hand it should interact 
with properly designed applications by exchanging with them the proper data.  
 
A user can either interact directly with the files through the traditional query language 
provided by any Operating System or can access the files as elements of the data base 
through the data base interface. It is obvious that integrity and consistency are 
enforced if the access is mainly through the data base interface. As to the applications, 
the aforesaid situation is justified by the coexistence of applications designed to 
interact with the database and applications designed as stand-alone modules. The 
applications of the former type are able to access the data according to their 
conceptual/view level whereas the applications of the latter type are confined to the 
physical level and so to the access through the file system. Such applications access 
even more than one file (for instance speech and pitch) simply by name without 
performing any coherence control. The presence of the database would help users to 
keep a clearer and more up to date situation of their data. 
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2.5 Technique to process different features of speech signals [9] 
 
Processing of written and spoken human language is computation. However, language 
processing is not a single type of computation. The different levels of information 
encoding in our language as well as the spectrum of applications for language 
technology pose a range of very distinct computational tasks. Therefore a wide variety 
of mathematical methods have been employed in human language technology. Some 
of them have led to specialized tools for a very restricted task, while others are part of 
the mathematical foundations of the technology. In this overview a very general map 
is drawn that groups the different approaches. 
 
In the early days of language processing, most if not all researchers underestimated 
the complexity of the problem. Many of them tried to bypass a mathematical 
characterization of their tasks and solve the problem simply by looking at the 
envisaged inputs and outputs of their systems. Purely procedural early approaches to 
machine translation fall in this category. These attempts failed very badly. However, 
there is one major difference between language processing and most other areas with 
highly complex calculation tasks, e.g., computational meteorology. One system exists 
that can handle human language quite decently, i.e., the human cognitive system. 
Moreover, there is a scientific discipline that strives for a formal description of the 
human language faculty. Very soon the great majority of researchers became 
convinced that one needed to utilize insights from linguistics---including phonetics 
and psycholinguistics---in order to make progress in modeling the human language 
user.  
 
Modern linguistics tries to characterize the mapping between a spoken or written 
utterance and its meaning. Linguists do this in roughly the following way. They break 
up the complex mapping into suitable levels of representation, specify representations 
in dedicated formalisms, and they employ the same formalisms for specifying the 
implicit linguistic knowledge of a human language user. Traditionally their main data 
are collected or invented example sentences, judged and interpreted by introspection. 
Almost exclusively, discrete symbolic methods have been employed for representing 
different types of information in linguistics.  
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2.5.1 High-level Linguistic Methods 
 
The mathematical methods of syntax, morphology and phonology are suited for 
describing sets of strings, especially hierarchically structured strings. Most of these 
methods came from formal language theory. Most notable is the formal theory of 
languages and grammars emerging from the Chomsky hierarchy, an inclusion 
hierarchy of classes of languages. Each class of languages corresponds to a certain 
level of computational complexity. For these classes of languages, classes of 
grammars were found that generate the languages. Each class of languages also 
corresponds to a type of automaton that accepts strings of a language. Typical for this 
research was the close interaction between theoretical computer science and formal 
syntax with strong influences in both directions. Much investigation has gone into the 
question of the proper characterization of human language with respect to the 
Chomsky hierarchy.  
 
The grammars and automata of formal language theory can rarely be applied to 
natural language processing without certain modifications. The grammar models 
developed in linguistics do not directly correspond to the ones from formal language 
theory. A variety of grammar models have been designed in linguistics and language 
technology.  
 
The grammars of formal language theory are rewrite systems with atomic nonterminal 
symbols that stand for lexical and syntactic categories. However, in human language 
such categories have complex properties that influence their syntactic distribution. 
Therefore mathematical tools were developed for expressing linguistic entities as sets 
of complex features. A new class of logic, so called feature logic evolved. This branch 
of research, often subsumed under the term unification grammar, had close links with 
similar developments in knowledge representation and programming languages. The 
specialized processing methods that were developed for unification grammars had 
strong connections with constraint logic programming.  
 
The situation is somewhat different in semantics. Here representation languages are 
needed in which we can represent the meaning---or better informational content---of 
an utterance. In order to provide unambiguous representations of meaning that can 
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serve as the basis for inferences, logic is employed. Many varieties of higher order 
predicate logic have been developed for this purpose. Special representation 
languages such as frame and script languages came from artificial intelligence (AI). In 
the last few years, many of them have received a logical foundation. General purpose 
and specialized inference techniques have been employed for interpreting the meaning 
representation in connection with knowledge about the linguistic context, situational 
context, and the world. Logical deduction is the inference technique mainly used, but 
there are also approaches that utilize abduction methods. For the use of some semantic 
formalisms in language technology.  
 
The last two decades witnessed a convergence of theoretical linguistics and language 
processing with respect to their mathematical methods. On the one hand, this 
movement proved very fruitful in many areas of language processing. On the other 
hand, it also lead to some disillusionment concerning the potentials of formal 
linguistic tools among practitioners of language technology.  
 
Although the specification of linguistic knowledge improved quite a bit through the 
use of advanced representation techniques, the resulting systems still lacked coverage, 
robustness, and efficiency, the properties required for realistic applications. It even 
seemed that every increase in linguistic coverage was accompanied by a loss of 
efficiency since efficient processing methods for linguistic representation formalisms 
are still missing.  
 
2.5.2 Statistical and Low-level Processing Methods 
 
Encouraged by a breakthrough in the recognition of spoken words, many researchers 
turned to statistical data-driven methods for designing language technology 
applications. For most of them, the line of reasoning went as follows. Linguistic 
investigation of linguistic competence and cognitive modeling of human language 
processing have not yet achieved a sufficient understanding and formalization of the 
mapping from the language signal to the informational contents of the utterance or 
vice versa. However, only very few applications need the complete mapping anyway. 
Even if we had a formal model of the complete mapping, we do not have a model of 
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the cognitive system that could support it, since AI has not come close to modeling 
human knowledge processing.  
 
If one cannot get access to the human linguistic competence through standard 
methods of linguistic research, it may be possible to induce the knowledge necessary 
for a specific application indirectly by correlating linguistic data with the desired 
outputs of the machine. In case of a dictation system, this output is the appropriate 
written words. For a machine translation system, the output consists of the translated 
sentences. For an information access system the output will be a query to a data base. 
After decades of expecting technological progress mainly from investigating the 
cognitive structures and processes of the human language user, attention moved back 
to the linguistic data produced by humans and to be processed by language 
technology.  
 
The predominant approach is based on an information theoretic view of language 
processing as a noisy-channel information transmission. In this metaphor, it is 
assumed that a message is transmitted which we have to recover from observing the 
output of the noisy channel. It is described as the source-channel. The approach 
requires a model that characterizes the transmission by giving for every message the 
probability of the observed output. The other component is the language model, which 
gives the so-called a-priori distribution, the probability of a message in its context to 
be sent.  
 
Special types of stochastic finite-state automata, hidden Markov models (HMMs) 
have been utilized for the recognition of spoken words, syllables or phonemes. 
Probabilistic derivatives of many grammar models have been proposed. Statistical 
methods are employed today for substituting or supporting discrete symbolic methods 
in almost every area of language processing. Examples of promising approaches are 
statistical part-of-speech tagging, probabilistic parsing, ambiguity resolution, lexical 
knowledge acquisition, and statistical machine translation.  
 
A special area that has developed rapidly during the last few years, mainly in 
conjunction with the statistical methods, is the utilization of optimization techniques 
for spoken and written language processing. Optimization methods are used to find 
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the best solution or solutions among a number of possible solutions applying some 
evaluation criterion. Since the number of possible solutions, e.g., word hypotheses for 
a whole utterance in speech recognition, can be rather large, the search needs to be 
highly efficient. Optimization techniques, especially from dynamic programming, are 
presented in section.  
 
Connectionist methods constitute a different paradigm for statistical learning and 
probabilistic processing on the basis of an acquired language model. Neural nets have 
proven very useful in pattern recognition. In language technology, both self-trained 
and pre structured nets are explored for a variety of tasks. A major problem for 
syntactic and semantic processing is the limitations of connectionist methods 
concerning the modeling of recursion. A major problem for applying neural nets to 
speech processing that stems from the temporal nature of speech is time sequence 
matching. In section connectionist methods for speech processing are summarized. A 
combination of connectionist methods with hidden Markov models is described.  
 
Another major area of very promising new technology is the development of 
specialized low-level processing methods for natural language. Especially noteworthy 
is the renaissance of finite-state processing techniques. Finite state transducers were 
applied with great success to morphological processing. These approaches are 
described in section. Recently finite state parsers were constructed that out-perform 
their competition in coverage and performance.  
 
The accuracy of speech analysis algorithm is no doubt crucial since it determines the 
amount of information that will be available to characterize the speech. 
 
2.6 Speech processing tools – an overview of its utility 
 
There are different varieties of speech processing software to perform various tasks. 
One program is able to do text to speech conversion (voice synthesis) within the same 
language. Another is able to do speech to text conversion (Voice recognition) within 
the same language. Yet another is able to do text to text conversion (translation) 
across language. Most speech to text conversion program uses a generic model that is 
deformable according to a set of parameters.  
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Speech recognition software matches strings of phonemes -- the sounds that make up 
words -- to words in a vocabulary database. The software finds close matches and 
presents the best one. The software does not understand word meaning, however. This 
makes it difficult to distinguish among words that sound the same or similar. [2] 
 
Speech file consists a variety of characteristics and extraction of all such 
characteristics is the key factor in the speech processing. It is extremely difficult that 
the one software is able to extract all the characteristics of the speech file. The 
researcher has identified nearly 32 different speech processing software [11]. The 
summary of all these software is presented as follow: 
 
(1) Aneto, Grup de Tractament de la Veu, Universitat Politècnica de 
Catalunya[12] 
 
It is a software application developed in the context of Text-to-speech research at the 
UPC that runs on WindowsNT, Windows 95 and Windows98.  
 
It is used to Open, visualise, record and play speech files, Analyse voice fundamental 
frequency and derive a pitch contour, Modify the stylised contour and synthesise a 
signal with the new prosody, Label relevant points in the speech signal. 
 
(2) Anvil, M. Kipp, DFKI, German Research Center for Artificial 
Intelligence[13] 
 
Anvil is a free video annotation tool, used at research institutes world-wide. It offers 
frame-accurate, hierarchical multi-layered annotation driven by user-defined 
annotation schemes. The intuitive annotation board shows color-coded elements on 
multiple tracks in time-alignment. Special features are cross-level links, non-temporal 
objects and a project tool for managing multiple annotations. Originally developed for 
Gesture Research, Anvil has also proved suitable for research in Human-Computer 
Interaction, Linguistics, Ethology, Anthropology, Psychotherapy, Embodied Agents, 
Computer Animation and many other fields.  
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Anvil can import data from the widely used, public domain phonetic tools PRAAT 
and XWaves which allow precise and comfortable speech transcription. Anvil can 
display waveform and pitch contour. Anvil's data files are XML-based. Special ASCII 
output can be used for import in statistical toolkits like SPSS. The Anvil system is 
written in Java and should run on Windows, Macintosh and Unix (Solaris/Linux) 
computers. 
 
(3) Audiamus, N. Thieberger [14] 
 
A tool for building corpora of linked transcripts and digitised media. Audiamus 
instantiates the links to digitized media. It requires no segmentation of the 
sound/video file. Currently there is no limit to the size of the media file or the number 
of transcripts. Each 'card' of the current model represents a single transcript (typically 
a complete side of a cassette). Time-aligned transcripts, as produced for example by 
SoundIndex or Transcriber are the input for Audiamus.  
 
The transcripts in Audiamus are plain text and can be edited, as can the timecodes. 
Thus the data in Audiamus is the master copy of the transcript that is improved 
incrementally with use. To avoid the problem of data being locked up in proprietary 
formats there is a mass export function that dumps all linked text and timecodes to 
plain text files, or to whatever format the user selects. 
 
(4) WinCECIL  & MacCECIL CECIL, CCS Software Development [15] 
 
WinCECIL is a speech analysis tool based on the DOS CECIL version 2.1 program.  
 
WinCECIL provides support for recording, analyzing, and saving of 3-second 
sections of speech. WinCECIL requires a 20MHz 80386 computer or better running 
Microsoft Windows 3.1 or higher. It also requires a Windows Multimedia-compatible 
sound card. This program is used to view speech recordings, automatic pitch contours, 
and spectrograms. Recording limit is 3 seconds. Most of the functions of the 
WinCECIL program has been superseded by the Speech Analyzerprogram."  
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MacCECIL is a speech analysis tool based on the Windows WinCECIL version 2.1 
program. MacCECIL is designed for use on Mac computers.  
 
MacCECIL provides support for recording, analyzing, and saving of speech. Use this 
program to view speech recordings, automatic pitch contours, and spectrograms. 
Recording limit is 3 seconds. 
 
(5) CSL, Computerized Speech Lab, Kay Elemetrics [16] 
 
CSL is the most comprehensive PC-based system available for speech acquisition, 
analysis, editing, and playback. An integrated hardware/software system, the versatile 
platform is recognized internationally by both clinicians and researchers for its unique 
combination of sophistication, flexibility, and ease-of-use.  
 
The system's robust hardware meets the rigorous specifications required by speech 
professionals and researchers. It contains an external module for high-fidelity data 
acquisition (>86 dB dynamic range), DSP circuitry for real-time processing/display of 
speech parameters needed for therapy applications, and CD-quality playback for 
critical listening tasks. The core software is fully integrated with the hardware. It 
contains a rich set of easily applied analysis and editing features and is complemented 
by 15 applicationspecific (e.g., clinical, linguistic, etc.) software modules and 
databases.  
 
Built on Kay's decades of experience in speech analysis, the CSL accommodates the 
many and varied needs of speech/voice clinicians, phoneticians, speech scientists, 
phoniatricians, and otolaryngologists. CSL was developed jointly with Speech 
Technology Research (STR) of Victoria, B.C., Canada. It includes  Synthesis 
Program,  Multi-Dimensional Voice Program (MDVP),  Voice Range Profile Sona-
Match,  Delayed Auditory Feedback,  Real-Time Spectrogram,  CSL-Pitch1, 
 Phonetic Database,  Palatometer Database,  IPA Transcription Tutorial,  Disordered 
Voice Database,  EGG Processing,  Motor Speech Profile (MSP),  Signal 
Enhancement in Noise Auditory Perception Program and Database (APP), Condenser 
Microphone, DAT Interface and Four-Channel Input,  Direct-to-Disk 
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(6) CSLU Toolkit, Center for Spoken Language Understanding, Oregon Graduate 
Institute [17] 
 
The CSLU Toolkit has been supporting research, development and learning activities 
for spoken language systems since January, 1996. It is designed to support a wide 
range of research activities, including data capture and analysis, corpus development, 
research in multilingual recognition and understanding, dialogue design, speech 
synthesis speaker recognition and language recognition, among others. In addition, 
the Toolkit provides easy to use graphical authoring tools (CSLUrp) for rapid 
prototyping of spoken language systems for useful applications. Finally, the toolkit is 
designed to provide a good environment for learning about spoken language 
technology. The Toolkit has been used to teach short courses, and students taking 
these courses have produced novel and useful spoken language systems, as described 
on our short course page.  
 
The Toolkit currently runs on Unix platforms which have Tcl/Tk (freely available). 
The Toolkit is available free of charge for non commercial use. The license agreement 
that one can accept before downloading the Toolkit says basically that he/she won't 
give the Toolkit away or profit from it financially. 
 
(7) ELAN, EUDICO Linguistic Annotator, Max Plank Institute for 
Psycholinguistics [18] 
 
ELAN (EUDICO Linguistic Annotator) is an annotation tool that allows you to 
create, edit, visualize and search annotations for video and audio data. It was 
developed at the Max Planck Institute for Psycholinguistics, Nijmegen, The 
Netherlands, with the aim to provide a sound technological basis for the annotation 
and exploitation of multi-media recordings. ELAN is specifically designed for the 
analysis of language, sign language, and gesture, but it can be used by everybody who 
works with media corpora, i.e., with video and/or audio data, for purposes of 
annotation, analysis and documentation.  
 
ELAN supports: display a speech and/or video signals, together with their 
annotations, time linking of annotations to media streams, linking of annotations to 
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other annotations, unlimited number of annotation tiers as defined by the users, 
different character sets, export as tab-delimited text files, in and export between LAN 
and Shoebox, search options.  
 
(8) GIPOS, Institute for Perception Research, Eindhoven [19] 
 
GIPOS stands for Graphical Interactive Processing of Speech. It is an integrated 
speech processing program. It provides the tools you need to create, view, play and 
manipulate waveforms, spectrograms and other forms of speech data.   
 
It supports: fast spectrogram displays, real-time spectrum displays, on-line pitch 
measurements (SHS, PDT), capabilities for labeling of waveform files, modification 
of pitch and durations contours using PIOLA, PSOLA or LPC, LPC-parametric file 
manipulations, waveform editing (cut, copy, paste, add, scale, fade, reverse, 
etc.), filtering (Low-pass, high-pass, bandpass, band stop, etc.), waveform recording 
with real-time sample-rate conversion option, sound compression (PCM, ADPCM, 
CELP, VSELP, LPC, MPEG), simultaneous processing of multiple files (up to 
15),synchronous zoom & scroll in all charts, high level of interaction, different tasks 
can be performed in parallel, e.g.: while making a recording, turn on spectrogram 
display, zoom-in on a specific region, play and save a segment of the recorded part all 
at the same time iconic help cues, context dependent menu's and other graphical user-
interface features, command shell for more complex operations and for running in 
batch mode, undo/redo for the last 1000 operations, user macro definitions for 
function keys, all key combinations are user configurable, users can write their own 
programs to extend the standard functionality runs on different platforms 
(SilliconGraphics, SUN and PC)  
 
GIPOS is designed to run on different platforms (SilliconGraphics, SUN and PC 
(Windows95 and Linux) only for the time being). 
 
(9) ISA, Intelligent Speech Analyser, Oy Pitchsystems Ltd. [20] 
 
The main scopes of application include: Phonetics, Phoniatrics,  Logopedics, 
Audiology, Speech Analysis, Sound Analysis, Singing Analysis, Music 
 
 70
Analysis, Music Instrument Analysis, Research on Children's Crying, Research on 
Lung Sounds and Heart Sounds, Good Radio Voice Analysis, Sound Editing 
 
All the analysis programs have been written using a machine language, because in this 
way ISA is many times faster than using a high level language. ISA is the unique 
software in the world. The use of ISA is very simple. All the analyses have their own 
windows. All the functions of the ISA are controlled by the mouse. All the displays 
can be listened to. ISA-software is running in Apple Macintosh computer. 
 
(10) lingWaves, LingCom [21] 
 
lingWAVES represents a modern tool to analyze technical signals on the PC, mainly 
used for speech and video recordings. The program offers numerous long and short 
time analyses (time signal, FFT, fundamental frequency, spectrogram...) and is easy 
to handle.  
 
Processing: WAV-Import, AVI-Import, Record, WAV-Export, Play 
Long time analysis: Spectrogram (Standard); Fundamental frequency (Standard) 
Energy (Standard); Jitter; Shimmer 
Short time analysis: FFT (Standard), AMDF, Cepstrum, LPC, Autocorrelation 
Tools: Label, Calibration 
Real time: Phonetogram 
 
(11) Macquirer / PCquirer, Scicon R&D, Inc. [22] 
 
PCquirer & Macquirer features include:  The same "LOOK-N-FEEL" between 
PCquirer & Macquirer with complete file interchangeability, Complete waveform 
editing for single and multi-channel data.(data captured by X16 series), PCquirer 
reads CSL, WAVES file formats directly, Macquirer reads CSL, AIFF file formats 
directly, Unmatched, high quality spectrograms, FFT/LPC, Intensity, Pitch records, 
only to be reproduced by workstation powered systems, Complete labeling systems on 
main, spectrogram and pitch views, Automatic Log Entry system with full online 
editing capability for addition of comments and other experiment related notes, Direct 
printing onto high resolution laser printers as high as 2400 DPI, Ability to save each 
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window as bitmap(pc) & PICT(Mac) files for direct entry into word processors, Fully 
complies with the Windows(WIN95/98/NT) and Mac(Power PC) operating system 
environments, Full online help files for both PCquirer, and Macquirer. 
 
(12) MATLAB Signal Processing Toolbox, The Math Works Inc. [23] 
 
The Signal Processing Toolbox provides a rich, customizable framework for digital 
signal processing (DSP). Built on a solid foundation of filter design and spectral 
analysis techniques, the toolbox contains powerful tools for algorithm development, 
signal and linear system analysis, and time-series data modeling. The toolbox is useful 
in applications such as speech and audio processing, communications, geophysics, 
real-time control, finance, radar, and medicine.  
 
Signal and linear system models: Digital and analog filter design, analysis, and 
implementation, FFT, DCT, and other transforms, Spectrum estimation and statistical 
signal processing, Parametric time-series modeling, Waveform generation, 
Windowing 
 
(13) MES Signaix, Laboratoire Parole et Langage, Aix-en-Provence [24] 
 
Mes Signaix is a package for speech processing for Solaris 2.5.  The tool mes is for 
observing the signal, signaix is a set of speech processing tools and other utilitaries.  
The mes/signaix package was developed to display, label and process speech signal, 
according to the "Software Lego" principles. That is, it was designed as a toolbox 
composed of a series of subtools, each devoted to solving a unique, specific problem. 
This package has grown out of a number of Unix-based speech analysis tools that 
have been developed over a period of several years to assist in phonetic research.  
 
mes is the signal display/label tool, signaix is a set of speech processing tools and 
graphical utilities.Each tool is a shell level command, which may be run 
independently.As much as possible, non-graphical tools are designed as 'Unix filters'.  
 
Main tools:  
− graphic tools: 2-D and 3-D ('sona' like) display, electropalatogram display 
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− signal processing: RMS energy, zero-crossing rate, spectral analysis 
(FFT,LPC spectrum,sonagram, filtering  pitch detection(several methods), and 
modelisation, pitch and/or speech rate modification. 
 
A free version of mes_signaix can be downloaded to your system for non-
commercial, non-military purposes (see our user agreement). This version has been 
developed on Sun Workstations under Solaris 2.4 and has been tested under Solaris 
2.4, 2.5 on Sun Workstations and PC 486s. 
 
(14) ONZE Miner, R. Fromont - J. Hay, Linguistics Department, University of 
Canterbury, New Zealand. [25] 
 
ONZE Miner is essentially a database for time-aligned transcripts of audio recordings. 
Time-aligned transcripts are produced using Transcriber, which creates an XML 
document lining up the transcript text with the corresponding location in the audio 
recording. The transcript is then uploaded to ONZE Miner, which allows additional 
information about the speakers and the transcripts to be stored.  
 
When the speakers have been selected, their utterances can be searched for text or 
regular expressions. This returns a list of all of the utterances from the selected 
transcripts which match the query. Alternatively, clicking on an utterance returned by 
the search produces the full transcript for the speaker involved, positioned with the 
relevant utterance at the top of the screen. Any part of the transcript can be clicked on, 
and listened to, if the audio media are available.  
 
(15) Phonedit Multimedia Signal Editor and Analyser, Laboratoire Parole et 
Langage, Université de Provence [26] 
 
PHONÉDIT is a signal editor that permits to record, edit, labelize, and analyse 
various types of signals. This software is dedicated to speech analysis. However it has 
the capability to analyse also aerodynamic parameters, electro-palatographic frames 
and kynesiographic movements.  
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It reads and writes the most common kind of file formats like MS-WAVE, CSL, 
Signalyze, ASCII, or raw binaries. Many functions are applicable on the edited 
signals:  
 
FFT : fast Fourier transform analysis, synchronous with the cursors movements. 
Spectrogram : 3D spectral representation of a signal. Supports narrow and wide band 
analysis. 
F0 detection : two methods are proposed for extracting the fundamental frequency 
from a speech signal. The comb algorithm based on a spectral analysis, and the 
AMDF algorithm based on a temporal analysis. 
LPC: Linear Prediction Coding, for formantic studies. 
RMS intensity: dB or linear, selection of the integration time. 
Statistics: mean, standard deviation, Jitter/Shimmer extraction 
 
PHONÉDIT integrates also a limited spreadsheet for data storage able to 
communicate with other applications like Microsoft Excel, Word, Access or 
PowerPoint. PHONÉDIT is a standard multi-document application for windows 16 
bits which supports: drag and drop, printing, copy/paste, context menus, data security, 
and data recording/listening. PHONEDIT operates on all computer compatible PC. 
 
(16) PitchWorks, Scicon R&D [27] 
 
PitchWorks is the next standard for pitch, labeling, and other intonation related 
studies.  PitchWorks uses the most sophisticated, Cepstral based pitch track engine 
along with the best spectrographic display to produce a series of displays for 
inspection. The cursor for the main window of audio, labels, and pitch is fully linked 
with the spectrogram window. The selection in one, translates into the other, for more 
accurate measurement.  
 
The log file keeps track of all the label information entries in the background. Thus, 
purely text formatted file can be imported into any other data basing programs such as 
EXCEL. PitchWorks reads a wide variety of file formats, including: Xwaves and 
ESPS, NIST - LDC, Waves, CSL(nsp), Generic, ASCII, AIFF. Pitch Works runs on 
both PC and Mac with all their files fully interchangeable. 
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(17) Praat, P. Boersma - D. Weenink, Institute of Phonetic Sciences, University of 
Amsterdam [28] 
 
The computer program Praat is a research, publication, and productivity tool for 
phoneticians. This comprehensive speech analysis, synthesis, and manipulation 
package includes general numerical and statistical stuff, is built on a general-purpose 
GUI shell for handling objects, and produces publication-quality graphics.  
 
Speech analysis: (spectral analysis (spectrograms), pitch analysis, formant analysis  
intensity analysis, jitter, shimmer, voice breaks, cochleagram, excitation pattern. 
Speech synthesis: from pitch, formant, and intensity, articulatory synthesis. 
Labelling and segmentation: label intervals and time points on multiple tiers, use 
phonetic alphabet, use sound files up to 2 gigabytes (3 hours) 
Speech manipulation: change pitch and duration contours, filtering. 
Learning algorithms: feedforward neural networks, discrete and stochastic Optimality 
Theory. 
Statistics: multidimensional scaling , principal component analysis , discriminant 
analysis. 
Listening experiments: identification and discrimination tests. 
 
(18) Prosogram, P. Mertens, Department of Linguistics, KU Leuven [29] 
 
Transcription of prosody using pitch contour stylization based on a tonal perception 
model and automatic segmentation  
Processing steps: 
− Calculate acoustic parameters: F0, intensity, voicing (V/UV). 
− Obtain a segmentation into units of the types indicated above. Select the 
relevant units (e.g. vowels, syllables). Select the voiced portion of these units, 
that has sufficient intensity / loudness (using difference thresholds relative to 
the local peak). 
− Stylize the F0 of the selected time intervals. 
− Determine pitch range used in speech fragment. Plot stylized pitch and some 
annotation tiers (text, phonetic transcription). Use a musical (semitone) scale 
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and add calibration lines at every 2 ST for easy interpretation of pitch 
intervals.  
 
(19) SFS, Speech Filing System, University College London [30] 
 
SFS provides a computing environment for conducting research into the nature of 
speech. It comprises software tools, file and data formats, subroutine libraries, 
graphics, standards and special programming languages. It performs standard 
operations such as acquisition, replay, display and labelling, spectrographic and 
formant analysis and fundamental frequency estimation.  
 
Analysis programs: Acquisition and replay, waveform processing, Laryngographic 
processing, fundamental frequency estimation (from SP or from LX), formant 
frequency estimation, formant synthesis, spectrographic analysis, filterbank 
analysis/synthesis, resampling, speed/pitch changing, annotation, spectral cross-
sections waveform envelope, filtering, signal editing, signal alignment.  
 
SFS is copyrighted University College London, but is currently supplied free of 
charge to research establishments for non-profit use. SFS is supplied as is with no 
warranty or support.  
 
Operating environments:  
WIN32: Microsoft Visual C, WIN32 API. Windows 95/98/NT/2000.  
Unix: GNU gcc compiler and X-Windows. SunOs, Solaris, Linux, etc.  
MSDOS: Protected mode 32-bit with GNU compiler DJGPP.  
 
(20) SFS/RTGRAM, Department of Phonetics and Linguistics, University College 
London [31] 
 
RTGRAM is a free program for displaying a real-time scrolling spectrographic 
display of an audio signal. With RTGRAM you can monitor the spectro-temporal 
characteristics of sounds being played into the computer's microphone or line input 
ports. RTGRAM is optimised for speech signals and has options for different 
sampling rates, analysis bandwidths, temporal resolution and colour maps. 
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(21) Signalyze, LinguistList Plus Inc. [32] 
 
Signalyze 3.0 is an interactive program for the analysis of speech and other acoustic 
material. It contains a large set of signal editing, signal analysis and signal 
manipulation tools. Signalyze 3.0 runs (only) on Macintosh computers. Signalyze 3.0 
runs on almost all versions of the Macintosh. With a Macintosh AV or a Power 
Macintosh, you have all you need to record, analyze and reproduce professional 16-bit 
sound.  
Signalyze can be used to:  
− Make stimuli for perception experiments: Splice two signals together, Mix 
noise into a, speech signal, Align dichotic stimuli  
− Perform interactive speech analysis: Make superb 256-grayscale or color 
spectrograms, Measure duration, frequency and amplitude, Perform pitch 
extractions, Slow down or speed up speech, Filter signals, Manipulate signals, 
Change the sampling frequency of a signal. 
− Teach foreign languages: Record a sentence, Replay the recording, shows its 
fundamental frequency (intonation pattern) 
 
(22) Sona, IKP, Institute for Communications Research and Phonetics, University 
of Bonn [33] 
 
The program SONA is a versatile experimental tool for finding and visualizing 
relevant information in both the time and the frequency domain of a speech signal. In 
the time domain, the program allows: 
Digital recording of speech of nearly unlimited length with16 bit quantization, 
oscillographic representation with freely scaleable time and amplitude resolution, all 
kinds of signal manipulation (waveform editing), reproduction of single or 
concatenated speech segments measurement of their duration and intensity. 
 
Furthermore, the segments can be marked and transcribed phonetically (Labeling). In 
the frequency domain (lower half of the screen), the program generates a digital 
spectral analysis of the speech signal in 2D or 3D. The 3D representation of the time 
dependent power spectrum is known as Visible Speech or sonagram and is one of the 
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most important practical tools of linguistics and phonetics. Sonagrams are represented 
in gray scale or colour coding in one of five frequency sections (0.5 to 8 KHz) with 
variable breadth. One mouse click enables the user to listen to a selected segment or 
measure frequency and intensity of its spectrum.  
 
The program runs on normal PCs (486 and higher) equipped with 16-Bit-
Soundblaster, Extended Memory and ET 4000 graphics card. 
 
(23) SoundScope, GW Instruments [34] 
 
SoundScope software digitizes, analyzes, presents and databases speech and sound 
waveforms on Macintosh computers. SoundScope is a third generation speech and 
sound analysis product line that represents a breakthrough in ease-of-use and 
advanced features. Record a sound, perform analysis, extract key values, and compute 
statistics all with a few clicks of the mouse. Scroll through data, adjust the scale or 
display range, and even change the parameters for sound analysis computations.  
 
Record, view, analyze, play, store & print sound waveforms, See spectrograms in full 
color, View fundamental frequency (Fo), jitter (pitch pertubation), shimmer 
(amplitude pertubation), frequency spectra (FFT), linear predictive coding (LPC), and 
much more, Compute statistics such as percent voiced, percent unvoiced and percent 
silent, Design your own instrument screen, no programming required, Customize 
menus and displays. Record and playback up to maximum CPU memory (e.g. record 
for 100 seconds at 22kSamples/sec with 4.5 MB of free memory).  Enter notes and 
observations into the integrated text editor. 
 
(24) Speech Analyzer, CCS Software Development [35] 
 
Speech Analyzer has been primarily designed to be used by anyone who is doing 
investigative research into the phonetics of a language. It is a component of the 
Acoustic Speech Analysis Project and is one of the 5 Speech Analysis Tools and 
currently works on Microsoft Windows based computers. It does not need any special 
hardware but does makes use of any standard Windows compatable sound card for the 
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playback of recordings. Speech Analyzer has been designed such that it is able to read 
and write standard Windows .WAV files.  
 
When Speech Analyzer is used as a stand-alone program it is able to read and write 
standard Windows .WAV files. Additionally it keeps user supplied data including the 
IPA phonetic transcription inside a custom defined region within the .WAV file. 
During normal operations Speech Analyzer provide the user with a digital waveform 
view of recorded speech signals. It can also present several other possible views of the 
speech signal including Magnitude, Pitch, Spectra and color Spectrogram. The 5 
levels of transcription: Phonetic, Pitch, Phonemic, Orthographic, and Gloss are time 
aligned to the waveform and provide segmentation of the recording.  
 
Waveform, Magnitude, Zero Crossing, CECIL Raw Pitch, Smooth Pitch Change, 
Automatic Pitch, Cepstral based Color Spectrogram, Spectrum, Formants, Vowel 
charts using F1, F2 and F3 
 
(25) SpeechStudio, Laryngograph Ltd. [36] 
 
Speech Studio is a software and hardware package, which has been specially designed 
for phoneticians, speech scientists and quantitative work by ENT clinicians and 
SLT’s. It supports data recording direct to hard disk, real-time displays, and 
instantaneous quantitative analysis and pattern target mode for speech training.  
Speech Studio software is Windows-based, user friendly, and feature rich.  
 
Speech Studio also includes a very powerful program, which can make an extensive 
range of quantitative analysis on connected speech. It is seamlessly integrated with 
the data recording and display program. It can work on different kinds of speech 
pattern elements and produce powerful graph families. The speech elements include 
fundamental frequency, speech amplitude, contact quotient, nasality and friction. 
 
(26) Transana, Wisconsin University [37] 
 
Transana is designed to facilitate the transcription and qualitative analysis of video 
and audio data. It provides a way to view video or play audio recordings, create a 
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transcript, and link places in the transcript to frames in the video. It provides tools for 
identifying and organizing analytically interesting portions of video or audio files, as 
well as for attaching keywords to those video or audio clips. It also features database 
and file manipulation tools that facilitate the organization and storage of large 
collections of digitized video. 
 
(27) Transcriber, C. Barras, LIMSI, CNRS - E. Geoffrois, DGA, CTA, GIP 
[38],[39] 
 
Transcriber is a tool for assisting the manual annotation of speech signals. It provides 
a user-friendly graphical user interface for segmenting long duration speech 
recordings, transcribing them, and labeling speech turns, topic changes and acoustic 
conditions. It is more specifically designed for the annotation of broadcast news 
recordings, for creating corpora used in the development of automatic broadcast news 
transcription systems, but its features might be found useful in other areas of speech 
research.  
 
Transcriber is developed with the scripting language Tcl/Tk and C extensions. It relies 
on the Snack sound extension, which allows support for most common audio formats, 
and on the tcLex lexer generator. It has been tested on various Unix systems (Linux, 
Sun Solaris, Silicon Graphics) and Windows NT. Transcriber is distributed as free 
software under GNU General Public License. 
 
(28) WaveSurfer, Centre for Speech Technology, KTH [40] 
 
WaveSurfer is an Open Source tool for sound visualization and manipulation. It has 
been designed to suit both novice and advanced users. WaveSurfer has a simple and 
logical user interface that provides functionality in an intuitive way and which can be 
adapted to different tasks. It can be used as a stand-alone tool for a wide range of 
tasks in speech research and education. Typical applications are speech/sound 
analysis and sound annotation/transcription. WaveSurfer can also serve as a platform 
for more advanced/specialized applications. This is accomplished either through 
extending the WaveSurfer application with new custom plug-ins or by embedding 
WaveSurfer visualization components in other applications.  
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Multi-platform - Linux, Windows 95/98/NT/2K/XP, Macintosh, Sun Solaris, HP-UX, 
FreeBSD, and SGI IRIX, Flexible interface - handles multiple sounds, Common 
sound file formats - reads, and writes WAV, AU, AIFF, MP3, CSL, SD, Ogg/Vorbis, 
and NIST/Sphere , Transcription file formats - reads, and writes HTK (and MLF), 
TIMIT, ESPS/Waves+ and Phondat. Support for encodings and Unicode, Unlimited 
file size - playback and recording directly from/to disk,  Sound analysis - e.g. 
spectrogram and pitch analysis,  Customizable - users can create their own 
configurations. Localization support,  Extensible - new functionality can be added 
through a plugin architecture,  Embeddable - WaveSurfer can be used as a widget in 
custom applications,  Scriptable - hosts a built-in script interpreter  
 
(29) WEDW Edit Waveform Program, Speech Research Lab, University of 
Delaware - A.I. duPont Hospital for Children [41] 
 
Windows EDW (WEDW) is a fundamentally new program which attempts to provide 
similar functionality to the Unix/DOS version (EDW), but with a very different user 
interface.  
 
WEDW retains some of the appearance of EDW in that a waveform display region is 
always present while spectrogram and pitch marking windows can be toggled on and 
off as desired. Both EDW and WEDW read and write waveforms in an extended 
RIFF (Microsoft .WAV) format that includes waveform segment definitions and both 
are also able to read an older .WAV format that was the original format used by 
EDW.  Waveform, Labels, Spectrogram, Pitch Tracking 
 
WEDW provides a way to display special symbols such as IPA phonetic symbols 
when a font for the symbols is available. Prosodic features of duration, F0, and 
amplitude can be changed. 
 
(30) Winpitch, Pitch Instruments Inc. [42] 
 
Operates under Windows 3.1, Windows 95 and Windows NT 4.0, Uses Sound Blaster 
(TM) Sound Card or compatible, All functions with MDI (multi windows processing) 
capabilities, Extended sound Cut Copy and Paste functions, Color and black and 
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white speech spectrograms, real time operation with Pentium processors, Real time 
fundamental frequency analysis and display of prosodic parameters (Fo, Intensity, 
waveform), Time markers for easy signal segmentation, Display and storage of 
prosodic parameters of long signals, Visual display of intonation Fo model and 
imitation curves on the same windows or on separate windows, Bloc and 
segmentation functions, with listening, reanalysis and synthesis of any portion of the 
signal, not limited in numbers, Real time display of Fo, intensity and time values of 
both original and synthetic speech, Pitch marker editor Audio Morphing of Pitch, 
Intensity and Duration, Synthesis capability, with easy definition of modified prosodic 
parameters (Fo, intensity and duration), MIDI musical synthesis function playing 
tunes according to the original or synthetic Fo variations, Full statistical analysis of 
fundamental frequency, jitter, shimmer and pauses of any portion of the signal, Visual 
lens displaying wave forms and spectrum Batch Printing capability (allowing printing 
of long signals without operator intervention), Change of file format: 8 / 16 bits, 
upsampling and downsampling, Bookmark with text for speech labeling, Master / 
Student Mode for second language teaching, Graphic and text prosodic parameters 
editing, Duplex mode: record and playback at the same time, Variable rate speech 
playback. 
 
(31) WinSnoori, BaBel Technologies [43],[44]  
 
For several years we have undertaken the development of the software WinSnoori 
which is for both speech scientists as a research tool and teachers in phonetics as an 
illustration tool. It consists of five types of tools:  
− To edit speech signals 
− To annotate phonetically or orthographically speech signals. Winsnorri offers 
tools to explore annotated corpora automatically 
− To analyse speech with several spectral analyses and monitor spectral peaks 
along time 
− To study prosody. Besides pitch calculation it is possible to synthesise new 
signals by modifying the f0 curve and/or the speech rate 
− To generate parameters for the klatt synthesiser (in the motif version). A user 
friendly graphic interface and copy synthesis tools allows the user to generate 
files for the klatt synthesiser easily. 
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(32) xassp, IPDS Institut für Phonetik und digitale Sprachverarbeitung, Christian-
Albrechts-Universität, Kiel [45] 
 
xassp is an application for displaying, analyzing and processing speech signals. It is 
intended for segmental and prosodic labeling, but can be used for different purposes, 
because of its numerous configuration possibilities.  
 
User-definable configurations allow to open several associated files together and to 
automatically perform certain analyses of the speech signal. The configuration 
Segmental, e.g., is intended for segmental labeling. The windows that are opened 
when choosing this configuration are:  
− a speech signal that can be selected in the main dialog 
− a sonagram that is computed by means of spectral analysis of the speech signal 
− the labels that are associated with the speech signal 
 
The configuration Prosodic is used for prosodic labelling. When choosing this 
configuration the following windows are opened:  
− the selected speech signal 
− the fundamental frequency computed from the speech signal 
− the labels that are associated with the speech signal 
 
Although xassp is mainly intended for segmental and prosodic labelling, it provides 
several additional possibilities for analysing speech signals:  
− Fundamental frequency (F0) : The fundamental frequency can be displayed in 
different ways (range, linear or logarithmic scale)  
− Energy 
− Sonagram (FFT and LPC) 
− Section (FFT and LPC) 
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CHAPTER – 3 
 
DESIGNING & DEVELOPMENT OF SPEECH TO TEXT 
CONVERSION MODEL  
 
 
3.1 Introduction 
 
In the society every one (either human or animals) wish to interact with each other 
and tries to convey their own message to the other. Human computer interface is an 
application area where audio, text, graphics, and video are integrated to convey 
various types of information. Often conversion is necessary between different media. 
The objective is to provide more natural interaction between the human user and 
computer.  
 
In 1970, the only way to input data to most computer systems was through punch cads 
or groups of on/off switches. It was not until the 1980’s that the keyboard became 
widely used for getting information into computer system.  In 1990, pointing devices 
such as mouse and trackballs and touch screens were introduced, which are serving as 
adjuncts rather than replacements for keyboards. The technologist had tried that 
computer can also listen verbal information like a human being, and as the 1990’s 
draw to a close, voice recognition is beginning to take hold as the newest method of 
interfacing with the computer and control system and that was the truly the starting of 
man – machine direct interaction. Technological advancement had sought that; a 
computer should talk with the human being, which is currently being done by 
keyboard, mouse, scanner etc. can directly be done by human speech.  
 
Communicating with machine: What the next generation of speech recognizers will 
be able to do? If they can, then it is really human-machine communication. This 
thought asks the question to the researchers that, is it possible for a computer to listen 
like a human being? This question inspired into researcher’s mind and the people who 
were thinking the utility of computer only in industry for calculation or in scientific 
area just to perform the complicated task is changed. They tried for that computer can 
also listen verbal information like a human being. The outcome of this research is 
speech dictation software. Speech recognition is used everyday by millions of people. 
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The technology that had been only a dream is beginning to come true. Although, it is 
still in its adolescent stage, there have been significant improvements in this field so 
far. The advancements in CPU and Digital Signal Processing (DSP) have converted 
the speech recognition dream into reality. 
 
Dictation is not a new term. In dictation verbal information i.e. speech is translated 
into written form. Here pronouncing properly, listing carefully and converting into 
visual form are a crucial process. This process is or can be utilized in speech dictation 
software.  
 
The imagination, in which one had to seat against computer without the keyboard and 
mouse, will not remain dream, but it will become fact in very near future, and on that 
day one has to seat very comfortably against the computer and just to speak the 
desired command and that will be accepted, identified and operated by the computer.  
 
3.2 Speech recognition 
 
Speech offers a new way of interfacing with a computers that lends itself very sell to 
solving the problems of field base computing. Speech recognition has almost come of 
age, although not yet a mature technology, voice input has great potential as an 
alternative to using a keyboard and mouse, both for people with and without 
disabilities. Speech recognition i.e. speech to text conversion can be views from many 
different angles, the researcher has studied many concepts and some of them are 
presented as follow:  
 
It is easy to transform the spoken word to digital data, but it is extremely difficult to 
turn this data into properly spelled words placed in the correct grammatical context; 
the technology, which performs the said task, is speech recognition.  
 
Automatic Speech Recognition (ASR) is the process by which a computer maps an 
acoustic speech signal to text. ASR offers a solution, which is directed speech-to-text 
by converting speech into text. The technology used to do this process of speech 
recognition is known as ASR technology.  
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Speech Recognition is the process of converting speech in the form of a sound signal 
into a sequence of written words. Speech recognition is typically is used to dictate the 
text into the computer. It can be classified as first individual character recognition in 
which characters uttered in isolation are recognized, second an isolated word 
recognition, in which words uttered in isolation are recognized, and third a continuous 
speech recognition i.e. connected word recognition. The objective of speech 
recognition is to recognize the message being spoken. 
 
It’s natural and intuitive. Speech recognition is the process of converting speech in the 
form of a sound signal into a sequence of written words. Speech recognition allows 
providing input to an application with human voice. Just like clicking with mouse, 
typing through keyboard or pressing a key in the phone keypad provides input to an 
application; speech recognition allows us to provide input by talking. In the desktop 
world, we need a microphone to be able to do this. 
 
Automatic speech recognition is the process by which a computer maps an acoustic 
speech signal to texts and automatic speech understanding is the process by which a 
computer maps and acoustic speech signal to some form of abstract meaning of the 
speech  
 
Speech recognition or speech to text involves capturing and digitizing the sound 
waves, converting them to basic language units or phonemes, constructing words 
from phonemes and contextually analyzing the words to ensure correct spelling for 
words the sound alike.  How does the software know, what word to translate? The 
technology works on phonemes, which can combination of sounds that occur 
naturally. 
 
Speech recognition is, in its most general form, a conversion from an acoustic 
waveform to an equivalent form of the message information. The nature of the speech 
recognition problem is heavily dependent upon the constraints placed on speaker, 
speaking situation and message context. The potential applications of speech 
recognition systems are many and varied form its utilization. 
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The speech recognition process is complicated because of the facts; the production of 
phoneme and the transition between them varies from person to person. Different 
people speaks differently, even a word or a phrase spoken by the same individual may 
be different from moment to moment that is at different times. In a speech recognition 
system it required words to be spoken by individual in isolation to other words and 
recognize discrete words when they are separated from their neighbor by distinct 
inter-word pause.   
 
3.3 Classification of speech recognition system  
 
Speech recognition is often classified in a number of dimensions. Normally it can be 
categorized by speaker i.e. speaker dependent and speaker independent speech 
recognition system. Again in each category there are two different approaches to 
develop the software, which depends on the type of speech i.e. continuous speech and 
discrete speech is discussed as follow: 
 
3.3.1 Speaker - dependent software 
 
In speaker dependent software, computer must be trained to recognize the pattern of 
each speaker i.e. it requires the user to go through a training session before the system 
is able to recognize the voice. Such system requires training on a large number of 
representative sentences. In word-based systems, it requires training on a large 
number of representative sentences.  It requires an enrolment where the computer 
learns the basic characteristics of the user voice by soliciting a range of sentences to 
be spoken. In this, different text are pronounced from the speaker and corresponding 
attributes are stored in the computer database i.e. a speaker profile which includes a 
detailed map of the user’s speech patterns, so when the same speaker speaks to the 
computer, the software is able to identified the speech patterns and attributes from the 
corresponding speaker profile. So before dictation, a speech recognition program 
requires a significant amount of training for each user, so that speaker database can be 
updated. Speaker dependent system only recognizes a particular individuals voice, 
after fairly extensive training. A speaker dependant system is developed to operate for 
a single speaker. It is easy to develop and implement, it is cheaper to buy and more 
accurate, but not as flexible as operator adoptive or speaker independent system. The 
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only time consuming is training but for a specific user it works satisfactorily with 
more accuracy. 
 
3.3.2 Speaker – Independent software 
 
In speaker independent, no such trainings are required. Typically these systems are 
characterized by limited word vocabularies and are task-dedicated system. Any 
speaker simply speaks to the computer and software is able to recognize the speech, 
but yet the researchers are not able to achieve the complete speaker independent 
software. It  is developed to operate for any speaker of a particular type. The 
development of such system is difficult. It is more expensive and accuracy is lower 
than speaker dependent systems. But such systems are more flexible. It is used for 
environmental home appliance control. Speaker independent speech recognition 
technology allows any person, with any accent or dialect, to communicate with a 
computer using continuous speech a large vocabulary, and increasingly natural 
language patterns. The advantage of speech independent system is – any one can use 
the system without first training it. 
 
3.3.3 Continuous speech 
 
A continuous speech system operates on speech in which words are connected 
together, i.e. not separated by causes and speech is more difficult to handle, because 
of a variety of effects. It is difficult to find the start and end points of words.  The 
production of each phoneme is affected by the production of surrounding phonemes, 
and similarly the start and end of words are affected by the preceding and following 
words. The recognition of continuous speech is also affected by the rate of speech. In 
continuous speech, the software work as in normal conversion. It is a newer speech 
recognition application, which  allows a user to dictate text fluently into the 
computers. It is claimed that they can recognize speech at up to 160 words per minute.  
 
3.3.4 Discrete Speech 
 
In discrete speech, the software requires each word to be enunciated with pause 
between words. It is an older speech recognition application in which it requires each 
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word to be separated by a distinct space. It allows the machine to determine where 
one word begins and next ends. In discrete speech, the software, which works through 
dictation with pause between words and consistent intonation.  
 
Both types of speech recognition discrete and continuous software also capture the 
user’s preferred vocabulary. The voice file in discrete speech recognition software is 
built primarily on the users’ pronunciation of individual words. The voice file in 
continuous speech recognition also contains information about the user’s grammar 
and word usage. The software uses to make its best guess at each word or phrase as it 
is dictated.  
 
The current requirement of a speech recognition system is that it has to recognize 
continuous words spoken by any person. The neat to best system is expected to 
recognize small vocabulary over a diverse group of speakers i.e. speaker independent 
or large vocabulary for specific speakers i.e. speaker dependent 
 
3.4 General working mechanism of speech recognition 
 
When one thinks about speaking to computers, the first image is usually speech 
recognition, the conversion of an acoustic signal to a stream of words. After many 
years of research, speech recognition technology is beginning to pass the threshold of 
practicality. The last decade has witnessed dramatic improvement in speech 
recognition technology, to the extent that high performance algorithms and systems 
are becoming available. [1] 
 
Wide varieties of techniques with different levels of speech recognition are used to 
perform speech recognition. The speech recognition process is performed by a 
software component known as the speech recognition engine. The primary function of 
the speech recognition engine is to process spoken input word and translate it into text 
that an  application understood. The application can  be work in two different mode 
(1) Command  and  control mode  some  times referred as  voice navigation   and     
(2) Dictation mode.  
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In command and control mode the application can interpret the result of the 
recognition as command. This mode offers developers the easiest implementation of a 
speech interface in an existing application. In this mode the grammar (or list of 
recognized words) can be limited to the list of available commands. This provides 
better accuracy and performance, and reduces the processing overhead required by the 
application. An example of a command and control application is one in which the 
caller says “open” “file”, and the application asks the name of the file to be opened.   
 
In dictation mode – If an application handles the recognized text simply as text, then it 
is considered a dictation application. In this mode the user enters data by reading 
directly to the computer. It allows the user to dictate memos, letters and e-mail 
message as well as to enter data using a speech recognition dictation engine. In a 
dictation application, if caller say open file, the application would not interpret the 
result, but simply return the text “open file” in some editor.  
 
Speech recognition technology is complex and difficult to implement. The 
cornerstone of voice recognition technology is an electronic device called an analog to 
digital converter (ADC). The ADC converts the analog speech waveform to a series 
of digital signals. These signals are stored as a template and carry the time-based 
characteristics for each word spoken. Unknown words are recognition by comparing 
them with the templates of other words held in storage. As the user trains and speaks 
to the system, the software creates a user specific voice file that contains a lot of 
information about the user voice and pronunciation There is two different ways to 
extract the matching word (1) Active dictionary: Frequently used words and related 
information stored in RAM for immediate use in guessing a word. This is called an 
active dictionary. And (2) large backup dictionary: The words, which are not 
frequently used, are stored in a very large backup dictionary stored on the secondary 
storage. The characteristic features of the spoken word are identified, and then the 
pattern-matching algorithm is used to search in all the grammatically possible word. 
Hidden Markov Models (HMM) are the most widely used statistical model for speech 
recognition.  
 
Typically speech recognition starts with digital sampling of speech, the next stage is 
acoustic signal processing, Technique like LPC (Linear Predictive Coding), MFCC 
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(Mel Frequency Cepstral Coding) etc., and the next stage is recognition of phonemes, 
groups of phonemes and words. These stages can be achieved by Hidden Markov 
Modeling (HMM) process, neural network, or expert system and combination of these 
techniques.  
 
Speech recognition is a very challenging problem in its own right, with a well-defined 
set of applications. Speaker recognition is one of them an important and powerful 
application of speech recognition. The speaker recognition–verification and 
identification is a process of automatically recognizing who is speaking the basis of 
individual information included in speech signals. The process can be divided into 
speaker identification and speaker verification. Speaker identification determines 
which register speaker is providing a given utterance from amongst a set of known 
speakers. Speaker verification accept or reject the identity of a speaker, this process 
falls under biometric authentication.  The speaker reorganization technology makes it 
possible to speaker voice to control access to restricted services such as phone access 
to voice mail, banking etc. 
 
Each ASR has an active vocabulary – a set of words from which the recognition 
engine tries  to match voice sample. Total vocabulary size returns to total number of 
words in a vocabulary. A simple vocabulary contains tens of words, medium 
vocabulary contains hundreds of words, large vocabulary contains thousands of words 
and a very large vocabulary contains tens of thousands of words. 
 
In speech recognition, any machine that transmits human voice, the sound wave is 
converted into an electrical analog signal using a microphone and this signal is known 
as a speech waveform. The entire speech recognize process is summarized as follow: 
 
 Speech recognition starts with the digital sampling of speech. 
 The ASR program parses the noise, words and from the words it parse the 
phonemes, which are the smallest sound units.  
 The program database maps sounds to characters groups and converts into an 
appropriate character group. 
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3.5 Functions of speech recognizer 
 
3.5.1 Find the beginning and end of the utterance. 
3.5.2 Filters the raw signals into frequency bands. 
3.5.3 Cut the utterance into a fixed no. of segments. 
3.5.4 Average data for each band in each segment. 
3.5.5 Store this pattern with its name. 
3.5.6 Collect training set of about three repetitions of each patterns (utterance). 
3.5.7 Recognize unknown by comparing its pattern against all patterns in the 
training set and returning the name of the pattern closest to the unknown. 
 
3.6 A prototype model for speech recognition 
 
Speech recognition, or speech to text, involves capturing and digitizing the sound 
waves, converting them into basic language units or phonemes, constructing words 
from phonemes, and contextually analyzing the words to ensure correct spelling for 
words that sound like. The figure-3.1 describes the on sight outline of the entire 
speech processing mechanism.  
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Figure – 3.1 Speech Processing Mechanism 
 
 
Normally a speech recognition system consists of three subsystems (figure – 3.2) i.e. 
that includes (1) microphone for translation of spoken words to analog signals, (2) An 
analog-to-digital signal processor and (3) software & hardware for translation of 
digital signal back to words. 
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The process of conversion from speech to words is complex and varies slightly 
between systems. It consists of three steps (1) Feature extraction – Pre-processing of 
the speech signal, extracting the important features into feature vectors. (2) Phoneme 
recognition – bases on a statistically trained phoneme model (HMM) the most likely 
sequence of phoneme is calculated. (3) Word recognition – Based on statistically 
trained language model similar to the phoneme model, the most likely sequence of 
word are calculated. Based on this concept the researcher has designed and developed 
the speech recognition model to recognition the Indian Language i.e. alphabets of 
Gujarat Language. The proposed model is divided into two sub models (1) 
Preparation of speech file and (2) Speech dictation process 
 
3.6.1 Preparation of speech file 
 
The aim of the preparation of speech file sub model (figure-3.3) is to create the master 
database for the different features of all Gujarati alphabets. The researcher has 
selected two different speakers (i.e. one is male and another is female) for the creation 
of the database. In this model, each alphabet is spelled with the help of the 
microphone. The feature extractor tools accepts the input from the microphone and 
extracts the different features (i.e. time, pitch, start time, end time, duration, stress 
etc.) and stores it in the database with the corresponding character set. The entire 
process is summarized in the following steps: 
 
3.6.1.1 A predetermined user speaks the Gujarat alphabets into microphone. 
3.6.1.2 Microphone accepts the sound and generates electrical impulses. 
3.6.1.3 Sound card converts acoustics signal to digital signal. 
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3.6.1.4 Finally digital signals are processed to extract different voice attributes and 
store it in the file and create a master database for each character of the Gujarati 
alphabet. 
 
Figure-3.3 Model for speech file preparation 
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3.6.2 Speech dictation process 
 
After the preparation of master database of features of Gujarati Alphabets, the 
researcher has proposed the dictation model from where the actual human-machine 
interaction starts in the form of speech dictation. The researcher has divided the model 
into five different steps (figure – 3.4)  i.e. (1) Input acquition (2) Front end (3) Feature 
extractor (4) local match and (5) character printing. This division is, of course, 
somewhat arbitrary. In particular, the first two steps are frequently described as one 
system that produces features for classification stages. Here the functions are split out 
to emphasize their significance.  
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Figure-3.4 Speech dictation process 
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The front end is used in three way (i) input acquition of speech through microphone 
(ii) Converting analog to digital signal and (iii) To store the digital signal in the 
secondary storage in the form of file for the further processing. 
 
The feature extractor consists of computing representation of speech signal that are 
robust to linguistic context, in other words, it determine from speech some values that 
do not vary much when the same characters are spoken many times. Finding separable 
speech representation would not clearly mean that recognition be accomplished. 
 
The local match may either produce a label for a speech segment (e.g. character) or 
some measure of the similarity between a new speech segment and a reference model 
fragment (which will be taken form reference model). Using probability estimation 
model (i.e. HMM) the new speech segment is mapped to the stored segment and the 
corresponding character is selected for the presenting. 
 
The entire process is summarized in the following steps: 
 
3.6.2.1 Any user speaks into microphone. 
3.6.2.2 Microphone accepts the voice and generates electrical impulses. 
3.6.2.3 Sound card converts acoustics signal to digital signal. 
3.6.2.4 Speech engine compares the digital signals attributes with stored voice file i.e. 
master database and using probability model, it returns the highest matching possible 
word. 
 
3.7 Speech recognition system setup 
 
Speech recognition setup is described as follow  
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The signal processing, begins with an input transducer, here it is a microphone. The 
signal conditioning circuit is to take the few mill volts of output from the input 
transducer and convert it to levels between 3 and 12 V. It also limits the input signal 
to prevent damage.  
 
LPF (Low Pass Filter)  - The task of low pass filter can be thought of as a mechanism 
to limit how fast the input signal can change. It ensures that the rest of the system will 
be able to track the signal. If the signal changes too rapidly, the test of the system 
could miss critical parts of the signal.  
 
ADC (Analog to Digital Converter) - It converts the signal form its analog form to a 
digital form.  It focuses on conversion rate and the resolution. The output of the ADC 
is a binary number that can be manipulated mathematically. 
  
DSP (Digital Signal Processing) - Analyzes speech signals and obtains speech 
parameters (LPC parameters) from the speech signal.  
 
ESP – Extract speech parameter.  
 
ST (Speech Template) – stores the sample speech templates.  
 
CT – It perform the comparison of extracted speech parameters with speech template 
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CHAPTER – 4 
 
PROTOTYPE AND COMPONENTS DEVELOPMENT FOR THE 
SPEECH TO TEXT CONVERSION MODEL 
 
 
4.1 Development of Gujarati True Type Fonts (TTF) - mansi.ttf 
 
One need satisfied by written language is the need to communicate over distances. 
Another need was the verification of communication, where memory did not have to 
be trusted. Precise meaning can be conveyed through words used in complicated 
sentences, which is different than the broad interpretations of pictures. 
 
From early times, making marks allowed communication to move from spoken, oral 
language, and pictures to a written language capable of sustaining messages through 
time. The very first marks in the history of writing don’t look like the modern 
alphabet. Instead, they look like picture of simple objects, simple pictures, and called 
pictographs. It was resulted from common objects that can be named and used in 
language. 
 
Technological advancement has changed the writing from a pen on paper to a 
movable type. Letterforms changed over the years, the appropriate uses of certain 
fonts for certain purposes, and the reasons for the font choice. 
 
When any one open a document created on a different computer he/she finds that the 
formatting is all messed up and that the fonts have changed. The most common cause 
of this problem is that the document was created using fonts that are not present on 
your computer. Fonts play an important role in establishing an identity of title to its 
readers. 
 
 
Fonts can be classified in several ways. Fonts may also be classified into bitmapped, 
scalable or vector depending on the way their outline are created. Bitmapped fonts are 
fine at smaller sizes but appear to be slightly distorted when scaled to larger sizes. 
Vector fonts are created with mathematical equations for curves and lines. They can 
be scaled to any size and find their rightful place in engineering drawings and other 
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such applications. Scalable fonts occupy the highest place in computers collections of 
fonts. They come in pairs of screen and printer fonts. The pair are so designed that the 
formatting displayed on the screen does not disturbed when the file is printed. A 
number of fonts may be derived from the same family of types by building different 
styles into them.  
 
Windows supports three types of fonts i.e. raster fonts, stock fonts and true type fonts. 
Though raster fonts can be displayed fast, they cannot be compressed or expanded to 
an arbitrary size. The stroke fonts are defined as series of line segments in a “connect-
the-dots” format. Though these fonts can be increased and decreased to any size, their 
performance is poor and the legibility suffers greatly at small size. The true type fonts 
are best and can be used in flexible manner.[1] 
 
4.1.1 Technical terms related to fonts  
 
Fonts - A font is as an alternative to fount, The word is now too widely used to resist. 
'A fount of knowledge' is nevertheless a far more appropriate association. 
 
Families – A family is all the fonts that comprise a group, as in Bunface Light, 
Bunface Light Italic, Bunface, Bunface Italic, Bunface Bold and Bunface Bold Italic. 
Some families will also include other weights, like Semi-Bold or Book, and fonts that 
have been Condensed or Extended, or any combination of these two, weight and 
aspect ratio. 
  
Weight – Here is a term that is increasingly misused. Weight is strictly an indication 
of the amount of vertical thickness in the characters of a font. A light font has a much 
thinner stem than does a medium one, while medium is thinner than semi-bold, which 
in turn is lighter than a bold. 
  
Hinting – is an essential part of the production of a quality font. It is indispensable in 
every font intended to be legible at small sizes on low resolution output devices. A 
well-hinted font offers the quality only provided in the past by hand-tuned bitmaps - 
but with all the speed and reduced memory requirements which characterize outline 
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font formats. Moreover, because the bitmaps are still produced by an outline font, text 
can be rotated, scaled and viewed at different sizes, and even printed out while 
maintaining high image quality. A hint is a mathematical instruction added to the font 
to distort a character's outline at particular sizes. Technically, hints result in operations 
which modify a contours' scaled control point co-ordinates before the outline is scan 
converted  Since hinting is fundamentally about improving the appearance of text at 
small sizes and low resolutions, many of our concerns when hinting a font are the 
same as when drawing a font. The issues we attempt to address through hinting fall 
into the following seven categories: color, readability, spacing, weight, alignment, 
symmetry and 'local aesthetics'. 
 
Kerning – Kerning is the reducing of the space allocated to one or both sides of a 
letter to make it fit more comfortably with its neighbor, to improve the colour in a 
word or kerning is an attempt to set right the visual aberration that occurs when 
certain pair of character have un even space between them. Kerning removes or 
inserts space between individual character pairs. Letter spacing is related to the 
weight of type. Lightfaces contain more white spaces, whereas bold faces have 
smaller counters within characters. Since computer setting has made kerning 
particularly easy, there is far too much setting in which over-kerning has actually 
impaired legibility. Most of the letter shapes we know were designed so that well-
distributed weight would compensate for their odd shapes, so that they did fit well 
with nearly all of their possible neighbors. With over-kerning a pair like rn, set too 
close together, becomes indistinguishable from an m.  
 
Tracking – Should not be confused with kerning. Tracking is an overall increase or 
decrease in letter spacing over a line, or over more than a line, to make it fit better. 
Tracking is technique, which allows one to control the letter and word spacing in 
harmony. It increases or decreases the space between all letters in a word, paragraph 
or page. A tight tracking may be required for larger font sizes. Too little tracking is 
preferable to too much, but extreme in either way would spoil the text. Tracking and 
kerning can be combined. 
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Baseline -  The character of typeface sit on an imaginary line, which does not shift 
even when characters are enlarged or reduced in size. The line is called base line. The 
lower elements of characters dangle down to the descender and the upper elements 
reach up to ascender. On enlargement or reduction of the character size, only the 
ascender and descender shift but not the base line.  
 
Leading -  Leading referred to the strips of lead inserted between the lines of type to 
fix line spacing. It denotes the total baseline distance. Too close a leading would make 
the descender of the upper line merge into the arms of the ascenders of  the lower one 
and the superscript and subscript characters would almost disappear. Consequently 
the text becomes too dense to read comfortably. Similarly, a wide leading too would 
increase the distance between the lines on your page. Since the space between lines is 
important both for readability and the overall look of the page, typographic 
professional consider leading so vital a factor that while stating the point size, they 
specify the leading as well. Computers make it possible for us to try out different 
values of leading and then decide for the best. Normally, a leading of 120% of the 
point size is considered proper. 
 
Typographic measurement - The point is the basic typographic measurement. The 
traditional value of the point was 1/72.272 inch. Desktop-publishing has change it to 
an exact 1/72 inch. The point (abbr. Pt) is used often in the United State, where inches 
are used for paper sizes and illustration measurements. Points are the only units used 
in measuring type sizes but the traditional unit for measuring the width and depth of 
an area of type is the pica. A pica 5 point can be written as 3p5. However in practice 
the point size of a type does not tell its apparent visual size, that is, different types of 
fonts if written in the same point size may not necessarily appear to be of the same 
size. 
 
4.1.2 True Type Font (TTF) 
 
A brief history of TrueType - The TrueType digital font format was originally 
designed by Apple Computer, Inc. It was a means of avoiding per-font royalty 
payments to the owners of other font technologies, and a solution to some of the 
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technical limitations of Adobe's Type 1 format. The true type format was designed to 
be efficient in storage and processing, and extensible. True type is digital font 
technology designed by Apple Computer, and now used by both Apple and Microsoft 
in their operating systems. True type fonts offer the highest possible quality on 
computer screens and printers, and include a range of features which make them easy 
to use.[4] 
 
True Type fonts are more close to their printed counter parts. Microsoft and Apple 
Corporation developed TTF technology because they decided that the monopoly on 
PostScript enjoyed by Adobe was not good for their business. Hence, True Type fonts 
work equally well under both windows and Macintosh operating system. 
 
A digital font contains much more than just the characters associated with a given 
alphabet or script. A True Type Font file includes many different kinds of information 
used by the True Type rasterizer and the operating system software to ensure that 
characters display on the computer screen or print our exactly as the font designer 
intended them to. All of the information in a True Type Font is arranged in a series of 
tables.[4] 
 
A true type font includes information about how the characters should be spaced 
vertically and horizontally within a block of text, character-mapping details 
(governing the variety of characters included in the font and the keystrokes needed to 
access them) and much more besides. The fonts also include manufacture’s details, 
such as copyrights, names and licensing permissions.[4] 
 
One of the more obvious things True Type font includes is the shape of each 
character. Each and every letterform contained in a true type font is stored as an 
outline, or more accurately, as a mathematical description of the character-constructed 
form a series of points. For this reason, True Type is known as an outline font format. 
[4] 
 
 
Probably the greatest thing about storing character, as outline is that only one outline 
per character is needed to produce all the sizes of that character you’ll ever need. A 
single outline can be scaled to an enormous range of different sizes. This enables the 
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same character to be displayed on monitors of different resolutions, and to be printed 
out at a large number of different sizes. To scale a character outline is a simple 
mathematical operation, as indeed are other transformation such as rotation and 
reflections. [4] 
 
The user never actually sees the outlines stored in an outline font, because before a 
character can be displayed on the screen or the printer, a bitmap has to be produced, 
by the True Type rasterizer. This is because screen displays and printers both use dot 
patterns to represent images. The character outline contained in the true type font is 
scaled to the requested size, and are converted into bitmaps by turning on the pixels 
encompassed by the outline. This process is known as scan conversion or 
rasterization. Another key component of the True Type font is the inclusion of hints – 
instruction for modifying character outlines at certain sizes in order to produce the 
best possible bitmaps when the outlines are scan converted.[4] 
 
True type fonts also contain character maps – information concerning the types and 
quantity of characters included in the font and details as to how these characters are 
accessed from the keyboard.[4] 
 
The true type rasterizer: The True Type font technology consists of two 
components; the true type fonts i.e. the description of the fonts themselves and the 
program which reads the font description and generates the bitmaps. The TrueType 
Rasterizer is a computer program, which is typically incorporated as part of an 
operating system or printer control software. Both components the fonts and rasterizer 
are necessary to display and print true type fonts on a computer system. [4] 
 
The job of the TrueType Rasterizer is to generate character bitmaps for screens and 
printers (otherwise known as raster devices). It accomplishes this by performing the 
following tasks:  
 
1. Reading the outline description of the character (lines and splines) from the 
TrueType font file.  
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2. Scaling the outline description of the character to the requested size and device 
resolution.  
3. Adjusting the outline description to the pixel grid. 
4. Filling the adjusted outline with pixels. 
 
TrueType scan conversion: Scan conversion is essentially the job of coloring inside 
the character outlines contained in the font. According to the TrueType specification, 
the TrueType rasterizer generates a character bitmap from pixels which are turned on 
whenever their centers are inside or exactly on the character outlines. Performing this 
task is the job of the scan converter, a component of the rasterizer.  
 
The scan converter is able to maintain the continuity of character bitmaps by 
performing dropout control. Dropouts occur when the space within the outlines 
becomes so narrow that pixel centers are missed. 
 
The process of scan conversion consists of four steps 
 
1. Measurement - The outline of the character outline is traversed point by point 
and contour by contour in order to find the maximum and minimum co-ordinate 
values of the outline. In addition, the amount of workspace memory that will be 
needed to perform steps two and three is calculated.  
2. Rendering - Every contour is broken into lines and splines. Calculations are 
made to find the point at which each line or spline intersects with scan lines (lines 
passing through bitmap pixel centers). The intersections for each scan line are sorted 
from left to right.  
3. Filling - Using the sorted intersections, runs of pixels are set for each scan line 
of the bitmap from top to bottom.  
4. Dropout control - If dropout control is enabled, the intersection list is checked 
again looking for dropouts. If various criteria are met it is decided which dropout 
pixel to set, and it is set. Dropout control requires scanning in the vertical direction as 
well as the horizontal. 
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Some benefits of True Type Font 
 
Benefits of the true type fonts can be summarize as follow 
 
1. The TrueType font format offers far more power and flexibility in its hinting 
capabilities than other font formats. Well-hinted TrueType fonts are consequently the 
best fonts when it comes to displaying text on the screen.  
 
2. When the font is digitally encoded, the designer must choose whether to 
modify the outline. If this is done, the font will have a fairly legible on screen 
appearance, at the expense of fidelity to the original design. For true type, the 
designer will presumably precisely encode the outline and then add True Type hinting 
instructions as necessary. [2] It makes the document truly portable. True type hinting 
maximizes the legibility of text displayed on screen at small sizes, and offers the 
possibility of higher quality than any other font format. 
 
3. At its most basic level hinting (or, more accurately, instructing) a font is a 
method of defining exactly which pixels are turned on in order to create the best 
possible character bitmap shape at small sizes and low resolutions. In TrueType a 
combination of these hints, and the resulting distortions, affords a very fine degree of 
control over the bitmap shape produced. 
 
4. True type is a true programming language, capable of making resolution-based 
decision when rendering an outline file as a bitmap. Although this can greatly enhance 
legibility on-screen, it also means that a fonts appearance can change drastically 
between sizes and resolutions. [2] 
 
5. TrueType affords the designer or engineer more flexibility and control over 
the final bitmap appearance than any other font format in use today. Through the use 
of the extensive range of commands in the TrueType instruction set, the designer is 
able to move any point on a glyph's outline as little or as much as necessary to turn on 
or off any pixel on the bitmap grid. This provides as much control as a simple bitmap 
editor. Commands can be used not only to improve legibility of fonts at small sizes, 
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but also to fundamentally alter the appearance of any bitmap at any size - enabling the 
production, for example, of a font where different sizes will produce a different shape.  
 
6. Because TrueType is a programming language (at the assembly level), the 
format offers font designers and engineers an amazing degree of versatility. The sizes 
affected by the hinting commands can also be determined by setting low and high size 
thresholds, or cut-ins.  
 
7. Since TrueType enables the designer or programmer to alter a letterform at 
every single size, it follows that optical scaling can be built into the TrueType font, 
allowing the subtle adjustment of characters at different sizes to ensure their 
correct appearance. In a true type font the ability to create optically correct letterforms 
is extended up to very large sizes (up to 2048 ppem). Diagonal control is another 
feature of TrueType hinting that helps lead to better visual quality in a font. 
 
4.1.3 Fonts Measurements 
 
Every language has its own character set and every character has its own 
characteristics. So the measurement of the characters varies from language to 
language and becomes difficult to standardize. For example, there is a little spaced 
above and below a capital letter in English. This means that even if the type is called 
12 points, the capital letter is not actually 12 points from top to bottom on a piece to 
the left and right. That is true today so that letter in a word processor do not bump into 
each other and it was an actual enlargement of the lead type built into it in a physical 
way. This is what we consider standard letter spacing today.  
 
To summarize the measurements of type, the width of letters is not uniform for every 
letter, but lines are set to a certain horizontal measure, called line length is measured 
in picas. Vertical measurements are the same for each letter in a font, and are 
measured in points. Since there are 72 points in an inch, it is roughly true say that 36 
point type is about one half inch high. The X height of a letter is vertical measure of, 
for instance, a lower case a, and it goes from the base line to some where near the 
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middle of the vertical height. A capital rests on the base line and goes up to the 
ascender line. A lower case y goes down to the descender line. 
 
While the measure of vertical height is done in points, it is also referred to as depth in 
the page. Each line is described as having a depth of, say, 13 points. Lines have 
horizontal measurements too. The horizontal measurement is called the length of a 
line. Line length is always measured in picas. Between the line length and the depth 
of a line, the vocabulary describes a limit on how many words could possibly exist in 
a given space. 
 
Leading is described in terms of the total of the vertical height of the type plus the 
height of the leading. The description 12/15 means that each line is 15 points in 
vertical measurements, made up of the 12 points letter and its three addition leading 
points. 12/15 is read “twelve on fifteen”. 
 
If the normal leading is used, nothing special is written, but an extra space is used, 
leading is described in terms of the total of the vertical height of the type plus the 
height of the leading. The description 12/15 means that each line is 15 points in 
vertical measurements, made up of the 12 point letter and its three addition leading 
points. 12/15 is read “Twelve on Fifteen”. 
 
4.1.4 Font development programs and its utility 
 
Before the advent of computers, the choice of fonts depended on the molds you or the 
typesetter had in stock. However, computers have changed the face of publishing by 
providing cheap access to a bewildering array of fonts. The sheer number of fonts can 
lead to a lot of confusion especially when two or more designers are working on the 
same project. The choice of fonts has to depend on a combination of legibility, 
readability and aesthetic beauty. The choice also depends on usage, whether the font 
is to be employed as a heading or display font or as body text. 
 
 
A number of font development programs are available in the market. These programs 
are quite simple to use providing all the tools for type manipulation and creation. The 
following list of font programs that help in managing, organizing, repairing and 
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creating fonts and increase the productivity manifold for Window, Macintosh, Linux 
and BeOS operating system. 
  
 Font programs and utilities for Windows 
CrossFont, FONmaker, FontLab, Macromedia Fontographer, SigMaker, ScanFont, 
TransType, TypeTool, Font Creator. 
 
 Font programs and utilities for Macintosh system 
Carpetbag, Compocompiler, Extensis Suitcase, Fontabulator, FontAgent, Fontastic, 
FontBook, FontCat, FontChecker, Font Explorer, Font Gander Pro, FontShowcase, 
FontsManager, Font Mover – Lite, FontViewer, Graphellen, Japanese Font Pack, 
MacFont, Phonemic Font Package, Pinyin Font Converter, ScanFont, SmoothType, 
The Fontz, TransType, FontLab, TypeTool, ViewFont, VisualFont, Action 
WYSIWYG 
 
 Font programs and utilities for Linux system 
Gfontview, ptkfonted, t1lib, TTF2PT1 
 
 Font programs and utility for BeOS system 
FontInspector, Font World 
 
4.1.5 The Font Creator Program   
 
(1) Introduction: It is released on May 16, 2003 by High-Logic. The Font 
Creator Program puts font creation within the grasp of the average PC user, would-be 
typographers and graphic designers. With this font editor we can create and edit 
TrueType fonts. we can use the modified fonts in Windows 3.11 and higher. Features 
include the ability to convert (scanned) bitmaps (.bmp files) to TrueType outlines, 
thus enabling us to create our own signature, logo and handwriting. The modified 
fonts can be saved and then used in popular word processing and illustration 
programs. One can download the trial version of the Font Creator Program from their 
download page. 
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Using Font Creator Program one can creates a TrueType font (TTF). This software 
allows editing existing fonts (i.e. the editor lets us easily select any installed font, 
displaying the entire character set complete with descriptions of every letter, number, 
and special character), create your own signature, logo and handwriting fonts and 
more. Use this font editor to import images into any TrueType font. The Font Creator 
Program is shareware and fully functional for 30 days.  
 
(2) Key features of the Font Creator Program are 
 
1. Open and save TrueType font files.  
2. Convert images to glyphs. Scan your signature, logo and complete 
handwriting.  
3. Show and modify the glyphs, Sample glyphs available.  
4. Unlimited undo, redo and repeat actions.  
5. Drag and drop templates. Easy to use samples you can drag in your own font.  
6. Support for all character mappings.  
7. Kerning support.  
8. Grayscale support.  
9. Convert composite glyphs to simple glyphs.  
10. Preview window where you can see a sample text while editing your glyphs.  
11. Advanced Character to Glyph Index Mappings with Unicode Character 
Names.  
12. Add mappings through the Unicode Block Selection Feature.  
13. Combine and split contours.  
14. Snap to Grid.  
15. Snap to User Defined Guides.  
16. Glyph Validation features.  
17. Split TrueType Collection or Extract TrueType Fonts from TrueType 
Collection.  
18. Windows XP Theme support  
19. Improved Open Installed Fonts window  
20. Added High-Logic Online in Help menu  
21. Sample glyph to be used on empty glyphs  
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22. Zoom to selected  
23. Improved Import Image feature  
24. Several new toolbar buttons  
25. Snap to grid (points and contours and glyphs)  
26. Snap to user defined guidelines (points and contours and glyphs)  
27. Split TrueType Collection or Extract TrueType Fonts from TrueType 
Collection  
28. Glyph Validation features  
29. Added import kerning pairs support to the AutoKern feature  
30. A Font Creator Program Explorer context menu item i.e. when you select a 
TrueType font in Windows Explorer and right-click, a new option is available in the 
menu called Open with the Font Creator Program. It is an additional feature to quickly 
open fonts with the Font Creator Program. 
 
(3) Minimum System Requirements for the Font Creator Program 4 
 
1. Pentium® processor  
2. Equivalent Windows 95, 98, ME, NT4, 2000 or XP 
3. 32 MB RAM, 16 MB of free disk space 
4. Super VGA or higher resolution monitor 
5. Mouse or other pointing device 
 
4.1.6 Features of Gujarati script 
 
Registered features of Gujarati script are useful for understanding the layout features 
and scripts rules are defined and illustrated as below: 
 
Akhand ligatures - Required consonant ligatures that may appear anywhere in the 
syllable, and may or may not involve the base glyph. Akhand ligatures have the 
highest priority and are formed first; some languages include them in their alphabets. 
Akhand ligatures may be in either half or full or other form.  
 
 
Base glyph - The only consonant or consonant conjunct in the syllable that is written 
in its "full" (nominal) form. The last consonant of the syllable (except for syllables 
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ending with letter "Ra") usually forms the base glyph. Layout operations are defined 
in terms of a base glyph, not a base character, since the base can often be a ligature.  
 
Below-base form of consonants - The form that consonants appear below the base 
glyph. Consonants in below-base form appear in Gujarati syllables after the ones that 
form the base glyph. Below-base forms are represented by the non-spacing mark 
glyph.  
 
Consonant - Each represents a single consonant sound. Consonants may exist in 
different contextual forms, and have an inherent vowel (usually, the short vowel "a"). 
Therefore, those illustrated in the examples below are named, for example, "Ka" and 
"Ta", rather than just "K" or "T."  
 
Consonant conjuncts (aka 'conjuncts') - Ligatures of two or more consonants. 
Consonant conjuncts may have both full and half forms, or only full forms.  
 
Gujarati syllable - Effective orthographic "unit" of Gujarati writing systems, 
consisting of a consonant and a vowel core, and optionally preceded by one or more 
consonants. Syllables are composed of consonant letters, independent vowels, and 
dependant vowels. In a text sequence, these characters are stored in phonetic order 
(although they may not be represented in phonetic order when displayed). Once a 
syllable is shaped, it is indivisible. The cursor cannot be positioned within the 
syllable. Transformations discussed in this document do not cross syllable boundaries.  
 
Halant (Virama) - The character used after a consonant to "strip" it of its inherent 
vowel. A Virama follows all but the last consonant in every Gujarati syllable.  
NOTE: A syllable containing halant characters may be shaped with no visible halant 
signs by using different consonant forms or conjuncts instead.  
 
Halant form of consonants - The form produced by adding the Virama to the 
nominal shape. The Halant form is used in syllables that have no vowel or as the half 
form when no distinct shape for the half form exists.  
 
 
 114
Half form of consonants (pre-base form) - The form where consonants appear to 
the left of the base consonant, if it does not participate in a ligature. Consonants in 
their half form precede the ones forming the base glyph. Gujarati has distinctly shaped 
half forms for most of the consonants. If a consonant does not have a distinct shape 
for the half form, and does not form any ligature, it will be displayed with an explicit 
Virama; that is, in this case, the half form and the halant form have the same shape.  
 
Matra (Dependent Vowel) - Used to represent a vowel sound that is not inherent to 
the consonant. Dependent vowels are referred to as "matras" in Sanskrit. They are 
always depicted in combination with a single consonant, or with a consonant cluster. 
The greatest variation among different Indian scripts is found in the rules for attaching 
dependent vowels to base characters.  
 
Nukta - Character that alters the way a preceding consonant is pronounced.  
 
Post-base form of consonants - Form in which consonants appear to the right of the 
base glyph. Post-base forms are usually spacing glyphs.  
 
Pre-base form of consonants - Form in which consonants appear to the left of the 
base glyph.  
 
Reph - Above-base form of the letter "Ra" that is used in most scripts if "Ra" is the 
first consonant in the syllable and is not the base consonant.  
 
Vattu (Rakar) - Below-base form of letter "Ra". Vattu requires exceptional treatment 
for two reasons: 1) it may become a below-base form to half form glyphs, as well as 
to full form glyphs; 2) it often assumes different shapes depending on what consonant 
it follows. Consonants will form required ligatures with Vattu, producing vattu 
ligatures that can either be in half or full form.  
 
4.1.7 Need to create Gujarati font 
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Numbers of Gujarati fonts are available in the field. But I have developed the font due 
to the following reasons 
 
4.1 In the field of computer there are a number of Gujarati fonts available. But to 
install the fonts it requires Adobe Type Manager (ATM) and then only it is possible to 
install the font. Perform this task is little bit tedious and difficult for a layman user. 
4.2 The developed “mansi.ttf” is a True Type Font in Gujarati, so the installation 
process does not require ATM. Copying the mansi.ttf only into font directory of the 
windows will complete the installation process. 
4.3 In Gujarati other .ttf fonts are available, but one has to purchase it for its 
regular use. 
4.4 I have also studied some free Gujarati  true type fonts which are available on 
internet, but some of it are not following the standard A S D format.  
4.5 I have also identified some true type fonts which follows A S D format but 
they are not supporting some special characters i.e. S Þ ß ö4 ô ö ÷  
 
Due to all above-mentioned reason, the researcher was guided to develop such a free 
True Type Font named “mansi” which satisfy all the requirements of the researcher. 
To develop the “mansi.ttf” the researcher has used the Font Creator Program – 4.0 of 
High Logic. 
  
4.1.8 Algorithm to develop font 
 
During the development process of the Gujarati characters researcher is able to 
identify the steps to construct the font in any language. The researcher is presenting 
these steps in the form of an algorithm as follow: 
 
(1) Identify the character set for the specific language for which we are 
developing the font. 
(2) Prepare the sample layout for each character for the language. 
(3) Scan each character and store it into a .bmp file separately. 
(4) Using some picture editor software (i.e. Photoshop or CorelDraw) enhance the 
curve and clarity of the scanned image for each character.  
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(5) Determine the alphabet layout for each character and assign specific ASCII to 
each character. 
(6) Select any font creator program.   
(7) Pick up any character and map it to a specific glyphs. 
(8) Align the character at the pre determined base line and resize the font to a 
predetermined size i.e. height. 
(9) Set the space after character in the glyphs. 
(10) Repeat the above steps (7) to (9) for each character of the language. 
  
4.1.9 Character list of developed Gujarati font named “mansi.ttf” 
 
The letters of alphabet are divided into two categories. The letters, which can be 
pronounced independently by them, are called vowels. The letters, which cannot be 
pronounced independently by them, are called consonants. The research has divided 
the Gujarati character set into four different categories as 34 consonants, 11 vowels, 
10 digits and 106 special characters. 
 
4.1.9.1 List of Consonants 
 
S B U 3 R K H h 8 9 0 - 
6 T Y N W G 5 O A E D I 
Z , J ; X Ø C / Ù 7 
 
4.1.9.2 List of vowels 
 
V VFsFf  > s l  f .s Lf  p s   ] f és } f   
V[ s   [ f V{ s  {f  VM s M f V\ s  \ f   Vo sof 
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4.1.9.3 List of Digits 
 
 _ ! Z # $ 5 & * ( ) 
 
4.1.9.4 List of special characters 
  
" + 1 2 4 : = ? @ P  
Q ^ ` a b c d e f g  
I j k m n q s t u v  
w x y z { | ~ ¡ ¢ ¥  
§ ª ¬ ° ± ² ³ ´ ¶ ¸  
» ½ ¾ ¿ À Ã Ä Å Æ È  
Ë Ì Í Î Ï Ð Ò Ó Ô Õ  
Ö × Ú Ü Ý Þ à â ã ä  
å æ è ê ì í î ï ð ñ  
ò ó ô õ ö ÷ ù ú û ü  
ý þ ÿ Ǻ Γ ™ 
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4.1.10 Alphabet layout and ASCII mapping for font “mansi” 
 
 
 ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
61 = = 
62 > > 
63 ? ? 
64 @ @ 
65 A A 
66 B B 
67 C C 
68 D D 
69 E E 
70 F F 
71 G G 
72 H H 
73 I I 
74 J J 
75 K K 
76 L L 
77 M M 
78 N N 
79 O O 
80 P P 
81 Q Q 
82 R R 
83 S S 
84 T T 
85 U U 
86 V V 
87 W W 
88 X X 
ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
33 ! ! 
34 “ “ 
35 # # 
36 $ $ 
37 % % 
38 & & 
39   
40 ( ( 
41 ) ) 
42 * * 
43 + + 
44 , , 
45 - - 
46 . . 
47 / / 
48 0 0 
49 1 1 
50 2 2 
51 3 3 
52 4 4 
53 5 5 
54 6 6 
55 7 7 
56 8 8 
57 9 9 
58 : : 
59 ; ; 
60 < < 
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ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
89 Y Y 
 90 Z Z 
91 [ [ 
92 \ \ 
93 ] ] 
94 ^ ^ 
95 _ _ 
96 ` ` 
97 a a 
98 b b 
99 c c 
 100 d d 
 101 e e 
 102 f f 
 103 g g 
 104 h h 
 105 i i 
 106 j j 
 107 k k 
 108 l l 
 109 m m 
 110 n n 
 111 o o 
 112 p p 
 113 q q 
 114 r r 
 115 s s 
 116 t t 
ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
 117 u u 
118 v v 
119 w w 
 120 x x 
 121 y y 
 122 z z 
 123 { { 
 124 | | 
 125 } } 
 126 ~ ~ 
 127   
 128 Ç Ç 
 129 ü ü 
 130 é é 
 131 â â 
 132 ä ä 
 133 à à 
 134 å å 
 135 ç ç 
 136 ê ê 
 137 ë ë 
 138 è è 
 139 ï ï 
 140 î î 
 141 ì ì 
 142 Ä Ä 
 143 Å Å 
 144 É É 
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ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
 145 Æ Æ 
 146 Æ Æ 
 147 Ô Ô 
 148 Ö Ö 
 149 Ò Ò 
 150 Û Û 
 151 Ù Ù 
 152 Ÿ Ÿ 
 153 Ö Ö 
 154 Ü Ü 
 155 ¢ ¢ 
 156 £  
 157 ¥ ¥ 
 158 P P 
 159   
 160   
 161 Í Í 
 162 Ó Ó 
 163 Ú Ú 
 164 Ñ Ñ 
 165   
 166 ª ª 
 167 º º 
 168 ¿ ¿ 
 169 _ _ 
 170 ¬ ¬ 
 171 ½ ½ 
 172 ¼ ¼ 
ASCII 
Code 
ASCII 
Character
MANSI 
fonts 
173 ¡ ¡ 
0174 ® ® 
175 » » 
176   
0177 ± ± 
0178 ² ² 
0179 ³ ³ 
0180 ´ ´ 
 181   
0182 ¶ ¶ 
 183   
0184 ¸ ¸ 
0185 ¹ ¹ 
0186 º º 
0187 » » 
0188 ¼ ¼ 
0189 ½ ½ 
0190 ¾ ¾ 
0191 ¿ ¿ 
0192 À À 
0193 Á Á 
194 - - 
0195 Ã Ã 
0196 Ä Ä 
0197 Å Å 
0198 Æ Æ 
0199 Ç Ç 
0200 È È 
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ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
0201 É É 
 202   
0203 Ë Ë 
0204 Ì Ì 
0205 Í Í 
0206 Î Î 
0207 Ï Ï 
0208 Ð Ð 
 209   
0210 Ò Ò 
0211 Ó Ó 
0212 Ô Ô 
0213 Õ Õ 
0214 Ö Ö 
0215 × × 
0216 Ø Ø 
0217 Ù Ù 
0218 Ú Ú 
 219   
0220 Ü Ü 
0221 Ý Ý 
0222 Þ Þ 
0223 ß ß 
0224 à À 
 225 ß ß 
0226 â Â 
 227 ¶ ¶ 
0227 ã Ã 
ASCII 
Code 
ASCII 
Character 
MANSI 
fonts 
0228 ä ä 
0229 å å 
0230 æ æ 
0231 ç ç 
0232 è è 
0233 é é 
0234 ê ê 
0235 ë ë 
0236 ì ì 
0237 í í 
0238 î î 
0239 ï ï 
0240 ð ð 
0241 ñ ñ 
0242 ò ò 
0243 ó ó 
0244 ô ô 
0245 õ õ 
0246 ö ö 
0247 ÷ ÷ 
248 ° ° 
0249 ù ù 
0250 ú ú 
0251 û û 
0252 ü ü 
0253 ý ý 
0254 þ þ 
0255 ÿ ÿ 
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4.1.11 Suggested measurement to develop any Gujarati fonts 
 
Every language has a different method of writing the script. Gujarati script is derived 
from Devanagari script to which it bears a considerable resemblance. The difference 
consists mainly in the omission in Gujarati of the headline used in joining together 
most of the Devanagari characters. Besides, some of the letter is written in quite a 
different style. As such the Gujarati script is easier to write than any other script. The 
letters have for their limbs or parts geometrical figures like arcs of circles, straight 
lines and dots combined in various ways. The height of the letter is uniform and they 
can therefore be neatly written between two parallel lines. But vowel marks are placed 
either before, or after, or on top, or below a consonant, giving the writing the 
appearance of a multi storied building. Though themselves write the vowels as 
separate letters, they are reduced to certain signs, which must be used while 
combining them with consonants to determine the final sound. The order of writing is 
from left to right like the Roman script. [3] 
 
Considering all these points in mind the researchers has tryout the all these measures 
and developed the fonts. These measurements are summarized as follow: 
 
 Name Measurements
Base line 0
Mean line 1350
Cap line 1490
Ascender line 1950
Descender line -530
Leading 50
Table 4.1 Font measurement 
 
 
 
 
 
 
 
 
 
Using all the above-mentioned measurement the researcher has developed the fonts 
using Font Creator programme. The sample layout of S in the glyph with its all the 
lines is presented in the figure 4.1. And remaining all the characters can also be 
represented as the same. 
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Ascender 
Descender
X - Height
Mean line
Cap line 
Descender line
Ascender line
Base line 
Figure 4.1 Layout of S in Glyph 
 
 
 
 
As Gujarati vowel marks are placed either before, after, on top or below the 
consonants. The vowel position and measurements is categorized as follow: 
 
 Measurements Character X - axes Y - axes Distance 
F 0 0 50 (after character) 
l 0 0 378 (From X-axes) 
L -527 0 50 (after character) 
] -1030 -532 0 
} -455 -531 0 
[ -1000 1357 0 
{ -999 1354 0 
M -504 0 50 (after character) 
Á -601 0 50 (after character) 
\ -522 1493 0 
o 0 123 50 (after character) 
Table 4.2 Character measurement 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Similar to consonant the researcher has used all the above-mentioned measurement 
and designed and developed the various characters for vowel using Font Creator 
programme. The sample layout of all the above listed characters  in the glyph with its 
all the lines is presented in the figure-4.2 to figure-4.12.  
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Figure 4.2  Layout of F in Glyph 
 
 
 
 
 
 
 
 
 
 
 Figure 4.3  Layout of  l  in Glyph  
 
Figure 4.4  Layout of  L in Glyph 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5  Layout of    ]  in Glyph 
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Figure 4.6  Layout of   }   in Glyph 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7  Layout of   [ in Glyph  
 
 
 
Figure 4.8  Layout of   { in Glyph 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9  Layout of   M in Glyph 
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Figure 4.10  Layout of   Á in Glyph 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11  Layout of   \ in Glyph 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12  Layout of   o in Glyph 
 
 
 
 
 
 
 
 
 
 
 
 
Above all the researcher has identified different 106 special characters, determines 
their characteristics, measurement and developed all these characters using the Font 
Creator programme which are listed in the (4) of section 4.1.9. 
 
4.1.12 Some font extension 
 
.TTF – It stands for True Type Font. 
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.PFM – It stands for Post Script Metrics, and is the file which includes the kerning and 
character bounding information for the matching. [2] 
 
.PFB – a Post Script Font Binary, which is actual outline file. [2] 
 
.PFA – Post Script Font ASCII, which is a text encoded outline file, suitable for usage 
on certain PS printers or Unix system. [2] 
 
.AFM – Adobe Font Metrics, which is plain text, human parsable file which contains 
kerning and other metric information. [2] 
 
4.2 Development of speech editor “ckksedit” 
 
Till some years ago, user used to type long string of code words, called commands, 
for making the computer do anything. The user has to remember these coded 
commands for each step that he/she wished to execute.  The next stage of evolution 
saw the replacement of this ‘type-the-command’ approach to menu-based approach. 
In this approach, instead of having to type commands, users could choose the 
command form a list, called a menu. Menu gives the list of assorted command, from 
which user is able to choose any command. Advancement in the graphical interface 
has again made this concept into more realistic and menu-based interface has been 
considerably improved upon. Now all windows based software comes with a set of 
graphical buttons with small picture on them. These buttons are called Icons. Simply 
click on them through mouse the command would be executed. Fortunately things 
have changed drastically now, user are not expected to be trained parrots that can 
reproduce phrases or sentences or clicking on the icon, but recognition of the speech 
by the computer has changed the interface mechanism of the user.  
 
Researcher has developed the prototype model for the interaction with computer i.e. 
character detection. For the character detection there must be one interface, which 
takes the input character voice through microphone and sends the created wave file to 
the routine for the further processing. So in the model (topic no 3.6.2 and Figure – 
3.4) researcher has kept the front end, which is second component of the entire model. 
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This front end is designed and developed by the researcher named “ckksedit”. The 
detail of the speech editor is discussed here.   
 
“ckksedit” is a word processing program which can be used for a lot many work 
involving creating and managing text. A lot many features are added in this program, 
which is developed using VC++ of Visual studio 6.0. “ckksedit” speech editor offers a 
range of features usually found in PC based word processors and provides speech 
feedback in character mode. The editor software provides a means of editing existing 
rich text format (RTF) files or creating new ones.  The editor runs under windows 
environment. 
 
“ckksedit” is a purpose designed speech editor which gives the facility to format the 
text, play .wav file, record a .wav file and provides specific utilities suitable for 
speech processing i.e. detection of a character from Gujarati alphabet. After taking the 
input in the detection mode the character wave file is created named “ckkChar.wav” 
and it sends its speech output to Mat lab routine named “ckkchar”. This routine 
compare the characteristics of the spoken character with the master database and 
return the highly probably matching character back to the editor, editor accept the 
character and represents the corresponding character on the screen in the textual form. 
 
4.2.1 Features of the speech editor – “ckksedit” 
 
(1) The components/parts of the editor are designed in such a way that it follows 
the exactly same pattern of window based word processing, so all components are 
self-explanatory. 
 
(2) The editor consists of a menu bar with required menu options and two 
different toolbars enriched with various required icons. 
 
(3) As “ckksedit” is created using Multiple Document Interface (MDI), one can 
open as many documents as he/she wishes to open. 
 
(4) Most of the operations, in the editor are performed by simply clicking on the 
icon or a shot cut key combination. A short cut key is associated with every operation, 
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which helps the user to execute the command. Again the short cut key combination is 
totally compatible with the general global keys defined in another well-known word 
processing software. 
 
(5) The document file created by the editor store the data in Rich Text Format 
(RTF), so the same document file can be opened in any another word processor, 
which supports RTF. 
 
(6) The editor supports the Object Linking and Embedding (OLE). In the 
document any picture is allowed to paste and double clicking on the picture opens the 
default picture editor program and the changes which perform in the picture editor is 
reflected back to the picture in the document. 
 
(7) The editor is featured with most of all the text formatting facilities i.e. bold, 
italic, underline, strike through, change the font name, size and color, superscript, 
subscripting, cut, copy, paste, paste special, find and replace and many more. 
 
(8) For the easy access of the previously access document, editor gives the list of 
last five recent files in the file menu. 
 
(9) Double licking on to any “.csd” file in the explorer, opens the file in the 
ckksedit speech editor. 
 
(10) Editor gives a play / record dialog box under which user is able to play a .wav 
audio file and using the record button the user can record the audio in .wav format. 
 
(11) The editor is designed and developed in such a manner the user who is 
familiar with other window base word processing can easily work in the “ckksedit” 
editor without any extra skills. 
 
4.2.2 Components/parts of the speech editor – “ckksedit” window 
 
As the user double click on the icon of the “ckksedit” the program is executed and the 
screen will appear. Figure – 4.13 represent a visual image of all these components. An 
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active window is divide into six parts (1) Title bar (2) Menu bar (3) Tool bar – 1 (4) 
Toolbar – 2 (5) Editing region and (6) Status bar.  
 
Menu and Toolbar 
region 
Editing region
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure – 4.13 Main screen for editor ckksedit  
 
 
(1) Title bar (Figure – 4.14) – It consist the system menu with a logo of 
“Saurashtra University”, followed by a text “Ckkcsd speech editor” indicating 
the editor name followed by the name of the current document which is by 
default named as “ckkdoc1” or “ckkdoc2” … and so on. Title bar also consists 
of min, max and close button. 
 
 
Figure – 4.14 Title bar  
 
 
(2) Menu bar (Figure – 4.15) – This is the traditional windows style drop down 
menu. When user points to any menu title and click once with the mouse, the 
menu will open, displaying all the commands available under this menu title. 
Clicking on the desire command would tell the “ckksedit” to execute that 
command. Some commands have ellipses (…) in front of them. These 
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commands have further sub commands. Commands appearing dimmed cannot 
be executed unless the prerequisite functions requited by that command have 
been performed. Menu bar consists of five different menus i.e. file, edit, 
format, table, speech 
 
 
 
 
 
 
 
 
Figure – 4.15 Menu Bar  
 
File menu (Figure – 4.16): Clicking on the file menu the pop up is displayed 
as follow: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure – 4.16 File menu  
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Command Action 
New Creates a new blank file based on default values. 
Open Opens or finds an existing file. 
Close Closes the active file without exiting the application. If the file contains 
any unsaved changes the user will be prompted to save the file before 
closing. 
Save Saves the active file with its current file name, location and file format. 
In case a new file is saved for the first time, the user has to specify the 
file, location and file format. The default extension of the file is “.csd” 
Save as Saves the active file with a different file name, location or file format. 
Page setup Sets the margins, paper source, paper size, page orientation and other 
layout options for the active file. 
Print 
preview 
Shows a preview of how exactly a file will look when user print it. 
Print Prints the active file or selected items, to the selected printer of fax. 
Exit Closes “ckksedit” after prompting the user to save unsaved files. 
Recent files Notice the entry in the menu shown in Figure 4.4 “Ckkdoc3.csd”. This 
is the last file which user worked on. ckksedit has a feature through 
which the specified number of most recent files are listed in this menu. 
To open any of the listed files simply click on its name in this menu. 
Table 4.3 File menu popup options 
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Edit menu (Figure – 4.17) : Clicking on the Edit menu the pop up is 
displayed as follow: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Command Action 
Undo  Reverse the last command i.e. undoes the effect of the last 
command the user has executed. 
Redo Reverse the undo command i.e. restores the last command. 
Repeat Repeat the last executed command  
Cut Removes the selection from the active document and places it on 
clipboard – a special place in computer’s memory from where it 
can be retrieved again. 
Copy Copies the selection to the clipboard. 
Paste Inserts the contents of the clipboard at the insertion point, and 
replaces any current selection (block). 
Paste 
special 
Pastes, links, or embedded the clipboard content in the current 
file in the format the use specify. 
Clear Deletes the selected object or text without putting on the 
clipboard. 
Select all Selects all text and graphics in the active window, or selects all 
text in the selected object. 
Find Searches for specified text, formatting, symbols, comments, 
footnotes, endnotes in the active document. 
Replace Searches foe and replaces specified text, formatting, footnotes, 
endnotes or comment mark in the active document. 
Insert new 
object 
It gives the facilities to insert any object i.e. picture, other 
document, spreadsheet object and many more. 
Table 4.4 Edit menu popup options 
Figure – 4.17 Edit menu 
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Format menu (Figure – 4.18) : Clicking on the format menu the pop up is 
displayed as follow: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure – 4.18 Format menu 
 
 
Command Action 
Font  It gives the font dialog box from which the user is allowed to change 
the font name, font style, font size, font effect, font colors for the 
selected text as well as for the new text. 
Color It gives the color dialog box from which user is allowed to select the 
new color, allows to define new custom color for the selected fonts or 
for the new text. 
Change 
case 
It gives the different option to convert the selected text into upper, 
lower, sentence or toggle case. 
Paragraph It changes the paragraph indents, text alignment, spacing, pagination 
and other paragraph formats in the selected paragraph. 
Bullet and 
numbering 
Adds and modifies bullets or numbers in selected paragraph. 
Table 4.5 Format menu popup options 
 
 
 
(3) Tool bar – 1 (Figure – 4.19) It is similar to the standard toolbar of window. It 
consists buttons and other controls that help the user quickly alter that appearance 
and arrangement of documents by executing a variety of ckksedit command. This 
toolbar is very helpful and convenient in quickly executing command. It has ten 
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different buttons. i.e. new, open, save, print, print preview, cut, copy, paste, undo 
and redo 
 
 
 
 
 
 
 
Icon Command Alternative 
 New 
Creates a new documents 
Alternative: File ÆNew 
Shortcut: Ctrl+N 
 
 
 
Open 
Opens an existing document or templet 
Alternative: File Æ Open 
Shortcut: Ctrl+O 
 
 
 
Save 
Saves the active document or template 
Alternative: File Æ Save 
Shortcut: Ctrl+S 
 
 
 
Print 
Prints the active document using current defaults 
Alternative: File Æ Print 
Shortcut:Ctrl+P 
 Print preview 
Display full page as they are printed 
Alternative: FileÆPrint review 
Shortcut: Ctrl+F2 
 Cut 
Cuts the selection and puts it on the clipboard 
Alternative:EditÆCut 
Shortcut:Ctrl+X 
 Copy 
Copies the selection and puts it on the clipboard 
Alternative:EditÆCopy 
Shortcut:Ctrl+C 
 Paste 
Inserts the clipboard contents at the insertion point 
Alternative:EditÆPaste 
Shortcut:Ctrl+V 
 Undo 
Reverse certain commands 
Alternative:Edit ÆUndo 
Shortcut:Ctrl+Z 
 Redo 
Reverse the action of the undo command 
Alternative:EditÆRepeat 
Shortcut:Ctrl+Y 
Table 4.6 Toolbar-1 content 
Figure – 4.19 Toolbar - 1 
 
(4) Toolbar – 2 (Figure 4.20): It is similar  the formatting toolbar of window. It 
consists buttons, drop down menu and other controls which is used to change 
the look of the entered text or the text to be entered. This toolbar is very much 
helpful in formatting the text. It has two drop down menu font name, font size 
and seventeen different formatting buttons i.e. bold, italic, underline, strike 
through, left align, center align, right align, justify, bullet, numbering, font 
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color, super script, sub script, dictation, play/recording “.wav”  file, Increase 
indent and decrease indent. 
 
 
 
 Figure – 4.20 Toolbar - 2 
 
 
Icon Command 
 Font 
It displays all the installed fonts of the system and selection of 
any font changes the font of the selected text or set the font for 
new text to be entered. 
 Font size 
It changes the font size of the selected text or the text to be 
entered. 
 Bold 
Makes the selection bold. 
Shortcut : Ctrl+B  
 Italic 
Makes the selection italic. 
Shortcut : Ctrl+I 
 Underline 
Formats the selection with continuous underline 
Shortcut : Ctrl+U 
 Strikethrough 
Formats the selction with continuous strike through 
 Align left 
Align the paragraph at left indent. 
Shortcut : Ctrl+L 
 Align Center 
Centers the paragraph between indents. 
Shortcut : Ctrl+E 
 Align right 
Align the paragraph at right indent. 
Shortcut : Ctrl+R 
 Justify 
Align the paragraph at both left and right indent. 
Shortcut : Ctrl+J 
 Bullets 
Creates a bullet list depending on the default 
 Number 
Creates a number list depending on the default 
 Font colors 
It gives the color dialog box from which user is allowed to select 
the new color, allows to define new custom color for the 
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selected fonts or for the new text. It displays the color dialog 
box and allow 
 Super script 
It puts the selected text as the super script 
 Sub script 
It puts the selected text as sub script 
 Speech dictation 
Clickin on the icon allows the user to speak a character within a 
second and stores the spalled character as .wav file named 
“ckkChar.wav” file, and then it sends it to the Matlab routine for 
the further proceesing. Once the processing is over, the 
recognised character is displayed on the scrren. 
 Sppech Play and Recording wave file 
Clicking on the icon display a dialog box (figure – 4.). In which 
user is allowed to play, pause and stop a wav file as well as user 
is allowed to record a speech in .wav format. 
 
Table 4.7  Toolbar – 2 content 
 
 
(5) Editing region (Figure – 4.21): Editing region  consists of two parts i.e. (1) 
represents the title bar which shows the name of the document with min, max 
and close button and (2) is the editing region in which user is allowed to enter, 
format and manipulate the text. User can open many documents at the same 
time, as well as user is allowed to move from one document to another 
document by just clicking on the title bar of the corresponding document. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 Figure – 4.21 Editing region 
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(6) Status bar (Figure 4.22): Also called status area, this is normally the last line 
on the screen. It gives the information about the caps lock on/off, num lock 
on/off and scroll lock on/off 
 
 
 
 
Figure – 4.22 Status bar  
 
4.2.3 Program segment of speech editor – “ckksedit” 
 
The researcher has designed and developed the speech editor under the Visual C++ of 
Visual Studio 6.0. He has created three different files for editor  (1) Header file 
(Ckksedit.h) (2)  CPP Source file (Ckksedit.cpp)  and (3) Resource file (ckksedit.rc) 
 
(1)  Header file (Ckksedit.h) 
 
The header file Ckksedit.h is a collection of different classes created to manages the 
text as well as the sound. After identifying the requirement the researcher has 
determined to create the eight (8) different classes (i.e. toolbar2, ckkDialog, ckkApp, 
ckkChildWnd, ckkFrame, ckkDoc, ckkView, ckkCntrItem) so that all the need of the 
research is to be satisfied. The following represents the declaration of the class with 
its corresponding data members and member functions declaration.  
 
// ****************************************************** 
// Class for combo box and toolbar 
// ****************************************************** 
class toolbar2 : public CToolBar 
{ 
public: 
 CComboBox   comboBox1; 
 CComboBox   comboBox2; 
}; 
toolbar2 tb2; 
 
// ****************************************************** 
// Class to create play/recording wave file dialog box 
// ****************************************************** 
class ckkDialog : public CDialog 
 
{ 
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public: 
 ckkDialog(); 
 ckkDialog(int n):CDialog(n){}; 
 CButton mPlay; 
 CButton mRecord; 
 CButton mStop; 
 CButton mPause; 
 CString mSetFrequency; 
 void DoDataExchange(CDataExchange *pdx); 
 int OnInitDialog(); 
 void OnPlay(); 
 void OnRecord(); 
 void OnStop(); 
 void OnPause(); 
 void OnCancel(); //OnExit(); 
 afx_msg void OnSetButtons(WPARAM wflag,LPARAM ld); 
 DECLARE_MESSAGE_MAP() 
}; 
 
// ****************************************************** 
// Application class 
// ****************************************************** 
class ckkApp:public CWinApp 
{ 
public: 
 int InitInstance(); 
 DECLARE_MESSAGE_MAP() 
}; 
 
// ****************************************************** 
// Child class 
// ****************************************************** 
class ckkChildWnd:public CMDIChildWnd 
{ 
 DECLARE_DYNCREATE(ckkChildWnd) 
public: 
 void FontDialog(); 
 #ifdef _DEBUG 
  void AssertValid() const; 
  void Dump(CDumpContext& dc) const; 
 #endif 
 DECLARE_MESSAGE_MAP() 
}; 
 
// ****************************************************** 
// Frame class 
// ****************************************************** 
class ckkFrame:public CMDIFrameWnd 
{ 
 
 DECLARE_DYNCREATE(ckkFrame) 
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private: 
 CToolBar t1; 
 CStatusBar s; 
 unsigned int indicators[4]; 
public: 
 //{{AFX_MSG(ckkFrame) 
 int OnCreate(LPCREATESTRUCT I); 
 //}}AFX_MSG 
 #ifdef _DEBUG 
  void AssertValid() const; 
  void Dump(CDumpContext& dc) const; 
 #endif 
 DECLARE_MESSAGE_MAP() 
}; 
 
// ****************************************************** 
// Document class 
// ****************************************************** 
class ckkDoc:public CRichEditDoc 
{ 
 DECLARE_DYNCREATE(ckkDoc) 
public: 
 CRichEditCntrItem* CreateClientItem(REOBJECT* preo = NULL) const; 
 void Serialize(CArchive &ar1); 
 #ifdef _DEBUG 
  void AssertValid() const; 
  void Dump(CDumpContext& dc) const; 
 #endif 
}; 
 
// ****************************************************** 
// View class 
// ****************************************************** 
class ckkView:public CRichEditView 
{ 
 DECLARE_DYNCREATE(ckkView) 
public: 
 CHARFORMAT2 *cf2; 
 PARAFORMAT2 pf1; 
 void ColorDialog(); 
 int strike,superScript,subScript,paraNum; 
 int OnCreate(LPCREATESTRUCT I); 
 void OnCharStrikeOut(); 
 void OnUpdateCharStrikeOut(CCmdUI* pCmdUI); 
 void OnUpdateCharSuperscript(CCmdUI* pCmdUI); 
 void OnUpdateCharSubscript(CCmdUI* pCmdUI); 
 void OnUpdateNumber(CCmdUI* pCmdUI); 
 void OnCharColor(); 
 void OnCharSuperscript(); 
 
 void OnCharSubscript(); 
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 void OnNumber(); 
 void OnSpeechDetection(); 
 void OnSpeechRecPlay(); 
 afx_msg void OnFontNameDisp(); 
 afx_msg void OnFontSize(); 
 BOOL OnPreparePrinting(CPrintInfo* pInfo); 
 #ifdef _DEBUG 
  void AssertValid() const; 
  void Dump(CDumpContext& dc) const; 
 #endif 
 DECLARE_MESSAGE_MAP() 
}; 
 
// ****************************************************** 
// rich control Item class 
// ****************************************************** 
class ckkCntrItem:public CRichEditCntrItem 
{ 
 DECLARE_SERIAL(ckkCntrItem) 
public: 
 #ifdef _DEBUG 
  void AssertValid() const; 
  void Dump(CDumpContext& dc) const; 
 #endif 
  ckkCntrItem(REOBJECT* preo = NULL, ckkDoc* pContainer = 
NULL); 
}; 
 
(2) CPP source file (Ckksedit.cpp) 
 
The CPP source file Ckksedit.cpp consists the message map entry for all the classes 
defined in the Ckksedit.h, it also defines all the member functions of all the classes 
declared in the header file Ckksedit.h. The following code represents the definition of 
all the related member functions.  
 
#include <afxwin.h> 
#include <afxext.h> 
#include <afxrich.h> 
#include <afxadv.h> 
#include <richedit.h> 
#include "resource.h" 
#include "Ckksedit.h" 
#include <string.h> 
#include <math.h> 
#include "mmsystem.h" 
#include "vfw.h" 
  
 
#ifdef _DEBUG 
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#define new DEBUG_NEW 
#undef THIS_FILE 
static char THIS_FILE[] = __FILE__; 
#endif 
 
ckkApp app1; 
MCI_WAVE_OPEN_PARMS ckkOpenParms; 
MCI_WAVE_SET_PARMS ckkSetParms; 
MCI_PLAY_PARMS ckkPlayParms; 
MCI_RECORD_PARMS ckkRecordParms; 
MCI_SAVE_PARMS ckkSaveParms; 
UINT deviceId; 
 
IMPLEMENT_DYNCREATE(ckkChildWnd,CMDIChildWnd) 
IMPLEMENT_DYNCREATE(ckkView,CRichEditView) 
IMPLEMENT_DYNCREATE(ckkDoc,CRichEditDoc) 
IMPLEMENT_DYNCREATE(ckkFrame,CMDIFrameWnd) 
IMPLEMENT_SERIAL(ckkCntrItem, CRichEditCntrItem,0) 
 
BEGIN_MESSAGE_MAP(ckkApp,CWinApp) 
 ON_COMMAND(ID_FILE_OPEN,CWinApp::OnFileOpen) 
 ON_COMMAND(ID_FILE_NEW,CWinApp::OnFileNew) 
 ON_COMMAND(ID_FILE_PRINT_SETUP,CWinApp::OnFilePrintSetup) 
END_MESSAGE_MAP() 
 
BEGIN_MESSAGE_MAP(ckkView,CRichEditView) 
 ON_WM_CREATE() 
 ON_COMMAND(ID_CHAR_BOLD,OnCharBold) 
 ON_UPDATE_COMMAND_UI(ID_CHAR_BOLD,OnUpdateCharBold) 
 ON_COMMAND(ID_CHAR_ITALIC,OnCharItalic) 
 ON_UPDATE_COMMAND_UI(ID_CHAR_ITALIC,OnUpdateCharItalic) 
 ON_COMMAND(ID_CHAR_UNDERLINE,OnCharUnderline) 
 ON_UPDATE_COMMAND_UI(ID_CHAR_UNDERLINE,OnUpdateCharU
nderline) 
 ON_COMMAND(ID_CHAR_STRIKEOUT,OnCharStrikeOut) 
 ON_UPDATE_COMMAND_UI(ID_CHAR_STRIKEOUT,OnUpdateCharStr
ikeOut) 
 ON_COMMAND(ID_CHAR_SUPERSCRIPT,OnCharSuperscript) 
 ON_UPDATE_COMMAND_UI(ID_CHAR_SUPERSCRIPT,OnUpdateChar
Superscript) 
 ON_COMMAND(ID_CHAR_SUBSCRIPT,OnCharSubscript) 
 ON_UPDATE_COMMAND_UI(ID_CHAR_SUBSCRIPT,OnUpdateCharSu
bscript) 
 ON_COMMAND(ID_CHAR_COLOR,OnCharColor) 
 ON_COMMAND(ID_PARA_LEFT,OnParaLeft) 
 ON_UPDATE_COMMAND_UI(ID_PARA_LEFT,OnUpdateParaLeft) 
 ON_COMMAND(ID_PARA_RIGHT,OnParaRight) 
 ON_UPDATE_COMMAND_UI(ID_PARA_RIGHT,OnUpdateParaRight) 
 ON_COMMAND(ID_PARA_CENTER,OnParaCenter) 
 
 ON_UPDATE_COMMAND_UI(ID_PARA_CENTER,OnUpdateParaCenter) 
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 ON_COMMAND(ID_INSERT_BULLET, CRichEditView::OnBullet) 
 ON_UPDATE_COMMAND_UI(ID_INSERT_BULLET,OnUpdateBullet) 
 ON_COMMAND(ID_INSERT_NUMBER,OnNumber) 
 ON_UPDATE_COMMAND_UI(ID_INSERT_NUMBER,OnUpdateNumber) 
 ON_COMMAND(ID_FILE_PRINT,CRichEditView::OnFilePrint) 
 ON_COMMAND(ID_FILE_PRINT_PREVIEW,CRichEditView::OnFilePrint
Preview) 
 ON_COMMAND(ID_FORMAT_COLOR,OnCharColor) 
 ON_CBN_SELENDOK(ID_FONT_NAME,OnFontNameDisp) 
 ON_CBN_SELENDOK(ID_FONT_SIZE,OnFontSize) 
 ON_COMMAND(ID_SPEECH_DETECTION,OnSpeechDetection) 
 ON_COMMAND(ID_SPEECH_REC_PLAY,OnSpeechRecPlay) 
END_MESSAGE_MAP() 
 
BEGIN_MESSAGE_MAP(ckkFrame,CMDIFrameWnd) 
 ON_WM_CREATE() 
END_MESSAGE_MAP() 
 
BEGIN_MESSAGE_MAP(ckkChildWnd,CMDIChildWnd) 
 ON_COMMAND(ID_FORMAT_FONT,FontDialog) 
END_MESSAGE_MAP() 
 
BEGIN_MESSAGE_MAP(ckkDialog,CDialog) 
 ON_BN_CLICKED(IDC_PLAY,OnPlay) 
 ON_BN_CLICKED(IDC_RECORD,OnRecord) 
 ON_BN_CLICKED(IDC_STOP,OnStop) 
 ON_BN_CLICKED(IDC_PAUSE,OnPause) 
 ON_BN_CLICKED(IDC_EXIT,OnCancel)  
 ON_MESSAGE(MM_MCINOTIFY,OnSetButtons) 
END_MESSAGE_MAP() 
 
// ****************************************************** 
// Member functions of ckkDialog class 
// ****************************************************** 
void ckkDialog::DoDataExchange(CDataExchange *pdx) 
{ 
 CDialog::DoDataExchange(pdx); 
 DDX_Control(pdx,IDC_PLAY,mPlay); 
 DDX_Control(pdx,IDC_RECORD,mRecord); 
 DDX_Control(pdx,IDC_STOP,mStop); 
 DDX_Control(pdx,IDC_PAUSE,mPause); 
} 
 
int ckkDialog::OnInitDialog() 
{ 
 CDialog::OnInitDialog(); 
 mStop.EnableWindow(false); 
 mPause.EnableWindow(false); 
 return CDialog::OnInitDialog(); 
 
} 
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void ckkDialog::OnPlay() 
{ 
 CString strFile; 
// Setting the status of the buttons 
 mPlay.EnableWindow(false); 
 mRecord.EnableWindow(false); 
 mStop.EnableWindow(true); 
 mPause.EnableWindow(true); 
CfileDialog dlg(TRUE,NULL,NULL,    OFN_FILEMUSTEXIST|  
OFN_HIDEREADONLY | OFN_OVERWRITEPROMPT,  
"Wave files (*.wav)| *.wav|All files (*.*)|*.*||"); 
 if(dlg.DoModal()==IDOK) 
 { 
  strFile=dlg.GetPathName(); 
  ckkOpenParms.lpstrDeviceType="waveaudio"; 
  ckkOpenParms.lpstrElementName=strFile; 
 mciSendCommand(0,MCI_OPEN,MCI_OPEN_ELEMENT|  
MCI_OPEN_TYPE|MCI_NOTIFY,  
(DWORD)(LPVOID)&ckkOpenParms); 
  deviceId=ckkOpenParms.wDeviceID; 
  ckkSetParms.nChannels=2; 
  ckkSetParms.nSamplesPerSec=11025; 
  ckkSetParms.wBitsPerSample=16; 
  ckkSetParms.nAvgBytesPerSec=ckkSetParms.nSamplesPerSec; 
  ckkSetParms.nBlockAlign=ckkSetParms.wBitsPerSample/8; 
  mciSendCommand(deviceId,MCI_SET,0, 
(DWORD)(LPVOID)&ckkSetParms); 
  ckkPlayParms.dwFrom=0L; 
 
 mciSendCommand(deviceId,MCI_PLAY,MCI_FROM|MCI_NOTIFY, 
(DWORD)(LPVOID)&ckkPlayParms); 
 } 
 else 
 { 
  mPlay.EnableWindow(true); 
  mRecord.EnableWindow(true); 
  mStop.EnableWindow(false); 
  mPause.EnableWindow(false); 
 } 
} 
 
void ckkDialog::OnRecord() 
{ 
// Setting the button status 
 mPlay.EnableWindow(false); 
 mStop.EnableWindow(false); 
 mPause.EnableWindow(false); 
// 
 
 CString s,strFile; 
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 mRecord.GetWindowText(s); 
 if(s=="Record") 
 { 
  mRecord.SetWindowText("Stop"); 
  ckkOpenParms.lpstrDeviceType="waveaudio"; 
  ckkOpenParms.lpstrElementName=""; 
  mciSendCommand(0,MCI_OPEN,MCI_OPEN_ELEMENT 
|MCI_OPEN_TYPE,(DWORD)(LPVOID)&ckkOpenParms); 
   deviceId=ckkOpenParms.wDeviceID; 
  mciSendCommand(deviceId,MCI_RECORD,0, 
(DWORD)(LPVOID)&ckkRecordParms); 
 } 
 else 
 { 
  mciSendCommand(deviceId,MCI_STOP,0,NULL); 
  mRecord.SetWindowText("Record"); 
  mPlay.EnableWindow(true); 
  if(MessageBox("DO you want to save this recording?","", 
MB_YESNO)==IDNO) 
  { 
   mciSendCommand(deviceId,MCI_CLOSE,0,NULL); 
  } 
  else 
  { 
   CFileDialog 
dlg(FALSE,"wav",NULL,OFN_HIDEREADONLY, 
   "Wave files (*.wav)|*.wav|All files (*.*)|*.*||"); 
   if(dlg.DoModal()==IDOK) 
   { 
    strFile=dlg.GetPathName(); 
    ckkSaveParms.lpfilename=strFile; 
    mciSendCommand(deviceId, 
MCI_SAVE,MCI_SAVE_FILE|MCI_WAIT, 
     (DWORD)(LPVOID)&ckkSaveParms); 
   } 
  } 
  mciSendCommand(deviceId,MCI_CLOSE,0,NULL); 
 } 
} 
 
void ckkDialog::OnStop() 
{ 
 MCI_GENERIC_PARMS genParms={NULL}; 
 mciSendCommand(deviceId,MCI_STOP,0,(DWORD)&genParms); 
 mciSendCommand(deviceId,MCI_CLOSE,0,(DWORD)&genParms); 
 mRecord.EnableWindow(true); 
 mPlay.EnableWindow(true); 
 mStop.EnableWindow(false); 
 mPause.EnableWindow(false); 
 
} 
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void ckkDialog::OnPause() 
{ 
 CString s; 
 mPause.GetWindowText(s); 
 if(s=="Pause") 
 { 
  MCI_GENERIC_PARMS genParms={NULL}; 
  mciSendCommand(deviceId,MCI_PAUSE,0,(DWORD)&genParms); 
  mPause.SetWindowText("Resume"); 
 } 
 else 
 { 
  mciSendCommand(deviceId,MCI_PLAY,MCI_NOTIFY, 
(DWORD)(LPVOID)&ckkPlayParms); 
  mPause.SetWindowText("Pause"); 
 } 
} 
 
void ckkDialog::OnCancel() //Exit() 
{ 
 mciSendCommand(deviceId,MCI_CLOSE,0,NULL); 
 CDialog::OnCancel(); 
} 
 
void ckkDialog::OnSetButtons(WPARAM wflag,LPARAM ld) 
{ 
 MessageBox("ok"); 
 mciSendCommand(deviceId,MCI_STOP,0,NULL); 
 mPlay.EnableWindow(true); 
 mRecord.EnableWindow(true); 
 mStop.EnableWindow(false); 
 mPause.EnableWindow(false); 
} 
 
// ****************************************************** 
// Member functions of ckkView class for speech purpose 
// ****************************************************** 
void ckkView::OnSpeechRecPlay() 
{ 
 ckkDialog d(IDD_CKKPLAY); 
 d.DoModal(); 
} 
 
void ckkView::OnSpeechDetection() 
{ 
 ckkOpenParms.lpstrDeviceType="waveaudio"; 
 ckkOpenParms.lpstrElementName=""; 
 
 mciSendCommand(0,MCI_OPEN,MCI_OPEN_ELEMENT|MCI_OPEN_TY
PE, 
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(DWORD)(LPVOID)&ckkOpenParms); 
 deviceId=ckkOpenParms.wDeviceID; 
 ckkRecordParms.dwFrom=0; 
 ckkRecordParms.dwTo=500; 
 mciSendCommand(deviceId,MCI_RECORD,MCI_FROM|MCI_TO|MCI_W
AIT, 
(DWORD)(LPVOID)&ckkRecordParms); 
 ckkSaveParms.lpfilename="ckkChar.wav"; 
 mciSendCommand(deviceId,MCI_SAVE,MCI_SAVE_FILE|MCI_WAIT, 
(DWORD)(LPVOID)&ckkSaveParms); 
 mciSendCommand(deviceId,MCI_CLOSE,0,NULL); 
} 
 
 
// ****************************************************** 
// member functions of ckkApp 
// ****************************************************** 
 
int ckkApp::InitInstance() 
{ 
  LoadStdProfileSettings(); 
  CMultiDocTemplate *pDocTemp; 
  pDocTemp=new CMultiDocTemplate(IDR_CHILDMENU, 
   RUNTIME_CLASS(ckkDoc), 
   RUNTIME_CLASS(ckkChildWnd), 
   RUNTIME_CLASS(ckkView)); 
  AddDocTemplate(pDocTemp); 
   ckkFrame *f=new ckkFrame; 
  f->LoadFrame(IDR_MENU1); 
  m_pMainWnd=f; 
  EnableShellOpen(); 
  RegisterShellFileTypes(TRUE); 
  CCommandLineInfo str; 
  ParseCommandLine(str); 
  ProcessShellCommand(str); 
  m_pMainWnd->DragAcceptFiles(); 
  f->ShowWindow(SW_SHOWMAXIMIZED); 
  return 1; 
} 
 
 
// ****************************************************** 
// Member functions of ckkDoc 
// ****************************************************** 
 
CRichEditCntrItem* ckkDoc::CreateClientItem(REOBJECT* preo) const  
//REOBJECT* preo = 0) const 
{ 
 return new ckkCntrItem(preo, (ckkDoc*) this); 
 
} 
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void ckkDoc::Serialize(CArchive &ar1) 
{ 
 POSITION pos=GetFirstViewPosition(); 
 ckkView *pv=(ckkView *)GetNextView(pos); 
 pv->Serialize(ar1); 
} 
 
#ifdef _DEBUG 
void ckkDoc::AssertValid() const 
{ 
 CRichEditDoc::AssertValid(); 
} 
 
void ckkDoc::Dump(CDumpContext& dc) const 
{ 
 CRichEditDoc::Dump(dc); 
} 
#endif 
 
// ****************************************************** 
// functions to get the default font list  
// use by ckkView 
// ****************************************************** 
 
static int CALLBACK callbackfunc(ENUMLOGFONT FAR *p, 
  NEWTEXTMETRIC FAR *tm, int type, LPARAM par) 
{ 
 tb2.comboBox1.AddString(p->elfLogFont.lfFaceName); 
 return 1; 
} 
 
// ****************************************************** 
// Member functions of ckkFrame class 
// ****************************************************** 
 
int ckkFrame::OnCreate(LPCREATESTRUCT I) 
{ 
 if (CMDIFrameWnd::OnCreate(I) == -1) 
  return -1; 
 
// Creating the Standard toolbar 
 t1.Create(this,WS_CHILD|WS_VISIBLE|CBRS_TOP| 
 
 CBRS_BORDER_LEFT|CBRS_BORDER_RIGHT|CBRS_BORDER_TOP| 
 
 CBRS_BORDER_TOP|CBRS_BORDER_BOTTOM|CBRS_TOOLTIPS| 
  CBRS_SIZE_DYNAMIC); 
 t1.LoadToolBar(IDR_TOOLBAR1); 
 
 t1.EnableDocking(CBRS_ALIGN_ANY); 
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 t1.SetWindowText("Standard Toolbar"); 
 EnableDocking(CBRS_ALIGN_ANY); 
 DockControlBar(&t1); 
 
// Creating the formatiing toolbar 
 tb2.Create(this,WS_CHILD|WS_VISIBLE|CBRS_TOP| 
 
 CBRS_BORDER_LEFT|CBRS_BORDER_RIGHT|CBRS_BORDER_TOP| 
 
 CBRS_BORDER_TOP|CBRS_BORDER_BOTTOM|CBRS_TOOLTIPS| 
  CBRS_FLYBY); 
 tb2.SetWindowText("Formatting Toolbar"); 
 tb2.LoadToolBar(IDR_TOOLBAR2); 
 tb2.EnableDocking(CBRS_ALIGN_ANY); 
 EnableDocking(CBRS_ALIGN_ANY); 
 
// Creation of font name combobox 
 tb2.SetButtonInfo(0,ID_FONT_NAME,TBBS_SEPARATOR,150); 
 CRect rect; 
 tb2.GetItemRect(0, &rect); 
 rect.top = 1; 
 rect.bottom = rect.top + 200; 
 tb2.comboBox1.Create(WS_CHILD|CBS_DROPDOWNLIST| 
WS_VSCROLL| CBS_SORT|WS_VISIBLE,rect, &tb2,  
ID_FONT_NAME); 
 
// Assigning the installed fonts to the combobox 
 CClientDC dc(this); 
 ::EnumFontFamilies((HDC)dc,NULL,(FONTENUMPROC) callbackfunc,  
(LPARAM) this); 
 tb2.comboBox1.SelectString(0,"mansi"); 
 
// Creation of font size combobox 
 tb2.SetButtonInfo(1,ID_FONT_SIZE,TBBS_SEPARATOR,60); 
 tb2.GetItemRect(1, &rect); 
 rect.top = 1; 
 rect.bottom = rect.top + 200; 
 tb2.comboBox2.Create(WS_CHILD|CBS_DROPDOWN|WS_VSCROLL| 
  WS_VISIBLE,rect, &tb2, ID_FONT_SIZE); 
 
// Assigning the fonts size ti the combobox 
 char c[100]; 
 for(int i=12;i<=72;i=i+2) 
  tb2.comboBox2.AddString(itoa(i,c,10)); 
 tb2.comboBox2.SelectString(0,"12"); 
 
// Creating the status bar 
 indicators[0]=0; 
 indicators[1]=ID_INDICATOR_CAPS; 
 
 indicators[2]=ID_INDICATOR_NUM; 
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 indicators[3]=ID_INDICATOR_SCRL; 
 s.Create(this); 
 s.SetIndicators(indicators,4); 
 return 0;  
}  
 
#ifdef _DEBUG 
void ckkFrame::AssertValid() const 
{ 
 CMDIFrameWnd::AssertValid(); 
} 
 
void ckkFrame::Dump(CDumpContext& dc) const 
{ 
 CMDIFrameWnd::Dump(dc); 
} 
#endif 
 
 
// ****************************************************** 
// Member functions of ckkChildWnd 
// ****************************************************** 
 
void ckkChildWnd::FontDialog() 
{ 
 CFontDialog f; 
 f.DoModal(); 
} 
 
#ifdef _DEBUG 
void ckkChildWnd::AssertValid() const 
{ 
 CMDIChildWnd::AssertValid(); 
} 
 
void ckkChildWnd::Dump(CDumpContext& dc) const 
{ 
 CMDIChildWnd::Dump(dc); 
} 
#endif 
 
 
// ****************************************************** 
// Member function of ckkView 
// ****************************************************** 
 
int ckkView::OnCreate(LPCREATESTRUCT I) 
{ 
 strike=superScript=subScript=paraNum=1; 
 
 if (CRichEditView::OnCreate(I)==-1) 
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  return -1; 
 cf2=new CHARFORMAT2; 
// Setting the default value to character formatting*/ 
 cf2->cbSize=sizeof(CHARFORMAT2); 
 cf2->dwMask= CFM_FACE | CFM_SIZE | CFM_BOLD; 
 cf2->bCharSet=DEFAULT_CHARSET; 
 cf2->bPitchAndFamily=DEFAULT_PITCH | FF_DONTCARE; 
 cf2->yHeight=240; 
 cf2->dwReserved=0; 
 cf2->dwEffects ^= CFE_BOLD; 
 strcpy(cf2->szFaceName,"mansi"); 
 GetRichEditCtrl().SetDefaultCharFormat(*cf2); 
 return 0; 
} 
 
BOOL ckkView::OnPreparePrinting(CPrintInfo* pInfo) 
{ 
 return DoPreparePrinting(pInfo); 
} 
 
 
void ckkView::OnCharStrikeOut() 
{ 
 if(!(cf2->dwMask & CFM_STRIKEOUT) || !(cf2->dwEffects &  
CFE_STRIKEOUT)) 
 { 
  cf2->dwMask=CFM_STRIKEOUT; 
  cf2->dwEffects=CFE_STRIKEOUT; 
 } 
 else 
  cf2->dwEffects=0;  
 SetCharFormat(*cf2); 
 strike=!strike; 
} 
 
void ckkView::OnUpdateCharStrikeOut(CCmdUI* pCmdUI) 
{ 
 pCmdUI->SetCheck(!strike); 
} 
void ckkView::OnCharSuperscript() 
{ 
 if(!(cf2->dwMask & CFM_SUPERSCRIPT) ||  
!(cf2->dwEffects & CFE_SUPERSCRIPT)) 
 { 
  cf2->dwMask = CFM_OFFSET | CFM_SUPERSCRIPT ; 
  cf2->dwEffects=CFE_SUPERSCRIPT; 
  cf2->yOffset=70; 
 } 
 else 
 
 { 
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  cf2->yOffset=0; 
  cf2->dwEffects=0; 
 } 
 SetCharFormat(*cf2); 
 superScript=!superScript; 
} 
 
void ckkView::OnUpdateCharSuperscript(CCmdUI* pCmdUI) 
{ 
 pCmdUI->SetCheck(!superScript); 
} 
 
void ckkView::OnCharSubscript() 
{ 
 if(!(cf2->dwMask & CFM_SUBSCRIPT) ||  
!(cf2->dwEffects & CFE_SUBSCRIPT)) 
 { 
  cf2->yOffset=-70; 
  cf2->dwMask = CFM_OFFSET | CFM_SUBSCRIPT ; 
  cf2->dwEffects=CFE_SUBSCRIPT; 
 } 
 else 
 { 
  cf2->yOffset=0; 
  cf2->dwEffects=0; 
 } 
 SetCharFormat(*cf2); 
 subScript=!subScript; 
} 
 
void ckkView::OnUpdateCharSubscript(CCmdUI* pCmdUI) 
{ 
 pCmdUI->SetCheck(!subScript); 
} 
 
void ckkView::OnCharColor() 
{ 
 CColorDialog c; 
 if(c.DoModal()==IDOK) 
 { 
  CRichEditView::OnColorPick(c.GetColor()); 
 } 
} 
 
void ckkView::OnNumber() 
{ 
 
 if(!(pf1.dwMask & PFM_NUMBERING) || pf1.wNumbering==0) 
 { 
 
  pf1.dwMask=PFM_NUMBERING|PFM_NUMBERINGSTYLE  
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|PFM_NUMBERINGTAB ; 
  pf1.wNumbering=2; 
  pf1.wNumberingTab=100; 
  pf1.wNumberingStyle=1; 
 } 
 else 
 { 
  pf1.wNumbering=0; 
 } 
 SetParaFormat(pf1); 
 paraNum=!paraNum; 
} 
 
void ckkView::OnUpdateNumber(CCmdUI* pCmdUI) 
{ 
 pCmdUI->SetCheck(!paraNum); 
} 
 
void ckkView::OnFontNameDisp() 
{ 
 char c[100]; 
 tb2.comboBox1.GetLBText(tb2.comboBox1.GetCurSel(),c); 
 cf2->dwMask= CFM_FACE; 
 strcpy(cf2->szFaceName,c); 
 SetCharFormat(*cf2); 
 ckkView::SetFocus(); 
} 
 
void ckkView::OnFontSize() 
{ 
 char c[100]; 
 int s; 
 tb2.comboBox2.GetLBText(tb2.comboBox2.GetCurSel(),c); 
 s=atoi(c)*20; 
 cf2->dwMask= CFM_SIZE; 
 cf2->yHeight=s; 
 SetCharFormat(*cf2); 
 ckkView::SetFocus(); 
} 
 
#ifdef _DEBUG 
void ckkView::AssertValid() const 
{ 
 CRichEditView::AssertValid(); 
} 
 
void ckkView::Dump(CDumpContext& dc) const 
{ 
 CRichEditView::Dump(dc); 
 
} 
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#endif 
 
 
// ****************************************************** 
// Member functions of ckkCntrItem 
// ****************************************************** 
 
ckkCntrItem::ckkCntrItem(REOBJECT* preo, ckkDoc* pContainer) 
 : CRichEditCntrItem(preo, pContainer) 
{ 
} 
 
#ifdef _DEBUG 
void ckkCntrItem::AssertValid() const 
{ 
 CRichEditCntrItem::AssertValid(); 
 
} 
 
void ckkCntrItem::Dump(CDumpContext& dc) const 
{ 
 CRichEditCntrItem::Dump(dc); 
} 
#endif 
  
(3) Resource file: 
 
During the development phase of the “ckksedit” editor which is basically an interface 
in the spoken character detection, the researcher has designed a header file named  
Ckksedit.h and a CPP file named Ckksedit.cpp. In support of these two files, the 
researcher has also designed some resources such as  i.e. Accelerator, dialog, Icon, 
Menu, String table and Menu which are as follow: 
 
Accelerator: During the development one accelerator is created named IDR_MENU1, 
which consists the name of the object with its short cut key and the type of the short 
cut key (Figure – 4.23) 
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 Figure – 4.23 Accelerator (IDR MENU1)s created one dialog named IDD_CKKPLAY for playing or 
file (Figure – 4.24). Dialog consists of five buttons i.e. Play, 
 Exit. Clicking on the Play button opens a file dialog to open 
cted .wav file plays, during the play user is allowed to stop 
temporarily pause the playing and again resume the same. 
ill start the recording, termination of the recording will ask 
ens the save as dialog box. Exit terminates the dialog box 
e editor.   
 
Figure – 4.24 Dialog IDD_CKKPLAY 
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Icon (Figure – 4.25): the researcher has used one icon named IDR_MENU1 which is 
logo of Saurashtra University. This icon is used as the picture of the file when the file 
is displayed in the explorer.  
 
 
Figure – 4.25 Icon (IDR_MENU1) 
 
 
 
 
 
 
 
 
 
 
 
Menu : Researcher has created a menu bar named IDR_MENU1 which is already 
discussed. 
String table: String table consists of the name of all the objects created in the entire 
project with its corresponding value and caption. 
Toolbar: Researcher has created two toolbars named IDR_TOOLBAR1 and 
IDR_TOOLBAR2. Both of the toolbars are already discussed earlier in detail. 
 
4.2.4 List of short cut keys 
 
Short cut key Functionality 
Ctrl+O Opens an exiting file 
Ctrl+N Opens a new blank document 
Ctrl+P Prints the active document 
Ctrl+X Cut the selection and puts it into clipboard 
Ctrl+C Copies the selection and puts it into clipboard 
Ctrl+ V Copies the content of the clipboard at the insertion point 
Ctrl+B Bold 
Ctrl+I Italic 
Ctrl+U Underline 
Ctrl+F Find 
Ctrl+H Replace 
Ctrl+Y Redo 
Ctrl+Z Undo 
Ctrl+R Repeat 
Ctrl++ Super script 
Ctrl+= Subscript 
Ctrl+A Select all 
Table – 4.8 Short cut keys 
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4.3 Creation of speech file for Gujarati character 
 
Researcher has proposed the model of speech processing in the previous chapter i.e. 
in Chapter – 3 in topic 3.6. The model is divided into two sub models; the first sub 
model is concerned with the creation of speech file. The implementation of the 
proposed sub model i.e. 3.6.1 is performed over here. The following represent the 
processes adopted in the creation of the speech file. 
 
The development of database involved decisions concerning (1) linguistic definitions 
(text corpus, selection of dialect areas, phonetic transcription) (2) technical setup 
(recording equipment, backup, formatting) and (3) determination of speakers. 
 
The first step of database designing involves creation of the corpus. The corpus 
consisted of a number of different Gujarati characters, Starting form S to 7. 
 
4.3.1 Speaker characteristics: Researcher has select six different speakers to create 
the master character database. Out of this six, three are female and three are male 
speakers. Speaker recruitment was carried out in such a way so that the utterances of 
the speaker is normal similar to a common human being.  
 
4.3.2 Recording site and platform: Recording took place at the Department of 
Computer Science, Saurashtra University, Rajkot in Speech Processing Lab. The 
recording plat form was based on a P-4 computer equipped with headphone and 
microphone. The recording software is the editor “ckksedit” which is designed and 
developed by the researcher as a one part of the model. For each item to be recorded, 
the researcher has maintained the minimum initial silence, maximum initial silence, 
final silence and maximum recording time. In order to improve the quality of the 
recording the researcher has checked the various types of microphone. 
 
4.3.3 Storing mechanism of speech file : Researcher has created six different 
directories for the six selected speaker. The directories are named from the speaker 
initial i.e. (1) “ckk”, (2) “ada”, (3) “paa”, (4) “hck”, (5) “kpm” and (6) “mck”. 
Initially researcher has stored the entire Gujarati characters in one file named ktogna 
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for all the six speakers. When the recording of all six speakers was completed a 
pronunciation lexicon was produced. All the characters were identified and different 
character form S to 7 is extracted and stored alphabetically in the separate files as 
they spells i.e. ka, kha, g, gh, ch, chh, j, ja, ta, tha, d, dha, na, t, th, d, dh, n, pa, pha, 
ba, bha, ma, ya, ra, la, va, s, sh, sha, ha, nan, akshar, gina. All fragments, 
mispronunciation and non-speech events were removed, and a single occurrence of 
each character was selected. The same process is repeated for all the remaining five 
users, and the speech files of the corresponding user is stored in the corresponding 
directory of the speaker. The speech file is available in the CD-ROM in the folder 
“master data”. 
 
Researcher has set the following parameter and then recording of the speech file is 
performed for all the four users. 
 File type .wav 
Sampling frequency 11025Hz 
No. of channel Stereo(1ch)
Quantization bits 16 bits 
Table-4.9 Recording parameter 
 
 
 
 
 
 
 
4.4 Classification of Gujarati characters based on pronunciation 
 
The nature of sound in any language can be described in three different ways as (1) A 
sound can be described by focusing, the activities/action to be performed by various 
component parts of body, or (2) A sound can be articulated while pronouncing, the 
airflow from the lungs during speech are produced and the way in which they spread 
in the air or (3) A sound can also be described, in the way in which the waves of the 
sound is catch by the ear.  
 
Out of all the above three methods, the most of the work is done only on the first 
method. If we wish to identify the different special parts of the body, which are meant 
only for creation of sound, then the answer is none. But the components, which create 
the sound, are lungs, guttural, tongue, lips etc. Basically they are meant for other task 
i.e. the main functionality of these components is different. 
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Fundamentally the sound/voice/speech is the wonderful byproducts of an important 
necessary activity of the body that is breathing. Most of the sound are produced when 
lungs creates the pressure to produce the airflow, which passes through oral cavity or 
nasal cavity.  When any   person inhales, no sounds are generated. Normally the 
breathing process is silent. The sound will be created only if some pressure is applied 
on the passes airflow. While producing the speech, the existed airflow is impediments 
or resisted at different place and in different way and results into various sound. 
 
The consonant of Gujarati language is divided into two categories (1) Plosive (sparsh) 
consonant (2) Fricative (Sangharshio). The researches has focused on the first 
categories i.e. Plosive (sparsh) consonant. The Plosive (sparsh) consonant can be 
categories in different five ways (1) Nasal (anunasiktav) (2) Oral (Nirnunasiktav) (3) 
Voiced-Voiceless (Ghostav-Aghostav) (4) unaspirated-aspirated (alppran-MahaPranh) 
and (5) places/position of pronunciation. 
 
4.4.1 Nasal (Anunasiktav): While pronouncing the airflow is passes through the 
nasal track, results into the sound which is known as Nasal (Anunasiktav) consonants. 
 
4.4.2 Oral (Nirnunasiktav) – While pronouncing such sound, the airflow not passes 
through the nasal track, results into the sound, which is known as Oral 
(Nirnunasiktav) consonants.  i.e. 54 O4 34 A4 E4 S4 B4 U4 34 R4 K4 H4 h4 84 94 04 -4 T4 Y4 N4 
W are Oral (Nirnunasiktav) sound.  
 
4.4.3 Voiced-Voiceless (Ghostav-Aghostav) : Consonant can be Voiced (Ghoshtav) 
or Voiceless (Aghostav). While pronouncing the airflow is passing through open 
vocal cords (Nadtantrio) without vibrating it, then such sound is called Voiceless 
(aghoshtav) i.e. S4 B4 R4 K4 84 94 T4 Y4 54 O4 ;4 X4 Ø are Voiceless (aghoshtav) 
consonant. 
 
While pronouncing the airflow is passing through the tense vocal cords (Nadtantrio) 
in such a way so it vibrate these vocal cords (Nadtantrio), then such sound is called 
Voiced (Ghostav). i.e. U4 34 H4 h4 04 -4 N4 W4 A4 E are Voiced (Ghostav). 
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4.4.4 Unaspirated-aspirated (Alppran-MahaPranh)– The sound which is produced 
by a less airflow then it is called unaspirated (alppran) i.e  S4 U4 R4 H4 84 04 T4 N4 54 A4  
64 G4 D4 I4 Z4 , are called unaspirated (alpapran) consonant. 
The sound, which is produced by a more airflow then it, is called aspirated 
(mahapran) consonant. B4 34 K4 h4  94 -4 Y4 W4 O4 E4 ;4 X4 Ø4 C are aspirated 
(mahapran) consonant. 
 
4.4.5 Classification based on position of pronunciation: Consonants are pronounced 
from different places can also be used to categorize the consonant. In Plosive (sparsh) 
consonant pronunciation part plays a vital role. But every part is associated with a 
specific consonant.  So using only these parts, the consonant can also be classified. 
This concept classifies the consonant in to five different categories as follow: 
 
4.4.5.1 Velar consonant: In this pronunciation back part of tongue rise up and touches 
the front part of kanth or velum, such consonant are called the Velar consonant.   V4 
S4 B4 U4 34 C are the example of Velar. 
 
4.4.5.2 Palatal consonant: In this pronunciation middle part of tongue goes up and 
touches the front part of palate or hard palate, which is known as Palatal consonant.    
.4 R4 K4 H4 h4 X are example of Palatal consonant. 
 
4.4.5.3 Cerebral Consonant: In this pronunciation the front part of tongue touches 
between hard and soft palate, which is known as Cerebral. 84 94 04 -4 64 Z4 Ø are 
example of Cerebral consonant. 
 
4.4.5.4 Dantya consonant: In this pronunciation the front part of the tongue touches 
the upper part of teeth so they known as dantya consonant. T4 Y4 N4 W4 G4 ,4 ; 
 
4.4.5.5 Labial Consonant: In this pronunciation lower leaps touches the upper leaps so 
it is know as labial consonant i.e.  54 O4 A4 E4 D 
 
 
The following table represents the summary of all the different types of consonant in 
Gujarati language 
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 Velar Palatal Cerebral Dantya Labial
Unaspirated
 
S - 8 T 5 
Voiceless
(Agosh) Aspirated 
 
B - 9 Y O 
Unaspirated
 
U - 0 N  
Sparsh 
Voiced Aspirated 
 
3 - - W E 
Unaspirated
 
- R - - - 
Voiceless 
(Agosh) Aspirated 
 
- K - - - 
Unaspirated
 
- H - - - 
Sparsh 
Voiced Aspirated 
 
- h - - - 
Voiceless - - X Ø ; - Sparsh 
Voiced - - h - - - 
Lateral 
(Parchik) 
- - - - - , - 
Intermittant 
(Prankapi) 
- - - - - Z - 
Nasalized 
(Nasikaya) 
- - - - - G D 
Approximant 
Sonant 
- - - I - - J 
Table – 4.10  Classification of Gujarati character depending on its pronunciation 
 
 
4.5 Analysis of Gujarati characters to extract the various features 
 
Researcher has studied the classification of Gujarati alphabets from different various 
angle and started the analysis of different characters. For this the researcher has 
divided the analysis into three different steps. During the analysis the researcher has 
also study the different features of the Gujarati character and created a sample 
database of the same features and in the last the researchers has proposed an algorithm 
to identify the different characters of the Gujarati language. Following represents the 
analysis steps, database design and algorithm. 
 
4.5.1 Determination of Gujarati characters for experimental work 
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Gujarati language consists of 12 vowels, 34 consonant, 10 digits and many more 
special characters. For the experimental work researcher has selected only consonant. 
While study the characteristics of the Gujarati character, the researcher has identified 
the different five characters for the experimental work. S4 R4 Z4 T4 D.  
 
To get more detail the researcher feels to study more samples for these five Gujarati 
characters i.e. (S4 R4 Z4 T4 D.) And hence again he has pronounced the each character 
five times from the same speaker and prepared the different speech file for each 
speaker and stored these entire files in their respective directories. The file name are 
given as ka101, ka102, ka103, ka104, ka105, ch101, ch102, ch103, ch104, ch105, 
ra101, ra102, ra103, ra104, ra105, t101, t102,t103, t104, t105, ma101, ma102, ma103, 
ma104 and ma105 for speaker 1 i.e. (CKK). The same pattern is repeated for the 
second speaker and the different speech files are created. The name of the file follows 
the same pattern except that 101, 102, 103, 104, 105 becomes 201, 202, 203, 204 and 
205 respectively.  For the third speaker it is 301, 302 and so on. The process is 
repeated for fourth, fifth and sixth speaker. The speech file is available in the same 
CD-ROM in the folder “master data”. 
 
4.5.2 Determination of filters/techniques to study the features of the Gujarati 
character 
 
Analysis often consists of studying the frequency components of signals; this is best 
done through filters or through transform methods. In the analog world the filters are 
composed of resistors, capacitors, and inductors or their electronic equivalents. In the 
digital world we generally do filtering with copter programs. The signals we process 
are digital; they are quantized samples or more simply numbers. 
 
If we define a filter as a device that discriminates among incoming frequencies, then 
filters can be implemented. In the past few decades, discrete-time algorithms 
employing computational elements have played an increasing role in filter 
applications.  Most commonly, these elements also incorporate discrete numerical 
values to represent signals. For simplicity we refer to these device as digital filters.  
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Digital filter design requires approximation and synthesis, but the situation is 
somewhat reversed; the approximation problem, how to find filter parameters to 
satisfy a given design criterion, predominates. In the early days of digital filter design, 
this accuracy problem could also be critical because of possible bad effects of the 
finite word lengths. Nowadays, the availability of 32-bit word lengths and floating 
point capabilities at a greatly reduced cost means that the designer of digital filters can 
choose highly accurate components. 
 
The most common application of a filter is to permit a given band of frequencies to 
pass through relatively undisturbed while all other frequencies are severely 
suppressed.  In this one can describe some of the desired characteristics of several 
well-known filters. The researcher has identified some filters discussed as follow: 
 
4.5.2.1 Butterworth[6] 
 
It is one type of electronic filter design. It is designed to have a frequency response 
which is as flat as mathematically possible in the pass band. Another name for them is 
‘maximally flat magnitude’ filters.  
 
The Butterworth type filter was first described the British engineer stephen 
butterworth in his paper "On the Theory of Filter Amplifiers", Wireless Engineer (also 
called Experimental Wireless and the Radio Engineer), vol. 7, 1930, pp. 536-541. 
 
An ideal band pass filter passes some range of frequencies without distortion and 
suppresses all other frequencies. Its time-domain representation  is 
noncausal and decays much too slowly with time for many practical uses. The 
appropriate bandpass filter is one whose time decay can be chosen to be reasonable 
(in combination with a reasonable necessary compromise on the shape of the 
rectangle). Butterworth filters fulfill these needs.  
 
The frequency response of the Butterworth filter is maximally flat (has no ripples) in 
the passband, and rolls off towards zero in the stopband. When viewed on a 
logarithmic Bode plot, the response slopes off linearly towards negative infinity. For a 
first-order filter, the response rolls off at −6 dB per octave (−20 dB per decade) (All 
first-order filters, regardless of name, have the same normalized frequency. For a 
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second-order Butterworth filter, the response decreases at −12 dB per octave, a third-
order at −18 dB, and so on. Butterworth filters have a monotonically changing 
magnitude function with ω. The Butterworth is the only filter that maintains this same 
shape for higher orders (but with a steeper decline in the stopband) whereas other 
varieties of filters have different shapes at higher orders. 
In matlab the butterwoth filter works as follow: 
 
[B,A] = BUTTER(N,Wn) designs an Nth order lowpass digital Butterworth filter and 
returns the filter coefficients in length N+1 vectors B (numerator) and A 
(denominator). The coefficients are listed in descending powers of z. The cutoff 
frequency Wn must be 0.0 < Wn < 1.0, with 1.0 corresponding to half the sample rate. 
If Wn is a two-element vector, Wn = [W1 W2], BUTTER returns an order 2N 
bandpass filter with passband  W1 < W < W2.    
  
[B,A] = BUTTER(N,Wn,'high') designs a highpass filter. 
    [B,A] = BUTTER(N,Wn,'low') designs a lowpass filter. 
     [B,A] = BUTTER(N,Wn,'stop') is a bandstop filter if Wn = [W1 W2]. 
 
When used with three left-hand arguments, as in [Z,P,K] = BUTTER(...), the zeros 
and poles are returned in length N column vectors Z and P, and the gain in scalar K. 
 
4.5.2.2 Filter 
 
It is One-dimensional digital filter.  Y = FILTER(B,A,X) filters the data in vector X 
with the filter described by vectors A and B to create the filtered data Y.  The filter is 
a "Direct Form II Transposed" implementation of the standard difference equation: 
  
a(1)*y(n) = b(1)*x(n) + b(2)*x(n-1) + ... + b(nb+1)*x(n-nb) –  
a(2)*y(n-1) - ... – a(na+1)*y(n-na) 
  
If a(1) is not equal to 1, FILTER normalizes the filter coefficients by a(1).  
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FILTER always operates along the first non-singleton dimension, namely dimension 1 
for column vectors and non-trivial matrices, and dimension 2 for row vectors. 
  
[Y,Zf] = FILTER(B,A,X,Zi) gives access to initial and final conditions, Zi and Zf, of 
the delays.  Zi is a vector of length  MAX(LENGTH(A),LENGTH(B))-1, or an array 
with the leading dimension of size MAX(LENGTH(A),LENGTH(B))-1 and with 
remaining dimensions matching those of X. 
  
FILTER(B,A,X,[],DIM) or FILTER(B,A,X,Zi,DIM) operates along the dimension 
DIM. 
 
4.5.2.3 Median filter[6] 
 
The median filter is a non-linear digital filtering technique, often used to remove noise 
from images or other signals. The idea is to examine a sample of the input and decide 
if it is representative of the signal. This is performed using a window consisting of an 
odd number of samples. The values in the window are sorted into numerical order; the 
median value, the sample in the center of the window, is selected as the output. The 
oldest sample is discarded, a new sample acquired, and the calculation repeats. 
 
The median filter is also a sliding-window spatial filter, but it replaces the center 
value in the window with the median of all the pixel values in the window. As for the 
mean filter, the kernel is usually square but can be any shape. It is a non-linear signal 
enhancement technique for the smoothing of signals, the suppression of impulse 
noise, and preserving of edges. In the one-dimensional case it consists of sliding a 
window of an odd number of elements along the signal, replacing the center sample 
by the median of the samples in the window. In the following picture we use window 
sizes of 3 and 5 samples. The first two columns show a step function, degraded by 
some random noise. The two last columns show a noisy straight line, and in addition 
one and two samples, which are considerably different from the neighbour samples. 
 
4.5.2.4 End point detection 
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An important problem in speech processing is to detect the presence of speech in a 
background of noise. This problem is often referred to as the end point location 
problem. The accurate detection of a word’s start and end points means that 
subsequent processing of the data can be kept to a minimum. Consider the speech 
recognition technique based on template matching. The exact timing of an utterance 
will generally not be the same as that of the template. They will also have different 
durations. In many cases the accuracy of alignment depends on the accuracy of the 
endpoint detections. In order to perform well, the algorithm must take a number of 
special situations into account such as  
- Words, which begin or end with low-energy phonemes (weak fricatives) 
- Words, which end with an unvoiced plosive. 
- Word, which end with a nasal. 
- Speakers ending words with a trailing off in intensity or a short breath (noise) 
 
4.5.2.5 Pitch determination 
 
Pitch is defined as that attribute of auditory sensation in terms of which sounds may 
be ordered on a musical scale. One of the advantages of using pitch analysis or pitch 
detection is its development of a robust and accurate pitch detector has been the focus 
of much research in the area of speech analysis. Another advantage of using pitch 
detection is it locates the underlying periodicity in the acoustic pressure waveform. 
Also detection of pitch locates the actual instant of glottal closure from the speech 
waveform and hence can deduce the pitch of the voice. 
 
There are a number of theories of pitch perception and these have given rise to 
computational models, which implement them. The pitch of the voice is determined 
by four main factors. These include the length, tension, and mass of the vocal cords 
and the pressure of the forced expiration also called the sub-glottal pressure.  The 
average approximate pitch for males is 125Hz, for female is 225Hz, and for children 
are 300Hz.  
 
One of the difficulties in making a reliable estimate of the pitch period across a wide 
range of speech utterances and speakers is the effect of the formant structure on 
 
 167
measurements related to the periodicity of the waveform.  It is the removal of formant 
structure that is so important for a good pitch extractor.  There are several different 
methods that have been developed that condition the speech signal in such a way so 
that the periodic nature of the signal is emphasized by the removal of the formant 
structure: 
 
For extraction pitch (fundamental frequency) the researcher has used cepstrum 
analysis (homomorphic processing). The cepstrum attempts to separate or 
deconvolute the periodic effects of the vocal source and vocal tract response so that 
they are nearly independent or easily identifiable and separable. By taking the 
logarithm of the Fourier transform of the speech signal the effect of the vocal source 
and vocal tract on the signal are now additive. 
 
The effect of the vocal tract is to produce a “low frequency” ripple in the logarithm 
spectrum while the periodicity of the vocal source manifests itself as a “high-
frequency” ripple in the logarithm spectrum. Thus the spectrum of the logarithm 
spectrum has a sharp peak corresponding to the high frequency source ripples in the 
logarithm spectrum and the broader peaks correspond to the low frequency formant 
structure in the logarithm spectrum. Thus the pitch period of voiced speech can be 
extracted using the cepstrum. 
 
Since Schroeder first suggested using the cepstrum for analyzing speech signals, the 
technique has proven to be effective for detecting the pitch period of voiced speech. 
The ability of the cepstrum to separate the harmonic and envelope characteristics of 
voiced speech has since been put to use in formant extraction schemes, and more 
recently, cepstral coefficients have replaced LPC coefficients in advanced speech 
recognition systems.  
 
Cepstrum is the IDFT of the logarithm of the magnitude of the DFT of the signal. The 
cepstral plot gives a peak at the pitch period for voiced speech and there is no 
substantial peak in the cepstrum plot for unvoiced speech.  
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The little limitation of Cepstrum-Liftering method is that it is subjected to noisy 
disturbance. This is because, for noisy speech cepstrum, the peak produced from the 
source is dominated by that produced from noise. Therefore, the liftering cut-off point 
must be estimated appropriately according to speaker gender. The following figure 
represents the cepstrum analysis algorithm for pitch detection. 
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Figure – 4.26  Cepstrum analysis steps for pitch detection 
4.5.2.6 Real Cepstrum (rceps) 
 
The real cepstrum is the inverse Fourier transform of the real logarithm of the 
magnitude of the Fourier transform of a sequence. rceps(x) returns the real cepstrum 
of the real sequence x. The real cepstrum is a real-valued function. rceps is a function 
in Matlab, which defined as  
 
y = real(ifft(log(abs(fft(x))))); 
 
4.5.2.7 Discrete Cosine Transform (DCT) [14][15] 
 
y = dct(x) returns the unitary discrete cosine transform of x, is defined as follow: 
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N is the length of x, and x and y are the same size. If x is a matrix, dct transforms its 
columns. The series is indexed from n = 1 and k = 1 instead of the usual n = 0 and k = 
0 because MATLAB vectors run from 1 to N instead of from 0 to N- 1. y = dct(x,n) 
pads or truncates x to length n before transforming.  
 
The DCT is closely related to the discrete Fourier transform. One can often 
reconstruct a sequence very accurately from only a few DCT coefficients, a useful 
property for applications requiring data reduction. 
 
4.5.2.8 Vector Quantization (VQ) [12] 
 
The state-of-the-art in feature matching techniques used in speaker recognition or 
character detection includes Dynamic Time Warping (DTW), Hidden Markov 
Modeling (HMM), and Vector Quantization (VQ). The researcher has used, the VQ 
approach, due to ease of implementation and high accuracy. VQ is a process of 
mapping vectors from a large vector space to a finite number of regions in that space. 
Each region is called a cluster and can be represented by its center called a codeword. 
The collection of all code words is called a codebook.  
 
 
Figure –4.27  Conceptual diagram illustrating vector quantization codebook formation
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The figure – 4.27 shows a conceptual diagram to illustrate the recognition process. In 
the figure, only two speakers and two dimensions of the acoustic space are shown. 
The circles refer to the acoustic vectors from the speaker 1 while the triangles are 
from the speaker 2. In the training phase, a speaker-specific VQ codebook is 
generated for each known speaker by clustering his/her training acoustic vectors. The 
result code words (centroids) are shown in the figure by black circles and black 
triangles for speaker 1 and 2, respectively. The distance from a vector to the closest 
codeword of a codebook is called a VQ-distortion. In the recognition phase, an input 
utterance of an unknown voice is "vector-quantized" using each trained codebook and 
the total VQ distortion is computed. The speaker corresponding to the VQ codebook 
with smallest total distortion is identified. There is a well-know algorithm, namely 
LBG algorithm [Linde, Buzo and Gray, 1980], for clustering a set of L training 
vectors into a set of M codebook vectors. 
 
4.5.2.9 LBG algorithm [Linde, Buzo and Gray, 1980], for clustering a set of L 
training vectors into a set of M codebook [13] 
 
The algorithm is formally implemented by the following recursive procedure: 
 
(1) Design a 1-vector codebook; this is the centroid of the entire set of training 
vectors (hence, no iteration is required here). 
(2) Double the size of the codebook by splitting each current codebook r 
according to    r+ = r(1+ ε) 
     r- = r(1- ε)  
where ε is a splitting parameter (The researcher has taken ε=0.01) 
(3)  Nearest-Neighbor Search using disteu function: for each training vector, find 
the codeword in the current codebook that is closest (in terms of similarity 
measurement), and assign that vector to the corresponding cell (associated with the 
closest codeword). 
(4) Centroid Update: update the codeword in each cell using the centroid of the 
training vectors assigned to that cell. 
(5) Iteration 1: repeat steps 3 and 4 until the average distance falls below a preset 
threshold 
(6) Iteration 2: repeat steps 2, 3 and 4 until a codebook size of M is designed. 
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4.5.2.10 Mel Frequency Cepstrum Coefficient (MFCC) 
 
Because of the known variation of the ear’s critical band-width frequency, filters 
spaced linearly at low frequencies and logarithmically at high frequencies have been 
used to capture the phonetically important characteristics of speech. This result 
suggested that a compact representation would be provided by a set of mel-frequncy 
cepstrum coefficients. These cepstrum coefficients are the result of a cosine transform 
of the real logarithm of the short time energy spectrum expressed on a Mel-frequency 
scale. In MFCC, the main advantage is that it uses mel frequency scaling which is 
very approximate to the human auditory system. The sequence of processing includes 
for each chunk of data and basic steps are (1) Window the data with a hamming 
window (2) Shift it into FFT order (3) Find the magnitude of FFT (4) Convert the FFT 
data into filter bank outputs (5) Find the log base 10 and (6) Find the cosine transform 
to reduce dimensionality. A block diagram of the structure of an MFCC process is 
shown in Figure – 4.28 
 
Frame Blocking: In this step the continuous speech signal is blocked into frames of 
N samples, with adjacent frames being separated by M (M < N). The first frame 
consists of the first N samples. The second frame begins M samples after the first 
frame, and overlaps it by N -M samples. Similarly, the third frame begins 2M samples 
after the first frame (or M samples after the second frame) and overlaps it by N - 2M 
samples. This process continues until all the speech is accounted for within one or 
more frames. Typical values for N and M are N = 256 (which is equivalent to ~ 30 
msec windowing and facilitate the fast radix-2 FFT) and M = 100. 
 
Windowing: The next step in the processing is to window each individual frame so as 
to minimize the signal discontinuities at the beginning and end of each frame. The 
concept here is to minimize the spectral distortion by using the window to taper the 
signal to zero at the beginning and end of each frame. If we define the window as, 
where N is the number of samples in each frame, then the result of windowing is the 
signal. Typically the Hamming Window is used.   In Matlab “hamming” function is 
used to find the hamming window. W=hamming(n) returns the N-point symmetric 
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Hamming window in a column vector w, n should be a positive integer. The 
coefficients of a Hamming window are computed from the following equation: 
                                1,...,0,
1
2cos46.054.0]1[ −=


−−=+ nkn
kk πw  
 
Fast Fourier Transform: Next step is the Fast Fourier Transform which converts 
each frame of N samples in time domain to frequency domain. The frame blocking 
step that was previously done was to enable the ease of performing of the FFT.  
 
Mel-Frequency Wrapping: The spectrum obtained from the above step is Mel 
Frequency Wrapped. The Mel-frequency scale is a linear frequency spacing below 
1000 Hz and a logarithmic spacing above 1000 Hz. As a reference point, the pitch of a 
1 kHz tone, 40 dB above the perceptual hearing threshold, is defined as 1000 Mels. 
Therefore we can use the following approximate formula to compute the Mels for a 
given frequency f in Hz:  
 
Mel (f) =2595*log10 (1+f / 700) 
 
The major work done in this process is to convert the frequency spectrum to Mel 
spectrum. Psychophysical studies have shown that human perception of the frequency 
contents of sounds for speech signals does not follow a linear scale. Thus for each 
tone with an actual frequency, f, measured in Hz, a subjective pitch is measured on a 
scale called the ‘Mel’ scale. 
 
Cepstrum: In this final step, we convert the log Mel spectrum back to time. The 
result is called the Mel-Frequency Cepstral Coefficients (MFCC). The cepstral 
representation of the speech spectrum provides a good representation of the local 
spectral properties of the signal for the given frame analysis. Because the Mel 
spectrum coefficients (and so their logarithm) are real numbers, we can convert them 
to the time domain using the Discrete Cosine Transform (DCT). Therefore we can 
calculate the MFCC's.  
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Figure – 4.28  Block diagram of the MFCC processor 
 
 
 
 
 
 
 
 
 
 
 
4.5.3 Graphical representation of character features using various 
filters/algorithms 
 
As discussed in 4.5.1, the researcher has determined five different Gujarati characters 
i.e. S4 R4 Z4 T4 D. The researcher has pronounced these five characters from different 
speaker and applied different algorithm on all these wave files. Some of the graphical 
outcome generated due to the process is given as follow. Out of five speakers 
researcher has represented the outcome of only two users i.e. one for male and another 
for female. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 174
4.5.3.1 Various representation of Gujarati character S  
 
Male speaker  
 
 
 
 
 
 
 
 
Figure – 4.29 Original & extracted wave signal of S for male speaker 
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 Figure – 4.30 Mel-frequency cepstral coefficient of S for male speaker 
 
 
 Figure – 4.31 Detailed fft magnitude of S for male speaker 
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 Figure – 4.32 log 10 mel-scale filter bank output of S for male speaker 
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Female speaker  
 
 
 
 
 
 Figure – 4.33 Original & extracted wave signal of S for female speaker 
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 Figure – 4.34 Mel-frequency cepstral coefficient of S for female speaker 
 
 
Figure – 4.35 Detailed fft magnitude of S for female speaker  
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Figure – 4.36 log 10 mel-scale filter bank output of S for female speaker 
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4.5.3.2 Various representation of Gujarati character R 
 
Male speaker  
 
 
 
 
 
 Figure – 4.37 Original & extracted wave signal of R for male speaker 
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 Figure – 4.38 Mel-frequency cepstral coefficient of R for male speaker 
 
 
Figure – 4.39 Detailed fft magnitude of R for male speaker  
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Figure – 4.40 log 10 mel-scale filter bank output of R for male speaker 
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Female speaker 
 
 
 
 
 
 Figure – 4.41 Original & extracted wave signal of R for female speaker 
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 Figure – 4.42 Mel-frequency cepstral coefficient of R for female speaker 
 
 
Figure – 4.43 Detailed fft magnitude of R for female speaker  
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Figure – 4.44 log 10 mel-scale filter bank output of R for female speaker 
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4.5.3.3 Various representation of Gujarati character Z 
 
Male speaker 
 
 
 
 
 
 Figure – 4.45 Original & extracted wave signal of Z for male speaker 
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 Figure – 4.46 Mel-frequency cepstral coefficient of Z for male speaker 
 
 
Figure – 4.47 Detailed fft magnitude of Z for male speaker  
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Figure – 4.48 log 10 mel-scale filter bank output of Z for male speaker 
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Female speaker 
 
 
 
 
 
 Figure – 4.49 Original & extracted wave signal of Z for female speaker 
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 Figure – 4.50 Mel-frequency cepstral coefficient of Z for female speaker 
 
 
 Figure – 4.51 Detailed fft magnitude of Z for female speaker 
 
  
191
 
 
 
Figure – 4.52 log 10 mel-scale filter bank output of  Z for female speaker 
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4.5.3.4 Various representation of Gujarati character T 
 
Male speaker 
 
 
 
 
 
 
 
F r 
 
 
 
 
 
 
 
 
 
 
 
 
 
 igure – 4.53 Original & extracted wave signal of T for male speake
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 Figure – 4.54 Mel-frequency cepstral coefficient of T for male speaker 
 
 
Figure – 4.55 Detailed fft magnitude of T for male speaker  
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Figure – 4.56 log 10 mel-scale filter bank output of T for male speaker 
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Female speaker  
 
 
 
 
 
 
 
Figure – 4.57 Original & extracted wave signal of T for female speaker 
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 Figure – 4.58 Mel-frequency cepstral coefficient of T for female speaker 
 
 
 Figure – 4.59 Detailed fft magnitude of T for female speaker 
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Figure – 4.60 log 10 mel-scale filter bank output of “T for female speaker 
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4.5.3.5 Various representation of Gujarati character D 
 
Male speaker  
 
 
 
 
 
 
 
F r 
 
 
 
 
 
 
 
 
 
 
 
 
 
 igure – 4.61 Original & extracted wave signal of D for male speake
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 Figure – 4.62 Mel-frequency cepstral coefficient of D for male speaker 
 
 
Figure – 4.63 Detailed fft magnitude of D for male speaker  
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Figure – 4.64 log 10 mel-scale filter bank output of D for male speaker  
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Female speaker  
 
 
 
 
 
 Figure – 4.65 Original & extracted wave signal of D for female speaker 
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 Figure – 4.66 Mel-frequency cepstral coefficient of  D for female speaker 
 
 
 
 Figure – 4.67 Detailed fft magnitude of D for female speaker 
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Figure – 4.68 log 10 mel-scale filter bank output of D for female speaker 
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4.6 Suggested steps (algorithm) for recognition of character. 
 
4.6.1 Store the pronounced Gujarati character in the form of .wav file i.e. 
“ckkchar.wav”. 
4.6.2 Convert the stored wave file (ckkchar.wav) into data file using wavread 
function. 
4.6.3 Remove the noise and distortion from the speech data file and create the new 
speech data file i.e. the determination of end point in the speech data file. 
4.6.4 Find the pitch for the current speech data signal and determine the gender i.e. 
whether a male or female pronounces the character. 
4.6.5 Find the Mal-Frequency Cepstral Coefficient for the inputted speech data 
signal generated in step 4.6.3. 
4.6.6 Prepare codebook for master speech signal using following steps: 
(1) Read the master character speech wave file into a speech data file. 
(2) Remove the noise and distortion from the speech data file and create 
the new speech data file i.e. the determination of end point in the 
speech data file. 
(3) Find the Mal-Frequency Cepstral Coefficient for the speech data file 
generated in (3). 
(4) Input the output of (3) to the algorithm vqlbg (Vector Quantization 
using Linde-Buzo-Gray) which computes nearest neighbour search 
using “disteu” function, finds the centroids for the speech data file and 
ultimately generates codebook for the speech data file. 
4.6.7 Repeat step – 4.6.6 for the different master characters. The researcher has 
taken five different Gujarati characters for the experimental i.e. S4 R4 Z4 T4 D. 
4.6.8 Compute the Euclidean distance for the speech data file generated in step 4.6.5 
and step 4.6.6, which measures the similarities between two speech data files. 
4.6.9 Repeat step-4.6.8 for each codebook, which is generated in step-4.6.7. 
4.6.10 Compare the results generated in step-4.6.9 and determine the corresponding 
character. 
4.6.11 Terminate the algorithm. 
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4.7 Related Matlab code/programs used in analysis/detection of speech 
signals of Gujarati character 
 
To perform the analysis and extract the different features of the pronounced Gujarati 
characters, the researcher has used the following Matlab codes. 
 
4.7.1 Main program (ckkmain.m) 
 
% 
********************************************************************* 
% Program to determine the characer of gujarati characters. 
% progam name ckkmain.m 
% Program is written to identify "ka, ch, ra, t, ma" characters of Gujarati 
% characters. 
% 
********************************************************************* 
function ckkmain(ow) 
     [wo,fs]=wavread(ow); 
      
% finding the endpoint for the inputted character 
     [wo]=ckkepd(wo);  
      
% Fiding the fundamental frequency i.e. pitch for the character  
     [pitchf0]=ckkpitch(wo,fs); 
     fprintf('fs = %g\n',fs); 
     fprintf('pitchf0 = %7.2f\n',pitchf0); 
     if pitchf0<200 
          fprintf('You are male\n'); 
     else  
          fprintf('You are female\n'); 
     end 
      
% fiding the cepstrum coeffient for inputed uttrance 
     wocep=ckkmfcc(wo,fs,100); 
      
% Creaton of codebook for ka 
     [w1,fs]=wavread('ka101.wav'); 
     [w1]=ckkepd(w1); 
     [kacep]=ckkmfcc(w1,fs,100); 
     [kacodebook]=vqlbg(kacep,8); 
      
% Creaton of codebook for ch 
     [w2,fs]=wavread('ch101.wav'); 
[w2]=ckkepd(w2); 
     [chcep]=ckkmfcc(w2,fs,100); 
     chcodebook=vqlbg(chcep,8); 
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% Creaton of codebook for ra 
     [w3,fs]=wavread('ra101.wav'); 
     [w3]=ckkepd(w3); 
     [racep]=ckkmfcc(w3,fs,100); 
     racodebook=vqlbg(racep,8); 
      
% Creaton of codebook for t 
     [w4,fs]=wavread('t101.wav'); 
     [w4]=ckkepd(w4); 
     [tcep]=ckkmfcc(w4,fs,100); 
     tcodebook=vqlbg(tcep,8); 
      
% Creaton of codebook for ma 
     [w5,fs]=wavread('ma101.wav'); 
     [w5]=ckkepd(w5); 
     [macep]=ckkmfcc(w5,fs,100); 
     macodebook=vqlbg(macep,8); 
     
     % Finding the distance 
     r1=ckkcompare(wocep,kacodebook); 
     r2=ckkcompare(wocep,chcodebook); 
     r3=ckkcompare(wocep,racodebook); 
     r4=ckkcompare(wocep,tcodebook); 
     r5=ckkcompare(wocep,macodebook); 
      
% Comparing the characters 
     if((r1<r2) & (r1<r3) & (r1<r4) & (r1<r5)) 
          fprintf('Ka\n'); 
     end 
     if((r2<r1) & (r2<r3) & (r2<r4) & (r2<r5)) 
          fprintf('Ch\n'); 
     end 
     if((r3<r1) & (r3<r2) & (r3<r4) & (r3<r5)) 
          fprintf('Ra\n'); 
     end 
     if((r4<r1) & (r4<r2) & (r4<r3) & (r4<r5)) 
          fprintf('T\n'); 
     end 
     if((r5<r1) & (r5<r2) & (r5<r3) & (r5<r4)) 
          fprintf('Ma\n'); 
     end 
end  
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4.7.2 A program for detection of End Point (ckkepd.m) [7] 
 
% 
********************************************************************* 
% Program to find the starting and end point of the uttracne  
% progam name ckkepd.m 
% first : start position of the uttrracne  
% last  : end   position of the uttrance    
% 
********************************************************************* 
function [nd]=ckkepd(d)  
     frameSize = 64; % 256;  
     frameOverlap = 22; %86; 
     d = d - mean(d);  
      
% ====== Take frames  
     framedY  = buffer(d, frameSize, frameOverlap);  
     frameNum = size(framedY, 2);    % Number of frames  
      
% We calculate the energy per frame first. ie.  
     meanFrame = (mean(framedY.^2));  
     meanFrame(meanFrame==0) = eps;  
     energy =10*log10(meanFrame);  
     energyLevel2 = mean(energy);  
     voicedIndex = find(energy>=energyLevel2);  
     voicedIndex = voicedIndex * (frameSize - frameOverlap);  
     first = voicedIndex(1);  
     last = voicedIndex(end);  
     if last > 5513 
          last=5513; 
     end 
     nd=d(first:last); 
    subplot(211); 
    plot(d); 
    title('Original wave signal - Female speaker ()'); 
    subplot(212); 
    plot(nd); 
    title('Extracted Wave signal(after End point detection) - Female speaker ()'); 
end  
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4.7.3 A program for detection of Pitch (ckkpith.m) 
 
% 
********************************************************************* 
% Program to determine the pitch for gujarati characters. 
% progam name ckkpitch.m 
% 
********************************************************************* 
function [avgf0]=ckkpitch(d,fs)  
     [b,a]=butter(2,0.5); 
     d=filter(b,a,d); 
     ld=length(d);   % Number of samples 
     updRate=floor(20*fs/1000);  % Update every 20 msec 
    fRate=floor(40*fs/1000);    % Use a 40 msec segment 
     nFrames=floor(ld/updRate)-1; 
     f0=zeros(1,nFrames); 
     f01=zeros(1,nFrames); 
     avgf0=0; 
     l=1; 
     m=1; 
     for t=1:nFrames 
          yin=d(l:l+fRate-1); 
          a=pitch(fRate,fs,yin); 
          f0(t)=a; 
          % Median filterint 
          if t>2 & nFrames>3 
              z=f0(t-2:t); 
              md=median(z); 
              f01(t-2)=md; 
              if md>0 
                   avgf0=avgf0+md; 
                   m=m+1; 
              end 
          elseif nFrames<=3 
              f01(t)=a; 
              avgf0=avgf0+a; 
              m=m+1; 
          end 
          l=l+updRate; 
     end 
     if m==1 
          avgf0=0; 
     else 
          avgf0=avgf0/(m-1); 
     end 
end 
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4.7.4 A program to find pitch for individual frame (pitch.m) [8] 
 
% 
********************************************************************* 
% Program to determine the pitch for individual frame  
% progam name pitch.m 
% 
********************************************************************* 
function [f0]=pitch(wsize,fs,xin) 
     xin=hamming(wsize).*xin; 
     cnl=rceps(xin); 
     fh=500; 
     fl=70; 
     th=0.1; 
     LF=floor(fs/fh); 
     HF=floor(fs/fl); 
     cn=cnl(LF:HF); 
     [mxcep,ind]=max(cn); 
     if mxcep > th 
          f0=fs/(LF+ind); 
     else 
          f0=0; 
     end 
end 
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4.7.5 A program to find Mel-Frequency Cepstral Coefficient (MFCC) 
(ckkmfcc.m) [9] 
 
% 
********************************************************************* 
% Program to determine Mel-Frequency Cepstral Coefficient (MFCC) 
% progam name ckkmfcc.m 
% 
********************************************************************* 
function [ceps,freqresp,fb,fbrecon,freqrecon]=ckkmfcc(w1,fs,frate) 
     global  mfccDCTMatrix mfccFilterWeights 
     [r c]=size(w1); 
     if(r > c) 
          w1=w1'; 
     end 
     lowestFrequency=133.3333; 
     linearFilters=13; 
     linearSpacing=66.66666666; 
     logFilters=27; 
    logSpacing=1.0711703; 
     fftSize=256; 
     cepstralcoefficients=13; 
     windowSize=256; 
     if(nargin < 2) 
          fs=11025; 
     end 
     if(nargin < 3) 
          frate=100; 
     end 
     totalFilters=linearFilters+logFilters; 
     freqs=lowestFrequency+(0:linearFilters-1)*linearSpacing; 
     freqs(linearFilters+1:totalFilters+2)=freqs(linearFilters)*... 
          logSpacing .^ (1:logFilters+2); 
    lower=freqs(1:totalFilters); 
     center=freqs(2:totalFilters+1); 
     upper=freqs(3:totalFilters+2); 
     mfccFilterWeights=zeros(totalFilters,fftSize); 
     triangleHeight=2 ./ (upper-lower); 
     fftFreqs=(0:fftSize-1)/fftSize*fs; 
     for i=1:totalFilters 
          mfccFilterWeights(i,:)=(fftFreqs>lower(i) & ... 
              fftFreqs<= center(i)).* triangleHeight(i).*... 
              (fftFreqs-lower(i))/(center(i)-lower(i))+... 
              (fftFreqs>center(i) & fftFreqs<upper(i)).* ... 
              triangleHeight(i).*(upper(i)-fftFreqs)/(upper(i)-center(i)); 
     end 
     hamWindow=0.54-0.46*cos(2*pi*(0:windowSize-1)/windowSize); 
     if 0 
          windowSize=fs/frate; 
 
          a=0.54; 
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          b=-0.46; 
          wr=sqrt(windowStep/windowSize); 
          phi=pi/windowSize; 
          hamWindow=2*wr/sqrt(4*a*a+2*b*b)*... 
              (a+b*cos(2*pi*(0:windowSize-1)/windowSize+phi)); 
     end 
     mfccDCTMatrix=1/sqrt(totalFilters/2)*... 
          cos((0:(cepstralcoefficients-1))'* ... 
          (2*(0:(totalFilters-1))+1)*pi/2/totalFilters); 
      mfccDCTMatrix(1,:)=mfccDCTMatrix(1,:)*sqrt(2)/2; 
     if 1 
          preEmphasized=filter([1-0.97],1,w1); 
     else 
          preEmphasized=w1; 
     end 
     windowStep=fs/frate; 
     cols=fix((length(w1)-windowSize)/windowStep); 
     if(nargout>4) 
          fr=(0:(fftSize/2-1))'/(fftSize/2)*fs/2; 
          j=1; 
          for i=1:(fftSize/2) 
              if fr(i) > center(j+1) 
                   j=j+1; 
              end 
              if j > totalFilters-1 
                   j=totalFilters-1; 
              end 
              fr(i)=min(totalFilters-0.0001, ... 
                  max(i,j+(fr(i)-center(j))/(center(j+1)-center(j)))); 
          end 
          fri=fix(fr); 
          frac=fr-fri; 
          freqrecon=zeros(fftSize/2,cols); 
     end 
     for i=0:cols-1 
          first=i*windowStep+1; 
          last=first+windowSize-1; 
          fftData=zeros(1,fftSize); 
          first=fix(first); 
          last=fix(last); 
          fftData(1:windowSize)=preEmphasized(first:last).*hamWindow; 
          fftMag=abs(fft(fftData)); 
          earMag=log10(mfccFilterWeights*fftMag'); 
          ceps(:,i+1)=mfccDCTMatrix*earMag; 
          if(nargout > 1)  
              freqresp(:,i+1)=fftMag(1:fftSize/2)'; 
          end 
          if(nargout > 2) 
              fb(:,i+1)=earMag; 
 
          end 
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          if(nargout > 3) 
              fbrecon(:,i+1)=mfccDCTMatrix(1:cepstralcoefficients,:)'* ... 
                   ceps(:,i+1); 
          end 
          if(nargout > 4) 
              f10=10.^fbrecon(:,i+1); 
              freqrecon(:,i+1)=fs/fftSize* ... 
                   (f10(fri).*(1-frac)+f10(fri+1).*frac); 
          end 
     end 
%     plot(linspace(0,fs/2,13),ceps); 
%    title('Mel-frequency cepstral coefficients - Female speaker ()'); 
%     pause 
%     plot(linspace(0,fs/2,128),freqresp); 
%     title('Detailed fft magnitude - Female speaker ()'); 
%     pause 
%     plot(linspace(0,fs/2,40),fb); 
%     title('log10 mel-scale filter bank output - Female speaker ()'); 
     if 1 & (nargout > 3) 
          fbrecon=mfccDCTMatrix(1:cepstralcoefficients,:)'*ceps; 
     end 
end 
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4.7.6 A program for Vector Quantization Linde-Buzo-Gray (vqlbg) algorithm 
(vqlbg.m) [10] 
  
% 
********************************************************************* 
% Program to generate thr codebook for the sampel data 
% progam name vqlbg.m 
% 
********************************************************************* 
function r=vqlbg(d,k) 
     e=0.01; 
     r=mean(d,2); 
     dpr=10000; 
     for i=1:log2(k) 
          r=[r*(1+e),r*(1-e)]; 
          while(1==1) 
              z=disteu(d,r); 
              [m,ind]=min(z, [], 2); 
               t=0; 
              for j=1:2^i 
                   r(:,j)=mean(d(:,find(ind==j)),2); 
                   x=disteu(d(:,find(ind==j)),r(:,j)); 
                   for q=1:length(x) 
                        t=t+x(q); 
                   end 
              end 
              if(((dpr-t)/t)<e) 
                   break; 
              else 
                   dpr=t; 
              end 
          end 
     end 
end 
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4.7.7 A program to Compare two characters (ckkcompare.m) 
 
% 
********************************************************************* 
% Program to comparing the two characters 
% progam name ckkcompare.m 
% 
********************************************************************* 
function result=ckkcompare(ceps1,traincodebook) 
     d1=disteu(ceps1,traincodebook); 
     result=sum(min(d1, [], 2))/size(d1,1); 
end 
 
4.7.8 A program to find the Euclidean distance (disteu.m) [11] 
 
% 
********************************************************************* 
% Program to determine the distance between two characers. 
% progam name disteu.m 
% 
********************************************************************* 
function d=disteu(x,y) 
     [M,N]=size(x); 
     [M2,P]=size(y); 
     if(M~=M2) 
          error('Matrix dimension do not match'); 
     end 
     d=zeros(N,P); 
    if(N<P) 
          copies=zeros(1,P); 
          for n=1:N 
              d(n,:)=sum((x(:,n+copies)-y).^2,1); 
          end 
     else 
          copies=zeros(1,N); 
          for p=1:P 
              d(:,p)=sum((x-y(:,p+copies)).^2,1)'; 
          end 
     end 
     d=d.^0.5; 
end         
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4.7.9 A program to convert the stored wave file into extracted file (i.e. end 
point detection) (ckkmdepd.m) 
 
% 
********************************************************************* 
% Program to find the starting and end point of the uttracne  
% progam name ckkmdepd.m 
% first : start position of the uttrracne  
% last  : end   position of the uttrance   
% Program is for analysis purpose 
% 
********************************************************************* 
function ckkmdepd  
     frameSize = 64; % 256;  
     frameOverlap = 22; %86; 
     fs=11025; % Sampling rate in hertz 
     for i=1:5 
          for j=1:5 
              switch i 
                   case 1 
                        w=['ka',int2str(j),'0']; 
                   case 2 
                        w=['ch',int2str(j),'0']; 
                   case 3 
                        w=['ra',int2str(j),'0']; 
                   case 4 
                        w=['t',int2str(j),'0']; 
                   case 5 
                        w=['ma',int2str(j),'0']; 
              end 
              for k=1:5 
                   w1=[w,int2str(k),'.wav']; 
                   [d]=wavread(w1); 
                   % ====== Zero adjusted  
                   d = d - mean(d);  
                   % ====== Take frames  
                   framedY  = buffer(d, frameSize, frameOverlap);  
                   frameNum = size(framedY, 2);    % Number of frames  
                   % We calculate the energy per frame first. ie.  
                   meanFrame = (mean(framedY.^2));  
                   meanFrame(meanFrame==0) = eps;  
                   energy =10*log10(meanFrame);  
                   energyLevel2 = mean(energy);  
                   voicedIndex = find(energy>=energyLevel2);  
                   voicedIndex = voicedIndex * (frameSize - 
frameOverlap);  
                   first = voicedIndex(1);  
                   last = voicedIndex(end);  
                   fprintf('First = %g',first); 
 
                   fprintf('Last = %g',last); 
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                   if last > 5513 
                        last=5513; 
                   end 
                   nd=d(first:last); 
                   w1=[w,int2str(k),'epd.wav']; 
                   wavwrite(nd,fs,16,w1); 
              end % end of k loop 
          end % end of j loop 
     end % end of i loop 
end  
 
4.7.10 A Program to generate the pitch analysis for the five speakers 
(ckkmdpitch.m) 
 
% 
********************************************************************* 
% Program to find the pitch for the uttracne of the diffretn gujarati  
% character spelled by five diffrent users 
% progam name ckkmdpitch.m 
% Program is for the analysis purpose 
% 
********************************************************************* 
function ckkmdpitch  
     fs=11025; % Sampling rate in hertz 
     fp=fopen('ckkmdpitch.txt','w'); 
     for i=1:5 
          for j=1:5 
              switch i 
                   case 1 
                        w=['ka',int2str(j),'0']; 
                   case 2 
                        w=['ch',int2str(j),'0']; 
                   case 3 
                        w=['ra',int2str(j),'0']; 
                   case 4 
                        w=['t',int2str(j),'0']; 
                   case 5 
                        w=['ma',int2str(j),'0']; 
              end 
              avgft=0; 
              for k=1:5 
                   w1=[w,int2str(k),'epd.wav']; 
                   [d]=wavread(w1); 
                   [b,a]=butter(2,0.5); 
                   d=filter(b,a,d); 
                   ld=length(d);   % Number of samples 
                   updRate=floor(20*fs/1000);  % Update every 20 msec 
                   fRate=floor(40*fs/1000);    % Use a 40 msec segment 
                   nFrames=floor(ld/updRate)-1; 
 
                   f0=zeros(1,nFrames); 
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                   f01=zeros(1,nFrames); 
                   avgf0=0; 
                   l=1; 
                   m=1; 
                   for t=1:nFrames 
                        yin=d(l:l+fRate-1); 
                        a=pitch(fRate,fs,yin); 
                        f0(t)=a; 
                        % Median filterint 
                        if t>2 & nFrames>3 
                            z=f0(t-2:t); 
                            md=median(z); 
                            f01(t-2)=md; 
                            if md>0 
                                 avgf0=avgf0+md; 
                                 m=m+1; 
                            end 
                        elseif nFrames<=3 
                            f01(t)=a; 
                            avgf0=avgf0+a; 
                            m=m+1; 
                        end 
                        l=l+updRate; 
                   end 
                   if m==1 
                        avgf0=0; 
                   else 
                        avgf0=avgf0/(m-1); 
                   end 
                   avgft=avgft+avgf0; 
                   fprintf(fp,'%6.2f ',avgf0); 
              end % end of k loop 
              avgft=avgft/5; 
              fprintf(fp,'%6.2f \n',avgft); 
          end % end of j loop 
     end % end of i loop 
     fclose(fp); 
end 
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4.7.11 A  program  to  generate the character recognition analysis for the five 
speakers (ckkmdchardet.m) 
  
% 
********************************************************************* 
% Program to determine the characer of gujarati characters. 
% progam name ckkmdchardet.m 
% The program is wrtten to perform the analysis of the stored 125 utterance 
% spelled by the five diffrent user. It generates the file name and calls 
% the main analysis character determined program named ckkmain1.m 
% 
********************************************************************* 
 function ckkmdchardet  
     fs=11025; % Sampling rate in hertz 
     fp=fopen('ckkmdchardet1.txt','w'); 
     for i=1:5 
          for j=1:5 
              switch i 
                   case 1 
                        w=['ka',int2str(j),'0']; 
                   case 2 
                        w=['ch',int2str(j),'0']; 
                   case 3 
                        w=['ra',int2str(j),'0']; 
                   case 4 
                        w=['t',int2str(j),'0']; 
                   case 5 
                        w=['ma',int2str(j),'0']; 
              end 
              avgft=0; 
              for k=1:5 
                   w1=[w,int2str(k),'.wav']; 
                   t=ckkmain1(w1); 
                   fprintf(fp,'%s  ',t); 
              end % end of k loop 
              fprintf(fp,'\n'); 
          end % end of j loop 
          fprintf(fp,'\n'); 
     end % end of i loop 
     fclose(fp); 
end 
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CHAPTER – 5 
 
RESULTS, DISCUSSION, CONCLUSION AND FUTURE SCOPE 
FOR EXTENSION OF THE RESEARCH WORK  
 
 
For the past many years, several mechanisms for the communication among human-
machine have been explored. There is much evidence that human speech dictation in 
machine involves the integration of a great variety of knowledge sources, including 
knowledge of the world or context, knowledge of the speaker and/or topic and many 
more. Although there have been significant recent gains in speech dictation, current 
technology is far from human-like: only systems in limited domains can be envisioned 
in the near term, and the portability of existing techniques is still rather limited. 
Application areas that appear to be a good match to technology on the near horizon 
include those that are naturally limited. 
 
The objective of the thesis was “speech pattern recognition for speech to text 
conversion”. The researcher desire was to pronounced the Gujarati character from any 
user, identify it and print it in the text editor. In other word, the recognition of the 
Gujarati character or one can say the dictation of the Gujarati character in a text 
editor. 
 
5.1 Results and discussion 
 
The researcher has determined the various different objectives for the proposed 
research work. And he is able to achieve the most of all the objectives during his 
research work. The result of these objectives are mentioned and discussed as follow: 
 
(1) The researcher has developed software that performs the dictation of the 
Gujarati character. To achieve this objective he has developed the software under 
windows environment and used VC++ of Visual Studio and Matlab. VC++ is used to 
develop for the front end i.e. to interact with the user for the input of speech and the 
processing of the speech signals is done through the algorithms which are developed 
using Matlab. VC++ invokes the Matlab function for the dictation of the pronounced 
character and after comparing the character with the master database, Matlab function 
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returns the nearest matching Gujarati character back to VC++, which is printed in the 
text editor. 
 
(2) Normally a large number of computer users are habituated to work under the 
MS Office environment. Keeping this point in mind researcher has designed and 
developed a text editor named ‘ckksedit’ for the front-end purpose, which works in 
the similar fashion as the Microsoft Word. The various features of the editor are 
discussed in 4.2.1 of chapter-4. 
 
(3) When the document is transferred from one computer machine to another 
machine the base problem that every computer person facing is the un availability of 
the used fonts in another computer machine. The problem become more critical when 
the document uses the fonts of the local language i.e. Gujarati, Punjabi, Marathi etc. 
The researcher has identified many problems in the fonts, which is listed in topic 4.1.7 
of Chapter-4. So he has designed the Gujarati fonts named “mansi.ttf” using Font 
creator program, The mansi.ttf is a true type font. The researcher has developed total 
161 Gujarati characters and maps it to the corresponding key, the character mapping  
follows the A S D format. When the ckksedit editor runs the default typing font is kept 
“mansi.ttf”. The list of all the developed Gujarati fonts is presented in topic 4.1.9.1, 
4.1.9.2, 4.1.9.3 and 4.1.9.4 of Chapter-4. While developing the Gujarati fonts, the 
researcher has identified measurement of consonant as well as vowel of Gujarati 
characters, which is given in the table 4.1 and 4.2 of Chapter-4. This measurement can 
assist to any font developer to create the fonts for any other regional language. For 
this he/she has to identify minor modification required in these measurements. 
 
(4) The researcher has studied the different Gujarati character from their 
pronunciation point and determines to concentrate only on five characters. To study 
the characteristics of the Gujarati character, the pronounced speech was required. So 
he has performed the recording from the different six speakers and stored the output 
in the form of wave file. For the creation of speech wave file he has selected three 
female speakers and three male speakers. The recording was done in the “ckksedit” 
editor.  While creating the wave file, the researcher has taken care about the three 
base parameters i.e. (1) speaker characteristics (2) recording site and platform and (3) 
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storing mechanism of speech file. All these three points are discussed in detail in topic 
4.3.1, 4.3.2 and 4.3.3. of Chapter – 4. All speech files are stored in “master data” in 
CD-ROM. 
  
(5) The entire research process based on the blue print of the actual work, which 
will be carried out in future. So researcher has studied the requirements and need of 
the research and design a speech-processing model. The model is divided into two sub 
models i.e (1) the development of master speech database and (2) dictation process of 
the character.  Both models are discussed in detail in topic 3.6.1 and 3.6.2 of Chapter 
– 3 in detail. 
 
(6) The main objective of the research is to dictate the Gujarati character 
pronounced by the user. To achieve the objective, one has to study the various 
features of the character. To study and analyze features, the researcher has  developed 
algorithm for the determination of features using Matlab. The researcher has used the 
following algorithms: 
 
When the character is pronounced and recorded in the wave file, it consists some 
unnecessary voice, to remove such voice researcher has used “end point detection” 
algorithm, which remove all such unnecessary voice from the speech file, and 
generates another file. The mechanism for the end point detection is discussed in 
4.5.2.4 of chapter – 4 and Matlab code is given in 4.7.9 of Chapter – 4. The researcher 
has used total 125 wave files for various pronounced utterance of Gujarati character 
from different six speakers. He has applied the algorithm on all these files and stored 
the extracted file with appropriate file name. All these files are available in “files after 
end point detection” folder in the CD-ROM. 
 
For gender detection, researcher has used pitch detection algorithm. The mechanism 
for pitch detection is discussed in topic 4.5.2.5 and Matlab code is given in 4.7.10 of 
Chapter – 4. The researcher applied this algorithm on all the stored 125 files and 
generated a pitch analysis table for all the five users for different five Gujarati 
character, which is mentioned as follow: 
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Gender Speaker Pitch Frequency analysis 
 Spelled by five different speakers 
 
Spelled Character  S - 1 S - 2 S - 3 S - 4 S - 5 Average
CKK 167.50 163.26 148.12 159.93 159.96 159.75 
ADA 150.55 167.81 157.92 147.73 141.42 153.09 Male 
PAA 126.13 117.42 114.67 117.07 108.73 116.80 
HCK 237.97 256.40 255.75 275.63 272.64 259.68 Female 
KPM 268.90 278.65 273.50 275.10 275.63 274.36 
Spelled Character  R - 1 R - 2 R - 3 R - 4 R - 5 Average
CKK 173.20 172.45 193.97 180.03 187.84 181.50 
ADA 153.50 139.62 145.89 141.86 230.09 162.19 Male 
PAA 132.01 128.88 121.89 132.48 127.49 128.55 
HCK 234.57 242.34 246.42 259.79 250.70 246.76 Female 
KPM 302.68 284.13 274.59 266.57 283.65 282.32 
Spelled Character  Z - 1 Z - 2 Z - 3 Z - 4 Z - 5 Average
CKK 170.35 179.17 209.39 176.06 173.86 181.77 
ADA 125.29 131.70 148.02 139.65 145.37 138.01 Male 
PAA 115.25 117.70 115.63 105.44 112.22 113.25 
HCK 257.85 259.72 247.07 253.19 261.74 255.91 Female 
KPM 278.67 278.53 274.80 277.68 283.61 278.66 
Spelled Character  T - 1 T - 2 T - 3 T - 4 T - 5 Average
CKK 190.76 171.54 171.05 165.86 180.22 175.89 
ADA 138.09 142.07 138.88 139.22 140.02 139.66 Male 
PAA 114.07 118.67 113.35 116.90 111.41 114.88 
HCK 221.04 247.49 248.15 265.29 218.97 240.19 Female 
KPM 268.99 271.93 264.14 271.78 278.32 271.03 
Spelled Character  D - 1 D - 2 D - 3 D - 4 D - 5 Average
CKK 184.17 177.32 188.72 183.91 183.54 183.53 
ADA 155.46 142.56 151.05 149.94 148.64 149.53 Male 
PAA 111.79 120.37 124.43 130.40 119.26 121.25 
HCK 229.93 240.98 232.96 233.27 251.98 237.82 Female 
KPM 269.63 261.52 266.58 273.91 267.08 267.75 
Table – 5.1 Pitch Frequency analysis spelled by five different speakers 
 
Pitch Frequency analysis 
 Spelled by three different male speakers 
 CKK ADA PAA AVERAGE 
S 159.75 153.09 116.80 143.21 
R 181.50 162.19 128.55 157.41 
Z 181.77 138.01 113.25 144.34 
T 175.89 139.66 114.88 143.48 
D 183.53 149.53 121.25 151.44 
Table – 5.2 Pitch analysis for Male 
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 Pitch Frequency analysis spelled by two 
different Female speakers 
 HCK KPM Average 
S 259.68 274.36 267.02 
R 246.76 282.32 264.54 
Z 255.91 278.66 267.29 
T 240.19 271.03 255.61 
D 237.82 267.75 252.79 
Table 5.3 Pitch analysis for female 
 
 
 
 
 
 
 
 
 
 
 
For character detection, researcher has designed and develops an algorithm, which is 
discussed in 4.6 of Chapter – 4. To determine the success of the algorithm, he has 
written another Matlab code (which is discussed in 4.7.11 of Chapter – 4), which uses 
this algorithm, and applied this code on the stored 125 speech wave file the result of 
the algorithm is as follow: 
 
 Speaker Pronunciation of S Number 
of 
success 
CKK S S S S S 5 
ADA Z S S D S 3 
PAA S Z D D Z 1 
HCK S R R T T 1 
KPM S S S S S 5 
Total success out of 25 times 15 
Table – 5.4 Detection of character S for five different speakers 
 
 
 
 
 
 
 
 
 
 
 
 Speaker Pronunciation of R Number 
of 
success 
CKK R R R R T 4 
ADA D D D D R 1 
PAA R D R R D 3 
HCK S S S D R 1 
KPM R R R R R 5 
Total success out of 25 times 14 
Table – 5.5 Detection of character R for five different speakers 
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 Speaker Pronunciation of Z Number 
of 
success 
CKK Z Z Z Z Z 5 
ADA Z Z Z Z D 4 
PAA Z Z Z Z D 4 
HCK R R R R R 0 
KPM Z D S Z Z 3 
Total success out of 25 times 16 
Table – 5.6 Detection of character Z for five different speakers 
 
 
 
 
 
 
 
 
 
 
 
Speaker Pronunciation of T Number 
of 
Success 
CKK T R R R R 1 
ADA S S D S D 0 
PAA S Z D S D 0 
HCK S R S R S 0 
KPM S S S S S 0 
Total success out of 25 times 1 
Table – 5.7 Detection of character T for five different speakers 
 
 
 
 
 
 
 
 
 
 
 
 Speaker Pronunciation of D Number 
of 
Success 
CKK D D D D D 5 
ADA D D D D D 5 
PAA D D D D S 4 
HCK D D D S D 4 
KPM D D D D D 5 
Total success out of 25 times 23 
Table – 5.8 Detection of character D for five different speakers 
 
 
 
 
 
 
 
 
 
 
 
5.2 Conclusion 
 
Historically, there has been an ongoing search for features that are resistant to 
speaker, noise, and channel variations. In spite of the relative success of MFCCs as 
basic features for recognition, there is a general belief that there must be more that can 
be done. One challenge is to develop ways in which our knowledge of the speech 
signal, and of speech production and perception, can be incorporated more effectively 
into recognition methods. For example, the fact that speakers have different vocal 
tract lengths could be used to develop more compact models for improved speaker-
independent recognition. 
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After completing the entire practical work, researcher likes to conclude the entire 
work from two angles i.e. (1) the technology/method used in the work and (2) the 
result, which were obtained by applying the technology/method. 
 
(1) For the technology/method used: 
 
 The MFCC technique has been applied for extracting features of Gujarati character. 
Vector Quantization (VQ) is used to minimize the data of the extracted feature. It has 
been found that combination of Mel frequency and Hamming window gives the best 
performance. A more effective normalization algorithm can be adopted on extracted 
parametric representations of the acoustic signal, which would improve the 
identification rate further.  
 
A speaker independent Gujarati character detection was successfully performed with a 
system integrating Mel-frequency cepstral coefficient (MFCC) feature extraction and 
vector quantization. A database consisting of six speakers of both sexes (i.e. three 
male and three female) and varying ages (i.e. age between 6 to 50) was formed. The 
selected recording settings were .wav files. MFCC feature extraction was performed 
on the audio recordings for each of the speakers. Codebooks were formed from the 
selected training samples using 8-bit sample size. The 8-bit sample size was selected 
due to the benefits it offers with respect to performance (storage, execution times, 
cost). Character detection performed with MFCC and vector quantization was 
successful and results indicate it as a feasible option for this recognition task. 
 
(2) For the obtained result: 
 
The software that is developed using VC++ and Matlab for the Gujarati character 
recognition provides acceptable recognition performance almost in real time for 
dictation of Gujarati characters.  
 
The speech editor “ckksedit” which is developed satisfies the requirements of 
character dictation as well as playing/recording of speech wave file. The researcher 
has use document view architecture of VC++, so it gives many facilities of windows, 
which makes the editor friendlier to the user. 
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The developed font i.e. “mansi.ttf” is a Gujarati True Type Fonts. Developed with the 
Font Creator program. As it is a TTF font, the installation process is very simple 
compare to other Gujarati fonts. Installation process consists only the copy of the 
mansi.ttf file to the font directory of windows. As it follows a well known typing 
format i.e. A S D , any user can switch over to this font without any extra training or 
skill. The researcher has already installed this font in his organization and taken the 
feedback from the computer operators, the feed back reveals the fact of easy operation 
and good bit of satisfactioin. 
 
To remove the unnecessary noise, noise before the actual utterance and noise after the 
actual utterance needs to be removed from the speech wave file. For this the 
researcher has used the “end point detection” algorithm. He has applied the said 
algorithm on the stored wave file i.e. on 125 files and generates the another 125 
speech wave file after removal of all the discussed noise. The resultant files are stored 
in “files after end point detection” folder of the CD-Rom. The researcher has study  
all these extracted files and comes to  conclusion that the algorithm works satisfactory 
and removes all the unnecessary noise from the original signals.  
 
For the gender detection the researcher has used the pitch detection algorithm. He has 
applied this algorithm on the files, which were extracted using end point detection 
algorithm. The result of the algorithm is shown in table 5.1, 5.2 and 5.3. By viewing 
all the outcome, researcher conclude that the fundamental frequency i.e. pitch 
frequency for male gender remains less then 200 and for female gender it remain 
greater than 200. In analysis the researcher identifies that out of 125 files, the 
algorithm detects true gender for 124 files and fails only in one case. So the success 
rate is 99.2 %. 
 
In character detection, after applying the developed algorithm, he has generated the 
different five tables for each character for the different five speakers. By analyzing 
these tables researcher has generated the success rate of the algorithm for each 
character and the result is tabulated in the following table: 
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Speaker CKK ADA PAA HCK KPM Total 
out of 25 
Success 
% 
S 5 3 1 1 5 15 60 
R 4 1 3 1 5 14 56 
Z 5 4 4 0 3 16 64 
T 1 0 0 0 0 01 04 
D 5 5 4 4 5 23 92 
Table – 5.9 Percentage wise success rate of each character 
 
5.3 Future scope 
 
The speech dictation is a very huge research work area and required a team of skilled 
researcher. Although, the researcher has tried his level best to detect the Gujarati 
character. When the idea of the speech dictation was born in the mind of the 
researcher, his dream was to dictate the Gujarati continuous speech. The work is of 
considerable domain and hence the beginning to end of the work has made with the 
detection of Gujarati characters (limited to five characters only) and with its total 
analysis. He has studied the characteristics of Gujarati character and identified only 
five characters from the entire set of Gujarati character and applied the different 
algorithms only on these five characters. So the present study has scope for the 
continuation of research for all the remaining Gujarati characters, which further can 
be extended in the Gujarati word dictation and ultimately the dictation of words can 
again be extended for the continuous speech dictation in Gujarati language.  
 
During his research work researcher has used various algorithms for features 
extraction of signal, comparison of extracted features, which may include following 
further works. 
 
While calculating MFCC, the researcher has taken the Hamming Window, one can 
substitute triangular or rectangular window in place of hamming window. The 
analysis of such substitution may open the new direction for the speech dictation. 
 
There have been recent developments in DSP that point to potential future use of new 
nonlinear signal processing techniques for speech recognition purposes.  The 
researcher has used Vector Quantization (VQ) method for character mapping. The 
same work can also be carried out by substituting VQ with any of these method i.e. 
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(1) Dynamic Time Warping (DTW), (2) Hidden Markov Model (HMM), (3) Ergodic-
HMM’s,  (4) Artificial Neural Network (ANN) and (5) Long-Term statistics. The 
results of all these method can be compared. The analysis of all these results may 
leads us to more prominent conclusion. 
 
Although many recent advances and successes in speaker recognition have been 
achieved, there are still many possible enhancement for which good solutions are to 
be found. Most of these problems arise from variability, including speaker-generated 
variability and variability in channel and recording conditions. It is very important to 
investigate feature parameters that are stable over time, insensitive to the variation of 
speaking manner, including the speaking rate and level, and robust against variations 
in voice quality due to causes such as voice disguise or colds and many more … 
 
