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ABSTRACT
Design and Analysis of Opportunistic MAC Protocols for Cognitive Radio Wireless
Networks. (December 2010)
Hang Su, B.S., Zhejiang University;
M.S., Zhejiang University
Chair of Advisory Committee: Dr. Xi Zhang
As more and more wireless applications/services emerge in the market, the al-
ready heavily crowded radio spectrum becomes much scarcer. Meanwhile, however,
as it is reported in the recent literature, there is a large amount of radio spectrum
that is under-utilized. This motivates the concept of cognitive radio wireless networks
that allow the unlicensed secondary-users (SUs) to dynamically use the vacant radio
spectrum which is not being used by the licensed primary-users (PUs).
In this dissertation, we investigate protocol design for both the synchronous and
asynchronous cognitive radio networks with emphasis on the medium access control
(MAC) layer. We propose various spectrum sharing schemes, opportunistic packet
scheduling schemes, and spectrum sensing schemes in the MAC and physical (PHY)
layers for different types of cognitive radio networks, allowing the SUs to opportunis-
tically utilize the licensed spectrum while confining the level of interference to the
range the PUs can tolerate. First, we propose the cross-layer based multi-channel
MAC protocol, which integrates the cooperative spectrum sensing at PHY layer and
the interweave-based spectrum access at MAC layer, for the synchronous cognitive ra-
dio networks. Second, we propose the channel-hopping based single-transceiver MAC
protocol for the hardware-constrained synchronous cognitive radio networks, under
which the SUs can identify and exploit the vacant channels by dynamically switching
iv
across the licensed channels with their distinct channel-hopping sequences. Third,
we propose the opportunistic multi-channel MAC protocol with the two-threshold
sequential spectrum sensing algorithm for asynchronous cognitive radio networks.
Fourth, by combining the interweave and underlay spectrum sharing modes, we pro-
pose the adaptive spectrum sharing scheme for code division multiple access (CDMA)
based cognitive MAC in the uplink communications over the asynchronous cognitive
radio networks, where the PUs may have different types of channel usage patterns.
Finally, we develop a packet scheduling scheme for the PU MAC protocol in the con-
text of time division multiple access (TDMA)-based cognitive radio wireless networks,
which is designed to operate friendly towards the SUs in terms of the vacant-channel
probability.
We also develop various analytical models, including the Markov chain models,
M/GY /1 queuing models, cross-layer optimization models, etc., to rigorously analyze
the performance of our proposed MAC protocols in terms of aggregate throughput,
access delay, and packet drop rate for both the saturation network case and non-
saturation network case. In addition, we conducted extensive simulations to validate
our analytical models and evaluate our proposed MAC protocols/schemes. Both the
numerical and simulation results show that our proposed MAC protocols/schemes
can significantly improve the spectrum utilization efficiency of wireless networks.
vTo my family
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1CHAPTER I
INTRODUCTION
A. Background of the Research
1. The Overview of Cognitive Radio Networks
The rapid growth in the ubiquitous wireless services has imposed increasing stress
on the fixed and limited radio spectrum. Allocating a fixed frequency band to each
wireless service, which is the current frequency allocation policies, is an easy and nat-
ural approach to eliminate interference between different wireless services. However,
extensive measurements reported indicate that the static frequency allocation results
in a low utilization of the licensed radio spectrum in most of the time [1, 2]. Even
when a channel is actively used, the bursty nature of most data traffics still implies
that a great amount of opportunities exist in using the spare spectrum.
In order to better utilize the licensed spectrum, the Federal Communication
Committee (FCC) has recently suggested a new concept/policy for dynamically al-
locating the spectrum [3, 4]. Consequently, a promising implementation technique
of this concept, called the cognitive radio [5], is proposed to take advantage of this
more open spectrum policy for alleviating the severe scarcity of spectrum bandwidth.
Cognitive radio is typically built on top of the software-defined radio (SDR) technol-
ogy, in which the transmitter’s operating parameters, such as the frequency range,
modulation type, and maximum transmission power can be dynamically adjusted by
software [6–10]. In the cognitive radio networks, the secondary (unlicensed) users
(SUs) can periodically scan and identify the vacant channels in the spectrum. Based
This dissertation follows the style of IEEE Journal on Selected Areas in
Communications.
2on the scanned results, the SUs dynamically tune their transceivers to the identified
spare channel spectrum to communicate among themselves while limiting their inter-
ference imposed onto the primary (licensed) users (PUs) to an acceptable low and
harmless level.
The cognitive radio technology has received intensive attention since it was first
coined by Dr. J. Mitola III in 1999 [11]. The cognitive radio wireless networks can be
broadly categorized into the following two types: synchronous cognitive radio wireless
networks [12–17] and asynchronous cognitive radio wireless networks [18–24]. In the
synchronous cognitive radio networks, the time axis is divided into slots. The SU
networks are synchronized with the PU networks. In other words, the SUs have
the same knowledge on the boundary of time slots as the PUs. In the synchronous
cognitive radio networks, a given PU starts utilizing the licensed spectrum only at the
beginning of a time slot. If the PU uses the licensed spectrum at the beginning of the
time slot, it continues to utilize the spectrum for the rest of this time slot. Since the
SUs are synchronized with the PUs, the SUs only need to sense the licensed spectrum
at the beginning of a time slot to determine whether this time slot is available to
be used. In the synchronous cognitive radio networks, the SUs repeat the sensing-
transmission cycle for every time slot. If the spectrum sensing returns perfect sensing
results, there is no interference caused to the PUs.
On the other hand, unlike the counterpart in synchronous cognitive radio net-
works, the SUs in asynchronous cognitive radio networks cannot be synchronized with
the PUs. For example, the PU networks are based on the carrier sensing multiple
access (CSMA)-like random access. Due to the half-duplex characteristic of the wire-
less radio, SUs cannot sense the channel while concurrently transmitting their own
signals, which implies that the SUs cannot accurately know whether the PUs become
active again when the SUs are utilizing the PUs’ licensed spectrum. Therefore, if the
3PUs become active when the SUs are occupying the spectrum, the SUs may cause
the PUs to incorrectly transmit/receive signals for a while, significantly impairing the
performance of PUs. Since the interference caused by the SUs is unavoidable in the
asynchronous cognitive radio networks, it is critical to limit the SUs’ interference to
an acceptable low level.
2. Spectrum Sharing Methodologies in Cognitive Radio Networks
According to the relationship between the PUs’ and SUs’ signals, the approaches
to implementing the opportunistic spectrum sharing can be categorized into three
types, namely overlay, underlay, and interweave [25, 26]. For the overlay spectrum
sharing mode (e.g., [9, 27–29]), the PUs’ and SUs’ signals can co-exist at the same
frequency band simultaneously. The key idea of the overlay spectrum sharing mode
is that SUs may use a part of their energy to assist the communications of PUs
through cooperative communications techniques [30,31] and the rest of the energy to
transmit their own signals. As a result, the interference from the SUs’ signals can be
compensated with the gain for the PUs’ signal quality through the cooperation of the
SUs. However, the implementation of the overlay spectrum sharing mode requires
the SUs to know the PUs’ packets before the PUs begin their transmissions, which is
not practical in the realistic cognitive radio networks.
Second, in the underlay spectrum sharing mode the PUs’ and SUs’ signals can
also co-exist at the same frequency band simultaneously. In particular, the SUs can
“share” the licensed spectrum with the PUs simultaneously by using spread spec-
trum techniques, such as ultrawide band (UWB) and code division multiple access
(CDMA). Thus, the SUs transmit signals in such a low power level that the interfer-
ence caused by the SUs is below the noise floor of the spectrum. In other words, in
the view point of PUs, the transmissions by SUs are nothing but noise with the low-
4level power. To maintain the low-level interference, in the underlay spectrum sharing
mode the SUs need to have many aspects of information about the PUs, such as the
channel between SUs and PUs, PUs’ transmit power, PUs’ locations, etc. Since the
PU cannot perceive the existence of SUs, we also call the underlay spectrum sharing
mode as the non-intrusive spectrum sharing mode.
Third, in the interweave spectrum sharing mode the SUs opportunistically exploit
the spectral holes to communicate. Specifically, the SUs frequently sense the channel.
When the SUs discover that the PUs are absent from the licensed spectrum, the
SUs do not need to worry about the interference temperature constraint1 of PUs and
can significantly relax the power constraints imposed onto SUs as compared with the
underlay spectrum sharing mode. In other words, the SUs can fully take over the
licensed spectrum, and thus use any transmit power level which is not limited by
the PUs. For the case where the SUs can be synchronized with the PUs (i.e., the
synchronous cognitive radio networks) and the perfect sensing can be achieved, SUs
will not impose any interference to PUs. However, due to half-duplex of the wireless
radio, SUs cannot sense the channel while concurrently transmitting their own signals
simultaneously, which implies that the SUs cannot accurately know when the PUs
become active again, especially when the SUs are not synchronized with PUs (i.e., the
asynchronous cognitive radio networks). Therefore, the SUs may cause the PUs to be
unable to correctly transmit/receive signals for a certain period, which significantly
impairs the performance of PUs. In this sense, we also call the interweave spectrum
sharing mode as the intrusive spectrum sharing mode in the asynchronous cognitive
radio networks.
1The interference temperature constraint is defined as the maximum acceptable
level of RF interference at the receiver antenna in the frequency band of interest. In
other words, any transmission is considered to be harmful if it increases the noise
floor above the interference-temperature constraint.
5In practice, as compared with the underlay spectrum sharing mode, the inter-
weave spectrum sharing mode requires less information about the PUs and it can
utilize the spectrum more efficiently because of no transmit power constraint. As a
result, the interweave spectrum sharing mode has more application targets than the
underlay spectrum sharing mode.
3. Research Challenges and Motivations
Simple as the basic idea of cognitive radio is, the efficient design of cognitive radio
networks imposes the new challenges that are not present in the conventional wire-
less networks [6–8, 32–34]. The variation of spectrum availability over the time and
space due to coexistence with PUs, as well as the time-varying wireless channel char-
acteristics, imposes critical design challenges in different aspects for cognitive radio
wireless networks. Specifically, identifying the time-varying channel availability im-
poses a number of nontrivial design problems to the medium access control (MAC)
layer. One of the most difficult, but important, design problems is how the SUs de-
cide when and which channel they should tune to in order to transmit/receive the
SUs’ packets without causing harmful interference to the PUs [35–37]. This problem
becomes even more challenging in wireless ad hoc networks where there are no cen-
tralized controllers, such as basestations or accessing points. Furthermore, designing
MAC protocols for cognitive radio networks significantly depends on if the SUs are
able to globally synchronized with the PUs.
In particular, we summarize the major challenges in developing opportunistic
MAC protocols for cognitive radio networks as follows.
• Control channel configuration
• Spectrum sensing policies
6• Opportunistic spectrum access and sharing
• Multi-channel hidden terminal problem
• Paradox between spectrum utilization and interference
• Hardware limitations
In this dissertation, we propose various spectrum sensing schemes, spectrum sharing
schemes, and opportunistic packet scheduling schemes in the MAC layer to tackle
the aforementioned challenges for different types of synchronous and asynchronous
cognitive radio networks.
B. Related Work
1. Underlay Spectrum Sharing Mode Based MAC
There exist literatures on the underlay spectrum sharing mode based MAC for cogni-
tive radio networks [38–43]. The authors of [38] proposed a code assignment scheme
for the SUs in the asynchronous CDMA underlay cognitive radio networks over mul-
tipath fading channels, which aims at minimizing interference caused to the PUs.
The authors of [39] focused on the CDMA-based underlay cognitive radio systems
where the PUs can increase transmit power to counterbalance the harmful interfer-
ence caused by the SUs. In particular, they studied the relationship among the inter-
ference threshold of SUs, the transmit rate of SUs, and the transmit power of PUs.
In [40], the authors proposed a two-phase channel and power allocation scheme for the
underlay-based multi-cell cognitive radio networks to improve the system throughput
which is defined as the total number of simultaneously served subscribers. The au-
thors of [41] proposed single input multiple output (SIMO) MAC with joint beam
forming and power allocation, which takes into account the peak power constraints
7for SUs and interference power constraints for PUs. In [42], the authors proposed
a MAC framework for multi-carrier DS CDMA modulation based cognitive radio ad
hoc networks using multi-carrier DS CDMA modulation, which targets at avoiding
interference to the existing PUs’ communications while minimizing total power con-
sumption of the SUs. The authors of [43] developed the joint admission control and
rate/power adaptation scheme to maximize the number of admitted SUs for the given
fairness constraints.
2. Interweave Spectrum Sharing Mode Based MAC
a. MAC Protocols for Synchronous Cognitive Radio Networks
The research community has proposed several interweave spectrum sharing mode
based MAC protocols for the synchronous cognitive radio networks [12,13,15,44–50].
In particular, the authors of [12,13] developed a cognitive-radio MAC protocol based
on the partially observable Markov decision processes (POMDPs) framework. The
author of [44] proposed a multi-channel opportunistic MAC protocol when the PU
network is the Global System for Mobile Communications (GSM) cellular network.
The authors of [45] developed a multi-channel cognitive MAC protocol, called C-MAC,
which is closely based on the IEEE 802.22 standard. In [15], we developed a simple,
but efficient, random sensing policy based opportunistic MAC protocol without taking
into account the channel bonding/aggregation techniques. The authors of [46] devel-
oped the game-theory based synchronous MAC framework to analyze the behavior of
cognitive radios for distributed adaptive channel allocation. In the work [47, 48], the
sensing slot duration and transmission slot duration for cognitive MAC are studied,
whose goal is to maximize the achievable throughput for the SUs in the synchronous
cognitive radio networks. The authors of [49] proposed a decentralized game-theoretic
8MAC protocol for synchronous cognitive radio networks, which applies an adaptive
regret based learning procedure to identify and share temporarily vacant radio spec-
trum between multiple SUs by tracking the set of correlated equilibria of the game.
The authors of [50] analyzed the structure, optimality, and performance of the my-
opic sensing policy in multi-channel MAC for synchronous cognitive radio networks
under the independent and stochastically identical Gilbert-Elliot channel model with
imperfect spectrum sensing.
b. MAC Protocols for Asynchronous Cognitive Radio Networks
For the asynchronous cognitive radio networks, the authors of [18] proposed a cog-
nitive MAC protocol aiming to opportunistically utilize the TV broadcast bands.
In [24], we developed an interference-constrained cognitive MAC protocol for the
single-channel asynchronous cognitive radio networks, which can dynamically adjust
the transmit duration of SUs based on the sensing results to balance the interference
caused to PUs and the overall spectrum utilization efficiency. The authors of [51]
proposed the dynamic open spectrum sharing (DOSS) MAC protocol providing an
innovative solution to the hidden terminal problem by using three sets of radios. The
authors of [52] proposed an opportunistic spectrum accessing scheme, which limits
the power of secondary signal to satisfy the Quality-of-Service (QoS) constraints of
the PUs. The authors of [53] studied the asynchronous MAC protocol by formulating
a dynamic game where the strategy of an SU is selected solely based on the pricing
information. The authors of [54] proposed the cognitive MAC with statistical chan-
nel allocation, in which the SUs select the channel that has the highest successful
transmission probability to send packets based on the channel statistics. In [55], the
authors proposed the spectral-agile MAC for multi-channel asynchronous cognitive
radio network, which integrates jointly the spectral opportunity discovery, spectral
9opportunity management, and spectral use coordination, to improve both spectrum
utilization efficiency and secondary networks performance. The authors of [56] stud-
ied the data capacity of SUs in opportunistic spectrum access and proposed three
random access schemes in MAC layer to exploit the spectral opportunities in licensed
bands. In [57], the authors proposed a threshold-based sensing-transmission struc-
ture for asynchronous cognitive radio networks. The authors of [19] developed a MAC
framework and studied performance limit on the throughput of asynchronous cogni-
tive radio networks given the constraint on the number of PUs’ packet collisions. The
optimum spectrum access strategy for MAC under the developed framework for the
perfect sensing case was also presented in [19]. In [58], the authors evaluated a cog-
nitive MAC protocol in the wireless local area networks (WLANs) environment and
studied the coexistence of the cognitive MAC protocol with multiple parallel WLAN
channels by using the experimental testbed.
3. Spectrum Sensing in Cognitive Radio Networks
Spectrum sensing and channel probing, which provide the real-time spectrum/channel
information required by the cognitive MAC layer, are a critical part for the cognitive
radio networks. The review of spectrum sensing in cognitive radio networks can be
found in [59, 60]. In terms of the signal detection pattern, the spectrum sensing can
be categorized as the following three types: matched filter detection [61, 62], energy
detection [62–64], and feature detection [65–68]. Both the matched filter detection-
based spectrum sensing and feature detection-based spectrum sensing require the SUs
to know the signal features of PUs, which significantly limit the application areas of
these two types of spectrum sensing because the knowledge of PUs’ signal features are
typically not known by the SUs. In this dissertation, we mainly focus on the energy
detection approach because its hardware implementation is simple, but efficient, and
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more importantly, the energy detection approach does not require the knowledge of
signal features of PUs.
The sensing scheduling plays an important role in the spectrum sensing because
the sensing duration should be optimized to obtain an accurate sensing result while
minimizing the sensing overhead. There are a number of literatures on the spectrum
sensing scheduling schemes [15, 41, 69–75]. In [69], we proposed the power-efficient
periodic spectrum sensing schemes. In [15], we developed the efficient collaborative
sensing scheme for the multi-channel networks. The authors of [70] developed a
game-theoretic sensing algorithm for multi-channel networks. The authors of [71]
proposed to use the spectrum sensor cluster to enhance the accuracy of the sensing
outcome. In [48], the authors studied the optimal sensing duration to maximize
the SUs’ achievable throughput. The authors of [72] presented an adaptive sensing
scheduling scheme based on the channel conditions, which aims at maximizing the
spectrum efficiency of the cognitive radio operations. The authors of [76] designed
the myopic sensing policy for channel selection to maximize the average reward in
the formulated multi-arm restless bandit process for the multi-channel network where
the channels’ states evolve as Markov chains. The authors of [73] developed the relay
sensing scheme that exploits the spatial diversity in different SUs to improve the
spectrum sensing capabilities. Since the SUs at different locations may have different
knowledge about the PUs, the cooperative sensing strategies are proposed to improve
the accuracy of the spectrum sensing results [74,75,77–80].
C. Research Contributions
The main contributions of this dissertation are listed as follows:
1. We propose various packet scheduling schemes and spectrum sharing schemes
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in the MAC layer for different types of synchronous and asynchronous cognitive
radio networks. Our proposed MAC protocols enable the SUs to opportunisti-
cally utilize the licensed spectrum while imposing zero or limited interference
onto the PUs.
(a) For the synchronous cognitive radio networks, we propose a cross-layer
based multi-channel MAC protocol, which integrates the spectrum sensing
at PHY layer and opportunistic spectrum access at MAC layer. Apply-
ing the interweave spectrum sharing mode, the proposed MAC protocol
enables the SUs to identify and utilize the maximum number of vacant-
channels that are not used by the PUs without causing any interference to
the PUs.
(b) For the hardware-constrained synchronous cognitive radio networks, we
propose a channel-hopping single transceiver based MAC protocol. In our
proposed channel-hopping MAC protocol, the SUs dynamically utilize the
vacant channels by switching across the licensed channels with their dis-
tinct channel-hopping sequences. The main advantages of our proposed
channel-hopping MAC are summarized as follows: 1) no extra control
channel is needed; 2) it overcomes the single-control-channel bottleneck
problem; and 3) only one transceiver is needed.
(c) For the asynchronous cognitive radio networks, we propose an efficient
Cognitive Radio-EnAbled Multi-channel MAC (CREAM-MAC) protocol,
which allows the SUs to best utilize the vacant licensed channels while
avoiding the collisions among SUs and collisions between SUs and PUs.
Employing the four-way handshakes of control packets, the CREAM-MAC
protocol with a single transceiver can efficiently handle the traditional
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hidden terminals and the multi-channel hidden terminals.
(d) We propose an adaptive spectrum sharing scheme for CDMA based cogni-
tive MAC in the uplink communications over the asynchronous cognitive
radio networks, where the PUs may have different types of channel usage
patterns. The proposed adaptive spectrum sharing scheme for cognitive
MAC can adaptively choose between the interweave and underlay spec-
trum sharing modes to maximize the overall spectrum utilization in a way
that constrains the level of interference to the range the PUs can tolerate.
2. We propose the novel spectrum sensing schemes and algorithms in the MAC
and PHY layers. First, we propose two cooperative channel sensing policies, 1)
the simple, but efficient random sensing policy; 2) the performance-enhanced
negotiation-based sensing policy. Second, we propose the two-threshold based
sequential sensing policy to reduce the false alarm probability while limiting the
missed detection probability when there exist sensing errors.
3. We utilize various analytical models, including the Markov chain models,M/GY /1
queuing models, cross-layer optimization models, etc., to rigorously analyze the
performance of our proposed MAC protocols, in terms of throughput, delay,
and packet drop rate, for the saturation network and non-saturation network
cases, respectively.
4. Besides developing MAC protocols for SU networks, we develop a packet schedul-
ing scheme for the PU MAC protocol in the context of time division multiplex
access (TDMA)-based cognitive radio wireless networks. The proposed SU-
friendly TDMA MAC protocol is designed to operate friendly towards the SUs
in terms of vacant-channel probability. The analytical results show that our
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Fig. 1. Dissertation organization.
proposed scheme can generate more vacant-channel opportunities for SUs, at
the expense of little increasing packet delay for PUs, as compared with the
traditional wireless TDMA scheduling algorithm.
D. Outline of the Dissertation
The remainder of this dissertation is organized as follows. Fig. 1 illustrates the con-
nections among Chapters II through VI.
In Chapter II, we propose and analyze the opportunistic multi-channel MAC
protocol for the synchronous cognitive radio networks where the SUs are synchronized
with the PUs. To detect the availabilities of the vacant licensed channels, we propose
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two different channel sensing policies: the random sensing policy and the negotiation-
based sensing policy. Applying the Markov chain model and the M/GY /1 queueing
model, we develop analytical models to evaluate the performance of our proposed
protocol with two channel sensing policies for both the saturation network case and
non-saturation network case. Chapter II is in part a reprint of the material in the
papers [14, 16].
In Chapter III, we propose and analyze the channel-hopping based cognitive
MAC protocol for the synchronous cognitive radio networks, where each SU follows
its own channel-hopping pattern when it doesn’t have packets to send, while it fol-
lows its intended receiver’s channel-hopping pattern if it wants to send packets to the
intended receiver. We develop a Markov chain based analytical model to analyze the
performance of our proposed cognitive MAC protocol in terms of aggregate through-
put. We also identify the tradeoff between the channel utilization and the packet
transmission delay. Chapter III is in part a reprint of the material in the paper [17].
In Chapter IV, we propose an efficient Cognitive Radio-EnAbled Multi-channel
MAC (CREAM-MAC) protocol, which integrates the cooperative sequential spectrum
sensing at physical layer and the packet scheduling at MAC layer, over the asyn-
chronous cognitive radio networks where the SUs are not synchronized with the PUs.
We develop the Markov chain model and M/GY /1 queueing model to rigourously
study our proposed CREAM-MAC protocol for both the saturation networks and
the non-saturation networks. We also conduct extensive simulations to validate and
evaluate our developed CREAM-MAC protocol. Chapter IV is in part a reprint of
the material in the papers [20,21].
In Chapter V, to achieve the optimal tradeoff between the spectrum utiliza-
tion and the interference caused by SUs, we propose the adaptive spectrum sharing
scheme for CDMA based cognitive MAC in the uplink communications over the asyn-
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chronous cognitive radio networks. Our proposed scheme addresses the joint problems
of channel sensing, data transmission, and power and rate allocations. We develop
the adaptive selection principle for the SUs to choose between the interweave spec-
trum sharing mode and the underlay spectrum sharing mode to transmit data to
secondary base station based on the channel utilization, traffic load, and interference
constraints. We also conduct extensive simulations to validate and evaluate our pro-
posed scheme, which shows the superiority of our proposed scheme as compared with
the other existing schemes. Chapter V is in part a reprint of the material in the
papers [22, 23].
Unlike the previous works focusing on the SU networks, in Chapter VI we propose
and analyze the secondary-friendly MAC for PU networks. In particular, by exploiting
the unique property of the wireless fading channel and cross-layer design technique,
we develop a packet scheduling scheme for the PUs in the context of wireless TDMA
networks, which is set up to operate friendly towards the SUs in terms of the vacant-
channel probability. We develop a rigorous queuing model, and then quantitatively
analyze the tradeoff among multiple performance metrics to identify when and where
the cost for favoring the SUs is worthy. We also present the numerical and simulation
results showing the performance of our proposed secondary-friendly MAC. Chapter VI
is in part a reprint of the material in the paper [81].
In Chapter VII, we summarize the dissertation and point out future research
directions.
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CHAPTER II
CROSS-LAYER BASED OPPORTUNISTIC MAC PROTOCOLS FOR
SYNCHRONOUS COGNITIVE RADIO NETWORKS
A. Introduction
In this chapter, we focus on the synchronous cognitive radio networks where the
secondary users (SUs) are globally time-synchronized with the primary users (PUs).
In the synchronous cognitive radio networks, time is divided into time slots with equal
length. The SUs have the same knowledge on the boundary of times slots as the PUs.
The PUs are assumed to occupy the channel for the entire time slot if they access the
channel at the beginning of the time slot. Since the SUs are synchronized with the
PUs, the SUs have the full knowledge about the boundaries of the time slots.
The research community has proposed several opportunistic MAC protocols for
cognitive radio networks. In particular, the authors of [12,13] developed a cognitive-
radio MAC protocol based on the partially observable Markov decision processes
(POMDPs) framework. Although this policy can well exploit the available frequency
spectrum, its implementation is complicated and hardware constraint because each
SU needs to be equipped with multiple sensors to detect the channel activity in their
scheme. The authors of [54] proposed the cognitive MAC with statistical channel
allocation, in which the SUs select the channel that has the highest successful trans-
mission probability to send packets based on the channel statistics. However, the
computational complexity for determining the successful transmission probabilities
c©2008 IEEE. Part of the material presented in this chapter is reprinted with per-
mission from “Cross-layer based opportunistic MAC protocols for QoS provisionings
over cognitive radio wireless networks” by H. Su and X. Zhang, published in IEEE
Journal on Selected Areas in Communications, vol. 26, no. 1, pp. 118-129, Jan.
2008.
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increases quickly with the number of licensed channels. The author of [44] proposed a
multi-channel opportunistic MAC protocol, which however targets only at the Global
System for Mobile Communications (GSM) cellular networks. The authors of [45]
developed a multi-channel cognitive MAC protocol, called C-MAC, which, however,
does not differentiate the PUs and the SUs. In [15], we developed a simple, but effi-
cient, random sensing policy based opportunistic MAC protocol without taking into
account the channel bonding/aggregation techniques. In addition, all these pervious
works do not address the delay analyses, which play an important role in designing
the Quality-of-Service (QoS)-provisionings over cognitive radio wireless networks.
To amend the aforementioned problems of the existing schemes, in this chapter
we propose the cross-layer based opportunistic multi-channel MAC protocols for syn-
chronous cognitive-radio based ad hoc networks. Our proposed schemes integrate the
spectrum sensing policy at the physical (PHY) layer with packet scheduling at the
MAC layer. Under our proposed schemes, each SU consists of a control transceiver
working on the dedicated control channel and a SDR-based transceiver that can be
dynamically tuned to any one of the licensed channels to sense for the spare spec-
trum, and then to receive/transmit the SUs’ packets. To detect the availability of the
vacant channels, we propose the following two channel sensing policies, 1) the simple,
but efficient, random sensing policy; 2) the performance-enhanced negotiation-based
sensing policy. Our schemes smoothly coordinate the two transceivers of the SUs, en-
abling them to collaboratively sense and dynamically utilize the available frequency
spectrum. In addition, our proposed cognitive-radio MAC protocols do not need any
centralized controllers.
We also rigorously analyze the throughput and the delay-QoS performances of
our proposed schemes for the saturation network and the non-saturation network
cases, respectively. First, in the saturation network case, where the SUs always
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have non-empty queues, we develop the Markov chain model to analyze the satura-
tion throughput for our proposed schemes. Second, based on the M/GY /1 queueing
theory, we also develop an analytical model to investigate the more generalized non-
saturation network case, in which the packet arrivals are characterized by a Poisson
process. The average aggregate throughput and the average delay analyses derived
for non-saturation network case can help devise the important parameters, such as
the packet arrival rate, to support the QoS requirements for wireless networks.
The rest of this chapter is organized as follows. Section B introduces the PUs’
channel-usage model. Section C develops our proposed opportunistic multi-channel
MAC protocols. Section D develops the analytical model to analyze our proposed
MAC protocols in the saturation network case. Applying theM/GY /1 queuing model,
Section E analyzes the packet transmission delay and throughput of our proposed
cognitive-radio MAC protocols in the non-saturation network case. Section F eval-
uates our multi-channel MAC protocols based on our developed analytical models.
The chapter concludes with Section G.
B. The PUs’ Channel-Usage Model
As shown in Fig. 2, we consider a licensed spectrum band consisting of n channels.
Each licensed channel is synchronous such that the PUs communicate with each other
in a synchronous manner. Meanwhile, a number of SUs, which are synchronized with
the PUs, opportunistically access the licensed spectrum without imposing interference
to the PUs. In this chapter, we mainly focus on the scenarios where all SUs utilize
the licensed channels used by the same set of PUs. This implies that the licensed
channel availability information sensed by each SUs is consistent among all SUs. We
model each channel as an ON-OFF source alternating between state ON (active)
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and state OFF (inactive). An ON/OFF channel usage model specifies a time slot in
which the PU signals is or isn’t occupying a channel. The SUs can utilize the OFF
time slot to transmit their own packets. Suppose that each channel changes its state
independently. Let αi be the probability that the i-th channel transits from state ON
to state OFF and βi be the probability that the i-th channel transits from state OFF
to state ON, where 1 ≤ i ≤ n. Then, the channel state can be characterized by a
two-state Markov chain as shown in Fig. 3.
For the i-th channel in time slot indexed by t with t = 1, 2, · · · , T, (T + 1), (T +
2), · · · , the state of the i-th channel, denoted by Ii(t), corresponds to a binary random
variable, with 0 and 1 representing the idle and the active states, respectively. Hence,
sensing a given channel produces a binary random sequence. The network state in the
t-th time slot can be characterized as [I1(t), I2(t), · · ·, In(t)]. Then, the i-th channel
utilization, denoted by γi, with respect to the PUs, can be written as:
γi = lim
T→∞
∑T
t=1 Ii(t)
T
=
βi
αi + βi
, (2.1)
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where 1 ≤ i ≤ n.
C. Our Proposed Cross-Layer Based Multi-Channel Opportunistic MAC Protocols
1. Overview
In our proposed cognitive radio-based multi-channel MAC protocols, each SU is
equipped with two transceivers. The first transceiver (called the control transceiver)
is devoted to operating over the dedicated control channel. The SUs use their control
transceivers to obtain the information of the vacant licensed channels, and to negoti-
ate with the other SUs through the contention-based algorithms, such as IEEE 802.11
distributed coordination function (DCF) [82] and p-persistent carrier sense multiple
access (CSMA) [83] protocols. The second transceiver consists of a SDR module such
that it can tune to any one of the n licensed channels to sense for spare spectrum,
receive/transmit the SUs’ packets. For convenience, we call the first transceiver the
control transceiver and the second transceiver the SDR transceiver, respectively, in
the rest of this chapter. Our protocols do not need any centralized controllers, which
is an attractive feature for all distributed wireless ad hoc cognitive radio networks.
Fig. 4 shows the principle of our proposed schemes. In the control channel, the
time axis is divided into a number of periodical time slots. All the time slots of the
control channel have the same length as those of licensed channels and the slots of
both control channel and licensed channels are synchronized. In the control channel,
each slot is divided into two phases, namely, the reporting phase and the negotiating
phase. The reporting phase can be further divided into n mini-slots, each of them
corresponding to one of the n licensed channels.
Fig. 5 describes the pseudo code for our proposed scheme. At the beginning of
each time slot, SUs sense the licensed channels, and then report the channel state by
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Fig. 4. The principle of our proposed MAC protocols.
sending the beacons in the mini-slots. Since each SU is equipped with only one SDR
transceiver, which can operate on one channel at a time, it cannot accurately know
the states of all the channels by itself. The goal of the channel-state-report process
is to enable the SUs to have a large picture of all the channels’ states through their
cooperations. In particular, the SUs use SDR transceivers to sense one of n licensed
channels, say i-th channel, (1 ≤ i ≤ n). If the SU perceives that the i-th channel is
idle, then it uses the control transceiver to send a beacon during the i-th mini-slot
over the control channel. Otherwise, it does not send any beacons. Each mini-slot
lasts for Tms time units, which is set to be long enough to determine whether channel
is busy or not. Following the settings in IEEE 802.11a [82], we set Tms to be equal to
9 µs in the rest of this chapter. Clearly, if each of the n licensed channels is sensed
by at least one SU, all the SUs get the information about the activity of the entire
licensed spectrum. We will develop the channel sensing policies which aim at gaining
as much channel information as possible in Section C-3. If we denote TS, TRP , and
TNP as the time duration of the time slot, the reporting phase, and the negotiating
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Opportunistic MAC protocol: code for every SU
01. Initially: NAC := 0, LAC := ∅, send flag := 0
Reporting phase:
For Control transceiver:
02. Listens on the control channel
03. Upon receiving a beacon at k-th mini-slot
04. NAC := NAC + 1 //Update number of vacant channels
05. LAC(NAC) := k //Update list of vacant channels
06. Upon Informed by SDR that j-th channel is idle
07. Send a beacon at j-th mini-slot
08. NAC := NAC + 1 //Update number of vacant channels
09. LAC(NAC) := k //Update list of vacant channels
For SDR transceiver:
10. Senses channel j which is decided by the sensing policy.
11. If channel j is idle
12. Inform Control transceiver that j-th channel is idle
Negotiating phase:
For Control transceiver:
13. Upon receiving RTS
14. Update the channel it will sense according to sensing policy
15. send CTS to source node
16. Upon receiving CTS
17. Update the channel it will sense according to sensing policy
18. If destination address is myself //negotiation is succeeded
19. Set send flag := 1 at the end of this phase
20. If the outgoing queue is not empty
21. Contend to send RTS to the destination node
For SDR transceiver:
22. If send flag = 1
23. send flag := 0
23. Transmit the data packets over all the channels in LAC
Fig. 5. Pseudo code of the MAC protocol for the SUs, where NAC is the number of
identified vacant channels, LAC is the list of identified vacant channels.
23
phase, respectively, then we obtain:
TS = TRP + TNP = nTms + TNP . (2.2)
During the negotiating phase, the SUs use the control transceivers to negotiate
about the data channels among the SUs by exchanging request-to-send (RTS) and
clear-to-send (CTS) packets over the control channel. Meanwhile, the only SU which
is the winner in contending for the data channels during the last time slot uses the
SDR transceiver to transmit data packets over all the vacant licensed channels in the
current time slot.
2. Channel Negotiation and Data Exchange
When an SU wants to initiate a transmission, it follows the p-persistent CSMA pro-
tocol to access the control channel to negotiate with the receiver. Particularly, the
sender listens to the control channel and waits until it becomes idle. Then, it trans-
mits the RTS packet with probability p. After the SU successfully receives CTS
packet since sending the last RTS, it gets the permission to transmit data packets in
the coming next time slot. By using the channel bonding/aggregation techniques [84],
this SU utilizes all vacant channels collectively to transmit the data packets.
Note that in our proposed scheme, the SUs do not send the data packets over
the licensed channels immediately after they successfully reserve the data channels
at the same time slot. Instead, the SUs transmit data packets in the next following
time slot after they successfully exchange RTS/CTS packets with their destination
SUs in the current time slot.
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Fig. 6. The (n+1)-state Markov chain {Su} for the number of sensed channels, where
the variable in each circle represents the number of distinct channels sensed by
the SUs.
3. Channel Sensing Policies
To identify which channels are idle (i.e., not used by the PUs), the SUs need a
channel sensing policy to dynamically detect the states of channels. We develop two
simple, but efficient, sensing mechanisms, namely the random sensing policy (RSP)
and the negotiation-based sensing policy (NSP) in this chapter. Our following analyses
show that our proposed schemes can also fully utilize the vacant frequency spectrum.
We start with the simple random sensing policy, and then describe the enhanced
negotiation-based sensing policy.
In the random sensing policy, the SUs cooperate to sense the licensed channels.
Each SU randomly chooses one of the n licensed channels for sensing. The chosen
channels among all the SUs are independent and identically distributed (i.i.d.). Let u,
where u = 1, 2, · · · , be the number of SUs in the networks. Define a random variable,
Su, which stands for the total number of distinct channels that the SUs have sensed
given that there are u SUs. Then, we develop a Markov chain model to calculate
the probability mass function (pmf) of Su, denoted by Pr{Su = s}, that the number
of channels sensed by the SUs is s with s = 0, 1, · · ·, n. Each SU independently and
uniformly selects one of the n channels with probability of 1/n. We can model the
channel sensing process as a Markov chain, {Su}, having (n + 1) states, as shown
in Fig. 6, where the variable in the circle represents the number of channels sensed
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by the SUs. The transition probability, denoted by qi,j, of the Markov chain can be
written as
qi,j , Pr{Su+1 = j|Su = i} =

i
n
, j = i,
1− i
n
, j = i+ 1,
0, otherwise,
(2.3)
where i, j = 0, 1, 2, · · ·, n. Thus, we are able to derive the probability transition matrix
for the Markov chain {Su}, denoted by Q, as follows:
Q , {qi,j} =

0 1 · · · 0 0 0 · · · 0 0
0 1
n
· · · 0 0 0 · · · 0 0
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0 · · · 0 0
0 0 · · · 0 i+1
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· · · 0 0
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. . .
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0 0 · · · 0 0 0 · · · n−1
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0 0 · · · 0 0 0 · · · 0 1

(n+1)×(n+1)
(2.4)
where qi,j is defined by Eq. (2.3). Note that Q is an (n+1)× (n+1) upper bidiagonal
matrix. The probability Pr{Su = s} that the number of sensed channels is s on the
condition that the number of SUs is u is equivalent to the u-step transition probability
from the state of 0 to the state of s for the Markov chain {Su}, which can be expressed
as
Pr{Su = s} = Qu|(0,s), (2.5)
where X|(i,j) denotes the element in position row i and column j of matrix X. Clearly,
the probability that all the licensed channels are sensed by the SUs (i.e., Pr{Su = n})
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only depends on the number of SUs (i.e., u), and this probability gets larger when
u increases. Using Eq. (2.5) to get the numerical results, we can further obtain the
relationship between the number of SUs and the number of sensed channels. For
example, in the case where the number of licensed channels is 10, the probability that
all licensed channels are sensed is close to 0.95 when u = 50, but this probability
reduces to only 0.036 when u is equal to the number of licensed channels. Based on
these observations, we obtain the following Facts.
Fact 1. In the random sensing policy, the more the number of SUs is, the more likely
the number of sensed channels is large.
We further study the asymptotical case in terms of the number of SUs. When
the number of SUs goes to infinity, Eq. (2.5) can be rewritten as:
lim
u→∞
Pr{Su = s} =
 1, s = n0, 0 ≤ s ≤ (n− 1), (2.6)
which leads to the following Fact.
Fact 2. When the number of SUs is large enough, the SUs can sense all of the licensed
channels even using the simple random sensing policy.
However, the simple channel-sensing policy is not good enough when the number
of SUs is smaller than or close to the number of the licensed channels. To amend
this weakness of the random sensing policy, we further propose the negotiation-based
sensing policy. The basic idea of the negotiation-based sensing policy is to let the SUs
know which channels are already sensed by their neighboring SUs, and then select
the different channels to sense at the next time slot.
From the view point of the SUs, there are three types of channels in any given
t-th time slot, including 1) the set of channels, denoted by B0(t), that are idle and
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sensed by the SUs, 2) the set of channels, denoted by B1(t), that are busy and sensed
by the SUs, and 3) the set of channels, denoted by B2(t), that are not sensed by the
SUs. Note that B0(t) is also the set of mini-slots during which the beacon are sent,
while (B1(t) ∪ B2(t)) is the set of mini-slots during which no beacons appear in t-th
time slot. Let |B0(t)|, |B1(t)|, and |B2(t)| be the cardinalities of B0(t), B1(t), and
B2(t), respectively.
At the very beginning, the negotiation-based sensing policy also requires the
SUs to randomly select a licensed channel to sense, and then report the channel
state by sending beacons in the reporting phase. Under the negotiation-based sensing
policy, each RTS/CTS packet has a byte of special field containing the sensed channel
information. During the negotiating phase, the SUs include the information of the
channel they have sensed into the RTS/CTS packets. When the SUs exchange the
RTS/CTS packets, the neighboring SUs overhear these ongoing RTS/CTS packets
transmitted, and then know whether they have sensed the same channels. If there
are neighboring SUs that sense the same channels as the sender in t-th time slot, each
of them will sense another different licensed channel in the (t+1)-th time slot, which
is randomly picked up from the set of (B1(t) ∪B2(t)).
Intuitively, the negotiation-based sensing policy will eventually attain the desired
state, where all the channels are sensed by the SUs if the number of SUs are larger
than or equal to the number channels, or otherwise each channel is sensed by no more
than one SU. We show that the desired state is attainable by the negotiation-based
sensing policy in the following discussions, and we will also evaluate how long it takes
to attain the desired state in Section F.
To prove that the desired state is attainable, we first present the following Propo-
sition.
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Proposition 1. (Non-decreasing Property) For the negotiation-based sensing policy,
the number of licensed channels which are sensed by the SUs in the (t+1)-th time slot
is always larger than or equal to that in the t-th time slot, for any given t = 0, 1, 2, · · · .
Proof. The proof is detailed in Appendix A.
Proposition 2. If the number of SUs is larger than or equal to the number of licensed
channels, all the licensed channels can be eventually sensed by using the negotiation-
based sensing policy.
Proof. Since the number of licensed channels that are sensed is non-decreasing func-
tion in terms of time index as shown in Proposition 1, the number of sensed channels
continues to increase with some probability before all the channels are sensed. Thus,
Proposition 2 follows, which shows that the desired state is attainable.
D. Throughput Analyses for the Saturation Network Case
Without loss of generality, we adopt p-persistent CSMA as the data channel accessing
scheme for the SUs during the negotiating phase. In this section, we develop an
analytical model to analyze the aggregate throughput of our proposed scheme based
on the channel sensing policies and p-persistent CSMA scheme under the saturation
network case.
1. The p-Persistent CSMA Scheme for Negotiating Phase
Under the p-persistent CSMA protocol, if the channel is detected as busy, the SU with
non-empty queue waits until channel becomes idle, and then transmits the packet
with probability p. We consider the saturation networks, where each SU always has
non-empty queue. Thus, all the SUs contend for sending the RTS packets during
the negotiating phase by using p-persistent CSMA. If we denote Tsucc and Tcoll as
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the time spent by a successful transmission and the time spent by an unsuccessful
transmission, respectively, then we have Tsucc = RTS + SIFS + CTS +DIFS,Tcoll = RTS +DIFS, (2.7)
where RTS is the time spent by sending a RTS packet, CTS is the time spent by
sending a CTS packet, SIFS is the time interval of short inter-frame space (SIFS),
and DIFS is the time interval of DCF inter-frame space (DIFS).
In the p-persistent CSMA, if we denote Pidle, Psucc, and Pcoll as the probability
that the channel is idle, the probability that a node successfully transmits an RTS
packet, and the probability that the collision occurs, respectively, then we obtain
Pidle = (1− p)u,
Psucc = up(1− p)u−1,
Pcoll = 1− (1− p)u − up(1− p)u−1,
(2.8)
where u is the number of SUs. Further, we can calculate the average time, denoted
by T (p, u), used for a successful transmission as follows:
T (p, u) =
TmsPidle + TsuccPsucc + TcollPcoll
Psucc
, (2.9)
where Tms is the length of a mini-slot. To ensure that the SUs can successfully
exchange the RTS/CTS packets, T (p, u) should be shorter than or equal to the length
of negotiating phase, that is,
T (p, u) ≤ TNP , (2.10)
where TNP is defined in Eq. (2.2).
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2. The Aggregate Throughput for the Saturation Network Case
We study the aggregate saturation network throughput of the SUs, each of which has
a non-empty queue and always contends for data channels. We derive the throughput
for the random sensing policy and the throughput for the negotiation-based sensing
policy, respectively, in the following.
a. Employing the Random Sensing Policy
LetM(t) be the random number of the vacant channels at the t-th time slot. Suppose
that there are n licensed channels and all licensed channels have the same channel
utilization, denoted by γ, with respect to the PUs, i.e.,
γ = γi = γj, ∀ 1 ≤ i, j ≤ n and i 6= j, (2.11)
where γi is determined by Eq. (2.1). Since the states among the n licensed channels
are independent and the probability that the channel is active is γ, M(t) follows the
binomial distribution, that is,
Pr{M(t) = m} =
(
n
m
)
γn−m(1− γ)m. (2.12)
Suppose that the SUs can always sense the channels correctly. Similar to the analyses
described in Section C, we can use a Markov chain to derive the distribution of the
number of vacant channels identified by the SUs. Given M(t) = m at t-th time slot,
we can get the conditional transition probabilities, denoted by wi,j with 0 ≤ i, j ≤ m,
as follows:
Pr{wi,j|M(t) = m} =

1− (m−i
n
)
, i = j,(
m−i
n
)
, j = i+ 1,
0, otherwise.
(2.13)
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where 0 ≤ m ≤ n. Given M(t) = m, the above transition probabilities generate
the probability transition matrix, denoted by Wm, which is a (m + 1) × (m + 1)
upper bidiagonal matrix. Let u be the number of SUs. Given M(t) = m, we obtain
the probability that the random number, denoted by LRSP (t), of vacant channels
perceived by the SUs is equal to i at t-th time slot, as follows:
Pr{LRSP (t) = i|M(t) = m} = (Wm)u|(0,i), (2.14)
where 0 ≤ i ≤ n, and X|(i,j) represents the element in position row i and column j
of matrix X. Using Eqs. (2.14) and (2.12), we can obtain the pmf for the number of
identified vacant channels as follows:
Pr{LRSP (t) = i} =
n∑
m=0
Pr{M(t) = m}Pr{LRSP (t) = i|M(t) = m}
=

∑n
m=0
(
n
m
)
γn−m(1− γ)m[(Wm)u|(0,i)], 0 ≤ i ≤ n,
0, otherwise.
(2.15)
If we let LRSP be the average number of vacant channels that the SUs can utilize,
then we obtain
LRSP =
n∑
i=0
iPr{LRSP (t) = i}. (2.16)
Let the data rate of i-th licensed channel for the SUs be Ri, where 0 ≤ i ≤ n.
Without loss of generality, we assume that all the n licensed channels have the same
bandwidth, i.e., Ri = Rj = R, ∀ 0 ≤ i, j ≤ n and i 6= j. Since the transmission
over the data channels are contention-free in our proposed protocols, we obtain the
aggregate throughput, denoted by θRSP , for the SUs as follows: expressed as:
θRSP =
LRSPRTNP
TS
, (2.17)
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where the factor of TNP/TS is due to the fact that the data transmission starts
immediately after the reporting phase and continues for a period of TNP in every
time slot.
b. Employing the Negotiation-Based Sensing Policy
We study the saturation network throughput achieved by the negotiation-based sens-
ing policy after it attains the desired state. We obtain the probability that the random
number, denoted by LNSP (t), of the vacant channels perceived by the SUs is equal to
i at the t-th time slot as follows:
Pr{LNSP (t) = i} =

(
n
i
)
γn−i(1− γ)i, u ≥ n and 0 ≤ i ≤ n,(
u
i
)
γu−i(1− γ)i, u < n and 0 ≤ i ≤ u,
0, otherwise.
(2.18)
If we let LNSP be the average number of vacant channels that the SUs can utilize
for negotiation-based sensing policy, then we obtain
LNSP =
n∑
i=0
iPr{LNSP (t) = i}. (2.19)
Then, we get the aggregate throughput, denoted by θNSP , for the saturation networks
under the negotiation-based sensing policy as follows:
θNSP =
LNSPRTNP
TS
. (2.20)
E. Throughput and Packet Transmission Delay Analyses for the Non-Saturation
Network Case
In this section, we analyze the our proposed protocols’ performance, including the ag-
gregate throughput, queueing delay, and service delay for the non-saturation-network
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case, where the SUs may have the empty queues. Without loss of generality while
making the analysis trackable, we assume that the packets of the SUs arrive according
to the Poisson process with a mean arrival rate λ [83] [85] [86]. For convenience of
presentation, we call the procedure, during which an SU successfully reserves the data
channels and transmits data packets, a service procedure, or simply, a service, in the
following discussions.
Thanks to the channel-bonding technology, the SUs can send multiple data pack-
ets during every time slot which they have successfully reserved in the negotiating
phases. Note that the number of data packets that an SU can send at a time slot
depends on the number of identified vacant channels during that time slot, which is
a random variable. This implies that the service capacity for the SUs varies during
the different time slots.
Therefore, for this non-saturation-network case, we use the single-server bulk-
service queueing model, M/GY /1, to investigate the aggregate throughput, queueing
delay, and service delay, where Y stands for the variable service capacity.
To derive the queueing delay and aggregate throughput, we need to obtain the
equilibrium-state distribution of the number of buffered packets in the queue for
any given SU at any random points. We start with studying the random number,
N+τ , τ = 0, 1, 2, · · · , where τ is used to index the services, of the packets in the system
for a given SU immediately after the τ -th service. The probability, denoted by P+j ,
that the system has j packets in the equilibrium state can be expressed as:
P+j = lim
τ→∞
Pr{N+τ = j}. (2.21)
Let Yτ , τ = 0, 1, 2, · · · be the service capacity during the τ -th service. That is, the
given SU can sendmin{Yτ , entire queue length} packets during the τ -th service. The
distribution of Yτ depends on the number of identified vacant channels, and thus we
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obtain Yτ ’s distributions for random sensing and negotiation-based sensing policies,
respectively, as follows:
Pr{Yτ = i} =
 Pr{LRSP (τ) = i}b
TNPR
`
c, for RSP,
Pr{LNSP (τ) = i}bTNPR` c, for NSP.
(2.22)
where ` is the length of the data packets, R is the data rate for each channel, TNP is
the length of the negotiating phase, and the distributions of LRSP and LNSP during
the τ -th service are characterized by Eqs. (2.15) and (2.18), respectively. Then, the
pmf, denoted by yi, that the given SU sends i data packets during a service at the
equilibrium state, can be determined by
yi = lim
τ→∞
Pr{Yτ = i}. (2.23)
Note that the sequence of {yi} is independent of the arrival process of the packets for
a given SU. Then, we get the average number, denoted by y, of packets that an SU
can send during a service as follows:
y =
 LRSP b
TNPR
`
c, for RSP,
LNSP bTNPR` c, for NSP,
(2.24)
where LRSP and LNSP are given by Eqs. (2.16) and (2.19), respectively. We define φj ,
∑n
m=j ym,
Φj(z) ,
∑n
m=j ymz
m,
(2.25)
where j = 0, 1, 2, · · · and n is the number of licensed channels. Note that Φ0(z) is
the probability generating function (PGF) for {yi} and Φ0(1) = φ0.
Let ps be the probability that a given SU can successfully reserve the data chan-
nels and V be the number of time slots spent to successfully reserve the data channels
(i.e., service period) respectively. Since the p-persistent CSMA scheme is fair to each
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SU, ps is inversely proportional to the number of SUs (u), i.e.,
ps =
1
u
. (2.26)
Then, the service period, denoted by V , follows the geometric distribution, which has
the following pmf:
Pr{V = v} = ps(1− ps)v−1 = (u− 1)
v−1
uv
, (2.27)
where v = 1, 2, · · · . Thus, we can get the average service period, denoted by E[V ] for
a given SU as follows:
E[V ] =
1
ps
= u. (2.28)
Consequently, we can calculate the system utilization, denoted by ρ, as follows:
ρ , λE[V ]
y
=
λu
y
, (2.29)
where y is given by Eq. (2.24). For the equilibrium-state probability distribution to
exist, ρ should be less than 1.
Let ψ be the random number of arrived packets for a given SU during the τ -th
service. Since the packet arrivals comply with the Poisson process, given that the
service period has v time slots, we obtain the probability that the number of arrived
packets is j as follows:
Pr{ψ = j|V = v} = e
−λv(λv)j
j!
. (2.30)
Removing the conditioning on V in Eq. (2.30), we get the probability that the number
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of arrived packets is j as follows:
Pr{ψ = j} =
∞∑
v=1
Pr{ψ = j|V = v}Pr{V = v}
=
∞∑
v=1
e−λv(λv)j
j!
[
ps(1− ps)v−1
]
. (2.31)
Then, we get the PGF, denoted by Ψ(z), of Pr{ψ = j} as follows:
Ψ(z) =
∞∑
j=0
Pr{ψ = j}zj
=
∞∑
j=0
∞∑
v=1
e−λv(λv)j
j!
[
ps(1− ps)v−1
]
zj
=
eλ(z−1)
u− (u− 1)eλ(z−1) . (2.32)
Based on [87], the PGF, denoted by P+(z), of P+j can be derived as
P+(z) =
∑n
i=0 P
+
i [z
nφi − ziΦi(z−1)]
zn
[
1
Ψ(z)
− Φ0(z−1)
] . (2.33)
Setting the denominator of Eq. (2.33) to be zero, we have
Ψ(z)Φ0(z
−1) = 1. (2.34)
Solving Eq. (2.34), we can obtain (n − 1) roots, denoted by z1, z2, · · · , zn−1, respec-
tively, which are located inside the unit circle, and one root which is located on the
unit circle [88]. Therefore, P+j can be determined by the following equation:
P+j =

y(1−ρ)∏n−1i=1 zi(zi−1)−1
yn
, j = 0
P+0 aj −
∑n−1
i=n−j P
+
j−n+iyi
yn
, 1 ≤ j < n
P+0 Pr{ψ=j−n}ajyj+P+j−n−yn
∑j−1
i=n P
+
i Pr{ψ=j−i}−
∑n−1
i=0
∑j−n
k=0 P
+
j+i−k−nyi Pr{ψ=k}
yn Pr{ψ=0} , j ≥ n
(2.35)
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where aj is the coefficient of z
j in
[
(1− z)∏n−1i=1 (1− zz−1i )], 0 ≤ j ≤ n.
The average number of packets, denoted by L+, buffered in the system after a
service at the equilibrium state is the first moment of N+τ , and thus can be obtained
by the following equation:
L+ =
d
dz
P+(z)
∣∣∣∣
z=1
=
λ2Ψ(2)(1) + Φ
(2)
0 (1)
2y(1− ρ) +
1− n+ ρ(n− ρy)
1− ρ +
n−1∑
i=1
(1− zi)−1
(2.36)
where f (i)(·) indicates the i-th derivative of f(·).
After obtaining all the probability properties of the equilibrium-state number,
N+τ , of packets buffered in the system, we proceed to study the properties for number
of packets in the queue at any random point. Let Nq be the equilibrium-state number
of packets in the queue at a random point in time for a given SU and let Pj = Pr{Nq =
j} be the probability that the queue for any given SU has j packets at a random point
in the equilibrium state. The PGF, denoted by Pq(z), of Pj can be obtained by [88]:
Pq(z) =
∞∑
j=0
Pjz
j
=
(1−Ψ(z))P+(z)
yρ(1− z)Ψ(z)
=
[∑n
i=0 yi
(∑i
j=0 P
+
j +
∑∞
j=1 P
+
j+1z
j
)]
yρ(1− z) . (2.37)
Also, the equilibrium-state probability Pj can be calculated by:
Pj =

∑n
i=0 yi
∑i
k=0 P
+
k −P+0
yρ
, j = 0
∑n
i=0 yiP
+
j+i−P+j
yρ
+ Pj−1, j ≥ 1
(2.38)
where P+j is derived by Eq. (2.35). If we denote the average number of packets that
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SUs send during a time slot at the equilibrium state by Ns, then we obtain:
Ns =

min
{
Nq,
⌊
RTNP
`
⌋
lim
τ→∞
LRSP (τ)
}
, for RSP
min
{
Nq,
⌊
RTNP
`
⌋
lim
τ→∞
LNSP (τ)
}
, for NSP
(2.39)
where the distributions of LRSP (τ) and LNSP (τ) are characterized by Eqs. (2.15) and
(2.18), respectively. Thus, we obtain the aggregate throughput, denoted by η, as
follows:
η =
E[Ns]`
TS
. (2.40)
Since the average queue length, denoted by Lq, of the packets for any given SU
is the first moment of Nq, we have
Lq =
d
dz
Pq(z)
∣∣∣∣
z=1
= L+ − yρ+ λ
2Ψ(2)(1)
2yρ
, (2.41)
where L+ is derived by Eq. (2.36). According to Little’s law, the queueing delay,
denoted by Wq, for a given SU can be derived by
Wq =
LqTS
λ
, (2.42)
where TS is the length of the time slot. Thus, the average packet transmission delay,
denoted by Ws, for a given SU is derived as:
Ws = Wq + E[V ]TS =
(
Lq
λ
+ u
)
Ts, (2.43)
where E[V ]TS is the service delay.
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Table I. The parameters for our proposed opportunistic multi-channel cognitive MAC
protocol.
RTS 44 Bytes The length of RTS packet
CTS 38 Bytes The length of CTS packet
` 250 Bytes The length of the data packet
Tms 9 µs Mini-slot interval
TS 1.89 ms The length of time slot
SIFS 15 µs Short inter-frame space
DIFS 34 µs DCF inter-frame space
p 0.01 The prob. of sending a packet
R 1 Mbps Data rate of the licensed channel
F. Performance Evaluations
The parameters for our proposed schemes are summarized in Table I. These pa-
rameters ensure that Eq. (2.10) is satisfied, which suggests that at least one SU can
successfully send RTS packet during the negotiating phase with a high probability.
We first investigate the time spent by the negotiation-based sensing policy to
attain the desired state, where 1) if the number (u) of SUs is larger or equal to the
number (n) of licensed channels, all the channels are sensed by the SUs, 2) otherwise,
each channel is sensed by no more than one SU. Fig. 7 plots the time spent to attain
the desired state against the number of SUs with different γ’s and n’s. Each point
in Fig. 7 is the mean of the results of 500 simulations. Note that the length of the
time slot is typically very short.1 The negotiation-based sensing policy can quickly
attain the desired state even in the worst case where n = 10 with γ = 0.6, as shown
1For example, the time-slot length of GSM cellular network is 577 µs.
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Fig. 7. The time spent to attain the desired state by the negotiation-based sensing
policy against the number of SUs with different γ’s. (a) The case with n = 10.
(b) The case with n = 6.
in Fig. 7. We also observe that the time spent to attain the desired state gets longer
if the number u of SUs becomes closer to the number n of channels. This is because
i) when u is much smaller than n, it is less likely that the channels sensed by two SUs
are the same in the initial state, which will only take several more steps (in slots) to
attain the desired state; and ii) when u is much larger than n, Fact 2 shows that most
channels are sensed by the SUs in the initial state, which is also close to the desired
state. In addition, we notice that it will take more time to attain the desired state if
the channel utilization (γ) by the PUs gets larger.
By using the analytical model developed in Section D-2, we obtain the numerical
results for the saturation throughput achieved by two different channel-sensing policies
under different situations with n = 10, as shown in Fig. 8. Given γ and u, the
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Fig. 8. The saturation throughput achieved by two different channel-sensing policies
against the number (u) of SUs with different γ’s when the number (n) of
licensed channels is 10.
saturation throughput achieved by the negotiation-based sensing policy is higher than
that by the random sensing policy. When the number of SUs is equal to the number of
channels, the improvement achieved by the negotiation-based sensing policy over that
achieved by the random sensing policy reaches to the maximum. When the number of
SUs is less than the number of channels, the saturation throughput achieved by the
negotiation-based sensing policy increases linearly as the number of SUs increases.
However, the saturation throughput achieved by the negotiation-based sensing policy
becomes the constant after the number of SUs is larger than the number of channels.
This is expected because all the vacant channels are perceived by the SUs when the
number of SUs is larger than or equal to the number of channels, as discussed in
Section C-3. From Fig. 8, we also observe that the larger the channel utilization by
the PUs (γ), the lower saturation throughput the SUs can achieve for both channel
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Fig. 9. The average packet transmission delay (Ws) against the system utilization (ρ)
of SUs with different number of SUs (u) when the channel utilization (γ) of
PUs is 0.6. The number (n) of licensed channels is 5. The solid lines represent
the average packet transmission delay under negotiation-based sensing policy,
and the dashed lines represent the average packet transmission delay under the
random sensing policy.
sensing policies, which makes sense because the higher the channel utilization (γ),
the less the channels can be used by the SUs.
Now, we investigate the performance of our proposed MAC protocols in the non-
saturation network case, where the number (n) of licensed channels is set to 5. Using
Eqs. (2.41) through (2.43), Fig. 9 plots the average packet transmission delay against
the system utilization (ρ) of SUs when the number of SUs (u) is set to 8 and 20,
respectively, while the channel utilization (γ) of PUs is fixed at 0.6. As the system
utilization increases, the average packet transmission delay gets larger for both the
negotiation-based sensing policy and the random sensing policy. Also, the average
packet transmission delay increases much faster when the system utilization ρ gets
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Fig. 10. The aggregate throughput (η) of SUs against different system utilization (ρ) of
SUs when the number (u) of SUs is equal to 20 and 8. The channel utilization
(γ) of PUs is 0.6, and the number (n) of licensed channels is 5. The solid line
represents the negotiation-based sensing policy for both u = 8 and u = 20, the
dashed line represents the random sensing policy with u = 20, the dashdotted
line represents the random sensing policy with u = 8.
larger. From Fig. 9, we observe that the average packet transmission delay achieved
by the negotiation-based sensing policy is smaller than that achieved by the random
sensing policy for the same ρ and u. In particular, when the number of SUs is close to
the number of licensed channels, the delay achieved by the negotiation-based sensing
policy is much smaller than that achieved by the random sensing policy. However,
the delays achieved by the negotiation-based sensing policy and the random sensing
policy are virtually the same when the number of SUs is much larger than the number
of licensed channels, which verifies Fact 2.
Using Eq. (2.40), Fig. 10 plots the aggregate throughput against the system
utilization under both the negotiation-based sensing policy and random sensing policy.
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Note that under the negotiation-based sensing policy the aggregate throughput of
u = 20 is the same as that of u = 8. This is because based on the negotiation-based
sensing policy, the SUs are aware of all channels’ states in both u = 20 and u = 8
cases, and thus these two cases have the same total packet arrival rates under the
same system utilization. The aggregate throughput increases linearly with the system
utilization. The reason is that under the fixed γ, the increase of the system utilization
(ρ) leads to the increase of the packet arrival rate (λ), which implies that more packets
are sent under the non-saturation network case. From Figs. 9 and 10, we observe that
there is a tradeoff between the aggregate throughput and average packet transmission
delay. That is, as the system utilization increases, the aggregate throughput increases,
while the average packet transmission delay also becomes larger.
Now, we investigate the impact of the channel utilization (γ) of the PUs on the
performance of our proposed MAC protocols. Using Eqs. (2.41)-(2.43) and Eq. (2.40),
Figs. 11 and 12 plot the average packet transmission delay against the channel uti-
lization (γ) of the PUs and the aggregate throughput of the SUs against the channel
utilization of PUs, respectively. The system utilization (ρ) of SUs is set as an constant
of 0.1. The number (n) of licensed channels is set to 5. From Fig. 11, we observe that
the average packet transmission delay increases monotonically with γ. The increasing
rate of the average packet transmission delay becomes larger as the channel utilization
(γ) of PUs increases. From Fig. 12, we find that the aggregate throughput decreases
as the channel utilization of PUs increases. That is expected because the number of
vacant licensed channels which can be utilized by the SUs decreases, as the channel
utilization of PUs gets larger. When the number of SUs is small, the performance
improvement of the negotiation-based sensing policy over the random sensing policy
gets larger in terms of throughput and delay. On the other hand, when the number
of SUs gets large, the performance achieved by the simple random sensing policy is
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Fig. 11. The average packet transmission delay (Ws) against the channel utilization
(γ) of PUs with different number of SUs (u) when the system utilization (ρ)
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represent the negotiation-based sensing policy, and the dashed lines represent
the random sensing policy.
very close to that achieved by the negotiation-based sensing policy.
Using Eqs. (2.41)-(2.43), Fig. 13 plots the impact of different combinations of γ
and λ on the average packet transmission delay under the negotiation-based sensing
policy, when the number (n) of licensed channels is 5 and the number (u) of SUs is
20. Under the same channel utilization of PUs, the higher the packet arrival rate, the
larger the packet transmission delay. Furthermore, the impact of the packet arrival
rate on the packet transmission delay gets higher when the channel utilization of PUs
becomes larger. When the channel utilization of PUs is high, even the small increase of
packet arrival rate can result in the significant increase of packet transmission delay.
These observations provide practically important guidelines to derive the different
desired parameters, such as packet arrival rate, the channel utilization of PUs, and
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the number of SUs, etc., for the QoS-provisioning over the cognitive radio wireless
networks.
G. Summary
We proposed and analyzed the opportunistic multi-channel MAC protocols for the
cognitive radio-based wireless ad hoc networks. Specifically, the cognitive MAC pro-
tocols enable the SUs to identify and utilize the available frequency spectrum without
causing harmful interference to the PUs. To detect the availabilities of the vacant
licensed channels, we proposed two different channel sensing policies: the random
sensing policy and the negotiation-based sensing policy. Our proposed cognitive radio-
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Fig. 13. The average packet transmission delay (Ws) varies with different γ’s and λ’s
under negotiation-based sensing policy. The number (n) of licensed channels
is 5 and the number (u) of SUs is 20.
based MAC protocols do not need any centralized controllers, since the negotiation
between the sender and receiver of the SUs is conducted using the CSMA/CA-based
algorithm. Applying the Markov chain model and the M/GY /1 queueing model, we
develop analytical models to evaluate the performance of our proposed protocols with
two channel sensing policies for both the saturation network case and non-saturation
network case, respectively. Our analyses also reveal the tradeoff between throughput
and delay, which provides the guidelines to support the different QoS requirements
over cognitive radio based wireless networks.
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CHAPTER III
CHANNEL-HOPPING BASED SINGLE TRANSCEIVER MAC FOR
SYNCHRONOUS COGNITIVE RADIO NETWORKS
A. Introduction
In Chapter II, we proposed the cross-layer based multi-channel opportunistic MAC
protocol for synchronous cognitive radio networks, which requires each SU to be
equipped with two sets of radios. However, in some hardware-constrained cognitive
radio networks, it may be difficult to equip each SU with two sets of radios, especially
in cognitive radio-based wireless sensor networks. Thus, in this chapter we propose
a channel-hopping based single transceiver cognitive MAC protocol for synchronous
cognitive radio networks. Under our proposed protocol, each SU is equipped with
only one SDR-based cognitive transceiver that can dynamically utilize the licensed
channels to receive/transmit the SUs’ packets. Our proposed protocol enables the SUs
to exchange the negotiation packets (e.g., ready-to-send/clear-to-send, i.e., RTS/CTS
packets) at multiple rendezvous such that no dedicated control channel is required. In
particular, in our proposed channel-hopping MAC protocol, the SUs switch across the
licensed channels with their distinct channel-hopping sequences. When an SU sender
wants to send packets to its intended SU receiver, the SU sender changes its hopping
schedule and follows the hopping sequence of the intended receiver to conduct the
negotiation and then transmit data packets if the channel is not currently used by
PUs.
The main advantages of our proposed scheme include the followings: 1) no ex-
tra control channel is needed; 2) it overcomes the single control channel bottleneck
problem; and 3) one transceiver is sufficient. In addition, our proposed protocol
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does not need any centralized controllers. We also rigorously model and analyze the
performance of our MAC protocol in terms of aggregate throughputs.
The rest of this chapter is organized as follows. Section B describes the PUs’
channel-usage model and develops our proposed cognitive MAC protocol. Apply-
ing the Markov chain based analytical model, Section C models and analyzes the
throughput of our proposed cognitive MAC protocol. Using this Markov chain model,
Section D evaluates our multi-channel MAC protocol. The chapter concludes with
Section E.
B. Our Proposed Channel-Hopping Cognitive MAC Protocol
1. The PUs’ Channel-Usage Model
The PUs’ channel-usage model considered in this chapter is similar to that in Chap-
ter II. In particular, we consider there are two non-cooperating types of users, namely
PUs and SUs. The PUs, for example, TVs, cellular phones, or wireless microphones,
are those to which an amount of wireless spectrum is licensed. On the other hand,
the SUs are referred to those without pre-assigned wireless spectrum. However, the
SUs equipped with the cognitive radios can transmit their own packets by seizing
the opportunities that the PUs do not use the licensed wireless spectrum. In this
chapter, the wireless spectrum accessible to the SUs is further divided into a number
of channels, each with a fixed amount of frequency bandwidth.
Suppose that a spectrum licensed to the PUs consists ofM channels, as depicted
in Fig. 2 in Chapter II. We assume that for each channel, the channel usage pattern
of the PUs follows independent and identically distributed (i.i.d.) ON/OFF random
process, as shown in Fig. 3 in Chapter II. An ON-period represents that the channel is
occupied by the PUs. An OFF-period represents that the channel is vacant and thus
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can be opportunistically used by the SUs. Suppose that the ON- and OFF-periods on
each channel are independent. Note that the average ON- and OFF-periods depend
on the channel usage pattern of the PUs. In this chapter, we assume that the length
of ON- and OFF-periods for i-th licensed channel follows exponential distribution
with means equal to αi and βi, respectively. If we denote γi as the probability that
i-th channel is occupied by the PUs, then we have
γi =
αi
αi + βi
, (3.1)
where 1 ≤ i ≤M . Note that γi also represents the channel utilization of i-th channel
with respect to PUs.
2. The Protocol Description
Our proposed protocol does not employ a common control channel as the rendezvous
where the SUs exchange the control packets for multi-channel resource reservation.
Each SU has its own hopping sequence and switches across the channels following
the hopping sequence. Each SU hops across all M licensed channels according to its
own pseudo-random (PR) hopping sequence. SUs decide on their own PR hopping
sequence based on their unique ID (e.g., their MAC address) and share the same
hopping sequence generating algorithm. The hopping sequence is fixed for a given
SU. As shown in Fig. 14, if a source SU, A, wants to send packets to its intended
receiver, B, A follows the B’s hopping sequence to meet with it and exchange the
negotiation packets if the channel is not used by the PUs.
Unlike the conventional channel hopping MAC protocol [89–91], at the beginning
of each time slot, to guarantee that the SUs do not interfere with the PUs or the
ongoing communication pairs of SUs, the SUs need to keep their transmitters quiet
for a predefined period, called the quiet period. During the quiet period, if an SU
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Fig. 14. Illustrations of our proposed opportunistic MAC protocol. The shadowed
rectangles represent the time slots during which the PUs are active. The
empty rectangles represent the unused time slots. Let A, B, and C be three
SUs. If A wants to send packets to B, A follows the B’s hopping sequence to
meet with it and exchange the negotiation packets if the channel is unused by
the PUs.
does not detect any signal on its current operating channel, it assumes that no PU is
present in the current time slot and it is safe for SUs to use the channel. The channel
operations for the SUs can be categorized as three types: advertising, negotiation, and
data exchange. Note that in each time slot, all of these operations can be performed
by the SUs only if there are no PUs’ signals detected during the quiet period.
The Advertising Operations: Each SU periodically broadcasts its own hopping
sequence over an unused channel to let its neighbors know such that the neighbors
can follow its hopping sequence to communicate with. When an SU is entering the
network, it discovers its neighbors and adds them to its neighbors list table. The SU
needs to send its ID so that its neighbors can know its home hopping sequence which
is only decided by the SU’s unique ID. When an SU receives any packet, if the sender
is a new neighbor, the SU records the sender’s home hopping signature consisting the
time stamp and the unique ID of the sender. Whenever a new neighbor is discovered,
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the receiver sends an extra packet with its own hopping sequence to accelerate the
advertising process. The SUs can also ask their neighbors for a list of their known
neighbors.
The Negotiation Operations: Before exchanging any data packets, the sender and
receiver of SUs have to hop to the same channel at the same time slot to negotiate for
the data transmission. In our proposed protocol, SUs can conduct the negotiations
at different channels simultaneously. In other words, multiple pairs of senders and
receivers can transmit or negotiate at the same time, which is different from the
dedicated control channel based cognitive MAC protocols where only one pair of
sender and receiver can conduct negotiation at the same time. In this sense, the
proposed cognitive protocol can alleviate negotiation bottleneck.
Under our proposed protocol, each SU keeps one packet queue per destination to
avoid head-of-line blocking. At the beginning of each time slot, if the SU has no data
to send, it will follow its home hopping sequence and monitor on that channel. If the
SU has packets to send, it allows itself to temporarily deviate from its home hopping
sequence and transmit to a receiver on another channel. Otherwise, it simply stays
on the current channel. The sender deviates from its home hopping sequence at the
beginning of the time slot to monitor the receiver’s status. After the sender hops
to the receiver’s channel, it needs to wait for the predefined quiet period. If during
the quiet period, there are no signals detected, it sends a negotiation message to
the receiver with a randomized delay. After receiving the acknowledgment from the
receiver, the sender starts transmitting data packets, which means the negotiation is
successful.
The Data Exchange: After a pair of SUs successfully negotiate for the channel,
they start exchanging data packets. If they cannot finish the data packets in a time
slot. They continue exchanging data over the same channel at the next time slot.
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If the channel is occupied by PUs, then the pair of SUs wait on the same channel
until the channel is vacant again. If the channel is occupied by PUs for consecutive
5 times, the pair of SUs gives up the data exchanging, which means that the data
exchange fails.
C. Throughput Analysis
For our proposed cognitive MAC protocols, there are four sets of SUs in the t-th time
slot, denoted by Ct, Rt, It, and Nt, respectively, where t indexes the time slots, as
shown in Fig. 15. Ct is the set of SUs that exchange data during the t-th time slot.
Rt is the set of SUs that is ready to transmit or receive data at the beginning of the
t-th time slot. It is the set of SUs that is idle during t-th time slot. Nt is the set of
SUs that have buffered data packets and contend for transmitting negotiating packets
during the t-th time slot. As shown in Fig. 15, the set of Rt includes two parts: i)
all the SUs in Rt−1, and ii) a fraction of Ct−1 SUs that finish the data exchange. We
assume that each SU in Rt generates a packet at the beginning of t-th time slot with
probability λ. The destination address of the generated packet is arbitrarily chosen
among all the SUs. The SUs that generate packets (i.e., Nt) contend for the right of
transmission on the unused licensed channels. If an SU in Nt successfully negotiates
with its intended secondary receiver, then it can exchange data packet in the t-th
time slot.
To make the model tractable, we mainly focus on the scenarios where all SUs
utilize the licensed channels used by the same set of PUs. This implies that the
licensed channel availability information sensed by each SU is consistent among all
SUs. Furthermore, let the same γ apply to all licensed channels, i.e., γ = γi = γj
for 1 ≤ i, j ≤ M . We assume that the data packet length in terms of the time-slot
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Fig. 15. The diagram of node states transition from (t − 1)-th time slot to t-th time
slot. I, C, R, and N imply the sets of idle nodes, communicating nodes,
nodes that are ready to transmit/receive, buffered nodes, respectively.
length follows the geometrical distribution, i.e., the probability that a data packet
has length ` is
P (L = `) = µ(1− µ)`−1. (3.2)
It will take ` time slots to complete the transmission of data packet with a length of
`. If we denote the data transmission rate, the length of time slot, and the length of
quiet period by Rd, Ts, and Tq, respectively, then the average packet length, denoted
by L, in bytes is obtained by:
L =
(Ts − Tq)Rd
µ
. (3.3)
Clearly, at any given beacon interval, the system state at every interval beacon
can be characterized by the number of communicating pairs of nodes during the
corresponding time slot (i.e., |C|/2). We proceed to analyze the proposed protocol by
using a discrete-time Markov chain to analyze the network throughput. A transition
in the Markov chain from one state to another occurs if i) at least one communicating
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pairs finishes the data transmission, or (and) ii) at least one communicating pairs
begins the data transmission.
For convenience, we summarize the key parameters for protocol modeling as
Table II. The number of nodes, denoted by Nr, that is ready to transmit or receive
at the beginning of the t-th time slot can be written as:
Nr = |Rt| = N − 2(k − v), (3.4)
where k and m with 0 ≤ k,m ≤ C , min{M, bN/2c} are the number of communi-
cating pairs of SUs at (t−1)-th time slot and t-th time slot, respectively. Because the
geometrical distribution is memoryless and the given licensed channel is occupied by
the PUs with probability of γ, the probability that each communicating pair in Ct−1
finishes the data at the end of (t− 1)-th time slot is µ(1− γ). Given the number k of
communicating pairs in the (t−1)-th time slot, the number v of communicating pairs
that become ready at the beginning of t-th time slot follows the binomial distribution,
i.e.,
p(v|k) =
(
k
v
)
[µ(1− γ)]v[1− µ(1− γ)]k−v, (3.5)
where 0 ≤ v ≤ k. Also, the number w of nodes that has buffered packets to send in
the t-th time slot follows the binomial distribution conditioning on v and k, i.e.,
p(w|k, v) =
(
Nr
w
)
λw(1− λ)Nr−w, (3.6)
where 0 ≤ w ≤ Nr.
Denote by p(c|k, v, w) the conditional probability mass function (pmf) of the
number (c) of channels to which only one buffered SU hops given that there is w
buffered SUs. p(c|k, v, w) is the same as the probability that c out of M urns contain
exactly one ball after we throw w balls independently and uniformly in M urns. We
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Table II. The parameters for channel-hopping cognitive MAC protocol modeling
N The number of SUs in the system.
Nr The total number of SUs in Rt, i.e., |Rt|.
u The number of pairs of SUs that successfully
negotiate, i.e., |Nt ∩ Ct|.
v The number of communicating pairs of SUs that
finish data exchange at the end of t− 1 time slot and become
ready at the beginning of the t-th time slot, i.e., |Ct−1 ∩Rt|/2.
c The number of exclusive channels which has only one SU
in t-th time slot user that has packets to send.
e The number of the idle channels in t-th time slot.
d The number of the idle and exclusive channels in t-th time slot.
k The number of communicating pairs that communicate in the
(t− 1)-th time slot , i.e., |Ct−1|/2.
m The number of communicating pairs that is communicate in the
t-th time slot, i.e., |Ct|/2.
w The number of SUs that have packets to send in the
t-th time slot, i.e., |Nt|.
λ Probability that an idle SU generates a packet.
µ Probability that a pair of SUs finish the data
exchange and release the channel.
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Fig. 16. The two-dimensional Markov chain for the number of exclusive channels in a
given time slot.
can use a two-dimensional discrete-time Markov chain to derive p(c|k, v, w). Let o(w)
be the stochastic process representing the number of channels each of which is selected
by exactly one buffered SU (i.e., the exclusive channels) given there are w buffered
SUs. Clearly, this process is non-Markovian. We also denote n(w) as the stochastic
process representing the number of channels each of which is selected by at least two
SUs. Then, we get a two-dimensional process {o(w), n(w)} that is a discrete-time
Markov chain as shown in Fig. 16. Thus, we get the one-step transition probabilities
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as follows: 
p(i, j|i, j) = j
M
, 0 ≤ i, j ≤M
p(i+ 1, j|i, j) = 1− i+j
M
, 0 ≤ i ≤ (M − 1), j ≥ 0
p(i− 1, j + 1|i, j) = i
M
, 1 ≤ i ≤M, 0 ≤ j ≤ (M − 1)
p(x, y|i, j) = 0, |x− i| ≥ 2 or |y − j| ≥ 2
(3.7)
where (i + j) ≤ M holds. Then, we can construct the two-dimensional transition
probability matrix {p(x, y|i, j)}0≤x,y,i,j≤M . We further convert this two-dimensional
matrix into an one-dimensional transition probability matrix, denoted by Q, as fol-
lows:
Q = {qm,n} (M+2)(M+1)
2
× (M+2)(M+1)
2
(3.8)
where qm,n = p(x, y|i, j) with m and n satisfying the follows:
m = (2M−i+3)i
2
+ j
n = (2M−x+3)x
2
+ y
(3.9)
Then, we can obtain the conditional pmf of the number (c) of exclusive channels given
w, k, and v as:
p(c|k, v, w) = p(c|w) =
(2M−c+3)c/2+M−c∑
t=(2M−c+3)c/2
Qw|(0,t) (3.10)
where 0 ≤ c ≤ w and X|(i,j) represents the element of matrix X located at the i-th
line and the j-th column.
Denote by p(d|k, v, w, e, c) the conditional pmf of the number (d) of the idle
and exclusive channels given e idle channels and c exclusive channels. Based on the
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combinatorial rules, p(d|k, v, w, e, c) can be expressed as:
p(d|k, v, w, e, c) =
(
e
d
)(
M−e
c−d
)(
M
c
) (3.11)
where 0 ≤ d ≤ c. If we denote by p(e|k, v, w, c) the conditional pmf of the number
(e) of the idle channels given that there are k communicating pairs in (t− 1)-th time
slot and there are v pairs of SUs that finished communications at the end of (t−1)-th
time slot, then we get
p(e|k, v, w, c) = p(e|k, v) =
(
M − k + v
e
)
γM−k+v−e(1− γ)e. (3.12)
Combining Eqs. (3.12) and (3.11), we obtain:
p(d|k, v, w, c) =
M−k+v∑
e=1
p(d|k, v, w, e, c)p(e|k, v, w, c)
=
M−k+v∑
e=1
(
e
c
)(
M−e
c−d
)(
M
M−e
) (M − k + v
e
)
γM−k+v−e(1− γ)e. (3.13)
Given k, v, w, and d, the pmf, denoted by p(u|k, v, w, d), of the number of SUs’ pairs
(u) of that successfully negotiate at t-th time slot can be written as follows:
p(u|k, v, w, d) =
(
d
u
)(
Nr − w
N − 1
)u(
Nr − w
N − 1
)d−u
(3.14)
where Nr−w
N−1 is the probability that a given secondary transmitter can find its intended
secondary receiver. Since u = m− (k − v), we can rewrite Eq. (3.14) as:
p(m|k, v, w, d, c) = p(m|k, v, w, d)
=
(
d
m− (k − v)
)(
Nr − w
N − 1
)(m−k+v)(
Nr − w
N − 1
)(d−m−k+v)
.
(3.15)
By using Eqs. (3.5), (3.6), (3.10), (3.13), (3.15) together, the conditional pmf,
denoted by p(m|k), of the number (m) of SUs’ pairs communicating in t-th time slot
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given that there are k pairs of SUs communicating in (t − 1)-th time slot can be
written as:
p(m|k) =
k∑
v=0
N−2(k−v)∑
w=0
w∑
c=0
c∑
d=0
p(m|k, v, w, d, c)
×p(d|k, v, w, c)p(c|k, v, w)p(w|k, v)p(v|k) (3.16)
where 0 ≤ k,m ≤ C. Using the transition probabilities obtained from Eq. (3.16), we
can calculate the probability for steady state of the number of communicating pairs
that is denoted by pik with 0 ≤ k ≤ C. Since the SUs in set of Ct−1 ∩Ct may not send
data during t-th time slot due to the presence of the PUs, we need to differentiate the
old communicating pairs of SUs (Ct−1 ∩ Ct) and the new joining communicating pairs
of SUs (Rt ∩ Ct). All of the new joining communicating pairs of SUs in t-th time slot
can exchange data. At the same time, given k and v, the average number, denoted
by N c(k, v), of old communicating pairs of SUs that can exchange data in t-th time
slot can be written as:
N c(k, v) =
k−v∑
i=0
i
(
k − v
i
)
γk−v−i(1− γ)i (3.17)
where 0 ≤ v ≤ k ≤ C. Then, the average aggregate throughput, denoted byφ, can
be written as:
φ =
Rd(Ts − Tq)
Ts
C∑
k=0
C∑
m=0
k∑
v=0
p(k, v,m)[Nc(k, v) +m− (k − v)] (3.18)
where Ts and Tq are the lengths of time slot and quiet period, respectively, p(k, v,m)
is the joint pmf of k, v, and m, and it can be obtained by
p(k, v,m) = p(v,m|k)pik = p(v|k,m)p(m|k)pik = p(v|k)p(m|k)pik. (3.19)
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Fig. 17. The aggregate throughput of SUs against the packet generation rate. The
average packet size is set to 170 bytes. The number of SUs N = 20. gamma
is set to 0.05, 0.2, 0.4 and 0.7, respectively.
D. Performance Evaluations
The parameters used to evaluate our proposed cognitive MAC protocol are set as
follows: Rd = 5 Mbps, Ts = 200 µs, Tq = 9 µs, and M = 6. Using Eq. (3.18) in
Section C, we obtain the aggregate throughput of SUs against packet generation rate
(λ), channel utilization of PUs (γ), and average packet size (L), respectively, when
N = 20, as shown in Fig. 17. We first investigate the impact of the packet generation
rate (λ) on the aggregate throughput with variant channel utilizations of PUs against
packet generation rate when the average packet size is 170 Bytes (or equivalent to
µ=0.7), as shown in Fig. 17. Under the same packet generation rate, the less the
channel utilization of PUs, the higher the aggregate throughput achieved. Regardless
of the channel utilization of PUs, the aggregate throughput is 0 when λ = 0 or 1.
When λ = 0, no packet is generated, the aggregate throughput is therefore zero. On
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Fig. 18. The aggregate throughput of SUs against the channel utilization of PUs. The
packet generation rate λ = 0.5. The number of SUs N = 20. The average
packet size is set to 2388, 398 and 170 bytes, respectively.
the other hand, when λ = 1, all the idle SUs attempt to transmit, resulting in no
sender that can find an idle receiver. Furthermore, we observe that given average
packet size and the number of SUs, the utilization of PUs has hardly impact on the
optimal packet generation rate that achieve the highest aggregate throughput.
Fig. 18 shows the impact of the channel utilization (γ) of PUs on aggregate
throughput of SUs. As γ decreases, the aggregate throughputs become lower. It is
clear because larger γ means fewer unused licensed channels that can be used by the
SUs, leading to lower throughput. Given a fixed γ, with larger average packet size, the
SUs can achieve higher aggregate throughput. The reason is that the large average
packet size is equivalent to the small µ, which means that the SUs tend to stay in
the same licensed channel for a longer time, and thus they don’t need to frequently
negotiate for the channels. Consequently, the SUs can utilize the licensed channels
once the channels are unused by PUs. This impact of the average packet size on the
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Fig. 19. The aggregate throughput of SUs against the average packet size. The packet
generation rate λ = 0.5. The number of SUs N = 20. γ is set to 0, 0.1, 0.3
and 0.7, respectively.
aggregate throughput can be further studied in Fig. 19, which plots the aggregate
throughput versus the average packet size. As average packet size increases, the
aggregate throughputs of SUs get larger. Given a fixed γ, when the average packet
size is 200 Kbytes, the aggregate throughput of SUs can almost fully utilize all the
licensed channels that are unused by the PUs. Although the large average packet size
can improve channel utilization, it reduces the probability that the idle SUs acquire
channels, which leads to high packet transmission delay. Hence, there exists a tradeoff
between the channel utilization and the packet transmission delay.
Fig. 20 shows the aggregate throughput versus the packet generation rate when
the number (N) of SUs is 20 and 30, respectively. Given the average packet size, the
highest aggregate throughput achieved by N = 30 is larger than that by N = 20.
For L = 995 bytes, when λ < 0.4, the aggregate throughput achieved by N = 30 is
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Fig. 20. The aggregate throughput against the packet generation rate with γ = 0.1
when N = 20 and 30, respectively.
higher than that by N = 20. On the other hand, When λ > 0.4, smaller number
of SUs achieves better throughput. The similar situation happens when L = 199
bytes. That is expected because when λ is small, more SUs can provide more pairs
of SUs that successfully utilize the vacant licensed channels. At the same time, when
λ is large, larger number of SUs means that more buffered SUs cannot successfully
negotiate for channels.
E. Summary
We proposed and analyzed the channel-hopping based cognitive MAC protocol. Un-
der the proposed MAC protocol, each SU, which is equipped only one SDR based
transceiver, seizes the opportunity where unused licensed channels are available to
exchange their own packets while not causing any interference to the PUs. Each SU
generates its own channel-hopping pattern with the unique sequence generating seed.
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A SU follows its own channel-hopping pattern when it doesn’t have packets to send,
while it follows its intended receiver’s channel-hopping pattern if it wants to send
packets to the intended receiver. In this way, our proposed cognitive MAC protocol
needs neither the dedicated control channel nor centralized controllers. We developed
a Markov chain based analytical model to analyze the performance of our proposed
cognitive MAC protocol in terms of aggregate throughput. We also identified the
tradeoff between the channel utilization and the packet transmission delay.
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CHAPTER IV
CREAM-MAC: COGNITIVE RADIO-ENABLED MULTI-CHANNEL MAC
PROTOCOL FOR ASYNCHRONOUS COGNITIVE RADIO NETWORKS
A. Introduction
In this chapter, we concentrate on the asynchronous cognitive radio networks, where
the SUs are not synchronized with the PUs. The transmit duration of the PUs is not
fixed. The design of MAC protocols for the asynchronous cognitive radio networks
is more challenging than that for the synchronous cognitive radio networks we study
in Chapters II and III. Besides all the problems encountered in the synchronous
cognitive radio networks, in the asynchronous cognitive radio networks, when trans-
miting/receiving the SUs are not aware whether/when the PUs become active due to
the half-duplex nature of the wireless spectrum-medium. Thus, the SUs in the asyn-
chronous cognitive radio networks may inevitably cause interference to the PUs. How
the SUs limit the interference caused to the PUs to an acceptable level is the critical
problem in the design of MAC protocols for asynchronous or non-time-slotted cogni-
tive radio networks. Moreover, the problems become more complicated when there
are no centralized controllers and each SU is equipped with only a single transceiver.
To tackle the aforementioned problems, in this chapter we propose an efficient
Cognitive Radio-EnAbled Multi-channel MAC protocol, called CREAM-MAC pro-
tocol, which integrates the cooperative sequential spectrum sensing at physical layer
and packet scheduling at MAC layer, over the wireless DSA networks. Under the
CREAM-MAC protocol, each SU is equipped with a SDR-based transceiver that can
dynamically utilize one or multiple licensed channels to receive/transmit the SUs’
packets, and multiple sensors that can detect multiple licensed channels simultane-
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ously. The proposed cooperative sequential spectrum sensing scheme aims at im-
proving the accuracy of spectrum sensing to decrease the interference imposed to the
PUs. The CREAM-MAC protocol enables the SUs to dynamically utilize the unused
licensed frequency spectrum in a way that confines the level of interference to the
range the PUs can tolerate. With the help of the four-way handshakes of control
packets, the CREAM-MAC protocol with a single transceiver can efficiently handle
the traditional hidden terminals and the multi-channel hidden terminals.
We also rigorously model and analyze the performance metrics, including the
aggregate throughput delay and packet transmission delay, of our proposed scheme
for the saturation network and the non-saturation network cases, respectively. First,
in the saturation network case, where the SUs always have non-empty queues, we an-
alyze the aggregate throughput for the CREAM-MAC protocol with the cooperative
spectrum sensing scheme. Second, using the M/GY /1 queueing theory, we also de-
velop an analytical model to study non-saturation network case, in which the packet
arrivals are characterized by a Poisson process. The average aggregate throughput
and the average delay analyses we have derived for non-saturation network case can
help appropriately devise the important parameters, such as the packet arrival rate,
to support the QoS requirements for wireless DSA networks.
The rest of this chapter is organized as follows. Section B describes the system
models. Section C develops the CREAM-MAC protocol with the cooperative sequen-
tial spectrum sensing scheme. Section D develops the analytical model to study the
CREAM-MAC protocol with the cooperative spectrum sensing scheme in the satu-
ration network case. Applying the M/GY /1 queuing model, Section E analyzes the
packet transmission delay and throughput of the proposed CREAM-MAC protocol
in the non-saturation network case. Section F evaluates our proposed multi-channel
MAC protocol by using our developed analytical models and simulation experiments.
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Fig. 21. Illustration of PUs’ channel utilization in cognitive-radio based DSA networks.
There are M licensed channels. The ON and OFF states of PUs operating at
different licensed channels are unsynchronized.
The chapter concludes with Section G.
B. The System Models
We consider the scenario where there are two non-cooperating types of users, namely
PUs and SUs. The PUs, for example, TVs, cellular phones, or wireless microphones,
are those to which an amount of wireless spectrum is licensed. On the other hand,
the SUs are referred to those without pre-assigned wireless spectrum. However, the
SUs equipped with the cognitive radios can transmit their own packets by seizing
the opportunities that arise when the PUs do not use the licensed wireless spectrum.
In this chapter, the wireless spectrum accessible to the SUs is further divided into a
number of channels, each with a fixed amount of frequency bandwidth.
1. Primary Users’ Behaviors
Our system model focuses on the asynchronous cognitive-radio based DSA networks,
which impose more challenges as compared with the synchronous cognitive-radio
based DSA networks. In particular, we consider a scenario where a spectrum li-
censed to the PUs consists of M channels, as depicted in Fig. 21, in which the PUs
operating at different channels are unsynchronized. We assume that for each channel,
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Fig. 22. The ON/OFF channel model for the i-th licensed data channel.
the channel usage pattern of the PUs follows independent and identically distributed
(i.i.d.) ON/OFF renewal process, as shown in Fig. 22. An ON state represents that
the channel is occupied by the PUs. An OFF state represents that the channel is
vacant and thus can be opportunistically used by the SUs. Note that the average
ON- and OFF-periods depend on the channel usage pattern of the PUs.
In the viewpoint of the SUs, the channel is alternating between ON and OFF
states. We refer a spectrum access cycle for the SUs as a ON state followed by an OFF
state. For an alternating renewal channel, let random variables T1,i and T0,i represent
the sojourn times of ON and OFF states, respectively, for the i-th licensed channel.
Without loss of generality, we assume that T1,i is independent of T0,i. Denote fT1,i(s)
and fT0,i(s) as the probability density functions (pdf) for the durations of the i-th
licensed channel’s ON state and OFF state, respectively. Then, we can derive the
probability, denoted by γi, that the channel is in its ON state at an arbitrary time
instance as follows:
γi =
∫∞
0
sfT1,i(s)ds∫∞
0
sfT1,i(s)ds+
∫∞
0
sfT0,i(s)ds
=
T 1,i
T 1,i + T 0,i
, (4.1)
where T 1,i and T 0,i are the mean sojourn times of ON and OFF states, respectively, for
i-th channel utilization. Note that in fact γi is the i-th channel utilization w.r.t. PUs.
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We assume that the PUs’ channel utilization pattern is homogeneous, i.e., T 1,i = T 1,j
and T 0,i = T 0,j, ∀i 6= j.
2. The Spectrum Sensing Model
The spectrum sensing scheme plays an important role in cogitative-radio based DSA
networks. There are several signal detection techniques used for spectrum sensing,
such as the energy detection, feature detection, and matched filter, for the SUs to
detect the presence of the PUs [32]. We mainly focus on the energy detection approach
in this chapter because the energy detection approach is efficient and simple to be
implemented in hardware, and more importantly, it does not require the knowledge
of signal features of the PUs, which typically may not be known by the SUs. We
assume that all channels experience Rayleigh fading. If a PU is active and its sent
signal is s with the transmit power Es, then the received signal at a given SU’s side,
denoted by r, is
r = hs+ ω, (4.2)
where h is the instantaneous amplitude gain of the channel between the PU and the
given SU and follows Rayleigh distribution, and ω is the additive white Gaussian
noise (AWGN) that has zero mean and variance of σ2. The instantaneous signal-to-
noise ratio (SNR), denoted by υ, is equal to (Es|h|2/σ2). If the PU is idle, then only
the thermal noise can be found at the receiver of the SUs. Thus, the objective of
spectrum sensing is to decide between the following two hypotheses:
r =
 hs+ ω, H1ω, H0 (4.3)
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where H1 is the hypothesis stating that the given licensed channel is in ON state,
and H0 is the hypothesis stating that the given licensed channel is in OFF state.
When the SUs perform the spectrum sensing, all of the SUs need to keep their
radios silent for τs time units in order to obtain an accurate sensing outcome. During
this silent period, no transmissions can be made. Since the sender and the receiver
may have different sensing outcomes due to the relatively different locations to the
PUs and the wireless fading channels, the SUs cooperatively exchange the sensing
outcomes to make the more accurate decisions based on the overall sensing results.
3. Channel Aggregating Technique
After the SUs sense the licensed channels for a period of time, they have the infor-
mation of the licensed channel conditions. By using this information, the SUs can
opportunistically utilize multiple unused channels simultaneously. However, in most
cases, the unused channels are discontinuous. Fortunately, the orthogonal frequency
division multiplexing access (OFDMA) has been introduced to help the SUs aggregate
the discontinuous channels. In particular, the cognitive radios with OFDMA can en-
able or suppress the corresponding subcarriers based on the channel availability, and
thus access the multiple continuous/discontinous unused channels simultaneously.
C. The Proposed CREAM-MAC Protocol
1. Protocol Overview
There are many challenges imposed on the design of MAC protocols for the DSA
networks. Among them, the following three problems are most important: (i) the
problem when to transmit data packets in a way that limits the interference on the
PUs, (ii) synchronization between the SU sender and the SU receiver due to the
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difference of the channel availability between them, and (iii) the traditional hidden
terminal problem and the multi-channel hidden terminal problem.1 Keeping these
in mind, we start to develop the CREAM-MAC protocol under which the SUs can
dynamically utilize the vacant licensed channels.
The CREAM-MAC protocol employs a common control channel as the ren-
dezvous where the SUs exchange the control packets for multi-channel resource reser-
vation. The control channel can be either statically assigned or dynamically selected.
Under the statical case, the control channel can use either the dedicated channel li-
censed to the SUs or the unlicensed spectrum band (e.g., 2.4GHz spectrum for IEEE
802.11b/g). On the other hand, for the dynamical case, the control channel can select
the most reliable one from the unused channels which are licensed to the PUs [45]. In
this chapter, we do not delve into which way the control channel is selected. Instead,
we assume that control channel is always reliable and available.
Under the CREAM-MAC protocol, each SU is equipped with n sensors, such that
at most n licensed channel can be sensed simultaneously. After sensing the licensed
spectrum for a period of time, each SU has the information of the channel states
in these spectrum bands. Then, the SUs can opportunistically access the vacant
channels which are not being occupied by the PUs. Since the interference from SUs’
transmission must be constrained to a modest level the PUs can tolerate, we limit each
channel access time of SUs to be no more than the maximum tolerable interference
period, denoted by Tmaxd . Thus, the constraint that each opportunistic access of
the SUs does not exceed Tmaxd time units ensures that the PUs only experience the
acceptable and limited interference imposed by the SUs. Moreover, the CREAM-
1In multi-channel systems, especially those with only one single transceiver,
the multi-channel hidden terminal problem emerges. The reason is that a single
transceiver may operate on only one channel, which makes it difficult to use virtual
carrier sensing to handle the hidden terminals [92].
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MAC protocol employs the cooperative sequential spectrum sensing scheme for the
CREAM-MAC protocol to improve the spectrum sensing accuracy, and thus further
protect the PUs by reducing the interference caused by SUs.
One of the important components for the CREAM-MAC protocol is to employ
the four types (two pairs) of control packets, namely, Ready-to-Send/Clear-to-Send
(RTS/CTS) and Channel-State-Transmitter/Channel-State-Receiver (CST/CSR) pack-
ets, to implement the channel negotiation which is a process for multiple SUs to com-
pete for the vacant licensed channels. All of the above four types of control packets
are exchanged over the control channel. First, the functions of the RTS/CTS control
packets include: (i) reserving the control channel, and (ii) solving the hidden terminal
problem. The SU sender sends the RTS packet over the control channel based on the
contention-based mechanism. Without loss of generality, we adopt the binary expo-
nential backoff based IEEE 802.11 Distributed Coordination Function (DCF) [82] as
the contention algorithm. The RTS/CTS handshakes can prevent the neighboring
SUs from selecting the same channels to transmit data, guaranteeing no collisions
between the SUs. Thus, exchanging the RTS/CTS control packets can efficiently
solve the hidden terminal problem. Second, the function of the CST/CSR hand-
shakes aims to synchronize the vacant channel information between the SU sender
and the SU receiver, and thus to prevent the collisions between the SUs and the PUs.
The CST packet includes the lists of the vacant channels at the transmitter’s side,
while the CSR packet includes the lists at the receiver’s side. The exchange of the
CST/CSR packets ensures that the SU sender and the SU receiver select the set of
the vacant channels, which are shared by both of them. In summary, the objective of
the RTS/CTS control packets is to prevent the collisions among the SUs, while the
objective of the CST/CSR control packets is to avoid the collisions between the SUs
and the PUs. We will detail the process on how the control packets are exchanged
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over the control channel in Section C-4 and Section C-5.
To better understand the CREAM-MAC protocol, Fig. 23 illustrates an example
case with 1 control channel and 3 data channels (CH 1, CH 2, CH 3) which form
a Channel Group (to be detailed in Section C-3). In this particular example, when
an SU sender wants to communicate with an SU receiver through the cognitive-radio
based DSA network, the SU sender contends for the data channels via the control
channel by going through the binary exponential backoff algorithm as described in
the above. After the successful backoff stage, the SU sender conducts the channel
negotiation with the SU receiver by exchanging RTS/CTS/CST/CSR control packets
over the control channel. Since the common idle licensed channels for the SU sender
and SU receiver are CH 2 and CH 3 (CH 1 is being occupied by PUs) at this time
point, after the successful channel negotiation, the SU sender utilizes CH 2 and CH 3
simultaneously to send the data to the SU receiver. Upon successfully receiving the
data, the SU receiver responds with two ACK packets to the SU sender over CH 2 and
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CH 3, respectively. Note that the channel negotiation over the control channel and
the opportunistic data transmission over the licensed data channels can be performed
simultaneously by different pairs of SU senders and SU receivers. As shown in Fig. 23,
because the licensed CH 1 becomes idle during the time when the SU sender and SU
receiver exchange data over the licensed CH 2 and CH 3, another SU sender can start
its own channel negotiation by sending the RTS packet.
2. The Maximum Allowable Transmission Duration for SUs
Before transmitting packets, the SUs need to sense the licensed channel and detect
the presence of the PUs. Due to the half-duplex characteristic of the wireless radio,
SUs cannot sense the channel while transmitting their own signals, which implies
that the SUs cannot accurately know when the PUs become active again, especially
when the SUs are not synchronized with PUs. The SUs may inevitably cause harmful
interference to PUs. We have to limit the duration of interference that is caused by
SUs. Particularly, we apply the interference constraint in time domain by limiting
the amount of time when the SUs and PUs transmit simultaneously.
In this chapter, we assume the duration of each OFF state (T0,i) of the i-th data
channel follows the exponential distribution. Let tsp and tls be time that the channel
switches from an ON state to an OFF state and the most recent time that the channel
state is sensed, respectively. If the channel is in an OFF state at tls, then there is
still a positive probability that the channel remains OFF for a certain period, and
thus it is possible for the SUs to opportunistically access the spectrum. Let τt be
the transmit duration of SUs. Given that the channel is in an OFF state at tls, we
can derive the probability that the SUs will interfere with the PUs in a given channel
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during the transmission as follows:
I1(τt) = Pr{T0,i < tls − tsp + τt|T0,i > tls − tsp} = 1− e−
τt
T0,i . (4.4)
In our proposed scheme, the SUs are allowed to utilize up to n licensed channels
during a transmission. Then, we obtain the probability that at least a channel is
interfered by the SUs as follows:
In(τt) = 1− (1− I1)n = 1− e−
τt
nT0,i . (4.5)
It is clear that the probability In(τt) is a monotonically increasing function of τt.
For the given predefined interference constraint, denoted by Ith, we can derive the
maximum allowable transmission duration Tmaxd,i for the i-th data channel as follows:
Tmaxd,i = argmax
τt>0
{In(τt) < Ith}. (4.6)
Since we assume that the PUs’ channel utilization pattern is homogeneous, i.e., T 0,i =
T 0,j, ∀i 6= j, we have Tmaxd = Tmaxd,i ,∀i. In other words, the maximum allowable
transmission durations for all channels are the same, and thus in the rest of chapter
we use Tmaxd only.
3. The Selection of Licensed Channels
Since the licensed channels are sometimes utilized by the PUs unevenly, some licensed
channels may be utilized more than the others. Because the SUs can only sense a lim-
ited number of licensed channels simultaneously, to fully utilize the licensed channels,
the SUs need to select the licensed channels which are used less intensively to sense. At
the beginning, the SUs randomly select a number (≤ n) of channels to sense. They
can update the statistical utilization information of licensed channels in either the
non-cooperation way or the cooperation way. In the non-cooperation way (e.g., the
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POMDP scheme [13]), the SUs update its channel by themselves without exchanging
information. On the other hand, the cooperation based channel selection allows the
SUs to exchange information such that the SUs can learn the global channel states.
Compared with the non-cooperation based schemes, the cooperation based schemes
allow the SUs to obtain the updated channel states more accurately and quickly, but
need more communication overheads. We adopt the cooperation-based scheme for our
CREAM-MAC protocol. In particular, the channel state information is embedded in
the control packets. Thus, the SUs can obtain the neighbors’ channel state infor-
mation by overhearing the control packets. After obtaining the statistical utilization
information of the licensed channels, the SUs select n of the licensed channels, which
form a channel group (see Fig. 23 for an example), to sense by using the n sensors.
4. Channel Contention
Under the CREAM-MAC protocol, to decrease the collision probability of the control
packets, the SU sender, which attempts to send an RTS packet, selects a backoff
counter within a contention window and maintains the contention window size. At
the initial state, the contention window size is set to be equal to a predefined value,
denoted by CWmin. The counter is deducted by one after a time slot during which
both the control channel and at least one data channel in the channel group are idle.
Otherwise, the counter remains the same. When the backoff counter reaches zero, the
SU sender tries to reserve the control channel by sending RTS to the SU receiver. The
binary exponential backoff algorithm is employed when the collisions occur. In other
words, the collided SUs double their contention window size to lower the probability
of further collision. Fig. 23 demonstrates when/where the channel contention occurs.
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5. Channel Negotiation
The CREAM-MAC does not require global synchronization among all the PUs and
SUs. Under the CREAM-MAC, the contention mechanism over the control chan-
nel is similar to IEEE 802.11 DCF. The SU sender reserves time for the following
transmission operations within the neighborhood through the control channel by ex-
changing RTS/CTS control packets with the SU receiver. In particular, after the
backoff counter of the SU sender reaches zero, the SU sender senses the control chan-
nel for a duration equal to the DCF interframe space (DIFS). If the control channel
remains idle after the DIFS duration, the SU sender sends RTS packet including its
channel group list to the SU receiver through the control channel. Upon receiving the
RTS packet, if at least one data channel in the channel group is currently not used
by its neighboring SUs, the SU receiver replies to the SU sender with a CTS packet
after a duration equal to the short interframe space (SIFS). In the meantime, the SU
receiver uses its sensors to detect the channel group indicated in the RTS packet. The
other neighboring SUs overhear the RTS/CTS control packets to update the available
channel list.
After SU sender and SU receiver reserve the control channel by successfully
exchanging RTS/CTS packets, they negotiate on the licensed channels which are
vacant for both the transmitter and the receiver. More precisely, the SU sender first
sends the CST packet which includes the vacant channel list at the transmitter’s side.
Upon receiving the CST packet, the SU receiver replies with the CSR packet telling
the SU sender which common channels are vacant and how long the communication
will last over these common channels. Since the communication interval can be less
than or equal to Tmaxd , the other neighboring SUs can overhear the CST/CSR packets
to precisely predict when the channels used by this pair of SUs will be released. The
79
above channel negotiations operations are also illustrated in an example given in
Fig. 23.
The handshakes of RTS/CTS can only solve the traditional hidden terminal prob-
lem, but not the multi-channel hidden terminal problem. Specially, the SUs which
just finished the data transmission over the licensed channels may miss their neigh-
bor’s control packets while their transceivers worked over the licensed data channels.
They will probably win the control channel contention, and then enter the licensed
channels over which its neighbors are receiving data. Consequently, these SUs be-
come the hidden terminals interrupting their neighbors’ ongoing communications. To
prevent this from happening, we need to put additional rules on CREAM-MAC. In
particular, the SUs which just finished the data transmission can only select the same
channel group which they just released within a waiting interval of Tmaxd . After the
waiting period, these secondary can select any other channel groups to use. It al-
lows these SUs to have enough time to observe the current spectrum activities before
they start packet transmissions and to prevent them from interfering the neighbors’
ongoing communications, since the maximum time interval that the SUs can occupy
the licensed channels each time is Tmaxd . During the waiting period, if these SUs re-
ceive any control packets, they can obtain the updated channel state from the control
packets. Otherwise, it is safe for these SUs to assume that all the licensed channels
are not being used by any SUs after the waiting period, which can efficiently solve
the multi-channel hidden terminal problem. Note that the same rules also apply to
the new SUs which first join the network.
6. Data Transmissions
Totally, there are six-way handshakes in a successful data exchange between the SU
sender and the SU receiver. Besides the four-way handshakes of the control packets
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over the control channel, there are another two-way handshakes of Data/ACK over
the licensed data channels. In particular, after the successful four-way handshakes
of the control packets over the control channel, the SU sender starts transmitting
data to the SU receiver over the channel group’s idle channels. The SU receiver
sends ACK to the SU sender after successful receiving the data packets from the SU
sender. The above data transmissions operations are also illustrated in Fig. 23 for
an example. Data transmissions over multiple idle channels in a channel group (see
CH 2 and CH 3 in Fig. 23) can be implemented by using the OFDMA-based channel
aggregating technique as described in Section B-3. Also, each SU data transmission
only lasts for a variable duration less than or equal to Tmaxd , as shown in Fig. 23.
7. The Distributed Spectrum Sensing Scheme
As described in Section B, we adopt the energy detection approach. A typical energy
detector consists of a bandpass filter which chooses the center frequency and band-
width of interest, a squaring device which calculates the energy of the signal samples,
and an integrator which controls the observation intervals. Let Y be the output of the
integrator in the energy detector. Following the work in [93], given that the PUs are
present (i.e., H1) and instantaneous SNR is υ, we have the conditional pdf, denoted
by fY |υ,H1(y), of Y , which follows the non-central chi-square distribution, i.e.,
fY |υ,H1(y) =
1
2
( y
2υ
)m−1
2
e−
2υ+y
2 Im−1
(√
2υy
)
, (4.7)
where m denotes the integer number of samples measured and Iv(·) denotes the v-th
order modified Bessel function of the first kind. Since the channel gain is assumed to
follow the Rayleigh distribution, the SNR υ follows the exponential distribution with
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the mean SNR equal to υ. Thus, taking into account the fading factor, we have
fY |H1(y) =
∫ ∞
0
fY |υ,H1(y)
1
υ
e−
υ
υ dυ =
(1 + υ)me−
y
2(1+υ)
2(1 + υ)2υm−1
1− Γ
(
m− 1, υy
2(1+υ)
)
Γ(m− 1)
 (4.8)
where Γ(·) is the complete gamma function, and Γ(a, z) = ∫∞
z
ta−1e−tdt is the upper
incomplete gamma function.
On the other hand, suppose that the PUs do not occupy the spectrum (i.e., H0),
then the output of the integrator in the energy detector can be characterized by the
central chi-square distribution as follows:
fY |H0(y) =
1
2mΓ(m)
ym−1e−
y
2 (4.9)
Then, we obtain its cumulative distribution function (cdf), denoted by FY |H1(y), of
Y given H1 as follows:
FY |H1(y) =
∫ y
0
fY |H1(t)dt
=
Γ(m− 1, 0)− Γ(m− 1, y
2
)
Γ(m− 1) +
(
1 + υ
υ
)m−1 [
1− e− y2(1+υ) − Γ(m− 1, 0)
Γ(m− 1)
+e−
y
2(1+υ)
Γ(m− 1, υy
2(1+υ)
)
Γ(m− 1)
]
(4.10)
Similarly, we can get the cdf, denoted by FY |H0(y), of Y given H0 as follows:
FY |H0(y) =
∫ y
0
fY |H0(t)dt = 1−
Γ(m, y
2
)
Γ(m)
(4.11)
Because in the cognitive systems the PUs have the higher priority in spectrum
access than the SUs, the missed detection probability of the PUs’ presence should be
limited to a small value. However, based on the traditional single-threshold energy-
detection method [94], decreasing the missed detection probability is equivalent to
increasing the false alarm probability, which consequently decreases the spectrum ac-
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cess opportunities for SUs. It is contradicted to decrease the missed detection proba-
bility while decreasing the false alarm probability. To overcome the contradiction, we
propose to use the two-threshold based sequential sensing policy, which can decrease
the false alarm probability while confining the missed detection probability to a pre-
defined threshold, denoted by P thMD. The basic idea of our proposed spectrum sensing
policy is to collect PUs’ signal samples sequentially in multiple uncorrelated sensing
rounds to enhance the decision process. In particular, we design two thresholds, de-
noted by β1 and β2, with β1 < β2, for the two hypotheses, H1 and H0, respectively.
Our proposed policy can be described as follows: 1) When the energy (Y ) of the
detected signal is larger than β2, then we claim that the PUs are active; 2) When Y
is less than β1, we claim that the PUs are inactive; 3) Otherwise, if β1 < Y < β2,
the SUs need to take one more sensing round to collect PUs’ signal samples after a
duration equaling the channel’s coherence time until Y > β2 or Y < β1.
Then, we define and derive the missed detection probability, denoted by PMD, as
follows:
PMD , Pr{Y < β1|H1} = FY |H1(β1) (4.12)
where FY |H1(·) is specified in Eq. (4.10). Similarly, we define and derive the false
alarm probability, denoted by PFA, as follows:
PFA , Pr{Y > β2|H0} = 1− FY |H0(β2) (4.13)
where FY |H0(·) is specified in Eq. (4.11). Fig. 24 illustrates fY |H0(y), fY |H1(y), PMD,
PFA, β1, and β2. Fig. 24 also shows how β1 and β2 impact the missed detection prob-
ability PMD and the false alarm probability PFA, respectively. In the two-threshold
sensing policy, the missed detection and false alarm probabilities are controlled by
two separated parameters, namely, β1 and β2, respectively. As shown in Fig. 24,
83
0 5 10 15 20 25 30 35 40 45 50
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Energy level (y)
P
ro
b
a
b
il
it
y
 d
e
n
s
it
y
PMD
 
1
PU’s signal: fY|H1(y)
PFA
Noise: fY|H0(y)
 
2
Fig. 24. The illustration of the relationship between the PFA and PMD in the
two-threshold sequential sensing. The two thresholds β1 and β2 control PMD
and PFA, respectively.
decreasing β1 and increasing β2 at the same time can decrease both the missed detec-
tion and false alarm probabilities, which, however, may also increase the number of
required uncorrelated sensing rounds because the probability that the sensed signal’s
energy level falls between the two thresholds becomes larger. Hence, we proceed to
study the impact of β1 and β2 on the average number of required sensing rounds by
deriving the probability, denoted by q, that the detected signal energy falls between
the two thresholds as follows:
q =
[
FY |H1(β2)− FY |H1(β1)
]
γ +
[
FY |H0(β2)− FY |H0(β1)
]
(1− γ), (4.14)
where γ is the PUs’ channel utilization of any given licensed channel. The number
of sensing rounds that need to be taken during the i-th spectrum sensing follows the
geometry distribution, i.e.,
Pr{Ns = n} = qn−1(1− q).
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Thus, the average number, denoted by N s, of the sensing rounds that need to be
taken during the i-th spectrum sensing is given by
N s =
1
1− q . (4.15)
It is clear that there is a tradeoff between the number of uncorrelated sensing rounds
and false alarm probability while the missed detection probability is upper-bounded.
When the missed detection probability is given, β1 is determined. The larger the value
of N s, the smaller the value of β2, and thus the smaller the false alarm probability. It
is interesting to note that the single-threshold sensing policy is a special case of our
sequential sensing policy. Specifically, when setting N s = 1, we have β1 = β2, which
implies that our proposed sequential sensing policy reduces to the single-threshold
based sensing policy.
D. Throughput Analysis for the Saturation Network Case
In this section, we develop an analytical model to analyze the aggregate throughput
of our proposed CREAM-MAC protocol under the saturation network case, where
each SU has always an infinite amount of data packets to send.
1. The Analysis for the Licensed Data Channels
Suppose that there are M licensed data channels and each SU is equipped with n
sensors. Based on the CREAM-MAC protocol, the SUs can reserve at most n licensed
channels, and utilize all of them with the help of channel aggregating technique if n
licensed channels are free. There are bM/nc channel groups that can be utilized by
the SUs.
Denote a discrete random variable H as the number of vacant channels in a
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specified channel group with n licensed channels. To make the model tractable, we
assume that each channel is evenly utilized by the PUs. Thus, we apply the same γ to
all licensed channels, i.e., γ = γi = γj for 1 ≤ i, j ≤M , where γi is given in Eq. (4.1).
Since the channel states among different channels are independent with each other,
we get the probability that the number H of vacant channels in a specified channel
group is equal to i following the binomial distribution as follows:
Pr{H = i} =
(
n
i
)[
1− γ(1− PFA)2
]i [
γ(1− PFA)2
]n−i
, (4.16)
where the term (1− PFA)2 is due to the available-channel list synchronizing between
the SU sender and SU receiver. Thus, we can derive the average number, denoted by
the expectation E[H], of vacant channels as follows:
E[H] =
n∑
i=0
iPr{H = i} = n [1− (1− PFA)2γ] . (4.17)
2. The Analysis for the Control Channels
In order to analyze the saturation network throughput of the proposed CREAM-
MAC, we need to study the contention behavior over the control channel where the
control packets are transmitted based on the IEEE 802.11 DCF. We develop the
analytical model based on the works of [95,96], which uses a Markov chain model to
analyze the backoff operations for IEEE 802.11 DCF. Following the previous works,
if we denote the probability that a given SU transmits in a randomly chosen time slot
by τ , and the probability that a transmitted packet collides by p, respectively, then
we obtain the following equations:
τ = 2(1−2p)
(1−2p)(CWmin+1)+CWminp[1−(2p)m]
p = 1− (1− τ)u−1
(4.18)
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wherem is the maximum backoff stage, u is the number of the contending SUs, CWmin
is the initial contention backoff window size. Note that τ is the function of p while p
is also the function of τ . Solving simultaneously the two equations in Eq. (4.18), we
can obtain the numerical solutions for τ and p. Obviously, τ, p ∈ (0, 1). Observing
Eq. (4.18), we can learn that p only depends on the number of the contending SUs
(u), the maximum backoff stage (m), and the initial contention backoff window size
(CWmin).
Let Ptr be the probability that there is at least one transmission in a given time.
Since each contending SU transmits with probability τ at any given time, given that
there are u contending SUs, we get that Ptr can be expressed as:
Ptr = 1− (1− τ)u. (4.19)
Then, we can derive the probability, denoted by Ps, that an SU transmits successfully
without collisions, given that at least one SU transmits, as follows:
Ps =
uτ(1− τ)u−1
Ptr
=
uτ(1− τ)u−1
1− (1− τ)u . (4.20)
Denote the duration of a time slot by σ. Under the IEEE 802.11 DCF, the backoff
counter of the contention node decreases by 1 when the sensed channel is idle in a
time slot. However, it should be noted that under the CREAM-MAC protocol, only
when both the control channel and at least one data channel in the channel group
are idle, the backoff counters of the contending SUs decrease by 1. In other words, if
all of channels in the channel group are busy, the backoff counter should remain the
same until the time slot in which control channel and at least one data channel in
channel group are idle, which is different from the backoff mechanism in traditional
IEEE 802.11 DCF. Therefore, we introduce a new parameter, namely the effective
duration of a time slot, denoted by σ′, which represents the average duration of a
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time slot after taking the above descriptions into account. The effective duration of
a time slot includes the duration of the normal time slot and the average duration of
time slots where the backoff counter remains the same due to all the channels in the
channel group being busy. Thus, we can derive σ′ as follows:
σ′ = σ(1 + E[Nbusy]), (4.21)
where Nbusy is the random number of time slots in which all the channels in a channel
group are busy between the two consecutive time slots where the backoff counter
decreases, and E[Nbusy] is the mathematical expectation of Nbusy. Since the channel
states in different time slots are independent, Nbusy follows the geometric distribution,
and thus we can obtain its probability mass function (pmf) as follows:
Pr{Nbusy = i} = P ibusy(1− Pbusy), (4.22)
where Pbusy = Pr{H = 0} is the probability that all the channels in a channel group
are busy. According to Eq. (4.16), we have Pr{H = 0} = [γ(1 − PFA)2]n. Then, we
can get E[Nbusy] by
E[Nbusy] =
∞∑
i=0
iPr{Nbusy = i} = [γ(1− PFA)
2]n
1− [γ(1− PFA)2]n . (4.23)
Hence, substituting Eq. (4.23) into (4.21), we can calculate the effective duration (σ′)
of a time slot.
Let Tsucc and Tcoll be the time used for successful transmission and the time spent
when collisions happen, respectively. Then, Tsucc and Tcoll can be expressed as: Tsucc =
RTS+CTS+CST+CSR
Rc
+ 3× SIFS + DIFS,
Tcoll =
RTS
Rc
+DIFS,
(4.24)
where Rc is the transmission rate of control channel, SIFS is the duration of the short
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interframe space, DIFS is the duration of DCF interframe space, RTS, CTS, CST,
and CSR are the sizes of RTS, CTS, CST, CSR control packets, respectively. Then,
we can derive the average time, denoted by E[Tc], spent for the successful four-way
handshakes of RTS/CTS/CST/CSR (i.e., the channel negotiation) as follows:
E[Tc] =
(1− Ptr)σ′ + PsPtrTsucc + Ptr(1− Ps)Tcoll
PsPtr
= Tsucc +
1− Ptr
PsPtr
σ′ +
1− Ps
Ps
Tcoll. (4.25)
3. The Aggregate Throughput
For convenience of presentation, Table III lists the important parameters for the
design and analysis of our proposed CREAM-MAC protocol. Let Nc be the maximum
number of SUs that successfully reserve the licensed channel groups during the length
of Tmaxd on average. Clearly Nc is inversely proportional to E[Tc], and thus we obtain:
Nc =
Tmaxd
E[Tc]
.
Note that there are at most dNce SUs that can opportunistically transmit data over
the licensed data channels at the same time from the global viewpoint. Comparing
the value of (Nc + 1) and the number bM/nc of channel groups, we can determine
whether the control channel gets saturated.
On one hand, if (Nc+1) ≤ bM/nc, then there are always vacant channel groups
that can accommodate the SUs successfully conducting channel negotiation. As a
result, the control channel gets saturated and is the bottleneck to the aggregate
throughput. Fig. 25(a) shows an example of the saturated control channel case where
the number bM/nc of channel groups is equal to 4 and 3 < Nc + 1 < 4. As shown in
Fig. 25(a), the SUs can always find the idle channel group to transmit data whenever
89
Table III. The parameters for design and analysis of the CREAM-MAC protocol.
RTS 20 Bytes The size of RTS packet
CTS 20 Bytes The size of CTS packet
CST 20 Bytes The size of CST packet
CSR 20 Bytes The size of CSR packet
σ 9 µs Mini-slot interval
SIFS 15 µs Short interframe space
DIFS 34 µs DCF interframe space
Rc 1 Mbps Transmission rate of the control channel
Rd 1 Mbps Transmission rate of a licensed channel
n The number of sensors each SU has
u The number of contending SUs
γ Channel utilization of PUs
M The number of licensed channels
E[Tc] Avg. time for successful four-way handshakes
Tmaxd Max. tolerable interference-time of PUs
CWmin The minimum size of contention window
β1 Threshold that determines the missed detection probability
β2 Threshold that determines the false alarm probability
υ Instantaneous SNR of PUs’ signal at the side of the SU
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Fig. 25. Illustrations of the CREAM-MAC protocol for the saturation network case.
(a) The case where the number of channel group is 4 and the control channel
gets saturated. (b) The case where the number of channel group is 2 and the
control channel does not get saturated, implying that the data channels get
saturated. Here CG i represents Channel Group i. The channel occupation
blocks drawn with the same filling pattern and color in either Fig. 25(a) or
Fig. 25(b) represent that the control-channel and data-channel resources are
occupied by the same pair of SU sender and SU receiver. The average duration
of the channel negotiation is equal to E[Tc] and the duration for the exchange
data block is equal to Tmaxd .
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the SUs successfully complete the channel negotiation over the control channel. On
the other hand, if (Nc + 1) > bM/nc, then there is always an idle period between
the two consecutive channel negotiations on the control channel because the data
channels in each channel group become saturated. Fig. 25(b) shows an example of
this case where the number bM/nc of channel groups is equal to 2 and Nc + 1 > 3.
As shown in Fig. 25(b), due to the requirements of the CREAM-MAC protocol, the
SUs cannot start channel negotiation until at least one channel group becomes idle,
which results in an idle period between two consecutive channel negotiations.
Based on whether the control channel gets saturated or not, we derive the ag-
gregate throughput in two different cases, respectively. First, for the case where
the control channel gets saturated, as shown in Fig. 25(a), on average, the SUs can
transmit data for Tmaxd time units at the cost of E[Tc] time units. Note that in the
saturation network case, all the SUs that win the channel reservation use up all of the
transmission time Tmaxd to transmit packets. Consequently, we derive the aggregate
throughput, denoted by ηc, when the control channel becomes saturated as follows:
ηc =
Tmaxd E[H]Rd
E[Tc]
(4.26)
where Rd is the data rate of a licensed channel, E[H] is the average number of vacant
channels and is given by Eq. (4.17). Second, when (Nc+1) is larger than the number
bM/nc of channel groups, as shown in Fig. 25(b), for every channel group, the SUs
can effectively transmit for Tmaxd time units within each (E[Tc] + Tmaxd ) time units.
Hence, we can derive the aggregate throughput, denoted by ηd, when the control
channel is not saturated as follows:
ηd =
⌊
M
n
⌋
Tmaxd E[H]Rd
E[Tc] + Tmaxd
(4.27)
where the term bM/nc represents the number of data channel groups. Therefore,
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combining Eqs. (4.26) and (4.27) together, we obtain the general expression of the
aggregate throughput, denoted by η, for the saturation network as follows:
η =
Tmaxd NdE[H]Rd
E[Tc] + Tmaxd
=
Tmaxd Ndn[1− γ(1− PFA)2]Rd
E[Tc] + Tmaxd
, (4.28)
where
Nd = min
{
(Nc + 1),
⌊
M
n
⌋}
(4.29)
which distinguishes between the control-channel saturation (if Nd = Nc + 1) and
data-channel saturation (if Nd = bM/nc).
E. Performance Analysis for the Special Non-Saturation Network Case
In this section, we analyze the performance of the CREAM-MAC protocol, including
the network throughput, queueing delay, and service delay (or packet transmission
delay), for the non-saturation-network case, where the SUs may have the empty
queues. To make the model tractable, we consider the case where the number of
licensed channels is equal to the number of equipped sensors, i.e., M = n. As a
result, there is only one channel group for the SUs. Without loss of generality, we
suppose that the packets of the SUs arrive according to the Poisson process with
a mean arrival rate λ and the size of each data packet is equal to RdT
max
d . Every
time the SUs successfully reserve the licensed data channels, they occupy the licensed
channels for a period of Tmaxd to transmit their data packets. For convenience of
presentation, we call the procedure, during which an SU successfully reserves the
data channels and transmits data packets, a service procedure, or simply, a service,
in the following discussions.
Utilizing the channel-aggregating technique, the SUs can send multiple data
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packets simultaneously after they successfully exchanged the control packets. Note
that the number of data packets that an SU can send depends on the number of
common unused channels, which is a random variable, between the SU sender and
SU receiver. This implies that the service capacity for the SUs varies from time to
time. Therefore, similar to the non-saturation-network case in Chapter II, for the
non-saturation-network case of the proposed CREAM MAC protocol, we also use
the single-server bulk-service queueing model, M/GY /1, to characterize the network
throughput, queueing delay, and service delay, where Y stands for the variable service
capacity.
We first obtain the equilibrium-state distribution of the number of buffered pack-
ets in the queue for any given SU at any random points in order to derive the queue-
ing delay and network throughput. We start with studying the random number,
N+α , α = 0, 1, 2, · · · , where α is used to index the services, of packets in the system
for a given SU immediately after the α-th service. The probability, denoted by P+j ,
that the system has j packets in the equilibrium state can be expressed as:
P+j = lim
α→∞
Pr{N+α = j}. (4.30)
Denote by Yα, α = 0, 1, 2, · · · the service capacity during the α-th service, i.e,
the maximum number of data packets the given SU can send during the α-th service.
Since each data packet is transmitted over an unused channel and the size of each
data packet is equal to RdT
max
d , the service capacity is equal to the maximum number
of unused channels in the channel group. Thus, we obtain Yα’s distribution as follows:
Pr{Yα = i} = Pr{H = i} =
(
n
i
)[
1− γ(1− PFA)2
]i [
γ(1− PFA)2
]n−i
, (4.31)
where n is the number of sensors equipped in each SU and equal to the number of
licensed channels. Then, the pmf, denoted by yi, that the given SU sends i data
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packets during a service at the equilibrium state, can be determined by
yi = lim
α→∞
Pr{Yα = i}. (4.32)
Since the sequence of {yi} is independent of the arrival process of the packets for a
given SU, we can get average number, denoted by y, of packets that an SU can send
during a service as follows:
y = E[Pr{Yα = i}] = n
[
1− γ(1− PFA)2
]
. (4.33)
Let us define the following two equations: φj ,
∑n
m=j ym,
Φj(z) ,
∑n
m=j ymz
m,
(4.34)
where j = 0, 1, 2, · · · , and note that Φ0(z) is the probability generating function
(PGF) for {yi} and Φ0(1) = φ0.
For a given SU, a service period consists of four components: (i) the success-
ful transmission time of packets sent by itself, (ii) the successful transmission time
of packets sent by other SUs, (iii) the backoff time, and (iv) the time spent due to
collisions. Since the sum of components (iii) and (iv) is much smaller than the com-
ponents (i) and (ii), we only focus on the components (i) and (ii) to derive the service
period. The successful transmission time, denoted by D, of a node includes the time
spent by transmitting control packets and data packets, i.e.,
D = Tsucc + T
max
d . (4.35)
Let ps be the probability that a given SU successfully reserves the data channels
given that a successful reservation occurs during a contention period, and V be the
random number of other nodes’ transmissions between two successfully transmissions
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of a given node plus its own successful transmission (i.e., the service period in terms
of the number of successful transmissions), respectively. Then, we obtain [86]
ps =
1
ρ(u− 1) + 1 , (4.36)
where ρ is the system utilization. Then, the service period in terms of the num-
ber of successful transmissions (V ) follows the geometric distribution, which has the
following pmf:
Pr{V = v} = ps(1− ps)v−1, (4.37)
where v = 1, 2, · · · . Thus, we can get the average service period in terms of the
number of successful transmissions, denoted by v for a given SU as follows:
v , E[V ] = 1
ps
= ρ(u− 1) + 1. (4.38)
According to the definition of the system utilization, ρ can also be written as
ρ , λDv
y
, (4.39)
where y is given by Eq. (4.33). Consequently, solving Eqs. (4.38) and (4.39) simulta-
neously, we can obtain
ρ =
λD
y − λ(u− 1)D. (4.40)
For the equilibrium-state probability distribution to exist, ρ should be less than 1.
Denote ψ as the random number of arrived packets for a given SU during the
α-th service. Note that the packet arrivals follow the Poisson process. Given that the
length of the service period is vD, we can obtain the probability that the number of
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arrived packets is j as follows:
Pr{ψ = j|V = v} = e
−λDv(λDv)j
j!
. (4.41)
By removing the conditioning on variable V in Eq. (4.41), we get the probability that
the number of arrived packets is j as follows:
Pr{ψ = j} =
∞∑
v=1
Pr{ψ = j|V = v}Pr{V = v}
=
∞∑
v=1
e−λDv(λDv)j
j!
[
ps(1− ps)v−1
]
. (4.42)
Then, we get the PGF, denoted by Ψ(z), of Pr{ψ = j} as follows:
Ψ(z) =
∞∑
j=0
Pr{ψ = j}zj = pse
λD(z−1)
1− (1− ps)eλD(z−1) . (4.43)
Let us denote Ns as the average number of packets that SUs send during a service
period at the equilibrium state. We can obtain:
Ns = min
{
Nq, lim
α→∞
Yα
}
, (4.44)
where Yα is the service capacity at α-th service. Thus, we obtain the network through-
put, denoted by θ, as follows:
θ = E[Ns]Tmaxd Rd. (4.45)
Following the work in [87, 88], we can obtain the average queue length, denoted by
Lq, of the packets for any given SU is the first moment of Nq as follows
Lq =
(λD)2Ψ(2)(1) + Φ
(2)
0 (1)
2y(1− ρ) +
1− n+ ρ(n− ρy)
1− ρ
+
n−1∑
i=1
(1− zi)−1 − yρ+ (λD)
2Ψ(2)(1)
2yρ
, (4.46)
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Fig. 26. The aggregate throughput against the size of contention window (CWmin).
The number (n) of sensors is set to be 4. The channel utilization (γ) of PUs
is set to be 0.5. Rc and Rd are set to be 1 Mbps.
where f (i)(·) indicates the i-th derivative of f(·), and zi with 1 ≤ i ≤ n − 1 are the
(n− 1) roots of Ψ(z)Φ0(z−1) = 1, which are located inside the unit circle [88]. Using
the Little’s law, we can derive the queueing delay, denoted by Wq, for a given SU as
follows:
Wq =
Lq
λ
. (4.47)
Finally, we can derive the service delay, or the average packet transmission delay,
denoted by Ws, for a given SU as follows:
Ws = Wq + vD =
Lq
λ
+ [ρ(u− 1) + 1]D. (4.48)
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F. Performance Evaluations
The parameters used to evaluate the CREAM-MAC protocol are summarized in Ta-
ble III. We first investigate the aggregate throughput for the saturation network case.
Let the number n of sensors of each SU be 4, the channel utilization γ of PUs be
fixed at 0.5, and Rc be equal to 1 Mbps. By tuning the thresholds β1 and β2 in the
spectrum sensing scheme, the false alarm probability and missed detection probabil-
ity are set to 10−3 and 10−4, respectively. Using Eq. (4.28), we plot the aggregate
throughput η against the size of the contention window CWmin in Fig. 26. In Fig. 26,
we observe that the optimal CWmin, denoted by CW
∗
min, which achieves the highest
aggregate throughput, changes with the different number (u) of contending SUs. This
is expected because given that there are sufficient licensed channels, the aggregate
throughput only depends on the time spent to accomplish the RTS/CTS/CST/CSR
four-way handshakes over the control channel, which is ultimately determined by the
IEEE 802.11 DCF parameters, such as CWmin and Rc. If we can obtain the number
of contending SUs in advance, we can pre-select the optimal CWmin which achieves
the highest aggregate throughput. On the other hand, if the number of contending
SUs dynamically fluctuates, we can adopt the algorithms proposed in [96] to dynam-
ically adjust the value of CWmin. In the rest of our chapter, we assume that in each
scenario the number of contending SUs is fixed, and thus we can pre-select CW ∗min
for different scenarios with different u’s.
After setting the optimal CW ∗min to be 256 for the case where u = 30, we use
Eq. (4.28) to get numerical results of the aggregate throughput against the channel
utilization of PUs as shown in Fig. 27. The aggregate throughput (η) decreases as
the channel utilization (γ) of PUs increases, which implies that the SUs get less
opportunities to transmit their own packets if the PUs utilize the licensed channels
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Fig. 27. The aggregate throughput against the channel utilization of PUs, when the
number (M) of licensed channels is set to be 30, the number (u) of contending
SUs is set to be 30, and CWmin = 256.
more intensively. From Fig. 27, we also observe that a larger number of sensors
equipped in an SU can lead to a higher aggregate throughput. However, the larger
number of sensors equipped with in each SU, the higher the hardware cost. An
alternative way to improve the aggregate throughput with the stringent hardware-
cost constraint is to increase the data rate of the control channel. For example,
consider Scenario I where each SU is equipped with a sensor and the data rate of
the control channel is 2 Mbps and Scenario II where each SU is equipped with two
sensors and the data rate of the control channel is 1 Mbps. From Fig. 27, the aggregate
throughputs achieved by Scenario I and Scenario II are close to each other regardless
of the channel utilization of PUs.
Then, we evaluate our proposed CREAM-MAC protocol in the saturation net-
work case using a customized simulator. Fig. 28 shows the simulation and analytical
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Fig. 28. The aggregate throughput against the number of sensors in each SU, when
the channel utilization (γ) of the PUs is set to be 0.5, the number (M) of
licensed channels is set to be 30, the number (u) of contending secondary is
set to be 30, and CWmin = 256.
results, given that the number (M) of licensed channels is 30. Each point in the sim-
ulation plots of Fig. 28 is the mean of the results of 500 simulations. Fig. 28 shows
that the simulation results agree well with the analytical results. We also observe
that the aggregate throughput linearly increases as the number of sensors equipped
in an SU increases before they reach the state where all the licensed channels are
saturated. This is expected by Eqs. (4.29) and (4.28). More precisely, when the
SUs can only access a small number of channels simultaneously with fewer sensors,
there are sufficient channel groups for the SUs to access. As a result, the control
channel becomes saturated, which implies that the average number of winning SUs
during a fixed amount of time is constant. Thus, increasing the number of sensors
can efficiently increase the aggregate throughput. On the other hand, when the num-
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Fig. 29. The packet transmission delay against the channel utilization of PUs with the
combinations of the number (u) of contending SUs being set to be 5 or 10 and
the number (n) of licensed channels being set to be 4 or 5.
ber of sensors equipped with in each SU is large enough, the licensed data channels
become saturated before the control channel gets saturated, which implies that the
control channel is not the bottleneck any more. Thus, further increasing the number
of sensors cannot increase the aggregate throughput any more. However, as shown
in Fig. 28, we can still increase the aggregate throughput by increasing the data rate
of the control channel because the higher control-channel data rate implies the less
time spent to accomplish the RTS/CTS/CST/CSR four-way handshakes.
We further proceed to the non-saturation network case. Using Eq. (4.48), we
plot the packet transmission delay against the channel utilization of PUs when the
packet arrival rate is set to be a constant of 0.049, as shown in Fig. 29. The packet
transmission delay increases as the channel utilization (γ) of PUs gets larger. In
particular, when γ is larger than 0.83, the packet transmission delay for u = 10
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Fig. 30. Analytical and simulation results for the non-saturation network case when
the packet arrival rate varies. The number (u) of contending SUs is set to be
10, the number (n) of licensed channels is set to be 4, the channel utilization
(γ) of PUs is set to be 0.5.
increases much faster than that for u = 5. This is because when γ is larger than
0.83, the system utilization ρ for u = 10 approaches to 1, implying that the packet
transmission delay goes to infinity. Fig. 29 shows that when the number of contending
SUs is fixed, the packet transmission delay decreases by utilizing more channels.
Also, we conduct simulations to verify the analytical model for the non-saturation
network case. Fig. 30 shows the analytical and simulation results of the aggregate
throughput and the packet transmission delay, denoted by the two Y -axes, respec-
tively. The number of licensed channels is set to be 4 and the channel utilization of
PUs is set to be 0.5. Fig. 30 illustrates that the simulation results agree well with the
analytical results for both the aggregate throughput and packet transmission delay,
verifying the correctness and accuracy of our developed analytical models. When the
packet arrival rate is less than 0.19, the packet transmission delay increases slowly
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with the packet arrival rate. However, as the packet arrival rate is larger than 0.19
and approaches to 0.2, the system utilization gets close to 1, causing the queue of
each SU to build up quickly. Consequently, the packet transmission delay increases
rapidly. On the other hand, since the system utilization is less than 1, there are
enough vacant channels to serve the SUs’ packets, and thus the aggregate throughput
can increase proportionally to the packet arrival rate.
G. Summary
We proposed and analyzed the CREAM-MAC protocol with cooperative sequen-
tial spectrum sensing scheme for the cognitive radio wireless networks. Under the
CREAM-MAC protocol, each SU, which is equipped with a cognitive radio and multi-
ple sensors, seizes the opportunity whenever the vacant licensed channels are available
to exchange their own packets while only causing the acceptable interference to the
PUs. Without using any centralized controllers, our proposed CREAM-MAC proto-
col can still solve both the traditional and multi-channel hidden terminal problems by
introducing the four-way handshakes of control packets over the control channel. Our
developed cooperative sequential spectrum sensing scheme can enhance the accuracy
of spectrum sensing to reduce the interference imposed to the PUs. Applying the
IEEE 802.11 DCF based model and the M/GY /1 queueing model, we developed ana-
lytical models to accurately evaluate the performance of our proposed CREAM-MAC
protocol for both the saturation network case and non-saturation network case. The
simulation results also verify the analytical models and analyses.
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CHAPTER V
ADAPTIVE CDMA-BASED UPLINK MAC FOR ASYNCHRONOUS
COGNITIVE RADIO NETWORKS
A. Introduction
This chapter focuses on the uplink communications of asynchronous cognitive radio
networks. The critical design criteria for asynchronous cognitive radio networks is to
maintain a balance between the two contradictory goals: i) minimizing the interfer-
ence imposed onto the PUs and ii) maximizing the overall spectrum utilization. On
one hand, by allowing opportunistic spectrum access, the overall spectrum utiliza-
tion can be improved. On the other hand, transmissions by SUs inevitably introduce
harmful interference to PUs in the asynchronous cognitive radio networks. Therefore,
there is a tradeoff between the interference caused to the PUs by the SUs and the
overall spectrum utilization.
As discussed in Section A-2 of Chapter I, it is clear that there exist both advan-
tages and disadvantages for the intrusive spectrum sharing mode (i.e., the interweave
spectrum sharing mode) and non-intrusive spectrum sharing mode (i.e., the under-
lay spectrum sharing mode), respectively. In particular, the non-intrusive spectrum
sharing scheme is more conservative than the intrusive spectrum sharing scheme in
terms of power constraints, and thus causes the less interference to the PUs. On
the other hand, the intrusive spectrum sharing scheme can utilize the entire vacant
spectrum without considering any interference temperature constraint for PUs, if the
channel is sensed and found to be idle. However, when the SUs perform the channel
sensing, all of the SUs should keep their radios silent in order to obtain an accurate
sensing outcome. During this silent period, no transmissions can be made, which
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implies that the channel sensing is an overhead for the system. The sensing overhead
is considerable, especially when the more accurate sensing is required. Moreover, the
intrusive spectrum sharing scheme may cause the direct interference to PUs if the
PUs become active and re-utilize their spectrum when SUs are transmitting.
To achieve the optimal tradeoff between the interference imposed onto the PUs
and the overall spectrum utilization, in this chapter we propose the opportunistic
spectrum sharing schemes for the adaptive CDMA MAC in the uplink cognitive radio
networks, which combines the intrusive and non-intrusive spectrum sharing schemes
together. In particular, under our proposed schemes, the SUs can adaptively select
either the intrusive spectrum sharing or non-intrusive spectrum sharing schemes to
transmit data based on the channel utilization, traffic load, and interference con-
straints. Our proposed schemes take into consideration the joint channel sensing and
data transmissions, and power and rate allocations.
The rest of this chapter is organized as follows. Section B presents the system
models. Section C addresses power and rate allocations of CDMA uplink communi-
cations and develops our proposed adaptive spectrum sharing schemes for cognitive
MAC. Section D evaluates the performance of our proposed schemes. The chapter
concludes with Section E.
B. The System Models
1. The Network Model
We consider a single-hop cognitive radio network as shown in Fig. 31. The cognitive
radio network consists of a set of SUs and a secondary base station (SBS). There is
a primary network located adjacent to the cognitive radio network. In the primary
network, a primary base station (PBS) broadcasts packets to the PUs through the
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Primary User
(Cognitive Radio Network)
Fig. 31. Illustration of the CDMA-based secondary (users) network. The sub-figure
on the bottom right corner shows the detailed topology of the secondary
(users) network. The secondary (users) network consists of a set of SUs and
a secondary base station (SBS). The SUs transmit data to the SBS by oppor-
tunistically accessing the licensed spectrum of the PUs in the primary (users)
network.
downlink channel over a licensed spectrum band. In this chapter, we mainly focus on
the primary networks consisting of the stationary PBS and PUs, and thus assume that
the secondary network has a priori knowledge about the locations of the stationary
PBS and the stationary PUs, which is common and reasonable in many existing
practical cases1, especially with the increasing support for cognitive radio networks
1As one of examples, the location of the stationary PBS and PUs in New York
City can be found in http://www.city-data.com/city/New-York-New-York.html. For
another example, in the fixed-WiMAX based last-hop broadband access networks,
the locations for the stationary WiMAX basestation (i.e., PBS) and the stationary
subscribed WiMAX end-users (i.e., PUs) can be known by inquiring the telecommu-
nication carriers.
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by the governmental authority. In addition, we assume that the SBS has the dedicated
downlink channel to communicate with the SUs without interfering the PUs. Thus,
we do not need to consider the interference from the SBS to the PUs.
The PBS does not always occupy the channel. Due to the radio signal path loss
and the PBS’s frequent vacancy, the SUs may opportunistically utilize the licensed
spectrum to access the SBS by using the intrusive/non-intrusive spectrum sharing
modes. We assume that the distance between the PBS and SBS is larger than the
effective transmission range of the PBS. Under this assumption, the PBS has little
interference on the uplinks of the cognitive radio network. The SUs communicate with
the SBS through CDMA uplinks. As shown in Fig. 31, the PUs on the boundary,
which is specified by the coverage range (see Fig. 31) of the primary network, between
the primary network and the secondary network can be interfered by the SUs during
the intrusive spectrum sharing mode operated by the cognitive radio network. We
need to upper-bound the transmit power levels of the SUs to protect the right of the
boundary PUs.
The downlink and uplink communications of the cognitive radio network is im-
plemented in a time division manner. For the cognitive radio network, the time is
partitioned into frames. Each frame includes an downlink subframe and a uplink
subframe. During the downlink subframe, the SBS broadcasts the power allocations,
and the decisions of operation modes to the SUs. Then, during the following uplink
subframe, the SUs transmit packets with the assigned transmit power. The uplink
communication is based on CDMA. Following the CDMA power allocations, the SBS
can receive and correctly decode the SUs’ packets simultaneously.
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2. The Primary Channel Model
The licensed primary channel is modeled as an alternating renewal process which
switches between ON and OFF states. The On (or OFF) state represents that the PBS
is (or is not) broadcasting packets to the PUs. The licensed channel state switches
between ON and OFF states based on the PUs’ activity. For an alternating renewal
channel, let random variables τ1 and τ0 represent the sojourn times of ON and OFF
states, respectively. Without loss of generality, we assume that τ1 is independent of τ0.
Denote Aτ1(s) and Aτ0(s) as the probability density functions (pdf) for the durations
of the licensed channel’s ON state and OFF state, respectively. Then, we can get the
probability, denoted by u, that the channel is in its ON state at an arbitrary time
instance as follows:
u =
∫∞
0
sAτ1(s)ds∫∞
0
sAτ1(s)ds+
∫∞
0
sAτ0(s)ds
=
τ 1
τ 1 + τ 0
, (5.1)
where τ 1 and τ 0 are the mean sojourn times of ON and OFF states, respectively.
Note that in fact u is the channel utilization with respect to (w.r.t.) PUs. The
empirical spectrum measurement data [97, 98] already showed that the heavy-tailed
distributions or exponential-tailed distributions are appropriate to characterize the
duration of the licensed channel’s ON/OFF state. In this chapter, to better analyze
our proposed scheme, we consider the gamma distribution and the two heavy-tailed
distributions, namely, the pareto and lognormal distributions for the ON/OFF dura-
tion distribution of the primary networks.
3. Channel Sensing and Data Transmission Models
When the SUs perform the channel sensing, all of the SUs should keep their radios
silent for a certain amount of time in order to obtain an accurate sensing outcome.
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During this silent period, no transmissions can be made. All of the SUs and SBS can
participate in channel sensing so that the collaborative channel sensing can decrease
the missed detection probability and false alarm probability.
Based on the selection of operation modes and sensing results, the SBS assigns
power and rate to the active SUs that request to transmit packets the SBS. The SUs
transmit data to the SBS simultaneously by using different CDMA codes according
to the assigned power and rate. Denote by N the index set of the active SUs that
request for uplink communications. Denote W and Ri as the channel bandwidth and
data rate for SU i, respectively. Thus, the processing gain for SU i is W/Ri. Let Pi
be the transmit power of SU i. Also, let Gssj,0 be the channel gain between SU j and
the SBS. Thus, the signal to interference-plus-noise ratio (SINR), denoted by γsi , of
SU i’s signal at the SBS can be obtained by [99]
γsi =
WGssi,0Pi
Ri
 2
3Rc
∑
j∈N\{i}
Gssj,0Pj +N0
 (5.2)
where Rc is the CDMA chip rate that is inversely proportional to the duration of a
CDMA chip and N0 is the power spectral density of a constant background noise.
C. Our Proposed Opportunistic Spectrum Sharing Schemes for Uplink Cognitive
MAC
1. The Overview of Our Proposed Opportunistic Spectrum Sharing Schemes
Our proposed opportunistic spectrum sharing schemes, which aims at achieving the
high spectrum utilization for cognitive radio networks, are the key components of
the CDMA-based uplink cognitive MAC protocol. In our proposed scheme, the SUs
can operate in two transmission modes: intrusive spectrum sharing mode and non-
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intrusive spectrum sharing mode. In the mode of non-intrusive spectrum sharing, the
SUs can “share” the licensed spectrum with the PUs simultaneously by adapting the
transmit power so that the interference caused by the SUs’ transmissions is below
the noise floor of the spectrum. The SBS makes the power and rate allocations with
the constraint of PUs’ interference constraints. In the intrusive spectrum sharing
mode, the SUs sense the channel before transmitting. If the channel is idle, then the
SBS can assign power to SUs without taking the PUs’ interference constraints. We
design rewarding functions to determine which spectrum sharing operation should be
used by the SUs based on the channel utilization, the number of active SUs, and the
interference constraints.
2. Power and Rate Allocations
We first focus on the power and rate allocations in CDMA uplink communications
for the non-intrusive and the intrusive spectrum sharing schemes (modes) which are
detailed in the following two cases, respectively.
CASE 1: Intrusive Spectrum Sharing Mode
Suppose that the power vector for the SUs are given. That is, the SINR of each
SU before despreading at the SBS is fixed. We search for the optimized processing
gain. For the convenience of presentation, rewriting Eq. (5.2), we have the SINR,
denoted by γsi , of the received power of SU i at the SBS as follows:
γsi =
WGssi,0Pi
Ri
(
2
3Rc
∑
j∈N\{i}G
ss
j,0Pj +N0
) = siW
Ri
(5.3)
where si is the SINR of SU i before despreading and is defined as
si ,
Gssi,0Pi
2
3Rc
∑
j 6=i
Gssj,0Pj +N0
. (5.4)
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Note that γsi ≥ si because (W/Ri) ≥ 1.
Let ` be the length of a packet. Let κi be the instantaneous user-priority weight-
ing factor for SU i. The larger the κi for the SU i is, the higher priority SU i has.
We will elaborate on the determination of κi in Section C-7. The goodput, denoted
by ηi, of SU i can be written as:
ηi = κiRi[1− Y (γsi )]` = κi
siW
γsi
[1− Y (γsi )]` (5.5)
where Y (·) is the bit error rate (BER) function, which is the function of SINR.
The form of function Y (·) depends on the modulation and coding scheme used in the
system. Our goal is to maximize the weighted goodput over all SUs. The optimization
problem is formulated as follows:
P0 : max
∑
i∈N
κiηi (5.6)
s.t. 0 ≤ Pi ≤ Pmaxi , ∀i ∈ N (5.7)
where N is the index set of the active SUs which request for uplink communications.
To solve the problem P0, let us first concentrate on ηi of a single SU i in Eq. (5.5).
On one hand, the first component, κisiW/γ
s
i , of the second equation in Eq. (5.5) is
a decreasing function with γsi . On the other hand, Y (γ
s
i ) is a decreasing function of
γsi . Thus, the second component, [1− Y (γsi )]`, of the second equation in Eq. (5.5) is
an increasing function of γsi . To find the value of γ
s
i that achieves an extrema of ηi,
we take the first-order derivative of ηi given in Eq. (5.5) w.r.t. γ
s
i :
dηi
dγsi
=−κisiW
{
1
(γsi )
2
[1− Y (γsi )]` +
`
γsi
Y ′(γsi )[1− Y (γ)]`−1
}
=
−κisiW [1− Y (γsi )]`−1
(γsi )
2
[
1− Y (γsi ) + `γsi Y ′(γsi )
]
(5.8)
where Y ′(·) is the derivative of the BER function Y (·). If setting Eq. (5.8) to 0, then
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we have
1− Y (γsi ) + `γsi Y ′(γsi ) = 0. (5.9)
The roots of Eq. (5.9) are the extremas of ηi. The number of possible roots depends
on the BER function Y (·) and ` only. Thus, the root for SU i is also the root for
any other SUs. Without loss of generality, let γsi = γ0, with γ0 > 0, be one of the
solutions, which achieves the local maximum of ηi. Since the processing gain should
be less than or equal to 1, we have Wsi/γ0 ≤ W , resulting in si ≤ γ0. Thus, the
optimal goodput for SU i is
ηi =

κisiW
γ0
[1− Y (γ0)]` , si ≤ γ0
κiW [1− Y (si)]` , si > γ0.
(5.10)
Based on Eq. (5.10), when si > γ0, ηi is not a linear function of si. We set [1−Y (si)]`
to be a constant value. In this sense, ηi is the linear function of si, implying that
maximizing the objective function in P0 is equivalent to maximize
∑
i∈N κisi since
we have the constant W and γ0 for each SU. Then, we have the following new power-
allocation optimization problem.
In the intrusive spectrum sharing mode, the power-allocation optimization prob-
lem, denoted by P1, can be formulated as follows:
P1 : max
∑
i∈N
κisi (5.11)
s.t. 1). 0 ≤ Pi ≤ Pmaxi , ∀i ∈ N (5.12)
2). si ≤ γ0, ∀i ∈ N (5.13)
By solving P1, we can derive the optimal SINR sP1i of SU i. Then, substituting
sP1i into Eq. (5.10), we can obtain the optimal goodput η
P1
i for SU i under the
intrusive spectrum sharing mode. It is worth noting that Eq. (5.11) is convex in each
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component (Pi), but it is not convex over the entire power vector, which suggests that
the Karush-Kuhn-Tucker conditions are not sufficient for optimality. That is, taking
partial derivatives cannot guarantee global optimality of a solution. Consequently,
we have to optimize the non-convex function in a very large space. Thus, we need to
further analyze P1.
Proposition 3. The optimal solution to the objective function given by Eq. (5.11)
lies on the surface of the polyhedron defined by the constraints given by Eqs. (5.12)
and (5.13).
Proof. We derive the second-order derivative of the objective function with respect
to Pi as follows:
∂2(
∑
i∈N κisi)
∂P 2i
=
∑
j∈N\{i}
κjG
ss
j,0Pj(∑
k∈N\{j}G
ss
k,0Pk +
3RcN0
2
)3 . (5.14)
It is clear that the second-order derivative of the objective function is always larger
than 0. Therefore, the objective function is convex w.r.t. Pi and the optimal solution
lies on the boundary, which completes the proof.
Proposition 3 characterizes the relationships among the given SU’s transmit
power, throughput, the interference that the SU imposes to the entire system, and
the aggregate throughput over all SUs. By increasing a given SU’s power, it increases
its own data transmission rate while the data transmission rates of the other SUs de-
crease due to the additional Multiple Access Interference (MAI) caused by the given
SU. In contrast, the decrease of a given SU’s transmit power can lead to the increase
of data transmission rates of the other SUs because the MAI contributed by the given
SU becomes smaller. Based on Proposition 3, when a given SU increases its transmit
power, the objective function (i.e., weighted system data rate) maybe initially declines
with the loss of data rate because the additional MAI impairs the increase of data
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rate caused by the new SU. However, when the SU keeps increasing transmit power,
the benefit contributed by the SU eventually offsets the loss of data rate caused by
the augmented MAI. Using Proposition 3, we can observe the following facts.
Fact 3. If maxi∈N (γsi ) < γ0, then the optimal power allocation scheme for the intru-
sive spectrum sharing mode (i.e., P1) is as follows:
Pi ∈ {0, Pmaxi }, ∀i ∈ N . (5.15)
Fact 4. The objective function (Eq. (5.11)) of P1 is convex w.r.t. each component
of the power vector. However, The objective function is not convex w.r.t. the entire
power vector.
For the special case where κi = κj, ∀i 6= j ∈ N , we can have a simple way to
obtain the solution to P1. Without loss of generality, we suppose that
κiG
ss
i,0P
max
i < κjG
ss
j,0P
max
j , ∀i < j (5.16)
Let |N | be the number of elements in N . We can sort |N | active SUs based on the
criteria given by Eq. (5.16) in the decreasing order of the weighted received power
(κiG
ss
i,0P
max
i ). We call the first n SUs in N as the preferred n SUs, which are the best
SUs in terms of weighted received power at the SBS. Denote Nopt, with Nopt ⊂ N
as the set of SUs that transmit at their maximum power for maximizing objective
function Eq. (5.11). There exists an nopt, with 0 < nopt < |N |, such that the optimal
solutions can be achieved with Nopt = {1, 2, · · · , nopt}. That is, the optimal solution is
achieved for the first nopt preferred SUs. Thus, for the case where κi = κj,∀i 6= j ∈ N ,
we can derive the optimal power allocation as follows: given the weights κi and channel
gain Gssi,0, we sort the SUs based on Eq. (5.16). Then, we need to find the objective
function achieved by the nopt preferred SUs. Letting Nk be the set of the first k
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preferred SUs, we can derive nopt as follows:
nopt = argmax
1≤k≤|N|
∑
1≤i≤k
κi
3Rc
2γ0
Gssi,0P
max
i∑
j∈N\{i}G
ss
j,0P
max
j + 3N0Rc/2
. (5.17)
CASE 2: Non-Intrusive Spectrum Sharing Mode
Compared with the intrusive spectrum sharing operation mode, the non-intrusive
spectrum sharing counterpart needs to take into consideration the power interference
imposed to the PUs. We need to put more stringent power constraints to guarantee
that the interference caused by the SUs is below the acceptable noise level in the view
point of PUs. In other words, we need add a constraint to guarantee that the SINR
of the PUs in the interfering zone is higher than the pre-defined SINR threshold γpth.
Let B be the transmit power of the PBS. Let Gspj,i be the average channel gain
between SU j and PU i. Let Gpp0,i be the average channel gain between the PBS
and PU i. Since the information about the PBS and PUs is known to the secondary
network, the average channel gain can be estimated based on the distance between
the PBS and the PUs. Denote by I the set of PUs that will be interfered by SUs’
intrusive transmissions. Due to the presence of the SUs and the corresponding MAI,
the SINR of PU j can be written as
γpi =
Gpp0,iB∑
j∈N G
sp
j,iPj +N0
(5.18)
where N0 is the power spectral density of a constant background noise.
Hence, we can formulate the power and rate optimization for the non-intrusive
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spectrum sharing operation as follows:
P2 : max
∑
i∈N
κisi (5.19)
s.t. 1). 0 ≤ Pi ≤ Pmaxi , ∀i ∈ N (5.20)
2). si ≤ γ0, ∀i ∈ N (5.21)
3). γpi ≥ γpth, ∀i ∈ I (5.22)
Similar to P1, the objective function of P2 is also not convex in the power vector.
The solution to P2 also lies on the boundary determined by the constraints. We
can use a feasible-directions-based method [100] to solve the non-convex optimization
problem of P2. Solving P2, we can derive the optimal SINR, denoted by sP2i , of SU
i under P2’s mode. Substituting sP2i to Eq. (5.10), we can get the optimal goodput,
denoted by ηP2i , for SU i under P2’s mode. Note that when the distances between the
SU transmitters and the PU receivers are far enough, the power and rate optimization
problem P2 for the non-intrusive spectrum sharing mode reduces to the power and
rate optimization problem P1 for the intrusive spectrum sharing mode.
3. The Interference Probability of Intrusive Spectrum Sharing Operations
Note that in the intrusive spectrum sharing operation, the SUs may interfere with
the PUs because the SUs and PUs are not synchronized. We need to investigate the
interfering probability of the intrusive spectrum sharing operations. Let tsp be the
most recent time when the channel switches from ON to OFF state and tls be the
most recent time that the channel is sensed. If the channel is in OFF state at tls,
then the probability that the channel remains OFF for a certain amount of time is
non-zero, and thus it is possible for the SUs to perform intrusive spectrum operation.
Let τs and τt be the durations needed by the SUs to sense the channel and transmit
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data packets, respectively. Given that the SUs start sensing the channel at time t,
during the channel sensing period, we can derive the probability, denoted by I(t),
that the channel keeps on being in OFF state as follows:
I(t) =
Pr{duration of OFF state > t+ τs − tsp}
Pr{duration of OFF state > tls − tsp}
=
∫∞
t+τs−tsp Aτ0(s)ds∫∞
tls−tsp Aτ0(s)ds
=
1− Cτ0(t+ τs − tsp)
1− Cτ0(tls − tsp)
, (5.23)
where Cτ0(s) is the cumulative distribution function (cdf) of the duration of the
channel’s OFF state.
During the entire duration of τs, if the channel is in OFF state, the SUs consider
that the channel is idle and can be opportunistically utilized. In other words, if
the channel remains idle after the channel sensing, based on our proposed spectrum
sharing schemes, the SUs can perform the intrusive spectrum sharing operations. The
SUs may interfere with the PUs if the PBS resumes broadcasting packets to PUs again
(i.e., the channel transits from OFF to ON) during the SUs’ transmissions. Denote
by Q(τt, t) the probability that the SUs which send packets between t and t+ τt will
interfere with PUs, given that the channel is sensed idle at the beginning of SUs’
attempt to access the channel. Q(τt, t) is equal to the probability that the channel
state flips from OFF to ON during SUs’ opportunistic transmission, which can be
derived as:
Q(τt, t) = 1− Pr{duration of OFF state > (t+ τt − tsp)}
Pr{duration of OFF state > t− tsp}
= 1−
∫∞
t+τt−tsp Aτ0(s)ds∫∞
t−tsp Aτ0(s)ds
=
Cτ0(t+ τt − tsp)− Cτ0(t− tsp)
1− Cτ0(t− tsp)
(5.24)
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and has the following property as described in Proposition 4.
Proposition 4. Q(τt, t) is a monotonically increasing function of τt.
Proof. Taking a derivation of Q(τt, t) w.r.t. τt, we get
∂Q(τt, t)
∂τt
=
Aτ0(t+ τt − tsp)
1− Cτ0(t− tsp)
. (5.25)
Since Aτ0(x) > 0 and 0 ≤ Cτ0(x) < 1, ∀x, Q(τt, t) is a monotonically increasing
function of τt.
As the transmission duration τt of the intrusive spectrum sharing mode increases,
the probability that the SUs interfere with SUs increases.
4. The Optimal Transmission Duration of the Intrusive Spectrum Sharing Mode
Since the SUs are not synchronized with the PUs, the probability Q(τt, t) that the
SUs interfere with PUs is non-zero, and thus the SUs may inevitably cause harmful
interference imposed onto PUs in the intrusive spectrum sharing mode. We have to
limit the maximum interference that is caused by SUs. We consider two interference
constraints, such as power constraint and time constraint. In the non-intrusive spec-
trum sharing, we limit the transmit power of SUs so that the interference temperature
is below PU’s tolerable noise power, as specified in P2. For the intrusive spectrum
sharing, we apply the constraint in time domain by limiting the amount of time when
the SUs and PUs transmit simultaneously.
Define τf , t−tsp as the duration elapsed from the most recent channel switching-
time point to the time when SUs attempt to access the channel. Fig. 32 shows the
relationship among the important notations and variables in the spectrum sharing
schemes. Given that the channel is idle at the beginning of SUs’ attempt to access
channel and the channel-switch occurs during the transmission, we can obtain the
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Fig. 32. Illustration of our proposed spectrum access schemes. The transmission dura-
tion τt depends on τf and the interference constraints. The SUs may interfere
with the PUs when both the SUs and PUs access the spectrum.
pdf, denoted by Lτt,τf (s), for the residual time of the PUs’ OFF state given that the
channel-switch occurs during the SUs’ transmission as follows:
Lτt,τf (s) =

Aτ0 (s+τf )
Cτ0 (τf+τt)−Cτ0 (τf )
, 0 < s ≤ τt
0, otherwise
(5.26)
Then, we can derive the average duration, denoted by D(τt, τf ), that the SUs interfere
with the PUs as follows:
D(τt, τf ) =
∫ τt
0
Q(τt, tsp + τf )Lτt,τf (s)(τt − s)ds
= Q(τt, tsp + τf )
[
(τt + τf )− 1
Cτ0(τf + τt)− Cτ0(τf )
∫ τt+τf
τf
tAτ0(t)dt
]
=
1
1− Cτ0(τf )
{
(τt + τf ) [Cτ0(τf + τt)− Cτ0(τf )]−
∫ τt+τf
τf
tAτ0(t)dt
}
(5.27)
where Q(τt, tsp + τf ) is the probability that PUs are interfered by SUs’ transmission
in the intrusive spectrum sharing mode, and is given by Eq. (5.24). For different
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distributions, we derive a set of closed-form expressions for Eq. (5.27) in Appendix B.
As time elapses, the probability that the SUs interfere with PUs changes. The
transmission time τt of the SUs should be dynamically adjusted with the change of
probability that the SUs interfere with PUs. Let Dth be the interference parameter
for the intrusive spectrum sharing mode. Based on Eq. (5.27), let τ ∗t be the maximum
allowable transmission time of the intrusive spectrum sharing mode given τf , i.e.,
τ ∗t = min{τmaxt ,max{τt : D(τt, τf ) ≤ Dth}} (5.28)
where τmaxt is the pre-defined maximum transmission time. It is worth noting that
the larger Dth suggests a longer transmission duration that the SUs can use, but also
the more interference caused to the PUs.
In our proposed scheme, both the intrusive and non-intrusive spectrum sharing
modes use the CDMA-based access technology and use the same spectrum bandwidth
that is licensed to the primary network. These two sharing modes share most of the
transmission and PHY designs. The major difference between the intrusive and non-
intrusive spectrum sharing modes in terms of transmission parameters of the cognitive
radio is the transmit power levels. Since the transmit power can be easily adjusted
in cognitive radio, it is feasible to switch between the intrusive and non-intrusive
sharing modes in a real-time manner. In particular, the transmit power adjustment
of a cognitive radio can be implemented in a significantly shorter time period as
compared with the operation periods of the intrusive and non-intrusive spectrum
sharing modes. Thus, the power-switch time between the intrusive spectrum sharing
mode (P1) and the non-intrusive spectrum sharing mode (P2) has virtually no impact
on the performance of our proposed scheme.
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5. The Selection Between the Intrusive Spectrum Sharing Mode and the
Non-Intrusive Spectrum Sharing Mode
Under our proposed dynamic spectrum access schemes, the SUs can select between the
non-intrusive spectrum access mode and the intrusive spectrum mode. This section
describes how the SUs select operation modes. We proceed the descriptions in the
following two cases, respectively.
Case (1): The primary channel is in ON state
Under the case where the primary channel is in ON state, the only available
operation mode for the SUs is non-intrusive spectrum sharing mode. If the primary
channel is sensed as ON state, the SUs use the non-intrusive spectrum sharing mode
where the total transmit power of the SUs is below the noise floor for the PUs.
Case (2): The primary channel is in OFF state
In the case where the primary channel is in OFF state, the SUs can have two
options in accessing the primary channel: intrusive or non-intrusive spectrum sharing
modes. The selection principle is that the SUs choose the spectrum sharing mode
which leads to higher goodput to transmit data packets to the SBS.
Because the intrusive spectrum sharing mode always starts with channel sensing
and the sensing duration is constant, as the transmission time decreases, the com-
munication overhead increases. When the transmission time keeps on decreasing, the
goodput of the intrusive spectrum sharing mode will eventually be equal to that of
the non-intrusive spectrum sharing mode, and then become lower than that of the
non-intrusive spectrum sharing mode. Note that the non-intrusive spectrum sharing
mode does not require to sense the channel before transmissions. Then, we can con-
struct a rewarding function, denoted by ζ(t), in terms of goodput of the non-intrusive
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spectrum sharing mode as follows:
ζ(t) =
∑
i∈N
ηP2i , (5.29)
where ηP2i can be obtained by solving the optimization problem P2 given in Section C-
2, and nt is the index of spectrum access of SUs at time t. We can construct another
rewarding function, denoted by θ(t), in terms of the goodput of the intrusive spectrum
sharing mode as follows:
θ(t) = I(t)
(
τ ∗t
τs + τ ∗t
)∑
i∈N
ηP1i + [1− I(t)]
(
τu − τs
τu
)
ζ(t). (5.30)
where ηP1i is the optimal goodput of SU i under P1, which can be obtained by
solving the optimization problem P1 given in Section C-2, and τu is the maximum
transmission duration in the non-intrusive spectrum sharing mode. As shown in
Eq. (5.30), the goodput of the intrusive spectrum sharing mode is the sum of the
following two terms. The first term on the right hand side of Eq. (5.30) represents
that the SUs can use the higher transmit power to access the channel if the channel
keeps idle after the channel sensing. In particular, [τ ∗t /(τs + τ
∗
t )] in the first term on
the right hand side of Eq. (5.30) suggests the overhead of the channel sensing. On the
other hand, the second term on the right hand side of Eq. (5.30) indicates that the
SUs have to use lower transmit power to share the spectrum with PUs if the channel
is sensed as ON state.
Based on the outcome of ζ(t) and θ(t) at time t, the SBS selects the spectrum
sharing mode which yields the higher goodput. If τ ∗t is a decreasing function of
τf , then the SBS will always choose the non-intrusive spectrum sharing mode over
the intrusive spectrum sharing mode when τf is larger than a certain threshold. In
other words, the SUs will more likely choose the non-intrusive spectrum sharing mode
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without channel sensing.
6. Mandatory Channel Sensing
Since the information about the channel switching-time point is critical to our pro-
posed schemes, it is mandatory for the SUs to periodically sense the channel to
detect/estimate the channel switching-time point in both cases where the primary
channel is in ON or OFF states, which are detailed in the following two cases, respec-
tively.
Case I: The primary channel is in ON state
Although the non-intrusive spectrum sharing mode does not require channel
sensing, the periodical channel sensing is still necessary in the case where the primary
channel is in ON state, because the SUs are required to have the knowledge of when
the channel switches from ON to OFF state. The SUs must frequently sense the
channel. Fig. 32 illustrates an example of the mandatory sensing when the primary
channel is in ON state. The sensing period, denoted by τi, depends on the time
elapsing from the last time when the channel switches from OFF to ON state.
Denote t′sp and tsp as the old channel switching-time point and the new estimated
channel switching-time point between the two consecutive channel sensings, respec-
tively. We can derive the probability, denoted by Pcs, that the channel-switch occurs
between two consecutive channel sensings as follows:
Pcs =
Cτ1(τls + τi)− Cτ1(τls)
1− Cτ1(τls)
(5.31)
where τls , tls − t′sp is the duration between the most recent sensing time and the
most recent channel switching time, and Cτ1(t) is the cdf of the licensed channel’s ON
state. If the channel-switch occurs between two successive channel sensings and τls is
given, we can derive the pdf, denoted by ptsp(s, τls), of the new channel switching-time
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point as follows:
ptsp(s, τls) =

Aτ1(s+ τls)
Cτ1(τls + τi)− Cτ1(τls)
, 0 < s ≤ τi
0, otherwise.
(5.32)
The channel sensing frequency (or channel sensing period) determines the ac-
curacy of the estimated channel switching-time point. From the view point of non-
intrusive spectrum sharing, the channel sensing is not helpful and is thus considered as
the pure overhead, which eventually results in degradation of the goodput. There is a
tradeoff between the accuracy of the estimated channel switching-time point and the
goodput. Specifically, if we have the higher channel sensing frequency, then we can
have more accurate channel switching-time point, but lower goodput. In contrast,
the lower channel sensing frequency leads to more estimation error of the channel
switching-time point and higher goodput. Intuitively, when τls is small, the proba-
bility that the channel switches from OFF to ON state is small. Thus, a low channel
sensing frequency is good enough to estimate the channel switching-time point. On
the other hand, when τls is high, the probability that the channel switches from OFF
to ON state is high, which implies that the high channel sensing frequency is neces-
sary to accurately detect the channel switching-time point. In order to minimize the
goodput degradation caused by the channel sensing while guaranteeing the accuracy
of the estimated channel switching-time point, we introduce the mean squared esti-
mation error for the channel switching-time point qualitatively to derive the channel
sensing period τi based on the elapsed time τls away from the last channel switching-
time point. We derive the mean squared estimation error, denoted by ²(τi, tsp), of tsp
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as follows:
²(τi, tsp) =
∫ τi
0
(tsp − tls − s)2ptsp(s, τls)ds
= (tsp − t′sp)2 −
2(tsp − t′sp)
∫ τls+τi
τls
tAτ1(t)dt−
∫ τls+τi
τls
t2Aτ1(t)dt
Cτ1(τls + τi)− Cτ1(τls)
(5.33)
where tls ≤ tsp ≤ tls + τi, and ptsp(s) is the pdf of tsp given by Eq. (5.32). For
different distributions, we derive a set of the closed-form expressions for Eq. (5.33) in
Appendix B.
Let t∗sp(τi) be the optimal tsp that minimizes ²(τi, tsp) given τi, which implies:
t∗sp(τi) = argmin
0≤tsp≤τi
²(τi, tsp). (5.34)
Define ²th as the pre-defined threshold for the mean squared error of estimated channel
switching time. Thus, when the non-intrusive spectrum sharing mode is adopted, the
optimal sensing period is
τ ∗i = max{τi : ²(τi, t∗sp(τi)) ≤ ²th}. (5.35)
Case II: The primary channel is in OFF state
When the primary channel is in OFF state, we can use the intrusive spectrum
sharing mode which requires the channel sensing before SUs’ transmissions. In this
case, the channel sensing is part of the channel accessing process. Essentially, the
channel sensing frequency required by the intrusive spectrum sharing mode is higher
than that required for channel switching-time point detection/estimation. In this
sense, the mandatory channel sensing can be already covered by the channel sensing
required in intrusive spectrum sharing mode.
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7. The Fairness
Our proposed scheme takes into account the fairness. Since different SUs may have
different service requirements, we employ a set of weighting factors ωi to represent the
different priorities of the SUs. Our proposed system aims at achieving the long-term
fairness by updating the instantaneous user-priority weighting factor κi.
Definition 1. The long-term fairness is said to be achieved if during a long duration
of time, the ratios of the aggregated transmission rate to the weighting factor for all
SUs are the same, i.e.,
lim
n→∞
∑
nRi(n)
ωi
= lim
n→∞
∑
nRj(n)
ωj
, ∀i 6= j ∈ S, (5.36)
where Ri(n) is data rate of the SU i at the n-th round of spectrum-access and S is
the entire set of SUs.
To satisfy Eq. (5.36), we need to dynamically adjust the instantaneous weights
that are used in the optimization problems including P1 and P2. Let Si(n) be
the average transmission rate for SU i during the pervious n times of attempting
transmissions. The SBS updates Si(n) for SU i once the power allocation decision is
made provided that SU i has a request for transmission. Note that the SBS does not
update Si(n) for SU i at the round in which SU i does not have anything to send to
SBS. We adopt the Exponential Moving Average (EMA) to update Si(n) as follows:
Si(n) = δRi(n) + (1− δ)Si(n− 1) (5.37)
where δ, with 0 ≤ δ ≤ 1, is a pre-defined constant smoothing factor. Under EMA, the
weighting for the older transmission rate decreases exponentially, which implies that
the unfairness caused by recent power allocations is more important than the unfair-
ness contributed by older power allocations. In this sense, the fairness scheme will
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put more efforts to compensate for the unfairness caused by recent power allocations.
Thus, the instantaneous user-priority weighting factor κi for SU i at the (n + 1)-th
spectrum access attempt can be updated by setting:
κi =
ωi
Si(n)
. (5.38)
8. The Details of Our Proposed Scheme
Figure 33 shows the detailed pseudo-code of our proposed scheme. There are two
important types of events occurring in our system: 1) the event of sensing and 2) the
event of spectrum sharing mode selection. The objective of our proposed scheme is
to handle these two types of events by repeatedly updating the parameters for the
events. Let ts and tm be the triggers for the events of sensing and spectrum sharing
mode selection, respectively. Initially, we set both of the last sensing time tls and last
channel switching-time point tsp to negative infinity, the sensing trigger ts to zero,
and spectrum sharing mode selection trigger tm to positive infinity.
If the current time is equal to ts, then the sensing event is triggered. The SUs
sense the channel for a duration of τs. If the channel switches states during the
sensing, the SUs update tsp to the channel switching-time point which the SUs have
just detected. Otherwise, if the channel sensing result is different from the last sensing
result, then the system calculates the new estimated tsp based on Eq. (5.34). Then,
based on the channel state, the systems choose the transmit power. If the channel is
idle, the SUs transmit packets to the SBS by using the transmit power according to
the optimal solution to P1 with a duration of τ ∗t which is calculated by Eq. (5.28).
In contrast, if the channel is busy, the SUs use a low transmit power given by the
optimal solution to P2 to access the channel. The SUs also need to update the new
sensing trigger ts and selection trigger tm.
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00. Initialize: tls = −∞, tsp = −∞, ts = 0, tm =∞
01. while(1)
02. t := current time
03. if t = ts //triggered by sensing event
04. sense the channel for the duration of τs
05. if channel switches states during sensing
06. update tsp to be the new channel switching-time point
07. if channel state is different from the last sensing result
08. calculate tsp based on Eq. (5.34)
09. update t := t+ τs, tls := t
10. calculate τi based on Eq. (5.35)
11. if channel is idle
12. update τf := t− tsp
13. calculate τ ∗t
14. update tm := t+ τ
∗
t , ts := t+ τi
15. assign power and rate according to ηP1i
16. SUs send packets to SBS using intrusive mode for τ ∗t
17. else
18. update ts := t+ τi
19. assign power and rate according to ηP2i
20. SUs send packets to SBS using non-intrusive mode
21. if t = tm //triggered by selection of spectrum sharing mode
22. update τf := t− tsp
23. calculate ηP1i and η
P2
i , ∀i ∈ N
24. calculate θ(t), ζ(t)
25. if θ(t) < ζ(t)
26. assign power and rate according to ηP2i
27. SUs send packets to SBS using non-intrusive mode
28. update tm :=∞
29. //keep using non-intrusive until next mandatary channel sensing
30. else
31. update ts := t //sense the channel immediately
Fig. 33. The pseudo code of our proposed schemes for the selection between the intru-
sive spectrum sharing mode and the non-intrusive spectrum sharing mode.
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The event of selecting the spectrum sharing mode is triggered if the current
time is equal to tm. There are two options for the SUs: 1) trying to use the intrusive
spectrum sharing mode by sensing the channel first, or 2) immediately sending packets
to the SBS with a lower transmit power. The SBS calculates and compares ζ(t) with
θ(t). On one hand, if θ(t) is larger, then the SUs use the non-intrusive spectrum
sharing mode to access the channel. Furthermore, tm is set to be infinity, which
suggests that before the next mandatory channel sensing, the SUs keep on using
the non-intrusive spectrum sharing mode. On the other hand, if ζ(t) is larger than
θ(t), then the SUs will try to use the intrusive spectrum sharing mode by setting the
sensing trigger ts to be the current time.
D. Performance Evaluations
Our simulated primary and secondary networks have the similar wireless networks
topologies as shown in Fig. 31. In particular, there is one primary channel with the
bandwidth of 50 MHz licensed to the primary network. There are 1 PBS and 3 PUs
in the primary network and there are 1 SBS and 10 SUs in the secondary network.
The SUs form the wireless-network cell topology with the SBS being at the center
position of the wireless-network cell. The average distance between the SUs and the
SBS is 1 unit of distance. The average distance between PUs and the SBS is 4.3 units
of distance. In the simulations, we set Gssi,0 = G
ss
j,0 and P
max
i = P
max
j , ∀i 6= j. The
sensing duration is 0.5 ms. The priority weighting factor ωi for each SU is set to be
ωi = 1, ∀i ∈ S (i.e., the equal-share fairness). Each SU is the persistent data source
which always has data to send with the non-empty queue, implying that each SU
always requests to transmit data to the SBS. For the convenience of presentation, we
list the important parameters in Table IV.
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Table IV. The parameters for design and analysis of our proposed adaptive uplink
CDMA-based cognitive MAC scheme.
u channel utilization of PUs
ωi priority weighting factor of SU i
τ 1 mean sojourn time of ON state
τ 0 mean sojourn time of OFF state
W channel bandwidth
Ri data rate of SU i
γsi SINR of SU i’s signal at SBS
γpi SINR of PU i’s receiving signal
κi instantaneous user-priority weighing factor
ηi goodput of SU i
τs channel sensing duration
τt SUs’ transmission duration
tls most resent channel sensing time
τls duration between sensing time and channel switching time
Dth interference threshold
τ ∗t max allowable tx time of intrusive spectrum sharing mode
tsp channel switching-time point
τi sensing period
²th estimation error threshold for channel switching time
δ constant smoothing factor
ts trigger for sensing event
tm trigger for spectrum sharing mode selection event
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Fig. 34. The impact of distance between the secondary network and primary network
on the normalized aggregate throughput of our proposed scheme when the
PUs’ traffic follows lognormal distribution.
We first study the impact of the distance between the primary network and
secondary network on the throughput of our proposed scheme. Fig. 34 plots the
normalized aggregate throughput of our proposed scheme against the normalized dis-
tance between the secondary network and primary network with different channel
utilizations of PUs (u) when the PUs’ traffic follows lognormal distribution. Note
that the aggregate throughputs in this chapter are normalized by the throughput of
the complete intrusive spectrum accessing mode with zero channel utilization of PUs.
In addition, the distances between the SU and primary networks are normalized by
the average distance between the SBS and SUs. As shown in Fig. 34, the normalized
aggregate throughput increases as the normalized distance between the secondary
network and primary network increases because the larger distance between the SU
and primary networks leads to larger throughput of the non-intrusive spectrum shar-
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ing mode. Furthermore, from Fig. 34, as the distance between the SU and primary
networks increases, the difference of throughput between the higher channel utiliza-
tion of PUs and lower channel utilization of PUs decreases, which is because of the
following reasons. When the distance between the secondary network and primary
network is small, the difference of the throughputs achieved by the intrusive and
non-intrusive spectrum sharing modes is large, implying that with lower channel uti-
lization of PUs, the SUs spending more time in non-intrusive spectrum sharing mode
achieves much less throughput than the SUs with higher channel utilization of PUs.
In contrast, when the distance between the secondary network and primary network
is large, the throughput of the intrusive spectrum mode is close to the throughput of
the non-intrusive spectrum sharing mode. As a result, the channel utilization of PUs
has less impact on the throughput when the distance between the secondary network
and primary network is larger.
Then, we evaluate the fairness performance of our proposed scheme using the
Jain fairness index [101] (i.e., the equal-share attains the maximum Jain fairness in-
dex). Fig. 35 plots the Jain fairness index against the distance between the secondary
network and primary network with the different numbers of SUs in the secondary net-
work. The channel utilization of PUs is 0.17 and the PUs’ traffic follows lognormal
distribution. As shown in Fig. 35, our proposed scheme can achieve the desired far-
ness among SUs in the secondary network. In Fig. 35, for a given number of SUs,
the Jain fairness index slightly increases as the distance between the secondary and
primary networks increases, which is due to the following reasons. When the distance
between the secondary network and primary network gets larger, the interference-
level constraint on the secondary network becomes more relaxed. This implies that
the difference between the SU-achieved throughputs under the non-intrusive and in-
trusive spectrum sharing modes for each round of spectrum-access becomes smaller.
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Fig. 35. The Jain fairness index vs. the distance between the secondary network and
primary network. The channel utilization of PUs is 0.17 and the PUs’ traffic
follows lognormal distribution.
Therefore, when the distance between the secondary network and primary network
gets larger, regardless of the higher or lower probabilities for SUs to use the intru-
sive or non-intrusive spectrum sharing modes, the statistically-averaged throughputs
for all SUs intend to converge to the equal-share fairness. Thus, the larger the dis-
tance between the secondary and primary networks, the larger the Jain fairness index.
Fig. 35 also shows that the more the SUs in the secondary network, the lower the Jain
fairness index. It is expected because of the following reasons. With limited wireless
resources, when the number of SUs becomes larger, the probability for each SU to
actually use the spectrum decreases for each round of spectrum-access opportunity,
resulting in the lower Jain fairness index.
In the rest of this section, we evaluate and compare our proposed scheme with
the other schemes in terms of the normalized aggregate throughput of all SUs and
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interference index (to be defined in the following), when the PUs’ activities follow
the different distributions. The comparison schemes include the transmission scheme
in the ideal case, interference-confined adaptive transmission scheme, and the fixed
transmission scheme. In particular, the ideal case represents the “omniscient” trans-
mission scheme under which the SUs have the full knowledge of the PUs’ activities.
That is, in the ideal case, the SUs are assumed to know exactly when the PBS starts
and stops broadcasting packets to the PUs. Thus, the throughput of the ideal case is
the upper-bound throughput that the secondary network can achieve. Furthermore,
in the ideal case, the SUs do not cause any interference to the primary network.
The interference-confined adaptive transmission scheme is an interweave-based
spectrum sharing scheme which is modified based on the optimal spectrum sensing
framework proposed in [102], under which the SUs can access the primary channel
only when the PBS is sensed idle. The original scheme which was designed for the
exponential PUs traffic case only. To fairly compare the scheme in [102] with our
proposed scheme, we modify the scheme in [102] so that it can adaptively adjust the
transmission duration while limiting the interference caused by the SUs to a given
threshold for different PUs activity patterns.
The fixed transmission scheme combines the intrusive and non-intrusive spectrum
sharing modes. However, unlike our proposed scheme which takes advantage of the
PUs’ activity pattern, the fixed transmission scheme makes the decisions only based
on the channel sensing outcomes. Particularly, under the fixed transmission scheme,
the SUs constantly sense the channel. If the channel is sensed idle, the SUs transmit
packets to the SBS with a fixed transmission duration. If the channel is sensed busy,
the SUs adopt the non-intrusive spectrum sharing mode to transmit packets. The
difference between our proposed scheme and the fixed transmission scheme is that
the fixed transmission scheme does not need the mandatory sensing and the fixed
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transmission duration depends only on a pre-defined parameter. It is clear that for
the fixed transmission scheme, the larger transmission duration may lead to a higher
throughput, but more severe interference imposed onto the PUs.
In the simulations, besides the normalized aggregate throughput, we also use the
interference index to evaluate the performance of our proposed schemes. We define
the interference index as the ratio of the amount of time that the SUs operate in
the intrusive spectrum sharing mode when PUs are active to the total simulation
duration. The larger the interference index, the more interference caused by the SUs.
In the simulations, we consider the interference occurring only when the noise level
of the PU receivers is above the acceptable level due to the interference caused by
the SUs that operate under the intrusive spectrum sharing mode.
First, we assume the primary network’s activity pattern follows the lognormal
distribution. The average ON state of the primary network is 0.2 s, while the average
OFF state of the primary network varies between 0.2 s and 2.8 s. Fig. 36 shows
the normalized aggregate throughput achieved by our proposed scheme, the fixed
transmission scheme with τt = 0.01 s, the fixed transmission scheme with τt = 0.005
s, the interference confined adaptive transmission scheme with interference level of
10−3, and the transmission scheme for the ideal case. As shown in Fig. 36, when the
duration of OFF state increases, the normalized throughput of all schemes increase.
In Fig. 36, our proposed scheme is the scheme that achieves the closest throughput
to the ideal case’s throughput among all the schemes. The throughput difference
between our proposed scheme and the interference-confined adaptive transmission
scheme decreases as the average duration of OFF state increase. This is because
our proposed scheme can get more spectrum opportunities using the non-intrusive
spectrum sharing mode when the licensed channel is in ON state.
Figure 37 shows the interference index for the different schemes. From Fig. 37,
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Fig. 36. The normalized aggregate throughput vs. the average duration of OFF state
when the PUs’ activity follows the lognormal distribution.
we can observe that for the fixed transmission schemes, the larger the fixed transmis-
sion duration τt, the larger the interference index. Our proposed scheme achieve the
lowest interference index for any given channel utilization of PUs. Also, the interfer-
ence index of the fixed transmission scheme increases more quickly than that of our
proposed scheme when the average duration of ON state decreases. Based on Figs. 36
and 37, our proposed scheme significantly outperforms the fixed transmission scheme
and the interference-confined adaptive transmission scheme when the PUs’ activity
follows the lognormal distribution.
Second, we focus on the case where the PUs’ activity follows the pareto distri-
bution. The average ON state of the primary network is 0.45 s, while the average
OFF state of the primary network changes between 0.025 s and 6.1 s. Fig. 38 shows
the normalized aggregate throughput of our proposed scheme, the fixed transmission
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Fig. 37. The interference index vs. average duration of OFF state when the PUs’
activity follows the lognormal distribution.
scheme with different τt’s, the interference-confined adaptive transmission scheme
with interference level of 10−3, and the ideal transmission scheme. The throughput
of all schemes decreases as the channel utilization of PUs increases. This is because
as the channel utilization of PUs increases, there is less room for the SUs to operate
in the intrusive spectrum sharing mode which yields a higher throughput than the
non-intrusive spectrum sharing mode. When the fixed transmission scheme adopts
τt = 0.01 s, the throughput of the fixed transmission scheme is close to that of our pro-
posed scheme. However, the interference caused by the fixed transmission scheme is
much higher than our proposed scheme. Also, the throughput of our proposed scheme
yields a much higher throughput than the interference-confined adaptive transmission
scheme. Figs. 38 and 39 show that when the PUs’ activity follows the pareto distri-
bution, our proposed scheme can achieve better throughput and lower interference
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Fig. 38. The normalized aggregate throughput vs. channel utilization of PUs when
the PUs’ activity follows the pareto distribution.
index than the fixed transmission scheme as well as the interference-confined adaptive
transmission scheme.
Third, we evaluate our proposed scheme when the PUs’ activity follows the
gamma distribution. The average ON state of the primary network is 0.12 s, while
the average OFF state of the primary network changes between 0.0044 s and 1.1 s.
Figs. 40 and 41 plot the normalized aggregate throughput and interference index, re-
spectively, against the channel utilization of PUs. The interference-confined adaptive
transmission scheme with interference level of 10−2 achieves the lower throughput
than our proposed scheme. Moreover, the interference-confined adaptive transmis-
sion scheme decreases dramatically as the channel utilization of increases because it
cannot utilize the spectrum opportunities when the primary network is active. For
the fixed transmission scheme, larger τt leads to a higher throughput. As shown in
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Fig. 39. The interference index vs. channel utilization of PUs when the PUs’ activity
follows the pareto distribution.
Fig. 40, the throughput of the fixed transmission scheme with τt = 0.01 is larger that
of the fixed transmission scheme with τt = 0.001. When the channel utilization of
PUs is less than 0.33, our proposed scheme achieves the higher throughput than the
fixed transmission scheme with τt = 0.01. Meanwhile, when the channel utilization of
PUs is higher than 0.33, our proposed scheme achieves lower throughput as compared
to the fixed transmission scheme with τt = 0.01. However, we can observe in Fig. 41
that the interference index of our proposed scheme is much lower than that of the
fixed transmission scheme with τt = 0.01.
It is worth noticing that the throughputs of the fixed transmission scheme and
our proposed scheme converge together as the channel utilization of PUs increases
when the PUs’ activity follows the gamma distribution. The reason for this is twofold.
On one hand, when the channel utilization of PUs is small, the optimal τ ∗t changes
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Fig. 40. The normalized aggregate throughput vs. channel utilization of PUs when
the PUs’ activity follows the gamma distribution.
in a large-scale manner because the range of τf is stochastically wide. The fixed
transmission scheme does not perform well because of the fixed transmission duration.
On the other hand, when the channel utilization of PUs is large, the optimal τ ∗t
changes slowly with the duration of the elapsed OFF period τf , which implies that
for a given Dth, our proposed scheme may virtually choose a constant τt due to τf
falling into a small range. As a result, our proposed scheme performs similarly as the
fixed transmission scheme.
Thus, we further evaluate our proposed scheme as follows. For a given chan-
nel utilization of PUs, we adjust Dth for our proposed scheme to make our pro-
posed scheme and the fixed transmission scheme to achieve the same interference
index. Then, given the same interference index, we compare the normalized aggre-
gate throughput of our proposed scheme with that of the fixed transmission scheme
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Fig. 41. The interference index vs. channel utilization of PUs when the PUs’ activity
follows the gamma distribution.
for τt = 0.01 and τt = 0.001, respectively, which is shown in Fig. 42. When the fixed
transmission scheme selects τt = 0.001, the improvement of our proposed scheme over
the fixed transmission scheme is significant. This is because the fixed transmission
scheme with smaller τt results in larger sensing overhead. In addition, when the chan-
nel utilization of PUs is small, we can see that given the same interference index, the
throughput improvement of our proposed scheme over the fixed transmission scheme
is noticeable. When the channel utilization of PUs keeps on increasing, the through-
put of our proposed scheme converges to the throughput of the fixed transmission
scheme.
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figure, the plots with the same line style represent that the corresponding
schemes have the same interference index.
E. Summary
We proposed the opportunistic spectrum sharing schemes in the CDMA-based up-
link MAC over the cognitive radio networks to achieve the tradeoff between the in-
terference imposed onto the PUs and overall spectrum utilization. In particular,
we formulated the power control optimization problems for the intrusive and non-
intrusive spectrum sharing modes. We designed the selection rules of intrusive and
non-intrusive spectrum sharing modes. Under our proposed schemes, the SUs can
dynamically determine to choose between the intrusive spectrum sharing mode and
non-intrusive spectrum sharing mode based on the channel utilization, the number
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of active SUs, and the interference constraints. Our proposed schemes take into con-
sideration the joint channel sensing and data transmission, and the power and rate
allocations. We conducted the extensive simulations with different types of PUs’ ac-
tivities. Comparing with the other schemes, the simulation results show that our
proposed scheme can optimally trade off the spectrum utilization with the interfer-
ence caused by SUs to significantly increase the aggregate throughput of all the SUs
in the cognitive radio network.
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CHAPTER VI
SECONDARY-USER-FRIENDLY TDMA-BASED MAC FOR PRIMARY USERS
NETWORKS
A. Introduction
Several cognitive MAC protocols for synchronous cognitive radio networks have been
proposed to take advantage of the vacant channels that are not used by the PUs in
the context of the time division multiple access (TDMA)-based wireless networks. In
Chapter II, we proposed the random and negotiation-based channel sensing policies
for SUs to efficiently identify and utilize the vacant channels that are unused by PUs.
In Chapter III, we developed a channel hopping-based cognitive MAC protocol which
enables the SUs to conduct channel negotiations at multiple rendezvous. The authors
of [103] proposed a cognitive MAC protocol to improve the channel utilization for
the TDMA-based cellular systems. The authors of [13] developed a cognitive MAC
protocol based on the POMDP framework. They further improved the POMDP-
based cognitive MAC protocol by considering the presence of sensing errors in [104].
All the above cognitive MAC protocols share one common feature: they are designed
to work on top of the TDMA-based primary networks. In particular, the licensed
channels are slotted in time and each PU is assigned with a time slot periodically.
The SUs, which are synchronized with the PUs, scan the licensed channels at the
beginning of a time slot. If the time slot is idle, then it can be utilized by the SUs.
Otherwise, the time slot is occupied by PUs and not available for the SUs.
c©2009 IEEE. Part of this chapter is reprinted with permission from “Secondary
user friendly TDMA scheduling for primary users in cognitive radio networks” by H.
Su and X. Zhang, published in Proc. IEEE Global Telecommunications Conference
(GLOBECOM), pp. 1-6, Dec. 2009.
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With the traditional TDMA scheme, the PU transmits the packets (if any) once
its assigned time slots arrive. Under the wireless fading channel environment, the
number of packets that can be sent in a time slot depends on the number of buffered
packets and the channel condition. It can be expected that in some time slots, the
number of sent packets is small because either the number of buffered packets is
small or the channel condition is poor. In this sense, such time slots are not utilized
efficiently and the wireless resource is wasted. The wasted wireless resource can
be utilized by the SUs if we carefully design the TDMA scheduling scheme for the
primary network.
In this chapter, we therefore develop a cross-layer design based packet scheduling
scheme by taking into account the joint effect of queue management at the data link
layer and wireless fading channel at the physical layer. Our proposed scheme, which
is set up to operate friendly towards the SUs in terms of vacant-channel probability,
can be implemented with just slight modification on the traditional TDMA scheduling
algorithm. We construct a finite state Markov chain (FSMC) based queuing model
to quantitatively analyze the performance metrics of our proposed scheme, in terms
of idle probability of time slots, throughput, packet drop rate, average packet delay,
head-of-line (HOL) delay. Based on the analytical model, we identify the tradeoff
among the performance metrics and determine when and where the cost for favoring
the SUs is worthy. The analytical results show that our proposed scheme can create
more vacant-channel opportunities for SUs, at the expense of very slight increasing
packet delay, as compared with the traditional wireless TDMA scheduling algorithm,
when the PU’s traffic load is not heavy.
The rest of this chapter is organized as follows. Section B presents the related
work. Section C describes the system model. Section D proposes the queue-driven
secondary-user-friendly TDMA scheduling scheme. Section E develops the analytical
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model to analyze our proposed scheme. Section F evaluates our scheme based on the
analytical model and simulation experiments. The chapter concludes with Section G.
B. Related Work
Scheduling schemes have been extensively studied in the framework of cellular net-
works [105–108]. In [105], scheduling algorithms were developed to exploit channel
variation across users and allow the user with the best channel state to transmit.
The authors of [106] developed the proportional fair scheduling to aim at maximiz-
ing long-term average throughput, while maintaining longterm fairness among users.
In [107], the modified largest weighted delay first scheduling algorithm was proposed
to provide different types of quality of service (QoS). In [108], the authors analyzed
the traditional TDMA scheduling scheme in the environment of the wireless fading
channel given a fixed packet error rate. Most of the prior work on scheduling have
focused on either maximizing the system throughput or achieving fairness among mul-
tiple users. In this chapter, however, we focus on the secondary-user-friendly TDMA
scheduling scheme for the primary network in the context of cognitive radio networks.
To the best of our knowledge, this is the first chapter to explore whether it is worthy
for the primary network to operate friendly towards the SUs while still satisfying the
PUs’ own QoS requirements.
The approaches that implement the cognitive radio networks can be broadly
categorized into the following three types in terms of the relationship between the
primary and secondary signals: overlay, underlay, and interweave [25]. For the overlay
approach [109], the SUs may use part of their energy to assist the communications
of PUs and the rest energy to transmit their own signal. In the underlay approach
(e.g., [32]), the SUs transmit the spread wideband signals in a low power level such
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that the interference caused by the SUs is below the acceptable noise floor in the
perspective of the PUs. In the interweave approach (e.g., [13,14,17,103,104]), the SUs
opportunistically utilize the unused licensed channels after sensing vacancy of PUs.
The interweave approach does not need secondary uses to have the priori knowledge
of the primary signals. Since the key of our proposed secondary-user-friendly scheme
is to increase the vacant-channel probability, our proposed scheme can benefit every
type of the cognitive radio networks.
C. The System Models
Figure 43 shows the cognitive radio network model considered in the chapter. The
cognitive radio network consists of two types of networks, the primary network and the
secondary network. The primary network and the secondary network are independent
with each other. In the primary network, the PUs which are licensed to use the
wireless spectrum have the highest priority to utilize the wireless channel. The PUs
don’t conceive the existence of the secondary network. The PUs communicate with
the base stations with a single-transmit and a single-receive antenna. The PUs share
the wireless resource in a time division manner, i.e., the uplink/downlink is on the
basis of TDMA scheduling. In particular, the time axis is divided into periodical
frame periods, each of which consists of a constant number of time slots each with a
length of Ts time units. In every frame period, each time slot is owned by a distinct
PU. According to the scheduling scheme and channel condition, the PUs decide to
whether or not use the channel during different frame periods.
On the other hand, the SUs, each of which is equipped with a cognitive radio,
are synchronized with the PUs. In other words, the SUs know when every time slot
of the primary network starts. From the perspective of the SUs, there may be vacant
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Fig. 43. The network model. PU and SU denotes PUs and SUs, respectively. The PUs
communicate with the base station in a TDMA way. The SUs equipped with
the cognitive radio, which are synchronized with the primary users, sense and
utilize the vacant channels.
time slots that are not used by the PUs. By using the built-in cognitive radio, the
SUs can periodically scan and identify the vacant time slots in the spectrum. Based
on the scanned results, the SUs dynamically tune their transceivers to the identified
spare channel spectrum to communicate among themselves during those vacant time
slots.
We focus on the uplink communications of the PUs in this chapter. However, our
scheme and the analytical model are also applicable for the downlink communications.
As shown in Fig. 44, a finite-length first-in-first-out (FIFO) queue/buffer is employed
at the PUs. If the buffer is full, the new arriving packets will be dropped. Suppose
that each packet has a fixed number of bytes. The packets queued in the buffer
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Fig. 44. Queue-driven secondary-user-friendly TDMA scheduling model.
are processed at the adaptive modulation module, and then transmitted through the
antenna. The channel estimation module of the receiver side (base station) provides
the channel state information (CSI) to the PUs via feedback channel. The CSI and
the queue length of the buffer together control the rate adaptation module to decide
the data rate on which the packets are transmitted.
Suppose that the wireless link between the PUs and the base station is charac-
terized by a slow flat fading channel. The channel state remains unchanged during
the same time slot, but varies from time slot to time slot. The channel state can be
characterized by the received signal-to-noise ratio (SNR), denoted by γ. Without loss
of generality, we model the wireless channel state by using the general Nakagami-m
model [110], with average received SNR γ = E[γ]. The probability density function
of the received SNR (γ) can be given by
pγ(γ) =
1
γΓ(m)
(
mγ
γ
)m
e
−mγ
γ , (6.1)
where m, (m ≥ 1/2) is the Nakagami fading parameter and Γ(x) = ∫∞
0
tx−1e−tdt is
the Gamma function. The Nakagami-m model can embrace variant types of wireless
fading channels. For example, Rayleigh channel is a special case of Nakagami-m
when m = 1. Furthermore, the Rician fading channels can be approximated by
150
the Nakagami-m model by an one-to-one mapping between the Nakagami fading
parameter m and the Rician factor [110].
D. Our Proposed Secondary-User-Friendly Scheme
In the traditional TDMA scheme, a given PU transmits the buffered packets as many
as the channel can accommodate during each time slot that is assigned to the PU.
The number of packets that can be sent depends on i) the number of buffered packets
(i.e., queue size) and ii) the number of packets the channel can accommodate. Thus,
in some time slots, the number of sent packets is small because either the queue size
is small or the channel condition is poor. In this way, such time slots are not utilized
efficiently, and thus the wireless resource is wasted. The wasted wireless resource can
be utilized by the SUs with the help of the cognitive radio.
Motivated by the above observations, we proposed the queue-driven secondary-
user-friendly TDMA scheduling scheme, which takes into account the joint effect of
the wireless-channel qualities at the physical layer and queuing characteristics at the
data link layer. The key idea of our proposed scheme is to make each PU to efficiently
utilize its owned time slots when the PU occupies them. Particularly, in our proposed
scheme, the PU may hold the packets until there are sufficient packets available in
the buffer and the channel is in good state. In other words, any given PU transmits
the buffered packets to the base station only if the buffer size of the PU is large
enough and the channel between the PU and the base station is good. In this way,
the number of idle time slots may increase, which is welcome by the SUs. On the
other hand, however, holding more packets in the buffer introduces higher packet
delay and packet drop rate for the PUs, which clearly imposes a tradeoff between the
idle probability of time slots and the delay QoS requirements.
151
We introduce three parameters, θA, θB, and θC , to achieve the desirable tradeoff
between the idle probability of time slots and the packet delay as well as the packet
drop rate. All the parameters, θA, θB, and θC are integers, and θC > max{θA, θB}.
In our proposed scheme, when the packet size is no larger than θC , the PU avoids
transmitting packets if the estimated number of packets that can be transmitted is
less than θA or the queue size is smaller than θB. Note that the traditional TDMA
scheme is a special case of our proposed scheme when θA = θB = 1 and it provision
the most stringent delay QoS-requirement for the PUs. The objective of θC is to
make our proposed scheme to work as the traditional TDMA scheme when the buffer
size is high. Algorithm 1 shows our proposed scheme. As we can predict, the larger
the values of θA and θB are, the higher the packet delay, packet drop rate, and idle
probability of time slots are. In Sections E and F, we will detail how to balance the
tradeoff between idle probability of time slots and packet delay by tuning up these
parameters through analytical models and simulations.
Algorithm 1 Queue-driven secondary-user-friendly TDMA scheduling
For each PU in its assigned time slot of the t-th frame period, t = 1, 2, · · ·
1: get the CSI information through the feedback channel
2: n := the number of packets in the buffer
3: m := the estimated number of packets it can transmit based on the CSI
4: if n ≥ θC or (m ≥ θA and n ≥ θB) then
5: transmit the buffered packets to the base station
6: else
7: hold packets in the buffer
8: end if
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Fig. 45. Diagram of the evolution of the queue states.
E. The Analytical Model
In this section, we develop a mathematical model to analyze our proposed scheme’s
performance, in terms of the idle probability of time slots, packet drop rate, through-
put, head of line delay, and average packet delay. We assume that the CSI is fed
back to the transmitter without error and latency. It can be implemented by using
training-based channel estimation at the receiver side to obtained the perfect CSI
and then employing coded and fast feedback channels to inform the transmitter of
the CSI.
Let t, with t = 0, 1, 2, · · · , index the frame periods, each of which has a length
of T . Denote by St and Qt the queue lengths of the buffer at the beginning and the
end of the t-th frame period, respectively. Let K be the buffer capacity in terms of
packets. It is clear that the evolution of queue states can be characterized by Qt with
0 ≤ Qt ≤ K, as shown in Fig. 45.
Let At be the number of packets arrival during t-th frame period. The packet
arrival process {At} is stationary and independent of the queue states and the channel
states. Also, if we denote by λ the packet arrival rate, then E[At] = λT . In this
chapter, we assume that the packet arrival process At is a Poisson process with a
packet arrival rate of λ. Then, we have the probability mass function (pmf) of At as
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follows:
Pr{At = a} =

(λT )ae−λT
a!
, a ≥ 0
0, a < 0.
(6.2)
Denote by Bt the random variable for the number of transmitted packets at the
t-th frame period. It is clear that Bt depends on the received SNR γ during the
assigned time slot of the frame period. According to the Shannon capacity, given γ,
the number of transmitted packets can be written as
Bt =
⌊
WTs log2(1 + γ)
`
⌋
(6.3)
where Ts is the length of a time slot, W is the channel bandwidth, and ` is the
constant packet size. Note that γ follows Nakagami-m, distribution. We obtain the
pmf of Bt by
Pr{Bt = b} =
∫ κ(b+1)
κ(b)
pγ(γ)dγ
=
1
Γ(m)
[
Γ
(
m,
mκ(b)
γ
)
− Γ
(
m,
mκ(b+ 1)
γ
)]
(6.4)
where b = 0, 1, 2, · · · , κ(x) = 2 x`WTs − 1, and Γ(a, z) is the upper incomplete Gamma
function which is defined as:
Γ(a, z) =
∫ ∞
z
ta−1e−tdt. (6.5)
Define St+1 as the number packets in the buffer at the beginning of the (t +
1)-th frame period. According to our proposed TDMA scheduling scheme, St+1 is
dependent of Qt and Bt. In particular, we derive St+1 as follows:
St+1 = max{0, Qt − δtBt} (6.6)
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where
δt =
 0, (Qt < θB) ∨ ((Bt < θA) ∧ (Qt < θC))1, otherwise (6.7)
with 1 ≤ θA, θB, θC ≤ K and θC > max{θA, θB}. θA, θB and θC are predefined
parameters. In fact, δt indicates whether packets will be transmitted or not based on
the current channel and queue states.
Given that the buffer already has r packets at the end of t-th frame period, since
the conditional probability that there are s packets in the buffer at the beginning of
the (t+1)-th frame period depends on the number of packets transmitted at the t-th
frame period, we have
Pr{St+1 = s|Qt = r} =

Pr{Bt = r − s}, {[(θB ≤ r < θC) ∧ (r − s ≥ θA)]
∨(r ≥ θC)} ∧ (s > 0)∑∞
b=r Pr{Bt = b}, {[(θB ≤ r < θC) ∧ (r − s ≥ θA)]
∨(r ≥ θC)} ∧ (s = 0)
Pr{Bt < θA}, max{θA, θB} ≤ r = s < θC
1, r = s < max{θA, θB}
0, otherwise.
(6.8)
The queue length of buffer at the (t + 1)-th frame period is Qt+1 = max{K,St+1 +
At+1}. Then, given St+1 = s, the conditional pmf of Qt+1 can be expressed as follows:
Pr{Qt+1 = q|St+1 = s} =

Pr{At+1 = q − s}, (s ≤ q) ∧ (q < K)∑∞
a=q−s Pr{At+1 = a}, (s < q) ∧ (q = K)
1, s = q = K
0, otherwise.
(6.9)
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For simplicity of presentation, we define the following equations:
αq,s , Pr{Qt+1 = q|St+1 = s}
βs,r , Pr{St+1 = s|Qt = r}.
(6.10)
Then, we can obtain the transition probability, denoted by Pq,r, that there are
q packets in the buffer given that the queue size is r at the previous frame period as
follows
Pq,r , Pr{Qt+1 = q|Qt = r}
=
K∑
s=0
Pr{Qt+1 = q|St+1 = s,Qt = r}
×Pr{St+1 = s|Qt = r}
(a)
=
K∑
s=0
Pr{Qt+1 = q|St+1 = s}Pr{St+1 = s|Qt = r}
=
K∑
s=0
αq,sβs,r (6.11)
where the equation of (a) holds because the number of packets in the buffer at the
end of (t+1)-th frame period depends only on the number of packets at the beginning
of (t+ 1)-th frame period and the number of arrived packets during (t+ 1)-th frame
period. Note that {Qt} can be modeled as a finite state Markov chain (FSMC). We
then construct the probability transition matrix P = {Pq,r}(K+1)×(K+1). It is clear
that the stationary distribution of the FSMC {Qt} exists and unique. Denote by pi
the stationary pmf of the number of packets in the buffer at the end of a frame period,
i.e.,
pi(n) = lim
t→∞
Pr{Qt = n} (6.12)
where 0 ≤ n ≤ K. For the convenience of presentation, we define pin , pi(n).
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The stationary pmf pi satisfies the following equations:
∑K
n=0 pin = 1
Π = PΠ
(6.13)
where Π is the column vector of pi and is given by
Π , [pi0, pi1, · · · , piK ]T . (6.14)
After obtaining {pin}, we therefore use Eq. (6.8) to obtain the stationary pmf,
denoted by σ, of the number of packets at the beginning of a frame period, i.e.,
σ(n) = lim
t→∞
Pr{St = n} = lim
t→∞
K∑
r=0
Pr{St+1 = n|Qt = r}pir =
K∑
r=0
βn,rpir. (6.15)
Let also σn , σ(n), which will be used in the followings.
1) Packet Drop Rate
If we denote by Lt the number of dropped packets due to the buffer overflow
during the t-th frame period, then we obtain
Lt = max{0, At − (K − St}. (6.16)
The pmf of Lt can be expressed as follows:
Pr{Lt = n} =

∑K
s=0
∑K−s
m=0 Pr{At = m}Pr{St = s}, n = 0∑K
s=0 Pr{At = n+K − s}Pr{St = s}, n > 0.
(6.17)
The packet dropping rate, denoted by ω, in the steady state is equal to the ratio of
the average number of drop packets to the average number of arrival packets in a
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frame period. Thus, we derive ω as follows:
ω = lim
t→∞
E[Lt]
E[At]
=
∑∞
n=1
∑K
s=0 nσs Pr{At = n+K − s}
λT
. (6.18)
2) The Idle Probability of Time Slots
Then, we calculate the idle probability, denoted by φ, that a time slot is not used
by the PU in the steady state. The idle probability is equivalent to the probability
that the number of packets in the buffer at the end of the current frame period is
equal to that at the beginning of the next frame period, i.e.,
φ =
K∑
n=0
Pr{St+1 = n,Qt = n} =
K∑
n=0
βn,npin (6.19)
where βn,n is given by Eq. (6.10). It is worth noting that the higher the idle probability
of time slots, the more opportunities for the SUs utilize the vacant channel. That is,
the vacant-channel probability is proportional to the idle probability of time slots.
3) The Head-of-Line (HOL) Delay
To study the packet waiting time in the buffer in the worst case, we introduce
the HOL delay, denoted by D, which is defined as the duration in terms of the frame
period from the time when a packet arrives at the head of the buffer to the time
when the packet leaves the buffer in the steady state. We first derive the conditional
probability that given Qt = n, St+1 = Qt and Qt+1 = m in the steady state as follows:
Pr{Qt+1 = m,St+1 = n|Qt = n}
= Pr{Qt+1 = m|Qt = n, St+1 = n}Pr{St+1 = n|Qt = n}
= Pr{Qt+1 = m|St+1 = n}Pr{St+1 = n|Qt = n}
= αm,nβn,n. (6.20)
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Given Qt = n, the conditional probability that at least one packet is transmitted at
the t-th frame period and there are m packets at the end of the (t+1)-th frame period
is given by
Pr{Qt+1 = m,St+1 < n|Qt = n} =
n−1∑
i=0
Pr{Qt+1 = m,St+1 = i|Qt = n}
=
n−1∑
i=0
Pr{Qt+1 = m|St+1 = i}Pr{St+1 = i|Qt = n}
=
n−1∑
i=0
αm,iβi,n. (6.21)
The probability that the HOL delay (D) is equal to d frame periods in the steady state
is equivalent to the probability that no packet is transmitted for exact d consecutive
times. If d = 0, we have
Pr{D = 0} = Pr{Qt = 0 ∨ (Qt > 0 ∧Qt 6= St+1)}
= pi0 +
K∑
n=1
n−1∑
i=0
pinβi,n. (6.22)
On the other hand, We derive the probability that the HOL delay is d frame periods
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in the steady state when d > 0 as follows:
Pr{D = d}=Pr{(Qt = St+1) ∧ (Qt+1 = St+2) ∧ (Qt+2 = Qt+3)
· · · ∧ (Qt+d−1 = St+d) ∧ (Qt+d 6= St+d+1)}
=
K∑
q0,q1,q2,··· ,qd=1
Pr{Qt = q0, St+1 = q0, Qt+1 = q1, St+2 = q1, Qt+2 = q2, · · · ,
Qt+d−1 = qd−1, St+d = qd−1, Qt+d = qd, St+d+1 < qd}
=
K∑
q0,q1,q2,··· ,qd=1
piq0 Pr{Qt+1 = q1, St+1 = q0|Qt = q0}
×Pr{Qt+2 = q2, St+2 = q1|Qt+1 = q1} × · · ·
×Pr{Qt+d = qd, St+d = qd−1|Qt+d−1 = qd−1}
×Pr{St+d+1 < qd|Qt+d = qd}
=
K∑
q0,q1,q2,··· ,qd=1
piq0(αq1,q0βq0,q0) · · · (αqd,qd−1βqd−1,qd−1)
(
qd−1∑
i=0
βi,qd
)
=
K∑
q0,q1,q2,··· ,qd=1
piq0
(
qd−1∑
i=0
βi,qd
)
d−1∏
j=0
αqj+1,qjβqj ,qj . (6.23)
Hence, combining Eqs. (6.22) and (6.23) together, we obtain the pmf of the HOL
delay as follows:
Pr{D = d} =

K∑
q0,q1,··· ,qd=1
piq0
(
qd−1∑
i=0
βi,qd
)
d−1∏
j=0
αqj+1,qjβqj ,qj , d > 0
pi0 +
K∑
n=1
n−1∑
i=0
pinβi,n, d = 0
(6.24)
where d is a nonnegative integer.
4) The Throughput
Since the packet that successfully enters the buffer can be eventually sent to the
base station, the throughput, denoted by η, can be obtained by
η = λ`(1− ω) (6.25)
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where ` is the packet length.
5) The Average Packet Delay
It is a well-known fact that in models where the arrivals follow a Poisson process,
the queue state as seen by an arriving packet is the same as for an outside observer
(random epoch). Denote by N τt the number of packets at the tT + τ epoch where
0 ≤ τ ≤ T . Given there are s packets at the beginning of the t-th frame period, the
probability that N τt = n is equal to the probability that there are (n − s) packets
arriving during τ . Then, we obtain
Pr{N τt = n|St = s} =

(λτ)n−se−(λτ)
(n−s)! , s ≤ n < K∑∞
j=K−s
(λτ)je−(λτ)
j!
, n = K.
(6.26)
Let N τ be the number of packets at the tT + τ epoch in the steady state. Then, we
derive the probability, denoted by νn, that there are n packets in the queue at any
random epoch as follows:
νn =
1
T
∫ T
0
Pr{N τ = n}dτ
=
K∑
s=0
σs
T
∫ T
0
Pr{N τt = n|St = s}dτ
=

∑K
s=0
σs
λT
(
1− Γ(n−s+1,λT )
(n−s)!
)
, 0 < n < K∑K
s=0
∑∞
j=K−s
σs
λT
(
1− Γ(j+1,λT )
j!
)
, n = K.
(6.27)
Thus, we obtain the average packet length, denoted by N , at any random epoch as
follows:
N =
K∑
n=0
nνn. (6.28)
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Applying the Little’s Formula, we have
W q =
N
λ(1− ω) . (6.29)
F. Performance Evaluations
1. Numerical Results
The parameters used to evaluate our proposed TDMA scheduling scheme are set as
follows: W = 1 Mbps, T = 18.9 ms, Ts = 1.89 ms, ` = 200 bytes, K = 30. To
satisfy different QoS requirements in terms of packet drop rate, average packet delay,
and HOL delay in different situations, we adopt different combinations of θA, θB,
and θC . Clearly, when θA, θB, and θC become larger, the proposed scheme achieves
poorer QoS performance for the PUs, but provides higher idle probability of time
slots for the SUs. After conducting extensive numerical evaluations, we find a set of
triplets (θA, θB, θC), each of which represents a typical application case with different
QoS requirements. In particular, the triplet (θA, θB, θC) is set to be (1, 1, 2), (2, 2, 5),
(2, 3, 5), (3, 4, 25), and (6, 10, 20), respectively, for different application cases in the
order of low to high QoS requirements. Note that when (θA, θB, θC) = (1, 1, 2), it
corresponds to the traditional TDMA scheduling scheme.
Figures 46(a), (b), (c), and (d) shows the performance metrics of our proposed
scheme when different triplets (θA, θB, θC) are adopted. The average SNR (γ) changes
from 5 to 25 dB. The packet arrival rate is set to be 53 packets per second. As shown
in Figs 46(a), (b), (c), and (d), by tuning up the different settings of θA, θB, and
θC , the proposed scheme can achieve different tradeoffs among the idle probability
of time slots, average packet delay, and packet drop rate. We observe that with
appropriate settings of (θA, θB, θC), the proposed TDMA scheme can achieve higher
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Fig. 46. The performance metrics of the proposed scheme against average SNR with
different combinations of θA, θB, and θC . The packet arrival rate (λ) is set
to be 53 packets per second and the Nakagami fading parameter (m) is 1.
(a) The idle probability of time slots. (b) The average queuing delay. (c)
The packet drop rate. (d) The probability that the HOL delay is larger than
6 frame periods. In each sub-figure, the plots with thin solid line, thickly
solid line, thickly dashed line, thickly dotted line, and thickly dashed-dotted
line denote our scheme with triplets (1, 1, 2), (2, 2, 5), (2, 3, 5), (3, 4, 25), and
(6, 10, 20), respectively.
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idle probability of time slots at the cost of little increase of average packet delay, as
compared with the traditional TDMA scheme. Note that higher idle probability of
time slots means more opportunities for the secondary users to utilize the channel.
For example, when average SNR is 15 dB, the idle probability of time slots of our
proposed scheme with (θA, θB, θC) = (2, 2, 5) is 65% higher than that of traditional
TDMA scheme, while the differences of the average packet delays and the packet drop
rates between these two schemes are almost unnoticeable. We can further increase
the idle probability of time slots if the triplet (θA, θB, θC) is set to be (3, 4, 25), the
idle probability of time slots is 103% higher than that of traditional TDMA scheme,
while the average packet delay also increases by 0.02 second as compared with the
tradition TDMA scheme.
As shown in Fig. 46(a), the idle probability of time slots achieved by the tradi-
tional TDMA scheme remains constant regardless of the average SNR. This is because
under the traditional TDMA scheme, each PU occupies the assigned time slots as long
as the buffer is non-empty. In this way, the idle probability of time slots depends only
on the packet arrival rate. In Fig. 46(c), as the average SNR increases, the packet
drop rate decreases monotonically. As shown in Figs. 46(b) and (d), as the average
SNR increases, the HOL delay of the scheme with (6, 10, 20) gets larger while the
average delay decreasing. This is because that with higher average SNR, the PUs can
transmit more packets at a time slot, resulting in the higher probability that the HOL
packets need to wait longer for additional (θA−1) packets. Thus, in the high average
SNR case, although our proposed scheme with large θA and θB can achieve high idle
probability of time slots and low average packet delay and packet drop rate, the HOL
delay increases significantly, which is not acceptable for certain applications.
Then, we evaluate the impact of traffic load on the performance of the proposed
scheme when Nakagami fading parameter is set to be 1 and 2, respectively. The
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Fig. 47. The idle probability of time slots against the packet arrival rate. The average
SNR (γ) is 10 dB.
triplet is set to be (1, 1, 2) and (3, 4, 25), respectively. Figs. 47 through 49 show the
idle probability of time slots, the average packet delay, the packet drop rate, the
throughput, and the probability that the HOL delay is larger than 3 and 6 frame pe-
riods, respectively. As expected, our proposed scheme with the same triplet achieves
better performance when the value of m changes from 1 to 2. This is because m = 1
corresponds to Rayleigh fading channel, which is the worst fading scenario. Fig. 47
illustrates that the idle probability of time slots decreases as the packet arrival rate
increases. As shown in Fig. 47, by achieving the higher idle probability of time slots,
our proposed scheme with (3, 4, 25) can create more spectrum opportunities for SUs
than the traditional TDMA scheduling algorithm.
As shown in Figs. 48 and 49, the HOL delay in the traditional TDMA scheduling
algorithm is close to 0 because θA = θB = 1. When the traffic load is light, the
HOL delay is significantly high for setup of (3, 4, 25) because the HOL packets in the
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Fig. 48. The probability that the HOL delay is larger than 3 frame periods when the
packet arrival rate varies and the average SNR (γ) is 10 dB.
buffer have to wait a long time for the additional packets to satisfy the transmission
condition that queue size is larger than 3.
As shown in Fig. 50, the average packet delay of our proposed scheme with
(3, 4, 25) decreases when the packet arrival rate increases from 2 to 60 packet/second,
and then increases as the packet arrival rate increases from 62 to 158 packet/second,
but finally decreases as the packet arrival rate further increases. That is because
the following reasons. First, when the packet arrival rate increases from 2 to 60
packet/second, higher packet arrival rate means that the packets in the buffer can
accumulate in higher speed to satisfy the transmission condition that the queue size
is larger than θB. Second, as the packet arrival rate changes from 62 to 158, the
average packet delay increases because the system load gets heavier. Finally, when
the packet arrival rate keep increasing, as shown in Fig. 48, 49, and 51, the packet
drop rate increases sharply and the HOL delay decreases, resulting in that in average
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Fig. 49. The probability that the HOL delay is larger than 6 frame periods when the
packet arrival rate varies and the average SNR (γ) is 10 dB.
the packets wait for less time in the queue.
Thus, when the traffic load is light, it is not worth employing high θA or θB for
our proposed scheme because it increases little idle probability of time slots but at
a cost of significant increase of average packet delay. On the other hand, when the
traffic load gets heavier, our proposed scheme can achieve high idle probability of
time slots at the expense of unnoticeable increase of average packet delay and packet
drop rate.
2. Case Study
We consider a licensed spectrum band consisting of 5 uplink channels each with 1
Mbps bandwidth. Each uplink channel accommodates 10 PUs. All the PUs have the
same packet arrival rate of 75 packet/second. The length of a frame period is 18.9
ms. Each frame comprises 10 time slots each spanning 1.89 ms and corresponding to
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Fig. 50. The average packet delay against the packet arrival rate. The average SNR
(γ) is 10 dB.
a PUs in that channel. Meanwhile, there are 20 SUs composing a secondary ad hoc
network which overlays on the primary networks. The SUs adopt the cognitive MAC
protocol with the negotiation-based channel sensing policy [14]. In particular, under
the cognitive MAC protocol, each SU, which is synchronized with the PUs, consists
of a control transceiver working on the dedicated control channel and a SDR-based
transceiver that can be dynamically tuned to any one of the licensed channels to
sense for the spare spectrum, and then to receive/transmit the SUs’ packets. The
SUs cooperatively identify the vacant licensed channels at the beginning of each time
slot. After the cooperative channel sensing, the SUs utilize all of the vacant channels.
The system utilization of the SUs is set to be 0.1.
We develop a customized discrete event-driven simulator to study the perfor-
mance of our proposed scheme with different triplets (θA, θB, θC). Suppose the av-
erage SNR is 15 dB. Table V shows the improvements for the SUs and the costs
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Fig. 51. The packet drop rate against the packet arrival rate. The average SNR (γ) is
10 dB.
of the PUs when different triplets (θA, θB, θC) are employed. As shown in Table V,
the analytical results of the average delay of PUs agree well with the simulations
results. As compared with the traditional TDMA scheduling, our proposed scheme
with (θA, θB, θC) = (1, 2, 2) enables the aggregate throughput of SUs to increase 82.2%
and the average packet delay of SUs to decrease 186.0% at the cost of average packet
delay increasing 4.38 ms. Also, the aggregate throughput of the PUs remains the
same regardless of (θA, θB, θC).
If the PUs are allowed for a loose QoS requirement, we can set the larger θA,
θB, and θC to further increase the aggregate throughput and decrease average packet
delay of SUs. For example, when (θA, θB, θC) = (3, 4, 20), the average packet delay of
the SUs can decrease 474.7% as compared with the traditional TDMA scheme. Given
the QoS-requirements of the PUs, we can carefully devise (θA, θB, θC) in our proposed
scheme to make the primary network to operate friendly towards the SUs, resulting
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Table V. Case study of our proposed secondary-user-friendly scheme when γ = 15 dB.
(θA, θB, θC)
(1,1,2) (1,2,2) (3,4,20)
Aggregate throughput of SU (simulation) 124 Kbps 226 Kbps 327 Kbs
Average delay of SU (simulation) 56.72 ms 19.83 ms 9.87ms
Throughput of PU (simulation) 120 Kbps 120 Kbps 120 Kbps
Throughput of PU (analytical) 120 Kbps 120 Kbps 120 Kbps
Average delay of PU (simulation) 11.12 ms 15.50 ms 32.03 ms
Average delay of PU (analytical) 11.02 ms 15.45 ms 31.46 ms
in the win-win outcome.
G. Summary
Motivated by the insufficient utilization of the wireless spectrum, we developed a
secondary-user-friendliness driven TDMA scheduling scheme for the primary net-
works, which takes advantage of the property of wireless fading channel and cross-
layer design technique. Our proposed scheme can be implemented with only slight
modification on top of the traditional TDMA scheduling algorithm. By employing
different parameter triplets of (θA, θB, θC), our proposed scheme can achieve the given
QoS requirements of PUs while providing high vacant channel opportunities for the
SUs. We developed the queuing model to analyze the performance of our scheme, in
terms of the idle probability of time slots, the average packet delay, the HOL delay,
the throughput, and the packet drop rate. The analytical results show that our pro-
posed scheme can increase the idle probability of time slots (which means more vacant
channel opportunities for SUs) at the cost of little increasing packet delay and packet
drop rate, as compared with the traditional wireless TDMA scheduling algorithm.
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CHAPTER VII
CONCLUSIONS
By enabling the opportunistic spectrum access for SUs, the cognitive radio net-
works emerge as the promising solution to the paradox between the spectral under-
utilization and scarcity. The objective of this dissertation was to design and analyze
the opportunistic MAC protocols for various types of cognitive radio networks. This
chapter summarizes the achieved research contributions of this dissertation and pro-
poses some future research directions.
A. Summary of the Dissertation
In Chapter I, we introduced and motivated the problems. In Chapter II, we proposed
the cross-layer based opportunistic MAC protocols, which integrate the cooperative
spectrum sensing at PHY layer and the packets scheduling at MAC layer, for the syn-
chronous cognitive radio networks. Specifically, the MAC protocols enable the SUs
to identify and utilize the vacant frequency spectrum in a way that constrains the
level of interference to the PUs. In our proposed protocols, each SU is equipped with
two transceivers. One transceiver is tuned to the dedicated control channel, while the
other is used as a cognitive radio that can periodically sense and dynamically use the
identified vacant channels. To obtain the channel status accurately, we proposed two
collaborative channel spectrum-sensing policies, namely, the random sensing policy
and the negotiation-based sensing policy, to help the MAC protocols detect the avail-
ability of vacant channels. Under the random sensing policy, each SU just randomly
selects one of the channels for sensing. On the other hand, under the negotiation-
based sensing policy, different SUs attempt to select the distinct channels to sense by
overhearing the control packets over the control channel. We developed the Markov
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chain model and the M/GY /1-based queueing model to characterize the performance
of our proposed multi-channel MAC protocols under the two types of channel-sensing
policies for the saturation network and the non-saturation network scenarios, respec-
tively. In the non-saturation network case, we quantitatively identified the tradeoff
between the aggregate traffic throughput and the packet transmission delay, which
can provide the insightful guidelines to improve the delay-QoS provisionings over
cognitive radio wireless networks.
In Chapter III, we proposed a channel-hopping based cognitive radio MAC pro-
tocol for synchronized wireless networks with hardware constraints, which can enable
the SUs to opportunistically utilize the unused licensed-spectrum without interfering
with the PUs. In our proposed scheme, the SUs switch across the licensed channels
with their distinct channel-hopping sequences. In particular, when an SU sender
wants to send packets to its intended SU receiver, the SU sender changes its hopping
schedule and follows the hopping sequence of the intended receiver to conduct the
negotiation and then transmit data packets if the channel is not currently used by
PUs. The main advantages of our proposed scheme include the followings: 1) no
extra control channel is needed; 2) it overcomes the single control channel bottle-
neck problem; and 3) one transceiver is sufficient. We developed an Markov chain
based analytical model to analyze the performance of our proposed scheme in terms
of throughputs. We also identified the tradeoff between the channel utilization and
the packet transmission delay.
Chapter IV proposed an efficient Cognitive Radio-EnAbled Multi-channel MAC
(CREAM-MAC) protocol, which integrates the sequential spectrum sensing at phys-
ical layer and the packet scheduling at MAC layer, over the wireless DSA networks.
Under the proposed CREAM-MAC protocol, each SU is equipped with a cognitive
radio-enabled transceiver and multiple channel sensors. Our cooperative sequential
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spectrum sensing scheme improves the accuracy of spectrum sensing and further pro-
tects the PUs. The proposed CREAM-MAC enables the SUs to best utilize the
unused frequency spectrum while avoiding the collisions among SUs and between
SUs and PUs. We developed the Markov chain model and M/GY /1 queueing model
to rigourously study our proposed CREAM-MAC protocol for both the saturation
networks and the non-saturation networks. We also conducted extensive simulations
to validate our developed protocol and analytical models.
In Chapter V, we considered a cognitive radio wireless network in which a set of
SUs opportunistically utilize the wireless spectrum licensed to the PUs to transmit
packets to the secondary base station. It is challenging to maximize the spectrum
utilization while limiting the interference imposed to PUs due to SUs. To achieve the
optimal tradeoff between the spectrum utilization and the interference caused by SUs,
we proposed the adaptive spectrum sharing schemes for code division multiple access
(CDMA) based cognitive medium access control (MAC) in the uplink communications
over the cognitive radio networks. Our proposed schemes address the joint problems
of channel sensing, data transmission, and power and rate allocations. Under our pro-
posed schemes, the SUs can adaptively select between the intrusive spectrum sharing
and the non-intrusive spectrum sharing operations to transmit data to secondary base
station based on the channel utilization, traffic load, and interference constraints. Our
proposed schemes enable the SUs to efficiently utilize the available frequency spec-
trum which is licensed to the PUs while stringently limiting the interference to the
PUs. We also conducted extensive simulations to validate and evaluate our proposed
schemes, which show the superiority of our proposed schemes as compared with the
other schemes.
In Chapter VI, instead of focusing on the SUs, we concentrate on the PU net-
works. By exploiting the unique property of the wireless fading channel and cross-
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layer design technique, we developed a packet scheduling scheme for the PUs in the
context of wireless TDMA networks, which is set up to operate friendly towards the
SUs in terms of vacant-channel probability. Our proposed scheme can be imple-
mented with just slight modification on the traditional TDMA scheduling algorithm.
We developed a rigorous queuing model, and then quantitatively analyze the tradeoff
among multiple performance metrics to identify when and where the cost for favoring
the SUs is worthy. The analytical results show that our proposed scheme can gen-
erate more vacant-channel opportunities for SUs, at the expense of little increasing
packet delay for PUs, as compared with the traditional wireless TDMA scheduling
algorithm. In addition, since the implementation of our proposed scheme only needs
little modification on the existing TDMA scheduling algorithm, our proposed scheme
is a practical and cost-effective approach to increase the wireless spectrum utilization.
B. Future Work
We summarize the relevant research topics that are of importance and deserve further
investigation as follows.
1. Development of the More-Sophisticated Primary Users’ Channel Usage Models
The licensed channel usage patterns of PUs were modeled as a two-state Markov
chain (i.e., ON/OFF source model) in Chapters II and III, which is a common model
widely used in cognitive radio networks. This model makes the analytical models
tractable due to the memoryless feature of the distribution of the two-state periods.
However, the more sophisticated models that can accurately catch the channel usage
patterns of PUs on the licensed channels in the complicated real-world environments
are needed in the future research.
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To develop the more-sophisticated PUs’ channel usage models, we can first con-
duct experimental measurement on the PUs’ occupancy in the licensed channels in the
real world by using the spectrum analyzer. The spectrum usage patterns of PUs can
be modeled through the measured spectrum data. One of the effective approaches to
analyze the PUs’ spectrum usage patterns is machine learning based modeling tech-
nique, such as the hidden Markov models [111], neural networks [112], information
fuzzy networks [113], and support machine vectors [114], etc. By collecting sufficient
spectrum usage data of the PUs, we can use machine learning based models to analyze
and predict the spectrum usage patterns of PUs. Then, we can modify our proposed
MAC protocols in this dissertation to improve their performance in the real-world
environments based on the more sophisticated channel usage models for PUs.
2. Impact of the SUs’ Behaviors on Primary Users’ Channel Usage Patterns
The design rule for the asynchronous cognitive radio network is that the interference
caused by the SUs must be confined to a level acceptable by the PUs because the
PUs licensed to the spectrum have the highest priority to access the spectrum while
the SUs inevitably cause interference to the PUs in the asynchronous cognitive radio
networks, as shown in Chapters IV and V. In this dissertation, we assume that
PUs fixedly follow their inherent channel usage patterns and cannot be changed by
the SUs’ opportunistic spectrum access, which is widely accepted in the research
community and is true for most of the PU networks. However, in the CSMA based
PU networks, such as the IEEE 802.11 based PU networks, this assumption may not
hold. With the interference from the SUs, the PUs may change the channel usage
patterns when they need to sense the channel before transmission. In this sense,
the SUs’ activities inevitably create the casual effect on channel usage patterns and
networking behaviors of the PUs even though the interference caused by the SUs
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are expected to be confined to a low level. In the future research, we will take into
account the impact of the SUs’ behaviors on the PUs’ channel usage patterns when
designing the cognitive radio networks.
3. Secondary-User-Friendly MAC for Different Primary User Networks
In Chapter VI, we proposed the secondary-user-friendly MAC protocol for the wireless
TDMA-based PU networks. By exploiting the unique property of the wireless fading
channel and cross-layer design technique, the proposed secondary-user-friendly MAC
protocol can improve the overall spectrum utilization. In the future research, we
can extend the design experience to different types of PU networks, such as the
contention-based PU networks and CDMA-based PU networks.
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APPENDIX A
THE PROOF OF PROPOSITION 1 IN CHAPTER II
Proof. To prove the proposition, we only need to show that |B0(t)∪B1(t)| ≤ |B0(t+
1) ∪B1(t+ 1)| holds for any given time slot, indexed by t with t = 0, 1, 2, · · · . There
are three cases. First, all the secondary users fail to send RTS/CTS packets during
the negotiating phase in t-th time slot. None of them will change the channel to
sense in the (t+ 1)-th time slot. This implies that the number of sensed channels in
the (t + 1)-th time slot is the same as that in t-th time slot, i.e., |B0(t) ∪ B1(t)| =
|B0(t+1)∪B1(t+1)|. Second, a given secondary user successfully sends the RTS/CTS
packets. There is no other secondary users which sense the same channel as this given
secondary user. In this case, no secondary users will change their sensing channels
in the (t + 1)-th time slot, implying that |B0(t) ∪ B1(t)| = |B0(t + 1) ∪ B1(t + 1)|
holds. Third, a given secondary user successfully transmits the RTS/CTS packets
during the negotiating phase and the channel sensed by this given secondary user is
sensed by at least another one or more secondary users, the other secondary users
select different channels from the set of (B1(t) ∪ B2(t)) for sensing in the (t + 1)-th
time slot. Consequently, the channels in B2(t) may be selected as well, implying that
|B2(t)| ≥ |B2(t+1)|, and thus |B0(t)∪B1(t)| ≤ |B0(t+1)∪B1(t+1)|. According to
the above three cases, |B0(t)∪B1(t)| ≤ |B0(t+1)∪B1(t+1)| always holds, completing
the proof.
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APPENDIX B
THE DERIVATIONS OF THE CLOSED-FORM EXPRESSIONS FOR EQ. (5.27)
AND EQ. (5.33) UNDER THE DIFFERENT DISTRIBUTIONS
1) The Lognormal Distribution:
If the duration of the OFF period follows the lognormal distribution, then we
get its cdf as
Cτ0(t) =
1
2
[
1 + erf
(
log(t)− µ√
2σ
)]
(B.1)
and its pdf as
Aτ0(t) =
1
t
√
2piσ2
e−
[log(t)−µ]2
2σ2 (B.2)
where µ and σ are the mean and standard deviation, respectively, in the form of
natural logarithm, and erf(x) , (2/√pi) ∫ x
0
e−t
2
dt is the error function. Plugging
Eqs. (B.1) and (B.2) into Eq. (5.27), we obtain the followings:
D(τt, τf )=
2
1− erf
(
log(τf )−µ√
2σ
){τt + τf
2
[
erf
(
log(τt + τf )− µ√
2σ
)
− erf
(
log(τf )− µ√
2σ
)]
−e
µ+σ
2
2
2
[
erf
(
µ+ σ2 − log(τf )√
2σ
)
− erf
(
µ+ σ2 − log(τf + τt)√
2σ
)]}
.(B.3)
Likewise, for the mean squared estimation error of tsp, if the duration of the ON
period also follows the lognormal distribution, substituting Cτ1(t) and Aτ1(t), which
have the same expressions as those on the righthand sides of Eqs. (B.1) and (B.2),
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respectively, into Eq. (5.33), we can obtain
²(tsp, τi) = 2
√
2
pi
e
(µ+σ2)2
2σ2 (tsp − t′sp)
erf
(
log(τls+τi)−µ−σ2√
2σ
)
− erf
(
log(τls)−µ−σ2√
2σ
)
erf
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log(τls+τi)−µ√
2σ
)
− erf
(
log(τls)−µ√
2σ
)

−
√
2
pi
e
(µ+σ2)2
2σ2
erf
(
log(τls+τi)−µ−2σ2√
2σ
)
− erf
(
log(τls)−µ−2σ2√
2σ
)
erf
(
log(τls+τi)−µ√
2σ
)
− erf
(
log(τls)−µ√
2σ
)

+
√
2
pi
e
µ2
2σ2
(
tsp − t′sp
)2
. (B.4)
2) The Gamma Distribution:
If the duration of the OFF period follows the gamma distribution, then we have
its cdf as
Cτ0(t) = 1−
Γ(α, t
β
)
Γ(α)
(B.5)
and we get its pdf as
Aτ0(t) = t
α−1e−
t
β
1
Γ(α)βα
(B.6)
where α and β are the shape and scale parameters, respectively, Γ(a, z) ,
∫∞
z
ta−1e−tdt
is the upper incomplete gamma function, and Γ(a) ,
∫∞
0
ta−1e−tdt is the gamma func-
tion. For the average interference duration, by plugging Eqs. (B.5) and (B.6) into
Eq. (5.27) and algebraic manipulation, Eq. (5.27) can be expanded as follows:
D(τt, τf ) =
1
Γ(α,
τf
β
)
{
(τt + τf )
[
Γ
(
α,
τf
β
)
− Γ
(
α,
τf + τt
β
)]
− β
Γ(α)
[
Γ
(
α+ 1,
τf
β
)
− Γ
(
α+ 1,
τf + τt
β
)]}
. (B.7)
Likewise, for the mean squared estimation error of tsp, if the duration of the ON
period also follows the gamma distribution, by substituting Cτ1(t) and Aτ1(t), which
have the same expressions as those on the righthand sides of Eqs. (B.5) and (B.6),
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respectively, into Eq. (5.33), we can obtain the followings:
²(tsp, τi) = (tsp − t′sp)2 +
β
Γ(α, τls
β
)− Γ(α, τls+τi
β
)
{[
Γ(2 + α,
τls
β
)− Γ(2 + α, τls + τi
β
)
]
+ 2(tsp − t′sp)
[
Γ(1 + α,
τls
β
)− Γ(1 + α, τls + τi
β
)
]}
. (B.8)
3) The Pareto Distribution:
If the duration of the OFF period follows the pareto distribution, then we have
its cdf as
Cτ0(t) =
 1−
(
k
t
)α
, t > k
0, otherwise
(B.9)
and we obtain its pdf as
Aτ0(t) =

αkα
tα+1
, t > k
0, otherwise
(B.10)
where k is the minimum possible value of the random variable, and α is a positive
parameter. For the average interference duration, after plugging Eqs. (B.9) and (B.10)
into Eq. (5.27), we have the followings:
D(τt, τf )
=

(τf + τt)
[
1− 1
1−α
(
τf
τf+τt
)α]
+ α
1−ατf , τf > k
(τf + τt)
[
1−
(
k
τf+τt
)α]
− αkα (τf+τt)1−α−k1−α
1−α , τf + τt > k and τf < k
0, otherwise.
(B.11)
Likewise, for the mean squared estimation error of tsp, if the duration of the ON
period also follows the gamma distribution, by substituting Cτ1(t) and Aτ1(t), which
have the same expressions as those on the righthand sides of Eqs. (B.9) and (B.10),
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respectively, into Eq. (5.33), we obtain the followings:
²(tsp, τi)
=
 (tsp − t
′
sp)
2(bα − aα)− 2α(α−2)(tsp−t′sp)(bαa−aαb)
(α2−3α+2)(bα−aα) +
α(α−1)(bαa2−aαb2)
(α2−3α+2)(bα−aα) , b > k
0, otherwise
(B.12)
where a = max{τls, k} and b = τls + τi.
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