We consider compressed sensing of block-sparse signals, i.e., sparse signals that have nonzero coefficients occurring in clusters. Based on an uncertainty relation for block-sparse signals, we define a block-coherence measure and show that a block-version of the orthogonal matching pursuit algorithm recovers block k-sparse signals in no more than k steps if the block-coherence is sufficiently small. The same condition on block-sparsity is shown to guarantee successful recovery through a mixed 2/ 1 optimization approach. The significance of the results lies in the fact that making explicit use of block-sparsity can yield better reconstruction properties than treating the signal as being sparse in the conventional sense, thereby ignoring the additional structure in the problem.
INTRODUCTION
We consider compressed sensing [1, 2] of sparse signals that exhibit additional structure in the form of the nonzero coefficients occurring in clusters. It is natural to ask whether explicitly taking this blocksparsity into account yields improvements over treating the signal as a conventional sparse signal. This problem was treated in [3] where a mixed 2/ 1-norm algorithm for recovering block-sparse signals was introduced, and shown to guarantee robust recovery under a block restricted isometry property. For the more general setting of model-based compressed sensing (including block-sparsity as a special case) it was shown in [4] that simple modifications of the CoSaMP algorithm [5] yield recovery methods with provable robustness properties.
The focus of the present paper is on the notion of coherence for block-sparse signals, i.e., block-coherence, and can be seen as extending the program laid out in [6, 7] to the block-sparse case. We begin by establishing an uncertainty relation for block-sparse signals and show how a block-coherence measure occurs naturally in this uncertainty relation. We then introduce a block version of the orthogonal matching pursuit algorithm (BOMP) and find a sufficient condition on block-coherence to guarantee recovery of block k-sparse signals through BOMP in no more than k steps. The same condition on block-coherence is shown to guarantee successful recovery through the mixed 2/ 1 optimization approach, described in [3, 8] . Our results are akin to a sufficient condition on conventional coherence developed in [6] that guarantees recovery through OMP or 1-optimization. Notation. Throughout the paper, we denote vectors in C N by boldface lowercase letters, e.g., x, and matrices by boldface uppercase letters, e.g., A. The identity matrix is written as I or I d when is the pseudo inverse, R(A) denotes its range space, Ai,j is the element in the ith row and jth column, and a denotes its th column.
The th element of a vector x is denoted by x . The standard Euclidean norm is
x ∞ = max |x | is the ∞-norm, and x 0 designates the number of nonzero entries in x. The Kronecker product of the matrices A and B is written as A ⊗ B. The spectral radius of A is denoted by ρ(A) = λ 
BLOCK-SPARSITY
We consider the problem of representing a vector y ∈ C L in a given dictionary D of size L × N with L < N, so that
for a coefficient vector x ∈ C N . We require x to be block-sparse, where, throughout the paper, blocks are always assumed to be of length d. To define block-sparsity, we view x as a concatenation of blocks (of length d) with x[ ] denoting the th sub-block, i.e.,
with N = Md. We further assume that L = Rd with R integer.
A vector x ∈ C N is called block k-sparse if x[ ] has nonzero Euclidean norm for at most k indices . When d = 1, block-sparsity reduces to conventional sparsity as defined in [1, 2] . Denoting
where
> 0 and 0 otherwise, a block k-sparse vector x is defined as a vector that satisfies x 2,0 ≤ k. In the remainder of the paper conventional sparsity will be referred to simply as sparsity, in contrast to block-sparsity. Problem statement. Our goal is to provide conditions on the dictionary D ensuring that the block-sparse vector x can be reconstructed from measurements of the form (1) through computationally efficient algorithms. Our approach is largely based on [6, 9] (and the mathematical techniques used therein) where equivalent results are provided for the sparse case. The results in [6, 9] are stated in terms of the dictionary coherence. Therefore, as a first step in our development, we extend the conventional coherence measure to block-sparsity by defining block-coherence. Before introducing the corresponding definition, we cite the following proposition from [3] .
Proposition 1. The representation in (1) is unique if and only if
. .
]. (4) Since Block-coherence. We define the block-coherence of D as
It is easy to see that the definition in (5) is invariant to the choice of orthonormal basis
, μB reduces to the conventional definition of coherence [10, 9, 6] 
In the remainder of the paper conventional coherence will be referred to simply as coherence, in contrast to block-coherence.
Proposition 2.
The block-coherence μB satisfies 0 ≤ μB ≤ 1.
Proof. Clearly μB ≥ 0. To prove that μB ≤ 1, note that ρ(A) ≤ A , where A is any matrix norm. In particular, if A is a d × d matrix, then
In It is interesting to compare μB with the coherence μ defined in (6) for the same dictionary D.
Proposition 3.
For any dictionary D, we have μB ≤ μ.
The proof follows immediately from (7).
UNCERTAINTY RELATION FOR BLOCK-SPARSITY
We next show how the block-coherence μB defined above naturally appears in an uncertainty relation for block-sparse signals, generalizing the corresponding result for the sparse case [9] .
The conventional uncertainty relation is concerned with pairs of representations of a vector x ∈ C N in two different orthonormal bases for C N : {φ , 1 ≤ ≤ N } and {ψ , 1 ≤ ≤ N } [10, 9] .
Any vector x ∈ C N can be expanded uniquely in terms of each one of these bases according to:
The uncertainty relation sets limits on the sparsity of the decompositions (8) for any x ∈ C N . Specifically, denoting A = a 0 and B = b 0 , it is shown in [9] that
where μ(Φ, Ψ) is the coherence between Φ and Ψ, defined by
In [10] it is shown that 1/ √ N ≤ μ(Φ, Ψ) ≤ 1. We now develop an uncertainty relation for block-sparse decompositions, analogous to (9). Our result is equivalent to (9) with A and B replaced by block-sparsity levels as defined in (3) and μ(Φ, Ψ) replaced by the block-coherence between the orthonormal bases considered, which is defined below in (13).
Theorem 1. [11] Let Φ, Ψ be two unitary matrices with
Let A = a 2,0 and B = b 2,0 . Then,
It can easily be shown that for D consisting of the orthonormal bases Φ and Ψ, i.e., D = [Φ Ψ], we have μB(Φ, Ψ) = μB, where μB is as defined in (5) The bound provided by Theorem 1 can be tighter than that obtained by applying the conventional uncertainty relation (9) to the block-sparse case. This can be seen by noting that a 0 ≤ d a 2,0 , b 0 ≤ d b 2,0, and using (9) 
Since μB ≤ μ, this bound can be looser than (12).
Block-incoherent dictionaries
As already noted, in the sparse case (i.e., d = 1) for any two orthonormal bases Φ and Ψ, we have μ ≥ 1/ √ N . We next show that the block-coherence satisfies a similar inequality, namely μB ≥ 1/ √ dN . Evidently, the lower bound on μ is √ d times larger than that on μB. To prove the lower bound on μB, let Φ and Ψ denote two orthonormal bases for C 
Now, it holds that 
which concludes the proof. We now construct a pair of bases that achieves the lower bound on μB and therefore has the smallest possible block-coherence. Let F be the DFT matrix of size
When d = 1, this basis pair reduces to the spike-Fourier pair which is well known to be maximally incoherent [10] .
EFFICIENT RECOVERY ALGORITHMS
We now give operational meaning to block-coherence by showing that if it is small enough, then a block-sparse signal x can be recovered from y = Dx using computationally efficient algorithms. We consider two different methods: the mixed 2/ 1 optimization program proposed in [3] ,
and an extension of the orthogonal matching pursuit (OMP) algorithm [12] to the block-sparse case described below and termed BOMP. We then show that both methods recover the correct blocksparse x as long as μB associated with D is small enough.
Block OMP
The BOMP algorithm is similar in spirit to conventional OMP, and can serve as a computationally attractive alternative to (20). The algorithm begins by initializing the residual as r0 = y. At the th stage ( ≥ 1) we choose the subspace that is best matched to r −1 according to:
Once the index i is chosen, we find the optimal coefficients by computing x [i] as the solution to
Here I is the set of chosen indices ij , 1 ≤ j ≤ . The residual is then updated as
Recovery conditions
Our main result, summarized in Theorem 3 below, is that any block k-sparse vector x can be recovered from measurements y = Dx using either the BOMP algorithm or (20) if the block-coherence satisfies kd < (μ
. If x was treated as a (conventional) kd-sparse vector without exploiting knowledge of the block-sparse structure, a sufficient condition for perfect recovery using OMP or (20) for d = 1 (a.k.a. basis pursuit) is kd < (μ −1 + 1)/2. Since μ ≥ μB, exploiting the block structure guarantees recovery for a potentially higher sparsity level.
To formally state our results, suppose that x0 is a length-N block k-sparse vector, and let y = Dx0 where D consists of blocks D[ ] with orthonormal columns. Let D0 denote the L × (kd) matrix whose blocks correspond to the non-zero blocks of x0, and let D0 be the matrix of size L×(N −kd) which contains the columns of D not in D0. We then have the following theorem proved in Section 5. (20) to equal x0 is that
and
Note that
Therefore, (24) implies that for all ,
The sufficient condition (24) depends on D0 and hence on the location of the nonzero blocks in x0, which, of course, is not known in advance. Nonetheless, as the following theorem shows, (24) holds whenever the dictionary D has low block-coherence. Theorem 3. [11] Let μB be the block-coherence defined in (5) . Then (24) is satisfied if
For d = 1, we recover the corresponding condition in [6, 7] .
PROOF OF THEOREM 2
We start with some definitions. For x ∈ C N , we define the general mixed 2/ p norm (p = 1, ∞ here and in the following): 
The following lemma provides bounds on A 2,p, which we will use in the sequel. 
In particular, ρr(A) = ρc(A H ).
Block OMP

