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Abstract 
Engineering advanced methods for example Computational Fluid Dynamics (CFD) are heavily used to solve, design 
and model complex industrial applications. They provide high accuracy however, the simulation time is too long and 
this limit its generalized use dramatically as for control purposes. CFD tools and methods are often used to analyze the 
energy distribution and management in different industrial processes like hot rolling industries, furnaces and boilers as 
well as a number of areas where mixing and thermal management are of importance. Huge amounts of energy are often 
fed into such processes. A small amount of optimization can provide a very large energy saving. It is now an urgent 
need to have a tool like real-time CFD to analyze, control and optimize on-line various industrial processes. This tool 
or method can contribute to build efficient and sustainable energy systems. The scope of this work is to find alternative 
simulation techniques that can also address industrial applications and provide solutions within a decent accuracy and 
resolution. In this paper we provide a literature review of those methods that can be categorized as mesh based, mesh 
free and hybrid that are capable of providing appropriate results in some key areas of interest. As a next step one of 
these methods will be implemented and coupled to CFD simulation of cooling impinging jets used to control the heat 
transfer and temperature behavior of a hot flat surface in a hot rolling process where thermal energy and cooling water 
are used with excess. 
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1. Introduction 
    Computational Fluid Dynamics (CFD) is an effective and powerful tool to simulate fluid flow and heat 
transfer numerically. Many different numerical methods have also been developed by researchers since 
decades to use this robust tool to simulate a wide range of complex flows and heat transfer problems. These 
methods can be categorized into two major groups as “conventional methods” and “accelerated methods”. 
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In the present contribution only major methods are mentioned. In CFD, most of the methods solve the 
Navier-Stokes equations either in Eulerian or in Lagrangian approach. Apart from that, some methods solve 
the Boltzmann equations instead of Navier-Stokes equations.  
Figure 1: Hierarchical classification of various methods in CFD 
 
The conventional methods are most widely used, highly accurate and normally tend to use in most of the 
commercial software packages. However, the conventional methods are extremely slow in terms of 
computation time which makes it almost impossible to solve large problems within a reasonable time to 
use it online. In this paper we do a literature survey of different available and popular advanced methods 
that can give moderate acceleration over the conventional methods. The Acceleration Methods are then 
categorized into two major groups: Advanced Numerical Methods and Hardware techniques. Hardware 
acceleration techniques are usually used together with both Conventional and advanced numerical methods. 
Advanced numerical methods can be classified as Mesh based, Mesh free and hybrid methods. Surveyed 
literatures on the popular advanced numerical methods in this paper are listed in Figure 1. Going into the 
technical details of every method and critical analysis of all the literature available for all the methods will 
be beyond the scope of this short paper. In this paper, we rather do the survey on the available methods 
other than conventional methods that can be used to achieve real-time CFD, discuss their application and 
list some basic and some interesting literatures for multiphase flow, free surface flow and heat transfer.  
 
CFD
Conventional 
Methods
● Finite Volume Method (FVM)
● Finite Difference Method (FDM)
● Finite Element Method (FEM)
● Spectral Methods
● etc.
Accelerated  
Methods
Advanced 
Numerical 
Methods
Mesh Based 
Methods
● Reduced Order Modeling (ROM)
▪Proper Orthogonal Decomposition(POD)
▪ Singular value Decomposition (SVD)
● Marker & Cell (MAC)
● etc.
Mesh free 
methods
● Smoothed Particle Hydrodynamics(SPH)
● Fast Multipole Method (FMM)
● Method of Fundamental Solutions (MFS)
● Finite Pointset Method (FPM)
● Moving Particle Semi-Implicit Method(MPS)
● etc.
Hybrid 
methods
● Fast Fluid Dynamics (FFD)
● Particle in Cell Method (PIC)
● Vortex in Cell Method (VIC)
● Lattice Boltzmann Method (LBM)
● etc.
Hardware 
Techniques
Parallel 
programming
CPU
● MPI
● OpenMP
● Cloud Computing
GPGPU
● CUDA
● OpenCL
● Cloud Computing
CPU+GPGPU
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Nomenclature 
ߩ density (kg m/s)    ݑ  velocity (m/s) 
݌ pressure (Pa)    ܨ௜ force (N) 
ܶ temperature (K)    ݁ enthalpy (J) 
ߢ thermal conductivity (W/(m.K)  ߤ viscosity (kg/(m.s)) 
ܿ௣ specific heat (constant pressure) (J/(Kg.K)) ܴ gas constant (J/(mol K)) 
ܿ௩ specific heat (constant volume) (J/(Kg.K)) O order of 
2. Conventional Methods 
The most popular conventional methods in CFD are Finite Volume Method (FVM), Finite Element 
Method (FEM), Finite Difference Method (FDM) and Spectral Methods. These methods solve the nonlinear 
Navier Stokes equations which are the governing equations for CFD describing the conservation of mass 
(1), momentum (2) and energy (3). These methods usually have computational complexity of  ܱሺܰଷሻ where 
ܰ is the number of degrees of freedom. We will not focus on these methods in this paper. 
 
Incompressible Navier Stokes Equations in tensor form:  
Conservation of mass            : ܦߩȀܦݐ ൅ ߩ߲ݑ௞Ȁ߲ݔ௞ ൌ Ͳ                                                     (1) 
Conservation of momentum : ߩܦݑ௜Ȁܦݐ ൌ െ߲݌Ȁ߲ݔ௜ ൅ ߲߬௜௝Ȁ߲ݔ௝ ൅ ߩܨ݅                           (2) 
Conservation of energy         : ߩܦ݁Ȁܦݐ ൌ െ݌߲ݑ௜Ȁ߲ݔ௜ ൅ ߶ ൅ ߲Ȁ߲ݔ௜ሺߢ߲ܶȀ߲ݔ௜ሻ               (3) 
 
Where,ܦȀܦݐ ൌ ߲Ȁ߲ݐ ൅ ݑ௜߲Ȁ߲ݔ௜ ,߶ ൌ  ߬௜௝߲ݑ௜Ȁ߲ݔ௝ǡ ߬௜௝ ൌ ߤሺ߲ݑ௜Ȁ߲ݔ௝ ൅ ߲ݑ௝Ȁ߲ݔ௜ െ ʹȀ͵߲ݑ௥Ȁ߲ݔ௥ߜ௜௝ሻ, 
݁ ൌ ܿ௩ܶ݋ݎ݄ ൌ ܿ௣ܶ and ݌ ൌ ߩܴܶ 
3. Acceleration methods 
In this paper we consider two type of acceleration methods, advanced numerical methods and hardware 
techniques. Applying the acceleration using the hardware techniques are very common with most of the 
available methods. The advances in computer multicore architecture during the last few decades brought 
very big success with in the CFD community. The parallel programming using the multicore CPU (Central 
Processing Unit) and multicore GPGPU (General Purpose Graphic Processing Unit) architecture make it 
possible to handle large problems ever. However, it is still very difficult to achieve real time CFD by 
applying the hardware techniques on the conventional methods using the available computational power. 
To use the CFD tool online in the industrial processes, it requires to achieve real time CFD which motivated 
researchers in this community to develop advanced alternative methods. Using advanced mathematical 
methods one can achieve two way acceleration from both mathematical and hardware techniques. 
3.1. Advanced Numerical Methods 
In CFD, typical ways of simulating fluid flow are the Eulerian and Lagrangian approach. In Lagrangian 
view the fluids can be represented with large number of particles where we keep track of every particle as 
it moves through space and time. The fluid particles carry properties like velocity, temperature etc. In 
Eulerian view the coordinates are fixed and we look how the fluid passes through those fixed points and 
measure the rate of change of properties like velocity, temperature, etc. The methods solely relying on 
Eulerian approach are called mesh based methods and those completely relying on Lagrangian approach 
are called mesh free methods. Both of the types have their own advantages and disadvantages. There are 
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some methods which are developed based on both Eulerian and Lagrangian approach to take benefit from 
both frames and are categorized as hybrid methods. 
3.1.1. Mesh Based Methods 
 
Reduced Order Modeling (ROM): ROM is a way of replacing the original model with a much smaller 
order model that can still describe important phenomenon of a process with satisfactory accuracy. The main 
idea behind ROM is to find a reduced basis which has significantly reduced number of degrees of freedom 
compared to the original solution of the model. The most popular way to find an optimal basis is by Proper 
Orthogonal Decomposition (POD). POD is a statistical pattern analysis to find the dominant structure. For 
detail of ROM and POD we refer to [1]. Simulation for fluid flow, heat transfer were done in [2] and [3] 
respectively. Brenner, T. A., et. al.[4] has solved multiphase heat trasfer problem using ROM where they 
found very good agreement with the full order model, in their paper they have discussed various practical 
issues of POD. Lappo, V. and Habashi, W. [5], and Lieu, T., et. al. [6] has achieved real time simulation 
using ROM, where Lieu, T., et. al.  has modeled a full aircraft configuration and the results were promising. 
 
Marker and Cell (MAC) method: MAC is a method based on finite difference staggered grid 
introduced by Harlow and Welch [7]. It was originally designed to solve free surface flows. They used 
marker particle to mark the cell containing fluids and track the movement of the surface by interpolation. 
For details of the original MAC we refer to [7]. A simplified version of MAC called SMAC for free surface 
flow in general domain was described in [8]. A combined method using FEM and MAC was developed to 
solve Navier-Stokes equation in [9]. A conjugate heat transfer problem was solved in [10]. Very good 
literature review was done by McKee, S., et. al., in [11]. Moreover, they have reviewed the recent 
developments in MAC in [12]. 
3.1.2. Mesh Free Methods 
 
Smoothed Particle Hydrodynamics (SPH): SPH method is a particle based method developed by 
Gingold and Monaghan (1977) and Lucy (1977) originally to solve astrophysics problems but it became 
one of the most well established methods in CFD. In SPH formulation, fluids are represented by discrete 
particles and the properties of the particles are then smoothed by kernel functions over the particles within 
a certain radius. A wide range of fluid flow and heat transfer problems were addressed by this method to 
achieve real time or near real time simulation with a decent accuracy. A very good overview on the recent 
developments on SPH method has been summarized in [13] by M. B. Liu and G. R. Liu. SPH is very well 
established to solve multiphase and free surface problem in recent years. A study on application of SPH to 
multiphase flow was done by Szewc, K. et. al. in [14]. Complex free surface and multiphase problems were 
solved in [15] and [16], where they showed promising performance of SPH to capture interfaces. Heat 
transfer problems were solved in [17], [18] and [19] with a very good accuracy. SPH implementations were 
done in [20] and [21] to solve various CFD problems in real-time. 
 
Fast Multipole Method (FMM): FMM is a particle method developed by L. Greengard and V. Rokhlin 
[22] in 1997. Later on in 1999 by Cheng, H., et. al. [23] an adaptive version of FMM was presented to solve 
Laplace equations in 3D. FMM calculates the force between particles using the multipole expansion. The 
more term we have in the expansion, the more accurate the model is. One can control the accuracy and 
speed using this method. Greengard and Kropinski [24] used FMM to calculate the volume integral of 
incompressible Navier-Stokes equations and achieved performance ܱሺܯሻ or ܱሺܯ݈݋݃ܯሻ, where ܯ is the 
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number of points in the discretization of the domain. Recently, a petascale turbulence near real-time 
simulation was done by Yokota, R., et. al., in [25] using GPU architecture.  
 
Method of Fundamental Solutions (MFS): MFS is a way of solving certain elliptic boundary value 
problem first proposed by Kupradze and Aleksidze [26] in 1964. In MFS the approximate solution is 
expressed as a linear combination of fundamental solutions. The basics and the details of this method can 
be found in the book [27]. Incompressible Navier-Stokes equations were solved in [28], [29] and interface 
problems in [30]. Heat transfer coefficient was estimated for complex problems in [31] and [32] using MFS. 
 
Finite Pointset Method (FPM): FPM is a particle method for continuum mechanics problems like fluid 
flow. It has been very well adapted to simulate various complex time dependent flows, moving surface, 
free surface and heat transfer problems. FPM has overcome the main drawback of mesh based methods 
which is the re-meshing for time dependent moving surface flows. The Fraunhofer group in Germany has 
developed a model on FPM to simulate many interesting problems like refueling the motor vehicle, airbag 
deployment etc. Incompressible Navier-Stokes equations were solved in [33] and multiphase problems in 
[34] and [35]. Application of FPM to the heat conduction problems are discussed in [36]. 
 
Moving Particle Semi-Implicit Method (MPS): MPS is also a particle method specially designed for 
simulating incompressible free surface flow developed by Koshizuka and Oka in 1996. MPS is similar to 
the SPH method, however, MPS applies simpler differential operator instead of taking gradient of kernel 
function like SPH. Tokura [37] did a comparison between SPH and MPS using LS-DYNA (software 
package) and found that MPS performs a little better for some problems than SPH due to its simplicity. 
There are many available articles on free surface flows using MPS, and particularly [38], [39] and [40] are 
in the context of our interest.  
3.1.3. Hybrid Methods 
 
Fast Fluid Dynamics (FFD): FFD is an intermediate approach between mesh free and mesh based 
method for solving Navier-Stokes equations. It was first introduced by Zuo W. and Chen Q. in [41] to 
simulate real time or faster than real time simulation of airflow in buildings. According to the authors, the 
FFD method was very informative but less accurate than CFD. They have implemented their method in 
GPU and achieved 500-1500 times faster simulation than CFD on CPU [42]. Jin, M., et. al., in [43] has 
simulated buoyancy driven flows inside buildings in very large scale. Several improvement were also done 
afterwards to increase the accuracy of FFD method. 
 
Particle in Cell Method (PIC): PIC is a hybrid approach where particles are used to represent the 
properties of the fluids. The data is then transferred to a grid from particles to interpolate the values between 
particles. It was quite successful method in plasma simulations in early 1960s. Moreover, this method was 
also used to solve complex CFD problems for example high-energy nuclear collision in [44] and shock and 
rarefaction flows in multiphase mixture [45]. Advanced problem like fluidized bed was solved using PIC 
in [46]. 
 
Vortex in Cell Method (VIC): Vortex method is a class of methods that solve the vorticity equation 
instead of momentum equation. The problem with vorticity equation is that it does not provide the velocity 
directly. In order to get the velocity field, it is required to solve the Biot-Savart law, which requires a large 
computer time. However, VIC method can overcome this drawback by using a semi-Lagrangian approach. 
VIC transfers the vorticity particles to a grid and solves the Poisson equation to get the velocity field. VIC 
3312   Md Lokman Hosain and Rebei Bel Fdhila /  Energy Procedia  75 ( 2015 )  3307 – 3314 
was used to model incompressible flows in 3D in [47], turbulence in 2D in [48] and vortex structure in 3D 
in [49]. 
 
Lattice Boltzmann Method (LBM): LBM is a different class of CFD methods which solve the Lattice 
Boltzmann equation instead of Navier Stokes equations. It models fluid flow by using a particle-mesh 
approach where the particles reside at the nodes of a discrete lattice mesh. For an introduction to LBM and 
its application in engineering we refer to [50], [51], and [52]. A very good overview on LBM for single and 
multiphase flows as well as the recent development on LBM have been presented in [53]. Extension to 
LBM, a Thermal LBM for multiphase flow and heat transfer has been described in [54]. Convective heat 
transfer problem was addressed by Rosdzimin, A. R. M., et. al in [55], where they found advantages of 
LBM over directly solved Navier Stokes equation in terms of Knudsen number. LBM can be used to 
simulate low Knudsen number heat transfer problems. More, complex heat transfer problems were solved 
using LBM, e.g. thermal behavior of a droplet on solid surface in [56], enhanced heat transfer for nanofluids 
in [57]. Usage of LBM enabled researchers to solve complex multiphase and heat transfer problem in recent 
years as well as achieved real-time CFD. For example, Gevelera M. et. al. in [58] have implemented LBM 
to simulate various complex fluid flow and achieved real-time simulations using multi-core architecture.  
4. Conclusion and Future work 
Our previous work presented in [59] was related to the impingement cooling at run-out table in hot 
rolling steel mill. This particular process where the cooling performance and control is tightly related to the 
produced steel quality, has shown that conventional CFD methods cannot be applied to simulate hundreds 
of jets cooling a moving surface often with high speed of several meters per second and high surface 
temperature that are often exceeding the boiling point. This case shows that having a serious thermal 
management analysis of such processes needs alternative methods based on software or hardware methods 
where simplicity and appropriate mathematical tools can make the difference. 
To be able to simulate complex processes online several authors have proposed alternative methods 
capable to speed-up the simulation time until reaching or exceeding the real process time in some of the 
cases. Mesh based, mesh-less, hybrid and GPGPU based have been proposed in the literature. These 
advanced methods like SPH, FFD, MPS or LBM have been studied and shortly presented in this paper to 
illustrate the new trend where we are aiming to focus our research work. 
This review underlines the extent of the diverse solutions that only covers corners or islands of the 
problem and strongly supports that an optimum thermal management energy system can be obtained by 
using a more general method that can be a combination of some of those mentioned above. 
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