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In a questionnaire study, a random sample of Dutch families was asked whether they suffered
from asthma and related symptoms. From these families, a selected sample was invited to come
to the hospital for further phenotyping. Families were selected if at least one family member re-
ported a history of asthma and the twins were 18 years of age or older. Not all families that were
thus selected volunteered, leaving us with a fraction of the original sample.
The aim of this paper is to describe a limited dependent variable model that can be used
in such situations in order to obtain estimates that are representative of the population from
which the sample was originally drawn. The model is a linear (DeFries-Fulker) regression model
corrected for sample selection. This correction is possible when (some of) the characteristics
that determine whether subjects volunteer (or not) are known for all subjects, including those
that did not volunteer.
The questionnaire study is of interest by itself but serves mainly to provide a concrete
illustration of our method. The present model is used to analyze the data and the results are com-
pared to those obtained with other methods: raw (or direct) likelihood estimation, multiple
imputation, and sample weighting. Throughout, Rubin’s general theory of inference with miss-
ing data serves as an integrating framework.
KEY WORDS: Sample selection; missing data; volunteering bias; DeFries-Fulker regression; Heckman
model; limited dependent variables model; Immunoglobulin E; asthma.
situations in order to obtain estimates that are repre-
sentative of the population from which the sample was
originally drawn.
In a questionnaire study (Koopmans et al., 1995;
Koopmans and Boomsma, 1996) a sample of Dutch
families, consisting of twins (adolescent and young
adults) and their parents, reported whether they had
ever (versus never) suffered from asthma. When at least
one family member reported having asthma, the fam-
ily was invited to the hospital for further phenotyping.
These phenotypes were related to allergy and asthma.
About 50% of the families that were approached vol-
unteered, which means that data were obtained for a
small percentage (about 4%) of the original sample
only. With respect to its design, this study is represen-
tative of a large class of studies in genetic epidemiol-
ogy and it is used as a context to introduce the statis-
tical method that is the focus of this paper.
INTRODUCTION
In genetic epidemiological studies, subjects often par-
ticipate in ways that are beyond the control of the
researcher (e.g., they volunteer to participate in the
study). This can lead to a sample that is unrepresen-
tative of the population from which it is drawn and
unsuited to assess the importance of genetic and
shared environmental influences in the population of
interest (e.g., Neale et al., 1989; Neale and Eaves,
1993). The aim of this paper is to describe how lim-
ited dependent variable models can be used in such
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The general missing data theory developed by
Rubin (Rubin, 1976; Little and Rubin, 1987) is used
throughout this paper as an integrating framework. This
theory is briefly introduced in the second section. In
the third section, we describe the data, focusing on the
way subjects were selected. The fourth section de-
scribes a model that is known as the Heckman model.
We discuss how this model can be used in combination
with DeFries-Fulker regression (DeFries and Fulker,
1985) to estimate heritability with selected samples.
We briefly describe a relatively simple estimation pro-
cedure, but our focus is on the interpretation of the
model. In the fifth section, we estimate the heritability
of two variables: Immunoglobulin E (IgE) blood lev-
els, and a variable intended as a measure of general
health. Our aim is to discuss methodological issues, and
the analyses serve as an illustration. In the sixth sec-
tion, we summarize and discuss our findings.
SAMPLE SELECTION AS A CASE OF MISSING
DATA
Sample selection may be viewed as an example of
missing data in that the variables of interest are mea-
sured on the selected twins only. It is therefore useful
to discuss sample selection within the framework of a
general theory of missing data, which was developed
by Rubin. For an introductory account of this theory
and a survey of additional methods to deal with miss-
ing data, we refer the reader to Heitjan and Basu (1996)
or Schafer (1997).
In the present study, we distinguish between two
sets of variables: the variables of interest, which are
only observed in selected families, and a set of “addi-
tional” variables that are observed in all (selected and
unselected) families (see Table I). The general theory
of missing data implies that under the assumption of ig-
norability of the selection mechanism, correct maximum
likelihood (ML) estimation can be provided by using
the observed data of selected and unselected twins
jointly in the estimation. The selection mechanism is ig-
norable when the probability of selection is indepen-
dent of the variables of interest. This is obtained in two
situations. The first situation is when the selected fam-
ilies are a random sample from the target population. In
this situation, the families are said to be selected com-
pletely at random (SCAR). The second situation is when
the probability of selection is dependent on the values
of the “additional” variables that are related to the vari-
ables of interest. In this situation, we say that the fam-
ilies are selected at random (SAR). For example, when
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families were deliberately selected on some of the ad-
ditional variables, they are SAR. The selection is not
ignorable when participation in the study depends in
some way on the values of the variables of interest,
which are unknown for the twins that were not selected.
Due to volunteering it is unclear whether families
are SAR in the asthma study. The assumption of ig-
norable selection is not clearly defendable and it is im-
possible to avoid dealing with non-ignorable selection.
In the next section we use probit regression to investi-
gate which of the “additional” variables are involved
in volunteering. In subsequent sections we discuss how
the analysis of the data may proceed, using the results
of the probit regression. First, we discuss the design of
the study and the data in more detail.
THE DATA
Sample Selection in the First Data Gathering Stage
The subjects were twins, aged between 12 and 24,
who participated in the Dutch twin-family study of
health-related behavior in the period 1991 to 1993
(Koopmans et al., 1995; Koopmans and Boomsma,
1996). An invitation to participate was sent to a total
of 5987 families. The addresses were obtained from the
Netherlands Twin Register (NTR). The families that are
registered with the NTR constitute a random sample of
Dutch families with twins, based on city counsel reg-
istrations.5 The families that volunteered received a set
of questionnaires, which was returned by 2711 fami-
lies. It is important that these 2711 families constitute
a representative sample, otherwise it is not possible to
obtain valid estimates from the subsample subsequently
selected from this sample of 2711 families.
A common manifestation of volunteering bias in
twin studies is that about two-thirds of the twin pairs
are female and about two-thirds are monozygotic, al-
though there are equal numbers of female and male
monozygotic (MZ) and dizygotic (DZ) twins in the Eu-
ropean populations (Lykken et al., 1987). In the pre-
sent study, this type of bias was not observed and all
five zygosity-sex groups are well represented. In par-
ticular, the proportion of opposite-sex twins in our sam-
ple (28%) was about equal to the proportion in the total
population of twins born between 1970 and 1980 in the
Netherlands (Tas, 1990). Furthermore, the sample was
representative of the general population with respect to
5 Information can be obtained from the following internet address:
http://www.psy.vu.nl/ntr/
educational level of the twins, religious background,
the number of twins that report having smoked, used
alcohol, and participated in sports (Koopmans et al.,
1995; Koopmans, 1997; Boomsma et al., in press).
Hence, in spite of the high rate of non-response we be-
lieve that, at this stage, volunteers were SCAR so that
the initial sample of 2711 families is fairly representa-
tive of the Dutch general population (Little and
Schenker, 1995, p. 43).
Deliberate Selection and Volunteering in the
Second Data Gathering Stage
Some measurements that assess asthma clinically
are expensive, and only those families were tested in
which at least one member reported a history of asthma.
In addition, the study was limited to twins aged 18 years
or over. There were 514 families, or about 19% of the
sample, that satisfied these criteria. Of these families,
176 families were not invited because at least one fam-
ily member had not given a useful answer, because
twins already participated in another study, or because
the family had not returned an additional questionnaire.
This is unfortunate since it means that selection was
partly based on known criteria (reported asthma and
age) and partly based on unknown variables. Of the
(514 2 176 5) 338 families that were invited, 102 vol-
unteered to participate. Hence, in total (514 2 102 5)
412 families were selected, but not tested, which is
about 80% of those eligible for selection. As we do not
know why some families volunteered while others re-
fused to participate, we should not a priori regard the
volunteers as SAR, given the twin’s age and the num-
ber of family members with asthma.
To determine whether there are additional variables
that relate to the probability of selection we conducted
a probit regression analysis. We started with a model
including the deliberate selection variables: the twins’
age and the number of family members with asthma.
Both variables were found to have a significant effect
on the probability of selection. Then, 10 additional vari-
ables were included in the regression analysis in a step-
wise fashion. These additional variables included per-
sonality traits, general health, age, and variables related
to socio-economic status (see Table I). Of these addi-
tional variables, only two were found to have an inde-
pendent, significant effect on the probability of being
in the sample: the twins’ present level of education had
a positive effect, and the mean social conformity score
of the family had a negative effect. Social conformity
is measured with the social conformity scale of the Am-
sterdam Biographical Questionnaire (Wilde, 1970).
Goldberger’s R2 (Arminger, 1995, p. 149) equals 0.11
after correction for sampling fluctuations, which indi-
cates that there is considerable variation in the proba-
bility in the sample that is left unexplained.
DEFRIES-FULKER REGRESSION AND
LIMITED DEPENDENT VARIABLE MODELS
Introduction
The DeFries-Fulker regression method (DF-regres-
sion) regresses the scores of one twin on the scores of
the other twin. The first twin may be a proband and it
is assumed that his or her ascertainment does not depend
on the ascertainment of the other twin, called the cotwin.
In cases where there is no clear distinction between
probands and cotwins, a doubly-entry procedure of the
data is sometimes used. The DF regression equation is:
(1)
where P denotes the score of the proband, and Y de-
notes the cotwin score. The character R is the coeffi-
cient of relationship for the pair (i.e., 1/2 for DZ twins
and 1 for MZ twins), b0 is the regression constant, and
«i, is a disturbance term. The variables Y and P are as-
sumed to be distributed normally with the same vari-
ance. DeFries and Fulker (1985) demonstrated that b3
is an estimate of narrow sense heritability (h2), and that
b2 is an estimate of the proportion of variance due to
shared environment, (c2). The DF regression model may
be written more compactly as:
(2)
where yi and xi 5 (1, ri, pi, pri)t contain the observed
values for the i-th twin pair, and b 5 (b0, b1, b2, b3)t.
y ~i t i i i 2= +b e e s ex , ( , ),N 0
Y R P PR i= + + + +b b b b0 1 2 3 « ,
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Table I. Ten Additional Variables That Might Be Relevant 
to Participation in the Study
1. Trait anxiety averaged over the family
2. Neurosis averaged over the family
3. Experience seeking averaged over the family
4. Neurotic-somatic complaints averaged over the family
5. Social conformity averaged over the family
6. Mean age of the parents
7. Mean education of the parents
8. Mean education of the twins
9. Number of family members that belong to the reformed churcha
10. General health averaged over the family
a The Free University was originally founded by the reformed church.
The residuals are assumed to be independent and nor-
mally distributed with mean 0 and variance s«2. Note
that we use capital letters for the “name” of a random
variable and lowercase letters for its realizations. Su-
perscripted t denotes transposition.
By definition (or by assumption) E(«i | X 5 xi) 5
0 for every value of X. Therefore, if the data are
proband selected, the regression model is not violated
in the selected sample and we may obtain correct esti-
mates of the parameters. This is not true when both
twins are non-randomly selected, which implies that
the OLS estimator of b is biased and inconsistent
(Heckman, 1979, p. 155). The situation becomes more
intricate when twins are selected as pairs. Methods to
obtain correct estimates in this situation are discussed
in the econometric literature (e.g., Greene, 2000) under
the heading limited dependent variable models, usually
abbreviated to LIMDEP models. LIMDEP models pro-
vide solutions to a wide variety of sample selection
problems. On the basis of a review of the literature
(Bechger, 1997) we decided to use the so-called Heck-
man model in the present study.
The Heckman Model
It is assumed that families participate in a study
only when their value on a selection variable Z* ex-
ceeded a threshold, which is arbitrarily assumed to be
zero. When families are not selected on the variables
of interest, this kind of selection is called indirect
selection (e.g., families are selected based on self-
reported asthma and the variable of interest is the level
of IgE). The selection variable is assumed to be a lin-
ear function of the “additional” variables, that is,
(3)
where g denotes a vector of fixed regression coeffi-
cients, and wi is the value of the i-th family on the ad-
ditional variables that were found to affect the proba-
bility of selection. U designates a random error term
representing unmeasured variables that influence the
liability to volunteer. The presence of this random dis-
turbance causes random variation in the selection vari-
able among families with the same value of gtwi so that
the Heckman model explicitly allows for “indirect, soft
selection” (Martin and Wilson, 1982; Neale et al.,
1989). The selection variable is related to the DF re-
gression through the error terms. To be more specific,
it is assumed that «i and ui have a bivariate normal dis-
tribution with zero means and correlation r. A non-zero
correlation indicates that, in the population, there are
z ui
t
i i* ,= +g w
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unmeasured influences on selection that affect the char-
acters of interest. To be more specific, if r is positive,
values of Y in the selected group are likely to be larger
than those in the unselected group, and vice versa is r
is negative.
Using the properties of the bivariate, truncated
normal distribution (e.g., Maddala, 1983, pp. 266–267),
Heckman (1979) shows that the following model ap-
plies to the twins in the selected sample:
(4)
where
(5)
f(gtwi) and F(gtwi) are the density and distribution
functions of the standard normal distribution, respec-
tively, evaluated at gtwi. Compared to equation (1), the
DF regression model is misspecified in the selected
sample because a variable is omitted. Based upon this
observation, Heckman (1979) proposes a simple esti-
mation procedure. The first step is to use probit re-
gression to obtain an estimate of g, and compute an es-
timate of li for each observation in the selected sample.
In addition, we must compute
(6)
The second step is to estimate b and rs« [ bl by or-
dinary least squares regression. The third step, finally,
is to calculate the asymptotic standard errors for b and
bl:
(7)
where x
*
denotes the augmented matrix [x, ˆl], where
x is the data matrix (including the constant) for the se-
lected subjects, and ˆl is a column vector with all the
values ˆli as elements. D 5 (ˆdi) is a diagonal matrix, I
is an identity matrix of appropriate dimensionality, and
S denotes the asymptotic covariance matrix of the pa-
rameters of the probit equation. Estimates of s2 and r
are calculated as:
(8)
where SSE denotes the residual sum-of-squares from
the linear regression, and ¯d denotes the mean of ˆd taken
over the selected subjects. Further details appear in
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Greene (1981; 2000). Software is available at http://
www.stern.nyu.edu/,wgreene/Text/econometricanaly-
sis.htm.6
Heckman’s estimation procedure is widely used.
In simulation studies, it is found to perform well when
compared to full ML estimation, unless there is a high
degree of multicollinearity between li and xi as evi-
denced by an R2 . 0.80 when gtwi is regressed on xi
(Nawata, 1993; Nawata and Nagase, 1996).
Within the general theory on missing data, Heck-
man’s model is classified as a model for unknown, non-
ignorable missingness (Little and Rubin, 1987). The
missingness is called unknown because the selection
variable Z* is only known as a stochastic function of
other variables, known and unknown. Missingness can-
not be ignored because the missing data mechanism de-
pends on data that are missing. The missing data mech-
anism is the probability of being selected into the
sample given X and Y. This distribution is Bernoulli
with probability of response for the i-th twin pair
(9)
According to the general missing data theory, the sam-
ple is SAR if this distribution is independent of the
missing data. Equation (9) shows that this requirement
obtains if r 5 0. Hence the sample is SAR if r 5 0,
which implies that the selection mechanism is inde-
pendent of the characters of interest.
APPLICATIONS
Immunoglobulin E Levels in Twins
To illustrate the practical application of the Heck-
man model we used the model to estimate the genetic
and environmental influences on IgE blood levels mea-
sured on the selected sample of twins. IgE is produced
as a reaction to inhaling allergens and is believed to
be associated with allergy and asthma (e.g., Burrows
et al., 1989). Since the measurements are counts or
quantities, we expect them to be distributed log-normally
(Aitchison and Browne, 1969). We therefore analyzed
the natural logarithm of the observed measurements,
which are expected to be distributed normally before
Pr( * ) Pr( )
[ ( )] .
z y , x u
y
i i i i
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selection (Dudewicz and Mishra, 1989, example 7.2.17
and example 7.3.11). Heckman’s procedure was used
to obtain parameter estimates. As predictors of selec-
tion we included the variables that were demonstrated
to affect on the probability of selection: number of
family members with asthma, the twin’s age, the twin’s
education, and the average social conformity of the
family.
The results in Table II reveal that the estimated
value of bl was not significantly different from zero,
which indicates that the DF-regression was not biased
due to selection. This is confirmed by the fact that the
results with and without the correction for sample se-
lection were virtually the same. The estimate of c2 was
found to be small and nonsignificant, and c was left out
of the model. The heritability was found to be 0.78 (ap-
proximate standard error 5 0.14).
Related studies by Russell et al. (1984) and Han-
son et al. (1991) report heritabilities of 0.61 and 0.56,
respectively, which are within 1.96 times the standard
error from our estimate. Hanson et al. (1991) compared
twins raised together with twins raised apart and found
no evidence for an effect of shared environment, thus
supporting the present findings.
General Health
Data on general health were gathered for all sub-
jects by survey. This provides a good opportunity to
compare the performance of Heckman’s model to other
procedures: structural equation modeling (SEM) using
raw-data ML (Wilks, 1932; Lange et al., 1976;
Finkbeiner, 1979; Arbuckle, 1996), multiple imputa-
tion (Rubin, 1986), and sample weighting based on the
inverse of the predicted probabilities from a probit (or
logistic) regression (Heath, Madden, and Martin, 1998).
These alternative procedures are all based on the as-
sumption that the data are SAR, given the additional
variables (Bechger, 1997). ML estimates are obtained
with the ubiquitous Mx program (Neale, 1997), which
is available at http://views.vcu.edu/mx. Multiple
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6 We have used our own software. Our present aim is to provide
(just) enough detail for people to write their own program to do
the analysis.
Table II. The Heckman Model Applied to the Blood Levels 
of IgE. N 5 53 (Cases with Missing Responses Were 
Listwise Deleted)
DF-regression without correction DF-regression with correction
h2 5 0.78 (s.e. 0.15) 0.78 (s.e. 0.14)
bl 5 20.36 (s.e. 0.37)
s« 5 1.29
r 5 20.27
imputations are calculated with the WINNORM program
kindly made available by Joe Schafer (Schafer, 1997) at
http://www.stat.psu.edu/,jls/misoftwa.html#top.
The results in Table III indicate that all procedures
give similar results, suggesting that the sample is in-
deed SAR given W. Simply ignoring the sample se-
lection also gave good estimates, and we tentatively
conclude that the sample was SCAR with respect to
general health, which was also suggested by the probit
regression analysis conducted earlier. Note that, al-
though it is often seen that different ways to deal with
missing data give similar results, this should not be
taken for granted.
DISCUSSION
The general theory of missing data implies that se-
lection can be ignored when the probability of selec-
tion is independent of the values that have not been ob-
served. Under ignorability, ML estimation can be
performed using the observed data only.
With volunteer samples, ignorable selection is not
clearly defendable, so that it is not possible to avoid
dealing with the problem of nonignorable selection. Our
aim was to demonstrate that LIMDEP models could be
used to estimate heritability in the face of such selec-
tion. We focused on a questionnaire study involving
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deliberate stratification as well as volunteering. With
respect to its design, this study is representative of
many studies in genetic epidemiology.
We have found that the DF-Heckman regression
model provides an easy solution to deal with samples
of the present type. It provides both a correct estimate
of the heritability parameters and their asymptotic stan-
dard errors, as well as an assessment of the degree to
which the selection mechanism was ignorable. When
DF-regression is used to detect Quantitative Trait Loci
(QTL), as proposed by Fulker et al. (1991), subjects
are deliberately selected to increase power. The Heck-
man procedure provides a way to estimate the impor-
tance of the QTL in the unselected group, even when
some selected subjects refuse to volunteer.
Finally, we have assumed that there was no addi-
tional nonresponse among the selected subjects. In fact,
in the analysis of the IgE data selected twins with in-
complete data were excluded. Future (simulation) stud-
ies are necessary to determine the appropriate course
of action when we have to deal with nonresponse due
to selection and item nonresponse at the same time. In
closing, we mention two other topics for future re-
search. First, the procedure described in this paper
should be extended to the multivariate case. Second,
we wish to know how to correct for sample selection
with ordinal data. When the probability of participa-
Table III. Genetic and Environmental Parameters of General Health Estimated with the Complete Data (N 5 2635 Twin Pairs)
and with Various Methods for Dealing with Sample Selection (There were 82 Twin Pairs in the Selected Sample; 
the Numbers in Parentheses Represent Asymptotic Standard Errors)
A model with common environment and additive genetic influences
DF-regression
SEM
Correction
Raw data Sample Multiple
Complete sample No Yes Whole sample Selected sample likelihood weights imputation
c2 5 0.14 (0.05) 0.10 0.08 0.06 0.02 0.07 ,0.001 0.03
h2 5 0.27 (0.07) 0.36 0.38 0.39 0.47 0.40 0.43 0.39
bl 5 20.02 (0.14)
A model with only additive genetic influences
DF-regression
SEM
Correction
Raw data Sample Multiple
Complete sample No Yes Whole sample Selected sample likelihood weights imputation
h2 5 0.45 (0.02) 0.49 0.48 0.47 0.49 0.48 0.43 0.42
bl 5 20.02 (0.15)
tion of a twin pair is the average of the probabilities
that each twin participates one may use a procedure
suggested by Heath et al. (1998), which is based on
weighting, but no other procedure is known to us. We
suspect that readers more knowledgeable on recent de-
velopments in econometrics might immediately see
ways to improve upon the present procedure.
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