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NON-MINIMALITY OF CERTAIN IRREGULAR
COHERENT PREMINIMAL AFFINIZATIONS
ADRIANO MOURA AND FERNANDA PEREIRA
Abstract. Let g be a finite-dimensional simple Lie algebra of type D or E and λ be a
dominant integral weight whose support bounds the subdiagram of type D4. We study
certain quantum affinizations of the simple g-module of highest weight λ which we term
preminimal affinizations of order two (this is the maximal order for such λ). This class
can be split in two: the coherent and the incoherent affinizations. If λ is regular, Chari
and Pressley proved that the associated minimal affinizations belong to one of the three
equivalent classes of coherent preminimal affinizations. In this paper we show that, if λ is
irregular, the coherent preminimal affinizations are not minimal under certain hypotheses.
Since these hypotheses are always satisfied if g is of type D4, this completes the classification
of minimal affinizations for type D4 by giving a negative answer to a conjecture of Chari-
Pressley stating that the coherent and the incoherent affinizations were equivalent in type
D4 (this corrects the opposite claim made by the first author in a previous publication).
1. Introduction
This is the second paper of a series based on a project aiming at describing the classification
of the Drinfeld polynomials of the irregular minimal affinizations of type D. The theory of
minimal affinizations, initiated in [1, 10], is object of intensive study due to its rich structure
and connections to other areas such as mathematical physics and combinatorics [5, 13, 17,
18, 19, 22, 28, 29]. We refer to the first two paragraphs of the first paper of the series [26]
for an account of the status of this classification problem when this project started. The
main result of the present paper (Theorem 2.4.4) is one of the crucial steps towards the final
classification: it will provide one of the tools we shall use to compare certain affinizations or
to show that they are not comparable. Moreover, together with the results of [11], Theorem
2.4.4 completes the classification in type D4 by showing that the corresponding elements of
two different families of affinizations described in [11] are not equivalent, contrary to what
was conjectured there. In fact, these elements are comparable and one is strictly larger than
the other. Hence, only one of them, which we term an incoherent preminimal affinization of
order 2 here, is actually a minimal affinization. The corresponding coherent affinization (the
one that follows the pattern of the minimal affinizations in the regular case) is actually not
minimal. The study made here goes beyond typeD and proves that, under certain conditions,
the coherent affinizations are not minimal also in type E. Since the proof of this result is
rather lengthy and there are several parts which are interesting in their own right, we deem
appropriate to write a paper focusing exclusively on this result.
We now give a not so formal description of the main results of the paper. Let Uq(g˜) denote
the quantum affine algebra associated to a simply laced finite type Kac-Moody algebra g. If ω
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is a Drinfeld polynomial with classical weight λ, then the associated irreducible Uq(g˜)-module
Vq(ω), when regarded as module for Uq(g), decomposes as a direct sum of the form
Vq(ω) ∼= Vq(λ)⊕⊕µVq(µ)
⊕mµ
where the sum is over all dominant integral weights µ such that µ < λ in the usual partial
order on weights, mµ is a nonnegative integer, and Vq(µ) denotes the irreducible Uq(g)-module
of highest weight µ. Any module satisfying this kind of decomposition is said to be an
affinization of Vq(λ) and isomorphism as Uq(g)-modules define an equivalence relation on the
class of affinizatins of Vq(λ). Moreover, the partial order on weights induces a partial order
on the set of equivalence classes of affinizations which obviously admit minimal elements,
termed minimal affinizations [1]. If g is of type A, since quantum analogues of evaluation
maps exist [20], Vq(ω) is minimal if and only if mµ = 0 for all µ < λ. In that case, the roots
of each polynomial ωi(u) form what is called a q-string, where i ∈ I and I is an index set for
the nodes of the Dynkin diagram of g. Moreover, if we denote by ai the center of the q-string
associated to node i and let i1 be the first node in supp(λ), the support of λ, there exists a
strictly monotonic function f defined on supp(λ) such that
ai = ai1q
f(i).
If f is increasing, we say Vq(ω) is an increasing minimal affinization. Otherwise, we say it
is decreasing. Although the increasing and decreasing minimal affinizations are equivalent,
the understanding of the combinations of increasing and decreasing patterns for diagram
subalgebras of type A is a key point for describing the minimal affinizations outside type A.
More precisely, it was proved in [10] that, if Vq(ω) is a minimal affinization and J ⊆ I
corresponds to a connected subdiagram of type A which remains connected after removing
the trivalent node i∗, then the associated J-tuple of polynomials correspond to a minimal
affinization of type A. We say that ω is preminimal if it satisfies this property. Thus, if Vq(ω)
is minimal, ω is preminimal. If i is an extremal node, let Ii be the maximal subdiagram of
type A not containing i. We say that ω is i-minimal if the associated Ii-tuple of polynomials
corresponds to a minimal affinization of type A. The order of minimality of a preminimal ω
is defined as the cardinality of the set of extremal nodes i such that ω is i-minimal. Hence,
the order can be 0, 1, 2, 3. It follows from the results of [10] that, if supp(λ) ⊆ Ii for some
extremal node i, then Vq(ω) is a minimal affinization if and only if ω is premininal of order 3.
On the other hand, if supp(λ) bounds the diagram of type D4, the order of any preminimal ω
is at most 2 and, if i∗ ∈ supp(λ), Vq(ω) is a minimal affinization if and only if ω is premininal
of order 2. Note that, in this case, there are three equivalence classes of minimal affinizations,
one for each extremal node, the node i for which i-minimality fails.
The purpose of this paper is to describe a few properties of the preminimal affinizations
of order two when i∗ /∈ supp(λ) and supp(λ) bounds the subdiagram of type D4. For type
D4, it follows from [11] that, if Vq(ω) is a minimal affinization, then ω has order 1 or 2.
It was clear from [11] that not all Drinfeld polynomials of order 1 correspond to minimal
affinizations. However, the conjecture mentioned in the first paragraph can be rephrased as
“all preminimal Drinfeld polynomials of order 2 correspond to minimal affinizations”. The
preminimal Drinfeld polynomials of order 2 can be encoded by the following pictures:
❤ ❤✡
✡
❏
❏
❤
❤
✙
❨
i i∗ ❤ ❤
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The arrows point in the direction that the function f decreases and i is the node for which
i-minimality fails. Drinfeld polynomials satisfying either of the pictures in each line give rise
to equivalent affinizations. Note that, if i∗ ∈ supp(λ), Drinfeld polynomials satisfying the
ones in the second line do not exist. We say that the ones satisfying the first line are coherent
(because the arrows agree) and the ones satisfying the second line are incoherent. The notion
of coherent and incoherent preminimal Drinfeld polynomials of order 2 can be extended for
rank higher than 4, including type E. Note that the incoherent ones do not exist when
supp(λ) intersects more than once the connected subdiagram having i and i∗ as extremal
nodes. Otherwise, we conjecture that the coherent ones are not minimal affinizations and
prove that this is indeed the case in type D as well as under certain conditions on supp(λ)
when g is of type E. In fact, the proof consists of showing that the coherent affinizations are
strictly larger than their incoherent counterpart when the incoherent ones exist.
Part of the proof of Theorem 2.4.4 is based on a result about the multiplicity of Vq(ν) as a
summand of the coherent and incoherent affinizations where ν is a specific dominant weight.
The precise statement is in Proposition 2.4.6, which can be proved in greater generality than
Theorem 2.4.4. The proof of Proposition 2.4.6 is a combination of arguments in the context
of graded limits as well as in the context of qcharacters. Generators and relations for the
graded limits of the coherent affinizations were described in [24] for type D4. This result has
been extended for type Dn, n > 4, in [29] in the case i∗ ∈ supp(λ). However, as far as we
can tell, the argument of [29] also works when i∗ /∈ supp(λ). Inspired by Proposition 2.4.6,
we define in Section 2.5 a quotient of the “coherent graded limits” and prove that it projects
onto the corresponding “incoherent graded limits” under the hypotheses of Theorem 2.4.4.
It is tempting to conjecture that these projections are actually isomorphisms (see Remark
2.5.5 for further comments).
Beside Proposition 2.4.6, by considering diagram subalgebras, the proof of Theorem 2.4.4
also relies on proving that certain tensor products of minimal affinizations in types A and D
are irreducible. From type A we need tensor products of a general minimal affinization with
a Kirillov-Reshetikhin module supported on an extremal node. This was exactly the topic of
our first paper in this series, [26], where we described a necessary and sufficient condition for
the irreducibility of such tensor products. In fact, this criterion for irreducibility is half of the
main result of [26]. The other half will be crucial in the proof of the final classification as it
also provides a tool to compare certain affinizations or to show that they are not comparable.
From type D, we use a sufficient condition for the irreducibility of tensor products of two
Kirillov-Reshetikhin modules associated to distinct extremal nodes proved in [3]. For the
proof of the final classification of minimal affinizations in type D we will need sharper results
which will appear in [27] (see also [30]).
The paper is organized as follows. In Section 2, we fix the basic notation and review
the background needed to state the main results. Further technical background is reviewed
in Section 3. In Section 3.1, we compute the dimension of certain weight spaces of certain
g-modules in terms of a “modified” Kostant partition function (see Proposition 3.1.1 and
(3.1.3)). Such dimensions play a crucial role in the proof of Proposition 2.4.6. In Section
3.2, beside reviewing some known facts about diagram subalgebras, we prove Lemma 3.2.4
which is an important technical ingredient to be used in the proof of Theorem 2.4.4. The
few facts about qcharacters that we need are reviewed in Section 3.3 and the aforementioned
criteria for irreducibility of certain tensor products is reviewed in Section 3.4. Section 3.5
contains the needed technical background about graded limits. Section 4 is entirely dedicated
to the proof of the main results: Theorem 2.4.4 and Proposition 2.4.6. In Section 4.1, we
deduce some facts about qcharacters and tensor products of Kirillov-Reshetikhin modules.
Upper bounds for certain outer multiplicities are obtained in Section 4.2 by studying graded
limits. The main technical obstacles for proving Theorem 2.4.4 in greater generality when
g is of type E arise from Lemma 4.2.3. Although the extra hypotheses are necessary for
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the validity of that Lemma, they may not be necessary for the validity of Theorem 2.4.4.
However, the proof with the techniques employed here, would require a much more intricate
analysis (see the last paragraph of Section 2.4 for more precise comments). The heart of the
proof of Proposition 2.4.6 is in Sections 4.3 and 4.4, where we study irreducible factors of
“incoherent” and “coherent” tensor products of Kirillov-Reshetikhin modules associated to
extremal nodes of the Dynkin diagram. Theorem 2.4.4 is finally proved in Section 4.5.
2. The Main Results
Throughout the paper, let C and Z denote the sets of complex numbers and integers,
respectively. Let also Z≥m,Z<m, etc. denote the obvious subsets of Z. Given a ring A, the
underlying multiplicative group of units is denoted by A×. The symbol ∼= means “isomorphic
to”. We shall use the symbol ⋄ to mark the end of remarks, examples, and statements of
results whose proofs are postponed. The symbol  will mark the end of proofs as well as of
statements whose proofs are omitted.
2.1. Classical and Quantum Algebras. Let I be the set of vertices of a finite-type simply
laced indecomposable Dynkin diagram and let g be the associated simple Lie algebra over C
with a fixed Cartan subalgebra h. Fix a set of positive roots R+ and let g±α, α ∈ R
+, and
g = n− ⊕ h ⊕ n+ be the associated root spaces and triangular decomposition. The simple
roots will be denoted by αi, the fundamental weights by ωi, i ∈ I, Q,P,Q
+, P+ will denote
the root and weight lattices with corresponding positive cones, respectively. Let also hα ∈ h
be the co-root associated to α ∈ R+. If α = αi is simple, we often simplify notation and
write hi. We denote by x
±
α any element spanning the root space g±α. In particular, we shall
write
(2.1.1) [x−α , x
−
β ] = x
−
α+β.
Let C = (cij)i,j∈I be the Cartan matrix of g, i.e., ci,j = αj(hi).
By abuse of language, we will refer to any subset J of I as a subdiagram of the Dynkin
diagram of g. Given J ⊆ I, we let J¯ be the minimal connected sudiagram of I containing J
and let ∂J be the subset of J consisting of nodes connected to at most one other node of J
and
J˚ = J \ ∂J.
For i, j ∈ I, set
[i, j] = {i, j}, (i, j] = [i, j] \ {i}, [i, j) = [i, j] \ {j}.
Define also the distance between i, j as
d(i, j) = #[i, j).
For a subdiagram J ⊆ I, we let gJ be the subalgebra of g generated by the corresponding
simple root vectors, hJ = h ∩ gJ and so on. Let also QJ be the subgroup of Q generated by
αj , j ∈ J , and R
+
J = R
+ ∩QJ . Set
(2.1.2) ϑJ =
∑
j∈J
αj
which is an element of RJ if J is connected. When J = I we may simply write ϑ. Given
λ ∈ P , let λJ denote the restriction of λ to h
∗
J and let λ
J ∈ P be such that λJ(hj) = λ(hj)
if j ∈ J and λJ(hj) = 0 otherwise. The support of µ ∈ P is defined by
supp(µ) = {i ∈ I : µ(hi) 6= 0}.
Given η =
∑
i∈I siαi ∈ Q, set
rsupp(η) = {i ∈ I : si 6= 0}, hti(η) = si, i ∈ I, and ht(η) =
∑
i∈I
si.
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For a Lie algebra a over C, let a˜ = a ⊗ C[t, t−1] be its loop algebras and identify a with
the subalgebra a ⊗ 1. Then, g˜ = n˜− ⊕ h˜ ⊕ n˜+ and h˜ is an abelian subalgebra. We denoted
by a[t] the subalgebra determined by a ⊗ C[t]. Let also a[t]+ = a ⊗ tC[t]. The elements
x±α ⊗ t
r, α ∈ R+, r ∈ Z, will be denoted by x±α,r and similarly we define hα,r. Given a ∈ C,
let τa be the Lie algebra automorphism of a[t] defined by
(2.1.3) τa(x⊗ f(t)) = x⊗ f(t− a) for every x ∈ a, f(t) ∈ C[t].
Let F be an algebraic closure of C(q), the ring of rational functions on an indeterminate
q, and let Uq(g) and Uq(g˜) be the associated Drinfeld Jimbo quantum groups over F. We use
the notation as in [24, Section 1.2]. In particular, the Drinfeld loop-like generators of Uq(g˜)
are denoted by x±i,r, hi,s, k
±1
i , i ∈ I, r, s ∈ Z, s 6= 0. Also, Uq(g) is the subalgebra of Uq(g˜)
generated by x±i = x
±
i,0, k
±1
i , i ∈ I, and the subalgebras Uq(n
±), Uq(h), Uq(n˜
±), Uq(h˜), Uq(gJ),
Uq(g˜J), where J ⊆ I, are defined in the expected way.
The ℓ-weight lattice of Uq(g˜) is the multiplicative group Pq of n-tuples of rational functions
µ = (µi(u))i∈I with values in F such that µi(0) = 1 for all i ∈ I. The elements of the
submonoid P+q of Pq consisting of n-tuples of polynomials will be refered to as dominant
ℓ-weights or Drinfeld polynomials. Given a ∈ F× and µ ∈ P , let ωµ,a ∈ Pq be the element
whose i-th rational function is
(1− au)µ(hi), i ∈ I.
In the case that µ = ωi for some i, we often simplify notation and write ωi,a. Note that Pq
is the (multiplicative) free abelian group on the set {ωi,a : i ∈ I, a ∈ F×}, let P denote the
subgroup generated by {ωi,a : i ∈ I, a ∈ C×}, and P+ = P+q ∩ P. If
(2.1.4) µ =
∏
(i,a)∈I×F×
ω
pi,a
i,a
we shall say that ωi,a (respectively, ω
−1
i,a ) appears in µ if pi,a > 0 (respectively, pi,a < 0). Let
wt : Pq → P be the group homomorphism determined by setting wt(ωi,a) = ωi. We have an
injective map Ψ : Pq → (Uq(h˜))
∗,ω 7→ Ψω, (see [24, Section 1.8]) and, hence, we identify Pq
with its image in (Uq(h˜))
∗ under Ψ. Similarly, there is an injective map P → h˜∗. Following
[6], given i ∈ I, a ∈ F×,m ∈ Z≥0, define
ωi,a,m =
m−1∏
j=0
ωi,aqm−1−2j and αi,a = ωi,aq,2
∏
j 6=i
ω
−1
j,aq,−cj,i
For ω ∈ Pq, let ωJ be the associated J-tuple of rational functions and let PJ = {ωJ :
ω ∈ Pq}. Similarly define P
+
J . Notice that ωJ can be regarded as an element of the ℓ-weight
lattice of Uq(g˜J). Let πJ : Pq → PJ denote the map ω 7→ ωJ . If J = {j} is a singleton, we
write πj instead of πJ . An ℓ-weight ω is said to be J-dominant if ωJ ∈ P
+
J . Let also QJ ⊂ PJ
(respectively, Q+J ) be the subgroup (submonoid) generated by πJ(αj,a), j ∈ J, a ∈ C
×. When
no confusion arises, we shall simply write αj,a for its image in PJ under πJ . Let
ιJ : Z[QJ ]→ Z[Qq],
be the ring homomorphism such that ιJ(αj,a) = αj,a for all j ∈ J, a ∈ C×. We shall often
abuse of notation and identify QJ with its image under ιJ . In particular, given µ ∈ Pq, we
set
µQJ = {µα : α ∈ ιJ(QJ)}.
It will also be useful to introduce the element ωJ ∈ Pq defined by
(ωJ)j(u) = ωj(u) if j ∈ J and (ω
J)j(u) = 1 otherwise.
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2.2. Finite-Dimensional Representations. We let C denote the category of finite-dimen-
sional g-modules and denote by V (λ) an irreducible g-module of highest weight λ ∈ P+. The
character of a g-module V will be denoted by ch(V ). We think of ch(V ) as an element of
the group ring Z[P ]. Let also Cq be the category of all finite-dimensional type 1 modules of
Uq(g). Thus, a finite-dimensional Uq(g)-module V is in Cq if V =
⊕
µ∈P Vµ where
Vµ = {v ∈ V : kiv = q
µ(hi)v for all i ∈ I}.
The character of V , also denote by ch(V ), is defined in the obvious way. The following
theorem summarizes the basic facts about Cq.
Theorem 2.2.1. Let V be an object of Cq. Then:
(a) dimVµ = dimVwµ for all w ∈ W .
(b) V is completely reducible.
(c) For each λ ∈ P+ the Uq(g)-module Vq(λ) generated by a vector v satisfying
x+i v = 0, kiv = q
λ(hi)v, (x−i )
λ(hi)+1v = 0, ∀ i ∈ I,
is irreducible and finite-dimensional. If V ∈ Cq is irreducible, then V is isomorphic to
Vq(λ) for some λ ∈ P
+.
(d) For all λ ∈ P+, ch(Vq(λ)) = ch(V (λ)). 
If J ⊆ I, we shall denote by Vq(λJ) the simple Uq(gJ)-module of highest weight λJ .
Since Cq is semisimple, it is easy to see that, if λ ∈ P
+ and v ∈ Vq(λ)λ is nonzero, then
Uq(gJ)v ∼= Vq(λJ ).
Let C˜q the category of all finite-dimensional ℓ-weight modules of Uq(g˜). Thus, a finite-
dimensional Uq(g˜)-module V is in C˜q if
V =
⊕
ω∈Pq
Vω
where
v ∈ Vω ⇔ ∃ k ≫ 0 s.t. (η −Ψω(η))
kv = 0 for all η ∈ Uq(h˜).
Vω is called the ℓ-weight space of V associated to ω. A nonzero vector v ∈ Vω is said to be
a highest-ℓ-weight vector if
ηv = Ψω(η)v for every η ∈ Uq(h˜) and x
+
i,rv = 0 for all i ∈ I, r ∈ Z.
V is said to be a highest-ℓ-weight module if it is generated by a highest-ℓ-weight vector. Note
that if V ∈ C˜q, then V ∈ Cq and
Vλ =
⊕
ω:wt(ω)=λ
Vω.
Given ω ∈ P+q , the local Weyl module Wq(ω) is the Uq(g˜)-module generated by a vector w
satisfying the defining relations
x+i,rw = 0, xw = Ψω(x)w, (x
−
i )
wt(ω)+1w = 0
for all i ∈ I, r ∈ Z, x ∈ Uq(h˜). It was proved in [12] that Wq(ω) ∈ C˜q for every ω ∈ P+q
and every finite-dimensional highest-ℓ-weight module of highest ℓ-weight ω is a quotient of
Wq(ω). Standard arguments show that Wq(ω) has a unique irreducible quotient, denoted by
Vq(ω). In particular, we get the following classification of the simple objects of C˜q.
Theorem 2.2.2. If V is a simple object of C˜q, then V is isomorphic to Vq(ω) for some
ω ∈ P+q . 
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Analogous results hold for the category C of finite-dimensional g˜-modules. In particular,
given ω ∈ P+, we let W (ω) and V (ω) denote the corresponding local Weyl module and
irreducible module, respectively. The following is a corollary of the proof that W (ω) is
finite-dimensional.
Proposition 2.2.3. Suppose V is a highest-ℓ-weight module for g˜ and let v be a highest-ℓ-
weight vector. Then, V = U(n−[t])v. 
2.3. Minimal affinizations. Since Cq is semisimple, for any object V ∈ C˜q we have an
isomorphism of Uq(g)-modules
V ∼=
⊕
µ ∈ P+
Vq(µ)
⊕mµ(V )
for some mµ(V ) ∈ Z≥0. We shall refer to the number mµ(V ) as the multiplicity of Vq(µ) in
V .
Given λ ∈ P+, V ∈ C˜q is said to be an affinization of Vq(λ) if
(2.3.1) mλ(V ) = 1 and mµ(V ) 6= 0 ⇒ µ ≤ λ.
Two affinizations of Vq(λ) are said to be equivalent if they are isomorphic as Uq(g)-modules.
The partial order on P+ induces a natural partial order on the set of (equivalence classes of)
affinizations of Vq(λ). Namely, if V and W are affinizations of Vq(λ), say that V ≤W if, for
each µ ∈ P+, one of the following conditions holds:
(i) mµ(V ) ≤ mµ(W );
(ii) if mµ(V ) > mµ(W ), there exists ν > µ such that mν(V ) < mν(W ).
A minimal element of this partial order is said to be a minimal affinization [1]. Clearly, a
minimal affinization of Vq(λ) must be irreducible as a Uq(g˜)-module and, hence, is of the form
Vq(ω) for some ω ∈ P
+
q such that wt(ω) = λ. More generally, any quotient of Wq(ω) is an
affinization of Vq(λ) provided wt(ω) = λ.
Suppose g is of type An. It follows from [20] that Vq(λ) has a unique equivalence class of
minimal affinizations and Vq(ω) is a minimal affinization if, and only if, it is an irreducible
Uq(g)-module. To describe the elements of P
+
q with this property, identify I with {1, 2, . . . , n}
in such a way that ci,i+1 = −1 for all 1 ≤ i < n and ω1 is the highest weight of the standard
representation of g. Given i, j ∈ I, i ≤ j, set
i|λ|j =
j∑
k=i
λ(hk).
If i = 1, we may write |λ|j instead of 1|λ|j and similarly if j = n. For i > j, we set i|λ|j = 0
and, for i ≤ j, define
pi,j(λ) = pj,i(λ) = i+1|λ|j + i|λ|j−1 + j − i.
In particular, pi,j(λ) = 0 if i = j and
pi,j(λ) = λ(hi) + λ(hj) + 2 i+1|λ|j−1 + j − i if i < j.
Theorem 2.3.1. [8] Vq(ω) is a minimal affinization of Vq(λ) if and only if there exist ai ∈
F×, i ∈ I, and ǫ = ±1 such that
(2.3.2) ω =
∏
i∈I
ωi,ai,λ(hi) with
ai
aj
= qǫpi,j(λ) for all i < j.

8 ADRIANO MOURA AND FERNANDA PEREIRA
Notice that (2.3.2) is equivalent to saying that there exist a ∈ F× and ǫ = ±1 such that
(2.3.3) ω =
∏
i∈I
ωi,ai,λ(hi) with ai = aq
ǫpi,n(λ) for all i ∈ I.
If # supp(λ) > 1, the pair (a, ǫ) in (2.3.3) is unique. In that case, if ω satisfies (2.3.2) with
ǫ = 1, we say that Vq(ω) is a decreasing minimal affinization. Otherwise, we say Vq(ω) is an
increasing minimal affinization. If # supp(λ) = 1, ω can be represented in the form (2.3.3)
by two choices of pairs (a, ǫ), one for each value of ǫ. We do not fix a preferred presentation
in that case. We consider ω to be simultaneously increasing and decreasing if # supp(λ) ≤ 1.
Assume now that g is of type D or E, let i∗ be the trivalent node, ω ∈ P
+
q and λ = wt(ω).
We will say that ω is preminimal if Vq(ωJ) is a minimal affinization for any connected
subdiagram J of type A such that J \ {i∗} is connected. It was proved in [10, Proposition
4.2] that, if Vq(ω) is a minimal affinization, then ω is preminimal. Henceforth, we assume ω
is preminimal. It will be proved in Lemma 3.2.4 that
(2.3.4) mµ(Vq(ω)) > 0 ⇒ Jµ is connected, where Jµ = rsupp(λ− µ).
Given i ∈ ∂I, let
Ii = ∂I \ {i}
Thus, Ii is the maximal connected subdiagram of type A which does not contain i, i∗ ∈ Ii, and
Ii \ {i∗} is disconnected. We will say that ω is i-minimal if Vq(ωIi) is a minimal affinization.
Define the minimality order of ω as
mo(ω) = #{i ∈ ∂I : Vq(ω) is i-minimal}.
If ω is preminimal of minimality order k, we shall simply say ω is preminimal of order k.
The minimality order of Vq(ω) is set to be mo(ω). Note that, if mo(ω) = 3, then Vq(ωJ) is
a minimal affinization for every connected sudiagram J of type A. One easily checks using
Theorem 2.3.1 that
(2.3.5) mo(ω) = 3 ⇒ supp(λ) is of type A ⇒ mo(ω) ≥ 2.
The next Theorem was proved in [10, 11].
Theorem 2.3.2.
(a) If supp(λ) is of type A, then Vq(ω) is a minimal affinization if and only if ω is is preminimal
of order 3. In particular, Vq(λ) has a unique equivalence class of minimal affinizations.
(b) If supp(λ) is not of type A and λ(hi∗) 6= 0, then Vq(ω) is a minimal affinization if and only
if ω is preminimal of order 2. In particular, Vq(λ) has 3 equivalence classes of minimal
affinizations.
(c) If g is of type D4, supp(λ) is not of type A, λ(hi∗) = 0, and Vq(ω) is a minimal affinization,
the order of ω is either 2 or 1. Moreover, the number of equivalence classes of minimal
affinizations of order 1 grows unboundedly with λ. 
Outside type A, a minimal affinization is typically not irreducible as a Uq(g)-module even
under the assumption of part (a) of Theorem 2.3.2. If λ satisfies the hypothesis of either part
(a) or (b) of Theorem 2.3.2 it is said to be regular. Otherwise it is said to be irregular. If
g is of type D and λ is regular, the character of the minimal affinizations were computed in
[28, 29] in terms of Demazure operators.
2.4. Coherent and Incoherent Affinizations. Assume g is of type D or E. For a con-
nected subdiagram J ⊆ I of type A, we shall say that a total ordering < on J is monotonic
if, for all i, k ∈ J , we have
ci,k = −1 and i < k ⇒ {j ∈ J : i < j < k} = ∅.
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For each such subdiagram there are exactly two choices of monotonic orderings and the
maximum and minimum of a monotonic ordering belong to ∂J . Each monotonic ordering
on J with the corresponding order-preserving identification of J with {1, . . . , n}, n = #J ,
induces an isomorphism of algebras
Uq(g˜J) ∼= Uq(s˜ln+1).
Then, given ω ∈ P+q such that Vq(ωJ) is a minimal affinization, we shall say that ωJ is
increasing or decreasing, with respect to the given ordering, if Vq(ωJ) is an increasing or
a decreasing minimal affinization for Uq(s˜ln+1) after pulling back the action by the above
isomorphism. If J ′ is another connected subdiagram of type A, we shall say that a choice
of monotonic orderings on J and J ′ is coherent if they coincide on J ∩ J ′. In that case, we
shall say that J and J ′ are coherently ordered. Evidently, given any two intersecting such
diagrams, there exists at least one choice of coherent orderings. The following lemma is also
easily established.
Lemma 2.4.1. Let J, J ′ be coherently ordered connected subdiagrams of type A. Suppose
ω ∈ P+q is such that both Vq(ωJ) and Vq(ωJ ′) are minimal affinizations and that
#(supp(wt(ω)) ∩ J ∩ J ′) > 1.
Then, ωJ is increasing if, and only if, ωJ ′ is increasing. 
Note that the assumption on the cardinality is essential in the above lemma.
Suppose ω ∈ P+q is preminimal of order 2, let k ∈ ∂I be the node such that ω is not k-
minimal, and choose coherent monotonic orderings on Il, l ∈ ∂I \ {k}. We shall say that ω is
coherent if Vq(ωIl), l 6= k, are either both increasing or both decreasing minimal affinizations.
Otherwise, we say that ω is incoherent. Note that the property of being coherent is intrinsic
to ω, i.e., it does not depend on the choice of coherent monotonic orderings on Il, l ∈ ∂Ik.
Moreover, it follows from the previous lemma that
(2.4.1) ω incoherent ⇒ #(supp(ω) ∩ [k, i∗]) ≤ 1.
We can graphically represent coherent Drifeld polynomials by the pictures
(2.4.2) ❤ ❤
✡
✡
❏
❏
❤
❤
✙
❨
k i∗ ❤ ❤
✡
✡
❏
❏
❤
❤
✯
❥
k i∗
where the first means it is decreasing towards k and the second it is decreasing away from k.
Similarly, incoherent ones can be represented by
(2.4.3) ❤ ❤
✡
✡
❏
❏
❤
❤
✯
❨
k i∗ ❤ ❤
✡
✡
❏
❏
❤
❤
✙
❥
k i∗
These pictures are inspired by those in the main theorem of [11]. More involved pictures
appear in the main theorem of [30].
Conjecture 2.4.2. Let ω ∈ P+q be preminimal of order 2 and let k ∈ ∂I be the node such
that ω is not k-minimal. If #(supp(wt(ω)) ∩ [i∗, k]) ≤ 1 and ω is coherent, Vq(ω) is not a
minimal affinization. ⋄
Remark 2.4.3. Note that, if supp(wt(ω)) ⊆ Ik, this conjecture follows from part (a) of The-
orem 2.3.2, since the minimal affinizations have minimality order 3. In that case, note that,
if #(supp(wt(ω)) ∩ Il) ≥ 2 for l ∈ ∂Ik, a graphic representation of the Drinfeld polynomial
of the minimal affinizations follows the picture (2.4.3). In other words, we can informally say
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that the minimal affinizations are incoherent, even though the notion is not defined when the
minimality order is 3.
It follows from the above paragraph that it remains to prove the conjecture in the case
#(supp(wt(ω)) ∩ [i∗, k]) = 1 and i∗ /∈ supp(wt(ω)). If #(supp(wt(ω)) ∩ [i∗, k]) > 1, the
conclusion of the conjecture is false by part (b) of Theorem 2.3.2. In fact, in the context of
Theorem 2.3.2(b), Vq(ω) is a minimal affinization if and only if ω is coherent. We shall see in a
forthcoming publication that the conclusion of the conjecture remains false if #(supp(wt(ω))∩
[i∗, k]) > 1 and i∗ /∈ supp(wt(ω)) (see also [30]). Note that this situation is realizable only if
#I > 4. ⋄
We will prove that the conclusion of Conjecture 2.4.2 holds under certain extra hypotheses
in the case g is of type E. To state them, we introduce the following notation. Given λ ∈ P+
and i ∈ ∂I, if supp(λ)∩ (i∗, i] 6= ∅, let iλ ∈ supp(λ)∩ (i∗, i] be the element which is closest to
i∗. Otherwise, set iλ = i. Set also
Iλ = {iλ : i ∈ ∂I} and I
λ
i = Ii ∩ I
λ for i ∈ ∂I.
Note iλ ∈ I
λ
j if, and only if, j 6= i. The main result of this paper is:
Theorem 2.4.4. Let ω ∈ P+q be preminimal of order 2 and let k ∈ ∂I be the node such that
ω is not k-minimal. Set λ = wt(ω) and assume #(supp(λ) ∩ [i∗, k]) = 1, i∗ /∈ supp(λ), and
ω is coherent. Then, Vq(ω) is not a minimal affinization provided either one of the following
hypothesis holds:
(i) g is of type D,
(ii) Iλ is of type D4 and d(k, i∗) > 1,
(iii) g is of type E6 and supp(λ) = ∂I.
More precisely, Vq(ω) > Vq(̟) for any ̟ ∈ P
+
q which is preminimal of order 2, not k-
minimal, incoherent, and such that wt(̟) = λ. ⋄
Remark 2.4.5. This completes the classification of minimal affinizations for g of type D4.
Namely, it was proved in [11] that, if Vq(ω) is an irregular minimal affinization, then it must
belong to 3 explicitly described families of preminimal affinizations (each family contains
more than one equivalence class of affinizations). One of such families consist of preminimal
affinizatons of order 1 (family (c) in the notation of [11]). The elements belonging to this
class are shown to be minimal affinizations in [11]. Moreover, they are not comparable to
any element of the other two families which are formed by the preminimal affinizations of
order 2: the coherent ones and the incoherent ones (families (a) and (b) in the notation of
[11]). It was conjectured in [11] that a given coherent preminimal affinization was equivalent
to its incoherent counterpart. This would imply that all members of all three families were
minimal affinizations, thus completing the classification. Theorem 2.4.4 shows that the co-
herent preminimal affinizations listed in [11] are actually not minimal affinizations. In fact,
the proof of Theorem 2.4.4 will show that a given coherent preminimal affinization is strictly
larger than its incoherent counterpart in the partial order of affinizations. Thus, all elements
of the incoherent family are minimal affinizations. The classification of irregular minimal
affinizations for type D4 can then be summarized as: the 3 equivalent classes of incoherent
preminimal affinizatios of order 2 together with the preminimal affinizations of order 1 listed
in family (c) of the main Theorem of [11]. See also Remark 4.2.4 for comments related to
the structure of these affinizations including an explanation of the erroneous announcement
about the correctness of the conjecture from [11] made in [24]. ⋄
The proof of Theorem 2.4.4, given in Section 4.5, relies on tensor product results from [3,
26], which will be reviewd in Section 3.4, and on the computation of certain outer multiplicities
NON-MINIMALITY OF CERTAIN IRREGULAR COHERENT PREMINIMAL AFFINIZATIONS 11
for preminimal affinizations satisfying
(2.4.4) mo(ωIλ) = 2 and λ(hi∗) = 0,
where λ = wt(ω), which we now explain. Thus, let ω ∈ P+ be preminimal satisfying (2.4.4),
let k ∈ ∂I be such that
(2.4.5) ωIλ is not kλ-minimal,
and set
V = Vq(ω).
One easily checks that supp(λ) intersects both connected components of Ik \ {i∗}. Notice
however that we are allowing the possibility
supp(λ) ∩ [k, i∗] = ∅,
in which case kλ = k. Recall (2.1.2) and set
(2.4.6) ν = λ− ϑIλ and νl = λ− ϑIλ
l
for l ∈ ∂I.
The following proposition will be crucial in the proof of Theorem 2.4.4.
Proposition 2.4.6. In the above notation, we have:
(a) Let l ∈ ∂I. Then, mνl(V ) = δl,k and mλ−αlλ (V ) = 0 if lλ ∈ supp(λ).
(b) If µ ∈ P+ satisfies ν < µ < λ and mµ(V ) > 0, then µ = νk,
(c) If ωIλ is coherent and kλ ∈ supp(λ), mν(V ) = 1,
(d) If ωIλ is incoherent and kλ ∈ supp(λ), mν(V ) = 0. ⋄
Since ωIλ is l-minimal for l 6= k and Il is of type A, the equality mνl(V ) = 0 is immediate
from the well-known Lemma 3.2.1 below which also implies mλ−αlλ (V ) = 0 for all l ∈ ∂I
such that lλ ∈ supp(λ). The remaining statement of part (a) (the equality mνk(V ) = 1) will
be proved in Section 4.1.
Using part (a), part (b) is then easily proved as follows. The condition µ > ν, together
with (2.3.4), implies that µ = λ − ϑJ for some connected subdiagram J properly contained
in Iλ. One easily checks that, for such J , we have
(2.4.7) λ− ϑJ ∈ P
+ ⇔ J = [lλ,mλ] with l,m ∈ ∂I, lλ,mλ ∈ supp(λ).
Hence, µ = νl for some l ∈ ∂I or µ = λ− αlλ with lλ ∈ supp(λ) and part (a) implies µ = νk.
Note that parts (a) and (b) of Proposition 2.4.6 imply that
mν(V ) = dim(Vν)− dim(Vq(λ)ν)− dim(Vq(νk)ν).
Hence, proving parts (c) and (d) is equivalent to proving that
(2.4.8) dim(Vν) = dim(Vq(λ)ν) + dim(Vq(νk)ν) + ξ
where ξ = 1 for part (c) and ξ = 0 for (d). The proof of (2.4.8) will be given in Sections 4.3
and 4.4 using qcharacter theory.
Part of the hypotheses on Theorem 2.4.4 is explained by the following lemma. The re-
maining hypotheses come from the generality that Theorem 3.4.1 below is presently proved.
Lemma 2.4.7. Let V be as in Proposition 2.4.6 and assume either one of the following
hypothesis:
(i) g is of type D,
(ii) Iλk is of type A3,
(iii) g is of type E6 and supp(λ) = ∂I.
If µ ∈ P+, satisfies mµ(V ) > 0 and µ 6= λ, then µ ≤ νk. ⋄
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The conclusion of this lemma is false outside these hypotheses. However, although we use
it in a strong manner in the proof of Theorem 2.4.4, these hypotheses may not be necessary
conditions for the validity of Conjecture 2.4.2. In fact, we believe the approach we use here
can be carried out in broader generality and the first step is to replace this lemma by a
characterization of the maximal elements of the set {µ ∈ P+ : µ < λ,mµ(V ) > 0}. We will
address this in a future work. In the case that hypothesis (ii) holds, Lemma 2.4.7 is a simple
consequence of Lemma 3.2.4. More generally, it will be proved as a consequence of Lemma
4.2.3.
2.5. Graded Limits. Let λ ∈ P+, and suppose ω ∈ P+q is of the form
(2.5.1) ω =
∏
i∈I
ωi,ai,λ(hi) for some ai ∈ F
×.
Suppose further that ai/aj ∈ q
Z for all i, j ∈ I (which is the case if Vq(ω) is a minimal
affinization). In that case, there exists a g[t]-module L(ω), referred to as the graded limit of
Vq(ω), satisfying
(2.5.2) ch(L(ω)) = ch(Vq(ω)).
The construction of L(ω) and the related literature will be revised in Section 3.5.
The graded local Weyl module of highest weight λ is the g[t]-module W (λ) generated by
a vector w satisfying the defining relations
n+[t]w = h[t]+w = 0, hw = λ(h)w, (x
−
i )
λ(hi)+1w = 0
for all h ∈ h and i ∈ I. It is known thatW (λ) is finite-dimensional and any finite-dimensional
graded g[t]-module generated by a highest-weight vector of weight λ is a quotient of W (λ)
(see [4] and references therein).
Assume g is of type D or E and, for k ∈ ∂I, let Mk(λ) be the quotient of W (λ) by the
submodule generated by
(2.5.3) x−ϑJ ,1w with J ⊆ Ii, ∀ i ∈ ∂Ik.
The following lemma will be proved in Section 3.5.
Lemma 2.5.1. Let ω ∈ P+q and suppose k ∈ ∂I is such that Vq(ωIi) is a minimal affinization
for i ∈ ∂Ik. Then, L(ω) is a quotient of Mk(λ). In particular,
mµ(Vq(ω)) ≤ mµ(Mk(λ)) for all µ ∈ P
+.
⋄
Conjecture 2.5.2. Let ω ∈ P+q be preminimal of order 2 and let k ∈ ∂I be such that ω is
not k-minimal. If ω is coherent and supp(λ) ∩ [k, i∗] 6= ∅, then L(ω) ∼=Mk(λ). ⋄
This is a partial rephrasing of a conjecture from [24] which was proved still in [24] for
g of type D4 and in [28, 29] in the case that g is of type D, λ is regular, and Vq(ω) is a
minimal affinization. The proof for type D4 given in [24] depends only on the hypothesis
that ω is coherent, regardless if λ is irregular or if Vq(ω) is a minimal affinization and, as far
as we can tell, the same should be true for that given in [28, 29]. In particular, these proofs
also provide with formulas for computing the graded character of L(ω). Parts (a) and (c) of
Proposition 2.4.6 as well as Lemma 2.4.7 in the case g is of type D and ω is coherent can
then be deduced from such computations. However, one needs much less information about
the graded character to prove these statements. Namely, after Lemma 2.5.1, it suffices to
prove
(2.5.4) mµ(Mk(λ)) 6= 0 ⇒ µ ≤ νk,
(2.5.5) µ ∈ {νk, ν}, kλ ∈ supp(λ) ⇒ mµ(Mk(λ)) = 1 and mµ(L(ω)) 6= 0.
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We will actually prove the following slightly stronger result.
For a graded vector space V , let V [s] be the s-th graded piece. If V is a graded g[t]-module,
then V [s] is a g-submodule of V for every s and we set
msµ(V ) = mµ(V [s]), µ ∈ P
+.
Proposition 2.5.3. Let ω ∈ P+q be preminimal of order 2 and let k ∈ ∂I be such that ω is
not k-minimal. We have:
(a) msνk(Mk(λ)) = δs,1 and, if kλ ∈ supp(λ), m
s
ν(Mk(λ)) = δs,1;
(b) mνk(L(ω)) 6= 0 and, if ω is coherent and kλ ∈ supp(λ), then mν(L(ω)) 6= 0;
(c) under the hypotheses of Lemma 2.4.7, if µ ∈ P+ satisfies µ < λ and msµ(Mk(λ)) > 0 for
some s ∈ Z, then µ ≤ νk. ⋄
The first equalities in parts (a) and (b) as well part (c) will be proved in Section 4.2. The
second equality in part (a) is a consequence of the second statement of part (b) together with
Lemma 2.5.1 and (4.2.6). The second statement of part (b) is a consequence of Proposition
2.4.6(c) which will be proved in Section 4.4 (see also Remark 4.2.4).
It follows from Proposition 2.5.3 that
(2.5.6) Mk(λ) ∼=g V (λ)⊕ V (νk)⊕N ⊕
⊕
µ<νk
µν
V (µ)⊕mµ(Mk(λ)),
where
N ∼=
{
V (ν), if kλ ∈ supp(λ),
0, otherwise.
Moreover,
V (νk)⊕N ⊆Mk(λ)[1].
Let Nk(λ) be the quotient of Mk(λ) by the g[t]-submodule generated by N . In light of the
above results, part (d) of Proposition 2.4.6 becomes equivalent to the following lemma.
Lemma 2.5.4. Assume ω is incoherent and not k-minimal. Then, under the hypothesis of
Proposition 2.4.6, L(ω) is a quotient of Nk(λ). ⋄
Remark 2.5.5. The theory of g-stable Demazure modules plays a prominent role in the
study of graded limits of minimal affinizatios. In [21, 28, 29], it has been proved that the
graded limits of minimal affinizations g of classical type or G2 with regular highest weight
are generalized Demazure modules. It appears to us that this is no longer the case for the
incoherent minimal affinzations as the simplest case does not appear to be even a Chari-
Venkatesh module. Understanding the structure of the module Nk(λ), which is most likely
isomorphic to the graded limit of the incoherent minimal affinizations, from the point of view
of Demazure theory is certainly a topic that must be investigated. We shall come back to
this in the future. ⋄
3. Technical Background
In this section we review the technical background we shall need for proving Proposition
2.4.6 and Theorem 2.4.4.
3.1. On the Dimensions of Certain Weight Spaces. Let p : Q → Z be Kostant’s
partition function. In other words, p(η) is the number of ways of writing η as a sum of
positive roots or, equivalently,
p(η) = #Pη,
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where
Pη =
ξ : R+ → Z≥0 : η = ∑
α∈R+
ξ(α)α
 .
In particular, p(αi) = 1 for all simple roots and η ∈ Q \Q
+ ⇒ p(η) = 0. The PBW theorem
implies dim(U(n+)η) = p(η). In particular, for λ ∈ h
∗ and M(λ) the Verma module of
highest-weight λ, we have
dim(M(λ)λ−η) = p(η).
In the proof of (2.4.8), we will use a similarly flavored formula which applies to V (λ), λ ∈ P+,
for certain η ∈ Q+.1 Thus, consider
Pλη = {ξ ∈ Pη : α ∈ supp(ξ)⇒ rsupp(α) ∩ supp(λ) 6= ∅}
where
supp(ξ) = {α ∈ R+ : ξ(α) 6= 0}.
Let v be a highest-weight vector for V (λ) and recall that, for all subdiagram J ⊆ I,
(3.1.1) J ∩ supp(λ) = ∅ and rsupp(α) ⊆ J ⇒ x−α v = 0.
A straightforward application of the PBW theorem then gives
(3.1.2) dim(V (λ)λ−η) ≤ #P
λ
η for all λ ∈ P
+, η ∈ Q.
Proposition 3.1.1. If J ⊆ I is connected and λ ∈ P+ satisfies supp(λ) ∩ J ⊆ ∂J , then
dim(V (λ)λ−ϑJ ) = #P
λ
ϑJ
.
Proof. Since dim(V (λ)λ−η) = dim(V (λJ )λJ−ηJ ) if η ∈ QJ , we may assume J = I. It is well
known that we have an isomorphism of n−-modules
V (λ) ∼= U(n−)/Uλ with Uλ =
∑
i∈I
U(n−)(x−i )
λ(hi)+1.
Setting
n−λ =
⊕
α∈R+:
rsupp(α)∩supp(λ)6=∅
g−α,
it follows from the PBW Theorem that we have an isomorphism of vector spaces
V (λ)λ−ϑ ∼=
(
U(n−λ )/U
′
λ
)
−ϑ
with U ′λ =
∑
i∈I:
λ(hi)6=0
U(n−λ )(x
−
i )
λ(hi)+1.
Since (U ′λ)−ϑ = 0 and dim(U(n
−
λ )−ϑ) = #P
λ
ϑ , the proposition follows. 
Let us make explicit all possible values of #PλϑJ . As in the proof of the proposition, to
simplify notation, we assume J = I and, hence, supp(λ) ⊆ ∂I. In that case,
(3.1.3) #Pλϑ =

1, if #supp(λ) = 1,
#supp(λ), if #supp(λ) = 2,
3(n − 2) + 1, if #supp(λ) = 3 and g is of type Dn,
4(n − 2)− 2, if #supp(λ) = 3 and g is of type En.
To prove this, we will explicitly describe the elements of Pλϑ . Notice that
ξ ∈ Pλϑ ⇒ #supp(ξ) ≤ #supp(λ) and ξ(α) ≤ 1 for all α ∈ R
+.
1Although we are assuming throughout the text that g is simply laced, Section 3.1 is valid in complete
generality with no need of modifications in the text.
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Therefore, in order to describe ξ, it suffices to describe its support. If #supp(λ) = 1, the
unique element ξ ∈ Pλϑ is characterized by supp(ξ) = {ϑ}. If supp(λ) = {k, l} with k 6= l,
then, for each i ∈ [k, l] let ξi be the element whose support is
{ϑ[k,i], ϑ(i,l]} \ {0}.
One easily checks that P λϑ = {ξi : i ∈ [k, l]}, which proves (3.1.3) in this case. Finally, assume
#supp(λ) = 3 and write ∂I = {k, l,m} such that {m} is a connected component of I \ {i∗}
and #[l, i∗] ≤ #[k, i∗]. In particular, Im = I \ {m} = [k, l] and, for type D, l and m are spin
nodes. For any connected subdiagram I ′ ⊆ I and i ∈ I ′, set
P(I ′) = {J ⊆ I ′ : J is connected}, Pi(I
′) = {J ∈ P(I ′) : i ∈ J},
and Poi (I
′) = Pi(I
′) ∪ {∅}.
In the case that I ′ = I we may simply write P and Pi. Note that
(3.1.4) #Pk(Im) = n− 1 and #P
o
k([k, i∗)) =
{
n− 2, for type D,
n− 3, for type E.
Given J ∈ Pk(Im), let ξJ be determined by
supp(ξJ) = {αm, ϑJ , ϑIm\J} \ {0}.
Given J ∈ Pok([k, i∗)), let ξ
′
J and ξ
′′
J be determined by
supp(ξ′J) = {ϑJ , ϑI\[k,m], ϑ[k,m]\J} \ {0} and supp(ξ
′′
J) = {ϑJ , ϑI\J} \ {0}.
One easily checks that the elements ξJ , ξ
′
J ′ , ξ
′′
J ′ , J ∈ Pk(Im), J
′ ∈ Pok([k, i∗)) are all distinct.
Moreover, if g is of type D, then
Pλϑ = {ξJ , ξ
′
J ′ , ξ
′′
J ′ : J ∈ Pk(Im), J
′ ∈ Pok([k, i∗))},
which proves (3.1.3). Consider also ξ′′′J , J ∈ P
o
k([k, i∗)), determined by
supp(ξ′′′J ) = {ϑJ , αl, ϑI\(J∪{l})} \ {0}.
If g is of type D, we have ξ′J = ξ
′′′
J for all J ∈ P
o
k([k, i∗)). However, for type E, these are
actually new elements and one easily checks that
Pλϑ = {ξJ , ξ
′
J ′ , ξ
′′
J ′ , ξ
′′′
J ′ : J ∈ Pk(Im), J
′ ∈ Pok([k, i∗))},
completing the proof of (3.1.3).
It will be useful to compare dim(V (λ)λ−ϑ) with dim(Wλ−ϑ) where
(3.1.5) W =
⊗
i∈∂I
V (λi), λi = λ(hi)ωi,
and we keep assuming supp(λ) ⊆ ∂I. We will see that
(3.1.6) dim(Wλ−ϑ) = dim(V (λ)λ−ϑ) +m with m =

0, if # supp(λ) = 1,
1, if # supp(λ) = 2,
n+ 1, if # supp(λ) = 3.
Let J λ be the set of families J = (Ji)i∈supp(λ) of disjoint connected subdiagrams of I
satisfying
i /∈ Ji ⇔ Ji = ∅
and, given η ∈ Q, set
J λη =
J ∈ J λ : η = ∑
i∈supp(λ)
ϑJi
 .
One easily sees that
(3.1.7) hti(η) ≤ 1 for all i ∈ I ⇒ dim(Wλ−η) = #J
λ
η .
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Consider the map Ψ : J λϑ → P
λ
ϑ determined by
supp(Ψ(J)) = {ϑJi : i ∈ ∂I} \ {0},
which is clearly surjective. We claim that, for all ξ ∈ Pλϑ , we have
(3.1.8) # Ψ−1(ξ) = Φ(ξ) + 1 where Φ(ξ) = # supp(λ)−# supp(ξ).
Assuming this, we complete the proof of (3.1.6) as follows. If # supp(λ) = 1, Φ(ξ) = 0 for all
ξ ∈ Pλϑ . In other words, Ψ is bijective and (3.1.6) follows from Proposition 3.1.1 and (3.1.7).
If # supp(λ) = 2, there is a unique ξ ∈ Pλϑ such that Φ(ξ) 6= 0: the one whose support is
{ϑ}. Therefore, # J λϑ = 1 + # P
λ
ϑ and (3.1.6) follows. Finally, If # supp(λ) = 3, we have
to count the sets
{ξ ∈ Pλϑ : Φ(ξ) = 1} and {ξ ∈ P
λ
ϑ : Φ(ξ) = 2}.
The second set has exactly one element: the one whose support is {ϑ}. Therefore, we are left
to show that the first set has n − 1 elements. But indeed, ξ belongs to that set if, and only
if, there exists i ∈ I \ {i∗} such that
supp(ξ) = {ϑ[i,∂i], ϑI\[i,∂i]}
where ∂i is the element of ∂I lying in the same connected component of I \ {i∗} as i.
It remains to prove (3.1.8). Fix J ∈ Ψ−1(ξ). If Φ(ξ) = 0, then Ji 6= ∅ for all i ∈ supp(λ)
and the claim is clear. If Φ(ξ) = 1, then there exist k, l ∈ supp(λ) such that k ∈ Jl and,
hence, Jk = ∅. One easily checks that the unique other element of Ψ
−1(ξ) is the one obtained
from J by switching Jk and Jl. Finally, if Φ(ξ) = 2, we must have # supp(λ) = 3 and there
exists unique k ∈ supp(λ) such that Jk 6= ∅. In particular, supp(λ) ⊆ Jk and the other two
elements of Ψ−1(ξ) are obtained from J by moving Jk to any of the other two positions. This
completes the proof of (3.1.6).
Finally, we deduce some information about the outer multiplicities in W . Namely, write
W ∼=
⊕
µ∈P+
V (µ)⊕mµ(W )
Proposition 3.1.2. Let µ ∈ P+ be such that hti(λ−µ) ≤ 1 for all i ∈ I. Then, mµ(W ) 6= 0
if and only if µ = λ−ϑJ with J = S for some S ⊆ supp(λ),#S 6= 1. In that case, mµ(W ) = 1
if #S < 3 and mµ(W ) = 2 if #S = 3.
Proof. Set J = rsupp(λ− µ). If J ∩ supp(λ) = ∅, then for all J ′ ⊆ J , dim(V (λi)λi−ϑJ′ ) = 0
for all i ∈ ∂I and, hence, dim(Wµ) = 0. If #J ∩ supp(λ) = 1, i ∈ ∂I , and J
′ ⊆ J ,
then dim(V (λi)λi−ϑJ′ ) ≤ 1 with equality holding if, and only if, i ∈ J
′. In particular,
dim(Wµ) = dim(V (λ)µ) and, hence, mµ(W ) = 0. Similarly, we conclude that, if each con-
nected component of J intersects supp(λ) in at most one node, then mµ(W ) = 0.
Let k, l ∈ supp(λ), k 6= l. If J = [k, l], then dim(Wµ) = dim(V (λ)µ) + 1 by (3.1.6) and,
hence, mµ(W ) = 1. This proves the proposition if I has no trivalent node and we can assume
g is of types D or E. Since g is simply laced and one easily sees that if there exists j ∈ ∂J
such that j /∈ supp(λ), then µ = λ − ϑJ /∈ P
+. Hence, we can assume #supp(λ) = 3 and
J = I.
It follows from the cases already considered that
mλ−ϑ[i,j](W ) = 1 for all i, j ∈ supp(λ), i 6= j.
Let k ∈ ∂I. Writing ν = λ−ϑ and using (3.1.3) with I ′ = (i∗, k] in place of I and (λ−ϑIk)
I′
in place of λ, we see that
(3.1.9) dim(V (λ− ϑIk)ν) = d(i∗, k).
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One easily checks that
(3.1.10)
∑
k∈∂I
d(k, i∗) = n− 1.
Combining this with (3.1.6) we get
dim(Wν)− dim(V (λ)ν)−
∑
k∈∂I
dim(V (λ− ϑIk)ν) = 2.
Since no other irreducible factor of W has ν as weight, we conclude mν(W ) = 2. 
3.2. Reduction to Diagram Subalgebras. We now collect several useful technical results
related to the action of diagram subalgebras.
Lemma 3.2.1. [10, Lemma 2.4] Suppose ∅ 6= J ⊆ I defines a connected subdiagram of the
Dynkin diagram of g, let V be a highest-ℓ-weight module with highest-ℓ-weight ω ∈ P+, λ =
wt(ω), v ∈ Vλ \ {0}, and VJ = Uq(g˜J)v. Then, mµ(V ) = mµJ (VJ ) for all µ ∈ λ−Q
+
J . 
Keeping the notation of Lemma 3.2.1, notice that if V is irreducible, then VJ ∼= Vq(ωJ).
Hence,
(3.2.1) ν ∈ ωQJ ⇒ dim(Vq(ω)ν) = dim(Vq(ωJ)νJ ).
The next lemma is an easy consequence of [10, Lemma 2.6].
Lemma 3.2.2. Let i0 ∈ I be such that
I = J1 ⊔ {i0} ⊔ J2 (disjoint union)
where J1 is of type A, J2 ⊔ {i0} is connected and cjk = 0 for all j ∈ J1, k ∈ J2. Let
ω ∈ P+, λ = wt(ω), and suppose Vq(ωJ1) is a minimal affinization of Vq(λJ1). Let also
µ = λ−
∑
j∈I\{i0}
sjαj with sj ∈ Z≥0 for all j ∈ I \ i0.
If mµ(Vq(ω)) > 0, then sj = 0 for all j ∈ J1. 
Proposition 3.2.3. [10, Proposition 3.3] Suppose g is of type A and let ω ∈ P+, λ = wt(ω)
be such that
(i) Vq(ω) is not a minimal affinization of Vq(λ), and
(ii) Vq(ωI\{i}) is a minimal affinization of Vq(λI\{i}) for any i ∈ ∂I.
Then, mλ−ϑ(Vq(ω)) > 0. 
Lemma 3.2.4. Suppose g is of type D or E, let ω ∈ P+q be preminimal, λ = wt(ω), and
V = Vq(ω). Let µ ∈ P
+ be such that
(3.2.2) µ < λ and mµ(V ) 6= 0.
Then, Jµ := rsupp(λ − µ) is connected and mµ(V ) = mµJµ (Vq(ωJµ)). Moreover, for each
k ∈ ∂I we have:
(a) If m /∈ Jµ for some m ∈ [i∗, k], then [m,k] ∩ Jµ = ∅. In particular, i∗ ∈ Jµ.
(b) There exists unique j ∈ [i∗, k] such that (j, k] ∩ Jµ = ∅ and [j, i∗] ⊆ Jµ.
(c) If ω is k-minimal, then j 6= i∗.
Proof. Assuming parts (a) and (b), the first two claims of the lemma can be proved as follows.
Let jk be defined as in (b) for each k ∈ ∂I. It is clear from (a) and (b) that Jµ = {jk : k ∈ ∂I}
showing that it is connected. The second claim of the lemma is then immediate from Lemma
3.2.1.
18 ADRIANO MOURA AND FERNANDA PEREIRA
The first claim in part (a) follows from a straightforward application of Lemma 3.2.2 with
i0 = m,J1 = (m,k], and J2 = I \ [m,k]. For the second, note that, since i∗ ∈ [i∗,m] for all
m ∈ ∂I, if we had i∗ /∈ Jµ, it would follow that Jµ = ∅, contradicting the first assumption in
(3.2.2). For part (b), let j be the element of Jµ ∩ [i∗, k] which is closest to k. Then, part (a)
implies that j satisfies the desired properties.
To prove (c), note that, if j = i∗, we would have (i∗, k] ∩ Jµ = ∅ and, hence, µ ∈ λ−Q
+
Ik
.
Since Ik is of type A and µ < λ, we would have mµJk (Vq(ωIk)) = 0. On the other hand,
Lemma 3.2.1 would imply thatmµ(V ) = mµJk (Vq(ωIk)), contradicting the second assumption
from (3.2.2). 
We can now give a proof of Lemma 2.4.7 under the assumption that hypothesis (ii) is
satisfied. Recalling the notation there, we have
Vq(ωIλm) is a minimal affinization for m 6= k.
Defining jm,m ∈ ∂I, as in Lemma 3.2.4, it follows that jm 6= i∗ for m ∈ ∂Ik. Hypothesis (ii)
implies that Iλk ⊆ Jµ and, hence, µ ≤ νk.
3.3. qCharacters. Let Z[P ] be the integral group ring over P . Given χ ∈ Z[P], say
χ =
∑
µ∈P
χ(µ)µ,
we identify it with the function P → Z,µ → χ(µ). Conversely, any function P → Z with
finite support can be identified with an element of Z[P]. The qcharacter of V ∈ C˜q is the
element qch(V ) corresponding to the function
µ 7→ dim(Vµ).
We set
wtℓ(V ) = {µ ∈ Pq : Vµ 6= 0} and wtℓ(Vµ) = {µ ∈ wtℓ(V ) : wt(µ) = µ},
for all µ ∈ P .
The Frenkel-Mukhin algorithm [14] is one of the main tools for computing qcharacters of
simple objects of Ĉq, although it is not applicable to any such object. From the basic theory
leading to the algorithm, we will only need the following result here (a proof can also be
found in [6]).
Lemma 3.3.1. Let V ∈ Ĉq, i ∈ I, and ̟ ∈ Pq. Suppose there exists v ∈ V̟ \ {0} satisfying
x+i,rv = 0 for all r ∈ Z and that ̟
{i} = ωi,a,m for some a ∈ F×,m > 0. Then,
(3.3.1) ̟α−1
i,aqm−1
∈ wtℓ(V ).

3.4. Tensor Products. The algebra Uq(g˜) is a Hopf algebra. We now review the facts about
tensor products of objects from Ĉq that we need.
It is well-known that the tensor product of weight vectors is a weight vector and, hence,
if V,W ∈ Cq, we have ch(V ⊗W ) = ch(V )ch(W ). Although the tensor product of ℓ-weight
vectors is not an ℓ-weight vector in general, it was proved in [15] (see also [6]) that we still
have
(3.4.1) qch(V ⊗W ) = qch(V )qch(W ) for every V,W ∈ C˜q.
It turns out that tensor products of nontrivial simple objects from C˜q may be simple as
well. For the proof of Theorem 2.4.4, we will need some sufficient criteria for the irreducibility
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of certain tensor products of minimal affinizations which we now recall. The following is the
first half of main result of [26].
Theorem 3.4.1. Let g be of type An, λ ∈ P
+ \ {0}, and consider
π =
∏
i≤j
ω
i,aq
−pi,j(λ),λ(hi)
and π′ = ωn,b,η
for some a, b ∈ F×, η ∈ Z>0 where j = max{i ∈ I : i ∈ supp(λ)}. Then, Vq(π) ⊗ Vq(π′) is
reducible if and only if there exist s ∈ Z, j′ ∈ supp(λ), and η′ ∈ Z>0 such that b = aqs and
either one of the following options hold:
(i) η′ ≤ min{λ(hj′), η} and s+ η + n− j
′ + 2 = −pj′,j(λ)− λ(hj′) + 2η
′;
(ii) η′ ≤ min{|λ|, η} and λ(hj) + n− j + 2 = s− η + 2η
′. 
Remark 3.4.2. Note that Vq(π), with π as in Theorem 3.4.1, is an increasing minimal
affinization. Similar results for decreasing minimal affinizations as well as for tensor products
with KR modules associated to the first node can be obtained from Theorem 3.4.1 by means of
duality arguments. The precise statements can be found in [26, Corollary 4.2.2]. The second
half of Theorem 3.4.1 states that when such tensor products are reducible, they are length-
two modules and the Drinfeld polynomial of the irreducible factor with lower highest-weight
is explicitly described. ⋄
We will also need a criterion that guarantees the irreducibility of tensor products of KR
modules associated to nodes in ∂I when g is of type D. To deduce it, we begin by recalling
some facts about duality (a slightly more complete review was given in [26, Section 4.1]). For
any two finite-dimensional Uq(g˜)-modules V and W , we have
(3.4.2) (V ⊗W )∗ ∼=W ∗ ⊗ V ∗.
Also, given ω ∈ P+, we have
(3.4.3) Vq(ω)
∗ ∼= Vq(ω
∗) where ω∗i (u) = ωw0·i(q
−h∨u).
Here, h∨ is the dual Coxeter number of g, w0 is the longest element of W and w0 · i = j if
and only if w0ωi = −ωj. The following lemma is well-known and easily established.
Lemma 3.4.3. Suppose V is an object from C˜q. Then, V is simple if and only if both V and
V ∗ are highest-ℓ-weight modules. 
The following is a rewriting of part of [3, Corollary 6.2].
Proposition 3.4.4. Suppose g is of type Dn, i, j ∈ ∂I be distinct mi,mj ∈ Z>0, ai, aj ∈ F×,
and let V = Vq(ωi,ai,mi) ⊗ Vq(ωj,aj ,mj ) and m = min{mi,mj}. The following are sufficient
conditions for V to be a highest-ℓ-weight module:
(a)
aj
ai
6= qmi+mj+2(2s−p) for all 1 ≤ p ≤ m, 1 ≤ s ≤ ⌊n−12 ⌋ if both i and j are spin nodes.
(b)
aj
ai
6= qmi+mj+n−2p for all 1 ≤ p ≤ m if either i or j is not a spin node. 
Remark 3.4.5. There is a typo in [3, Corollary 6.2] regarding part (a) of the above proposi-
tion. Namely, the range for the parameter s is claimed to be 0 ≤ s ≤ ⌊n−12 ⌋. The absence of
the possibility s = 0 is crucial for our purposes. We have rechecked the computations related
to the proof of [3, Corollary 6.2] and have established that indeed s = 0 can be removed from
the range. Note that this correction is compatible with part (b) of the proposition in the
sense that, in type D4, since all elements of ∂I “are spin nodes”, part (a) should “coincide”
with (b). If s = 0 were allowed, the number of obstructions coming from (a) would be twice
as many as from part (b). With this correction, parts (a) and (b) coincide in all elements of
∂I for type D4. ⋄
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Recall that, if g is of type D, then
(3.4.4) w0 · i = i if i is not a spin node.
In particular, if i is a spin node, so is w0 ·i. Then, combining the last proposition with (3.4.2),
(3.4.3), and Lemma 3.4.3, one easily establishes:
Corollary 3.4.6. Suppose g is of type Dn, i, j ∈ ∂I be distinct mi,mj ∈ Z>0, ai, aj ∈ F×,
and let V = Vq(ωi,ai,mi) ⊗ Vq(ωj,aj ,mj ) and m = min{mi,mj}. The following are sufficient
conditions for V to be irreducible.
(a) (
aj
ai
)±1 6= qmi+mj+2(2s−p) for all 1 ≤ p ≤ m, 1 ≤ s ≤ ⌊n−12 ⌋ if both i and j are spin nodes.
(b) (
aj
ai
)±1 6= qmi+mj+n−2p for all 1 ≤ p ≤ m if either i or j is not a spin node. 
Remark 3.4.7. Using the combinatorics of qcharacters in terms of tableaux, a necessary
and sufficient condition in the context of part (a) of the above Corollary was obtained in [30].
Moreover, in the case that V is reducible, an explicit description of the Drinfeld polynomial
of its irreducible factor whose highest weight is the second highest was also obtained. Com-
ments about the difference between the sufficient condition given by Corollary 3.4.6 and the
necessary and sufficient one obtained in [30] will appear in [27]. For the moment, it suffices
to say that s = 0 (see previous remark) indeed corresponds to an irreducible tensor product
according to [30]. ⋄
3.5. Classical and Graded Limits. Let A = C[q, q−1] ⊆ F and let UA(g˜) be the A-
subalgebra of Uq(g˜) generated by the elements (x
±
i,r)
(k), k±1i for i ∈ I, r ∈ Z, and k ∈ Z≥0
where (x±i,r)
(k) =
(x±i,r)
k
[k]! . Define UA(g) similarly and notice that UA(g) = UA(g˜) ∩ Uq(g) . For
the proof of the next proposition see [2, Lemma 2.1] and the locally cited references.
Proposition 3.5.1. We have Uq(g˜) = F⊗A UA(g˜) and Uq(g) = F⊗A UA(g). ⋄
Regard C as an A-module by letting q act as 1 and set
(3.5.1) Uq(g˜) = C⊗A UA(g˜) and Uq(g) = C⊗A UA(g).
Denote by η the image of η ∈ UA(g˜) in Uq(g˜). The proof of the next proposition can be found
in [9, Proposition 9.2.3] and [23].
Proposition 3.5.2. U(g˜) is isomorphic to the quotient of Uq(g˜) by the ideal generated by
ki − 1, i ∈ I. In particular, the category of Uq(g˜)-modules on which ki act as the identity
operator for all i ∈ I is equivalent to the category of all g˜-modules. ⋄
Denote by P+A the subset of Pq consisting of n-tuples of polynomials with coefficients in
A. Let also P×A be the subset of P
+
A consisting of n-tuples of polynomials whose leading
terms are in CqZ\{0} = A×. Given ω ∈ P+A , let ω be the element of P
+
q obtained from ω by
evaluating q at 1. Given a UA(g˜)-submodule L of a Uq(g˜)-module V , define
(3.5.2) L¯ = C⊗A L.
Then, L¯ is a g˜-module by Proposition 3.5.2. The next theorem was proved in [12].
Theorem 3.5.3. Let ω ∈ P×A , V ∈ C˜q a highest-ℓ-weight module of highest ℓ-weight ω,
v ∈ Vω \ {0}, and L = UA(g˜)v. Then, L¯ is a highest-ℓ-weight module for g˜ with highest-ℓ-
weight ω and ch(L¯) = ch(V ). ⋄
Given ω ∈ P×A , we denote by Vq(ω) the g˜-module L¯ with L as in the above theorem.
Assume ω = ωλ,a for some a ∈ C× and let v¯ be a nonzero vector in Vq(ω)λ. It follows
from Theorem 3.5.3 that
(h⊗ f(t))v¯ = f(a)hv¯ for all h ∈ h, f(t) ∈ C[t, t−1].
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Moreover, it follows from the proof of [24, Proposition 3.13] that, if J is a connected subdia-
gram of type A such that Vq(ωJ) is a minimal affinization, then
(3.5.3) x−α,rv¯ = a
rx−α v¯ for all α ∈ R
+
J , r ≥ 0.
We shall regard Vq(ω) as a g[t]-module which is generated by v¯ by Proposition 2.2.3. Denote
by L(ω) the g[t]-module obtained from Vq(ω) by pulling-back the action by the automorphism
τa defined in (2.1.3) and let v ∈ L(ω)λ \ {0}. It follows from the above considerations that
L(ω) = U(g[t])v, n+[t]v = h[t]+v = 0, hv = λ(h)v for all h ∈ h. Hence, L(ω) is a quotient
of W (λ). Moreover, Theorem 3.5.3 and part (d) of Theorem 2.2.1 imply (2.5.2). Also, by by
(3.5.3), if J is a connected subdiagram of type A such that Vq(ωJ) is a minimal affinization,
(3.5.4) x−α,rv = 0 for all α ∈ R
+
J , r > 0,
which easily implies Lemma 2.5.1.
4. Proofs
4.1. On Characters and Tensor Products of KR-Modules. We will need some in-
formation on qcharacters and tensor products of Kirillov-Resehetikhin modules. Thus, let
ω = ωi,a,m for some i ∈ I, a ∈ F,m > 0 and let v ∈ L(ω)mωi \ {0}. We begin with the
following well-known fact:
(4.1.1) µ ∈ P+, µ < mωi, mµ(L(ω)) 6= 0 ⇒ hti(λ− µ) > 1.
Since, for all connected subdiagrams J , we have hti(ϑJ) ≤ 1, this implies
(4.1.2) dim(Vq(ω)mωi−ϑJ ) = dim(V (mωi)mωi−ϑJ ) ≤ 1
where the inequality follows from Proposition 3.1.1 which also implies that
(4.1.3) dim(Vq(ω)mωi−ϑJ ) = 1 ⇔ i ∈ J.
LetM be a tensor product of KR-modules associated to distinct nodes, say Vq(ωi,ai,mi), i ∈
I, and set λ =
∑
imiωi. Let also W = ⊗i∈IV (miωi). It follows from the above discussion
that
(4.1.4) dim(Wλ−ϑJ ) = dim (Mλ−ϑJ ) for all J ⊆ I.
In particular, Proposition 3.1.2 apply to M in place of W . Therefore, if V, νk, and ν are as
in Proposition 2.4.6, it follows that
(4.1.5) mνk(V ) ≤ 1 and mν(V ) ≤ 2.
Proposition 3.2.3 then implies that mνk(V ) = 1 thus completing the proof of part (a) of
Proposition 2.4.6. A proof of (4.1.1) will be reviewed along the way when we perform some
estimates using graded limits in Section 4.2. These estimates will also imply that we actually
have
(4.1.6) mν(V ) ≤ 1,
an improvement of (4.1.5) which will be crucial in our approach for proving the last two parts
of Proposition 2.4.6.
Since most of the literature on qcharacters uses the Y -notation of [15], we shall write all
arguments within the context of qcharacters using that notation as well. Given a ∈ F×, i ∈
I, r ∈ Z,m ∈ Z≥0, set
(4.1.7) Yi,r,m = ωi,aqm+r−1,m.
Let PZ be the submonoid of Pq generated by Yi,r := Yi,r,1, i ∈ I, r ∈ Z. Following [14], given
ω ∈ PZ \ {1}, define
(4.1.8) r(ω) := max{r ∈ Z : Y ±1i,r appears in ω for some i ∈ I}.
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Then, ω is said to be right negative if Yi,r(ω) does not appear in ω for all i ∈ I. Clearly, the
product of right negative ℓ-weights is a right negative ℓ-weight and a dominant ℓ-weight is
not right negative.
Given a connected subdiagram J ⊆ I define
J+ = {i ∈ I \ J : ci,j < 0 for some j ∈ J}.
If l ∈ J , define also
(4.1.9) ∂lJ =
{
l, if J = {l},
(∂J) \ {l}, otherwise,
and,
(4.1.10)
Yl,r,m(J) = Yl,r,m−1
∏
i∈J+
Yi,r+2(m−1)+d(i,l)
 ∏
i∈∂lJ
Yi,r+2m+d(i,l)
−1×
(Yi∗,r+2m+d(i∗,l))
ǫ
for all r,m ∈ Z,m > 0, where
ǫ = 0 if J is of type A and ǫ = 1 otherwise.
In particular,
Yl,r,m(J) is right negative and r(Yl,r,m(J)) = r + 2m+ dl,J
where dl,J = max{d(l, j) : j ∈ J}. Set also
(4.1.11) Yl,r,m(J) = Yl,r,m if l /∈ J.
Lemma 4.1.1. Let V = Vq(Yl,r,m) for some l ∈ I, r,m ∈ Z,m > 0, and λ = mωl. For every
connected subdiagram J ⊆ I containing l, dim(Vλ−ϑJ ) = 1 and Vλ−ϑJ = VYl,r,m(J).
Proof. After (4.1.2) and (4.1.3), it suffices to show that
(4.1.12) Yl,r,m(J) ∈ wtℓ(V )
for every connected subdiagram J which is either empty or contains l. This is obvious if
J = ∅. Otherwise, let i ∈ ∂lJ, J
′ = J \ {i}, and assume, by induction hypothesis on #J ,
that Yl,r,m(J
′) ∈ wtℓ(V ). Note also that λ − ϑJ ′ + αi is not a weight of V and, hence, if
v ∈ VYl,r,m(J ′), we have
x+i,rv = 0 for all r ∈ Z.
It follows that the hypotheses of Lemma 3.3.1 are satisfied and one easily checks that Yl,r,m(J)
is obtained from Yl,r,m(J
′) by the formula (3.3.1), thus proving (4.1.12). 
Lemma 4.1.2. Let i, j ∈ I,ω = Yi,ri,miYj,rj ,mj̟ for some ri, rj ,mi,mj ∈ Z,mi,mj > 0,
and ̟ ∈ P+ such that [i, j] ∩ supp(wt(̟)) = ∅. Let also λ = wt(ω) and assume ri ≤ rj.
Then,
dim(Vq(ω)λ−ϑ[i,j]) =
{
d(i, j) + 1, if rj − ri = 2mi + d(i, j),
d(i, j) + 2, otherwise.
Proof. By Lemma 3.2.1, we may assume {i, j} = ∂I and, hence, ̟ = 1 and g is of type A. If
rj − ri = 2mi + d(i, j), then Vq(ω) is a minimal affinization. Hence, it is isomorphic to V (λ)
as Uq(g)-module and we are done by Proposition 3.1.1 and (3.1.3). Otherwise, Vq(ω) is not
a minimal affinization and Proposition 3.2.3 implies
dim(Vq(ω)λ−ϑ) ≥ dim(V (λ)λ−ϑ) + 1 = d(i, j) + 2.
The opposite inequality is immediate from Proposition 3.1.2. 
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Remark 4.1.3. It is actually not difficult to prove the following improvement of the previous
lemma:
̟Yi,ri,mi([i, j] \ J)Yi,r2,m2(J) ∈ wtℓ(Vq(ω))
for all connected subdiagram J containing j. Moreover, if rj − ri 6= 2mi + d(i, j), the same
holds for J = ∅. Thus, these are exactly the elements of wtℓ(Vq(ω)λ−ϑ[i,j]) all with multiplicity
1. ⋄
4.2. Computations with Graded Limits. We now compute some upper bounds for outer
multiplicities in graded limits which will lead to proofs of Lemma 2.4.7, (4.1.6), as well as
most of Proposition 2.5.3.
Given a ∈ Z>0 and i ∈ I, set
Ra = {α ∈ R
+ : max{hti(α) : i ∈ I} = a}
and note that R+ is the disjoint union of the sets Ra. Fix k ∈ ∂I, recall the definition of
Mk(λ) from (2.5.3), and let
v ∈Mk(λ)λ \ {0}.
We obviously have
(4.2.1) x−α,sv = 0 ⇒ x
−
α,rv = 0 for all r ≥ s.
Lemma 4.2.1. Let α ∈ R1. Then, x
−
α,2v = 0. Moreover, if there exists l ∈ ∂Ik such that
either lλ /∈ rsupp(α) or lλ = l /∈ supp(λ), then x
−
α,1v = 0. ⋄
Proof. Let ∂Ik = {l,m}. Then, if α ∈ R1, we have α = β + γ with rsupp(β) ⊆ Il and
rsupp(γ) ⊆ Im. By definition of Mk(λ),
x−β,1v = x
−
γ,1v = 0
and, hence,
x−α,2v = [x
−
β,1, x
−
γ,1]v = 0.
For the second statement, note there exists a connected subdiagram J ⊆ [lλ, i∗) such that
rsupp(α) ⊆ Il ∪ J, supp(λ) ∩ J = ∅, and α = β + γ for some
β ∈ R+J ∪ {0} and γ ∈ R
+
Il
∪ {0}.
If either β = 0 or γ = 0, there is nothing else to do. Otherwise, since J ∩ supp(λ) = ∅,
x−β v = 0 and it follows that
(4.2.2) x−α,1v = [x
−
β , x
−
γ,1]v = 0.

Consider the basis B := {x−α,r : α ∈ R
+, r ≥ 0} of n−[t]. Given a subset S ⊆ B and a
choice of total order on S, we denote by U(S) the subspace of U(n−[t]) spanned by PBW
monomials formed from elements of S. Let
(4.2.3) Rλ1 = {α ∈ R1 : I
λ
k ⊆ rsupp(α)}, R>1 = R
+ \R1,
(4.2.4) Sλ1 = {x
−
α,1 : α ∈ R
λ
1}, and S>1 = {x
−
α,r : α ∈ R>1, r > 0}.
Note, by inspecting the root systems, that ϑIλ
k
is a minimal element of R>1 ∪ R
λ
1 . Lemma
4.2.1 implies that
(4.2.5) Mk(λ) = U(n
−)U(S>1)U(S
λ
1 )v.
Standard arguments (cf. [24, Lemma 2.3]) and the aforementioned minimality of ϑIλ
k
imply
msνk(Mk(λ)) ≤ δs,1.
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Then, if ω ∈ P+q is l-minimal for l ∈ ∂Ik and wt(ω) = λ, it follows from Lemmas 2.5.1 and
3.2.1 that
mνk(Vq(ω)) ≤ 1.
This recovers the first part of (4.1.5) and, moreover, if ω is not k-minimal, Proposition 3.2.3
implies the first statements of parts (a) and (b) of Proposition 2.5.3. Moreover, the only
PBW monomial x ∈ U(S>1)U(S
λ
1 ) such that xv has weight ν = λ−ϑIλ is clearly x = x
−
ϑ
Iλ
,1.
Therefore,
(4.2.6) msν(Mk(λ)) ≤ δs,1.
In particular, if V is as in Proposition 2.4.6,
(4.2.7) dim(V (λ)ν) + dim(V (νk)ν) ≤ dim(Vν)
(4.2.6)
≤ dim(V (λ)ν) + dim(V (νk)ν) + 1,
where the first inequality follows from parts (a) and (b) of Proposition 2.4.6. Regarding the
proof of Proposition 2.5.3, it remains to prove the second statement of part (b) as well as
part (c). The remainder of this subsection is dedicated to the latter.
Remark 4.2.2. If V is a KR-module associated to the node i ∈ I and v is the image of its
highest-weight vector in the graded limit, a similar argument to the above proves
x−α,1v = 0 if hti(α) ≤ 1
which implies (4.1.1) (cf. [2, 7, 16, 24, 25]). ⋄
For the remainder of this subsection, assume the hypotheses of Lemma 2.4.7.
Lemma 4.2.3. Let α ∈ R+. If there exists l ∈ ∂Ik such that lλ /∈ rsupp(α), x
−
α,1v = 0. ⋄
Proof. If Iλk is of type A3, it follows that rsupp(α) ⊆ Il and there is nothing to do. Hence,
we can assume either hypothesis (i) or (iii) of Lemma 2.4.7 is satisfied. In particular, n > 4
and, if g is of type D, k is a spin node while l is not a spin node.
Assume α ∈ Ra. Since the case a = 1 was proved in Lemma 4.2.1, we also assume a ≥ 2. If
g is of type D, α = β+γ with β, γ ∈ R+ such that rsupp(β) ⊆ [i∗, l], rsupp(β)∩ supp(λ) = ∅,
and γ ∈ R1. Since lλ /∈ rsupp(γ), the case a = 1 implies that x
−
γ,1v = 0 and we are done
using (4.2.2) once more. We are left with the case that hypothesis (iii) of Proposition 2.4.6
is satisfied, i.e., g is of type E6 and supp(λ) = ∂I. Recall that, for type E6, we have
Ra 6= ∅ ⇔ a ≤ 3 and a = 3 ⇒ rsupp(α) = I.
Hence, we must have a = 2. An inspection of the root system shows that α = β + γ
with β ∈ (m, i∗] for some m ∈ ∂Ik and γ ∈ R1 such that lλ /∈ rsupp(γ). In particular,
rsupp(β) ∩ supp(λ) = ∅ and (4.2.2) completes the proof as before. 
Let
(4.2.8) Rλ = {α ∈ R+ : Iλk ⊆ rsupp(α)} and S
λ
>1 = {x
−
α,r : α ∈ R
λ \R1, r > 0}.
This time we obviously have
(4.2.9) ϑIλ
k
= minRλ
while Lemma 4.2.3 implies that
(4.2.10) Mk(λ) = U(n
−)U(Sλ>1)U(S
λ
1 )v.
Another application of [24, Lemma 2.3] proves
µ ∈ P+, µ < λ, mµ(Mk(λ)) 6= 0 ⇒ µ ≤ νk.
This, together with Lemmas 2.5.1 and 3.2.1, implies Lemma 2.4.7 and part (c) of Proposition
2.5.3.
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Remark 4.2.4. One can proceed with the methods used in the proof of [24, (5-10)] to prove
that, if ωIλ is coherent, then
mλ−sϑ
Iλ
k
(Vq(ω)) = m
s
λ−sϑ
Iλ
k
(Mk(λ)) = 1
for all 1 ≤ s ≤ m = min{λ(hi) : i ∈ I
λ
k } and mν(Vq(ω)) = m
1
ν(Mk(λ)) = 1. This would
complete the proof of Proposition 2.5.3 as well as of part (c) of Proposition 2.4.6. However,
since the proof of part (d) of Proposition 2.4.6 along the same lines is still unclear to us (cf.
Remark 2.5.5), we will not go in that direction here. Instead, we will give proofs for both
cases within the same spirit using qcharacters.
We recall that [24, (5-10)] is a formula for all outer multiplicities of L(ω) for type D4 whose
proof implies the validity of Conjecture 2.5.2 in that case. It was claimed in the closing remark
of [24] that similar arguments implied that equation (5-10) also gave the outer multiplicities
in the case that ω is incoherent. Part (d) of Proposition 2.4.6 implies this is false. The
one step that was overlooked in the closing remark of [24] was the proof of the existence of
the second surjective map in the statement of the corresponding incoherent analogue of [24,
Proposition 5.14]. That map actually does not exist in the case ω is incoherent while it is
easily seen to exist if ω is coherent using [24, Corollary 4.4]. ⋄
4.3. Incoherent Tensor Products of Boundary KR-Modules. Continuing our prepa-
ration to prove the last two parts of Proposition 2.4.6, we will conduct a partial study of the
simple factors of
(4.3.1) W =
⊗
i∈∂I
Vq(Yi,ri,λi),
for certain choices of the parameters ri, λi (recall (4.1.7)). Namely, setting
ω =
∏
i∈∂I
Yi,ri,λi ,
we study W in the cases that mo(ω) = 2 and λi 6= 0 for all i ∈ ∂I. We treat the case that ω
is incoherent here, leaving the coherent case to Section 4.4. As usual, we let k ∈ ∂I be the
node such that ω is not k-minimal.
The incoherence of ω implies there exists a unique choice of l,m ∈ ∂Ik such that
2
(4.3.2) rl = rk + 2λk + d(k, l) and rk = rm + 2λm + d(k,m).
In particular,
rm < rk < rl.
Recall (4.1.10) and (4.1.11) and set
(4.3.3) ωl = Ym,rm,λm(Il)Yk,rk,λkYl,rl,λl and ωm = Ym,rm,λmYk,rk,λk(Im)Yl,rl,λl
Recalling that Il = [m,k] and Im = [l, k], one easily checks using (4.3.2) that
ωl = Ym,rm,λm−1Yk,rk+2,λk−1Yl,rl,λlYl∗,rm+2(λm−1)+d(l∗ ,m)
and(4.3.4)
ωm = Ym,rm,λmYk,rk,λk−1Yl,rl+2,λl−1Ym∗,rk+2(λk−1)+d(m∗ ,k).
Here l∗ is the element of (i∗, l] closest to i∗ and similarly for m∗. In particular, ωm,ωl ∈ P
+
q .
Let λ = wt(ω) and ν = λ− ϑI .
Lemma 4.3.1. Let ̟ ∈ wtℓ(W ).
(a) If wt(̟) ≥ ν, dim(W̟) = 1. In particular, dim(Wν) = #wtℓ(Wν).
(b) If ̟ ∈ P+q \ {ω,ωm,ωl} and Vq(̟) is an irreducible factor of W , wt(̟)  ν.
2All results of this section remain valid if λk = 0 as long as one defines rk as in the second equality of
(4.3.2).
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Proof. Set
D = {µ ∈ wtℓ(W ) : wt(µ) ≥ ν}
and, as in the proof of (3.1.6), let J be the set of triples (Ji)i∈∂I of disjoint connected
subdiagrams of I satisfying
i /∈ Ji ⇔ Ji = ∅.
Given J ∈ J , define
(4.3.5) ω(J) =
∏
i∈∂I
Yi,ri,λi(Ji) and supp(J) = {i ∈ ∂I : Ji 6= ∅}.
It easily follows from (3.4.1) and Lemma 4.1.1 that
(4.3.6) D = {ω(J) : J ∈ J }.
Thus, part (a) is equivalent to showing that the map J → Pq, J 7→ ω(J), is injective. In
preparation for proving that as well as part (b), we first collect some information about the
elements ω(J).
If supp(J) = ∅, there is nothing to do. Otherwise, there exists s ∈ I such that s ∈ ∂aJa
for some a ∈ ∂I. Evidently, given such s, a is uniquely determined. Set
(4.3.7) π(J, s) = Y −1
s,ra+2λa+d(s,a)
 ∏
b∈∂Ia:
d(s,Jb)=1
Ys,rb+2(λb−1)+d(s,b)

(∏
b∈∂I
(Ys,rs,λs−δs,a)
δs,b
)
,
where d(s, Jb) = min{d(s, i) : i ∈ Jb} if Jb 6= ∅ and d(s, Jb) =∞ otherwise. By definition, the
s-th entry of ω(J) coincides with that of π(J, s). We begin by proving that
(4.3.8) Y −1
s,ra+2λa+d(s,a)
appears in ω(J) unless s ∈ ∂Ia and (s, a) ∈ {(l, k), (k,m)}.
Indeed,
s /∈ ∂I ⇒ π(J, s) = Y −1
s,ra+2λa+d(s,a)
 ∏
b∈∂Ia:
d(s,Jb)=1
Ys,rb+2(λb−1)+d(s,b)

and, hence, Y −1
s,ra+2λa+d(s,a)
does not appear if and only if there exists b ∈ ∂Ia such that
d(s, Jb) = 1 and
(4.3.9) rb + 2(λb − 1) + d(s, b) = ra + 2λa + d(s, a).
Note that (4.3.9) implies
(4.3.10) rb < ra + 2λa + d(a, b) and ra < rb + 2λb + d(a, b).
Indeed,
rb < rb + 2(λb − 1) + d(s, b)
(4.3.9)
= ra + 2λa + d(s, a) < ra + 2λa + d(a, b)
and
ra < ra + 2λa + d(s, a)
(4.3.9)
= rb + 2(λb − 1) + d(s, b) < rb + 2λb + d(a, b).
However, (4.3.10) contradicts (4.3.2), thus proving (4.3.8) when s /∈ ∂I. Indeed, the contra-
diction is clear if (a, b) ∈ {(l, k), (k, l), (k,m), (m,k)}, while
rl
(4.3.2)
= rm + 2λm + 2λk + d(k,m) + d(k, l) = rm + 2λm + 2λk + d(m, l) + 2d(k, i∗)
> rm + 2λm + d(m, l),
revealing the contradiction with (4.3.10).
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On the other hand,
s ∈ ∂I ⇒ π(J, s) = Y −1
s,ra+2λa+d(s,a)
Ys,rs,λs−δs,a ,
and, hence, there will be a cancellation if, and only if,
∃ 0 ≤ p < λs − δs,a such that rs + 2p = ra + 2λa + d(s, a).
But then,
rs = ra + 2λa + d(s, a)− 2p ≤ ra + 2λa + d(s, a),
and (4.3.2) implies that p = 0 and (s, a) ∈ {(l, k), (k,m)} completing the proof of (4.3.8).
Moreover,
(4.3.11) (s, a) ∈ {(l, k), (k,m)} ⇒ π(J, s) = Ys,rs,λs−1.
Let J, J ′ ∈ J be such that
ω(J) = ω(J ′).
To see that J = J ′, thus proving part (a), we will show that
(4.3.12) ∂Ja = ∂J
′
a for all a ∈ ∂I.
Let s ∈ ∂aJa for some a ∈ ∂I. If Y
−1
s,ra+2λa+d(s,a)
appears in ω(J), then s ∈ ∂bJ
′
b for some
b ∈ ∂I and
ra + 2λa + d(s, a) = rb + 2λb + d(s, b).
If it were a 6= b, this would imply (4.3.10), which is a contradiction as seen before. Hence,
we must have b = a. If Y −1
s,ra+2λa+d(s,a)
does not appear in ω(J), then (s, a) ∈ {(l, k), (k,m)}
and π(J ′, s) = Ys,rs,λs−1. The latter implies that s ∈ ∂bJ
′
b for some b ∈ ∂I and (s, b) ∈
{(l, k), (k,m)}. Hence, b = a, completing the proof of (4.3.12).
We now show that
(4.3.13) D ∩ P+q = {ω,ωm,ωl},
which proves part (b). Let J ∈ J be such that ω(J) ∈ P+q and assume supp(J) 6= ∅. It
follows from (4.3.8) that
(4.3.14) either [k,m] = Jm or [l, k] = Jk.
For the former, it follows that Jk = ∅ and
Yk,rk,λk(Jk)Ym,rm,λm(Jm) ∈ P
+
q .
Since Yl,rl,λl(Jl) is right negative if Jl 6= ∅, it follows that ω(J) = ωl. Similarly, if [l, k] = Jk,
it follows that ω(J) = ωm. 
We prove next that
(4.3.15) dim(Vq(ωl)ν) = d(l∗, l) + 2 and dim(Vq(ωm)ν) = d(m∗,m) + 2,
Plugging l∗ in place of of i and l in place of j in Lemma 4.1.2, the first equality follows
provided
(4.3.16) rl − (rm + 2(λm − 1) + d(l∗,m)) 6= 2 + d(l∗, l).
But (4.3.2) implies the left-hand-side is strictly larger than the right-hand-side. For the
second statement in (4.3.15), we plug m in place of i and m∗ in place of j in Lemma 4.1.2
and check, using (4.3.2), that
rk + 2(λk − 1) + d(m∗, k)− rm 6= 2λm + d(m∗,m).
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Remark 4.3.2. For g of type D and assuming that both elements of ∂Ik are spin nodes, it
was proved in [30, Lemma 4.6.3] that Vq(ω) is ℓ-minuscule. This implies that the qcharacter
of Vq(ω) can be computed by means of the FM algorithm. A sketchy use of the algorithm was
then used to prove (4.3.15) by performing a counting of ℓ-weights. The argument presented
here, replaces this counting by a combination of Lemma 3.3.1, which is part of the background
of the FM algorithm, with the results of Section 3.1. It is interesting to note that the proof of
[30, Lemma 4.6.3] also relies on special cases of the results from Section 3.1 whose proof in [30,
Lemma 6.1] was sketched by making use of Nakajima’s monomial realization of Kashiwara’s
crystals B(λ), λ ∈ P+. The proofs we gave in Section 3.1 are completely classical. Although
the strategy developed here for proving Proposition 2.4.6(d) does not rely on whether Vq(ω)
is ℓ-minuscule or not, it would be interesting to check if this is true in the generality we are
working here. To keep the length of the present paper under reasonable limits, we shall leave
this topic to a future work. ⋄
We are ready for:
Proof of Proposition 2.4.6(d). Since mν(V ) = mν
Iλ
(Vq(ωIλ)), we can assume I
λ = I and,
hence, supp(λ) = ∂I. By (4.2.7), we have
dim(Vν) = dim(V (λ)ν) + dim(V (νk)ν) + ξ with 0 ≤ ξ ≤ 1,
and, after (2.4.8), we need to show that ξ = 0. By (3.1.9),
dim(V (νk)ν) = d(k, i∗),
while (3.1.6) implies
dim(Wν) = dim(V (λ)ν) + n+ 1.
One the other hand, (3.1.10) is equivalent to
d(k, i∗) = n− 3− d(l∗, l)− d(m∗,m)
and, hence,
dim(Wν)− dim(Vν) = d(l∗, l) + d(m∗,m) + 4− ξ
(4.3.15)
= dim(Vq(ωm)ν) + dim(Vq(ωl)ν)− ξ > dim(Vq(ωi)ν)
for i = l,m. Lemma 4.3.1 implies that V, Vq(ωm), and Vq(ωl) are the only possible irreducible
factors of W having ν as a weight. Thus, the above computation shows that both Vq(ωm)
and Vq(ωl) are indeed irreducible factors of W and, therefore, ξ = 0. 
Remark 4.3.3. At the end of the above proof, we have shown that both Vq(ωm) and
Vq(ωl) are irreducible factors of W . It is interesting to observe that, in the case that
d(l, i∗), d(m, i∗) > 1 (in particular g is of type E), (4.1.5) would suffice in the above proof
without the need of the sharper (4.1.6) and, hence, independently of the results of Section
4.2. The same comments apply to the coherent case treated in the next subsection. ⋄
4.4. Coherent Tensor Products of Boundary KR-Modules. We recall the following
well-known proposition which is easily proved by considering pull-backs by the automorphisms
given by [1, Propositions 1.5 and 1.6] together with dualization (cf. [26, Section 4.1]).
Proposition 4.4.1. Let λ ∈ P+,ω =
∏
i∈I ωi,ai,λ(hi), and ̟ =
∏
i∈I ωi,bi,λ(hi), with ai, bi ∈
C×. If there exists ε = ±1 such that
ai
aj
=
(
bj
bi
)ε
for all i, j ∈ I,
then Vq(ω) ∼=Uq(g) Vq(̟). 
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Let W be as in Section 4.3 but this time assume ω is coherent. Thus, letting k ∈ ∂I be
the node such that ω is not k-minimal, by Proposition 4.4.1, we may assume
(4.4.1) rl = rk + 2λk + d(k, l) for all l ∈ ∂Ik.
Using (4.1.10), set
ωl = Yk,rk,λk(Il)
∏
i∈∂Ik
Yi,ri,λi and ω
′ = Yk,rk,λk(I)
∏
i∈∂Ik
Yi,ri,λi .
Since
d(k, l)− d(k, l∗) = d(l, l∗),
(4.4.1) implies
(4.4.2) ωl = Yk,rk,λk−1Ym,rm+2,λm−1Yl,rl,λlYl∗,rl−2−d(l,l∗),
where m ∈ ∂Ik,m 6= l, and
(4.4.3) ω′ = Yk,rk,λk−1Yi∗,rk+2λk+d(i∗,k)
∏
i∈∂Ik
Yi,ri+2,λi−1.
If there exists l ∈ ∂Ik such that
(4.4.4) rl + 2λl + d(l,m) = rm + 2p for some 0 ≤ p < λm,
where m ∈ ∂Ik,m 6= l, set also
ω
′′ = Yk,rk,λkYl,rl,λl(Ik)Ym,rm,λm
= Yk,rk,λkYk∗,rl+2(λl−1)+d(k∗,l)Yl,rl,λl−1Ym,rm,pYm,rm+2(p+1),λm−p−1.
Note that if such l exists, it is unique.
Lemma 4.4.2. Let ̟ ∈ wtℓ(W ).
(a) If ̟ ∈ {ω,ω′,ω′′,ωi : i ∈ ∂Ik}, dim(W̟) = 1.
(b) If wt(̟) ≥ ν and ̟ /∈ {ω,ω′,ω′′,ωi : i ∈ ∂Ik}, then ̟ /∈ P
+
q . In particular, if Vq(̟) is
an irreducible factor of W , wt(̟)  ν.
Proof. Defining D and ω(J) as in the proof of Lemma 4.3.1, (4.3.6) remains valid. As before,
we start by collecting some information about the elements ω(J) such that supp(J) 6= ∅. For
π(J, s) defined as in (4.3.7), we will prove that there exists at least one choice of (a, s) with
a ∈ supp(J) and s ∈ ∂aJa such that
(4.4.5) Y −1
s,ra+2λa+d(s,a)
appears in ω(J),
unless #supp(J) = 1 and one of the following options holds:
(i) Jk = I;
(ii) Jk = Il for some l ∈ ∂Ik;
(iii) If l ∈ supp(J), l 6= k, then Jl = Ik = [l,m] and the pair (l,m) satisfies (4.4.4).
To prove this, suppose (4.4.5) does not hold for all choices of (a, s). Assume first that
(4.4.6) ∃ a ∈ supp(J) such that ∂aJa ∩ ∂Ia = ∅.
Since none of the options (i)–(iii) satisfy this hypothesis, we need to show this is yields a
contradiction. Fix such a and let s ∈ ∂aJa, which implies s /∈ ∂Ia. As seen in the proof
of Lemma 4.3.1, there must exist b ∈ ∂Ia such that d(s, Jb) = 1 for which (4.3.9) holds.
As before, this implies (4.3.10) which, this time, contradicts (4.4.1) if (a, b) ∈ {(l, k), (k, l) :
l ∈ ∂Ik}. In particular, a, b 6= k and k /∈ supp(J). Note that, if {l,m} = {a, b} and
t ∈ ∂lJl ∩ (i∗, k), then d(t, Jm) > 1, which implies (4.4.5) holds with (l, t) in place of (a, s).
Thus, either Ja ∪Jb = Ik or k ∈ Jb. If Ja ∪Jb = Ik, letting t ∈ ∂bJb, it follows that d(s, t) = 1
and
π(J, t) = Y −1
t,rb+2λb+d(t,b)
Yt,ra+2(λa−1)+d(t,a).
30 ADRIANO MOURA AND FERNANDA PEREIRA
We claim (4.4.5) holds with (b, t) in place of (a, s), yielding the desired contradiction. Indeed,
this is not the case if and only if
rb + 2λb + d(t, b) = ra + 2(λa − 1) + d(t, a),
which contradicts (4.3.9) since d(s, b) = d(t, b) + 1 and d(t, a) = d(s, a) + 1. If k ∈ Jb and
there exists t ∈ ∂bJb \ {k}, the same argument yields a contradiction. It remains to deal with
the case Jb = Ia and Ja = I \ Ia = (i∗, a]. In this case, we check that (4.4.5) holds with (b, k)
in place of (a, s). Indeed,
(4.4.7) π(J, k) = Y −1
k,rb+2λb+d(k,b)
Yk,rk,λk .
Thus, Y −1
k,rb+2λb+d(k,b)
is canceled if and only if
(4.4.8) rb + 2λb + d(k, b) = rk + 2p for some 0 ≤ p < λk.
One easily checks that (4.4.1) implies that there is no such p.
Assume now
(4.4.9) ∂aJa ∩ ∂Ia 6= ∅ for all a ∈ supp(J)
which implies #supp(J) = 1 and Ja is either I or Im for some m ∈ ∂Ia. In particular, if
k ∈ supp(J), then either option (i) or (ii) holds and we are done. Otherwise, we need to
show we are in case (iii). Indeed, letting l be the element of supp(J), we must have Jl = I
or Jl = Im for some m ∈ ∂Il. If k ∈ ∂lJl, then (4.4.7) holds with b = l and we have a
contradiction as before. Hence, we must have Jl = Ik = [l,m] which implies
π(J,m) = Y −1
m,rl+2λl+d(m,l)
Ym,rm,λm ,
and we see that Y −1
m,rl+2λl+d(m,l)
is canceled if and only (4.4.4) holds, thus proving we are in
case (iii). This completes the proof of (4.4.5).
Note that ω(J) = ω′ if J is as in (i), ω(J) = ωl if J is as in (ii), and ω(J) = ω
′′ if J is as
in (iii). Since (4.4.5) implies ω(J) /∈ P+q if J does not satisfy one of these three conditions,
all claims of the lemma follows. 
Remark 4.4.3. Notice that part (a) of Lemma 4.4.2 is weaker than that of Lemma 4.3.1.
Indeed, that stronger statement is false in the context of this subsection. Similar arguments
to those employed in the proof of Lemma 4.3.1 can be used to show that, if wt(̟) ≥ ν, then
dim(W̟) ≤ 2 and equality holds if and only if there exists s ∈ I such that
(4.4.10) 2λl + d(l, k) + d(s, l) = 2λm + d(m,k) + d(s,m) with {l,m} = ∂Ik
and one of the following conditions holds:
(i) There exists such s in [l,m] and ̟ = ω(J) for some J ∈ J such that s ∈ ∂lJl and
[m, s) ⊆ Jm;
(ii) Such s exists only in (i∗, k] and ̟ = ω(J) for some J ∈ J such that Jl = [l, s] and
Jm = [m, i∗).
In case of (i), we have ̟ = ω(J ′) with J ′l = Jl \ {s}, J
′
m = Jm ∪ {s}, and J
′
k = Jk. In case
of (ii), ̟ = ω(J ′) with J ′l = [l, i∗), J
′
m = [m, s], and J
′
k = Jk. Since these facts will not play
a role in this paper, we omit the details. It might be interesting to observe that, for generic
λ, there is no s ∈ I satisfying (4.4.10) and, hence, part (a) of Lemma 4.3.1 is valid in the
present context for “most” values of λ. ⋄
Lemma 4.4.4. If (4.4.4) holds, ω′′ ∈ wtℓ(Vq(ω)).
Proof. Observe that wt(ω′′) = νk. By (3.1.6) and Proposition 3.1.1,
dim(Wνk) = dim(V (λ)νk) + 1 = d(l,m) + 2.
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On the other hand, Lemma 4.1.2 implies dim(Vq(ω)νk) = d(l,m)+2, completing the proof of
the lemma. To see that Lemma 4.1.2 implies what we claimed, it suffices to check that p > 0
in (4.4.4). Indeed, we have
2p
(4.4.4)
= rl + 2λl + d(l,m) − rm
(4.4.1)
= d(k, l)− d(k,m) + d(l,m) + 2λl.
Since
d(l,m) = d(k, l) + d(k,m)− 2d(k, i∗),
it follows that
2p = 2(d(k, l) − d(k, i∗) + λl) > 0.

Proof of Proposition 2.4.6(c). Proceeding similarly to the proof of (4.3.15), this time it fol-
lows from Lemma 4.1.2 that
(4.4.11) dim(Vq(ωl)ν) = d(l∗, l) + 1 for l ∈ ∂Ik.
Evidently,
(4.4.12) dim(Vq(ω
′)ν) = 1.
Write ∂Ik = {l,m}. Proceeding as in the proof of part (d) of the proposition given in the
previous subsection, we get
dim(Wν)− dim(Vν) = d(l∗, l) + d(m∗,m) + 4− ξ
= dim(Vq(ω
′)ν) + dim(Vq(ωm)ν) + dim(Vq(ωl)ν) + 1− ξ.
Lemmas 4.4.2 and 4.4.4 imply that V, Vq(ωl), Vq(ωm), and Vq(ω
′) are the only possible irre-
ducible factors of W having ν as a weight and all of them occur with multiplicity at most 1.
Thus, the above computation shows that all of them are indeed irreducible factors of W as
well as ξ = 1, thus proving (2.4.8). 
4.5. Proof of Theorem 2.4.4. Let ω be as in Conjecture 2.4.2, choose m ∈ ∂I \ {k}, and
let ̟ ∈ P+q be such that wt(̟) = λ,
ωIm =̟Im , Vq(̟Il) is minimal for l 6= k, and ̟ is incoherent.
One easily sees that such ̟ is unique for each choice of m. To simplify the writing, we will
assume further that
(4.5.1) d(m, i∗) ≤ d(l, i∗) for l ∈ ∂Ik.
Under the hypothesis of Theorem 2.4.4, we will show that
(4.5.2) Vq(ω) > Vq(̟),
which proves the Theorem. We remark that (4.5.2) holds even if we did not choose m
satisfying (4.5.1) (in fact, the two choices give rise to equivalent affinizations by Proposition
4.4.1). The reason behind this choice is that, under the hypotheses of Theorem 2.4.4, (4.5.1)
implies
(4.5.3) supp(λ) ∩ [i∗,m] = {m},
which simplifies part of the argument. Note that (4.5.1) also implies d(i∗,m) ≤ 2, inde-
pendently of the hypotheses of Theorem 2.4.4. Moreover, under the hypotheses of Theorem
2.4.4, d(i∗,m) = 2 only for g of type E6 with d(k, i∗) = 1, a case that can happen only under
hypothesis (iii) of the theorem.
We have to show that, for all µ ∈ P+ such that µ < λ,
(4.5.4) either mµ(Vq(ω)) ≥ mµ(Vq(̟)) or ∃ µ
′ > µ s.t. mµ′(Vq(̟)) < mµ′(Vq(ω)).
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It obviously suffices to consider the case that mµ(Vq(̟)) > 0. For i ∈ ∂I, let ji ∈ [i∗, i] be
the element satisfying
Jµ ∩ (ji, i] = ∅ and [i∗, ji] ⊆ Jµ
given by Lemma 3.2.4(b). Lemma 2.4.7 implies
lλ ∈ (i∗, jl] for l ∈ ∂Ik.
If kλ ∈ [i∗, jk], then µ ≤ ν and, since mµ(Vq(̟)) > 0, it follows from part (d) of Proposition
2.4.6 that µ < ν. Parts (c) and (d) of Proposition 2.4.6 imply that the second option in
(4.5.4) is satisfied with µ′ = ν. We claim that
kλ /∈ [i∗, jk] ⇒ mµ(Vq(ω)) = mµ(Vq(̟)),
which completes the proof of (4.5.4) and, hence, of Theorem 2.4.4. The claim clearly follows
if we prove that, for π ∈ {ω,̟}, we have
(4.5.5) kλ /∈ [i∗, jk] ⇒ Vq(πJµ)
∼= Vq
(
π
{m}
Jµ
)
⊗ Vq
(
π
[i∗,l]
Jµ
)
,
where l is the unique element of ∂I \ {k,m}. Note that we have used (4.5.3) here.
Suppose first that
jk = i∗
which implies that Jµ is of type A. In order to prove (4.5.5), we shall use Theorem 3.4.1. For
i ∈ I, set λi = λ(hi). Since ω is coherent, there exist a ∈ F× and ǫ ∈ {−1, 1} such that
ω = ωkλ,a,λkλ ωm,am,λm
∏
i∈(i∗,l]
ωi,ai,λi
with
(4.5.6) am = aq
ǫ(λkλ+λm+d(m,i∗)+1) and ai = aq
ǫ
(
λkλ+λi+d(i,i∗)+1+2
∑
j∈(i∗,i)
λj
)
for all i ∈ (i∗, l]. Then, by definition of ̟, we have
̟ = ωkλ,a,λkλ ωm,bm,λm
∏
i∈(i∗,l]
ωi,ai,λi
with
(4.5.7) bm = aq
−ǫ(λkλ+λm+d(m,i∗)+1).
Since the irreducibility of Vq(πJµ) is independent of the value of ǫ, in order to avoid stating
the version of Theorem 3.4.1 for decreasing minimal affinizations (see Remark 3.4.2), we shall
choose ǫ so that we place ourselves in the context of Theorem 3.4.1 as stated here. Thus, we
identify Jµ with a diagram of type An by letting l be identified with 1 and m with n and
choose ǫ = −1. With these choices, (4.5.5) follows if the pair
(
π
[i∗,l]
Jµ
,π
{m}
Jµ
)
does not satisfy
any of the conditions of Theorem 3.4.1 for π ∈ {ω,̟}. Note also that lλ corresponds to j in
the statement of Theorem 3.4.1 and, hence, alλ corresponds to a there and the ratio q
s = b/a
corresponds to am/alλ , in the case π = ω, and bm/alλ for π =̟. This gives,
(4.5.8)
π = ω ⇒ s = λlλ − λm + d(lλ, i∗)− d(m, i∗),
π =̟ ⇒ s = 2λkλ + λlλ + λm + d(m, i∗) + d(lλ, i∗) + 2.
Since λm corresponds to η in the statement of Theorem 3.4.1, the negation of its condition
(i) is
(4.5.9)
s+λm + d(i,m) + 2 + λlλ + d(i, lλ) + 2
∑
p∈[i,lλ)
λp 6= 2t
for all i ∈ supp(λ) ∩ [l, i∗], 1 ≤ t ≤ min{λi, λm},
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while that of condition (ii) is
(4.5.10) s− λm − λlλ − d(lλ,m)− 2 6= −2t for all 1 ≤ t ≤ min{ l|λ|i∗ , λm}.
Thus, to prove (4.5.5) in the case d(kλ, i∗) = 1, it suffices to check that, for s as in (4.5.8),
(4.5.9) and (4.5.10) hold.
For π = ω, (4.5.9) becomes
2(λi − t) + 2λlλ + d(lλ, i∗) + d(i,m) + d(i, lλ) + (2− d(i∗,m)) + 2
∑
p∈(i,lλ)
λp 6= 0,
for all 1 ≤ t ≤ min{λi, λm}, which is true since, for such t, all the summands above are
nonnegative and several of them are not zero (e.g., λlλ 6= 0). Equation (4.5.10) for π = ω
becomes
2(λm − t) + (d(lλ,m)− d(lλ, i∗)) + d(m, i∗) + 2 6= 0
for all 1 ≤ t ≤ min{ l|λ|i∗ , λm}. As before, we see that, for such t, all summands are
nonnegative and several are positive, completing the proof of (4.5.5) in the case d(kλ, i∗) = 1
and π = ω. For π =̟, (4.5.9) becomes
2(λkλ + λlλ + λi + λm − t) + d(lλ, i∗) + d(i,m) + d(i, lλ) + d(m, i∗) + 4 + 2
∑
p∈(i,lλ)
λp 6= 0
for all 1 ≤ t ≤ min{λi, λm}, which is easily seen to be true as before. On the other hand,
equation (4.5.10) becomes
2λkλ + 2t+ (d(lλ, i∗)− d(lλ,m)) + d(m, i∗) 6= 0,
which clearly holds for all t ≥ 1.
Finally, suppose
jk 6= i∗
which, together with the hypothesis in (4.5.5), implies we must be under the hypothesis (i)
or (iii) of Theorem 2.4.4. In particular, Jµ is of type Dn with n ≥ 5, d(m, i∗) = 1, and lλ = l.
Hence, we need to check that
(
π
{m}
Jµ
,π
{l}
Jµ
)
does not satisfy any of the conditions of Corollary
3.4.6(a), in case hypothesis (i) is satisfied, and of Corollary 3.4.6(b), in case hypothesis (iii)
is satisfied, with l corresponding to the non-spin node. This time there exist a ∈ F× and
ǫ ∈ {−1, 1} such that
ω = ωkλ,a,λkλ ωm,am,λm ωl,al,λl and ̟ = ωkλ,a,λkλ ωm,bm,λm ωl,al,λl
with
(4.5.11)
am
a
= qǫ(λkλ+λm+d(m,kλ)) =
a
bm
and
al
a
= qǫ(λkλ+λl+d(m,kλ)+t),
where t = 0 for hypothesis (i) (both l and m are spin nodes) and t = 1 for hypothesis (iii)
(l and k are the extremal nodes of the subdiagram of type A5). For checking (4.5.5) with
π = ω, in case of (i), we need to check that
λm−λl 6= ±(λm+λl+2(2s−p)) for all 1 ≤ p ≤ min{λm, λl}, 1 ≤ s ≤ ⌊(#Jµ−1)/2⌋.
But equality holds if and only if there exist i ∈ {m, l} and s, p in the above ranges such that
λi − p+ 2s = 0,
which is impossible since λi − p ≥ 0 and s > 0. Similarly, in case of (iii), one easily checks
that
λm − λl − 1 6= ±(λm + λl +#Jµ − 2p) for all 1 ≤ p ≤ min{λm, λl}.
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For checking (4.5.5) with π =̟, in case of (i), we need to check that
2λkλ + λm + λl + 2d(kλ,m) 6= ±(λm + λl + 2(2s − p))
for all
1 ≤ p ≤ min{λm, λl}, 1 ≤ s ≤ ⌊(#Jµ − 1)/2⌋.
But equality is impossible because
λkλ + d(kλ,m) ≥ d(jk,m) + 2 = #Jµ while 2s− p ≤ #Jµ − 1
and
λkλ + λm + λl + d(kλ,m) > #Jµ + 2 + 2min{λm, λl} while p− 2s ≤ min{λm, λl}.
In case of (iii), we have #Jµ = 5, d(kλ,m) = d(k,m) = 3 and one easily checks that
2λkλ + λm + λl + 2d(kλ,m) + 1 6= ±(λm + λl +#Jµ − 2p) for all 1 ≤ p ≤ min{λm, λl}.
This completes the proof of Theorem 2.4.4.
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