Abstract-This paper is a first attempt to give sufficient conditions for a bang-bang extremal with multiple switches to be locally optimal in the strong topology. Remark that a bang-bang trajectory is a trajectory of a switched system so that the given conditions turn out to be optimality conditions for a switched system. The conditions are the natural generalizations of the ones considered in [1] and [6]. We require both the strict bangbang Legendre condition (i.e. the derivatives of the switching functions are not zero at the switching times) and the second order conditions for the finite dimensional problem obtained by moving the switching times of the reference trajectory. We stress that the given conditions are finite-dimensional and hence suitable for numerical testing.
I. INTRODUCTION
Consider a Mayer problem for a multi-input affine system: minimize α(ξ(0)) + β(ξ(T )) subject toξ
The state space is a smooth n−dimensional manifold M ; N 0 , N T are smooth sub-manifolds, f 0 , f 1 , . . . , f m are smooth vector fields (by smooth we mean C ∞ ) and T > 0 is given.
The aim of the authors is to give second order sufficient conditions for a reference normal bang-bang Pontryagin extremal ( ξ, u) to be a local optimizer in the strong topology. The strong topology is the one induced by C([0, T ], M) on the set of the admissible trajectories, therefore optimality is with respect to neighboring trajectories, independently on the values of the associated controls.
Recall that a control u (a trajectory ξ) is bang-bang if there is a finite number of switching timest 0 = 0,t 1 , . . . ,t r = T such that each control function u i is constant with values ±1 on each interval (t k ,t k+1 ). A switching timet k is called simple if only one control function changes sign att k , while it is called multiple if at least two control functions change sign. f 0 ± f 1 ± · · · ± f m . For the general case of a finite number of distinct vector fields see [1] and [6] , where the problem is studied under the assumption of simple switching times.
Sufficient second order conditions for the optimality of a bang-bang extremal are given in [7] , [1] , [4] , [6] , see also the references therein. All the papers require regularity assumptions on the switches (see the subsequent assumptions A1, A2) and the positivity of a suitable second variation. In particular all the papers, but [7] , assume that the switching times are simple. In [7] multiple switches are allowed, but the second variation the author considers is bigger than the ones in the other papers.
Here we consider the case when multiple switches occur, more precisely we extend the conditions in [1] and [6] requiring the sufficient second order conditions for a finite dimensional sub-problem obtained allowing the switching times to move. We remark that, while in the case of simple switches the only variables are the switching times, each time that a multiple switch occurs we have to consider also all the possible combinations of the switching controls, see the subsequent Subsection II-A for more details.
For the sake of simplicity we state the results on M = R n . It is easy to see that all the results are coordinate free and hence they hold on any manifold.
A reference couple is a normal Pontryagin extremal if it satisfies Pontryagin Maximum Principle (PMP) in the normal form. Denoting by
reference vector field, PMP can be stated as follows: there exists an absolutely continuous adjoint covector 
Notice that the switching functions have a symplectic interpretation, namely denoting T * R n = (R n ) * ×R n and defining the Hamiltonian functions associated to f i by
From PMP we get that each switching function vanishes at its switching times and we require the following regularity assumptions:
A1 Regularity of the bang arcs
From (1) it is easy to obtaiṅ
where [ , ] denotes the Lie bracket between vector fields, therefore a discontinuity ofφ i may occur only ift i j is a multiple switching time.
Finally we stress the fact that SBBL forces the control to switch and does not allow singular extremals near ( λ, ξ).
II. STATEMENT OF THE PROBLEM
For the sake of simplicity consider the case when m = 2 and there is a unique double switching time, i.e. 
In this case, denoting the switching point of the reference trajectory and of the adjoint covector respectively by y := ξ(t) and p := λ(t), SBBL can be stated as
for any i = 1, 2. Setting
equations (2) are equivalent to
Remark thatφ 1 andφ 2 are continuous if and only if γ 12 = 0. We make also the following assumption to simplify the proof of the main theorem.
A3 Linear independence of the controlled vector fields
f 1 f 2 are linearly independent atŷ.
A. The finite-dimensional subproblem
We construct a finite-dimensional sub-problem of the original one allowing the switching times of the two control functions to vary, i.e. we consider the switching times
where (ε 1 , ε 2 ) belongs to a sufficiently small neighborhood of the origin in R 2 . In other words we consider bang-bang trajectories associated to the vector fields
to be more precise the sequences of vector fields are described as follows:
In this way we obtain a finite dimensional sub-problem whose data are continuous on N 0 × R 2 and smooth on each manifold with boundary
Remark that the dynamics associated to the sub-problem described above can be written aṡ
From another point of view the sub-problem can be regarded as two finite-dimensional smooth optimization problems with inequality constraints, say SP ± , respectively associated to the sequences S ± . It is not difficult to see that PMP implies that the first variation of each problem is identically zero, see (10), hence we can define the second variations J ± of problems SP ± . As usual we can derive necessary conditions from J ± and we state: Theorem 2.1: Let ( ξ, u) be a normal bang-bang Pontryagin extremal with one double switching time, satisfying regularity assumptions A1, A2 and A3. If both the second variations J ± associated to the smooth optimization problems with inequality constraints SP ± are positive, then ( ξ, u) is a local optimizer for the original problem in the strong topology.
B. Hamiltonian Methods
The result can be proved using Hamiltonian methods in the spirit of [1] and [6] . The idea is to construct a field of non-intersecting state-extremals covering a neighborhood of the reference trajectory. The field of extremals is obtained by projecting on the state-space R n the solutions of the Hamiltonian system associated to the maximized Hamiltonian H starting from a suitable Lagrangean sub-manifold. In this way we can estimate the cost along different trajectories by lifting them to the cotangent bundle.
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In the present case the maximized Hamiltonian is Lipschitz continuous and it is given by
The role of the strict bang-bang Legendre condition is to ensure that the flow H t of − → H is well defined and piecewise smooth near the adjoint covector, while the coercivity of the second variation allows to obtain that the projection of the flow on the state space covers a neighborhood of the reference trajectory. To be more precise the coercivity of the second variation with free-fixed boundary conditions implies the invertibility of the projection and hence the optimality of the reference trajectory. If the initial point is not free, then the coercivity of the second variation allows to add a penalty that transforms the original problem in one with free initial point. If the final point is not fixed, then we need some further condition which is also ensured by the positivity of the second variation.
In the present paper, for the sake of simplicity we show a complete proof only in the case of free-fixed boundary conditions.
C. A case study
As explained in Subsection II-B, the first case to address is the free-fixed one, hence we consider the problem minimize α(x) subject to (4)
Denoting the solution of (3) at time T , starting at x, by S T (x, ε 1 , ε 2 ), the finite-dimensional problems SP ± described in Subsection II-A can be written as
minimize α(x) subject to
The main result proved in this paper is the following: Theorem 2.2: Let ( ξ, u) be a normal bang-bang Pontryagin extremal for problem (4)- (5)- (6), with one double switching time, satisfying the regularity Assumptions A1, A2 and A3. If the second variations J ± associated to the smooth optimization problems with inequality constraints SP ± are positive, then ( ξ, u) is a local optimizer for the original problem in the strong topology.
Remark that, being the constraints regular, the nonnegativity of J ± is a necessary condition for the reference couple to be optimal.
D. The second variation
In this Subsection we compute the second variations J ± needed to prove Theorem 2.2.
Applying Campbell-Hausdorff formula to the solutions of (3), we obtain
Remark that the flow of (3) is continuous up to the first order and up to the second one if the controlled vector fields commute. From (9) we get that the tangent directions to the constraints in (7)- (8) are the half-spaces of R n × R 2 defined by
Moreover, defining α := α•exp(−tf − ), we have p = d α( y) so that, by PMP, the first variations of both problems are equal and given by
Therefore the second variations J ± are well defined on the whole tangent half-spaces T ± and are given by
where x → L X γ(x) denotes the directional derivative of the function γ with respect to the vector field X. If J and the positivity of J ± is equivalent to
III. PROOF OF THE MAIN THEOREM
In this section we give the proof of Theorem 2.2 following the Hamiltonian approach described in the introduction.
We denote by = (p, q) a generic point in T * R n and by π : ∈ T * R n → q ∈ R n the canonical projection. Moreover for any Hamiltonian function K, let − → K be the associated Hamiltonian vector field.
A. The maximized flow
The first step is to show that SBBL guarantees that the flow of the maximized Hamiltonian is locally well defined and piecewise C ∞ in a neighborhood of (
Since the discontinuities of − → H are in a neighborhood of := ( p, y), we refer all the computations to a neighborhood Ω of and from now on, for any ∈ Ω, 0 will denote its image through the homeomorphism exp(−t − → H − ) and vice-
Thanks to SBBL, which does not allow singular extremals near ( λ, ξ), if Ω 0 is sufficiently small, then for each 0 ∈ Ω 0 , H t ( 0 ) follows either the sequence of vector fields
Again SBBL allows to define the switching times for any 0 ∈ Ω 0 . Namely, consider for i = 1, 2 the implicit equation
Since
then (12) defines, possibly restricting Ω, smooth functions
The first switching time is either τ
Define θ := τ 
By A3, dθ( ) = 0, hence Ω ± are two manifolds with boundary, whose common boundary Σ is a (2n − 1)-dimensional sub-manifold of T * R n . In order to evaluate the second switching time, define
and consider the following implicit equations
Since, by SBBL,
both (13) and (14) have a unique locally defined smooth solution.
Remark that if we set ν
Therefore, by the uniqueness of the solution of the implicit function theorem we get
As a consequence we get τ We are now able to write the flow of the maximized Hamiltonian by means of the following stratification on a neighborhood
the flow of the maximized Hamiltonian,
H is Lipschitz continuous and smooth on each stratum Ψ ± i , i = 0, 1, 2.
B. The field of extremals
In order to construct the field of non-intersecting extremals covering a neighborhood of the reference trajectory, we prove that π • H t is invertible when restricted to the Lagrangean sub-manifold of the initial transversality conditions, which is given by Λ 0 := {(dα(x), x): x ∈ R n }. We transport Λ 0 in a neighborhood of , defining
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From equations (12), (13) and (14) we compute the differentials ω
We first analyze the case when Σ∩ Λ is a (n−1)-dimensional surface, making the following assumption
under hypothesis A4, it is possible to prove that
is one-to-one. Equivalently one can check the invertibility at (t,ŷ) of
The stratification of Ψ induces a stratification on its tangent space, namely defining
and identifying δ = d α * δx ∈ T b Λ with δx ∈ R n , we obtain FrIP13.5
