Supercritical fluids (SCF) have been employed in the pharmaceutical industry for production of fine drug particles with narrow size distribution, separation of active ingredients and preparation of microemulsions and sustained drug delivery systems.
where K 0 -K 5 are the model constants computed using a least squares analysis.
2) The accuracy of Eq. 1 has been evaluated employing 23 data sets and a mean correlation error (ϮS.D.) of 12.6 (Ϯ7.4)% was obtained. The model is applicable for calculating the solubility in the absence of an entrainer, and the introduction of one more term representing the concentration (in mole, weight and/or volume fraction) of the entrainer (X) enables it to compute the solubility in SC-CO2ϩentrainer. The proposed model is: (2) where M 0 -M 6 are the model constants and the numerical value of r is calculated by Eq. 3.
3) ( 3)
The M 0 -M 6 terms should be computed using a least squares method by employing experimental data of entrained SC-CO2; one cannot use the numerical values of K 0 -K 5 terms from pure SC-CO2 solubility data. The next limitation of Eq. 2 is that it could be used to predict the solubility data with an interpolation technique.
Gonzalez and co-workers 4) extended the mass action law-based Chrastil model to correlate the solubility data in entrained SC-CO2. Their model could be rewritten as: (4) where S is the solubility of a solute (g/l), and a, b, c and d are the model constants. The authors noticed that a is equal to [qϪd ln(M c )Ϫd ln(c)Ϫ d ln(M e )ϩln(M s ϩdM c ϩcM e )]ϭconstant, in which M s , M c and M e are the molecular weights of the solute, carbon dioxide and entrainer, respectively, q is a constant, bϭDH total /R in which DH total is the total reaction enthalpy and R the molar gas constant, c the association number of entrainer and d the association number of carbon dioxide. Although the Chrastil model was originally proposed to correlate solubility (in grams per liter) with density and temperature, the model was employed to correlate the mole fraction solubilities as well. 5, 6) In addition, it has been shown that for Eq. 4 replacing g/l solubility with mole fraction solubility provides more accurate calculations.
3) Therefore, the logarithm of mole fraction solubility (ln y 2 ) was used as a dependent variable of the Chrastil model in this work. The main limitation of Eq. 4 is that it is not applicable to pure SC-CO2 since ln(0) is not a defined value. Applicability of a previously published equation for calculating the solubility of solutes in supercritical carbon dioxide was extended to calculate the solubility in entrained supercritical carbon dioxide employing 42 experimental data sets collected from the literature. The accuracy of the proposed model was evaluated by calculating both the average absolute relative deviation and the individual absolute relative deviation. The proposed model showed superiority to a previously published similar model, from both correlation and prediction points of view.
A global fitness test for the multiple regression model was evaluated using the F value, found by splitting the total variations of the response variable into one part due to the regression and one part due to the residual, or error. The numerical value of F is the ratio of the mean squares due to regression to that of the residuals, and the higher the F value is, the more significant the correlation. The significance level (s.l.) of the F value (with degrees of freedom (df) related to the number of independent variables (V) and number of data points in each set (N), i.e. dfϭNϪVϪ1) is provided by statistical software such as SPSS (Statistical Package for Social Sciences). A significant F value means that not all the model constants (i.e., M 0 -M 6 in this work) are zero although some of them might be, depending on the data set.
In order to provide a reliable accuracy criterion to compare the models possessing different numbers of curve-fitting parameters, the average absolute relative deviations (AARD) were used, and were calculated by: (5) where N is the number of data points in each set and Z the number of curvefitting parameters for each model (Z is equal to 7 and 4 for Eqs. 2 and 4, respectively). To test the prediction capability of the models after training using a minimum number of experimental data points, the individual absolute relative deviations (IARD) of predicted solubilities from observed values were calculated by: (6) Since the aim of the present study was to compare the proposed equation with a previously published model, and because the number of curve-fitting parameters was not equal in the two models, AARD values were preferred over the IARD. It is obvious that the mean IARD values were less than the corresponding AARDs. Table 1 shows details of the systems studied, the references, the number of data points in each set and the AARDs for correlation studies. The minimum AARD (3. Table 2 shows the correlation coefficients (c.c.), standard error (s.e.), F and significance levels (s.l.) for Eqs. 2 and 4. The correlation coefficients of Eq. 2 vary between 0.974 to 0.999, showing a good correlation between the independent variable (i.e., ln y 2 ) and dependent variables (i.e. r, X, P 2 , P · T, T/P and ln(r)) as also indicated by high F values, low standard errors and significance levels of Ͻ0.0005. Equation 4 in only two cases produces c.c. values greater than the corresponding c.c. values for Eq. 2, indicating that the proposed model is able to provide better correlations than the previously published Eq. 4.
Results and Discussion
The RSD values for repeated experiments using the same operating conditions in the same laboratory was reported to be relatively high, i.e., 10-25% (see refs. 7-9). However, the discrepancies between solubility data for a given solute obtained under the same conditions from different laboratories were even higher (e.g., differences by a factor of 10, see ref. 10 and references herein). These differences may be caused by the presence of impurities, differences in pressure a) SN is the system number and the details are the same as in Table 1 .
could be used to train the proposed model and after successful training, the solubility data at any pressure, temperature and entrainer concentration could be predicted using the interpolation technique within the range studied. In order to test the prediction capability of the proposed model, a minimum number of experimental data points was used to train the models and the solubility at other data points was predicted using trained models. The training data points included the experimental solubility data at the highest, the intermediate and the lowest temperatures and pressures of interest for each entrainer concentration. Both models were trained using the same training data points and these points were selected from previously published data sets; when the model is trained, it is capable of predicting solubility at other temperatures, pressures and entrainer concentrations of interest using the interpolation technique. Although the trained model could be used under the same experimental conditions as in the training process, there is no guarantee that the model can be employed for other conditions. However, the main advantage of the proposed model is its capability to reduce the number of experiments required in designing the supercritical process. This is a valuable tool in practice, since many variations were reported for the solubility of the solutes from various laboratories. 10) Tables 3 and 4 listed the numerical values of the model constants, the number of predicted data points in each set and AARD values, respectively, for Eqs. 2 and 4. The mean values (ϮS.D.) of AARD for Eqs. 2 and 4 are 14.23Ϯ6.13 and 20.85Ϯ7.24, respectively, and the difference between the means was statistically significant (s.l.Ͻ0.0005). A summary of the IARD values for Eqs. 2 and 4 sorted in three error subgroups is shown in Fig. 1 . The frequency of IARD being Ͻ10% is the highest and that of IARDϾ30% is the lowest for Eq. 2. The probability of solubility prediction with an error of less than 30% is 0.95, indicating a good agreement between the model predicted solubilities and the experimental results. The corre- a) SN is the system number and the details are the same as in Table 1 . b) N is the number of training data points. c) N is the number of predicted data points. sponding probability for Eq. 4 is 0.57, and in 23% of the cases, the solubility could not be predicted.
Conclusions
The proposed model shows a simple and readily available least squares method to calculate the solubility in SCCO2ϩentrainer systems with reasonable accuracy. It is more accurate than a similar model from the literature and is also able to predict solubility data under operational conditions with acceptable prediction error. It is suggested that the model can be employed in the pharmaceutical/chemical industry to speed up the process of SCF technology development. a) SN is the system number and the details are the same as in Table 1 . b) N is the number of predicted data points. 
