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Abstract—This paper describes the application of a new and
easy to implement algorithm to EMI near-field scanning measure-
ment results obtained with a time-domain based measurement
system. The algorithm aims to reduce the effect of spectral leak-
age on amplitude and phase of the measured field components.
The proposed algorithm significantly increases the accuracy of
the measured electromagnetic near field with a limited extra
computational cost. The versatility and effectiveness of the
proposed algorithm is shown on both simulated and measured
data. It is shown that for situations with one single frequency
component or with several well-seperated frequency components,
the algorithm is as performant as the application of a flat top
window and outperforms other types of windows. However, as
soon as the frequency components approach each other implying
their spectral leakage patterns overlap, the proposed algorithm
outperforms the application of a flat top window.
Index Terms—Near-Field scanning, Spectral Leakage, Discrete
Fourier transform (DFT) and leakage effect, frequency domain,
phase estimation.
I. INTRODUCTION
CURRENT electronic systems are constantly improvingin both functionality and speed. At the same time, they
are also squeezed into smaller volumes. Combination of both
trends leads to several issues among which Electro-Magnetic
Interference (EMI) is one of the major ones. To minimize
the probability for EMI, appropriate design practices must be
taken into account at every design step of the system. From
a legal point of view, characterizing the radiated emission
levels of the final electronic system is mandatory and is typ-
ically done in a (semi-) anechoic chamber, in a reverberation
chamber or at an open area test site (OATS). These test
environments require a significant investment and, therefore,
are in many cases not directly available in the company
itself. As a result, EMI measurements are postponed until
the end of the design process. This implies an EMI problem
will only be detected at the end of the design process when
mitigating techniques are limited and expensive. Moreover, as
the radiated emission is measured relatively far away from
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the device-under-test (D.U.T.), it is difficult to find the exact
details of the cause of the EMI problem.
The advantages of a near-field scanner [1], [2] as a low-
cost pre-certification and debugging test system have been
seen by many before. The near field scanner measures the
electromagnetic fields close to the device. Using such a near
field scanner is much cheaper than the already mentioned
traditional far field methods implying they can be used in every
step of the design process. This approach allows to reduce the
failure rate of the far field test methods performed after the
last design step.
The near field scanning results can be used in several
applications. Hotspots can be detected, the far-field can be
estimated [3]–[5] and the currents at board level can be
estimated [6], [7]. For hotspot detection, the absolute near-
field emission level is less important, finding the place of the
hotspot is more important. When estimating the far-field or
currents at board level, the absolute emission levels, both in
magnitude and phase, are very important implying errors like
spectral leakage (i.e. a frequency component not appearing at
its frequency in the measured data and being spread over a
frequency band) should not occur.
A common near field scanner consists of three main com-
ponents: (i) a positioning system, (ii) a measurement probe
and (iii) a measurement device. Three main measurement
devices are frequently used, more precisely (i) a spectrum
analyzer, (ii) a vector network analyzer (VNA) or (iii) an
oscilloscope. When both magnitude and phase of the EM field
are required, the most commonly used devices are a VNA
or an oscilloscope [8]–[10]. A spectrum analyzer can also be
used to measure the phase but requires several measurements
at different heights [11] leading to longer measuring times.
The main advantage of using an oscilloscope is the possibility
to find intermittent problems, measuring several frequencies at
once, thus reducing measurement time for several frequencies,
and mapping time based magnitude plots [10]. While the use
of an oscilloscope aims at reducing the measurement time
for one spatial sampling point, complementary time reduction
methods aim at minimizing the number of spatial sampling
points. In [12]–[15] appropriate adaptive sampling algorithms
are proposed to achieve this goal.
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A practical disadvantage of an oscilloscope is the huge
amount of data that needs to be stored and transferred if
every time-sample at every scanning point is stored. E.g., for
a near-field scan of a relatively small PCB, having dimensions
of 16 cm by 10 cm, with a resolution of 1mm, the required
data storage can easily exceed several tens of gigabytes. As
measurements are done in the time domain, a Discrete Fourier
Transform (DFT) or a Fast Fourier Transform (FFT) is needed
to obtain the frequency spectrum of the measured signal
directly after the time-domain sampling in order to reduce the
data size (storing only the peak values). Unfortunately spectral
leakage can heavily reduce the accuracy of the measured
field values for a D.U.T. with small-band (i.e. clock based)
emissions. As will be shown, spectral leakage can easily
cause differences of 3.92dB [16] in comparison with a Vector
Network Analyzer (VNA) measurement.
Spectral leakage originates from a DFT, or its faster im-
plementation the Fast Fourier Transform, when no coherent
sampling is used. This means the sampled data does not
contain exactly an integer number of periods of the original
signal. However, realizing a coherent sampling procedure of
the electromagnetic near field for a D.U.T. with a priori
unknown frequency spectrum is very challenging. In principle,
if the fundamental frequency of the radiating frequencies (e.g.
due to a clock signal) is known, coherent sampling of this
fundamental frequency and its harmonics can be obtained.
However, if this fundamental frequency is not exactly known
or if the fundamental frequency shifts in time due to heating
or other reasons, it is a very difficult task to keep the
sampling process coherent. Moreover, if the D.U.T. contains
two radiating clock signals and the second clock frequency is
not an integer multiple of the first clock frequency, it is not
possible to avoid the spectral leakage phenomenon.
From literature it is known that by multiplying the original
time signal with several kinds of windows, the effect of
spectral leakage can be reduced [17]. These windows try to
reduce the effect of spectral leakage by removing disconti-
nuities and creating a smooth transient at the end and the
beginning of the measured time interval. All window types
have their advantages and disadvantages. While the use of
one window is very good when estimating the amplitude
of the signal, the other one will be good when estimating
the frequency of the signal [16]. This paper applies a new
and easy to implement algorithm to EMI NF scanning in
order to reduce the effect of spectral leakage when combining
the near field scanner with an oscilloscope. The algorithm
gives a better estimation of the frequency, amplitude and
phase of the measured electromagnetic field components. It
will be shown that the algorithm gives much more accurate
results in comparison with typical windows and this at a low
computational cost. The algorithm performs very well when
dealing with signals containing frequency components close to
each other. Other approaches to suppress the spectral leakage
already exist [18]–[22], but they do not rely on the sign
changes further described in this paper.
The paper is organized as follows. In Section II the basic
theory of the recently developed algorithm is summarized.
Section III describes the measurement setup. In section IV
the effect of spectral leakage is discussed on the spectrum
of simulated time signals. Finally, section V evaluates the
result when applying this algorithm on real life measured
time signals. Section VI draws concluding remarks. In what
follows, < and = are used for the real and imaginary part,
respectively. The complex conjugate of X is shown by using
X .
II. ALGORITHM
A. The spectrum in case of spectral leakage
Spectral leakage originates from a mismatch between the
measuring time interval ∆T and an integer number of periods
of the measured signal, introducing errors in the ampli-
tude, phase and frequency readout. Spectral leakage occurs
when calculating the spectrum of time continuous signals
and time discrete i.e. sampled signals. The typical nature
of this transformation error can be exploited to obtain an
easy-to-implement algorithm to find the correct frequencies
fm, amplitudes Am and phases θm of the measured signal.
In general, the measured time signal x(l) consists of M
components whose frequencies are not related to each other.
Every component in this time signal, which is not coherently
sampled, suffers from the spectral leakage phenomenon, but
also has a very typical pattern in its frequency spectrum
around the component’s exact frequency. Using this pattern,
the correct frequency, amplitude and phase can be accurately
estimated. Let us first consider a simple time signal (1) that
only has one frequency component fm. The measuring time
interval ∆T contains N samples with l ranging from 0 to
N − 1.
x(l) = Am cos(2pifml
∆T
N
+ θm) (1)
The algorithm starts by applying a DFT (2) on the in-
put signal (1). This results in a frequency spectrum X(k)
containing N components having order k. Let the order am
represent the correct order obtained from the correct frequency
fm (3), representing the number of periods in the measured
time interval. When am is not an integer number, spectral
leakage will occur.
X(k) =
1
N
N−1∑
l=0
x(l)e−j2pik
l
N (2)
am = fm∆T (3)
Using (3), the input signal (1) can be rewritten as
x(l) =
Am
2
ejθmej2pi
aml
N +
Am
2
e−jθme−j2pi
aml
N . (4)
The combination of (2) and (4), with ejpi
am−k
N as ωm(k),
can be written as
X(k) =
1
N
N−1∑
l=0
(
Am
2
ejθm (ωm(k))
2l
+
Am
2
e−jθm
(
ωm(−k)
)2l)
. (5)
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If Xm(k) is defined as
Xm(k) =
1
N
N−1∑
l=0
(
Am
2
ejθm (ωm(k))
2l
)
)
, (6)
(5) can be written as
X(k) = Xm(k) +Xm(−k). (7)
Since for all complex numbers α 6= 1, and for all integers
P2 and P1 with P2 > P1,
P2∑
i=P1
αi = αP1
1− αP2−P1+1
1− α , (8)
one can rewrite (6) as
Xm(k) =
Ame
jθm
2N
1− (ωm(k))2N
1− (ωm(k))2
. (9)
Using Euler and trigonometric functions, one obtains
1− ωm(k)2N = −2j sin (pi (am − k))ωm(k)N (10)
1− ωm(k)2 = −2j sin
(
pi
(am − k)
N
)
ωm(k). (11)
The last factor in (9) can be rewritten using (10) and (11). In
addition two assumptions will be made to rewrite (9) as (12).
First 1 − 1N ≈ 1 when N is large. Second, sin
(
pi am−kN
) ≈
pi am−kN when (am − k) is significantly smaller than N which
is satisfied in the region of interest.
Xm(k) ≈ Am
2
sin (pi (am − k))
pi (am − k) e
j(pi(am−k)+θm) (12)
B. Sign changes in a spectral leakage pattern
The result from the DFT (7) contains two terms of the
input signal (1) in the spectrum i.e. Xm(k) for the positive
frequencies and Xm(−k) for the negative frequencies. When
the signal is coherently sampled (am is an integer), one can
state that (12) equals Am2 e
jθm . When spectral leakage occurs
(am is not an integer), the component
sin(pi(am−k))
pi(am−k) introduces
several components surrounding the correct order am. Since
all k values are integer, sin (pi (am − k)) e−jpik = sin (piam)
and one can reduce (12) to
Xm(k) ≈ Am
2
sin (piam)
pi (am − k)e
j(piam+θm). (13)
When further investigating (13), it becomes clear that sign
changes occur around and only around the correct order am.
Table I shows these sign changes. In Table I km = bamc and
km + 1 = dame.
These sign patterns occur in the real and in the imaginary
part of Xm(k). When pi (a− km) + θm equals pi2 or −pi2 , the
real part of Xm(k) equals zero and only the imaginary part of
Xm(k) can be used to determine km. When pi (a− km) + θm
equals 0 or pi, the imaginary part of Xm(k) equals zero and
only the real part of Xm(k) can be used to determine km.
TABLE I
SIGN PATTERN WHEN km < am < km + 1
γ = pi (am − km) + θm k ≤ km k ≥ km + 1
−pi
2
< γ < pi
2
<(Xm(k)) > 0 <(Xm(k)) < 0
pi
2
< γ < 3pi
2
<(Xm(k)) < 0 <(Xm(k)) > 0
0 < γ < pi =(Xm(k)) > 0 =(Xm(k)) < 0
pi < γ < 2pi =(Xm(k)) < 0 =(Xm(k)) > 0
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Fig. 1. Sign patterns < (Xm(k)), < (Xn(k)) and < (Xm(k) +Xn(k))
C. Multiple frequencies
When M frequencies are considered in the input signal, the
DFT output consists of M spectral leakage patterns
X(k) =
M∑
m=0
(
Xm(k) +Xm(−k)
)
. (14)
If the overlap of the the spectral groups of different si-
nusoidal components having a frequency fn (with n 6= m;n
ranges from 1 to M ) on the spectral group originating from fm
is sufficiently small and the influence of the negative spectral
group Xm(−k) on Xm(k) is considered as negligible, it can
be assumed that X(k) = Xm(k) around am. The impact of
the group originating from fn not only depends on the correct
order an, the amplitude An and the phase θn but also on
|an − am|.
Figure 1 shows a simulation result when am = 40.21,an =
45.68,Am = An = 2 and θm = θn = 0. Both correct
orders am, an, their real parts < (Xm(k)) ,< (Xn(k)) and
the combined spectrum < (Xm(k) +Xn(k)) = < (X(k))
are shown. In order to use (15), the sign change between
<(Xm(km)) and <(Xm(km+1)) is crucial. In order to obtain
the same sign change between <(X(km)) and <(X(km+1)),
|<(Xm(km))| and |<(Xm(km + 1))|, must be larger then
|<(Xn(km))| and |<(Xn(km + 1))|. Once km is known, using
|X(km)| and |X(km + 1)| in (15) instead of |Xm(km)| and
|Xm(km + 1)|, not am but an approximation aˆm is obtained.
Since |am − aˆm| ≤ 1 and by (3) am is proportional with ∆T ,
the relative error on am decreases by increasing ∆T . Since
fm =
am
∆T and fˆm =
aˆm
∆T , the relative error
(fm−fˆm)
fm
also
decreases.
Practical experience learns that |an − am| ≥ 5 is usually
sufficient in order to minimize the influences of the harmonic
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groups on each other, assuming that |An| and |Am| are of the
same order of magnitude. In addition an ≥ 3 and am ≥ 3
is required in order to minimize the influence of Xm(−k) on
Xm(k).
D. Obtaining the correct order, amplitude and phase
Once the region, km and km + 1 is known by looking for a
sign change, a weighted average is taken from km and km+1
in order to accurately determine the correct order am.
am ≈ |X(km)|(km) + |X(km + 1)|(km + 1)|X(km)|+ |X(km + 1)| (15)
Using the correct order am one can retrieve the ampli-
tude and phase from (13). Equation (16) calculates a good
approximation of the amplitude and equation (18) calculates
a good approximation of the phase of the time signal. When
X(km+1) is larger than X(km), better results can be achieved
by using (17) instead of (16) and (19) instead of (18)
Am
2
≈ |X(km)|pi(am − km)|sin(piam)| (16)
Am
2
≈ |X(km + 1)|pi(km + 1− am)|sin(piam)| (17)
θm ≈ =(ln( X(km)Amsin(piam)
2pi(am−km) e
jpiam
)) (18)
θm ≈ =(ln( X(km + 1)Amsin(piam)
2pi(am−km−1)e
jpiam
)) (19)
E. Practical approach
The algorithm contains four main steps (Fig. 2). The first
step calculates the DFT of the measured signal. The second
step searches for sign changes in the spectrum (finding km
and km + 1). Using km and km + 1 the correct order am is
calculated using (15). The fourth step calculates the amplitude
(16) and phase (18).
When a frequency component is coherently sampled, the
algorithm will not find a sign change in the spectrum for this
specific frequency component. In order to ensure the frequency
of every component will be found, the algorithm is executed
twice on the same signal. During the first run all N samples
are used but during the second run only N − 1 samples are
used.
In the application of EMI near-field scanning (or in other
related applications) the frequency components are not known
in advance. This implies one can not ensure coherent sampling
is obtained and there will be a large probability of having
spectral leakage. In order to evaluate the algorithm in such
applications, a case is presented. Ten sinusoidal components
having random frequencies between 30MHz and 3GHz with
random amplitudes and random phases are presented to the
algorithm. First, a regular FFT and secondly a FFT in
combination with different windows are compared with the
algorithm. Fig. 3 shows the deviations on the amplitudes and
Fig. 4 shows the deviations on the phases. It is clear the
i = i+ 1
i = 1
No
Y es
Am
(16, 17)
θm
(18, 19)
Determining max
|X(km)| and
|X(km + 1)|
am
Search sign changes
Performing DFT
on N − i samples
Start algorithm
i
=
0
Measured data
(15)
Obtain all am (fm) with
their Am and θm
Fig. 2. Algorithm flowchart
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Fig. 4. Deviations on the phases
amplitudes obtained by the proposed algorithm are very close
to the correct amplitudes. When using the FFT in combination
with a flat top window, the obtained amplitudes are also close
to the correct amplitude. In comparison with the regular FFT
or a regular FFT in combination with other window types,
the phase angles obtained by the algorithm are much closer
to the correct phase angles. It should be noted that the phase
deviations, when using different window shapes or the regular
FFT, in figure 4 are close to each other, but not exactly the
same.
III. MEASUREMENT/SIMULATION SETUP
A. Near-field scanning system and probe
Fig. 5 shows the near field scanning system available at
the ReMI research group of KU Leuven Technology Campus
Ostend. The system is built from a CNC milling machine.
The miller and suspension were removed and replaced by a
custom holder for a near-field probe. The near-field probe
can be moved in three spatial dimensions above the D.U.T.
The magnetic near-field probe is characterized for a frequency
band of 30 MHz to 3 GHz and is produced by Langer EMV-
Technik (RF-R 3-1). In order to measure the phase, a second
probe is used as reference [9]. This second probe is a 3
cm loop magnetic near-field probe (7405-902B) from ETS-
Lindgren’s having a frequency range of 100 kHz to 1.5 GHz.
The maximum frequency of the measuring setup is hereby
determined by the reference probe at 1.5GHz. Each probe is
connected to a 30 dB pre-amplifier manufactured by Langer
Fig. 5. Near-Field Scanner
Fig. 6. PCB under test
EMV-Technik (PA303) and has a frequency range of 100 kHz
to 3 GHz.
B. PCB under test
In this paper, a Printed Circuit Board (PCB) (Fig. 6) is
considered which contains a simple 50Ω microstrip on a 10
cm by 16 cm two-sided FR4 substrate having a thickness of
1.5mm.
IV. SIMULATIONS
In order to show the effect of the spectral leakage phe-
nomenon on a signal obtained by a near-field scan, a sim-
ulation was done using EMPRO [23] which is a full-wave
electromagnetic solver. Two simulations are performed on the
previously mentioned PCB (section III-B). The PCB is excited
with a 1 volt 50Ω source (port 1) at 1GHz and terminated with
a 50Ω impedance at port 2. First the magnetic field (Hx) is
simulated in the frequency domain along a line over the X-
axis (Y=80 mm) at a height of 5 mm. In a second simulation
the magnetic field is simulated via a point sensor at several
places along the same line as the first simulation (201 places
with an equidistance of 0.5mm). For each point sensor, the
evolution of the magnetic field is simulated in the time-domain
(sampled at 32.334GHz) and the FFT is calculated. In Fig.
7 the measuring time of the point sensors equals an integer
number of periods (coherent sampling) of the excitation signal
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Fig. 7. Simulation without spectral leakage
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Fig. 8. Simulation with spectral leakage
avoiding spectral leakage. In Fig. 8, the measuring time equals
an integer number of periods plus half of a period. It is clear
the FFT suffers from spectral leakage which results in an error
of approximately 3.92 dB as mentioned in [16].
In order to evaluate the algorithm, a comparison is made
between the results when using a regular FFT, a regular FFT
with different types of windows and finally the proposed
algorithm. The data of Fig. 8 is used but instead of visualizing
the entire line, only X=50mm is considered. Table II shows
TABLE II
COMPARISON WINDOWS
Window Mag (dBA/m) Window Mag (dBA/m)
Exact -19.92 Gaussian -21.3
Algorithm -19.93 Hamming -21.45
FlatTop -19.96 Bartlett Hanning -21.5
Blackman Harris -20.65 Tukey -21.84
Blackman -20.88 Taylor -21.97
Hanning -21.16 Kaiser -23.27
Bartlett Hanning -19.24 FFT -23.8
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Fig. 9. FFT without spectral leakage, amplitude
the exact value (without spectral leakage), the results obtained
by the algorithm, a regular FFT and several windows. It is
clear that the algorithm, and the FFT in combination with the
flat top window are closest to the correct value. The algorithm
even outperforms the results obtained by the flat top window.
V. PRACTICAL MEASUREMENTS
A. Amplitude
This section mainly aims to obtain the same measurement
results from an oscilloscope as from a VNA. The PCB
presented in section III-B is excited with a 0 dBm 1GHz
signal. The same line as simulated in Section IV is now
measured with an oscilloscope and a VNA. The oscilloscope
has a 6.25 GHz sampling rate and 100000 measurement points
are saved which is a coherent sampling of the 1GHz signal
(16000 periods). The amplitude result is presented in Fig. 9. In
Fig. 9, no spectral leakage will occur since an integer number
of periods is sampled. Suppose only 99997 measuring points
are available, implying only 15999.52 periods, of the measured
signal have been sampled and spectral leakage occurs. Fig. 10
shows that the difference has increased to 3.8 dB. Other errors
due to calibration errors of both the VNA and oscilloscope
have been removed from these measurements. Simulations
have shown that the algorithm provides better results than
using the FFT in combination with a flat top window. But
since the flat top approach also presents good results it is also
considered in these measurement results. Fig. 11 shows the
result when applying both approaches. Both the algorithm and
the flat top window produce similar results. Having a closer
look at Fig. 11, it is noticeable that both sidebands of the
measured signal are not the same as the sidebands obtained
by the Vector Network Analyzer approach. Indeed, the Signal
to Noise Ratio (SNR) of the oscilloscope is much lower than
the SNR of the VNA resulting in the corresponding error when
small signals are being measured with the oscilloscope.
B. Phase
In near-field scanning the phase of the measured signal
also needs to be measured when post-processing requires
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Fig. 10. FFT with spectral leakage, amplitude
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Fig. 11. Algorithm comparison, algorithm
the complex value of the measured near field. Hence the
performance of the phase results of the algorithm also needs
to be compared with a windowed FFT-approach (flat top).
However, as phase-measurements require the use of two probes
(one moving probe and one reference probe) [9], care has to be
taken when applying the proposed algorithm. The frequencies
determined by the moving and by the reference probe might be
slightly different and slighty change from position to position.
This will result in some added noise in these regions, as shown
in Fig. 12. When the absolute magnitude and frequency of the
reference probe is of limited importance, it is a better approach
to apply the algorithm to the signal of the moving probe and to
use the am from the moving probe in the phase calculation of
the reference probe. This modified algorithm results in much
smoother results, as shown in Fig. 13.
C. Performance on multiple signals
It is not only important to evaluate the amplitude and
phase, frequency resolution is also important in EMI near
field scanning. Consider for example a switch mode power
supply that switches at the rate of 200kHz and in its enclosure
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Fig. 12. Phase comparison, algorithm
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Fig. 13. Phase comparison, modified algorithm
radiates around 1GHz. Multiple peaks will occur around 1GHz
and the distance between the peaks will be 200kHz. In order
to simulate such a situation, the PCB in Section III-B is
excited with two signals i.e. a signal at 1GHz and a signal
at 999.8MHz. The same test conditions are used in this setup
as in the other measurement. When looking at one single point
(X=50) it is clear from Fig. 14 that there are two signals
radiated by the PCB. The regular FFT shows both signals but
with wrong amplitude results. The FFT + flat top window
shows only one single radiating frequency. The algorithm
shows two radiating frequencies and the error in comparison
with the VNA measurement is small. The performance of the
flat top window approach can be enhanced by measuring over
a longer time, increasing the frequency resolution. But since
a near field scan already takes a large amount of time, every
increase of the measuring time has to be avoided.
VI. CONCLUSION
This paper studies the use of a recently developed algorithm
to reduce the error due to the spectral leakage phenomenon in
time-domain based EMI NF measurements. The algorithm has
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been used in a near-field scanner application. When simulating
and measuring different situations that can occur in near-
field measurements, it becomes obvious that the proposed
algorithm produces much better results than a regular FFT.
The amplitude and phase results for signals with frequency
components far enough from each other are comparable with
the results of a flat top window. In order to distinguish two
frequency components close to each other the algorithms
performs remarkably better than the flat top window approach,
which has a poor frequency resolution.
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