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Abstrakt
Bakala´rska pra´ca je zalozˇena´ na aplika´cii matematicke´ho apara´tu pri analy´ze ekono-
micky´ch modelov, konkre´tne modelov, ktore´ vedu´ na su´stavu polynomia´lnych rovnı´c. Jed-
nou z cˇastı´ je su´hrn za´kladny´ch poznatkov z oblasti algebry s orienta´ciou na Gro¨bnerove
ba´zy. V d’alsˇom texte su´ rozobrate´ ekonomicke´ modely, pri ktory´ch riesˇenı´ su´ Gro¨bne-
rove ba´zy aplikovane´ s vyuzˇitı´m programu Wolfram Mathematica. Do tohto prostredia je
takisto implementovany´ vlastny´ programovy´ balı´k ako na´vrh riesˇenia na zjednodusˇenie
vy´pocˇtu a pra´ce s modelmi.
Abstract
Bachelor thesis is based on application of mathematical apparatus for the analysis of eco-
nomic models, in particular models that lead to a system of polynomial equations. One of
the parts is a summary of basic knowledge of algebra focused on Gro¨bner basis. Hereinaf-
ter are discussed economic models in which solution Gro¨bner basis are applied using the
program Wolfram Mathematica. Own software package is implemented into this program
as a concept of solution to simplify the calculation and work with models.
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U´VOD
Cˇlovek ma´ od nepama¨ti svoje potreby. V praveku, ked’ sta´l vy´voj l’udstva na samot-
nom pocˇiatku, boli tieto potreby vel’mi jednoduche´, ako aj cˇlovek sa´m. Postupom cˇasu sa
l’udsky´ druh menil a spolocˇne s nı´m sa menili aj jeho potreby. V dnesˇnej dobe su´ nasˇe
potreby rozmanite´, dokonca azˇ natol’ko, zˇe sa niekedy nevieme rozhodnu´t’, ako medzi ne
budeme alokovat’ svoje zdroje. Pra´ve tento aspekt l’udske´ho spra´vania sa ekono´mia snazˇı´
popı´sat’ prostrednı´ctvom ekonomicky´ch modelov. Poku´sˇa sa na´jst’ optimum, celkovu´ rov-
nova´hu medzi potrebami a zdrojmi, medzi u´zˇitkom a kapita´lom.
Ekonomicke´ modely su´ vel’mi subjektı´vnymi popismi reality, avsˇak jednu vec maju´
vsˇetky spolocˇnu´, ekonomicke´ spra´vanie popisuju´ prostrednı´ctvom matematicke´ho apara´-
tu. Slovny´m alebo graficky´m popisom totizˇto nie je mozˇne´ dosiahnut’ natol’ko exaktne´
vyjadrenie, matematicke´ symboly su´ aky´msi univerza´lnym jazykom v kazˇdej cˇasti sveta.
V tejto bakala´rskej pra´ci sa budem zaoberat’ rozborom modelov, ktory´ch popis je reali-
zovany´ pomocou su´stavy polynomia´lnych rovnı´c. Ciel’om bude okrem klasicky´ch meto´d
riesˇenia taky´chto su´stav, predstavit’ najma¨ trochu netradicˇnu´ meto´du Gro¨bnerovej ba´zy.
Na zavedenie tejto meto´dy budem vyuzˇı´vat’ poznatky z oblasti algebry. Po tejto ry´dzo
matematickej cˇasti pra´ce sa poku´sim premostit’ zı´skane´ poznatky s uzˇ spomı´nany´mi eko-
nomicky´mi modelmi.
Hoci ekonomicke´ modely predstavuju´ zjednodusˇeny´ popis reality, rovnice, ktore´ tento
popis realizuju´ su´ pomerne zlozˇite´. Ciel’om bude odvodenie modelov obohatit’ o vlastne´
postrehy a prı´klady, ktory´mi by som chcela cˇitatel’ovi model priblı´zˇit’ a rovnako aj pomoˆct’
interpretovat’ zı´skane´ vy´sledky.
Hlavny´m ciel’om pra´ce je vytvorenie vlastne´ho algoritmicke´ho riesˇenia vybrany´ch
ekonomicky´ch modelov. Zı´skane´ poznatky z predcha´dzaju´cich cˇastı´ budu´ zhrnute´ do na´-
vrhu riesˇenia rozobratej problematiky. Spomı´nany´ na´vrh bude implementovany´ do mate-
maticke´ho prostredia Wolfram Mathematica. Vy´stupom pra´ce bude vlastny´ programovy´
balı´k, ktory´ zabezpecˇı´ realiza´ciu vy´pocˇtov, ako aj interpreta´ciu obdrzˇany´ch vy´sledkov.
Su´cˇasne bude pra´ca slu´zˇit’ aj ako detailny´ manua´l pre pouzˇı´vatel’a balı´ku, rozsˇı´reny´ o prı´-
klady ilustruju´ce pra´cu s programom.
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CIELE PRA´CE, METO´DY A POSTUPY SPRACOVANIA
Ciele pra´ce
Hlavny´m ciel’om tejto pra´ce je obozna´menie cˇitatel’a so za´kladny´m matematicky´m
apara´tom, ktory´ je potrebny´ pri problematike Gro¨bnerovych ba´z. Snahou je teoreticky´
za´klad nielen popı´sat’, ale aj vysvetlit’ na konkre´tnych prı´kladoch. Dˇalsˇı´m ciel’om je ma-
tematicke´ poznatky aplikovat’ v ekono´mii na prı´slusˇny´ch ekonomicky´ch modeloch a tiezˇ
vy´sledky vhodne interpretovat’.
Na za´ver pra´ce je ciel’om samostatne navrhnu´t’ algoritmus, ktory´ vybrane´ modely
vypocˇı´ta pre roˆzne vstupne´ hodnoty a pouzˇı´vatel’ovi pomoˆzˇe s interpreta´ciou zı´skany´ch
vy´sledkov. Ta´to pra´ca slu´zˇi takisto ako detailny´ manua´l k pouzˇitiu spomı´nane´ho algo-
ritmu.
Meto´dy a postupy spracovania
Pri spracova´vanı´ problematiky aplika´cie Gro¨bnerovych ba´z na ekonomicke´ modely
bolo na zacˇiatku potrebne´ vymedzit’ a nasˇtudovat’ si teoreticky´ za´klad z oblasti algeb-
ry, so zameranı´m na okruhy, usporiadanie multiindexov a na´sledne samotne´ Gro¨bne-
rove ba´zy. Dˇalsˇı´m krokom bola analy´za troch vybrany´ch ekonomicky´ch modelov, kto-
rej vy´sledkom bolo zostavenie su´stavy rovnı´c pre kazˇdy´ model a definovanie prı´slusˇny´ch
obmedzenı´ vy´pocˇtu.
Dˇalsˇı´m krokom spracovania bolo spojenie zı´skany´ch poznatkov a rozborov, vy´sled-
kom bola aplika´cia matematicky´ch meto´d na na´jdenie rovnova´hy ekonomicky´ch mode-
lov. Poslednou cˇast’ou bola programova´ realiza´cia v software Wolfram Mathematica, kto-
rej tvorbou boli zhrnute´ poznatky z predcha´dzaju´cej analy´zy za vyuzˇitia nasˇtudovane´ho
teoreticke´ho za´kladu.
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1 TEORETICKE´ VY´CHODISKA´ PRA´CE
V tejto kapitole zavedieme za´kladne´ pojmy, s ktory´mi budeme v pra´ci d’alej pra-
covat’. Zacˇneme vymedzenı´m znalostı´ z oblasti vsˇeobecnej algebry, najma¨ problema-
tiky ty´kaju´cej sa okruhov a idea´lov. Dˇalej sa zameriame na pojmy ako su´ mono´m a po-
lyno´m, pri ktory´ch zavedieme tiezˇ ich roˆzne usporiadania, pre lepsˇiu predstavu prida´me aj
niekol’ko vysvetl’uju´cich prı´kladov. Kl’u´cˇovy´m bude zavedenie pojmu Gro¨bnerova ba´za,
o ktory´ sa bude opierat’ cela´ pra´ca.
V neposlednom rade sa poku´sime podrobne rozobrat’ problematiku nelinea´rnych rov-
nı´c, kde sa zameriame na vy´pocˇet korenˇov kvadratickej a kubickej rovnice a hlavne
na riesˇenie su´stav rovnı´c. Pri su´stava´ch rovnı´c bude hlavny´m prvkom pra´ve aplika´cia
Gro¨bnerovej ba´zy na ich zjednodusˇenie a na´sledny´ vy´pocˇet.
1.1 Okruhy a idea´ly
Prva´ cˇast’ kapitoly bude venovana´ teoreticke´mu za´kladu z algebraickej problematiky
okruhov a idea´lov. Definujeme tieto pojmy a tiezˇ niektoe´ ich vlastnosti.
Definı´cia 1.1. Nech R = (R,+, .) je nepra´zdna mnozˇina s dvomi opera´ciami + a . .
R sa nazy´va okruh, ak platı´: [1]
(i) (R,+) je komutatı´vna grupa
(ii) (R, .) je pologrupa
(iii) platia tzv. distributı´vne za´kony (pravy´ a l’avy´ distributı´vny za´kon):
a, b, c ∈ R =⇒ a.(b+ c) = a. b + a. c,
(b+ c). a = b. a + c. a
Pozna´mka. Neutra´lny prvok grupy (R,+), iny´mi slovami nulovy´ prvok komutatı´vnej
grupy(R,+), sa va¨cˇsˇinou oznacˇuje 0R a nazy´va sa nulovy´ prvok (nula okruhu R. [1]
Tvrdenie 1.2. Ak R je okruh, potom pre kazˇdy´ prvok r okruhu R platı´: [1]
0R.r = r.0R = 0R.
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Definı´cia 1.3. Nech R je okruh. Ak pologrupa (R, .) je komutatı´vna, potom R na-
zy´vame komutatı´vny okruh. Ak ma´ pologrupa (R, .) jednicˇku roˆznu od nulove´ho prvku,
nazy´va sa R okruh s jednicˇkou. Jednicˇka pologrupy (R, .) sa oznacˇuje 1R a nazy´va sa
jednicˇka okruhu R. [1]
Prı´klad 1.4. Prı´kladom komutatı´vneho okruhu su´ mnozˇiny cely´ch cˇı´sel Z, rea´lnych
cˇı´sel R alebo komplexny´ch cˇı´sel C.
Dˇalsˇı´m prı´kladom, ktory´ na´s bude d’alej zaujı´mat’ je okruh polyno´mov s neurcˇitou x
nad pol’om F , oznacˇujeme F [x]. Taky´mto polyno´mom rozumieme vy´raz a0 + a1x+ ...+
anx
n, kde koeficienty a0, a1, ..., an su´ z pol’a F a n je neza´porne´ cele´ cˇı´slo.
Definı´cia 1.5. Nech R je komutatı´vny okruh. Potom podmnozˇina I ⊆ R je idea´l, ak
spl´nˇa nasleduju´ce podmienky: [2]
(i) 0 ∈ I ,
(ii) ak a, b ∈ I , potom a+ b ∈ I ,
(iii) ak a ∈ I, b ∈ R, potom b.a ∈ I .
Definı´cia 1.6. Mono´mom nazveme vy´raz
xα11 . x
α2
2 ... x
αn
n ,
kde vsˇetky exponenty α1, ..., αn su´ neza´porne´ cele´ cˇı´sla. [2]
Pozna´mka. Za´pis mono´mu moˆzˇeme zjednodusˇit’ zavedenı´m n-tice α = (α1, ..., αn).
Potom zapı´sˇeme:
xα = xα11 . x
α2
2 ... x
αn
n .
Ked’ α = (0, ..., 0), potom xα = 1. Tiezˇ zavedieme |α| = α1 + α2 + ...+ αn. [2]
Definı´cia 1.7. Polyno´mom f premenny´ch x1, ..., xn s koeficientmi z F nazveme ko-
necˇnu´ linea´rnu kombina´ciu mono´mov. Zapı´sˇeme: [2]
f =
∑
α
aαx
α, aα ∈ F
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Definı´cia 1.8. Pre µ, ν ∈ Nn definujeme lexikograficke´ usporiadanie
µ <lex ν ⇔ existuje j ∈ 1, ..., n take´, zˇe µj < νj a pre vsˇetky i < j je µi = νi. [3]
Prı´klad 1.9. Lexikograficke´ usporiadanie.
(1, 4, 3) <lex (2, 0, 1), pretozˇe existuje j take´, zˇe µj < νj a pre vsˇetky i < j je µi = νi,
v tomto prı´pade j = 1
(3, 2, 4) <lex (3, 3, 0), v tomto prı´pade j = 2
(2, 1, 1) <lex (2, 1, 2), v tomto prı´pade j = 3
Definı´cia 1.10. Pre µ, ν ∈ Nn definujeme gradovane´ lexikograficke´ usporiadanie
µ <deglex ν ⇔ |µ| < |ν| alebo |µ| = |ν| a za´rovenˇ µ <lex ν.[3]
Prı´klad 1.11. Gradovane´ lexikograficke´ usporiadanie.
(2, 0, 1) <deglex (1, 0, 3), pretozˇe |(2, 0, 1)| = 3 < |(1, 0, 3)| = 4 ,
(1, 2, 1) <deglex (1, 3, 0), pretozˇe |(1, 2, 1)| = |(1, 3, 0)| = 4 a (1, 2, 1) <lex (1, 3, 0)
Definı´cia 1.12. Pre µ, ν ∈ Nn definujeme gradovane´ obra´tene´ lexikograficke´ uspo-
riadanie
µ <degrevlex ν ⇔ |µ| < |ν| alebo |µ| = |ν| a za´rovenˇ existuje j ∈ 1, ..., n take´, zˇe µj > νj
a pre vsˇetky i > j je µi = νi. [3]
Prı´klad 1.13. Gradovane´ obra´tene´ lexikograficke´ usporiadanie.
(4, 0, 2) <degrevlex (1, 5, 3), pretozˇe |(2, 0, 1)| = 6 < |(1, 0, 3)| = 9 ,
(5, 3, 1) <degrevlex (6, 2, 1), pretozˇe |(5, 3, 1)| = |(6, 2, 1)| = 9 a existuje j take´, zˇe
µj > νj
a pre vsˇetky i > j je µi = νi, v tomto prı´pade j = 2
Prı´klad 1.14. Na tomto prı´klade na´zorne uka´zˇeme rozdiel medzi jednotlivy´mi mono-
mia´lnymi usporiadaniami.
Majme mono´my (2, 1, 1), (0, 5, 0), (2, 0, 2), (1, 2, 1), (1, 1, 2). Potom usporiadania vyze-
raju´ nasledovne:
LEX: (0, 5, 0) <lex (1, 1, 2) <lex (1, 2, 1) <lex (2, 0, 2) <lex (2, 1, 1)
DEGLEX: (1, 1, 2) <deglex (1, 2, 1) <deglex (2, 0, 2) <deglex (2, 1, 1) <deglex (0, 5, 0)
DEGREVLEX: (1, 1, 2) <degrevlex (2, 0, 2) <degrevlex (1, 2, 1) <degrevlex (2, 1, 1)
<degrevlex (0, 5, 0)
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Definı´cia 1.15. Nech f =
∑
α aαx
α je nenulovy´ polyno´m v k = [x1, ..., xn] a nech >
je monomia´lne usporiadanie. Potom: [2]
(i) multistupenˇ polyno´mu f definujeme multideg(f) = max {α ∈ Nn0 : aα 6= 0}
(ii) vedu´ci koeficient polyno´mu f definujeme lc(f) = amultideg(f)
(iii) vedu´ci mono´m polyno´mu f definujeme lm(f) = xmultideg(f)
(iv) vedu´ci cˇlen polyno´mu f definujeme lt(f) = lc(f)lm(f)
Prı´klad 1.16. Uvazˇujme polyno´m f = 8x2yz3 − 5y + z2 − 2x4z + 4x3y + 11x
a lexikograficke´ usporiadanie. Potom
multideg(f) = (4, 0, 1), lc(f) = −2, lm(f) = x4z, lt(f) = −2x4z.
Definı´cia 1.17. Idea´l in<(I) generovany´ vsˇetky´mi vedu´cimi cˇlenmi nenulovy´ch po-
lyno´mov, zapı´sˇeme lt(f), f ∈ I − {0}, sa nazy´va pocˇiatocˇny´ idea´l idea´lu I . [3]
Pozna´mka. Pocˇiatocˇny´ idea´l za´visı´ na zvolenom usporiadanı´.[3]
Definı´cia 1.18. Nech f1, ..., fs ∈ I − {0}. Gro¨bnerovou ba´zou idea´lu I rozumieme
ba´zu s vlastnost’ou in(I) = 〈lt(f1), ..., lt(fs)〉 [4]
Definı´cia 1.19. Gro¨bnerova1 ba´za sa nazy´va redukovana´, ak pre vsˇetky roˆzne p, q ∈ G
platı´, zˇe zˇiadny mono´m, ktory´ sa vyskytuje v p nie je na´sobkom lt(q). [5]
1.2 Nelinea´rne rovnice
V matematike moˆzˇeme rozlı´sˇit’ dva typy rovnı´c, prvy´m su´ linea´rne rovnice, tie sa vy-
znacˇuju´ ty´m, zˇe nezna´ma nema´ mocninu. Druhy´m typom sa budeme zaoberat’ pra´ve
v tejto podkapitole, kde ich vsˇeobecne zavedieme, tiezˇ uvedieme sˇpecia´lne prı´pady a me-
to´dy ich riesˇenia. Dˇalej sa taktiezˇ budeme venovat’ su´stava´m nelinea´rnych rovnı´c a rov-
nako aj ich riesˇenı´m, zameriame sa na meto´du Gro¨bnerovej ba´zy.
1Wolfgang Gro¨bner (1899-1980), raku´sky matematik, teo´ria Gro¨bnerovych ba´z je podl’a neho pomeno-
vana´, hoci bola skonsˇtruovana´ jeho zˇiakom Brunom Buchbergerom, ktory´ tu´t teo´riu pomenoval po svojom
ucˇitel’ovi
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1.2.1 Jedna rovnica
Ta´to kapitola je insˇpirovana´ [6].
Vsˇeobecny´ za´pis rovnice n-te´ho stupnˇa (kde n je kladne´ cele´ cˇı´slo) je nasledovny´:
a0x
n + a1x
n−1 + . . . + an−1x + an = 0, (1.1)
kde koeficienty a0, a1, . . . , an−1, an su´ komplexne´ cˇı´sla a vedu´ci koeficient a0 je nenu-
lovy´. Taktiezˇ nezna´mu x hl’ada´me z oboru komplexny´ch cˇı´sel C.
Pri vysˇsˇie uvedenom za´pise rovnice sa predpoklada´, zˇe tu´to rovnicu ma´me vypocˇı´tat’.
To znamena´, na´jst’ cˇı´selne´ hodnoty nezna´mej x, ktore´ rovnicu spl´nˇaju´, iny´mi slovami,
po dosadenı´ tejto hodnoty za nezna´mu x v rovnici (1.1) a na´sledny´mi u´pravami rovnice,
dostaneme na l’avej strane rovnice cˇı´slo 0.
Na l’avej strane rovnice (1.1) sa nacha´dza cˇlen:
a0x
n + a1x
n−1 + ... + an−1x + an,
ktory´ sa nazy´va polyno´m n-te´ho stupnˇa nezna´mej x. Polyno´mom teda nazveme sumu ce-
locˇı´selny´ch neza´porny´ch mocnı´n nezna´mej x s prı´slusˇny´mi cˇı´selny´mi koeficientmi. Pre-
dovsˇetky´m za polyno´m nepovazˇujeme vy´raz, ktory´ obsahuje za´porne´, alebo necelocˇı´selne´
mocniny nezna´mej, ako naprı´klad x+ 2
x3
− 4 alebo 3x−2 − 2x−1 + 8.
Prirodzene, existuju´ polyno´my n-te´ho stupnˇa pre vsˇetky prirodzene´ cˇı´sla n, pre niek-
tore´ z nich pouzˇı´vame sˇpecia´lne oznacˇenie, ako naprı´klad polyno´my prve´ho stupnˇa alebo
tiezˇ linea´rne, d’alej kvadraticke´, kubicke´ atd’.
Ak pre polyno´m f(x) existuje cˇı´slo c take´, zˇe platı´ f(c) = 0, potom cˇı´slo c sa nazy´va
korenˇ polyno´mu f(x). Zo sku´senostı´ vieme, zˇe nie kazˇdy´ polyno´m s rea´lnymi koefici-
entmi ma´ aj rea´lne korene, naprı´klad x2 + 1, ktore´ho korene su´ komplexne´ cˇı´sla. Mohli
by sme ocˇaka´vat’, zˇe existuju´ polyno´my, ktore´ nemaju´ korenˇ ani v obore komplexny´ch
cˇı´sel. Tento proble´m vsˇak riesˇi za´kladny´ teore´m algebry komplexny´ch cˇı´sel, ktory´ znie
nasledovne.
Teore´m 1.20. Za´kladny´ teore´m algebry komplexny´ch cˇı´sel
Kazˇdy´ polyno´m asponˇ prve´ho stupnˇa s l’ubovol’ny´mi cˇı´selny´mi koeficientmi ma´ asponˇ
jeden korenˇ, ktory´ je vo vsˇeobecnosti komplexny´.
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Teore´m sı´ce hovorı´ o existencii korenˇov, avsˇak nenaznacˇuje zˇiadnu meto´du, ktorou by
sme tieto korene mohli na´jst’. Pre rovnice druhe´ho, tretieho a sˇtvrte´ho stupnˇa su´ zna´me
univerza´lne vzorce pre ich vy´pocˇet. Teraz si uka´zˇeme postup ich odvodenia.
Kvadraticka´ rovnica. Uvazˇujme kvadraticku´ rovnicu, teda rovnicu tvaru
x2 + px + q = 0, (1.2)
s l’ubovol’ny´mi komplexny´mi koeficientmi. Vedu´ci koeficient moˆzˇeme uvazˇovat’ ako jed-
notku bez straty vsˇeobecnosti tohto odvodenia, v prı´pade, zˇe by bol roˆzny od jednotky,
rovnicu by sme predelili jeho hodnotou. Tu´to rovnicu moˆzˇeme tiezˇ zapı´sat’ ako(
x+
p
2
)2
+
(
q − p
2
4
)
= 0,
po u´prave
x+
p
2
= ±
√
p2
4
− q.
Z tejto rovnice uzˇ moˆzˇeme vidiet’, zˇe korene kvadratickej rovnice vypocˇı´tame podl’a
zna´meho vzorca
x = −p
2
±
√
p2
4
− q.
Prı´klad 1.21. Uvazˇujme kvadraticku´ rovnicu 3x2 + 6x+ 18− 36i = 0.
Obe strany rovnice podelı´me cˇı´slom 3 a dostaneme za´kladny´ tvar:
x2 + 2x+ 6− 12i = 0
S pouzˇitı´m vzorca odvodene´ho vysˇsˇie dostaneme:
x = −2
2
±
√
4
4
− (6− 12i) = 1±√−5 + 12i.
Dˇalej si vyjadrı´me korene komplexne´ho cˇı´sla pod odmocnicou
√−5 + 12i = ±(2 + 3i)
Nakoniec sme vypocˇı´tali riesˇenie zadanej rovnice, su´ nı´m korene
x1 = −3− 3i x2 = 1 + 3i.
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Kubicka´ rovnica. Uvazˇujme kubicku´ rovnicu, teda rovnicu tvaru
y3 + ay2 + by + c = 0, (1.3)
s l’ubovol’ny´mi komplexny´mi koeficientmi. V rovnici (1.3) nahradı´me nezna´mu y novou
nezna´mou x, pre ktoru´ platı´
y = x− a
3
(1.4)
po dosadenı´ dostaneme kubicku´ rovnicu s jednou nezna´mou x, ktora´ vsˇak uzˇ neobsahuje
druhu´ mocninu nezna´mej
x3 + px+ q = 0. (1.5)
Ak na´jdeme korene rovnice (1.5), potom spa¨tny´m dosadenı´m substitu´cie (1.4) dostaneme
tiezˇ korene poˆvodnej rovnice (1.3). Podl’a za´kladne´ho teore´mu vieme, zˇe rovnica (1.5) ma´
tri komplexne´ korene. V nasleduju´cich krokoch by sme si zaviedli nove´ nezna´me, vyuzˇili
Vietove2 vzorce a substitu´ciu. Nakoniec by sme dosˇli ku zna´memu Cardanovmu3 vzorcu,
ktory´ vyjadruje korene rovnice (1.5)
xo = α + β =
3
√
−q
2
+
√
q2
4
+
p3
27
+
3
√
−q
2
−
√
q2
4
+
p3
27
(1.6)
kde α a β su´ nasleduju´ce tretie odmocniny vy´razov
α =
3
√
−q
2
+
√
q2
4
+
p3
27
, β =
3
√
−q
2
−
√
q2
4
+
p3
27
(1.7)
Ked’zˇe kubicka´ rovnica ma´ tri korene v obore komplexny´ch cˇı´sel, vzt’ahy (1.7) posky-
tuju´ tri hodnoty pre α, ako aj tri hodnoty pre β. To je 9 mozˇny´ch kombina´ciı´, avsˇak
z ty´chto kombina´ciı´ budu´ vhodne´ len tri, ktore´ budu´ spl´nˇat’ iste´ podmienky stanovene´
v predcha´dzaju´cej cˇasti odvodenia, ktoru´ sme kvoˆli zlozˇitosti vynechali. Konecˇne´ vzt’ahy
pre vy´pocˇet su´ nasleduju´ce
x1 = α1 + β1
x2 = α1ε+ β1ε
2
x3 = α1ε
2 + β1ε,
2Franc¸ois Vie`te (1540-1603), francu´zsky matematik, zaviedol pı´smenkove´ oznacˇenie nezna´mych
velicˇı´n, vd’aka ktore´mu bolo umozˇnene´ popı´sanie korenˇov rovnı´c univerza´lnym spoˆsobom
3Gerolamo Cardano (1501-1576), taliansky matematik, ktory´ uverejnil vsˇeobecne´ vzt’ahy na vy´pocˇet
korenˇov kubickej rovnice
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kde α1 je l’ubovol’na´ z troch hodnoˆt korenˇa α, potom β1 je ta´ hodnota korenˇa β, ktora´ zod-
poveda´ hodnote α1 na za´klade podmienky αβ = −p3 . A ε je tret’ou odmocninou jednicˇky
ε3 = 1, kde zo vsˇeobecne´ho vzt’ahu pre n-ty´ korenˇ jednicˇky
n
√
1 = cos
2kpi
n
+ i sin
2kpi
n
, k = 0, 1, 2, ..., n− 1
jednoducho uka´zˇeme, zˇe platı´
ε = −1
2
+ i
√
3
2
Prı´klad 1.22. Uvazˇujme kubicku´ rovnicu y3 − 6y2 − 6y − 7 = 0
Pouzˇitı´m substitu´cie: y = x − −6
3
= x + 2 dostaneme nasleduju´ci tvar rovnice, ktora´
neobsahuje kvadraticky´ cˇlen:
x3 − 18x− 35 = 0
Dˇalej vypocˇı´tame α a β dosadı´m do vzt’ahov (1.7)
α1 =
3
√
35
2
+
√
352
4
− 18
3
27
= 3
β1 =
3
√
35
2
−
√
352
4
− 18
3
27
= 2
Dopocˇı´tame aj zvysˇne´ α2 = α1ε, α3 = α1ε2, β2 = β1ε, β3 = β1ε2, kde ε = −12 + i
√
3
2
.
Dostaneme nasleduju´ce vy´sledky
α2 = −3
2
+
3
√
3
2
i
α3 = −3
2
− 3
√
3
2
i
β2 = −1 +
√
3i
β3 = −1−
√
3i.
Teraz dosadı´me vypocˇı´tane´ α a β do rovnı´c pre vy´pocˇet korenˇov
x1 = α1 + β1 = 5
x2 = α2 + β3 = −5
2
+
√
3
2
i
x3 = α3 + β2 = −5
2
−
√
3
2
i.
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Avsˇak toto su´ korene rovnice po pouzˇitı´ substitu´cie, takzˇe ich musı´me spa¨tne substituovat’,
aby sme dostali korene poˆvodne zadanej rovnice. Substitu´ciu uskutocˇnı´me dosadenı´m
do vzt’ahu y = x + 2. Dosta´vame hl’adane´ riesˇenie rovnice, teda 3 korene y1, y2 a y3.
y1 = 7
y2 = −1
2
+
√
3
2
i = ε
y3 = −1
2
−
√
3
2
i = ε2
Kvarticka´ rovnica. Uvazˇujme kvarticku´ rovnicu, teda rovnicu tvaru
y4 + ay3 + by2 + cy + d = 0, (1.8)
s l’ubovol’ny´mi komplexny´mi koeficientmi. Podobne ako pri kubickej rovnici, pouzˇijeme
najskoˆr substitu´ciu
y = x− a
4
, (1.9)
po dosadenı´ do (1.8) dostaneme rovnicu, ktora´ neobsahuje tretiu mocninu nezna´mej
x4 + px2 + qx+ r = 0 (1.10)
Dˇalej by sme postupovali pomocou substitu´ciı´ a roˆznych u´prav. Nakoniec, po u´prava´ch sa
dostaneme dve kvadraticke´ rovnice, ktore´ uzˇ vieme vyriesˇit’
x2 −√2α0x+
(
p
2
+ α0 +
q
2
√
2α0
)
= 0
x2 +
√
2α0x+
(
p
2
+ α0 +
q
2
√
2α0
)
= 0
(1.11)
kde α0 je jeden z korenˇov kubickej rovnice s nezna´mou α a komplexny´mi korenˇmi
q2 − 4.2α
(
α2 + pα− r + p
2
4
)
= 0 (1.12)
Vzt’ah na vy´pocˇet korenˇov kvartickej rovnice ako prvy´ publikoval Lodovico Ferrari4.
Rovnice vysˇsˇı´ch stupnˇov. V 20. rokoch 19. storocˇia Abel5 doka´zal, zˇe pre rovnice
n-te´ho stupnˇa pre n ≥ 5, neexistuju´ vsˇeobecne´ vzorce, ako to bolo u predcha´dzaju´cich
4Lodovico Ferrari (1522-1565), taliansky matematik
5Niels Henrik Abel (1802-1829), no´rsky matematik
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troch stupnˇov. Avsˇak fakt, zˇe neexistuju´ vsˇeobecne´ vzt’ahy, teda vzt’ahy, pomocou ktory´ch
vypocˇı´tame korene vo vsˇeobecnosti len pomocou koeficientov dane´ho polyno´mu, ne-
vylucˇuje, zˇe korene taky´chto polyno´mov doka´zˇeme spocˇı´tat’ iny´m spoˆsobom.
1.2.2 Su´stava rovnı´c
Definı´cia 1.23. Su´stavou m polynomia´lnych rovnı´c o n nezna´mych je kazˇda´ su´stava,
ktoru´ moˆzˇeme upravit’ na tvar [6]
f1 (x1, . . . , xn) = 0,
...
fm (x1, . . . , xn) = 0,
(1.13)
kde vy´razy na l’avy´ch strana´ch su´ nenulove´ polyno´my n neurcˇity´ch.
K riesˇeniu su´stavy polynomia´lnych rovnı´c sa va¨cˇsˇinou pouzˇı´vaju´ ekvivalentne´ u´pravy
pre jednotlive´ rovnice. Su´ to u´pravy, pomocou ktory´ch sa snazˇı´me poˆvodnu´ rovnicu zjed-
nodusˇit’ a za´rovenˇ nezmenit’ mnozˇinu jej riesˇenı´. Medzi za´kladne´ u´pravy patria: [7]
1. Za´mena pravej a l’avej strany rovnice.
2. Pricˇı´tanie (odcˇı´tanie) rovnake´ho cˇı´sla alebo vy´razu obsahuju´ceho nezna´me (ak su´
definovane´ v celom obore riesˇenı´) k obidvom strana´m rovnice.
3. Vyna´sobenie (vydelenie) obidvoch stra´n rovnice rovnaky´m nenulovy´m cˇı´slom ale-
bo nenulovy´m vy´razom obsahuju´cim nezna´me (ak su´ definovane´ v celom obore
riesˇenı´).
4. Umocnenie oboch stra´n rovnice prirodzeny´m mocnitel’om, ak obidve strany rovnice
nadobu´daju´ neza´porne´ (alebo za´porne´) hodnoty v celom obore riesˇenı´.
Taktiezˇ pozna´me ekvivalentne´ u´pravy pre su´stavy rovnı´c. Podobne ako u jedotlivy´ch
rovnı´c, aj v tomto prı´pade u´pravou odstaneme su´stavu rovnı´c ekvivalentnu´ k poˆvodnej
su´stave. Su´ to nasleduju´ce u´pravy: [7]
1. Nahradenie l’ubovol’nej rovnice su´stavy rovnicou, ktora´ je k nej ekvivalentna´.
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2. Nahradenie l’ubovol’nej rovnice su´stavy su´cˇtom tejto rovnice s l’ubovol’ny´m na´sob-
kom inej rovnice su´stavy
3. Dosadenie nezna´mej alebo vy´razu s nezna´mymi z jednej rovnice su´stavy do l’ubo-
vol’nej inej rovnice tejto su´stavy.
Na riesˇenie su´stavy rovnı´c existuju´ roˆzne meto´dy, naprı´klad aditı´vna, eliminacˇna´, gra-
ficka´, substitucˇna´, atd’. U´spesˇnost’ ty´chto meto´d vsˇak za´visı´ od zadanej su´stavy. V tejto
pra´ci sa uvedeny´mi meto´dami riesˇenia nebudeme d’alej zaoberat’, zameriame sa na jednu
z d’alsˇı´ch mozˇny´ch meto´d riesˇenia, ktorou su´ Gro¨bnerove ba´zy.
1.2.3 Riesˇenie polynomia´lnych rovnı´c pomocou Gro¨bnerovych ba´z
Pomocou Gro¨bnerovej ba´zy moˆzˇeme su´stavy polynomia´lnych rovnı´c vy´razne zjed-
nodusˇit’ a na´sledne uzˇ jednoducho vyriesˇit’. Pojem Gro¨bnerova ba´za sme si zadefinovali
uzˇ v kapitole 1.1 prostrednı´ctvom pojmu pocˇiatocˇny´ idea´l. Teraz sa vsˇak pozrieme na jej
vy´pocˇet. Ako prve´ si zavedieme tzv. S-polyno´m.
Definı´cia 1.24. S-polyno´m S(P,Q) dvoch nenulovy´ch polyno´mov P,Q definujeme
nasledovne [4]
S (P,Q) = lcm (lmP, lmQ)
ltP
P − lcm (lmP, lmQ)
ltQ
Q
Pozna´mka. Najmensˇı´ spolocˇny´ na´sobok, z anglicke´ho Least Common Multiple, ozna-
cˇujeme lcm.
Prı´klad 1.25. Ma´me zadane´ dva polyno´my P = x3 + xy + z a Q = x2 + 2y2. Urcˇite
ich S (P,Q).
S (x3 + xy + z, x2 + 2y2) = lcm (x3, x2)
x3
(x3 + xy + z)− lcm (x
3, x2)
x2
(x2 + 2y2) =
= (x3 + xy + z)− x(x2 + 2y2) = −2xy2 + xy + z
Definı´cia 1.26. Nech P˜ je polyno´m zı´skany´ z polyno´mu P konecˇny´m pocˇtom re-
dukciı´, pricˇom P˜ neobsahuje zˇiadny mono´m, ktory´ by bol delitel’ny´ vedu´cimi mono´mmi
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polyno´mov Q1, ..., Qn. Potom je P˜ norma´lny tvar polyno´mu P vzhl’adom k polyno´mom
Q1, ..., Qn. Zapisujeme P˜ = normalf(P, {Q1, ...Qn}). [2]
Prı´klad 1.27. Majme dva polyno´my Q1 = x2 + xy + z a Q2 = x + z3, budeme
pouzˇı´vat’ lexikograficke´ usporiadanie x > y > z. Urcˇı´me norma´lny tvar S-polyno´mu
polyno´mov Q1, Q2. Ako prve´ vypocˇı´tame S(Q1, Q2).
S(Q1, Q2) = lcm(x
2, x)
x2
(x2+2y2)− lcm(x
2, x)
x
(x+z3) =
x2
x2
(x2+2y2)− x
2
x
(x+z3) =
= x2 + 2y2 − x2 − xz3 = −xz3 + 2y2
Teraz urcˇı´me norma´lny tvar tohto polyno´mu. Vedu´ci mono´m polyno´mu S(Q1, Q2) je
delitel’ny´ vedu´cim mono´mom polyno´mu Q2. Takzˇe od polyno´mu S(Q1, Q2) odcˇı´tame
−z3.Q2. Po dosadenı´ dostaneme
normalf(S(Q1, Q2), {Q1, Q2}) = −xz3 + 2y2 − (−z3)(x+ z3) =
= −xz3 + 2y2 + xz3 + z6 = 2y2 + z6
Nasˇli sme teda norma´lny tvar S(Q1, Q2) vzhl’adom k polyno´mom Q1, Q2, moˆzˇeme zapı´-
sat’ normalf(S(Q1, Q2), {Q1, Q2}) = 2y2 + z6
Pozna´mka. Pre idea´l i = 〈P1, ..., Ps〉 zostrojı´me mnozˇinu polyno´mov G nasledovne
1. Vsˇetky polyno´my P1, ..., Ps ∈ G budu´ patrit’ do G
2. Ak su´ pre nejake´ i, j = 1, ..., s zvysˇky po delenı´ S-polyno´mu S(Pi, Pj) polyno´ma-
mi z G nenulove´, prida´me ich do mnozˇiny G. Respektı´ve, ak su´ pre nejake´ i, j =
1, ..., s norma´lne tvary S(Pi, Pj) nenulove´, prida´me ich do mnozˇiny G.
3. Tento postup opakujeme tak dlho, ky´m pre celu´ mnozˇinu G nevycha´dzaju´ len nu-
love´ zvysˇky po delenı´ S-polyno´mov prvkami z G.
Tento algoritmus sa nazy´va Buchbergerov6 algoritmus a jeho vy´stupom je Gro¨bnerova
ba´za dane´ho idea´lu i , presnejsˇie redukovana´ Gro¨bnerova ba´za vzhl’adom k pouzˇitiu nor-
ma´lneho tvaru polyno´mov. [2]
6Bruno Buchberger (1942-), raku´sky matematik
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Pozna´mka. Gro¨bnerova ba´za idea´lu nie je jednoznacˇne urcˇena´, preto sa zava´dza po-
jem redukovana´ Gro¨bnerova ba´za, ktory´ sme definovali v definı´cii . Po u´vahe vidı´me, zˇe
pojem redukovana´ ba´za su´visı´ s norma´lnym tvarom polyno´mu. Z tohto doˆvodu bol tento
tvar zavedeny´ a v algoritme s nı´m pocˇı´tame.
Pozna´mka. Existuje krite´rium, pomocou ktore´ho moˆzˇeme zjednodusˇit’ vy´pocˇet nor-
ma´lneho tvaru polyno´mu.
Ak pre nejaku´ dvojicu indexov i, j = 1, ..., s platı´
lcm (lt(Pi), lt(Pj)) = lt(Pi)lt(Pj),
potom pre norma´lny tvar S-polyno´mu platı´
normalf(S(Pi, Pj), {Pi, Pj}) = 0.
Prı´klad 1.28. Majme zadanu´ su´stavu rovnı´c
x2 − 2y + 1 = 0
x− y + 4 = 0.
Pomocou Buchbergerovho algoritmu urcˇı´me Gro¨bnerovu ba´zu idea´lu i , ktory´ je tvoreny´
rovnicami zo zadania a na´sledne vyriesˇime su´stavu.
Ako prve´ si oznacˇı´me polyno´my dane´ho idea´lu, nech P = x2 − 2y + 1 a Q = x− y + 4.
Mnozˇina G teda zatial’ obsahuje polyno´my P a Q.
Zacˇneme vy´pocˇtom S- polyno´mu
S(P,Q) = lcm(x
2, x)
x2
(x2 − 2y + 1)− lcm(x
2, x)
x
(x− y + 4) =
=
x2
x2
(x2 − 2y + 1)− x
2
x
(x− y + 4) = x2 − 2y + 1− x2 + xy − 4x =
= −4x+ xy − 2y + 1
Oznacˇı´me R = S(P,Q). V d’alsˇom kroku na´jdeme norma´lny tvar polyno´mu R tak, zˇe
od neho odpocˇı´tame −4Q.
−4x+xy−2y+1−(−4)(x−y+4) = −4x+xy−2y+1+4x−4y+16 = xy−6y+17 = R1
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avsˇak to esˇte nie je norma´lny tvar polyno´mu R, preto sme oznacˇili R1. Mono´m xy je
delitel’ny´ vedu´cim mono´mom polyno´mu Q, takzˇe od R1 odcˇı´tame yQ
R˜ = normalf(R, {P,Q}) = xy−6y+17−y(x−y+4) = xy−6y+17−xy+y2−4y =
= y2 − 10y + 17
R˜ je norma´lny tvar polyno´mu R.
Vy´pocˇet S(P,R) a S(Q,R) si moˆzˇeme zjednodusˇit’ pomocou predcha´dzaju´ceho krite´ria,
ked’zˇe lcm (lt(P ), lt(R)) = lt(P )lt(R), potom normalf(S(P,R),G) = 0, analogicky
pre dvojicu Q,R.
Nakoniec esˇte musı´me polyno´m P previest’ na norma´lny tvar, ked’zˇe jeho vedu´ci mono´m
je delitel’ny´ vedu´cim mono´mom polyno´mu Q. Dosta´vame teda
x2 − 2y + 1− x(x− y + 4) = x2 − 2y + 1− x2 + xy − 4x = −4x+ xy − 2y + 1,
avsˇak toto esˇte nie je norma´lny tvar polyno´mu P , pretozˇe vedu´ci mono´m−4x je delitel’ny´
vedu´cim mono´mom polyno´mu Q. Dˇalej upravı´me
−4x+xy−2y+1−(−4)(x−y+4) = −4x+xy−2y+1+4x−4y+16 = xy−6y+17.
Tento polyno´m sta´le nie je v norma´lnom tvare, je rovnako delitel’ny´ vedu´cim mono´mom
polyno´mu Q. Nakoniec dosta´vame
P˜ = normalf(P, {R,Q}) = xy − 6y + 17− y(x− y + 4) =
= xy − 6y + 17− xy + y2 − 4y = y2 − 10y + 17.
Dostali sme norma´lny tvar polyno´mu P , ktory´ je vsˇak zhodny´ s R˜, teda ho uzˇ znovu
prida´vat’ do mnozˇiny G nebudeme.
Pomocou Buchbergerovho algoritmu sme urcˇili Gro¨bnerovu ba´zu idea´lu i , je to mnozˇina
G = {y2 − 10y + 17, x− y + 4}. A teda su´stavu zo zadania, moˆzˇeme prepı´sat’ pomocou
ekvivalentnej su´stavy
y2 − 10y + 17 = 0
x− y + 4 = 0.
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V tomto prı´pade bola uzˇ zadana´ su´stava rovnı´c l’ahko vyriesˇitel’na´, preto vy´sledna´ su´stava
nie je jej zjednodusˇenı´m, ale je mozˇne´ jednoduchy´m vy´pocˇtom uka´zat’, zˇe riesˇenie oboch
su´stav je rovnake´, a to
x = 1− 2
√
2, y = 5− 2
√
2,
x = 1 + 2
√
2, y = 5 + 2
√
2
Pozna´mka. Vzhl’adom k tomu, zˇe rucˇny´ vy´pocˇet Gro¨bnerovej ba´zy je na´rocˇny´ a zdl´-
havy´, funkcia na jej vy´pocˇt je implementovana´ v mnohy´ch matematicky´ch softwaroch.
Pre u´cˇely tejto pra´ce, budeme pouzˇı´vat’ sofware Wolfram Mathematica.
Prı´klad 1.29. Predcha´dzaju´ci prı´klad vyriesˇime pomocou sofwaru Mathematica.
Pre vy´pocˇet Gro¨bnerovej ba´zy dane´ho syste´mu rovnı´c pouzˇijeme prı´kaz
GroebnerBasis [{x2 − 2y + 1, x− y + 4}, {x, y},Method -> "Buchberger"]
Vy´sledkom je
17− 10y + y2, 4 + x− y,
cˇo zodpoveda´ vy´slednej ekvivalentnej su´stave rovnı´c, ktoru´ sme dostali.
Riesˇenie tejto su´stavy dostaneme pomocou prı´kazu
Solve[17− 10y + y2 == 0 && 4 + x− y == 0, {x, y}].
Vy´sledok je zhodny´ s ty´m, ku ktore´mu sme sa dostali v predcha´dzaju´com prı´klade.
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2 ANALY´ZA SU´CˇASNE´HO STAVU
Ekonomicke´ modely su´ zjednodusˇeny´m popisom reality, su´ zostavene´ tak, aby spl´nˇali
predpoklady ekonomicke´ho spra´vania. Doˆlezˇitou charakteristikou je, zˇe modely su´ sub-
jektı´vne navrhovane´, pretozˇe neexistuje zˇiadne objektı´vne meranie ekonomicky´ch vy´stu-
pov. Kazˇdy´ ekono´m ma´ vlastnu´ mienku o tom, ake´ faktory by jeho model mal zahr´nˇat’,
aby popisoval jeho interpreta´ciu reality. [12]
Presnost’ a komplexnost’ modelu teda za´visia cˇisto len od typu proble´mu, ktory´ popi-
suju´. Rovnako aj vlastnosti ty´chto modelov su´ rozmanite´, su´ vsˇak aspekty, ktore´ zosta´vaju´
pri vsˇetky´ch modeloch rovnake´, spomenieme tri z nich. Prvy´m je predpoklad ceteris pa-
ribus7, alebo tiezˇ za inak rovnaky´ch podmienok. Druhy´m je predpoklad hl’adania optima,
teda rozhodovanie v modele je zalozˇene´ na princı´pe hl’adania optima´lnej strate´gie v da-
nej situa´cii. Tret’ou vlastnost’ou je rozlisˇovanie medzi pozitı´vnou a normatı´vnou ota´zkou
modelu. Pozitı´vne ota´zky sa zaoberaju´ vecami taky´mi, ake´ v skutocˇnosti su´, teda sku´maju´
fakty. Na druhej strane normatı´vne ota´zky sa zameriavaju´ na to, ake´ by veci mali byt’. [13]
Vo vsˇeobecnosti je ekonomicky´ model reprezentovany´ su´stavou rovnı´c, ktore´ popisuju´
ekonomicke´ spra´vanie. Ciel’om je zahrnu´t’ dostatocˇne´ mnozˇstvo rovnı´c, aby tento syste´m
popisoval racionalitu spra´vania hra´cˇov alebo zobrazoval, ako funguje ekonomika. [12]
2.1 Za´vod v zbrojenı´
Prvy´m modelom je tzv. Za´vod v zbrojenı´8, hra zavedena´ podl’a [10], v modele budeme
pocˇı´tat’ Bayesovu Nashovu rovnova´hu. Na zacˇiatku si vysvetlı´me za´kladne´ pojmy. Baye-
sovske´9 hry, tiezˇ nazy´vane´ ako hry s neu´plnou informa´ciou, su´ hry, v ktory´ch asponˇ jeden
z hra´cˇov nepozna´ vy´platne´ funkcie ostatny´ch hra´cˇov. Nashova10 rovnova´ha je situa´cia,
7oznacˇenie predpokladu alebo podmienky, ktora´ platı´ iba pri nezmeneny´ch ostatny´ch podmienkach
a premenny´ch
8anglicky Arms Race Game
9Thomas Bayes (1702-1761), anglicky´ sˇtatistik, zna´my vd’aka formula´cii Bayesovej vety o vzt’ahu
medzi podmienenou pravdepodobnost’ou a opacˇne podmienenou pravdepodobnost’ou
10John Nash (1928-2015), americky´ matematik zna´my vd’aka pra´cam v oblasti teo´rie hier, drzˇitel’ Ceny
Sˇve´dskej rı´sˇskej banky za ekonomicke´ vedy na pamiatku Alfreda Nobela(1994)
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v ktorej strate´gia kazˇde´ho hra´cˇa je najlepsˇou odpoved’ou na strate´gie ostatny´ch hra´cˇov.
Podrobnejsˇie rozoberieme Nashovu rovnova´hu v d’alsˇej kapitole. Bayesova Nashova rov-
nova´ha je teda Nashova rovnova´ha Bayesovskej hry. [11] Ta´to kapitola je insˇpirovana´ [5].
Dvaja hra´cˇi sa naraz a neza´visle rozhoduju´ medzi postavenı´m nove´ho syste´mu zbroje-
nia (B - build) a nepostavenı´m nove´ho syste´mu zbrojenia (N - not build). Na za´klade ich
rozhodnutia, a samozrejme aj rozhodnutia oponenta, moˆzˇu vyhrat’ alebo prehrat’. Ak si
obaja vyberu´ strate´giu N, vy´nos pre oboch bude 0. Hra´cˇ, ktory´ zvolı´ strate´giu N, pricˇom
oponent zahra´ B, utrpı´ prehru d > 0, ktora´ bude pravdepodobne dost’ vel’ka´. Hoci hra´cˇ,
ktory´ zvolı´ strate´giu B nikdy nezaplatı´ tu´to sumu d, avsˇak musı´ zaplatit’ cenu zbrane. Na-
opak hra´cˇ, ktory´ zahra´ B, zatial’ cˇo jeho oponent zahra´ N, vyhra´ µ > 0. Zameriame sa
na prı´pady, ked’ µ bude male´, aby pokusˇenie stavat’ zbrane nebolo take´ vel’ke´.
Cena postavenia nove´ho syste´mu zbrojenia pre i-teho hra´cˇa je ci ≥ 0, i = 1, 2, pricˇom
ta´to cena moˆzˇe byt’ penˇazˇna´ cˇiastka, ako aj psychicka´. Tejto cene budeme hovorit’ typ i-
teho hra´cˇa a bude to jeho su´kromna´ informa´cia. Zo zı´skany´ch u´dajov moˆzˇeme zostavit’
vy´platnu´ maticu, kde i-ty hra´cˇ vybera´ riadok matice a oponent stl´pec.
Tab. 1: Za´vod v zbrojenı´ - vy´platna´ matica, (Zdroj: [5])
B N
B −ci µ− ci
N −d 0
Ako bolo vysˇsˇie spomenute´, typ hra´cˇa ci je jeho su´kromna´ informa´cia, z toho vyply´va,
zˇe typy c1, c2 su´ navza´jom neza´visle´. Avsˇak vieme, zˇe tieto typy maju´ rovnake´ rozdelenie
so spojitou kumulatı´vnou distribucˇnou funkciou F . Funkcia F ma´ hustotu pravdepodob-
nosti [0, c], kde F (0) = 0, F ′(c) > 0, pre 0 < c < c teda funkcia je na tomto intervale
rastu´ca a F (c) = 1. Dˇalej platı´ c < d. Vsˇetky parametre, ako aj funkcie su´ vsˇeobecne
zna´mou informa´ciou s vy´nimkou typov c1 a c2.
Z tabul’ky 1 moˆzˇeme vidiet’ ,zˇe pokial’−ci ≥ −c > −d, B je najlepsˇou odpoved’ou
na B. Preto tu existuje Bayesovu Nashova rovnova´ha, kde vsˇetky typy zvolia strate´giu B
s pravdepodobnost’ou jedna. Dˇalsˇou rovnova´hou je strete´gia N ako odpoved’ na N pra´ve
vtedy, ked’ ci ≥ µ. V tejto hre teda existuju´ dve Nashove ekvilibria´, su´ to strate´gie (N,N)
a (B,B). Medzi ty´mito ekvilibriami existuje hranica, indiferentne´ c∗i > 0, kde platı´
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• ak ci < c∗i , potom i-ty hra´cˇ zvolı´ strate´giu B
• ak ci > c∗i , potom i-ty hra´cˇ zvolı´ strate´giu N.
Podmienka, zˇe hra´cˇov i-ty typ c∗ je indiferentny´ medzi B a N, ked’ ocˇaka´va, zˇe hra´cˇ j
zvolı´ B s pravdepodobnost’ou F (c∗) je S(c∗) = 0, kde
S(c) ≡ F (c)(d− c) + (1− F (c))(µ− c) (2.14)
Toto vedie k nasleduju´cej definı´cii.
Definı´cia 2.30. Rozdelenie vyhovuje multiplika´torovej podmienke, ak platı´ F (c) d ≥
c pre vsˇetky c ∈ [0, c].
Ak je multiplika´torova´ podmienka splnena´, potom S(c) > 0 pre vsˇetky µ > 0 a c ≥ 0.
Multiplika´torova´ podmienka zaist’uje, zˇe si kazˇdy´ hra´cˇ vyberie strate´giu B, ked’ si myslı´,
zˇe kazˇdy´ hra´cˇ s nizˇsˇı´m typom ako ma´ on, zvolı´ strate´giu B, takzˇe sa sklon k zahratiu
strate´gie B rozsˇı´ri na celu´ popula´ciu.
Poznamenajme, zˇe F (0)d = 0 a F (c)d = d > c cˇo vyply´va z predpokladov. Graficky
multiplika´torova´ podmienka hovorı´, zˇe graf funkcie F lezˇı´ na alebo nad polpriamkou pre-
cha´dzaju´cou zacˇiatkom so smernicou 1/d. Rovnomerne´ rozdelenie, F (c) = c/c, vyhovuje
multiplika´torovej podmienke, pretozˇe cd/c ≥ c pre vsˇetky c ≥ 0. Vo vsˇeobecnosti je ta´to
podmienka splnena´ v prı´pade, zˇe distribucˇna´ funkcia F je konka´vna, pretozˇe konka´vnost’
implikuje F (c) ≥ c/c ≥ c/d pre vsˇetky c ≥ 0.
Ak je multiplika´torova´ podmienka porusˇena´, potom pre dostatocˇne male´ µ existuje
c∗ < c take´, zˇe S(c∗) = 0. To znamena´, zˇe typ c∗ je indiferentny´ medzi B a N, ak si
hra´cˇ tohto typu myslı´, zˇe jeho su´per zahra´ strate´giu B s pravdepodobnost’ou F (c∗). Teda
pre malu´ hodnotu µ je multiplika´torova´ podmienka nutna´ rovnako, ako je dostatocˇna´ pre
rozsˇı´renie sklonu k zahratiu B na celu´ popula´ciu.
Multiplika´torova´ podmienka je porusˇena´, ak je funkcia F konvexna´. Intuitı´vne, z kon-
vexnosti vyply´va, zˇe vy´skyt hra´cˇov s nı´zkymi typmi je ojedinely´ a nepravdepodobny´.
Pri konvexnej funkcii hra´cˇi s relatı´vne vysoky´mi typmi nemusia chciet’ zbrojit’ ani za pred-
pokladu, zˇe si myslia, zˇe su´per s nizˇsˇı´m typom zbrojit’ bude. Je to z toho doˆvodu, zˇe stret-
nutie s hra´cˇom s taky´mto nı´zkym typom je vel’mi nepravdepodobne´. To zastavı´ rozsˇı´renie
sklonu k zahratiu B na celu´ popula´ciu.
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Po analy´zach mozˇny´ch rovnova´zˇnych stavov do hry vstupuje cheap talk11. V tomto
rozsˇı´renı´ hru rozdel’uje do troch krokov. V nultom kroku su´ prirodzene urcˇene´ typy hra´cˇov
c1 a c2, ci sa sta´va su´kromnou informa´ciou i-teho hra´cˇa. V prvom kroku su´ verejne
a su´bezˇne ozna´mene´ spra´vy hra´cˇov. Dve spra´vy, ktore´ vedu´ k rovnova´zˇnemu stavu, na-
zveme D a H. D12 je zmierliva´ spra´va a H13 je u´tocˇna´ spra´va. V druhom kroku si hra´cˇi
su´bezˇne vyberu´ strate´giu B alebo N a ich vy´nos z hry je vypocˇı´tany´ podl’a tabul’ky 1.
Spra´vy, ktore´ boli poslane´ v prvom kroku, nemaju´ priamy vplyv na vy´nos jednotlivy´ch
hra´cˇov, avsˇak moˆzˇu ovplyvnit’ ich rozhodnutie. Rovnova´zˇna strate´gia za´visı´ na nasle-
duju´cej lemme.
Lema 2.31. Predpokladajme, zˇe multiplika´torova´ podmienka je splnena´. Pre dostatocˇne
male´ µ > 0, existuje trojica
(
cL, c∗, cH
)
taka´, zˇe platı´
µ < cL < c∗ <cH < c (2.15)[
F
(
cH
)− F (cL)] cL = (1− F (cH))µ (2.16)[
1− 2 (F (cH)− F (cL))] cH =F (cL) d (2.17)(
1− F (cH)) (µ− c∗) + F (cL) (−c∗) =F (cL) (−d) (2.18)
Ak µ→ 0, potom cH → 0.
Doˆkaz. viz Prı´loha 1
Rozlisˇujeme tieto tri typy hra´cˇov: norma´lny hra´cˇ, pomerne tvrdy´ hra´cˇ a vel’mi tvrdy´
hra´cˇ. Vel’mi tvrdy´ hra´cˇ bude zbrojit’ za kazˇdy´ch okolnostı´, bez ohl’adu na to, aku´ spra´vu
poslal alebo prijal. Pri norma´lnom hra´cˇovi je mala´ pravdepodobnost’, zˇe bude zbrojit’.
Da´ sa ocˇaka´vat’, zˇe bude zbrojit’ len v prı´pade, zˇe si bude isty´, zˇe zbrojı´ aj su´per. Nako-
niec, pomerne tvrdy´ hra´cˇ, ktory´ ma´ priemernu´ tendenciu zbrojit’, teda jeho rozhodnutie
za´visı´ od toho, cˇo je najlepsˇou odpoved’ou na su´perove rozhodnutie.
Z trojice
(
cL, c∗, cH
)
, ceny cL a cH predstavuju´ hranicˇne´ ceny. Cena cL je hranica
medzi pomerne tvrdy´m a vel’mi tvrdy´m hra´cˇom, teda medzi poslanı´m falosˇne zmierlivej
spra´vy D alebo u´tocˇnej spra´vy H. Cena cH je hranica medzi pomerne tvrdy´m a norma´lnym
11v teo´rii hier je takto oznacˇovana´ komunika´cia medzi hra´cˇmi, ktora´ priamo neovplyvnˇuje priebeh hry
12z anglicke´ho Dove
13z anglicke´ho Hawk
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hra´cˇom, teda medzi poslanı´m zmierlivej spra´vy D alebo falosˇne u´tocˇnej spra´vy H. Cena
c∗ je indiferentna´ medzi strate´giami B a N, ak su´per posˇle zmierlivu´ spra´vu. Pre nasˇe tri
typy hra´cˇov platı´ nasleduju´ce:
norma´lny hra´cˇ: ci > cH
pomerne tvrdy´ hra´cˇ: cL ≤ ci ≤ cH
vel’mi tvrdy´ hra´cˇ: ci < cL
Dˇalej moˆzˇeme predpokladat’, zˇe norma´lny a vel’mi tvrdy´ hra´cˇ posˇlu´ v prvom kroku zmier-
livu´ spra´vu, teda D a pomerne tvrdy´ hra´cˇ posˇle u´tocˇnu´ spra´vu H. Samozrejme, hra´cˇi moˆzˇu
poslat’ aj ine´ spra´vy, ale tie by neviedli k rovnova´zˇnej strate´gii, takzˇe ich nebudeme v mo-
dele uvazˇovat’.
Aku´ spra´vu hra´cˇ odosˇle je jedna vec, avsˇak cˇo skutocˇne spravı´ v druhom kroku, je
vec druha´. V prı´pade, zˇe ci ≤ µ hra´cˇ zvolı´ strate´giu B. Opacˇny´ prı´pad, teda ci > µ
je uzˇ komplikovanejsˇı´, rozhodnutie za´visı´ na spra´ve, ktoru´ hra´cˇ obdrzˇı´. Ak obaja hra´cˇi
posˇlu´ spra´vu H, potom v druhom kroku ani jeden z hra´cˇov nebude stavat’, teda zvolia
(N,N). Ak naopak, obaja hra´cˇi posˇlu´ spra´v D, potom hra´cˇ, ktory´ je vel’mi tvrdy´m typom
bude v druhom kroku stavat’, zatial’ cˇo hra´cˇ norma´lneho typu stavat’ nebude. Nakoniec,
ak jeden z hra´cˇov posˇle spra´vu D a druhy´ H, potom budu´ obaja v druhom kroku stavat’
syste´m.
Tab. 2: Za´vod v zbrojenı´ - vy´platna´ matica po poslanı´ spra´v, (Zdroj: [5])
c2 < c
L cL ≤ c2 ≤ cH c2 > cH
(D) (H) (D)
c1 < c
L
BB BB BN
(D)
cL ≤ c1 ≤ cH
BB NN BB
(H)
c1 > c
H
NB BB NN
(D)
Polynomia´lne riesˇenie hry
Je zrejme´, zˇe nemoˆzˇeme predpokladat’, zˇe na´jdeme riesˇenie pre su´stavu rovnı´c (2.16) -
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(2.18), ktore´ navysˇe vyhovuje nerovnosti (2.15), pre vsˇeobecnu´ funkciu F . Za predpo-
kladu, zˇe funkcia F je polynomia´lna funkcia na intervale [0, c], potom aj rovnice (2.16) -
(2.18) tvoria su´stavu polynomia´lnych rovnı´c a moˆzˇeme aplikovat’ meto´du Gro¨bnerovej
ba´zy.
Predpokladajme distribucˇnu´ funkciu rovnomerne rozlozˇenu´ na intervale [0, 1], teda
funkciu F (c) = c pre c ∈ [0, 1]. Potom su´stavu rovnı´c (2.16) - (2.18) moˆzˇeme prepı´sat’
do nasleduju´ceho tvaru (
cH − cL) cL = (1− cH)µ (2.19)[
1− 2 (cH − cL)] cH =cLd (2.20)(
1− cH) (µ− c∗) + cL (−c∗) =cL (−d) . (2.21)
Tu´to su´stavu troch rovnı´c o troch nezna´mych budeme riesˇit’ pomocou Gro¨bnerovej ba´zy
za pouzˇitie softwaru Wolfram Mathematica. Z tohto doˆvodu preznacˇı´me premenne´
m := µ, L := cL, S := c∗ a H := cH .
Vy´sledkom je su´stava
G[1] = (−2m+ d− 1)L3 + (2md+m)L2 + (m2d− 2m2 −m)L+m2 (2.22)
G[2] = (m+ 1)S + (m− d)L+ (−md−m) (2.23)
G[3] = (−2m2 − 2m)H + (2m− d+ 1)L2 + (−md)L+ (2m2 +m) (2.24)
Vzhl’adom k zvolenej polynomia´lnej funkcii ma´me definovane´ horne´ ohranicˇenie c =
1. Z predpokladov definovany´ch pre model musı´ byt’ splnena´ podmienka d > c, pre
d’alsˇie riesˇenie prı´kladu teda zvolı´me d = 1, 5. Ked’ dosadenı´me do rovnı´c (2.22) - (2.24)
a polozˇı´me ich rovne´ nule, zı´skame
L3(0.5 − 2m) + 4.L2m+ L (−0.5m2 −m)+m2 = 0 (2.25)
L(m− 1.5) + (m+ 1)S − 2.5m = 0 (2.26)
H
(−2m2 − 2m)+ L2(2m− 0.5)− 1.5Lm+ 2m2 +m = 0. (2.27)
Moˆzˇeme vidiet’, zˇe prva´ rovnica je rovnicou tretieho stupnˇa v premennej L, teda ma´
tri korene. Pripomenˇme, zˇe jedny´m z predpokladov modelu bolo dostatocˇne male´ µ > 0,
tu´to podmienku budeme brat’ do u´vahy pocˇas d’alsˇieho riesˇenia. Po zafixovanı´ hodnoty
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µ z kra´tkej analy´zy rovnice zistı´me, zˇe dva z ty´chto korenˇov su´ kladne´ rea´lne cˇı´sla pre
µ ≤ 16
143+19
√
57
≈ 0, 0558568, pre vysˇsˇie hodnoty µ su´ tieto korene komplexne´ cˇı´sla.
Posledny´ korenˇ rovnice je za´porny´ pre vsˇetky µ < 0, 25.
Graf 1: Rovnova´ha pre d = 1,5
V grafe 1 su´ zna´zornene´ tri krivky, kazˇda´ pre jednu z hranicˇny´ch hodnoˆt L < S < H
(v zavedenom znacˇenı´ cL < c∗ < cH), v za´vislosti na dostatocˇne maly´ch hodnota´ch
µ podl’a predpokladu. Uvedene´ krivky su´ vsˇak len jedny´m riesˇenı´m, d’alsˇie riesˇenie je
za´porne´ a posledne´ porusˇuje predpoklad lemmatu, pre µ → 0 neplatı´ cH → 0, ale
cH → 1
2
.
Pre vysˇsˇie hodnoty µ uzˇ su´stava rovnı´c nema´ neza´porne´ rea´lne riesˇenie. Naprı´klad
pre hodnotu µ = 0, 06 su´ prı´pustne´ dve komplexne´ riesˇenia
(cL, c∗, cH) = (0.103662 ± 0.023391i, 0.282333 ± 0.031777i, 0.424489 ∓ 0.031038i).
Na za´ver uka´zˇeme, precˇo je podmienka c < d pre model taka´ doˆlezˇita´. Keby sme
zvolili d = c = 1, zo su´stavy rovnı´c (2.22)-(2.24) by sme zı´skali znacˇne zjednodusˇenu´
su´stavu, ktoru´ by sme doka´zali jednoducho vyriesˇit’. Riesˇenia budeme mat’ opa¨t’ tri, rav-
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nako ako je aj ra´d prvej rovnice su´stavy
(cL, c∗, cH) = (1, 1, 1),
(cL, c∗, cH) = (
1
4
(
1−
√
1− 8µ
)
,
(µ− 1)√1− 8µ+ 7µ+ 1
4(1 + µ)
,
1
2
),
(cL, c∗, cH) = (
1
4
(
1 +
√
1− 8µ
)
,
(−µ+ 1)√1− 8µ+ 7µ+ 1
4(1 + µ)
,
1
2
).
Prve´ z uvedeny´ch riesˇenı´ nevyhovuje podmienke (2.15) z lemmatu 2.31, zvysˇne´ dve
riesˇenia zakreslı´me do grafu 2.
Graf 2: Rovnova´ha pre d = 1 (Zdroj: vlastny´)
Ked’zˇe cH ma´ konsˇtantnu´ hodnotu cH = 12 , nie je splnena´ podmienka z lemmatu, pre
µ → 0 neplatı´ cH → 0. Takzˇe riesˇenie pre d = c = 1 nie je riesˇenı´m nami zavedenej
u´lohy za´vodu v zbrojenı´.
2.2 Viacna´sobna´ Nashova rovnova´ha
Zacˇneme vysvetlenı´m pojmu Nashova rovnova´ha. Nashova rovnova´ha je taka´ situa´cia,
ked’ strate´gia kazˇde´ho hra´cˇa je najlepsˇia mozˇna´ (optima´lna) odpoved’ na strate´gie ostat-
ny´ch hra´cˇov. To znamena´, zˇe zˇiadnou zmenou strate´gie z Nashovej rovnova´hy, pri nezme-
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neny´ch rozhodnutiach ostatny´ch hra´cˇov, si hra´cˇ nemoˆzˇe polepsˇit’. Nashova rovnova´ha je
teda logickou predikciou, ako bude hra zahrana´. Je to z toho doˆvodu, zˇe ak vsˇetci hra´cˇi
vedia predpovedat’, zˇe taka´to rovnova´ha nastane, nikto z nich nema´ doˆvod hrat’ inak. Na-
shova rovnova´ha ma´ vy´nimocˇnu´ vlastnost’, jedine tento typ rovnova´hy moˆzˇe byt’ hra´cˇmi
predikovany´, a tiezˇ moˆzˇu hra´cˇi predvı´dat’, zˇe ta´to rovnova´ha je predikovana´ ich opo-
nentmi. [14]
Typicky´m prı´kladom hry, v ktorej existuje Nashova rovnova´ha, dokonca jedinecˇna´
Nashova rovnova´ha, je zna´ma hra Va¨znˇova dilema14. Je to hra dvoch hra´cˇov, ktory´mi
su´ va¨zni, jedna´ sa o nekooperatı´vnu hru, teda tı´to hra´cˇi spolu nespolupracuju´. Za´kladna´
mysˇlienka je v tom, zˇe kazˇdy´ va¨zenˇ sa moˆzˇe rozhodnu´t’ medzi mlcˇanı´m a priznanı´m sa
k spolocˇne´mu zlocˇinu. Ak sa priznaju´ obaja, dostanu´ znı´zˇeny´ trest (3 roky). Ak sa prizna´
iba jeden z nich, dostane nizˇsˇı´ trest (1 rok) a necˇestny´ va¨zenˇ dostane tvrdsˇı´ trest (10
rokov). Ak budu´ obaja mlcˇat’, dostanu´ obaja len nı´zky trest (2 roky). Tabul’ka strate´giı´
vyzera´ nasledovne
Tab. 3: Va¨znˇova dilema, (Zdroj: vlastny´)
SPOLUPRA´CA MLCˇANIE
SPOLUPRA´CA 3, 3 1, 10
MLCˇANIE 10, 1 2, 2
Za´kladny´m princı´pom je, zˇe va¨zni spolu nemoˆzˇu komunikovat’, preto obaja zvolia
strate´giu, v ktorej sa priznaju´. Spravia tak zo strachu, zˇe keby mlcˇali a druhy´ va¨zenˇ by
sa k spolocˇne´mu zlocˇinu priznal, dostali by tvrdsˇı´ trest. Strate´gia, v ktorej sa obaja va¨zni
priznaju´ k spa´chane´mu zlocˇinu je teda hl’adanou jedinecˇnou Nashovou rovnova´hou. Je to
stabilna´ strate´gia, pri ktorej sa zmenou rozhodnutia pri nezmenenom rozhodnutı´ druhe´ho
va¨znˇa, nemoˆzˇu dostat’ do lepsˇej situa´cie. [15]
Va¨znˇova dilema je za´kladom pre pochopenie Nashovej rovnova´hy, teraz prejdeme
na zlozˇitejsˇie ekonomicke´ aplika´cie tejto rovnova´hy.
14Prisoners’ Dilemma
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2.2.1 Viacna´sobna´ Arrow-Debreuova rovnova´ha
Proble´m, ktory´m sa budeme v tejto cˇasti zaoberat’, bol formulovany´ Le´onom Walra-
som15 v roku 1874. Walras hl’adal syste´m rovnı´c, ktore´ popisuju´ rovnova´hu na trhu v ta-
kom zmysle, zˇe ponuka sa rovna´ dopytu na kazˇdom cˇiastkovom trhu. V tomto proble´me
ma´me n hra´cˇov, kde kazˇdy´ hra´cˇ ma´ pocˇiatocˇne´ zdroje komodı´t a funkcie uzˇitocˇnosti
pre spotrebu vsˇetky´ch komodı´t, ako ich vlastny´ch, tak aj ostatny´ch. Postup hry je nasle-
dovny´, kazˇdy´ hra´cˇ na zacˇiatku preda´ svoje vlozˇene´ zdroje a vy´nos, ktory´ mu predaj pri-
nesie, pouzˇije na ku´pu take´ho mnozˇstva komodı´t, ktore´ budu´ maximalizovat’ jeho u´zˇitok
z tejto hry. Walrasovou ota´zkou bolo, cˇi je mozˇne´ na´jst’ taky´ cenovy´ vektor, za ktore´ho
podmienky by taka´to hra mohla prebehnu´t’. Tento proble´m nakoniec vyriesˇili Arrow16
a Debreu17 v roku 1954. Uka´zali, zˇe taka´to rovnova´ha na trhu moˆzˇe existovat’ za predpo-
kladu, zˇe budu´ funkcie uzˇitocˇnosti vsˇetky´ch hra´cˇov konka´vne. [16] [17] Ta´to kapitola je
insˇpirovana´ [5].
Zavedieme spomı´nany´ model pomocou matematicke´ho apara´tu. Predpokladajme, zˇe
ma´me dvoch hra´cˇov(spotrebitel’ov) a dve komodity. Funkcie uzˇitocˇnosti pre jednotlivy´ch
hra´cˇov su´ nasledovne´
u1(c1, c2) = −64
2
c−21 −
1
2
c−22 u
2(c1, c2) = −1
2
c−21 −
64
2
c−22 . (2.28)
Kazˇdy´ spotrebitel’ do hry vstupuje so svojimi vlastny´mi zdrojmi, teda s isty´m kapita´lom,
ktory´ predstavuje urcˇite´ mnozˇstvo komodı´t. Rozdelenie zdrojov je v parametrizovanej
forme zapı´sane´ nasledovne
e1 = (1− e, e), e2 = (e, 1− e) (2.29)
s parametrom e ∈ [0, 1]. Zavedieme oznacˇenie ehl pre kapita´l hra´cˇa h pre komoditu l
a analogicky chl ako spotrebu hra´cˇa h pre komoditu l. Pre nasˇu hru ma´me h ∈ {1, 2},
l ∈ {1, 2}. Dˇalej oznacˇı´me cenu komodity l symbolom pl.
15Le´on Walras (1834-1910), francu´zsky ekono´m, tvorca teo´rie vsˇeobecnej ekonomickej rovnova´hy
16Keneth Arrow (1921- ), americky´ ekono´m, zna´my vd’aka prı´nosu do Teo´rie vsˇeobecnej rovnova´hy,
drzˇitel’ Ceny Sˇve´dskej rı´sˇskej banky za ekonomicke´ vedy na pamiatku Alfreda Nobela (1972)
17Ge´rard Debreu (1921-2004), francu´zsky ekono´m a matematik, drzˇitel’ Ceny Sˇve´dskej rı´sˇskej banky
za ekonomicke´ vedy na pamiatku Alfreda Nobela (1983)
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Toto zadanie je typicky´m ekonomicky´m prı´kladom, ked’ sa spotrebitel’ snazˇı´ maxi-
malizovat’ svoj u´zˇitok s obmedzeny´mi zdrojmi. Z matematicke´ho hl’adiska je to u´loha
na viazane´ extre´my, kde hl’ada´me extre´my za predpokladu vopred zadany´ch podmie-
nok. V nasˇom prı´pade je to hl’adanie maxima funkcie uzˇitocˇnosti vzhl’adom k dany´m
rozpocˇtovy´m obmedzeniam. Kazˇdy´ hra´cˇ bude mat’ svoje rozpocˇtove´ obmedzenie, pre pr-
ve´ho hra´cˇa bude vyzerat’
p1c11 + p2c12 = p1e11 + p2e12,
pre druhe´ho bude analogicky
p1c21 + p2c22 = p1e21 + p2e22.
U´lohu na viazane´ extre´my budeme riesˇit’ Lagrangeovou18 meto´dou. Zavedieme Lagran-
geov multiplika´tor pre rozpocˇtove´ obmedzenie hra´cˇa h, budeme znacˇit’ symbolom λh. Po-
mocou takto zavedene´ho oznacˇenia zostavı´me Lagrangeovu funkciu pre kazˇde´ho z hra´cˇov
L1 = −64
2
c−211 −
1
2
c−212 − λ1 [p1(c11 − e11) + p2(c12 − e12)] ,
L2 = −1
2
c−221 −
64
2
c−222 − λ2 [p1(c21 − e21) + p2(c22 − e22)] .
Dˇalej zostavı´me pre kazˇde´ho hra´cˇa su´stavu dvoch rovnı´c tak, zˇe jeho Lagrangeovu
funkciu zderivujeme postupne podl’a nezna´mych chl. Ta´to su´stava pre prve´ho hra´cˇa vyzera´
nasledovne
∂L1
∂c11
: 64c−311 − λ1p1 = 0,
∂L1
∂c12
: c−312 − λ1p2 = 0.
Analogicky zostavı´me su´stavu pre druhe´ho hra´cˇa
∂L2
∂c21
: c−321 − λ2p1 = 0,
∂L2
∂c22
: 64c−322 − λ2p2 = 0.
Takto sme dostali sˇtyri rovnice, d’alej prida´me rovnice rozpocˇtovy´ch obmedzenı´ pre
kazˇde´ho hra´cˇa a esˇte prida´me posledne´ dve rovnice, ktore´ predstavuju´ rovnice vycˇistenia
18Joseph-Louis Lagrange (1736-1813), taliansko-francu´zsky matematik a astrono´m
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trhu19. Vycˇistenie trhu je nasˇim predpokladom, neberieme do u´vahy, zˇe by po hre zostali
nejake´ vol’ne´ komodity. Teda pocˇı´tame s ty´m, zˇe zdroje sa rovnaju´ spotrebe hra´cˇov pre
kazˇdu´ komoditu. Su´stava takto zostaveny´ch rovnı´c tvorı´ rovnova´zˇnu su´stavu a vyzera´
nasledovne
64c−311 − λ1p1 = 0 (2.30)
c−312 − λ1p2 = 0 (2.31)
p1(c11 − e11) + p2(c12 − e12) = 0 (2.32)
c−321 − λ2p1 = 0 (2.33)
64c−322 − λ2p2 = 0 (2.34)
p1(c21 − e21) + p2(c22 − e22) = 0 (2.35)
c11 + c21 − e11 − e21 = 0 (2.36)
c12 + c22 − e12 − e22 = 0 (2.37)
Ta´to su´stava oˆsmych nelinea´rnych rovnı´c je pomerne zlozˇita´, moˆzˇeme ju nasleduju´cim
spoˆsobom upravit’ na jednoduchsˇiu su´stavu troch polynomia´lnych rovnı´c. Prvy´m kro-
kom bude znormalizovanie ceny komodı´t prostrednı´ctvom Walrasovho za´kona a to tak,
zˇe stanovı´me p1 = 1 a eliminujeme Lagrangeove multiplika´tory. Postup je nasleduju´ci,
do rovnı´c (2.30) a (2.33) dosadı´me p1 = 1 a vyjadrı´me si z nich λh, toto vyjadrenie
na´sledne dosadı´me do rovnı´c (2.31) a (2.34). Dostaneme rovnice
64
1
c311
=
1
p2c312
(2.38)
1
c321
= 64
1
p2c322
. (2.39)
Dˇalej oznacˇı´me p2 = q3 a moˆzˇeme zaviest’ prebytok dopytu hra´cˇa 1 ako xl = c1l−e1l.
Rovnice (2.38) a (2.39) moˆzˇeme podl’a zavedene´ho oznacˇenia upravit’
64q3c312 = c
3
11
q3c322 = 64c
3
21.
19z anglicke´ho market clearing
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Teraz obe rovnice umocnı´me na 1
3
4qc12 = c11
qc22 = 4c21,
v d’alsˇom kroku na prvu´ rovnicu aplikujeme zavedeny´ prebytok dopytu, do ktore´ho do-
sadı´me konkre´tne hodnoty individua´lneho kapita´lu ehl
4q(x2 + e) = x1 + 1− e.
Do druhej rovnice pouzˇijeme vyjadrenia nezna´mych c21 a c22 z rovnı´c (2.36), (2.37),
ktore´ rovnako d’alej upravı´me pomocou zavedene´ prebytku dopytu a dosadı´me hodnoty
kapita´lu
c21 = e11 + e21 − c11 = e11 + e21 − (e11 + x1) = e− x1
c22 = e12 + e22 − c12 = e12 + e22 − (e12 + x2) = 1− e− x2
Vyjadrene´ hodnoty dosadı´me do druhej rovnice
q(1− e− x2) = 4(e− x1).
Takto sme zı´skali dve z troch rovnı´c. Poslednu´ zı´skame dosadenı´m do rovnice (2.32)
x1 + q
3x2 = 0
Takouto transforma´ciou sme dostali nasleduju´cu su´stavu troch polynomia´lnych rovnı´c
(1− e+ x1)− 4(e+ x2)q = 0
4(e− x1)− (1− e− x2)q = 0
x1 + x2q
3 = 0.
(2.40)
Prı´klad 2.32. V tomto prı´klade budeme uvazˇovat’ model taky´, ako bol zavedeny´
v predcha´dzaju´com texte, ale budeme ho analyzovat’ na konkre´tnom zadanı´. To znamena´,
zˇe ma´me dvoch hra´cˇov Robinsona a Piatka a dve komodity zlato a diamanty, ich funkcie
uzˇitocˇnosti zavedieme rovnicami (2.28) a rozdelenie zdrojov podl’a (2.29). Parameter e
pevne zvolı´me e = 1
61
.
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Tento model je opa¨t’ popı´sany´ su´stavou rovnı´c (2.40), ktorej odvodenie je podrobne
popı´sane´ v predcha´dzaju´com texte. Najskoˆr budeme tu´to su´stavu riesˇit’ vsˇeobecne, teda
bez dosadenia konkre´tnej nami zvolenej hodnoty e.
V podkapitole 1.2.2 sme sa zaoberali meto´dami pre riesˇenie su´stav rovnı´c. Va¨cˇsˇinou
sa na resˇenie pouzˇı´vaju´ tzv. ekvivalentne´ u´pravy. Ked’ sa pozrieme na nasˇu su´stavu,
moˆzˇeme vidiet’, zˇe rucˇne´ riesˇenie by bolo vel’mi obtiazˇne. Dˇalsˇou mozˇnost’ou, ako sme
uka´zali v podkapitole 1.2.3, su´ Gro¨bnerove ba´zy, ktory´mi moˆzˇeme taku´to su´stavu vy´razne
zjednodusˇit’. Bol uka´zany´ aj rucˇny´ vy´pocˇet, ten vsˇak v tomto prı´klade pouzˇı´vat’ nebudeme.
Prı´klad budeme riesˇit’ pomocou programu Wolfram Mathematica.
Najskoˆr do programu zada´me su´stavu rovnı´c a na´sledne vypocˇı´tame prı´slusˇnu´ Gro¨b-
nerovu ba´zu a priradı´me ju do premennej gb. Zavedieme zjednodusˇene´ znacˇenie premen-
ny´ch, ktore´ budeme v programe pouzˇı´vat’, x := x1, y := x2 a z := q. Tu je uvedeny´ ko´d,
ktory´ popı´sany´ vy´pocˇet vykona´
a = (1− e + x)− 4(e + y)z
b = 4(e− x)− (1− e− y)z
c = x + yz3
gb = GroebnerBasis[{a, b, c} , {x, y, z}].
Vy´sledkom je su´stava sˇtyroch rovnı´c o troch nezna´mych x, y, z s parametrom e
gb[1]= 1− 15e + 4z− 4z2 + z3 + 15ez3
gb[2]= −15 + 30e + 225e2 + 15y + 225ey + 16z− 4z2 − 60ez2
gb[3]= −4 + z + 15ez + 15yz
gb[4]= −1− 15e + 15x + 4z
Ako vidı´me, prva´ rovnica je len o jednej nezna´mej a tou je z, potom uzˇ za´visı´ iba
od parametra e. Teda tu´to rovnicu moˆzˇeme vyriesˇit’, znovu s pouzˇitı´m programu
Solve [gb[[1]] == 0, z].
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Vy´sledkom su´ tri rea´lne korene, preznacˇı´me ich naspa¨t’ podl’a poˆvodne´ho oznacˇenia
q = 1 (2.41)
q =
3− 15e−√5√1− 42e− 135e2
2(1 + 15e)
(2.42)
q =
3− 15e+√5√1− 42e− 135e2
2(1 + 15e)
(2.43)
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q
Graf 3: Rea´lne korene gb[1] pre hodnoty e, (Zdroj: vlastny´)
V grafe 3 moˆzˇeme tieto korene vidiet’, z obra´zku tiezˇ vidı´me, zˇe vsˇetky tieto korene
su´ pre hodnoty e ≤ 1
45
, d’alej z grafu vieme, zˇe su´ rea´lne a neza´porne´. Pre e = 1
45
ma´
polyno´m gb[1] jeden trojna´sobny´ rea´lny korenˇ q = 1. Pre e > 1
45
ma´ tento polyno´m
dva komplexne´ korene a jeden rea´lny a to q = 1, q = 1 je korenˇom polyno´mu gb[1]
pre vsˇetky hodnoty e, je v nˇom teda jedinecˇna´ Arrow-Debreuova rovnova´ha.
V tomto kroku sme uzˇ dostatocˇne rozobrali vsˇeobecne´ riesˇenie u´lohy a moˆzˇeme sa
vra´tit’ k na´sˇmu prı´kladu. Pre pripomenutie, jedna´ sa o dvoch hra´cˇov Robinsona a Piatka
a dve komodity zlato a diamanty. Rozdelenie ich zdrojov pre zadane´ e = 1
61
bude vyzerat’
e1 =
(
60
61
,
1
61
)
, e2 =
(
1
61
,
60
61
)
.
Teda na zacˇiatku hry ma´ Robinson 60
61
zlata a 1
61
diamantov, tieto mnozˇstva´ su´ uvedene´
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v pomere. Analogicky pre Piatka. Ty´mito pocˇiatocˇny´mi kapita´lmi hra´cˇi disponuju´ a d’alej
ich moˆzˇu alokovat’ podl’a svojho uva´zˇenia. Za´kladny´m princpom je maximaliza´cia u´zˇitku,
teda sa budu´ pocˇas hry snazˇit’ predat’ a spa¨tne naku´pit’ komodity v takom pomere, aby mali
ich funkcie uzˇitocˇnosti maxima´lnu mozˇnu´ hodnotu, v takom prı´pade sa dostanu´ do stavu
Arrow-Debreuovej rovnova´hy, kde hra koncˇı´. V hre musia dodrzˇat’ princı´p vycˇistenia trhu,
teda zˇiadne komodity nemoˆzˇu zostat’ nerozdelene´.
Chceme na´jst’ vsˇetky Arrow-Debreuove rovnova´hy, ako uzˇ naznacˇilo vsˇeobecne´ riesˇe-
nie, tieto rovnova´hy budu´ tri. Pre kazˇdy´ z troch korenˇov q dany´ch rovnicami (2.41), (2.42)
a (2.43), do ktory´ch dosadı´me e = 1
61
. Dˇalej uzˇ doka´zˇeme dopocˇı´tat’ nezna´me p2, x1, x2
a nakoniec aj hl’adane´ mnozˇstva´ komodı´t c11, c12, c21 a c22.
Hodnoty budeme pre prehl’adnost’ zapisovat’ do tabul’ky 4. Prvy´ stl´pec vyplnı´me hod-
notami rovı´c (2.41), (2.42) a (2.43) po dosadenı´ e = 1
61
. V druhom stl´pci ma´me hodnoty
ceny druhej komodity, v nasˇom prı´pade su´ to ceny diamantov, vypocˇı´tame ich ako q3.
Dˇalsˇı´ stl´pec obsahuje hodnoty x1, rovnicu si vyjadrı´me z gb[4]
x1 =
1
15
(15e− 4q + 1).
Do rovnice stacˇı´ dosadit’ hodnotu e a postupne vsˇetky tri hodnoty q.
Podobne dostaneme d’alsˇı´ stl´pec pre x2, rovnicu si vyjadrı´me z gb[3]
x2 =
−15eq − q + 4
15q
.
Podobne ako pri predcha´dzaju´com stl´pci dosadı´me e a vypocˇı´tame pre tri hodnoty q.
V d’alsˇom stl´pci ma´me hodnoty pre mnozˇstvo prvej komodity u prve´ho hra´cˇa, to znamena´
Robinsonove rovnova´zˇne mnozˇstvo zlata. Dostaneme ho zo spa¨tnej substitu´cie c11 = x1+
e11. Analogicky zı´skame aj hodnoty Robinsonovho mnozˇstva vody, teda druhej komodity
prve´ho hra´cˇa. Opa¨t’ spa¨tne substituujeme c12 = x2+e12. K doplneniu celej tabul’ky na´m uzˇ
chy´baju´ iba rovnova´zˇne mnozˇstva´ jednotlivy´ch komodı´t pre druhe´ho hra´cˇa, teda Piatkove
mnozˇstva´ chleba a vody. Tieto hodnoty dostaneme z rovnı´c (2.36) a (2.37) z poˆvodnej
su´stavy oˆsmych rovnı´c. Po vyjadrenı´ hl’adany´ch hodnoˆt dostaneme za´vislosti, v ktory´ch
hodnoty vsˇetky´ch nezna´me uzˇ pozna´me
c21 = e11 + e21 − c11,
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analogicky pre druhu´ komoditu
c22 = e12 + e22 − c12.
Vy´sledkom je nasleduju´ca tabul’ka hodnoˆt pre tri Arrow-Debreuove rovnova´hy
Tab. 4: Arrow-Debreuove rovnova´hy, (Zdroj: vlastny´)
q p2 x1 x2 c11 c12 c21 c22
0, 634512 0, 255458 −0, 08614 0, 33721 0, 8975 0, 3536 0, 1025 0, 6464
1 1 −0, 18361 0, 18361 0, 8 0, 2 0, 2 0, 8
1, 576014 3, 914538 −0, 33721 0, 08614 0, 6464 0, 1025 0, 3536 0, 8975
2.2.2 Strategicka´ trzˇna´ hra
Budeme uvazˇovat’ jednoduchu´ strategicku´ trzˇnu´ hru v zmysle [18]. V tejto hre bu-
deme predpokladat’ existenciu trhu, na ktorom sa vsˇetky komodity predaju´, teda nezostanu´
zˇiadne vol’ne´, to hru vy´razne zjednodusˇı´. Taku´to situa´ciu sme uvazˇovali uzˇ v predcha´dza-
ju´com prı´klade.
Dˇalej budu´ v hre vystupovat’ dva typy hra´cˇov s funkciami uzˇitocˇnosti a rozdelenı´m
zdrojov zavedeny´m v predcha´dzaju´cej podkapitole o viacna´sobnej Arrow-Debreuovej
rovnova´he rovnicami (2.28) a (2.29). Zmenou bude rozsˇı´renie hry na takzvanu´N -tu´ repro-
dukciu ekonomiky, ktora´ bude pozosta´vat’ z N rovnaky´ch hra´cˇov kazˇde´ho typu. Kazˇde´ho
hra´cˇa teda moˆzˇeme charakterizovat’ jeho typom, ktory´ budeme oznacˇovat’ h = 1, 2, typ
hra´cˇa uda´va jeho funkciu uzˇitocˇnosti a tiezˇ rozdelenie zdrojov. Druhou charakteristikou
kazˇde´ho hra´cˇa bude jeho cˇı´slo v reprodukcii, ktore´ budeme znacˇit’ m ∈ {1, 2, 3, ..., N}.
Pre lepsˇie porozumenie pojmov a oznacˇenı´, charakteristiku hry zhrnieme. Hra sa
odohra´va na trhu s dvomi komoditami i = 1, 2, su´ tu taktiezˇ dva typy hra´cˇov h = 1, 2.
Typ hra´cˇa je v skutocˇnosti jeho tendencia k na´kupu, je to ekonomicke´ spra´vanie hra´cˇa,
teda vypoveda´ o tom, aky´ u´zˇitok mu prinesie dana´ komodita a tiezˇ, ako bude s vlastny´mi
zdrojmi d’alej nakladat’. Typy hra´cˇov si moˆzˇeme predstavit’ naprı´klad ako spolocˇenske´
triedy, strednu´ a vysˇsˇiu trieda. Vysˇsˇia trieda bude mat’ va¨cˇsˇiu tendenciu nakupovat’ lu-
xusny´ tovar, z ktore´ho stredna´ trieda nebude mat’ taky´ u´zˇitok. Na druhej strane stredna´
trieda bude vy´raznejsˇie preferovat’ za´kladne´ potraviny.
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Priebeh hry je podobny´ ako v predcha´dzaju´com modele, aj teraz hra´cˇi pocˇas hry
preda´vaju´ svoje zdroje e11 a e21 za cenu p1 a e12, e22 za cenu p2 a na´sledne za rovnake´
ceny nakupuju´ opa¨t’ komodity i, ktory´ch naku´pene´ mnozˇstva´ su´ ch,i. Opa¨t’ je za´kladny´m
princı´pom maximaliza´cia u´zˇitku. Je tu vsˇak jedna zmena, ktoru´ predstavuje ponuka bil
i-teho hra´cˇa pre komoditu l. Ta´to ponuka predstavuje mnozˇstvo penˇazˇny´ch prostriedkov,
ktore´ moˆzˇe hra´cˇ ponu´knut’ za komodity, pri danej cene. Ponuka spolu s dopytom, ktory´
predstavuju´ zdroje, su´ doˆlezˇite´ pre stanovenie ceny komodı´t.
Teraz model zapı´sˇeme matematicky pomocou su´stavy rovnı´c, postupne su´stavu od-
vodı´me. Kazˇdy´ hra´cˇ i = (h,m) ∈ I ma´ strate´giu, ktora´ pozosta´va z ponuky bi1 pre komo-
ditu 1 a ponuky bi2 pre komoditu 2, ktory´ch vy´znam sme vysvetlili v predcha´dzaju´com
texte. Ceny pl jednotlivy´ch komodı´t su´ stanovene´ ponukou a dopytom
pl((bi)i∈I) =
∑
i∈I bil∑
i∈I eil
(2.44)
Dˇalej je priebeh hry ovplyvneny´ rozpocˇtovy´mi obmedzeniami
cil =
bil
pl((bj)j∈I)
, (2.45)
bi1 + bi2 = p1((bj)j∈I) ei1 + p2((bj)j∈I) ei2. (2.46)
Nasˇou u´lohou je na´jst’ vsˇetky symetricke´ Nashove rovnova´hy. Ked’ zoberieme do u´va-
hy sˇpecia´lny prı´pad s agrega´tnymi zdrojmi, ktory´ch suma je pre kazˇdu´ komoditu rovna´N ,
matematicky zapı´sane´ ∑
i∈I
ei1 =N∑
i∈I
ei2 =N,
priamym dosadenı´m moˆzˇeme prepı´sat’ rozpocˇtove´ obmedzenia pre i-teho hra´cˇa takto
N (bi1 + bi2) = ei1
∑
j∈I
bj1 + ei2
∑
j∈I
bj2 (2.47)
cil = N
bil∑
j∈I bjl
. (2.48)
Podobne ako pri predcha´dzaju´com modele budeme u´lohu riesˇit’ pomocou viazany´ch
extre´mov, teda si zavedieme Lagrangeovu funkciu, kde µ je Lagrangeov multiplika´tor.
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Na´slednou deriva´ciou obdrzˇı´me podmienky pre kazˇde´ho hra´cˇa typu 1
64
[Nb21 + (N − 1)b11]/ [Nb11 +Nb21]2
[b11/(Nb11 +Nb21)]3
− λ(N − e11) = 0,
[Nb22 + (N − 1)b12]/[Nb12 +Nb22]2
[b12/(Nb12 +Nb22)]3
− λ(N − e12) = 0.
Elimina´ciou multiplika´toru λ z rovnı´c dostaneme polynomia´lnu rovnicu, ktora´ cha-
rakterizuje optimum pre hra´cˇa typu 1. Multiplika´tor eliminujeme jednoducho, z jednej
z rovnı´c si vyjadrı´me λ, potom priamym dosadenı´m a u´pravou zı´skame rovnicu
64(Nb21 + (N − 1)b11)(b11 + b21)b312(N − e12) =
= (Nb22 + (N − 1)b12)(b12 + b22)b311(N − e11),
(2.49)
analogicky podmienka pre hra´cˇa typu 2
1
64
(Nb11 + (N − 1)b21)(b11 + b21)b322(N − e22) =
= (Nb12 + (N − 1)b22)(b12 + b22)b321(N − e21).
(2.50)
V tomto kroku ma´me su´stavu troch rovnı´c (2.48), (2.49) a (2.50) o sˇtyroch nezna´mych
bhl, kde h = 1, 2 a l = 1, 2. Tieto tri rovnice charakterizuju´ symetricku´ Nashovu rov-
nova´hu, avsˇak aby sme dostali sˇtvorcovu´20 su´stavu polynomia´lnych rovnı´c, musı´me pri-
dat’ d’alsˇiu rovnicu a tou je rovnica pre normaliza´ciu ponu´k. Prida´me rovnicu
b11 + b12 + b21 + b22 = 10. (2.51)
Teraz uzˇ ma´me sˇtvorcovu´ su´stavu rovnı´c. Ked’ sa na tieto rovnice pozrieme detailnejsˇie,
vidı´me, zˇe su´ vzˇdy splnene´ pre b11 = b12 = 0 alebo b21 = b22 = 0. Teda tento syste´m ma´
nekonecˇne vel’a riesˇenı´. Aby sme zabra´nili taky´mto riesˇeniam, prida´me podmienku, ktora´
zaistı´, zˇe vsˇetky ponuky musia byt’ roˆzne od nuly. Za ty´mto u´cˇelom zavedieme premennu´
t, ktora´ spl´nˇa nasleduju´cu rovnicu
1− tb11b12b21b22 = 0. (2.52)
Dˇalej do su´stavy prida´me rovnicu vycˇistenia trhu. Zostavı´me ju dosadenı´m (2.44)
do rovnice (2.46) pre prvy´ typ hra´cˇa
b11 + b12 =
b11 + b21
N
e11 +
b12 + b22
N
e12.
20pocˇet rovnı´c su´stavy sa rovna´ pocˇtu nezna´mych
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Na´slednou u´pravou dostaneme d’alsˇiu rovnicu su´stavy
b11e21 + b12e22 − b21e11 − b22e12 = 0 (2.53)
Nakoniec do modelu zahrnieme esˇte sˇtyri rovnice, ktore´ popisuju´ rozdelenie spotreby
jednotlivy´ch typov hra´cˇov pre kazˇdu´ komoditu
c11(b11 + b21)− b11 = 0, (2.54)
c12(b12 + b22)− b12 = 0, (2.55)
c21(b11 + b21)− b21 = 0, (2.56)
c22(b12 + b22)− b22 = 0. (2.57)
Vy´sledna´ su´stava deviatich rovnı´c, ktora´ realizuje popis rozoberane´ho ekonomicke´ho
modelu vyzera´ nasledovne
64(Nb21 + (N − 1)b11)(b11 + b21)b312(N − e12)−
(Nb22 + (N − 1)b12)(b12 + b22)b311(N − e11) = 0,
1
64
(Nb11 + (N − 1)b21)(b11 + b21)b322(N − e22)−
(Nb12 + (N − 1)b22)(b12 + b22)b321(N − e21) = 0
10− b11 − b12 − b21 − b22 = 0
1− tb11b12b21b22 = 0
b11e21 + b12e22 − b21e11 − b22e12 = 0
c11(b11 + b21)− b11 = 0
c12(b12 + b22)− b12 = 0
c21(b11 + b21)− b21 = 0
c22(b12 + b22)− b22 = 0.
(2.58)
Teraz, ked’ uzˇ ma´me zostaveny´ hl’adany´ model, moˆzˇeme ho zacˇat’ riesˇit’. Ked’zˇe jeho
popis je tvoreny´ su´stavou polynomia´lnych rovnı´c, moˆzˇeme pouzˇit’ meto´du Gro¨bnerovej
ba´zy. Jej vy´pocˇet uskutocˇnı´me opa¨t’ pomocou programu Wolfram Mathematica.
Vsˇeobecny´ za´pis riesˇenia je prı´lisˇ zlozˇity´, z toho doˆvodu uvedieme vy´pocˇet konkre´t-
neho riesˇenia pre e = 1/61. Vy´sledky pre roˆzne hodnoty N su´ uvedene´ v tabul’ke 5,
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v poslednom riadku su´ tiezˇ uvedene´ tri Walrasove rovnova´hy, ktore´ sme vypocˇı´tali v pred-
cha´dzaju´cej kapitole a ich hodnoty sme uviedli v tabul’ke 4. Ako moˆzˇeme vidiet’ Nashova
rovnova´ha v strategickej hre pri zvysˇuju´com sa pocˇte hra´cˇov N konverguje k Walrasovej
rovnova´he v prı´slusˇnom modele vsˇeobecnej ekonomickej rovnova´hy.
Tab. 5: Rovnova´hy pre roˆzne N , (Zdroj: vlastny´)
N c11(1) c12(1) c11(2) c12(2) c11(3) c12(3)
1 0, 8873 0, 1127 − − − −
2 0, 8128 0, 1872 0, 9058 0, 3328 0, 6672 0, 0942
10 0, 8020 0, 1980 0, 9023 0, 3591 0, 6409 0, 0977
100 0, 8002 0, 1998 0, 8980 0, 3543 0, 6457 0, 1021
1000 0, 80002 0, 19998 0, 89752 0, 35367 0, 64633 0, 10248
WE 0, 8 0, 2 0, 8975 0, 3536 0, 6464 0, 1025
2.3 Zhrnutie analytickej cˇasti
V analytickej cˇasti pra´ce sme sa zamerali na priblı´zˇenie a rozbor vybrany´ch ekono-
micky´ch modelov. Ciel’om bolo modely rozanalyzovat’ z ekonomicke´ho hl’adiska a na´-
sledne zostavit’ matematicke´ vyjadrenie prostrednı´ctvom su´stavy rovnı´c. Taktiezˇ bol pri-
dany´ na´zorny´ prı´klad, na ktorom sme sa poku´sili vysvetlit’ ako model pracuje, vyriesˇit’
ho, teda na´jst’ rovnova´zˇne hodnoty a upozornit’ na doˆlezˇite´ aspekty cˇi uzˇ po ekonomickej
alebo matematickej stra´nke.
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3 VLASTNY´ NA´VRH RIESˇENIA
Ciel’om tejto cˇasti pra´ce bolo navrhnu´t’ algoritmus, ktory´ modely z predcha´dzaju´cej
kapitoly vypocˇı´ta a interpretuje zı´skane´ vy´sledky. Ta´to kapitola slu´zˇi takisto ako detailny´
manua´l pre pouzˇı´vatel’a spomı´nane´ho algoritmu doplneny´ o obra´zky z matematicke´ho
softwaru Wolfram Mathematica, v ktorom je program realizovany´.
3.1 Balı´k v programe Wolfram Mathematica
Na´vrh na riesˇenie ekonomicky´ch modelov som spracovala v prostredı´ programu Wol-
fram Mathematica. Vy´stupom pra´ce je programovy´ balı´k, ktory´ obsahuje tri funkcie,
jednu pre kazˇdy´ model uvedeny´ v analytickej cˇasti, teda Za´vod v zbrojenı´, model Arrow-
Debreuovej rovnova´hy a Strategicka´ trzˇna´ hra. Ko´d balı´ku je uvedeny´ v Prı´lohe 2.
Programovy´ balı´k je aplika´cia, do ktorej moˆzˇeme napı´sat’ ko´d pre viacero funckiı´
a v prı´pade potreby, jednoducho tento balı´k zavolat’ v inej aplika´cii a pouzˇit’ uzˇ naprogra-
movane´ funkcie. V programe Wolfram Mathematica ma´ su´bor s balı´kom prı´ponu *.m.
Na´sˇ vytvoreny´ balı´k sa vola´ BP.m. Na zacˇiatku rozoberieme jeho sˇtruktu´ru, ta´ vyzera´
nasledovne
BeginPackage[” B`P` ”];
popis pouzˇitia funkcie
Begin[” P`rivate` ”];
samotny´ ko´d
End[]
EndPackage[]
Do tejto sˇtruktu´ry uzˇ moˆzˇeme priamo pı´sat’ samotny´ ko´d. Popis pouzˇitia funkcie slu´zˇi
pre pouzˇı´vatel’a ako na´vod, ktory´ mu hovorı´, k cˇomu dana´ funkcia slu´zˇi, ako ju spra´vne
pouzˇit’ a ako zapı´sat’ jej parametre. Vytvoreny´ balı´k obsahuje tri funkcie, cˇast’ s popisom
pouzˇitia funkciı´ vyzera´ nasledovne
ArmsRace::usage="ArmsRace[m,d] computes equilibrium in Arms
Race game for parameters m,d ";
ArrowDebreu::usage="ArrowDebreu[a,e] computes Arrow-Debreu
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equilibrium for parameters a,e ";
Strateg::usage="Strateg[a,e] computes equilibrium in
Strategic Market Game for parameters a,e ";
Zı´skanie popisu sa vykona´ jednoduchy´m prı´kazom, v nasˇom prı´pade naprı´klad
?ArmsRace, ako moˆzˇeme vidiet’ na obra´zku 1.
Obr. 1: Zı´skanie popisu funkcie, (Zdroj: vlastny´)
3.2 Program - Za´vod v zbrojenı´
Prvou funkciou v balı´ku bude vy´pocˇet Bayes-Nashovej rovnova´hy v hre Za´vod v zbro-
jenı´, ktoru´ sme detailne rozanalyzovali v kapitole 2.1. Teraz si popı´sˇeme algoritmus vy´-
pocˇtu a jeho aplika´cie pri riesˇenı´ konkre´tnych proble´mov.
3.2.1 Rozbor algoritmu
Na zacˇiatku stanovı´me, aku´ ma´ algoritmus funkciu. Na vstupe pouzˇı´vatel’ zada´ dve
hodnoty, pre ktore´ bude rovnova´ha pocˇı´tana´, oznacˇenie budeme dodrzˇiavat’ podl’a kapitoly
2.1. Ty´mito hodnotami bude zı´skana´ vy´hra µ hra´cˇa, ktory´ zvolı´ strate´giu B, zatial’ cˇo jeho
su´per zvolı´ strate´giu N. A naopak utr´zˇena´ prehra d hra´cˇa, ktory´ zvolı´ strate´giu N, zatial’ cˇo
jeho su´per zvolı´ strate´giu B, bude druhy´m vstupom. Vy´stupom programu budu´ hodnoty
cL, c∗ a cH . Su´ to hranicˇne´ hodnoty medzi jednotlivy´mi typmi hra´cˇov a tiezˇ medzi vol’bou
optima´lnej strate´gie. Budeme teda sledovat’, ako tieto indiferentne´ hodnoty za´visia na
vy´sˇke prehry a vy´hry hra´cˇa. V programe budeme pouzˇı´vat’ zjednodusˇene´ znacˇenie.
• VSTUP: m, d
• VY´STUP: L, S, H
49
Algoritmus vycha´dza z modelu, ktory´ sme uzˇ zostavili, teda z rovnı´c (2.19) - (2.21),
v programe
r1 = (H - L)L - (1 - H)m;
r2 = [1 - 2H - L]H - Ld;
r3 = dL+(1 - H)(m - S) - LS;
Hned’ na zacˇiatku moˆzˇeme do su´stavy dosadit’ pouzˇı´vatel’om zadane´ hodnoty m a d.
Teraz, ked’ uzˇ ma´me zadany´ konkre´tny model, moˆzˇeme ho zacˇat’ riesˇit’. Vzhl’adom
k tomu, zˇe sa jedna´ o polynomia´lnu su´stavu rovnı´c, moˆzˇeme pouzˇit’ meto´du Gro¨bne-
rovej ba´zy. Prı´kaz na jej riesˇenie je v programe Mathematica priamo implementovany´.
Pouzˇijeme ho preto na vyriesˇenie nasˇej su´stavy a riesˇenie si ulozˇı´me do premennej gb.
gb = GroebnerBasis[{ r1,r2,r3 },S];
Ta´to premenna´ teraz obsahuje tri rovnice. Prvou je rovnica tretieho stupnˇa o jednej ne-
zna´mej L. Druha´ rovnica je linea´rnou za´vislost’ou nezna´mej H na L a posledna´ z nich je
za´vislost’ S na L. Tieto rovnice sme ulozˇili do premenny´ch a, b a c, aby sa s nimi d’alej
lepsˇie pracovalo.
a = gb[[1]];
b = gb[[3]];
c = gb[[2]];
V tomto kroku uzˇ stacˇı´ su´stavu rovnı´c iba vyriesˇit’, avsˇak je potrebne´ dbat’ na iste´ ob-
medzenia. Prvy´m obmedzenı´m je podmienka d > 1, ktorej vy´znam sme vysvetlili pri
analy´ze modelu. Splnenie tejto podmienky zaist’uje vetvenie If, kde vo vetve, ktora´ sa
vykona´ v prı´pade porusˇenia podmienky je jednoduchy´ vy´pis,
Print["POZOR -> NIE SU SPLNENE PODMIENKY MODELU! -> d<=1"];
pri splnenı´ podmienky sa vykona´ sekvencia prı´kazov, ktoru´ si d’alej popı´sˇeme.
Ako sme uzˇ uviedli, rovnica a je rovnicou tretieho stupnˇa o jednej nezna´mej L. Preto
prvy´m krokom bude jej vyriesˇenie, vy´sledkom su´ tri korene, ako na´m naznacˇil stupenˇ
rovnice, ktore´ ulozˇı´me do premennej sola.
sola = Solve[a==0, L][[All,1,2]];
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Dˇalej nasleduje na´jdenie korenˇov zvysˇny´ch dvoch rovnı´c. Tento vy´pocˇet prebehne v cykle
For, ktory´ postupne riesˇenia ulozˇı´ do premenny´ch bb[i] a cc[i], pre i = 1, 2, 3.
Postup vy´pocˇtu je nasledovny´, najskoˆr sa do rovnice b dosadı´ namiesto premennej L vy-
pocˇı´tany´ korenˇ (postupne 1., 2. a 3.korenˇ rovnice), rovnica sa polozˇı´ rovna´ nule a vypocˇı´ta
sa korenˇ pre premennu´ S. Analogicky´ je vy´pocˇet korenˇov rovnice c.
For[i=1, i<4, i++,
bb[i] = Solve[b/. L->sola[[i]] == 0, S][[All,1,2]];
cc[i] = Solve[c/. L->sola[[i]] == 0, H][[All,1,2]];];
Korene rovnı´c uzˇ ma´me vypocˇı´tane´, musı´me vsˇak posu´dit’ ich vy´znam v danom mo-
dele a prostrednı´ctvom vy´pisu v programe ich spra´vne pouzˇı´vatel’ovi interpretovat’. Naj-
skoˆr vytvorı´me tabul’ku 3 × 3, do ktorej hodnoty korenˇov zapı´sˇeme tak, zˇe kazˇdy´ riadok
tabul’ky odpoveda´ jedne´mu rovnova´zˇnemu riesˇeniu.
data = Table[0,3,3];
For[i=1, i<4, i++,
data[[i]] = {sola[[i]],bb[i][[1]],cc[i][[1]]};];
Nasleduju´ca sekvencia prı´kazov je zapuzdrena´ do jedne´ho For cyklu, ktore´ho pocˇet
opakovanı´ je rovny´ pocˇtu riadkov tabul’ky data. Pevne´ cˇı´slo tu nie je zadane´ z doˆvodu
mazania riadkov vo vnu´tri cyklu.
For[i=1, i < (Dimensions[data][[1]] +1),i++, prı´kazy ];
Prvy´ prı´kaz v tejto sekvencii zaist’uje upozornenie pouzˇı´vatel’a na riesˇenie, ktore´ nie
je v obore rea´lnych cˇı´sel. Navysˇe do premennej imag, ktora´ je booleanovske´ho typu, si
v prı´pade imagina´rneho riesˇenia ulozˇı´me hodnotu true. Ta´to premenna´ na´m bude slu´zˇit’
pri fina´lnom vy´pise vy´sledkov pre pouzˇı´vatel’a.
If[Im[data[[i,1]]] != 0,
Print[Style["POZOR -> RIESENIE NIE JE V OBORE REALNYCH
CISEL", FontWeight->Bold, FontColor->Red]];
imag = true; Break[]];
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Ako sme uviedli uzˇ pri zostavovanı´ modelu, riesˇenia pre µ < 0, 0558568 zı´skame tri.
Jedno z nich je za´porne´, pre druhe´ platı´, zˇe pre µ −→ 0 platı´ cH −→ 1
2
, toto riesˇenie
nespl´nˇa podmienku lemy, ale je prı´pustne´. Posledne´ riesˇenie je pra´ve hl’adany´m riesˇenı´m,
platı´ prenˇ predpoklad z lemy, zˇe pre µ −→ 0 platı´ cH −→ 0.
Najskoˆr teda z modelu vylu´cˇime neprı´pustne´ riesˇenie, teda odstra´nime za´porne´ riesˇe-
nia. Ty´mto spoˆsobom zı´skame vsˇetky prı´pustne´ riesˇenia dane´ho modelu.
For[j=1, j<(Dimensions[data][[2]]+1), j++,
If [Re[data[[i,j]]]<0, data=Delete[data,i]]; Break[]];
Avsˇak, my chceme zı´skat’ jedine´ hl’adane´ riesˇenie na´sˇho modelu, ak je to pri dany´ch
vstupoch mozˇne´. Z kra´tkej analy´zy zistı´me, zˇe z dvoch prı´pustny´ch riesˇenı´ je hl’adany´m
to riesˇenie, ktore´ ma´ vysˇsˇiu hodnotu cL. Budeme teda v cykle hl’adat’ maximum v pr-
vom stl´pci matice riesˇenı´ data. Do premennej max si ulozˇı´me cˇı´slo riadku, v ktorom
sa nacha´dza hl’adane´ riesˇenie. Pred cyklom sme nastavili hodnotu max = 1;, aby sme
mali riesˇenia s cˇı´m porovna´vat’.
If[Re[data[[max ,1]]]< Re[data[[i,1]]], max =i];
V tomto kroku uzˇ ma´me model vyriesˇeny´, nakoniec nasleduje vy´pis vy´sledkov mo-
delu. Najskoˆr vypı´sˇeme prı´pustne´ riesˇenia modelu, tie sme dostali v prı´pade rea´lnych, ako
aj imagina´rnych riesˇenı´.
Print["PRIPUSTNE RIESENIA SU:"];
For[i = 1, i < Dimensions[data][[1]] + 1, i++,
Print["{L, S, H } = ", data[[i]]];];
Hl’adane´ riesˇenie vsˇak vieme na´jst’ iba pre riesˇenia z oboru rea´lnych cˇı´sel, tu pricha´dza
na rad premenna´ imag, do ktorej sme si ulozˇili hodntou true v prı´pade, zˇe model ma´
imagina´rne riesˇenie. Teda vy´pis hl’adane´ho riesˇenia sa uskutocˇnı´ iba v prı´pade, zˇe jej
hodnota bude false.
If[imag == false,
Print[Style["HLADANE RIESENIE JE:", FontWeight->Bold]];
Print["L = ",data[[max,1]],", S = ",data[[max,2]],",
H = ",data[[max,3]]]]
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Ty´mto spoˆsobom ma´me vytvoreny´ algoritmus vy´pocˇtu riesˇenia zostavene´ho modelu
pre hru Za´vod v zbrojenı´ a su´cˇasne aj vy´pis zı´skany´ch vy´sledkov. Teraz si na prı´kladoch
uka´zˇeme, ako algoritmus funguje a ako ho mozˇno pouzˇı´vat’.
3.2.2 Prı´klad pouzˇitia
V tejto cˇasti na prı´kladoch uka´zˇeme, ako algoritmus pre vy´pocˇet rovnova´hy v hre
Za´vod v zbrojenı´ pouzˇı´vat’. Algoritmus ako aj ilustratı´vne prı´klady su´ vytvorene´ v pro-
stredı´ programu Wolfram Mathematica.
Na prvom prı´klade uka´zˇeme riesˇenie modelu pre hodnoty m = 0,024 a d = 1,5.
Pre tieto hodnoty premenny´ch existuje riesˇenie v obore rea´lnych cˇı´sel, zı´skame tak prı´-
pustne´ riesˇenia, ako aj jedine´ hl’adane´ riesˇenie modelu. Pre dane´ d ma´me riesˇenia pre
roˆzne m zobrazene´ v grafe 2, presny´ vy´sledok teda moˆzˇeme skonfrontovat’. Na obra´zku 2
vidı´me, ako toto riesˇenie prebehne v programe Wolfram Mathematica.
Obr. 2: Zavod v zbrojeni - hl’adane´ riesˇenie, (Zdroj: vlastny´)
Druhy´ prı´klad ilustruje imagina´rne riesˇenie dane´ho modelu, existuje teda iba prı´pustne´
riesˇenie, nie vsˇak uzˇ nami hl’adane´, jedine´ riesˇenie tohto modelu. Zadanie je m = 0,24
a d = 1,5, na obra´zku 3 vidı´me riesˇenie v prostredı´ Wolfram Mathematica.
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Obr. 3: Zavod v zbrojeni - imagina´rne riesˇenie, (Zdroj: vlastny´)
Posledny´ prı´klad ilustruje situa´ciu, ktora´ nastane po zadanı´ d = 1 a l’ubovol’ne´ho m,
teda po porusˇenı´ podmienky d>1. Vy´stup moˆzˇeme vidiet’ na obra´zku 4.
Obr. 4: Zavod v zbrojeni - d = 1, (Zdroj: vlastny´)
3.3 Program - Viacna´sobna´ Arrow-Debreuova rovnova´ha
Dˇalsˇia funkcia z balı´ku slu´zˇi k vy´pocˇtu Arrow-Debreuovej rovnova´hy modelu cˇiastko-
vy´ch trhov, aky´ sme zaviedli v kapitole 2.2.1. Budeme teda hl’adat’ optima´lne rozdelenie
komodı´t v hre dvoch hra´cˇov s ciel’om maximaliza´cie zisku. Najskoˆr rozoberieme algo-
ritmus vy´pocˇtu vlastnej realiza´cie funkcie v programe Wolfram Mathematica a na za´ver
tejto cˇasti uvedieme niekol’ko prı´kladov pouzˇitia.
3.3.1 Rozbor algoritmu
Algoritmus je navrhnuty´ tak, aby po zadanı´ hodnoty a a e vyhodnotil model a vy-
pocˇı´tal konkre´tne rovnova´zˇne hodnoty. Vysvetlı´me si vy´znam vstupov, ked’ si spome-
nieme na zavedeny´ model v kapitole 2.2.1, na zacˇiatku cele´ho vy´pocˇtu sta´li funkcie
uzˇitocˇnosti popı´sane´ rovniacmi (2.28) pre kazˇde´ho hra´cˇa, ktore´ sme postupne maxima-
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lizovali. Cˇitatele zlomkov konsˇta´nt stojacich pred premenny´mi, oznacˇuju´cimi mnozˇstva´
jednotlivy´ch komodı´t, v rovnici prve´ho hra´cˇa moˆzˇeme oznacˇit’ premenny´mi a a b. Vd’aka
symetrii modelu budu´ rovnake´ tieto premenne´ rovnake´ aj pre druhe´ho hra´cˇa, avsˇak v opacˇ-
nom poradı´. Pre zjednodusˇenie modelu, bez ujmy na vsˇeobecnosti, moˆzˇeme tieto pre-
menne´ a a b vyjadrit’ v pomere, teda urcˇı´me hodnotu b = 1 a na´sledne a je uvedene´
v za´vislosti na b. Takto ma´me zavedeny´ pomer u´zˇitkov z jednotlivy´ch komodı´t
u1(c1, c2) = −a
2
c−21 −
1
2
c−22 u
2(c1, c2) = −1
2
c−21 −
a
2
c−22 . (3.59)
Vra´t’me sa naspa¨t’ k na´sˇmu programu. Z vysˇsˇie vysvetlene´ho doˆvodu je vstupom
funkcie iba hodnota a, ktora´ vyjadruje pomer u´zˇitku prvej komodity pri jednotkovom
u´zˇitku druhej komodity prve´ho hra´cˇa. Je teda parametrom funkcie uzˇitocˇnosti, ktoru´ zvolı´
pouzˇı´vatel’. Premennu´ b v programe nasta´vime konsˇtantne na honotu 1.
b = 1
Druhy´ vstup e na´m hovorı´ o pocˇiatocˇnom rozdelenı´ zdrojov komodı´t pre jednotlivy´ch
hra´cˇov, znova z modelu, konkre´tne z rovnice (2.29) moˆzˇeme vidiet’, zˇe ide o symetricku´
velicˇinu.
• VSTUP: a, e
• VY´STUP: tabul’ka rovnova´h - c11, c12, c21, c22
Model, ktory´ sme zostavili v analytickej cˇasti, pre konkre´tne hodnoty je vyjadreny´ rov-
nicami (2.40). Do programu vsˇak musı´me s modelom pracovat’ vo vsˇeobecnom tvare,
ktore´ho zadanie vyzera´ nasledovne.
r1 = bˆ(1/3) * (1 - e + x) - aˆ(1/3) * (e + y)*z;
r2 = aˆ(1/3) * (e - x) - bˆ(1/3) * (1 - e - y)*z;
r3 = x + y * zˆ3;
Po tomto zadanı´ program automaticky dosadı´ zadanu´ hodnotu a a konsˇtantu b do prı´slusˇ-
ny´ch premenny´ch v rovniciach modelu. Hodnotu e zatial’nebudeme do modelu dosa´dzat’,
chceme totizˇto vypocˇı´tat’ jej kriticku´ hodnotu, takto oznacˇı´me hodnotu, pre ktoru´ existuje
iba jedna rovnova´ha. Z analy´zy modelu vieme, zˇe vsˇeobecne existuju´ tri rovnova´hy, teda
kriticka´ hodnota je hodnota, v ktorej su´stava bude mat’ jeden trojna´sobny´ korenˇ.
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Aby sme vypocˇı´tali kriticku´ hodnotu, v programe oznacˇı´me ekrit, musı´me vy-
pocˇı´tat’ tento trojna´sobny´ korenˇ. Zadana´ su´stava rovnı´c spl´nˇa predpoklady pre pouzˇitie
Gro¨bnerovej ba´zy, preto ju moˆzˇeme vyriesˇit’ pouzˇitı´m implementovane´ho prı´kazu a vy´-
slednu´ su´stavu rovnı´c ulozˇit’ do premennej gb. Prva´ rovnica novej su´stavy je rovnicou
tretieho stupnˇa v jednej premennej z, preto tu´to rovnicu moˆzˇeme pre tu´to premennu´ vy-
riesˇit’. Zı´skame dve rovnice v za´vislosti na e a jeden korenˇ e = 1, ktory´ zodpoveda´
vsˇeobecnej trzˇnej rovnova´he pre roˆzne vstupy, ako sme vysvetlili pri analy´ze modelu.
Trojna´sobny´ korenˇ teda dosiahneme pre take´ e, pre ktore´ sa spomı´nane´ dve rovnice budu´
rovnat’. Ty´mto porovnanı´m zı´skame dva korene, z ktory´ch jeden bude kladny´ a druhy´
za´porny´, nasˇa kriticka´ hodnota je pre kladne´ e. Do premennej ekrit teda priradı´me
tento kladny´ korenˇ. Po zı´skanı´ kritickej hodnoty uzˇ moˆzˇeme dosadit’ uzˇı´vatel’sky´ vstup
do premennej e, ktora´ sa automaticky dosadı´ do rovnı´c modelu.
gb = GroebnerBasis[{r1,r2,r3},{x,y,z}];
zz = NSolve[gb[[1]]==0, z][[All,1,2]];
ekrit = Solve[zz[[2]] == zz[[3]], e][[All,1,2]][[2]];
e=inpute;
Zvysˇok funkcie je zapuzdreny´ vo vetvenı´ If, ktore´ho u´lohou je umozˇnit’ riesˇenie mo-
delu iba v prı´pade splnenia podmienky e ≤ ekrit, v opacˇnom prı´pade su´ korene modelu
imagina´rne cˇı´sla.
If[e <= ekrit,
V prı´pade porusˇenia podmienky, teda v tzv. else vetve vetvenia, sa uskutocˇnı´ chybovy´
vy´pis.
Print[Style["POZOR -> e > ekrit -> RIESENIA NIE SU REALNE
CISLA, pre model taketo riesenie nema vyznam ",
FontWeight->Bold, FontColor->Red]]
Vsˇetky nasleduju´ce prı´kazy sa nacha´dzaju´ v kladnej vetve vetvenia, teda pri splnenı´
podmienky e <= ekrit. Na zadanu´ su´stavu rovnı´c po dosadenı´ konkre´tnej zadanej
hodnoty e esˇte raz aplikujeme Gro¨bnerovu ba´zu pre zjednodusˇenie d’alsˇieho vy´pocˇtu.
Do premennej gb ulozˇı´me vy´slednu´ zjednodusˇenu´ su´stavu.
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gb = GroebnerBasis[{r1,r2,r3},{x,y,z}];
V premennej gb ma´me teraz ulozˇenu´ su´stavu troch rovnı´c o nezna´mych x, y, z.
Pre pripomenutie, pri zavedenı´ modelu sme zvolili toto oznacˇenie premenny´ch pre jed-
noduchsˇie pra´cu v programe. Jednotlive´ premenne´ v modele maju´ nasleduju´ci vy´znam
x:= x1, y:= x2 a z:= q, podrobnejsˇia interpreta´cia bola zavedena´ v kapitole 2.2.1.
Vra´t’me sa k obsahu premennej gb. Prvou rovnicou su´stavy, ako sme uzˇ spomı´nali
pri hl’adanı´ hodnoty ekrit, je rovnica tretieho stupnˇa v jednej premennej z, ktoru´ uzˇ
ma´me vyriesˇenu´, vy´sledkom su´ tri korene, ktore´ ma´me ulozˇene´ v premennej zz.
Druha´ rovnica v gb je za´vislost’ premennej y na premennej z v prvej a druhej moc-
nice, ktorej hodnoty vsˇak uzˇ pozna´me, teda ich moˆzˇeme do rovnice dosadit’ a vypocˇı´tat’
aj korene pre y, ktore´ ulozˇı´me do premennej yyy[[i]] pre i = 1,2,3 pre jednotlive´
korene zz[[i]].
V poslednej rovnici je linea´rna za´vislost’ premennej x na premennej z. To znamena´,
zˇe aj korene tejto rovnice moˆzˇeme vypocˇı´tat’ analogicky ako to bolo pre premennu´ y.
Vy´sledok ulozˇı´me do premennej xxx[[i]].
Teraz uzˇ moˆzˇeme vypocˇı´tat’ hl’adane´ hodnoty mnozˇstiev jednotlivy´ch komodı´t, pre
vsˇetky tri rovnova´hy. vzorec pre vy´pocˇet sme zaviedli pri zostavovanı´ modelu. Pre tri
rovnova´hy moˆzˇeme vypocˇı´tat’ hodnoty c11[i], c12[i], c21[i] a c22[i].
Ako sme si mohli vsˇimnu´t’, pre jednotlive´ i = 1,2,3 sa postup vy´pocˇtu nemenı´,
z tohto doˆvodu moˆzˇeme pouzˇit’ cyklus For. Vy´pocˇet, ktory´ sme teraz popı´sali je usku-
tocˇnenı´ touto postupnost’ou prı´kazov.
For[i=1, i<4, i++,
yy[i] = gb[[2]] /. z->zz[[i]];
yyy[i] = Solve[yy[i]==0, y][[All,1,2]];
xx[i] = gb[[3]] /. z->zz[[i]];
xxx[i] = Solve[xx[i]==0, x][[All,1,2]];
c11[i] = xxx[i][[1]] + 1 - e;
c12[i] = yyy[i][[1]] + e;
c21[i] = 1 - c11[i];
c22[i] = 1 - c12[i]; ];
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V tejto chvı´li uzˇ prebehol vy´pocˇet a vsˇetky vy´sledky ma´me ulozˇene´ v premenny´ch.
Nasleduje vy´pis rovnova´zˇnych stavov. Najvhodnejsˇou vol’bou z hl’adiska prehl’adnosti
vy´pisu bude tabul’ka, ako prve´ si ju vytvorı´me, so za´hlavı´m bude mat’ 4 riadky a 8 stl´pcov.
Do je prve´ho riadku vypı´sˇeme za´hlavie, popis uskutocˇnı´me podl’a znacˇenia zavedene´ho
v modele. Hodnoty do tabul’ky vypı´sˇeme pomocou For cyklu. Takto ma´me vyplnenu´ ta-
bul’ku pre tri rovnova´zˇne stavy.
Z hl’adiska lepsˇej interpreta´cie pre pouzˇı´vatel’a, sme sa rozhodli pridat’ do vy´pisu
jedno vetvetvenie If. Pre ekrit platı´, zˇe rovnova´ha ma´ trojna´sobny´ korenˇ, z pohl’adu
vy´pisu by to znamenalo tri rovnake´ riadky tabul’ky. Teda toto vetvenie v prı´pade, zˇe
e == ekrit, vypı´sˇe iba prve´ dva riadky tabul’ky, teda za´hlavie a jednu rovnova´hu.
V opacˇnom prı´pade je vy´stupom cela´ tabul’ka s tromi rovnova´zˇnymi stavmi. Vy´pis ako
sme ho pra´ve popı´sali na´m zabezpecˇı´ nasleduju´ca cˇast’ ko´du.
data = Table[0,{4},{8}];
data[[1]] = {"q", "p2", "x1", "x2", "c11", "c12", "c21",
"c22"};
For[ i=1, i<4, i++,
data[[i+1]] = {zz[[i]],zz[[i]]ˆ3, xxx[i][[1]],
yyy[i][[1]], c11[i], c12[i], c21[i], c22[i]}
];
If[ e == ekrit,
Return[{data[[1]],data[[2]]}],
Return[data]
],
Takto ma´me zostaveny´ vlastny´ algoritmus vy´pocˇtu Arrow-Debreuovej rovnova´hy,
teda viacna´sobnej Nashovej rovnova´hy pre dany´ ekonomicky´ model, ktore´ho vy´stupom
je prehl’adny´ vy´pis zı´skany´ch vy´sledkov. Teraz si na niekol’ky´ch jednoduchy´ch prı´kladoch
uka´zˇeme, ako funkcia funguje a ako ju moˆzˇeme pouzˇı´vat’, samozrejme prida´me obra´zky
pouzˇitia z prostredia Mathematica.
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3.3.2 Prı´klad pouzˇitia
Rovnako, ako pri predcha´dzaju´com modele, aj v tejto cˇasti uvedieme na´zorne´ prı´klady
pouzˇitia algoritmu v prostredı´ Mathematica.
Na prvom prı´klade demonsˇtrujeme funkcˇnu´ podmienku cele´ho modelu e ≤ ekrit.
Zadanie prı´kladu, ktory´ budeme chciet’ riesˇit’ znie b = 64, e = 1
40
. Na obra´zku 5 moˆzˇeme
vidiet’ vy´stup programu po zadanı´ zvoleny´ch parametrov do modelu Arrow-Debreuovej
rovnova´hy.
Obr. 5: Arrow-Debreuova rovnova´ha - e = 1
40
, (Zdroj: vlastny´)
Druhy´ prı´klad ilustruje hl’adane´ riesˇenie, pouzˇili sme rovnake´ zadanie ako v prı´klade
v kapitole 2.2.1. V programe je za´pis b = 64 a e = 1/61. Moˆzˇeme teda porovnat’
vy´sledky, ktore´ sme zı´skali riesˇenı´m a tie, ktore´ dostaneme po zavolanı´ funkcie.
Vy´stupom je tabul’ka, ktora´ vsˇak z doˆvodu na´sledne´ho pouzˇı´vania vy´stupov tejto funk-
cie v inej funkcii, v nasˇom tret’om modele, nie je upravena´. Avsˇak prostredie programu
je vel’mi intuitı´vne a u´pravu vy´pisu moˆzˇeme uskutocˇnit’ aj priamo v notebooku pro-
strednı´ctvom tzv. Suggestions Bar. Ten sa po vypı´sanı´ vy´stupu zobrazı´ pod posledny´m ri-
adkom. Tam moˆzˇeme jednoducho zvolit’ v ponuke Display as mozˇnost’ Grid. Tu ale
mozˇnosti Suggestions Baru nekoncˇia, moˆzˇeme navysˇe zvolit’ u´pravu tabul’ky, ako je za-
rovnanie, pridanie hlavicˇky alebo u´prava sˇty´lu. My sme, ako moˆzˇeme vidiet’ na obra´zku 6,
v nasˇom ilustracˇnom prı´kalde zvolili mozˇnost’ u´pravy sˇty´lu a to sˇede´ podfarbenie za´hlavia
tabul’ky.
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Obr. 6: Arrow-Debreuova rovnova´ha - hl’adane´ riesˇenie, (Zdroj: vlastny´)
Posledny´ prı´klad zobrazuje trojna´sobnu´ rovnova´hu. Zadanie je b=64 a e=1/45.
Na obra´zku 7 moˆzˇeme vidiet’, zˇe vy´sledna´ tabul’ka obsahuje iba jediny´ riadok, v ktorom
je jedine´ riesˇenie tohto zadania. Tabul’ku aj s nastaveny´m sˇty´lom sme zı´skali rovnaky´m
spoˆsobom ako v predcha´dzaju´com prı´klade.
Obr. 7: Arrow-Debreuova rovnova´ha - trojna´sobna´ rovnova´ha, (Zdroj: vlastny´)
3.4 Program - Strategicka´ trzˇna´ hra
Posledna´ funkcia vytvorene´ho balı´ku slu´zˇi k vy´pocˇtu Nashovej rovnova´hy pre strate-
gicku´ trzˇnu´ hru predpokladmi podobnu´, ako to bolo pri modele Arrow-Debreuovej rov-
nova´he. Do hry je pridane´ jedno rozsˇı´renie, znovu uvazˇujeme dva typy hra´cˇov, avsˇak
kazˇde´ho typu moˆzˇe existovat’ hra´cˇov viacero, v nasˇom znacˇenı´ N hra´cˇov. Zvysˇovanı´m
pocˇtu hra´cˇov rovnova´ha konverguje k Walrasovej rovnova´he, ako sme uka´zali pri analy´ze
tohto modelu.
Najskoˆr detailne rozoberieme algoritmus vytvoreny´ pre tento model a potom sa po-
zrieme na konkre´tne prı´klady jeho pouzˇitia.
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3.4.1 Rozbor algoritmu
Algoritmus je vel’mi podobny´ tomu, ktory´ sme vytvorili pre Arrow-Debreuovu rovno-
va´hu vzhl’adom k charakteru hry. Vstupne´ hodnoty su´ rovnake´, pomerna´ hodnota funkcie
uzˇitocˇnosti a a parameter rozdelenia zdrojov komodı´t e.
• VSTUP: a, e
• VY´STUP: tabul’ka rovnova´h pre roˆzne N - c11, c12
Z analo´gie s predcha´dzaju´cim algoritmom vyply´va prevzatie nasleduju´cej cˇasti programu,
vd’aka ktorej vypocˇı´tame hodnotu ekrit.
r1 = bˆ(1/3) * (1 - e + x) - aˆ(1/3) * (e + y)*z;
r2 = aˆ(1/3) * (e - x) - bˆ(1/3) * (1 - e - y)*z;
r3 = x + y * zˆ3;
gb = GroebnerBasis[{r1,r2,r3},{x,y,z}];
zz = NSolve[gb[[1]]==0, z][[All,1,2]];
ekrit = Solve[zz[[2]] == zz[[3]], e][[All,1,2]][[2]];
Vy´pocˇet sa lı´sˇi, ako sme uzˇ naznacˇili, v pridanı´ pocˇtu hra´cˇov N. Zvolili sme reprezen-
tatı´vnu mnozˇinu ty´chto hodnoˆt a ulozˇili sme ich do pol’a hodN.
hodN[1] = 1;
hodN[2] = 2;
hodN[3] = 10;
hodN[4] = 100;
hodN[5] = 1000;
V tejto chvı´li moˆzˇeme do premennej e ulozˇit’ uzˇı´vatel’om zadanu´ vstupnu´ hodnotu.
e = inpute;
Vy´stup budeme realizovat’ kvoˆli prehl’adnosti do tabul’ky, hned’ na zacˇiatku si ju vy-
tvorı´me a vyplnı´me hlavicˇku.
dat = Table[0,{7},{7}];
dat[[1]]={"N", "c1(1)", "c2(1)", "c1(2)", "c2(2)",
"c1(3)", "c2(3)"};
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V kapitole 2.2.2 sme rozobrali tento prı´pad maximaliza´cie u´zˇitku a hl’adania Nashovej
rovnova´hy pri dany´ch podmienkach. Zostavili sme tiezˇ ekonomicky´ model, ktory´ toto
spra´vanie popisuje, je to su´stava rovnı´c (2.58). Tu´to su´stavu rovnı´c zada´me do programu.
adef = a*(n - e)*(b1+b3)*((n-1)*b1 + n*b3)*b2ˆ3 -
(n-(1-e))*((n-1)*b2 + n*b4)*(b2+b4)*b1ˆ3;
bdef = (1/a) *(n -(1- e))*(b1+b3)*((n-1)*b3 + n*b1)*b4ˆ3 -
(n-e)*((n-1)*b4 + n*b2)*(b2+b4)*b3ˆ3;
c = e*b1 + (1-e)*b2 - (1-e)*b3 - e*b4;
d = 1- t*b1*b2*b3*b4;
h = 10 - b1-b2-b3-b4;
g1 = c1*(b1+b3) - b1;
g2 = c2*(b2+b4) - b2;
g3 = c3*(b1+b3) - b3;
g4 = c4*(b2+b4) - b4;
Teraz uzˇ ma´me zadane´ vsˇetky potrebne´ parametre pre vy´pocˇet. Zvysˇok programu bude
opa¨t’ zapuzdreny´ v jednom vetvenı´ If, ktore´ zabezpecˇı´ splnenie podmienky e<ekrit. V
else vetve sa nacha´dza vy´pis, ktory´ upozornˇuje pouzˇı´vatel’a o nesplnenı´ podmienky a teda
existencii imagina´rneho riesˇenia.
Print[Style["POZOR -> e >= ekrit -> RIESENIA NIE SU REALNE
CISLA, pre model taketo riesenie nema vyznam ",
FontWeight->Bold, FontColor->Red]]];
Nasleduju´ca cˇast’ programu sa nacha´dza v kladnej vetve vetvenia, teda sa vykona´
po splnenı´ podmienky e < ekrit. Ako prvy´ sa samostatne zrealizuje vy´pocˇet riesˇenia
pre N = 1, pretozˇe tu existuje len jedine´ riesˇenie. Postup je nasledovny´, na zacˇiatku
do premennej nn priradı´me prvu´ hodnotu hodN[1], potom tu´to hodnotu dosadı´me za
nezna´mu n do rovnı´c adef a bdef, tieto rovnice ulozˇı´me do premenny´ch aa, bb.
Na tento model s konkre´tnymi cˇı´selny´mi hodnotami uzˇ moˆzˇeme aplikovat’ meto´du
Gro¨bnerovej ba´zy, vy´slednu´ su´stavu ulozˇı´me do premennej gb. Teraz moˆzˇeme vypocˇı´tat’
korene prvej rovnice su´stavy gb za podmienky kladnej hodnoty c2. Toto obmedzenie
je celkom prirodzene´, mnozˇstvo komodı´t nebudeme uvazˇovat’ za´porne´, taky´to vy´sledok
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by nemal interpretacˇnu´ hodnotu. Takto ma´me v premennej sol2 ulozˇene´ jedine´ riesˇenie
rovnova´hy pre N = 1, v nasˇom modele ma´ ta´to hodnota vy´znam mnozˇstva druhej komo-
dity prve´ho hra´cˇa. Na´sledne dopocˇı´tame aj mnozˇstvo prvej komodity pre prve´ho hra´cˇa,
ktore´ ulozˇı´me do premennej sol1. Teraz uzˇ moˆzˇeme zapı´sat’ toto riesˇenie do druhe´ho
riadku vytvorenej tabul’ky.
nn = hodN[1];
aa = adef/. n->nn;
bb = bdef/. n->nn;
gb = GroebnerBasis[{aa,bb,c,d,h,g1,g2,g3,g4},
{c1,c2,c3,c4,b1,b2,b3,b4}, {c4,c3,b1,b2,b3,b4,t}];
sol2 = NSolve[gb[[1]]==0 && c2>0, c2, Reals][[All,1,2]];
sol1 = c1/.NSolve[{gb[[2]]/. c2->sol2}==0 && c1>0, c1,
Reals];
dat[[2]]={hodN[1],sol1[[1]],sol2[[1]],"-", "-", "-", "-"};
Teraz ma´me vypocˇı´tanu´ rovnova´hu pre pocˇet hra´cˇov N = 1. Pre zvysˇne´ hodnoty N
uzˇ moˆzˇeme riesˇenie realizovat’ v cykle For. Postup vy´pocˇtu je rovnaky´, aky´ sme pouzˇili
pre hodnotu N = 1. Najskoˆr nacˇı´tame prı´slusˇnu´ hodnotu do nn, ktoru´ v za´pa¨tı´ dosadı´me
do rovnı´c adef a bdef za premennu´ n a vypocˇı´tame Gro¨bnerovu ba´zu.
Rozdiel oproti prvej rovnova´he je v tom, zˇe pri riesˇenı´ rovnice, dostaneme tri ko-
rene c2. Ma´me teda tri rovnova´hy. V d’alsˇom For cykle vypocˇı´tame tiezˇ prı´slusˇne´ rov-
nova´zˇne hodnoty pre mnozˇstvo prvej komodity pre prve´ho hra´cˇa c2. Zı´skane´ hodnoty
opa¨t’ zapı´sˇeme do nove´ho riadku tabul’ky.
For[i=2, i<6, i++,
nn = hodN[i];
aa = adef/. n->nn;
bb = bdef/. n->nn;
gb = GroebnerBasis[{aa,bb,c,d,h,g1,g2,g3,g4},
{c1,c2,c3,c4,b1,b2,b3,b4}, {c4,c3,b1,b2,b3,b4,t}];
solc2[i] = NSolve[gb[[1]]==0 && c2>0, c2,
Reals][[All,1,2]];
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For[j=2, j<5, j++,
solc1[j]= c1/.NSolve[{gb[[2]]/. c2->
solc2[i][[j]]}==0 && c1>0, c1, Reals];
];
dat[[i+1]] ={nn, solc1[3][[1]], solc2[i][[3]],
solc1[4][[1]], solc2[i][[4]], solc1[2][[1]],
solc2[i][[2]]};
];
V tejto chvı´li uzˇ ma´me vypocˇı´tane´ vsˇetky potrebne´ hodnoty. Nasleduje cˇast’ programu,
ktora´ sa ty´ka vy´pisu zı´skany´ch rovnova´zˇnych stavov pre pouzˇı´vatel’a. Ako sme uzˇ spomı´-
nali pri analy´ze tohto ekonomicke´ho modelu, pri zvysˇuju´com sa pocˇte hra´cˇov N, rov-
nova´hy konverguju´ k Walrasovej rovnova´he, ktorej hodnotu sme vypocˇı´tali v predcha´-
dzaju´com algoritme.
Funkciu ArrowDebreu[a,e] teda v tomto kroku algoritmu zavola´me. Parametre
funkcie budu´ rovnake´ ako vstupne´ hodnoty funkcie Strateg[a,e], vy´sledok ulozˇı´me
do premennej aro. Ked’zˇe sˇtruktu´ru tohto vy´stupu pozna´me, vieme z tabul’ky vybrat’
tie hodnoty, ktore´ pre na´sˇ model potrebujeme. Z vy´stupnej tabul’ky dane´ho algoritmu
vyberieme hodnoty c11 a c12. Tieto hodnoty moˆzˇeme zapı´sat’ do posledne´ho riadku
tabul’ky dat.
aro = ArrowDebreu[a,e];
dat[[7]]={"WE", aro[[2]][[5]], aro[[2]][[6]],
aro[[3]][[5]], aro[[3]][[6]], aro[[4]][[5]],
aro[[4]][[6]]};
Nakoniec nasleduje vy´pis hl’adane´ho riesˇenia, kvoˆli prehl’adnosti bude realizovany´ for-
mou tabul’ky.
Return[Grid[dat]],
3.4.2 Prı´klad pouzˇitia
Rovnako ako pri predcha´dzaju´cich modeloch, aj v tomto prı´pade nasleduje cˇast’ s kon-
kre´tnymi prı´kladmi pouzˇitia algoritmu. Prvy´m prı´kladom bude zobrazenie chybovej hla´sˇ-
64
ky pri zadanı´ vstupny´ch parametrov, pre ktore´ riesˇenie vypocˇı´tane´ modelom nema´ inter-
pretacˇny´ vy´znam. Jedna´ sa o porusˇenie podmienky modelu e < ekrit. V nasˇom prı´pade
zada´me b = 64 a e = 1/40. Na obra´zku 8, moˆzˇeme vidiet’ vy´stup programu pre dane´
vstupne´ hodnoty.
Obr. 8: Strategicka´ trzˇna´ hra - e = 1
40
, (Zdroj: vlastny´)
Na druhom prı´klade si uka´zˇeme riesˇenie strategickej trzˇnej hry pre hodnoty, ktore´
spl´nˇaju´ vysˇsˇie spomenutu´ podmienku. Vstupom budu´ parametre b = 64 a e = 1/61,
vy´sledok by mal byt’ teda zhodny´ s ty´m, ktory´ sme vypocˇı´tali v kapitole 2.2.2. Vy´sledkom
funkcie je tabul’ka hodnoˆt, ktoru´ si moˆzˇeme upravit’ podobne ako sme to spravili v cˇasti
3.3.2 pridanı´m sˇty´lu. Obra´zok 9 zobrazuje riesˇenie tohto zadania v prostredı´ Mathematica.
Obr. 9: Strategicka´ trzˇna´ hra - hl’adane´ riesˇenie, (Zdroj: vlastny´)
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ZA´VER
V tejto pra´ci som sa zaoberala riesˇenı´m ekonomicky´ch modelov za pomoci matema-
ticke´ho apara´tu a ich implementa´ciou do programove´ho prostredia Wolfram Mathema-
tica. Hlavny´m ciel’om pra´ce bolo vytvorenie programove´ho balı´ku a ty´mto spoˆsobom zje-
dnodusˇenie pra´ce s ekonomicky´mi modelmi, ktore´ su´ sı´ce zjednodusˇenı´m reality, avsˇak
pra´ca s rovnicami, ktore´ ich popisuju´ je pomerne zlozˇita´. Cˇiastkovy´m ciel’om je snaha
o prehl’adne´ vysvetlenie a zhrnutie potrebny´ch teoreticky´ch poznatkov ako aj matema-
ticke´ho apara´tu.
Na zacˇiatku bolo potrebne´ podrobne rozobrat’ teoreticke´ vy´chodiska´ pra´ce, teda zade-
finovat’ za´kladne´ pojmy z oblasti vsˇeobecnej algebry. Doˆraz bol kladeny´ hlavne na pro-
blematiku okruhov a idea´lov, ktora´ vyu´stila do zavedenie pojmu Gro¨bnerova ba´za. Dˇalsˇou
doˆlezˇitou teoretickou za´kladnˇou bolo zavedenie nelinea´rnych rovnı´c ako aj su´stav rovnı´c,
na ktory´ch riesˇenie bola aplikovana´ pra´ve meto´da Gro¨bnerovej ba´zy.
Druha´ cˇast’ pra´ce je ekonomicke´ho charakteru, postupne su´ predstavene´ tri roˆzne eko-
nomicke´ modely Za´vod v zbrojenı´, model s Arrow-Debreuovou rovnova´hou a strategicka´
trzˇna´ hra. Zostavenie modelov je detailne popı´sane´, spolocˇne s vysvetlenı´m potrebny´ch
prostriedkov z oblasti matematiky ako aj teo´rie hier. Zostaveny´ model je d’alej analyzo-
vany´ a vyriesˇeny´ v na´zornom prı´klade. Pri riesˇenı´ je aplikovana´ meto´da Gro¨bnerovej ba´zy
za pouzˇitia matematicke´ho softwaru Wolfram Mathematica.
Poslednou cˇast’ou je na´vrh riesˇenia vy´pocˇtove´ho proble´mu rozobraty´ch modelov. Vy´-
stupom je samostatne vytvoreny´ programovy´ balı´k obsahuju´ci funkcie, ktore´ pouzˇı´vate-
l’ovi umozˇnˇuju´ jednoduche´ riesˇenie modelu po zadanı´ vstupny´ch parametrov. Bakala´rska
pra´ca obsahuje rozbor tohto vlastne´ho algoritmu spolocˇne s prı´kladmi pouzˇitie. Teda tvorı´
prehl’adny´ uzˇı´vatel’sky´ manua´l pre pra´cu s naprogramovany´m balı´kom funkciı´. Je takisto
rozsˇı´rena´ o prı´klady pouzˇitia spomı´nany´ch algoritmov.
Cela´ pra´ca sa nesie v duchu hl’adania rovnova´hy. Mozˇno sa teo´ria rovnova´hy na trhoch
zda´ byt’ prı´lisˇ zidealizovana´, avsˇak presne tak ekono´mia funguje. Rovnova´ha je totizˇto
jediny´ stabilny´ stav, je to optima´lne riesˇenie v danej ekonomickej situa´cii.
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A PRI´LOHY
Prı´loha 1 - Doˆkaz lemy
Lema:
Predpokladajme, zˇe multiplika´torova´ podmienka je splnena´. Pre dostatocˇne male´ µ > 0,
existuje trojica
(
cL, c∗, cH
)
taka´, zˇe platı´ [5]
µ < cL < c∗ <cH < c (A.60)[
F
(
cH
)− F (cL)] cL = (1− F (cH))µ (A.61)[
1− 2 (F (cH)− F (cL))] cH =F (cL) d (A.62)(
1− F (cH)) (µ− c∗) + F (cL) (−c∗) =F (cL) (−d) (A.63)
Ak µ→ 0, potom cH → 0.
Doˆkaz. Definujeme dve funkcie H a G nasleduju´cim spoˆsobom:
H(x, y) ≡ [F (y)− F (x)]x− (1− F (y))µ (A.64)
G(x, y) ≡ [1− 2(F (y)− F (x))]y − F (x)d (A.65)
Potom rovnice (A.61) a (A.62) su´ ekvivalentne´ s tvrdenı´m, zˇe (x, y) = (cL, cH) riesˇi
su´stavu rovnı´c
H(x, y) = 0
G(x, y) = 0
(A.66)
K analy´ze tohto syste´mu musı´me zva´zˇit’ tvar kriviek definovany´ch podl’a (A.66), nasˇu
pozornost’ obmedzı´me na x a y na intervale [0, c]. Najskoˆr esˇte pripomenˇme definovane´
vlastnosti funkcie F (0) = 0, F (c) = 1. Dosadenı´m do rovnı´c dostaneme
H(0, y) = −(1− F (y))µ
Preto existuje jedine´ y ∈ [0, c], konkre´tne y = c, take´, zˇe H(0, y) = 0. Podobne,
H(c, y) = −(1− F (y))(µ+ c)
tu existuje jedine´ y ∈ [0, c], konkre´tne y = c, take´, zˇe H(c, y) = 0. Dˇalej pre 0 < x < c
dostaneme
H(x, 0) = −F (x)x− µ < 0
i
H(x, c) = [1− F (x)]x > 0
a
∂H(x, y)
∂y
= F ′(y)(x+ µ) > 0.
Preto existuje jedine´ y ∈ (0, c), ktore´ spl´nˇa H(x, y) = 0. Moˆzˇeme zapı´sat’ y = Φ(x) take´,
zˇe H(x,Φ(x)) ≡ 0, pre vsˇetky x ∈ [0, c]. Vsˇimnime si, zˇe pre vsˇetky x > 0, µ → 0
implikuje Φ(x)→ x.
Teraz prejdeme na funkciu G. Dosadenı´m y = 0 dostaneme
G(x, 0) = −F (x)d
takzˇe existuje jedine´ x ∈ [0, c], konkre´tne x = 0, ktore´ spl´nˇa G(x, 0) = 0. Oznacˇme cmed
stredny´ typ, pre ktory´ platı´ F (cmed) = 1/2. Dosadı´me
G(x, cmed) =
[
1− 2
(
1
2
− F (x)
)]
cmed − F (x)d = F (x)(2cmed − d)
Poznamenajme, zˇe 2cmed = cmed/F (cmed) ≤ d podl’a multiplika´torovej podmienky.
Ak cmed/F (cmed) = d, potom G(x, cmed) = 0 pre vsˇetky x ∈ [0, c]. Avsˇak, ak
cmed/F (cmed) < d, potom existuje jedine´ x ∈ [0, c], konkre´tne x = 0, take´, zˇe
G(x, cmed) = 0
Dˇalej predpokladajme 0 < y < cmed. Potom
G(0, y) = [1− 2F (y)]y > 0
G(y, y) = y − F (y)d ≤ 0
Okrem toho, pre y < cmed pouzˇitı´m multiplika´torovej podmienky dostaneme
∂G(x, y)
∂x
= F ′(x)(2y − d) = F ′(x)
(
y
F (cmed)
− d
)
< F ′(x)
(
y
F (y)
− d
)
≤ 0.
(A.67)
Odtial’plynie, zˇe pre kazˇde´ y ∈ (0, cmed), existuje jedine´ x ∈ (0, y] take´, zˇe G(x, y) =
0. Moˆzˇeme zapı´sat’ x = θ(y) take´, zˇe G(θ(y), y) = 0 pre vsˇetky y ∈ (0, cmed).
Tvrdenie
Ak 0 < x ≤ y a x a y su´ dostatocˇne blı´zke nule, potom [5]
0 <
dθ(y)
dy
< 1.
ii
Doˆkaz. Tota´lnym diferencovanı´m G(θ(y), y) ≡ 0 dosta´vame
dθ(y)
dy
∂G(x, y)
∂x
+
∂G(x, y)
∂y
= 0 (A.68)
Zderivovanı´m dosta´vame
∂G(x, y)
∂x
≡ F ′(x)(2y − d)
a
∂G(x, y)
∂y
≡ 1− 2(F (y)− F (x))− 2F ′(y)y
Dosadenı´m do rovnice A.68 dostaneme
dθ(y)
dy
= −∂G(x, y)/∂y
∂G(x, y)/∂x
=
1− 2(F (y)− F (x))− 2F ′(y)y
F ′(x)(d− 2y) (A.69)
Pre dostatocˇne male´ x a y, rovnica (A.69) je ostro kladna´, ked’zˇe cˇiatatel’ aj menovatel’ su´
ostro kladne´. Aby sme uka´zali, zˇe (A.69) je ostro mensˇie ako 1, je potrebne´ uka´zat’, zˇe
1− 2(F (y)− F (x))− 2F ′(y)y
F ′(x)(d− 2y) <
1
F ′(x)d
(A.70)
ked’zˇe pre dostatocˇne male´ x, F ′(x)d > 1. Ale rovnica (A.70) je ekvivalentna´ rovnici
(F ′(y)d− 1)y + (F (y)− F (x))d > 0. (A.71)
Prvy´ cˇlen v (A.71) je ostro kladny´ pre dostatocˇne male´ y, zatial’cˇo druhy´ cˇlen je neza´porny´
pre y ≥ x. Teda (A.71) je splnena´.

Zosta´va uzˇ len doka´zat’ µ < cL < c∗ < cH . Pre (cL, cH) blı´zke nule je zaistene´
1− F (cH) > F (cH)− F (cL) (A.72)
Rovnica H(cL, cH) = 0 implikuje
[F (cH)− F (cL)]cL = (1− F (cH))µ (A.73)
Za predpokladu, zˇe cL > 0 a µ > 0, z rovnı´c (A.72) a (A.73) plynie µ < cL.
Nakoniec, nech c∗ je riesˇenı´m rovnice (A.63). To znamena´, zˇe c∗ spl´nˇa
(1− F (cH) + F (cL))c∗ = (1− F (cH))µ+ F (cL)d (A.74)
iii
Je zrejme´, zˇe c∗ existuje, pretozˇe 1 − F (cH) + F (cL) > 0. Moˆzˇeme teda povedat’, zˇe
cL < c∗ < cH . Rovnica G(cL, cH) = 0 implikuje
[1− F (cH)− (F (cH)− F (cL))]cH = F (cL)(d− cL) (A.75)
Ak cL < cH , potom z (A.75) plynie
[1− F (cH)− (F (cH)− F (cL))]cL < F (cL)(d− cL) (A.76)
a tiezˇ
(1− F (cH))cH − (F (cH)− F (cL))cL > F (cL)(d− cH) (A.77)
Teraz urobı´me substitu´ciu z (A.73) do (A.76) a (A.77)
(1− F (cH) + F (cL))cL < (1− F (cH))µ+ F (cL)d
a
(1− F (cH) + F (cL))cH > (1− F (cH))µ+ F (cL)d
Z ty´chto dvoch nerovnostı´ a rovnosti (A.74) plynie cL < c∗ < cH . [5] 
iv
Prı´loha 2 - Ko´d balı´ku funkciı´ BP.m
BeginPackage["‘BP‘"]
ArrowDebreu::usage="ArrowDebreu[a,e] computes Arrow-Debreu
equilibrium for parameters a,e";
ArmsRace::usage="ArmsRace[m,d] computes equilibrium in Arms
Race
game for parameters m,d";
Strateg::usage="Strateg[a,e] computes equilibrium in
Strategic
Market Game for parameters a,e";
Begin["‘Private‘"]
ArmsRace[inputm ,inputd ] := (
m = inputm;
d = inputd;
r1 = (H - L) *L - (1 - H)*m;
r2 = (1 - 2*(H - L))*H - L*d;
r3 = (1 - H)*(m- S) - L*S + L*d;
gb = GroebnerBasis[{r1,r2,r3},{S}];
a = gb[[1]];
b = gb[[3]];
c = gb[[2]];
If[d > 1,
sola = Solve[a==0, L][[All,1,2]];
For[i=1, i<4, i++,
bb[i] = Solve[{b/. L->sola[[i]] } == 0,
S][[All,1,2]];
cc[i] = Solve[{c/. L->sola[[i]] } == 0,
H][[All,1,2]];
v
];
data = Table[0,{3},{3}];
For[ i=1, i<4, i++,
data[[i]] = {sola[[i]],bb[i][[1]],cc[i][[1]]};];
imag = false;
max = 1;
For[i=1, i<(Dimensions[data][[1]]+1),i++,
If[Im[data[[i,1]]] != 0,
Print[Style["POZOR -> RIESENIE NIE JE V OBORE
REALNYCH CISEL", FontWeight->Bold,
FontColor->Red]];
imag = true;
Break[]];
If[i > Dimensions[data][[1]], Break[]];
If[Re[data[[max,1]]] < Re[data[[i,1]]],
max=i];
For[j=1,j<(Dimensions[data][[2]]+1), j++,
If [Re[data[[i,j]]]<0,
data=Delete[data,{i}]]; Break[];];];
Print[Style["PRIPUSTNE RIESENIA SU:",
FontWeight->Bold]];
For[i=1, i<Dimensions[data][[1]]+1, i++,
Print["{L, S, H} = ",data[[i]]];];
If[imag == false,
Print[Style["HLADANE RIESENIE JE:",
FontWeight->Bold,
FontSize->15]];
Print["L = ", data[[max,1]],", S =
",data[[max,2]],",
vi
H = ",data[[max,3]]]],
Print[Style["POZOR -> NIE SU SPLNENE PODMIENKY
MODELU!
-> d<=1", FontWeight->Bold, FontColor->Red]];
]; );
ArrowDebreu[inputa ,inpute ] := (
Clear["Global‘*"];
Clear[e];
a = inputa;
b = 1;
r1 = bˆ(1/3) * (1 - e + x) - aˆ(1/3) * (e + y)*z;
r2 = aˆ(1/3) * (e - x) - bˆ(1/3) * (1 - e - y)*z;
r3 = x + y * zˆ3;
gb = GroebnerBasis[{r1,r2,r3},{x,y,z}];
zz = NSolve[gb[[1]]==0, z][[All,1,2]];
ekrit = Solve[zz[[2]] == zz[[3]], e][[All,1,2]][[2]];
e = inpute;
gb = GroebnerBasis[{r1,r2,r3},{x,y,z}];
If[e <= ekrit,
For[i=1, i<4, i++,
yy[i] = gb[[2]] /. z->zz[[i]];
yyyy[i] = NSolve[yy[i]==0, y][[All,1,2]];
xx[i] = gb[[3]] /. z->zz[[i]];
xxxx[i] = Solve[xx[i]==0, x][[All,1,2]];
c11[i] = xxx[i][[1]]+1-e;
c12[i] = yyy[i][[1]]+e;
c21[i] = 1 - c11[i];
c22[i] = 1 - c12[i];
vii
];
data = Table[0,{4},{8}];
data[[1]] = {"q", "p2", "x1", "x2",
"c11", "c12","c21", "c22"};
For[ i=1, i<4, i++,
data[[i+1]] = {zz[[i]],zz[[i]]ˆ3, xxx[i][[1]],
yyy[i][[1]], c11[i], c12[i], c21[i], c22[i]}];
If[ e == ekrit,
Return[{data[[1]],data[[2]]}],
Return[data]],
Print[Style["POZOR -> e > ekrit-> RIESENIA NIE SU
REALNE
CISLA, pre model taketo riesenie nema vyznam ",
FontWeight->Bold, FontColor->Red]]
]; );
Strateg[inputa ,inpute ] := (
Clear[n];
Clear[e];
a = inputa;
b = 1;
r1 = bˆ(1/3) * (1 - e + x) - aˆ(1/3) * (e + y)*z;
r2 = aˆ(1/3) * (e - x) - bˆ(1/3) * (1 - e - y)*z;
r3 = x + y * zˆ3;
gb = GroebnerBasis[{r1,r2,r3},{x,y,z}];
zz = NSolve[gb[[1]]==0, z][[All,1,2]];
ekrit = Solve[zz[[2]] == zz[[3]], e][[All,1,2]][[2]];
e=inpute;
hodN[1] = 1;
viii
hodN[2] = 2;
hodN[3] = 10;
hodN[4] = 100;
hodN[5] = 1000;
dat = Table[0,{7},{7}];
dat [[1]] = {"N", "c1(1)", "c2(1)", "c1(2)", "c2(2)",
"c1(3)", "c2(3)"};
adef = 64*(n - e)*(b1+b3)*((n-1)*b1 + n*b3)*b2ˆ3 -
(n-(1-e))*((n-1)*b2+n*b4)*(b2+b4)*b1ˆ3;
bdef = 1/64*(n -(1- e))*(b1+b3)*((n-1)*b3 + n*b1)*b4ˆ3 -
(n-e)*((n-1)*b4+n*b2)*(b2+b4)*b3ˆ3;
c = e*b1 + (1-e)*b2 - (1-e)*b3 - e*b4;
d = 1- t*b1*b2*b3*b4;
h = 10 - b1-b2-b3-b4;
g1 = c1*(b1+b3) -b1;
g2 = c2*(b2+b4) -b2;
g3 = c3*(b1+b3) -b3;
g4 = c4*(b2+b4) -b4;
If[e < ekrit,
nn=hodN[1];
a = adef /. n->nn
b = bdef /. n->nn
gb = GroebnerBasis[{a,b,c,d,h,g1,g2,g3,g4},
{c1,c2,c3,c4,b1,b2,b3,b4}, {c4,c3,b1,b2,b3,b4,t}];
sol2 = NSolve[gb[[1]]==0 && c2>0,c2, Reals][[All,1,2]];
sol1 = c1/.NSolve[{gb[[2]]/. c2->sol2}==0 && c1>0,
c1, Reals];
dat[[2]]={hodN[1], sol1[[1]], sol2[[1]], "-", "-",
"-", "-"};
ix
For[i=2, i<6, i++,
nn = hodN[i];
a = adef /. n->nn
b = bdef /. n->nn
gb = GroebnerBasis[{a,b,c,d,h,g1,g2,g3,g4},
{c1,c2,c3,c4,b1,b2,b3,b4},
{c4,c3,b1,b2,b3,b4,t}];
solc2[i] = NSolve[gb[[1]]==0 && c2>0, c2,
Reals][[All,1,2]];
For[j=2, j<5, j++,
solc1[j] = c1/.NSolve[{gb[[2]]/.
c2->solc2[i][[j]]}==0 && c1>0, c1, Reals];
];
dat[[i+1]] ={n, solc1[3][[1]], solc2[i][[3]],
solc1[4][[1]], solc2[i][[4]],
solc1[2][[1]], solc2[i][[2]]};
];
aro = ArrowDebreu[a,e];
dat[[7]]={"WE", aro[[2]][[5]], aro[[2]][[6]],
aro[[3]][[5]],
aro[[3]][[6]], aro[[4]][[5]], aro[[4]][[6]]};
Return[Grid[dat]],
Print[Style["POZOR -> e >= ekrit -> RIESENIA NIE SU
REALNE
CISLA, pre model taketo riesenie nema vyznam ",
FontWeight->Bold, FontColor->Red]]
]; );
End[]
EndPackage[]
x
