Given a set A = {a 1 , . . . , a n } of n image points and a set B = {b 1 , . . . , b n } of n model points, the problem is to find a transformation matching (a one-to-one mapping) each point a ∈ A to some point b ∈ B such that the length of the longest edge in the matching is minimized (so-called bottleneck distance). The geometric transformations we allow are translation, rotation, reflexion and scaling. In this paper, we give (1 + ε)-approximation algorithms for the case when the points are given in R 2 , two of which run in O( 
Introduction
The matching and analysis of geometric patterns and shapes is of importance in various application areas, in particular computer vision and pattern recognition, but also in other areas concerned with the form of objects such as GIS and computer animation. A recent application stems from detecting 'formations' among animals, military units or athletes. For example, many birds, including the Canadian Goose, fly in a ∨ formation when migrating to save energy [20] . The shape of the formation is believed to depend on wingspan and weather conditions. Similarly, military units use formation movement to preserve security among its units during military operations. Different formations are also used for different purposes; for example, defending, searching or attacking.
A natural approach to detect 'fixed' formations among moving objects is to extract the problem to the well-known problem of detecting a geometric pattern. Let A = {a 1 , . . . , a n } be a set of image points and B = {b 1 , . . . , b n } a set of model points in d dimensions. A matching between A and B is a one-to-one mapping between the points in A and the points in B, and to each matching, we can associate a distance between A and B with respect to this matching (e.g. the maximum distance between any two matched points). The problem is to find a transformation T that transforms A into T (A), such that the distance between T (A) and B is minimised, according to some distance measure. The geometric transformations we allow are translation, rotation, reflexion and scaling; together they are called similarity transformations. In this paper we restrict ourselves to the case when A and B are point sets in the plane.
The general problem of mapping one point set into another point set has received a lot of attention both in the computer vision community [19] and computational geometry community [3] , and many different distance functions have been proposed. Perhaps the most common is the Hausdorff distance, for which many algorithms have been suggested [2, 10, 11] . When only translation is allowed Huttenlocher et al. [15, 16, 17] find the minimum Hausdorff distance for points in the plane in O(n 3 log n) time. Chew et al. [11] gave an O(n 5 log n) time algorithm when rigid transformation is allowed. Rigid transformations are also called rigid motions or isometries and allow translation, rotation and reflexion. This complexity may be unacceptably high for applications involving large point sets. For this reason approximation algorithms have been considered. Alt et al. [1] show a (1 + π/4)-approximation algorithms for rigid motion and similarity transformation having running time O(n 2 log n log * n). Other approximation algorithms were given by Goodrich et al. [13] who show a 2-approximation algorithm with running time O(n 2 log n) for translations and a 3-approximation algorithm with running time O(n 3 log n) for rigid transformations. Despite its popularity, the Hausdorff distance suffers from the drawback that the mapping defined by associating each object in B to its closest neighbour in A is not necessarily a bijection.
The distance measure that we will focus on from now on is the bottleneck distance suggested by Alt et al. [4] : In the case when only translation of the set A is allowed, Efrat et al. [12] show that an optimal translation can be computed in time O(n 5 log 2 n). They also provided a (1 + ε)-approximation algorithm with running time O(
. For a rigid transformation, Alt et al. [4] gave an O(n 8 ) time algorithm for the decision problem, i.e. given a positive constant ρ is there a rigid transformation of A such that the bottleneck distance is at most ρ.
For rigid motion Heffernan and Schirra [14] take an alternative approach to reduce the complexity of the decision problem. They only require the decision algorithm to give a correct answer when the given tolerance ε is not too close to the optimal solution, i.e. it has to lie outside the interval [d opt − α, d opt + β] for fixed α, β > 0. Using network flow methods, the resulting algorithm requires O(n 2.5 ) time. This algorithm can be modified for the optimisation problem by using binary search on α and β, thus obtaining a (1 + ε)-approximation algorithm with running time O(n 2.5 log 1 dopt ) (see also [14] ), where d opt is the minimum distance between T (A) and B over all transformations.
1
A slightly different setting was considered by Arkin et al. [5] . Find a transformation of a set of n points in the plane such that each transformed point lies in one of n given pairwise-disjoint 'noise regions'. This is similar to the above decision problem: given a ρ > 0 place a disk of radius ρ with centre at each point in B. Is there a transformation of A such that each transformed point in A lies in one of the regions of B? For equally sized disks, Alt et al. [4] show that the decision version can be solved in O(n log n) time for translations, later Arkin et al. [5] show an O(n 4 log n) time algorithm for rigid transformations and an O(n 5 log n) time algorithm for similarity transformations. An overview of the results for matching using the bottleneck distance can be found in Fig. 1 .
Not much is known about the hardness of these types of problems. Deciding whether two n-point sets A, B ∈ R d are congruent is a fundamental problem in geometric pattern matching. If the dimension d is unbounded, the problem is equivalent to graph isomorphism and is conjectured to be in FPT (Fixed-parameter Tractable). When |A| = m < |B| = n, the problem becomes that of deciding whether A is congruent to a subset of B and is known to be N P -complete. Cabello et al. [7] show that point subset congruence, with d as a parameter, is W [1]-hard, and that it cannot be solved in O(mn o(d) )-time, unless SNP⊂DTIME (2 o(n) ). This shows that, unless FPT= W [1] , the problem of finding a rigid transformation of A that minimizes its distance to B, is not in FPT.
In this paper, we present a (1 + ε)-approximation algorithm for a similarity transformation
is minimised, where we use the bottleneck 
Approximation algorithms
The problem of matching two point sets is a very common problem and appears in many applications. Existing literature has focussed on finding exact solutions with the drawback that the time complexity suffers. Here we will present approximation algorithms that give trade-offs between the quality of the matching and the running time.
Consider an optimal similarity transformation T opt (A) of A and let d opt denote the bottleneck distance between T opt (A) and B. A similarity transformation T (A) is said to be a k-approximate transformation if the bottleneck distance between T (A) and B is at most k · d opt , and an algorithm that returns a k-approximate similarity transformation for any set A and B is called a k-approximation algorithm.
As a tool we will use the algorithm by Efrat et al. [12] that, given two point sets in the plane each containing n points, computes the minimum bottleneck distance between the two sets in L(n) = O(n 3 2 log n) time. The main idea of our approach is to test a number of transformations, compute the bottleneck distance for each transformation, and then report the best one. Thus, the running time will be the number of tested transformations multiplied by L(n).
A first approximation algorithm
As a first approach we test
possible transformations. This works as follows: we select two points of A and two points of B. Then we transform A into T (A) such that, after the transformation, the two chosen points of A coincide with the two chosen points of B. There are
ways to choose the points, each of them specifying a transformation. The transformation that generates the best solution is reported. We call this approach the naïve algorithm. The running time follows trivially from the above description, and the approximation bound follows from the proof of Theorem 2.
The above approximation bound can be improved by adding Steiner points. That is, run the naïve algorithm that finds a 3-approximate transformation with bottleneck distance ′ we obtain the following lemma.
Lemma 1. The modified naïve algorithm is a (1 + ε)-approximation algorithm with running time
, where L(n) is the time needed to compute the bottleneck distance between two sets of points, each of size n.
A second approximation algorithm
Here we consider an improvement to speed-up the algorithm. Instead of testing every pair of points in A with every pair of points in B, we will only test one pair of points a p , a q in A with every pair in B. The points a p , a q in A are chosen such that they are the furthest pair in A, that is the distance between them is the largest distance over all pairs of points in A. As above we report the similarity transformation T with the smallest bottleneck distance. We call this approach the improved algorithm. Thus, we get:
Theorem 2. The improved algorithm is a 3-approximation algorithm with running time
Proof. The running time follows trivially from the above description, hence we focus on the approximation bound.
Consider an optimal transformation T opt and consider the similarity transformation T reported by the algorithm. Note that the matching between T (A) and B does not have to be identical to the matching between T opt (A) and B. However, to prove the theorem, it suffices to prove that there exists a matching between T (A) and B with small bottleneck distance. Thus, we will now fix the matching between T (A) and B to be the same as the matching between T opt (A) and B; and let M (A, B) denote this one-to-one matching. Let a p and a q be two points in A with maximum distance, and let
Recall that we will consider four point sets in this proof: A, B, T opt (A) and T (A). And from the algorithm we have b p = T (a p ) and b q = T (a q ). To prove the theorem it suffices to prove that for any point a r in A the distance between T (a r ) and
Because length relations and angle relations are preserved when performing uniform scaling, rotation and translation, it holds that
as illustrated in Fig. 1(a) . Therefore, the two triangles
If we translate one of the triangles by ⃗ v, the similarity is still preserved. Hence, also the triangles
are similar, see Fig. 1 
(a). And so are the two triangles
From this and the assumption that a p and a q have maximum distance in A, we also know that |T (a r ), Fig. 1(a) for an illustration.
Consider exactly the same arguments as above, but this time swapping q and p, see Fig. 1 (b). Similar to above we can then prove that |T (a r ),
Putting these two inequalities together, we get the scenario as illustrated in Fig. 3(a) . Taking all indicated constraints into account, we analyse this scenario to determine how large the distance between T (a r ) and T opt (a r ) can get.
Using the notations in the figure, one can prove (see Appendix A.2 for details) that the distance f between T (a r ) and T opt (a r ) is maximised when ℓ 1 = ℓ 2 and ℓ 3 = ℓ 4 , as illustrated in Fig. 3(b) . Note that ℓ 1 , ℓ 2 ≤ e = ||⃗ u − ⃗ v||. Straight-forward trigonometry gives:
and since ℓ 1 and ℓ 2 are bounded by
Together, we obtain:
The last inequality holds since the maximum is attained for α = π 3 . As a last step, we calculate: At first it may seems as the improved algorithm performs worse than the naïve algorithm, since much less transformations are considered. However, the next lemma tells us that even though the naïve algorithm performs considerable more work, its solution is not guaranteed to be better than the solution computed by the improved algorithm.
Lemma 2. There exist two point sets A and B, such that the naïve algorithm reports a 3-approximation.
Proof. Set A consists of three pairwise equidistant points, A = {a p , a q , a r }. The positions of the points of set B = {b p , b q , b r } are shown in Fig. 2(a) , together with an optimal transformation T opt of A. The bottleneck distance between T opt (A) and B is exactly d. Recall that the naïve algorithm will consider many different transformations, keeping track of the best one. In this proof, however, we only consider two of those, because all other transformations are symmetric due to the symmetry inherent in A. These two transformations T 1 and T 2 are depicted in Fig. 2(b) and Fig. 2(c) , respectively.
One can consider all the points in T opt (A)∪B in a coordinate system. Using basic mathematics and trigonometry, one can then compute (see Appendix A.1 for details) the coordinates of the point T 1 (a r ) and also the distance between T 1 (a r ) and b r , see Fig. 2(b) . This distance is exactly 3 · d. In a similar, but more complicated computation involving suitable trigonometric identities, one can compute (see Appendix A.1 for details) the coordinates of the point T 2 (a q ) and also the distance between T 2 (a q ) and b q , see Fig. 2 
(c). Also this distance is exactly 3 · d.
Thus, all transformations T considered by the naïve algorithm give rise to a bottleneck distance of 3d between T (A) and B.
As in the previous section the approximation bound can be improved by adding Steiner points. That is, run the algorithm that finds a 3-approximate transformation with bottleneck distance 
A third approximation algorithm
Above we proved that testing only O(n 2 ) transformations is sufficient to obtain a good approximation (cf. Theorem 2). In this section we will show how this bound can be improved to To see how this relates to T opt (A), we make the following straight-forward observation.
From now on, we fix a point a ∈ A, and let a ′ be a point in A furthest from a. We will show how one can compute a (1 + ε)-approximation of d Step 2: Construct a grid in Γ i based on concentric circles and lines radiating from b, as illustrated in Fig. 4(b) , such that we have O( , (b) the grid in Γ i , (c) λ i+1 with width 6d i and Γ i+1 in dark grey, with centre angle 64d i and p i in the middle.
Step 3: For each grid vertex v in Γ i perform a similarity transformation
. Calculate the bottleneck distance between B and T ′ (A). Among all the O(
1 ε 2 ) transformations tested, let T i be the one with the smallest bottleneck distance. Let d i be the smallest bottleneck distance, and let p i be the grid vertex that gave rise to T i .
Step 4:
and terminate the algorithm (see Lemma 6) . Otherwise consider the annulus λ i+1 with center at b, inner radius (|b,
to be the sector of this annulus with centre angle 64 · d i and p i in the middle of this sector, as shown in Fig. 4 
(c). Set i ← i + 1 and goto Step 2.
We will consider the correctness of the algorithm by proving a series of lemmas. First, we note that the algorithm correctly handles the case where d , is considered in the following lemmas. We observe that in each iteration, we get closer to the optimal solution. Note that the proof of the next lemma is long and technical; it can be found in Section 3.1. 
Proof. Substituting the antecedent of the lemma (
Here, the last step follows from our requirements on ε: recall that 0 < ε < Proof. Consider the execution of the algorithm. If it terminates when i < j, then the lemma holds.
If the algorithm iterated past i = j − 1, then we have that
Rewritten, this is (recall that
, and therefore,
Note that log (1+ε)
Combining this and the last inequality, we get:
and hence:
for all x, we conclude with:
and the algorithm will terminate in Step 4, in the iteration where i = j.
We summarise this section with the following theorem.
Theorem 3. The algorithm is a 2(1 + ε)-approximation algorithm with running time O(
n ε 2 · log (1+ε) 1 dopt · L(n)),
where L(n) is the time needed to compute the bottleneck distance between two sets of points, each of size n.
Proof. We first prove the approximation bound. Looking at Lemmas 4 and 6, we know that, for a fixed a ∈ A, the algorithm gives us a similarity transformation T with
After having performed the algorithm for all a ∈ A and having kept track of the best transformation T ′ , we obtain together with Observation 1:
For the running time, recall that we perform a run of the algorithm for each a ∈ A. In each run, we iterate at most j = ⌈log (1+ε) 
Proof of Lemma 5
We will prove this by distinguishing i = 0 and i ≥ 1, where we devote the next two sections to those cases. Note that as we consider Step 1 to Step 4 of the algorithm, we know that d
We will not only prove , and λ ′ is 'in the middle of', 'thinner than' and concentric with λ 0 , see Fig. 5(d) .
It remains to consider the case that
Step 1, where (w.l.o.g.) we assumed B such that all points in B ∩ λ 0 are below and to the right of b, i.e. they are in the lower right quadrant of the coordinate system with origin at b. Now with straight-forward trigonometry, one can show that the distance between any point in B ∩ λ 0 (e.g. b ′′ ) and any point in λ
Thus a contradiction, and we conclude with
Also in this case, we will assume the opposite and prove contradictions. So we assume there exists a region Γ i such that T a=b opt (a ′ ) / ∈ Γ i and i ≥ 1. Without loss of generality we assume i is the smallest positive integer with T a=b opt (a ′ ) / ∈ Γ i ; and we consider an optimal transformation T a=b opt giving rise to the optimal bottleneck distance d a=b opt . Similarly as above, we will have a few cases to consider as indicated in Figure 5 : 
Case 2:
T a=b opt (a ′ ) lies outside the outer boundary of λ i (see Fig. 5(b) ) Since a ′ is furthest from a it follows that |b, Fig. 6(a) ). Now, we switch to T i−1 (A), i.e. we consider T i−1 (A) and b * . We see that b * must be matched to a point Fig. 6(a) ). When switching between T a=b opt (A) and T i−1 (A), we can think of this as a rotation around the point Fig. 6(a) ).
We can repeat the same argument, and by switching back and forth between T i−1 and T a=b opt , we can construct more discs concentric with other discs, and discs emerging from other discs after one counter-clockwise rotation step. These discs contain points of 
Proof. From the construction of the sector Γ i , we know that Γ i has centre angle 64
Hence, the angle of a rotation step is bounded from above by the centre angle of Γ 0 , which is α ⌋ times), we obtain that the last disc with largest radius has radius at most 2π
Now we know that there are at most ⌊ Proof. Either of the two halfplanes can be seen as a sector with centre angle π and centre at b.
Since the angle of a rotation step is at most α ⌋, is inside the halfplane that does not contain b ′ . However, this is not enough as we have to show that the entire disc is contained in that halfplane, not only its centre. For this, we use that the centres of the discs are on a circle with radius at least 3 4 , and that the radius of the discs is at most π 8 . To avoid an intersection of such a disc with the halfplane containing b ′ , the centre of that disc has to be inside a sector that is located 'opposite' of b ′ and has some centre angle less than π (see Fig. 6(c) ). With straight-forward trigonometry, we obtain that the centre angle of this sector is at least π − 2 · (arcsin( 
Concluding Remarks
We considered approximation algorithms for computing the minimum bottleneck distance between two point sets, where we allow to translate, rotate, scale or reflect (mirror) a point set before calculating the distance. In a series of improvements, we arrived at an algorithm for this problem that is substantially faster than known or trivial solutions. In our considerations, we did not explicitly take reflexion into account. This can be done by simply mirroring one point set and repeating the algorithm with the reflected points. As this doubles the running time, it does not influence the asymptotic behaviour.
The algorithms of Section 2 and 3 use, as a plugin, a method to compute the bottleneck distance between two point sets. Hence, any improvement in running time for this problem would immediately also improve the running time of the algorithms in the present paper. In the analysis, we assumed 0 < ε < 1 10 . The upper bound on ε could possibly be increased to a larger value. But not too large, as otherwise certain arguments in the proofs do not work anymore. In a practical situation, where we are given any ε > 0, we could always run the algorithm with a fixed small enough ε to satisfy the bounds above. Also this does not change the running times, as for ε ≥ 1 10 , the running time actually is independent of ε. We can stop our algorithm as soon as the current bottleneck distance reaches a threshold determined by the user, application or resolution of the data. This might speed up the process in a practice.
The algorithm can be extended to higher dimensions by adapting the annulus grid construction to a high-dimensional spherical shell. The constants used for the construction of the grid will have to be correspondingly changed. Hence, the subcase where both T opt (a r ) and T (a r ) are in R, but on different sides of the line through T opt (a r ) + ⃗ u and T opt (a r ) + ⃗ v, is the only case left to consider. Note that no matter where T opt (a r ) is located inside R, |T opt (a r ), T (a r )| is maximised when the point T (a r ) is placed at the corresponding vertex of R, as is shown in Fig. A.8(b) . Symmetrically, |T opt (a r ), T (a r )| is maximised (keeping the constraints (A.41) and (A.41) fulfilled), when the point T opt (a r ) is placed at maximal distance from T opt (a r )+⃗ u and T opt (a r )+⃗ v, which is d opt . Thus, we obtain the scenario as in Fig. 3(b) .
