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Abstract
Tagging has emerged as a powerful mechanism that enables users to ﬁnd and understand entities. However, there are three
types of issues in traditional tagging systems. In this paper, we explore and seek a tag-algorithm that predicts tags of users
and contents with a degree of relevance, which we called the tag ratio. We described our algorithm and evaluated them by the
Naive Bayes classiﬁer. Experiment results showed that all rating’s precision of sought continuous number content’s tag were
better than raw binary valued content’s tag’s.
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Selection and peer-review under responsibility of KES International.
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1. Introduction
Various recommender systems have been proposed and developed since collaborative ﬁltering was ﬁrst intro-
duced in the mid-1990s [11, 2, 1]. In the early years, most recommender systems focused on recommendation
accuracy, based on the notion that providing items suitable for user’s preferences, contributes to an improvement
in user satisfaction [11, 10]. In contrast, in recent years, several researchers have indicated that recommender
systems with high accuracy do not always satisfy users [3, 14, 17]. They say that recommender systems should
be evaluated not only by accuracy, but also by various other metrics such as diversity, novelty, and serendipity.
Suppose that Alice likes “Harry Potter Part I”. Then, it is obvious and not surprising to recommend “Harry Potter
Part II” or “Harry Potter Part III” to her is obvious and not surprising. This recommendation is good from the view
point of accuracy. However, it is hard to say that the recommendation satisﬁes her. Recommender systems should
surprise users by providing the recommendations with unexpected and useful items. In this way, how to seek of
surprise, diversity, novelty and serendipity and so on is diﬀerent among people so its deﬁnition is not uniquely
determined because it is strongly dependent on the intention of the recommendation. We suppose that as diversity,
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novelty and serendipity, user’s preference role is decided by tag’s combinations. So we focus on tags, which con-
sist of contents. For example, suppose that there is User α who have tags as Fig. 1. And there are four contents (C,
D, E and F) each of which consist of three types of genres (tags) as shown in Fig2 . Each ratios of the traditional
tags in the contents is equal because a tag denotes which the movie does/does not include only the genre. We
could not determine what tag is the most important in what movie. Contents C and E have a strong serendipity for
User α. On the other hand, Contents D and F do not have any serendipity for the user. Unfortunately, the Contents
C and D look like same movies from the view point of their tags even though they diﬀer from the view point of
the serendipity for User α. So, we introduce a tag ratio model to solve such an issue, which the ratio is sought by
our algorithm (Fig. 3). As shown in Fig. 3, we can understand user’s preference role. Namely, the tag X does
not work well when the User α feels a serendipity. Hereby, we can expect that, compared with the others tags, a
rate of the tag X is high when the User α feels a serendipity. This is illustrated in the Contents D and F in Fig.3.
Conversely compared with the others tags, a rate of the tag X is low when the User α do not feels a serendipity.
This is illustrated in the Contents C and E in Fig.3. Conversely, the User α feels a serendipity the Contents C and
E which have a low rate tag X compared with the other tags. In this way, we aim to catch the role of serendipity,
novelty and diversity for users.
22%
12%
12%14%
40%
X (Adventure)
Y (Mystery)
Z (Romance)
W(Comedy)
Q(Horror)
User α
Fig. 1. Example of user’s tag ratio
Serendipity of User α
Not Serendipity of User α
33%
33%
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Z (Romance)   : 1
W (Comedy)   : 0
Q (Horror)     : 0
Content C Content E
33%
33%
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X (Adventure) : 1
Y (Mystery)     : 0
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W (Comedy)   : 1
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33%
33%
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33%
33%
33%
X (Adventure) : 1
Y (Mystery)     : 0
Z (Romance)   : 0
W (Comedy)   : 1
Q (Horror)     : 1
Fig. 2. Example of content’s binary content’s tag
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Fig. 3. Examples of content’s tag with tag ratio model
In this paper as a ﬁrst step, we inspect validity of sought tags which are sought by our algorithm. We inspect
accuracy of classiﬁcation by Naive Bayes classiﬁer for conﬁrming validity of its tags as a feature vector. Thus, the
main purpose of this paper is to inspect the validity of our extended tag model. The validations are represented by
precision, recall, F-measure, TPR, FPR and ROC space. In this paper, we use MovieLens as a data set. Especially,
we denote a genre in the data set as a tag, and a movie as a content.
Nomenclature
A Tagging systems are recommender systems using tags which are genre on MovieLens.
B TF-IDF[15] is used well for adjusting weight.
C Naive Bayes classiﬁer is one of the famous classiﬁers for inspection.
D F-measure is an evaluation with a harmony mean of precision and recall.
E FPR is an evaluation with a false positive rate that is calculated by the expectancy of the false positive ratio.
F TPR is an evaluation with a true positive rate that is calculated by the expectancy of the true positive ratio.
G ROC space is an evaluation with a graphical plot which illustrates the performance of a binary classiﬁer
system.
The contributions and bulleted lists of this paper include as follows.
• Our extended tag model is described as continuous value. It expects that the bias of tag designers can
weaken because the probabilistic values is calculated by the gathering whole user’s logs.
• Our auto-tagging system adds the unnoticed tags with a probabilistic value. It can work well based on a
conventional initial setting for the tag designers.
• An evaluation of the algorithm from the view point of classiﬁcation that sought tags is good or not as a
feature vector.
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This paper is organized as follows. In Section 2, we discuss related work that mentions tagging systems. In
Section 3, we present our proposed algorithm that predict tag of users and contents with degree of relevance. In
Section 4, we evaluate the algorithm from the view point of classiﬁcation that sought tags is good or not as a
feature vector. Finally, we conclude the paper and show future directions in Section 5.
2. Related Work
Shilad Sen et al. [12] suggests Tagommenders, recommender algorithm that predict user’s preferences for
items based on their inferred preferences for tags. They said, according to [6], they inferred user’s tag preferences
only using the tag-based algorithm. However, it is assumed that actual contents have a tag with degree of relevance
(not only Yes/No, but also the degrees). But they infer only user’s tag preferences using binary-categorical tag
and raw binary content’s tag for recommender systems. Suppose that there is two contents, A and B (Fig. (4)).
Content A contains tags X and Y, and the degree of relevance of the tag X in Content A is bigger than that of
the tag Y in Content A. The other Content B also contains tags X and Y, but the degree of relevance of the tag
X in Content B is smaller than that of the tag Y in Content B. Thus, to be exact Content A is diﬀerent from
Content B. MovieLens data sets have a set of genres information given to each movie. However, this information
can’t tell the diﬀerences because the genres information shows only binary-categorized data. We gather not only
tag-information but also the degree of content’s tag (degree of relevance) using tag-information for recommender
systems. In other words, we explore a continuous number tag (degree of relevance) as actual tag. In this, we
reconstruct tags to seek content’s detailed information.
10%
90% X (Adventure)
Y (Mystery)
Content A
90%
10%
X (Adventure)
Y (Mystery)
Content B
Fig. 4. (a) Content A, a diﬀerent example when content’s tags are continuous number; (b) Content B, a diﬀerent example when content’s tags
are continuous number.
3. Proposed system
In this section, we describe our proposed algorithm. Using data set, this system gathers the degree of relevance
of tags in each content. At ﬁrst, this system seeks the degree of relevance of tags in each user. Second, the system
gathers the degree of relevance of tags in each user. Lastly, for both of users and contents, the system adjusts
the weights of tag-degrees. In this section, a content denotes a movie of MovieLens. We describe Step1 of our
proposed algorithm in section 3.1, Step2 in section 3.2, ﬁnally Step3 in section 3.3.
Table 1. Details of data set
type of data sum
users 943
movies 1,682
tags 19
ratings 1,000,000
rating 1∼ 5
3.1. Step1: To seek the degree of relevance of tags in each user
Assume that the userset is U = {U1,U2, · · · ,Un}, the Content set is C = {C1,C2, · · · ,Cm}, the Tag set is
T = {T1,T2, · · · ,Tl}. First of all, suppose that the favorite tag shows up the most labeled tag in the evaluated
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movies (suppose (1)). At ﬁrst, this system seeks the degree of relevance of tags in each user by raw binary valued
content’s tag and users evaluation (equation (1)).
The favorite tag shows up the most labeled tag in the evaluated movies. (suppose 1)
T(k,Ui) =
m∑
j=1
T(k,Ui,C j) (1)
T(k,Ui) is the counted value for each tag k in all movies which the user i is evaluated. The system gathers T(k,Ui)
for all tags. Then the system seeks its ratio to deregulate to some user who many evaluated contents.
R(T(k,Ui)) = ratio(T(k,Ui)) (2)
R(T(k,Ui)) is a ratio of tag k in user i’s tag. Hereby, we can seek the degree of relevance of tags in each user.
3.2. Step2: To seek the degree of relevance of tags in each content
First of all, suppose that a user showed (evaluated) a movie from a view point of the most favorite tag (suppose
2). So, using the degree of relevance of tags in each user (equation (2)) the system can seek the degree of relevance
of tags in each content. T(k,C j) is the counted value for each tag k in all users which the ratio was sought by equation
(3).
The degree of relevance of content’s tag is caused by the those user’s tag which evaluated it. (suppose 2)
T(k,C j) =
n∑
i=1
R(T(k,Ui)) (3)
T(k,C j) is the counted value for each tag k in all users which the ratio was sought by equation (4).
R(T(k,C j)) = ratio(T(k,C j)) (4)
Equation (3) is the total equation (2) in which the range of i is through n. Hereby by, we can seek the degree
of relevance of tags in each content as actual content tags information with continuous number.
3.3. Step3: To adjust weight of their tags
In step3, we suggest two types of methods to adjust weight of tags both of step1 and step2 when seeking them.
3.3.1. Method of raw binary valued content’s tag (method 1)
In equation (1), an issue occurs, a content with many tags has a bigger inﬂuences. We solve the issue with the
weight adjustment by equation (5).
W(k,C j) =
T(k,C j)∑l
k=1 T(k,C j)
(5)
T(k,C j) is 1 when tag k is contained in content j, otherwise T(k,C j) is 0. W(k,C j) is weight of tag k, which is
contained in content j. If this denominator is 0, the equation (5) is 0 too. We improved equation (1) by adding to
weight (equation 6).
T(k,Ui) = W(k,C j)
m∑
j=1
T(k,Ui,C j) (6)
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3.3.2. Weight adjustment with TF-IDF for tag’s inﬂuence (method 2)
Generally, TF-IDF (it is term frequency inverse document frequency) is used well to adjusting weight of words
in natural language processing ﬁeld. This reﬂects how important a word is to a document in a collection or corpus.
The TF-IDF value increases proportionally to the number of times a word appears in the document, but is oﬀset
by the frequency of the word in the corpus, which helps to control the fact that some words are generally more
common than others. According to MovieLens data set, there are existing speciﬁc tags which are added tag ratio
with ease or with diﬃculty. Equation (6) increases proportionally to the number of times a tag appears in user, but
is oﬀset by the frequency of the tag in the data set, which helps to control for the fact that some tags are generally
more common than others. This issue, feature value which is extracted great diﬀerence in the degree of inﬂuence,
is useless. So we decrease its inﬂuence using TF-IDF [15].
TF-IDFk,i = TFk,i × IDFk (7)
TFk,i =
ak,i∑o
k=1 ak,i
(8)
IDFk = log
| D |
| d : d  tk | (9)
T(k,C j) =
n∑
i=1
o∑
r=1
(Wr × R(T(k,Ui,r)) × TF-IDF(k,Ui)) (10)
ak,i in equation (8) is tag k’s number of occurrences in user i. | D | in equation (9) is user’s sum, d is number
of users which contain the tag k (tk). From this, we solved to decrease big inﬂuence so we extracted feature values
well.
4. Experiments
We conducted two experiments for inspecting the validity of our algorithm using compare precision, recall, F-
measure, TPR, FPR and ROC space of raw binary valued tag and sought a continuous number tag by Naive Bayes
classiﬁer. In section 4.1, we explain the detailed data set used for inspection. After we describe the experimental
steps in section 4.2, we show the experimental results and discuss them in section 4.3.
4.1. Experimental setup
We used MovieLens data set in the experiments. This data set consists of 100,000 ratings (1-5) from 943 users
on 1682 movies (Table 1). This data set has the principal tables shown in Table 2.
Table 2. Table types and the attributes
Table type Table name Attributes
Item table u.item movie id, movie title, release date, video release date, IMDb URL, unknown, Action,
Adventure, Animation, Children’s, Comedy, Crime, Documentary, Drama, Fantasy,
Film-Noir, Horror, Musical, Mystery, Romance, Sci-Fi, Thriller, War, Western
User table u.user user id, age, gender, occupation, zip code
Rating table u.data user id, item id, rating, timestamp
In Table (2), the u.item, u.user and u.data correspond to an item table, user table, and rating table, respectively.
Attributes, “movie id” to “Western” in u.item, correspond to item features. Particularly, 18 attributes, “Action” to
“Western,” represent item genres. To show whether there is a particular item genre, which is given either 0 or 1.
612   Kazuki Yamauchi et al. /  Procedia Computer Science  22 ( 2013 )  606 – 614 
4.2. Experimental steps
We conducted the experiments by using raw binary valued content’s tags and sought continuous number con-
tent’s tags by our algorithm. The experimental steps are as follows:
Step1 We selected 363 users who evaluated 100 or more contents. The reason is that our model will be working
well for such heavy users because they are strongly inﬂuenced by the content’s tags.
Step2 We calculated each mean (precision, recall, F-measure, TPR, FPR and ROC space) of each ratings (1 - 5).
Step3 We compared the two types of feature vectors by the easiness of classiﬁcation based on Naive Bayes.
4.3. Results and discussion
In this section, we show experimental results and discuss them. In the experiments, we used six evaluations,
precision, recall, F-measure, TPR, FPR, ROC space for inspecting validity of sought a continuous number tag as a
feature vector. Section 4.3.1 shows the result and discussions of precision, recall and F-measure. We also describe
some the result and discussions of TPR, FPR, ROC space. In computer science, precision of a numerical quantity
is a measure of the detail in which the quantity is expressed and recall is the fraction of relevant instances that are
retrieved. F-measure is an evaluation with a harmony mean of precision and recall. So F-measure is considered
precision and recall balance. TPR, true positive rate, usually refers to the expectancy of the true positive ratio.
FPR, false positive rate, usually refers to the expectancy of the false positive ratio so FPR is better when its value
is lower. A ROC space is deﬁned by FPR and TPR as x and y axes respectively, which depicts relative trade-oﬀs
between true positive (beneﬁts) and false positive (costs). The best possible prediction method would yield a point
in the upper left corner or coordinate (0, 1) of the ROC space, representing 100% sensitivity (no false negatives)
and 100% speciﬁcity (no false positives).
4.3.1. Results of the evaluations which are used in the recommendation ﬁeld
We describe experimental results by three evaluations which are used in the recommendation ﬁeld. We also
compare the two types of feature vectors (Table 3, 4) by the easiness of classiﬁcation based on Naive Bayes.
Table 3. Three evaluations of raw binary valued content’s tag (recommendation evaluation)
type of evaluation 1 of rating 2 of rating 3 of rating 4 of rating 5 of rating
precision 0.1187930 0.1369224 0.3009732 0.3491220 0.2435396
recall 0.1511417 0.1331672 0.3100645 0.4000952 0.2469857
F-mesure 0.1236460 0.1245832 0.2870984 0.3519456 0.2281126
Table 4. Three evaluations of sought continuous number of content’s tag by our algorithm (recommendation evaluation)
type of evaluation 1 of rating 2 of rating 3 of rating 4 of rating 5 of rating
precision 0.1936895 0.2056592 0.3271133 0.3634039 0.2995769
recall 0.2810973 0.2394520 0.2567771 0.3060771 0.4616968
F-mesure 0.2042200 0.1939544 0.2660488 0.3082031 0.3351001
As shown in Table 4, for precision, the continuous numbers of all the ratings in our algorithm was better than
that in Table 3. All rating’s precision of sought continuous number content’s tag (Table 4) was better than raw
binary valued content’s tag’s. We assume the sought a continuous number tag vectors contributed to improvement
the precision. For recall, the continuous number of ratings 1, 2 and 5 in Table 4 were better than those in Table 3.
Especially among them, recall of rating 5 was very good. Conversely the continuous numbers of the rating 3 and
4 for recall were bad. We assume that validity of classiﬁcation using detailedtag vector depends on classiﬁcation
into each rating by users. Users classify contents into rating 1 and 5 more easily than rating 3 and 4. So, Naive
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Bayes classiﬁer with detailed tag vectors could extract more useful feature than the classiﬁer with raw binary
vectors. F-measure shows the same trends as recall. But classiﬁcation validity of rating 1 and 5 is more important
than that rating 3 and 4 in recommender systems and sought continuous valued content’s tag by our algorithm is
valid.
4.3.2. Results of the evaluations which are used in the classiﬁcation ﬁeld
We describe experimental results by three evaluations which are used in the classiﬁcation ﬁeld. We also
compare their evaluations (Table 5, 6) as section 4.3.1.
Table 5. Three evaluations of raw binary valued content’s tag (recommendation evaluation)
type of evaluation 1 of rating 2 of rating 3 of rating 4 of rating 5 of rating
TPR 0.1511417 0.1331672 0.3100645 0.4000952 0.2469857
FPR 0.0846486 0.0973752 0.2603968 0.3431543 0.1553936
ROC space 0.6101860 0.5543872 0.5465393 0.5400047 0.605426
Table 6. Three evaluations of sought continuous number of content’s tag by our algorithm (recommendation evaluation)
type of evaluation 1 of rating 2 of rating 3 of rating 4 of rating 5 of rating
TPR 0.2810973 0.2394520 0.2567771 0.3060771 0.4616968
FPR 0.1065165 0.1361624 0.1845314 0.2329401 0.2337674
ROC space 0.6000886 0.6146304 0.5741952 0.5009307 0.6903365
According to Table 5 and Table 6, TPR showed the same trends as recall. On the contrary, for FPR, the sought
continuous number of content’s tag (Table 6) of rating 3 and 4 were better than those in Table 5. Conversely, for
FPR, the numbers of rating 1, 2 and 5 were worse than those in table 5. This reason is that number of false positive
is inverse proportional to that of TPR. For ROC space, the numbers of rating 2, 3 and 5 were somewhat better than
those in Table 5. But rating 1 and 3 were somewhat worse than those in Table 5. The numbers of ROC space did
not remarkably change.
5. Conclusion
In this paper, we introduced tag-algorithm that predicted tag of users and contents with degree of relevance to
improve tags vector. Experiment results showed that all rating’s precision of sought continuous number content’s
tag (Table 4) were better than raw binary valued content’s tag’s (Table 4). We considered the sought a continuous
number tag vector had contributed to improve the precision. For recall and F-measure, the continuous number of
ratings 1, 2 and 5 in Table 4 were better than raw binary valued content’s tag’s in Table 3. Especially among them,
recall of rating 5 was very good. Conversely the continuous numbers of the rating 3 and 4 for recall were bad. We
assume that validity of classiﬁcation using detailed tag vector depends on classiﬁcation into each rating by user.
Classiﬁcation validity of rating 1 and 5 is also more important than of rating 3 and 4 in recommender systems
and sought continuous valued content’s tag by our algorithm is valid. In this way, we conﬁrmed the validity of
our algorithm. In future research, we inspect data of light users in MovieLens who evaluated under 100 contents
(580 users / 943 users). Therefore, we would like to analyze combinations of tag vectors. We want to know
what kind of combinations of tag vectors yields what kind of rule of user preference rule , for example, novelty,
diversity, serendipity and so on. In addition we should consider their evaluation and also the valuation of sought a
continuous number tag vectors.
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