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STOCHASTIC DOMINATION FOR ITERATED CONVOLUTIONS AND
CATALYTIC MAJORIZATION
GUILLAUME AUBRUN AND ION NECHITA
Abstrat. We study how iterated onvolutions of probability measures ompare under stohasti
domination. We give neessary and suient onditions for the existene of an integer n suh that µ∗n
is stohastially dominated by ν∗n for two given probability measures µ and ν. As a onsequene we
obtain a similar theorem on the majorization order for vetors in Rd. In partiular we prove results
about atalysis in quantum information theory.
Domination stohastique pour les onvolutions itérées et atalyse quantique
Résumé. Nous étudions omment les onvolutions itérées des mesures de probabilités se ompar-
ent pour la domination stohastique. Nous donnons des onditions néessaires et susantes pour
l'existene d'un entier n tel que µ∗n soit stohastiquement dominée par ν∗n, étant données deux
mesures de probabilités µ et ν. Nous obtenons en orollaire un théorème similaire pour des veteurs
de R
d
et la relation de Shur-domination. Plus spéiquement, nous démontrons des résultats sur la
atalyse en théorie quantique de l'information.
Introdution and notations
This work is a ontinuation of [1℄, where we study the phenomenon of atalyti majorization in
quantum information theory. A probabilisti approah to this question involves stohasti domination
whih we introdue in Setion 1 and its behavior with respet to the onvolution of measures. We
give in Setion 2 a ondition on measures µ and ν for the existene of an integer n suh that µ∗n is
stohastially dominated by ν∗n. We gather further topologial and geometrial aspets in Setion
3. Finally, we apply these results to our original problem of atalyti majorization. In Setion 4
we introdue the bakground for quantum atalyti majorization and we state our results. Setion 5
ontains the proofs and in Setion 6 we onsider an innite dimensional version of atalysis.
We introdue now some notation and reall basi fats about probability measures. We write P(R)
for the set of probability measures on R. We denote by δx the Dira mass at point x. If µ ∈ P(R), we
write suppµ for the support of µ. We write respetively minµ ∈ [−∞,+∞) and maxµ ∈ (−∞,+∞]
for min suppµ and max suppµ. We also write µ(a, b) and µ[a, b] as a shortut for µ((a, b)) and µ([a, b]).
The onvolution of two measures µ and ν is denoted µ ∗ ν. Reall that if X and Y are independent
random variables of respetive laws µ and ν, the law of X + Y is given by µ ∗ ν. The results of this
paper are stated for onvolutions of measures, they admit immediate translations in the language of
sums of independent random variables. For λ ∈ R, the funtion eλ is dened by eλ(x) = exp(λx).
1. Stohasti domination
A natural way of omparing two probability measures is given by the following relation
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Denition 1.1. Let µ and ν be two probability measures on the real line. We say that µ is stohasti-
ally dominated by ν and we write µ 6
st
ν if
(1) ∀t ∈ R, µ[t,∞) 6 ν[t,∞).
Stohasti domination is an order relation on P(R) (in partiular, µ 6
st
ν and ν 6
st
µ imply µ = ν).
The following result [17, 9℄ provides useful haraterizations of stohasti domination.
Theorem. Let µ and ν be probability measures on the real line. The following are equivalent
(1) µ 6
st
ν.
(2) Sample path haraterization. There exists a probability spae (Ω,F ,P) and two random
variables X and Y on Ω with respetive laws µ and ν, so that
∀ω ∈ Ω, X(ω) 6 Y (ω).
(3) Funtional haraterization. For any inreasing funtion f : R→ R so that both integrals
exist, ∫
fdµ 6
∫
fdν.
It is easily heked that stohasti domination is well-behaved with respet to onvolution.
Lemma 1.2. Let µ1, µ2, ν1, ν2 be probability measures on the real line. If µ1 6st ν1 and µ2 6st ν2,
then µ1 ∗ µ2 6st ν1 ∗ ν2.
Lemma 1.3. Let µ and ν be two probability measures on the real line suh that µ 6
st
ν. Then, for all
n > 2, µ∗n 6
st
ν∗n.
For xed µ and ν, it follows from Lemma 1.2 that the set of integers k so that µ∗k 6
st
ν∗k is stable
under addition. In general µ∗n 6
st
ν∗n does not imply µ∗(n+1) 6
st
ν∗(n+1). Here is a typial example.
Example 1.4. Let µ and ν be the probability measures dened as
µ = 0.4δ0 + 0.6δ2
ν = 0.8δ1 + 0.2δ3
It is straightforward to verify (see Figure 1) that
• For k = 2, and therefore for all even k, we have µ∗k 6
st
ν∗k.
• For k odd, we have µ∗k 6
st
ν∗k only for k > 9.
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Figure 1. Cumulative distribution funtions of of µ∗k (solid line) and ν∗k (dotted
line) from Example 1.4 for k = 1, 2, 3, 9.
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Other examples show that the minimal n so that µ∗n 6
st
ν∗n an be arbitrary large. This is the
ontent of the next proposition.
Proposition 1.5. For every integer n, there exist ompatly supported probability measures µ and ν
suh that µ∗n 6
st
ν∗n and, for all 1 6 k 6 n− 1, µ∗k 

st
ν∗k.
Proof. Let µ = εδ−2n + (1 − ε)δ1 and ν be the uniform measure on [0, 2], where 0 < ε < 1 will be
dened later. For k > 1,
µ∗k =
k∑
i=0
(
k
i
)
(1 − ε)iεk−iδi−2n(k−i),
Note that supp(ν∗k) ⊂ R+, while for 1 6 k 6 n, the only part of µ∗k harging R+ is the Dira mass
at point k. This implies that
µ∗k 6
st
ν∗k ⇐⇒ µ∗k[k,+∞) 6 ν∗k[k,+∞).
We have µ∗k[k,+∞) = (1−ε)k and ν∗k[k,+∞) = 1/2. It remains to hoose ε so that (1−ε)n < 1/2 <
(1− ε)n−1. 
2. Stohasti domination for iterated onvolutions and Cramér's theorem
In light of previous examples, we are going to study the following extension of stohasti domination
Denition 2.1. We dene a relation 6∗
st
on P(R) as follows
µ 6∗
st
ν ⇐⇒ ∃n > 1 s.t. µ∗n 6
st
ν∗n.
In turns that when dened on P(R), this relation is not an order relation due to pathologial
poorly integrable measures. Indeed, there exist two probability measures µ and ν so that µ 6= ν and
µ ∗ µ = ν ∗ ν (see [7℄, p. 479). Therefore, the relation 6∗
st
is not anti-symmetri. For this reason,
we restrit ourselves to suiently integrable measures (however, most of what follows generalizes to
wider lasses of measures). This is quite usual when studying orderings of probability measures, see
[17℄ for examples of suh situations.
Denition 2.2. A measure µ on R is said to be exponentially integrable if
∫
eλdµ < +∞ for all λ ∈ R
(reall that eλ(x) = exp(λx)). We write Pexp(R) for the set of exponentially integrable probability
measures.
Notie that the spae of exponentially integrable measures is stable under onvolution.
Proposition 2.3. When restrited to Pexp(R), the relation 6
∗
st
is a partial order.
Proof. One has to hek only the antisymmetry property, the other two being obvious. Let k and l
be two integers suh that µ∗k 6
st
ν∗k and ν∗l 6
st
µ∗l. Then µ∗kl 6
st
ν∗kl 6
st
µ∗kl and therefore
µ∗kl = ν∗kl. But if µ and ν are exponentially integrable, this implies that µ = ν. One an see this
in the following way: if we denote the moments of µ by mp(µ) =
∫
xpdµ(x), one heks by indution
on p that mp(µ) = mp(ν) for all p ∈ N. On the other hand, exponential integrability implies that
m2p(µ)
1/2p 6 Cp for some onstant C, so that Carleman's ondition is satised (see [7℄, p. 224).
Therefore µ is determined by its moments and µ = ν. 
We would like to give a desription of the relation 6∗
st
, for example similar to the funtional har-
aterization of 6
st
. We start with the following lemma
Lemma 2.4. Let µ, ν ∈ Pexp(R) suh that µ 6
∗
st
ν. Then the following inequalities hold:
(a) ∀λ > 0,
∫
eλdµ 6
∫
eλdν,
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(b) ∀λ < 0,
∫
eλdµ >
∫
eλdν,
()
∫
xdµ(x) 6
∫
xdν(x),
(d) minµ 6 min ν,
(e) maxµ 6 max ν,
Proof. Let µ 6∗
st
ν and λ > 0. Sine µ∗n 6 ν∗n for some n, we get from the funtional haraterization
of 6
st
that ∫
eλdµ
∗n
6
∫
eλdν
∗n.
It remains to notie that ∫
eλdµ
∗n =
(∫
eλdµ
)n
and we get (a). The proof of (b) is ompletely symmetri, while () follows also from the funtional
haraterization. Conditions (d) and (e) are obvious sine min(µ∗n) = nmin(µ) and max(µ∗n) =
nmax(µ). 
The following Proposition shows that the neessary onditions of Lemma 2.4 are almost suient.
Proposition 2.5. Let µ, ν ∈ Pexp(R). Assume that the following inequalities hold
(a) ∀λ > 0,
∫
eλdµ <
∫
eλdν.
(b) ∀λ < 0,
∫
eλdν <
∫
eλdµ.
()
∫
xdµ(x) <
∫
xdν(x).
(d) maxµ < max ν.
(e) minµ < min ν.
Then µ 6∗
st
ν, and more preisely there exists an integer N ∈ N suh that for any n > N , µ∗n 6
st
ν∗n.
We give in Proposition 3.6 a ounter-example showing that Proposition 2.5 is not true when stated
with large inequalities.
We are going to use Cramér's theorem on large deviations. The umulant generating funtion Λµ
of the probability measure µ is dened for any λ ∈ R by
Λµ(λ) = log
∫
eλdµ.
It is a onvex funtion taking values in R. Its onvex onjugate Λ∗µ, sometimes alled the Cramér
transform, is dened as
Λ∗µ(t) = sup
λ∈R
λt− Λµ(λ).
Note that Λ∗µ : R → [0,+∞] is a smooth onvex funtion, whih takes the value +∞ on R \
[minµ,maxµ]. Moreover, for t ∈ (minµ,maxµ), the supremum in the denition of Λ∗µ(t) is at-
tained at a unique point λt. Moreover, λt > 0 if t >
∫
xdµ(x) and λt < 0 if t <
∫
xdµ(x). Also,
Λ∗µ(
∫
xdµ(x)) = 0 sine Λ′µ(0) =
∫
xdµ(x). We now state Cramér's theorem. The theorem an be
equivalently stated in the language of sums of i.i.d. random variables [5, 9℄.
Theorem (Cramér's theorem). Let µ ∈ Pexp(R). Then for any t ∈ R,
(2) lim
n→∞
1
n
logµ∗n[tn,+∞) =
{
0 if t 6
∫
xdµ(x)
−Λ∗X(t) otherwise.
(3) lim
n→∞
1
n
log (1− µ∗n(tn,+∞)) =
{
0 if t >
∫
xdµ(x)
−Λ∗X(t) otherwise.
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Proof of Proposition 2.5. Note that the hypotheses imply that the quantities maxµ and min ν are
nite. We write also Mµ =
∫
xdµ(x) and Mν =
∫
xdν(x). For n > 1, dene (fn) and (gn) by
fn(t) = µ
∗n[tn,+∞),
gn(t) = ν
∗n[tn,+∞).
We need to prove that fn 6 gn on R for n large enough. If t > maxµ, the inequality is trivial sine
fn(t) = 0. Similarly, if t < min ν we have gn(t) = 1 and there is nothing to prove.
Fix a real number t0 suh that Mµ < t0 < Mν . We rst work on the interval I = [t0,maxµ]. By
Cramér's theorem, the sequenes (f
1/n
n ) and (g
1/n
n ) onverge respetively on I toward f and g dened
by
f(t) = exp(−Λ∗µ(t)),
g(t) =
{
1 if t0 6 t 6Mν
exp(−Λ∗ν(t)) if Mν 6 t 6 maxµ.
Note that f and g are ontinuous on I. We laim also that f < g on I. The inequality is lear on
[t0,Mν ] sine f < 1. If t ∈ (Mν ,maxµ], note that the supremum in the denition of Λ
∗
ν(t) is attained
for some λ > 0  to show this we used hypothesis (d). Using (a) and the denition of the onvex
onjugate, it implies that Λ∗ν(t) > Λ
∗
µ(t). We now use the following elementary fat: if a sequene
of non-inreasing funtions dened on a ompat interval I onverges pointwise toward a ontinuous
limit, then the onvergene is atually uniform on I (for a proof see [16℄ Part 2, Problem 127; this
statement is attributed to Pólya or to Dini depending on authors). We apply this result to both (f
1/n
n )
and (g
1/n
n ) ; and sine f < g, uniform onvergene implies that for n large enough, f
1/n
n < g
1/n
n on I,
and thus fn 6 gn.
Finally, we apply a similar argument on the interval J = [min ν, t0], exept that we onsider the
sequenes (1− fn)
1/n
and (1− gn)
1/n
, and we use (3) to ompute the limit. We omit the details sine
the argument is totally symmetri.
We eventually showed that for n large enough, fn 6 gn on I ∪ J , and thus on R. This is exatly
the onlusion of the proposition. 
3. Geometry and topology of 6∗
st
We investigate here the topology of the relation 6∗
st
. We rst need to dene a adequate topology
on Pexp(R). This spae an be topologized in several ways, an important point for us being that the
map µ 7→
∫
eλdµ should be ontinuous.
Denition 3.1. A funtion f : R → R is said to be subexponential if there exist onstants c, C so
that for every x ∈ R
|f(x)| 6 C exp(c|x|).
Denition 3.2. Let τ be the topology dened on the spae of exponentially integrable measures, gen-
erated by the family of seminorms (Nf )
Nf(µ) =
∣∣∣∣
∫
fdµ
∣∣∣∣ ,
where f belongs to the lass of ontinuous subexponential funtions.
The topology τ is a loally onvex vetor spae topology. It an be shown that the relation 6∗
st
is
not τ -losed (see Proposition 3.6). However, we an give a funtional haraterization of its losure.
This is the ontent of the following theorem.
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Theorem 3.3. Let R ⊂ Pexp(R)
2
be the set of ouples (µ, ν) of exponentially integrable probability
measures so that µ 6∗
st
ν. Then
(4) R =
{
(µ, ν) ∈ Pexp(R)
2
s.t. ∀λ > 0,
∫
eλdµ 6
∫
eλdν and ∀λ 6 0,
∫
eλdµ >
∫
eλdν
}
,
the losure being taken with respet to the topology τ .
Proof. Let us write X for the set on the right-hand side of (4). We get from Lemma 2.4 that R ⊂ X .
Moreover, it is easily heked that X is τ -losed, therefore R ⊂ X . Conversely, we are going to
show that the set of ouples (µ, ν) satisfying the hypotheses of Proposition 2.5 is τ -dense in X . Let
(µ, ν) ∈ X . We get from the inequalities satised by µ and ν that
•
∫
xdµ(x) 6 xdν(x) (taking derivatives at λ = 0),
• minµ 6 min ν (taking λ→ −∞),
• maxµ 6 max ν (taking λ→ +∞).
We want to dene two sequenes (µn, νn) whih τ -onverge toward (µ, ν), with µn 6st µ and ν 6st νn
and for whih the above inequalities beome strit. Assume for example that maxµ = max ν = +∞
and minµ = min ν = −∞. Then we an dene µn and νn as follows: let εn = µ[n,+∞) and
ηn = ν(−∞,−n], and set
µn = µ|(−∞,n) + εnδn,
νn = ν|(−n,+∞) + ηnδ−n.
We hek using dominated onvergene than limµn = µ and lim νn = ν with respet to τ , while by
Proposition 2.5 we have µn 6
∗
st
νn. The other ases are treated in a similar way: we an always play
with small Dira masses to make all inequalities strit (for example, if maxµ = max ν = M < +∞,
replae ν by (1 − ε)ν + εδM+1, and so on). 
A more omfortable way of desribing the relation 6∗
st
is given by the following sets
Denition 3.4. Let ν ∈ Pexp(R). We dene D(ν) to be the following set
D(ν) = {µ ∈ Pexp(R) s.t. µ 6
∗
st
ν}.
Using the ideas in the proof of Theorem 3.3, it an easily be showed that for ν ∈ Pexp(R) suh that
min ν > −∞, one has
(5) D(ν) =
{
µ ∈ Pexp(R) s.t. ∀λ > 0,
∫
eλdµ 6
∫
eλdν and ∀λ 6 0,
∫
eλdµ >
∫
eλdν
}
,
where the losure is taken in the topology τ . However, for measures ν with min ν = −∞, the ondition
(e) of Proposition 2.5 is violated and we do not know if the relation (5) holds.
Another onsequene of equation (5) is that the τ -losure of D(ν) is a onvex set. It is not lear
that the set D(ν) itself is onvex. We shall see in Proposition 3.7 that this is not the ase in general
for measures ν /∈ Pexp(R). Not also that for xed ν ∈ P(R) the set {µ ∈ P(R) s.t. µ 6st ν} is easily
heked to be onvex.
Remark 3.5. One an analogously dene for µ ∈ Pexp(R) the dual set
E(µ) = {ν ∈ Pexp(R) s.t. µ 6
∗
st
ν}.
Results about D(ν) or E(µ) are equivalent. Indeed, let µ↔ be the measure dened for a Borel set B by
µ↔(B) = µ(−B). We have µ 6∗
st
ν ⇐⇒ ν↔ 6∗
st
µ↔ and therefore E(µ) = D(µ↔)↔.
We now give an example showing that the relation 6∗
st
is not τ -losed.
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Proposition 3.6. There exists a probability measure ν ∈ Pexp(R) so that the set D(ν) is not τ-losed.
Consequently, the set R appearing in (4) is not losed either.
Proof. Let us start with a simplied sketh of the proof. By the examples of Setion 1, for eah positive
integer k, one an nd probability measures µk and νk suh that µk ∈ D(νk), while µ
∗k
k 6 st ν
∗k
k . We
sum properly resaled and normalized versions of these measures in order to obtain two probability
measures µ and ν suh that µ /∈ D(ν). However, suessive approximations µ˜n of µ are shown to
satisfy µ˜n 6st ν whih implies µ ∈ D(ν) and thus D(ν) 6= D(ν).
We now work out the details. For k > 1, let ak = (k + 2)!, bk = (k + 2)! + 1 and γk = c exp(−k
k),
where the onstant c is hosen so that
∑
γk = 1. We hek that (ak) and (bk) satisfy the following
inequalities
(6) (k − 1)bk + bk−1 < kak,
(7) kbk < ak+1.
It follows from Proposition 1.5 that for eah k ∈ N there exist µk and νk, probability measures
with ompat support suh that µk ∈ D(νk) while µ
∗k
k 6 st ν
∗k
k . Moreover, we an assume that
supp(µk) ⊂ (ak, bk) and supp(νk) ⊂ (ak, bk). Indeed, we an apply to both measures a suitable ane
transformation (inreasing ane transformations preserve stohasti domination and are ompatible
with onvolution). We now dene µ and ν as
µ =
∞∑
k=1
γkµk and ν =
∞∑
k=1
γkνk.
Note that the sequene (γk) has been hosen to tend very quikly to 0 to ensure that µ and ν are
exponentially integrable. We also introdue the following sequenes of measures
µ˜n =
n∑
k=1
γkµk +
(
∞∑
k=n+1
γk
)
δ0,
ν˜n =
n∑
k=1
γkνk +
(
∞∑
k=n+1
γk
)
δ0.
One heks using Lebesgue's dominated onvergene theorem that the sequenes (µ˜n) and (ν˜n) onverge
respetively toward µ and ν for the topology τ . Note also that this sequenes are inreasing with respet
to stohasti domination, so that ν˜n 6st ν. For xed k, µk and νk satisfy the hypotheses of Proposition
2.5 and thus the same holds for µ˜n and ν˜n. Therefore µ˜n ∈ D(ν˜n) ⊂ D(ν). This proves that µ ∈ D(ν).
We now prove by ontradition that µ /∈ D(ν). Assume that µ ∈ D(ν), i.e. µ∗k 6
st
ν∗k for some
k > 1. Let sk = kak and tk = kbk. Fix a sequene i1, . . . , ik of nonzero integers. Set m = µi1 ∗ · · · ∗µik
or m = νi1 ∗ · · · ∗ νik . We know that supp(m) ⊂ (a, b), with a =
∑k
j=1 aij and b =
∑k
j=1 bij . It is
possible to loate preisely supp(m) using the inequalities (6) and (7).
(a) If ij > k for some j, then a > ak+1 > tk and therefore supp(m) ⊂ (tk,+∞).
(b) If ij = k for all j, then a = sk and b = tk and therefore supp(m) ⊂ (sk, tk).
() If ij 6 k for all j and ij0 < k for some j0, then b 6 bk−1 + (k − 1)bk < sk and therefore
supp(m) ⊂ [0, sk).
Consequently,
µ∗k[tk,+∞) =
∑
i1,...,ik
γi1 . . . γikµi1 ∗ · · · ∗ µik [tk,+∞) =
∑
i1,...,ik satisfying (a)
γi1 . . . γik = ν
∗k[tk,+∞).
8 GUILLAUME AUBRUN AND ION NECHITA
Moreover, beause of (b) and (), we get that for sk 6 t 6 tk,
µ∗k[t, tk) = γ
k
kµ
∗k
k [t, tk) = γ
k
kµ
∗k
k [t,+∞).
and similarly
ν∗k[t, tk) = γ
k
kν
∗k
k [t,+∞).
We assumed that µ∗k 6
st
ν∗k, i.e. µ∗k[t,+∞) 6 ν∗k[t,+∞) for all t. If t 6 tk, sine µ
∗k(tk,+∞) =
ν∗k(tk,+∞), we get that µ
∗k[t, tk) 6 ν
∗k[t, tk). Sine γk > 0, this implies that for all t > sk,
µ∗kk [t,+∞) 6 ν
∗k
k [t,+∞). This ontradits the fat that µ
∗k
k 6 st ν
∗k
k . Therefore µ ∈ D(ν) \D(ν), and
so D(ν) is not losed. 
We now give an example of what an happen if we onsider measures with poor integrability
properties.
Proposition 3.7. There exists a probability measure ν ∈ P(R) suh that the set
(8) {µ ∈ P(R) s.t. µ 6∗
st
ν}
is not onvex.
The dierene between equation (8) and our denition of D(ν) is that here we do not suppose the
measures to be exponentially integrable.
Proof. We rely on the following fat whih we already alluded to (see [7℄, p. 479): there exist two
distint real harateristi funtions φ1 and φ2 suh that φ
2
1 = φ
2
2 identially. Consider now the
measures µ and ν with respetive harateristi funtions φ1 and φ2, i.e. φ1(t) =
∫
eitdµ(t) and
φ2(t) =
∫
eitdν(t). Obviously, we have ν 6∗
st
ν and µ 6∗
st
ν sine µ∗2 = ν∗2. Let χ = 12µ+
1
2ν and let
us show that χ 6 ∗
st
ν. We have
χ∗2n =
1
22n
2n∑
i=0
(
2n
i
)
µ∗i ∗ ν∗2n−i =
=
1
22n
[ ∑
i even
(
2n
i
)
ν∗2n +
∑
i odd
(
2n
i
)
ν∗2n−1 ∗ µ
]
.
Thus χ∗2n 6
st
ν∗2n, is equivalent to ν∗2n−1∗µ 6
st
ν∗2n. Let us show that this is impossible. Indeed, the
measures ν∗2n−1∗µ and ν∗2n have real harateristi funtions and thus they are symmetri probability
measures. Note however that two symmetri probability distributions annot be ompared with 6
st
unless they are equal. But it annot be that ν∗2n−1 ∗ µ = ν∗2n beause their harateristi funtions
are dierent (φ1(ξ) = φ2(ξ) i. φ1(ξ) = 0). A similar argument holds for χ
∗2n+1 

st
ν∗2n+1. 
We onlude this setion with few remarks on a relation whih is very similar to 6∗
st
. It is the
analogue of atalyti majorization in quantum information theory (see Setion 4).
Denition 3.8. Let µ, ν ∈ Pexp(R). We say that µ is atalytially stohastially dominated by ν and
write µ 6C
st
ν if there exists a probability measure π ∈ Pexp(R) suh that µ ∗ π 6st ν ∗ π.
The following lemma shows a onnetion between the two relations.
Lemma 3.9. Let µ, ν ∈ Pexp(R). Assume µ 6
∗
st
ν. Then µ 6C
st
ν.
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Proof. Assume that µ∗n 6
st
ν∗n for some n. Let π the probability measure dened by
π =
1
n
n−1∑
k=0
µ∗k ∗ ν∗(n−1−k).
Let also ρ be the measure dened by
ρ =
1
n
n−1∑
k=1
µ∗k ∗ ν∗(n−k),
then one has µ ∗π = 1nµ
∗n+ ρ and ν ∗π = 1nν
∗n+ ρ, and sine µ∗n 6
st
ν∗n this implies µ ∗π 6
st
ν ∗π.
Sine π ∈ Pexp(R), we get µ 6
C
st
ν. 
From Theorem 3.3 and Lemma 3.9 one an easily derive the
Corollary 3.10. The analogue of Theorem 3.3 is true if we substitute 6∗
st
with 6C
st
.
4. Catalyti majorization
This setion is dediated to the study of the majorization relation, the notion whih was the initial
motivation of this work. The majorization relation provides, muh as the stohasti domination for
probability measures, a partial order on the set of probability vetors. Originally introdued in linear
algebra [12, 3℄, it has found many appliation in quantum information theory with the work of Nielsen
[13, 14℄. We shall not fous on quantum-theoretial aspets of majorization; we refer the interested
reader to [1℄ and referenes therein. Here, we study majorization by adapting previously obtained
results for stohasti domination.
The majorization relation is dened for probability vetors, i.e. vetors x ∈ RN with non-negative
omponents (xi > 0) whih sum up to one (
∑
i xi = 1). Before dening preisely majorization, let
us introdue some notation. For d ∈ N∗, let Pd be the set of d-dimensional probability vetors :
Pd = {x ∈ R
d
s.t. xi > 0,
∑
xi = 1}. Consider also the set of nitely supported probability vetors
P<∞ =
⋃
d>0 Pd. We equip P<∞ with the ℓ1 norm dened by ‖x‖1 =
∑
i |xi|. For a vetor x ∈ P<∞,
we write xmax for the largest omponent of x and xmin for its smallest non-zero omponent. In this
setion we shall onsider only nitely supported vetors. For the general ase, see Setion 6. We
shall identify an element x ∈ Pd with the orresponding element in Pd′ (d
′ > d) or P<∞ obtained by
appending null omponents at the end of x.
Next, we dene x↓, the dereasing rearrangement of a vetor x ∈ Pd as the vetor whih has the
same oordinates as x up to permutation and suh that x↓i > x
↓
i+1 for all 1 6 i < d. We an now dene
majorization in terms of the ordered vetors:
Denition 4.1. For x, y ∈ Pd we say that x is majorized by y and we write x ≺ y if for all k ∈
{1, . . . , d}
(9)
k∑
i=1
x↓i 6
k∑
i=1
y↓i .
Note however that there are several equivalent denitions of majorization whih do not use the
ordering of the vetors x and y (see [3℄ for further details):
Proposition 4.2. The following assertions are equivalent:
(1) x ≺ y,
(2) ∀t ∈ R,
∑d
i=1 |xi − t| 6
∑d
i=1 |yi − t|,
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(3) ∀t ∈ R,
∑d
i=1 (xi − t)
+ 6
∑d
i=1 (yi − t)
+
, where z+ = max(z, 0),
(4) There is a bistohasti matrix B suh that x = By.
There are two operations on probability vetors whih are of partiular interest to us: the tensor
produt and the diret sum. For x = (x1, . . . , xd) ∈ Pd and x
′ = (x′1, . . . , x
′
d′) ∈ Pd′ , we dene the
tensor produt x ⊗ x′ as the vetor (xix
′
j)ij ∈ Pdd′ . We also dene the diret sum x ⊕ x
′
as the
onatenated vetor (x1, . . . , xd, x
′
1, . . . , x
′
d′) ∈ R
d+d′
. Note that if we take ⊕-onvex ombinations, we
get probability vetors: λx⊕ (1− λ)x′ ∈ Pd+d′ .
The onstrution whih permits us to use tools from stohasti domination in the framework of
majorization is the following (inspired by [11℄): to a probability vetor z ∈ P<∞ we assoiate a
probability measure µz dened by:
µz =
∑
ziδlog zi .
These measures behave well with respet to tensor produts:
µx⊗y = µx ∗ µy.
The onnetion between majorization and stohasti domination is provided by the following lemma:
Lemma 4.3. Let x, y ∈ P<∞. Assume that µx 6st µy. Then x ≺ y.
Proof. We an assume that x = x↓ and y = y↓. Note that
µx[t,∞) =
∑
i:log xi>t
xi =
∑
i:xi>exp(t)
xi.
Thus, for all u > 0,
∑
i:xi>u
xi 6
∑
i:yi>u
yi. To start, use u = y1 to onlude that x1 6 y1. Notie
that it sues to show that
∑k
i=1 xi 6
∑k
i=1 yi only for those k suh that xk > yk (indeed, if xk 6 yk,
the (k + 1)-th inequality in (9) an be dedued from the k-th inequality). Consider suh a k and let
xk > u > yk. We get:
k∑
i=1
xi 6
∑
i:xi>u
xi 6
∑
i:yi>u
yi 6
k∑
i=1
yi,
whih ompletes the proof of the lemma. 
Remark 4.4. The onverse of this lemma does not hold. Indeed, onsider x = (0.5, 0.5) and y =
(0.9, 0.1). Obviously, x ≺ y but 1 = µx[log 0.5,∞) > µy[log 0.5,∞) = 0.9 and thus µx 
st µy.
We an desribe the majorization relation by the sets:
Sd(y) = {x ∈ Pd s.t. x ≺ y},
where y is a nitely supported probability vetor. Mathematially, suh a set is haraterized by the
following lemma, whih is a simple onsequene of Birkho's theorem on bistohasti matries:
Lemma 4.5. For y a d-dimensional probability vetor, the set S(y) is a polytope whose extreme points
are y and its permutations.
The initial motivation for our work was the following phenomena disovered in quantum information
theory (see [10℄ and respetively [2℄). It turns out that additional vetors an at as atalysts for the
majorization relation: there are vetors x, y, z ∈ P<∞ suh that x ⊀ y but x ⊗ z ≺ y ⊗ z; in suh a
situation we say that x is atalytially majorized (or trumped) by y and we write x ≺T y. Another
form of atalysis is provided by multiple opies of vetors: we an nd vetors x and y suh that
x ⊀ y but still, for some n > 2, x⊗n ≺ y⊗n; in this ase we write x ≺M y. We have thus two new
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order relations on probability vetors, analogues of 6C
st
and respetively 6∗
st
. As before, for y ∈ Pd, we
introdue the sets
Td(y) = {x ∈ Pd s.t. x ≺T y},
and
Md(y) = {x ∈ Pd s.t. x ≺M y}.
It turns out that the relations≺T and≺M (and thus the sets Td(y) andMd(y)) are not as simple as≺
and Sd(y). It is known that the inlusionMd(y) ⊂ Td(y) holds (this is the analogue of Lemma 3.9) and
that it an be strit [8℄. In general, the sets Td(y) and Md(y) are neither losed nor open, and although
Td(y) is known to be onvex, nothing is known about the onvexity of Md(y) (suh questions have
been intensively studied in the physial literature; see [4, 6℄ and the referenes therein). As explained
in [1℄ it is natural from a mathematial point of view to introdue the sets T<∞(y) =
⋃
d∈N Td(y) and
M<∞(y) =
⋃
d∈NMd(y). A key notion in haraterizing them is Shur-onvexity :
Denition 4.6. A funtion f : Pd → R is said to be
• Shur-onvex if f(x) 6 f(y) whenever x ≺ y,
• Shur-onave if f(x) > f(y) whenever x ≺ y,
• stritly Shur-onvex if f(x) < f(y) whenever x  y,
• stritly Shur-onave if f(x) > f(y) whenever x  y,
where x  y means x ≺ y and x↓ 6= y↓.
Examples are provided as follows: if Φ : R → R is a (stritly) onvex/onave funtion, then the
following funtion h : Pd → R dened by h(x1, . . . , xd) = Φ(x1) + · · · + Φ(xd) is (stritly) Shur-
onvex/Shur-onave.
For x ∈ Pd and p ∈ R, we dene Np(x) as
Np(x) =
∑
16i6d
xi>0
xpi .
We will also use the Shannon entropy H
H(x) = −
d∑
i=1
xi log xi.
Note that −H(x) is the derivative of p 7→ Np(x) at p = 1 and that N0(x) is the number of non-zero
omponents of the vetor x. These funtions satisfy the following properties:
(1) If p > 1, Np is stritly Shur-onvex on P<∞.
(2) If 0 < p < 1, Np is stritly Shur-onave on P<∞.
(3) If p < 0, Np is stritly Shur-onvex on Pd for any d. However, for p < 0, it is not possible to
ompare vetors with a dierent number of non-zero omponents.
(4) H is stritly Shur-onave on P<∞.
One possible way of desribing the relations ≺M and ≺T is to nd a family (the smallest possible) of
Shur-onvex funtions whih haraterizes them. In this diretion, Nielsen onjetured the following
result:
Conjeture 4.7. Fix a vetor y ∈ Pd, with nonzero oordinates. Then Td(y) = Md(y) and they both
are equal to the set of x ∈ Pd satisfying
(C1) For p > 1, Np(x) 6 Np(y).
(C2) For 0 < p 6 1, Np(x) > Np(y).
(C3) For p < 0, Np(x) 6 Np(y).
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Here, the losures are taken in R
d
(reall that neither Md(y) nor Td(y) is losed). By the previous
remarks, any vetor in Td(y) or Md(y) (and by ontinuity, also in the losures) must satisfy onditions
(C1-C3). Reently, Turgut [18, 19℄ provided a omplete haraterization of the set Td(y), whih implies
in partiular that Nielsen's onjeture is true for Td(y). His method, ompletely dierent from ours,
onsists in solving a disrete approximation of the problem using elementary algebrai tehniques.
Note however that the inlusion Md(y) ⊂ Td(y) is strit in general, and thus the haraterization of
Md(y) is still open. We shall now fous on the set Md(y). Conjeture 4.7 an be reformulated as
follows: if x, y ∈ Pd and satisfy (C1-C3), then there exists a sequene (xn) in Md(y) suh that (xn)
onverges to x. If we relax the ondition that xn and y have the same dimension, we an prove the
following two theorems:
Theorem 4.8. If x, y ∈ Pd and satisfy (C1), then there exists a sequene (xn) in M<∞(y) suh that
(xn) onverges to x in ℓ1-norm.
Theorem 4.9. If x, y ∈ Pd and satisfy (C1-C2), then there exists a sequene (xn) in Md+1(y) suh
that (xn) onverges to x.
Sine Md(y) ⊂ Td(y), both theorems have diret analogues for T<∞(y) and respetively Td+1(y).
Theorem 4.8 restates the authors' previous result in [1℄; however, the proof presented in the next
setion is more transparent than the previous one. Theorem 4.9 answers a question of [1℄. It is an
intermediate result between Theorem 4.8 and Conjeture 4.7.
5. Proof of the theorems
We show here how to derive Theorems 4.8 and 4.9. We rst state a proposition whih is the
translation of Proposition 2.5 in terms of majorization.
Proposition 5.1. Let x, y ∈ P<∞. Assume that x and y have nonzero oordinates, and respetive
dimensions dx and dy. Assume that
(1) xmin < ymin.
(2) xmax < ymax.
(3) H(x) > H(y).
(4) Np(x) < Np(y) for all p ∈]1,+∞[.
(5) Np(x) > Np(y) for all p ∈]−∞, 1[.
Then there exists an integer N suh that for all n > N , we have x⊗n ≺ y⊗n.
It is important to notie that sine N0(x) = dx and N0(y) = dy, the onditions of the proposition
an be satised only when dx > dy. This is the main reason why our approah fails to prove Conjeture
4.7.
Proof. One heks that the probability measures µx and µy assoiated to the vetors x and y satisfy
the hypotheses of Proposition 2.5. Indeed, for p ∈ R, one has
Np(x) =
∫
eλdµx, with λ = p− 1.
As µ∗nx = µx⊗n , there exists a integer N suh that for n > N , we have µx⊗n 6st µy⊗n . It remains to
apply the Lemma 4.3 in order to omplete the proof. 
The main idea used in the following proofs is to slightly modify the vetor x so that the ouple (x,
y) satises the hypotheses of Proposition 5.1.
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Proof of Theorem 4.8. Let x, y ∈ Pd satisfying Np(x) 6 Np(y) for all p > 1. Sine N1(x) = N1(y) = 1
and −H =
dNp
dp |p=1, we also have −H(x) 6 −H(y). For 0 < ε <
d
d+1xmin, dene xε ∈ Pd+1 by
xε = (x1 −
ε
d
, . . . , xd −
ε
d
, ε).
One heks that xε  x and thereforeNp(xε) < Np(x) 6 Np(y) for any p > 1, and −H(xε) < −H(x) 6
−H(y). Sine −H =
dNp
dp |p=1 and the funtion p 7→ Np(·) is ontinuous, this means that there exists
some 0 < pε < 1 suh that Np(xε) > Np(y) for any p ∈ [pε, 1]. Choose an integer k > 2, depending on
ε, suh that
k > max{d1/(1−pε)ε−pε/(1−pε),
ε
ymin
, d}
and dene xε,k ∈ P<∞ as
xε,k = (x1 −
ε
d
, . . . , xd −
ε
d
,
ε
k
, . . . ,
ε
k︸ ︷︷ ︸
k times
).
For any 0 6 p 6 pε we have
Np(xε,k) > k
( ε
k
)p
> d > Np(y),
and for any p < 0 we have
Np(xε,k) > k
( ε
k
)p
> dypmin > Np(y).
We also have xε,k  xε and therefore Np(xε,k) > Np(xε) > Np(y) for pε 6 p < 1. Similarly,
Np(xε,k) < Np(xε) 6 Np(y) for p > 1. This means that xε,k and y satisfy the hypotheses of Proposition
5.1, and therefore xε,k ∈M<∞(y). Sine ||xε,k − x||1 6 2ε and ε an be hosen arbitrarily small, this
ompletes the proof of the theorem. 
Proof of Theorem 4.9. Let x, y ∈ Pd satisfying Np(x) 6 Np(y) for p > 1 and Np(x) > Np(y) for
0 6 p 6 1. As in the previous proof, we onsider for 0 < ε < dd+1xmin the vetor xε dened as
xε = (x1 −
ε
d
, . . . , xd −
ε
d
, ε).
We are going to show using Proposition 5.1 that for ε small enough, xε is in Md+1(y). Note that
xε  x, and therefore Np(xε) < Np(x) 6 Np(y) for p > 1, and Np(xε) > Np(x) > Np(y) for 0 < p < 1.
Also, sine N0(xε) = d+ 1 and N0(y) = d, there exists by ontinuity a number p0 < 0 (not depending
on ε) suh that Np(y) < d+ 1 for all p ∈ [p0, 0]. Thus for p ∈ [p0, 0] we have
Np(xε) > N0(xε) = d+ 1 > Np(y).
It remains to notie that for ε < d1/p0ymin, we have for any p 6 p0
Np(xε) > ε
p > dypmin > Np(y).
We heked that xε and y satisfy the hypotheses of Proposition 5.1, and therefore xε ∈Md+1(y). Sine
||xε − y||1 6 2ε and ε an be hosen arbitrarily small, this ompletes the proof of the theorem. 
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6. Infinite dimensional atalysis
In light of the reent paper [15℄, we investigate the majorization relation and its generalizations for
innitely-supported probability vetors. Let us start by adapting the key tools used in the previous
setion to this non-nite setting.
First, note that when dening the dereasing rearrangement x↓ of a vetor x, we shall ask that
only the non-zero omponents of x and x↓ should be the same up to permutation. The majorization
relation ≺ extends trivially to P∞, the set of (possibly innite) probability vetors. The same holds
for the relations ≺M and ≺T (note however that for ≺T , we allow now innite-dimensional atalysts).
Note that for a general probability vetor, there is no reason that Np for p ∈ (0, 1) or H should be
nite. He have thus to replae the hypothesis (C1) by the following one:
(C1') For p > 1, Np(x) 6 Np(y) and H(x) <∞.
Notie however that the inequalities Np(x) 6 Np(y) for p→ 1
+
imply that H(y) 6 H(x) <∞ and
thus both entropies are nite.
Theorem 6.1. If x, y ∈ P∞ and satisfy (C1'), then, for all ε > 0 there exist nitely supported vetors
xε, yε ∈ P<∞ and n ∈ N suh that ‖x− xε‖1 6 ε, ‖y − yε‖1 6 ε and x
⊗n
ε ≺ y
⊗n
ε .
Proof. Fix ε > 0 small enough. If y has innite support, onsider the trunated vetor yε = (y1 +
R(ε), y2, . . . , yN(ε)), whereN(ε) andR(ε) are suh that R(ε) =
∑∞
i=N(ε)+1 yi 6 ε; otherwise put yε = y.
Clearly, we have ‖y−yε‖1 6 2ε and Np(yε) > Np(y) for all p > 1. If the vetor x is nite, use Theorem
4.8 with xε = x and yε to onlude. Otherwise, onsider M(ε) suh that S(ε) =
∑∞
i=M(ε)+1 xi 6 ε
and dene the vetor
xε = (x1, x2, . . . , xM(ε),
S(ε)
k
,
S(ε)
k
, . . . ,
S(ε)
k︸ ︷︷ ︸
k times
),
where k is a onstant depending on ε whih will be hosen later. For all k > 1, xε is a nite vetor
of size M(ε) + k and we have ‖x − xε‖1 6 2ε. Let us now show that we an hose k suh that
Np(xε) 6 Np(x) for all p > 1. In order to do this, onsider the funtion φ : (1,∞)→ R+
φ(p) =
[
S(ε)p∑∞
i=M(ε)+1 x
p
i
] 1
p−1
.
The funtion φ takes nite values on (1,∞) and limp→∞ φ(p) =
S(ε)
xM(ε)+1
< ∞. Moreover, as the
Shannon entropy of x is nite, one an also show that limp→1+ φ(p) < ∞. Thus, the funtion φ is
bounded and we an hoose k ∈ N suh that k > φ(p) for all p > 1. This implies that
Np(xε)−Np(x) = k
(
S(ε)
k
)p
−
∞∑
i=M(ε)+1
xpi 6 0.
In onlusion, we have found two nitely supported vetors xε and yε suh that ‖x − xε‖1 6 2ε,
‖y− yε‖1 6 2ε and Np(xε) 6 Np(yε) for all p > 1. To onlude, it sues to apply Theorem 4.8 to xε
and yε. 
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