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Analysing the recently derived quantum kinetic equation for dense interacting Fermi systems at
low temperatures an evolution equation is obtained which combines time derivatives with finite
time stepping known from the logistic mapping. This interplay between continuous and finite model
leads to oscillations in the time evolution of the distribution function and shows bifurcations up to
chaotic behaviour. The temperature and density conditions are presented where such oscillations
and bifurcations can appear.
Recently the question has been addressed of how deter-
ministic chaotic systems are adequately described within
kinetic theory [1]. It appears for the standard mapping
that the resulting kinetic description can be formulated
and solved with finite time step equations instead of
differential ones. We want to address here the oppo-
site route starting from a continuous model describing
strongly correlated Fermi systems and will show that it
leads to oscillations and successive bifurcations like in
discrete maps. In particular, we will show that the time
evolution of the distribution function of strongly interact-
ing Fermi systems at low temperatures shows oscillations
up to chaotic behaviour similar to Hopf bifurcations ob-
served in mappings including memory [2]. This will be
found here due a competition between attractive poten-
tial and repulsive Pauli-blocking. It can be considered as
a dynamical signal of the onset of phase transition due
to the formal similarity between mean-field phase transi-
tions and bifurcations of one-dimensional discrete maps
[3].
The understanding of the route to chaos has been
paved with the logistic mapping [4]
xk+1 = axk(1− xk) (1)
which starts to show successive bifurcations for increasing
parameters 2 < a < 4, the route to chaos occurring at
a = 3.5699... An interesting extension of this logistic
model has been studied by Berezowski [5] in that a finite




+ f(t) = af(t− τd)[1− f(t− τd)] (2)
with a delay time τd. For σ = 0 this model reduces to
the logistic mapping (1). In general such retarded dif-
ferential equations (2) belong to very complex dynamical
systems used to model periodic and aperiodic dynamics
of physiological systems [6].
As a linear stability analysis of (2) shows, the presence
of the term σ shifts the onset of bifurcations and of chaos





1 + (σω)2 (3)
for positive (negative) delay times τd.
Furthermore an oscillation appears with a frequency ω
determined by
τdω + arctan(σω) = pi. (4)
There exists a limiting value for the delay time τd below
which all oscillations dissappear. These oscillations and
the finite delay time τd are the reasons why Hopf bifur-
cations can occur in the model (2) analogously to the
model considered in [2] where an additional memory has
been added to (1).
It is now noteworthy to see that the model (2) can in
fact be derived from microscopic quantum statistics and
as such might bear direct physical relevance. We will
show that indeed for an interacting Fermi system at low
temperatures the one-particle distribution function obeys
a kinetic equation which can be written in the form of
(2). This way we will express the parameters a and σ
by characteristic physical quantities of the system, the
temperature T , density n, scattering length a0 and range
of the potential r0.
First let us recall the quantum nonlocal kinetic equa-
tion (LMS) for the quasiparticle distribution f [7,8]. It
has the structure of a quasiparticle kinetic equation with
































The superscripts ± denote the signs of non-local correc-
tions: f1 ≡ f(k, r, t), f±2 ≡ f(p, r±∆2, t), f±3 ≡ f(k−q±
∆K , r±∆3, t±∆t), and f±4 ≡ f(p+q±∆K , r±∆4, t±∆t).
For the out-scattering part of (5) both signs can be given
equivalently [9]. The scattering measure is given by the
modulus of the scattering T-matrix P± = |T R± |2δ(ε±k +
ε±p −ε±k+q−ε±p−q−∆E) = |T R± |2δ(εk+εp−εk+q−εp−q). All
corrections, the ∆’s, describing the non-local and non-
1
instant collision are given by derivatives of the scattering












































The LMS equation (5) covers all quantum virial correc-
tions on the binary level and conserves density, momen-
tum and energy including the corresponding two-particle
correlated parts [8]. It requires no more technical prob-
lems than solving the Boltzmann equation [10].
We will now derive the equation (2) from (5) and will
calculate the required parameters for a model T -matrix
of separable potential. First we analyse the collision in-
tegral and assume quadratic dispersion relation for the
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+ δ(q 6= 0) (7)
with effective masses of particle a, b. The second part is
the usual considered δ function excluding zero transferred
momentum q = 0. This collision part will be treated in
relaxation time approximation ∝ (F0 − f)/τ where the
equilibrium distribution F0 is specified later.
More interesting is to notice that the q = 0 channel
leads to an additional part absent in usual local kinetic
equations like the Boltzmann kinetic equation. To con-
vince the reader of this novel observation let us rewrite
the Pauli-blocking factors of (5) for the q = 0 channel



















We see that for the case of local kinetic equations with-
out delays this specific channel disappears since f−1 =
f1. Therefore we can conclude that in contrast to the
usual local kinetic equation like the Boltzmann equation
the nonlocal (LMS) equation possesses a finite zero an-
gle channel in the collision integral which is of course
of mean-field type since no energy or momenta is ex-
changed. We are now going to exploit this observation in
a specific way.
Since the signs of the shifts in the out-scattering parts
are arbitrary [9] we don’t include them at all. Concen-
trating on the in-scattering part we rewrite
f−3 f
−
4 (1− f−2 )(1− f1)|q=0
= f−3 (f
−
1 −f1)f−4 (1−f−2 )|q=0+f−3 (1−f−1 )f−4 (1−f−2 )|q=0
= f−1 (f
−
1 − f1)f−2 (1− f−2 ) + f−1 (1− f−1 )f−2 (1− f−2 ).
(9)
The first part can be expanded












where in the last step we have replaced the time deriva-
tive of f by the free drift motion ∂f1∂t = −∂ε1∂k ∂f1∂r + ∂ε1∂r ∂f1∂k
leading to derivative of on-shell shifts (6). Therefore we
can absorb the first part of (9) into the left (drift) side of
the LMS equation (5). These gradients are absent for the
now considered homogeneous case. Using thermal aver-
aging of the occurring microscopic quantities τ , τ˜ and
∆t denoted by < ... > the second part of (9) leads to




= −f(k, t)− F0
τ
+












|T r(k, p, q)|2









|T r(k, p, q)|2
×δ((k − p) · q
m
)fp(1− fp) >





Im ln T r(k, p, q, ω)|ω=εk+εp > . (12)
The local equilibrium distribution F0 = f0−τ/τ˜f0(1−f0)
is specified here in such a way that equilibrium f0 is a so-
lution of the stationary problem. Conservation laws are
enforced in the usual way as for relaxation time approxi-
mation constructing the local equilibrium appropriately.
We remark that for Fermi ground state f0 = (0, 1) we
have F0 = (0, 1). We will restrict for the reason of sim-
plicity to states above Fermi level F0 ≈ 0 and discuss the
case F0 ≈ 1 in the end. All discussions can be performed
with any given F0.





τd = ∆t. (13)
2
Equations (11) and (12) are the main results of the pa-
per. It shows that from the LMS equation for dense
interacting Fermi systems one can derive an evolution
equation which shows the onset of chaos in that an os-
cillation occurs and with increasing parameter a, see (3),
bifurcations appear and deterministic chaos sets in. This
is due to the fact that besides the stationary solution f0
of (11) which corresponds to the stationary fixed point 0
of (2) we have a branching fixed point which corresponds
to 1 − 1/a of (11). For the occupied states F0 ≈ 1 we
would get instead of the fixed points (0, 1−1/a) the fixed
points (1,−1/a) of (2) which would result into a minus
sign in front of the 2 in (3). This case is discussed in
the end while we first concentrate on the scattering case
F0 ≈ 0 exactly equivalent to (2).
To be specific we will now calculate the parameter (13)
for an interacting Fermi system. We use the model of
separable interaction [11,12] which is written in terms
of the difference momenta of incoming p1 and outgoing
particles p2





in terms of two parameter, the coupling constant λ and
the inverse potential range β. With the help of this po-
tential the scattering T -matrix equation T = V + V GT
can be solved
T r(k, p, q, ω) = (2pih¯)
3λ/m





mh¯ω − iβ)2 )
−1. (15)
Calculating the scattering phase shift cot δ = ReT /ImT











p2 + .. (16)
shows that the parameter β and λ are linked to the scat-















Therefore we can describe with this simple rank-one sep-
arable potential the scattering length a0 and the range r0
of the interaction. Alternatively to the potential range
one could fit to the bound state energy ω = EB < 0 which
yields λ = β(β − mEB)2/pi2. We neglect here medium
effects on the T -matrix which can be considered as well
[12].
Now we can calculate the parameter (12) explicitly in
the low temperature limit. The angular and energy in-
tegrals can be separated in the usual manner [13,14] and




























with the Fermi energy f = p
2
f/2m and the dimensionless
scattering length as = a0pf/h¯.























which can be of course given in terms of elementary func-
tions. The function c3 is somewhat more complicated










dyyν−1/(1 + xy)/(ey − 1). The pa-
rameter η = h¯a0β which gives the ratio between range of
potential to scattering length is assumed to be small in
the following. Since we are interested in lowest order fi-
nite potential size effects we will restrict the discussion to
c1 ∼ c2 ∼ c3 ∼ 1. But for completeness we give all results
with constants ci. The final result for the parameter of























from which we will now give the conditions for the onset
of bifurcation and route to chaos according to (3). For














With the abbreviation c = 3asg3/2(a
2
s)c3/pi






f we write (3) as a condition for the















< 0 correspondingly. We see first that for repulsive
interaction as < 0 or τd > 0 and the corresponding > sign
in (23) there is no solution for Tz. This can be seen since













2) = pi. (25)
We conclude that for repulsive interaction we will not
have bifurcations and chaotic behaviour in the time evo-
lution of the distribution function.
















FIG. 1. The basic frequency (22) occurring in the time evo-
lution of the distribution function versus dimensionless scat-
tering length for different temperatures and spin-isospin etc
degeneracy s = 2, 4.
In the opposite case of attractive interaction with a0 >
0 or τd < 0 we see from (23) that the corresponding <
sign is fulfilled for any Tz due to |c| < 8(pi + 1) which
follows from (25). The restriction for temperature and
densities follows from the positiveness of the frequency
(22) as [as = pfa0/h¯]






which leads, with the considered low temperature limit

















; s = 2
(27)
where the number is the solution of x3g3/2(x
2) = pi2/2s
respectively.
With (27) and (26) we have given the density and tem-
perature region where in a Fermi system with attractive
interaction bifurcation and chaos during the time evolu-
tion of the distribution function might occur. The im-
portant novel observation is that the distribution func-
tion shows temporal oscillations around the equilibrium
value with a basic frequency (22). In figure 1 we plot this
frequency (22) as a function of the dimensionless scatter-
ing length. We see that for each temperature there is a
minimum value of density of Fermi momentum pf above
which a positive frequency occurs.
The unstable fixed points of the kinetic equation al-
lows to follow the route to chaotic time dependence via
successive bifurcations. We restricted the discussion here
to the states above Fermi level F0 ≈ 0. Discussing the
states below Fermi level F0 ≈ 1 we obtain −2 instead of
2 in equation (3) and consequently a lower temperature
bound above which bifurcations occur even for repulsive
interaction. For attractive interaction we get a lower and
upper bound as well. The detailed formulas can be given
analogously as the discussion above also for arbitrary (fi-
nite temperature) F0. But the frequency of oscillation
(22) remains the same in all cases.
Summarising we propose that in a dense interacting
Fermi system there should appear a time oscillation of the
distribution function. For certain density and tempera-
ture conditions this oscillation bifurcates and the route
to chaotic time evolution sets in. It could be considered
as a sign of onsetting phase transition in accordance with
the analogy found in [3] between mean-field phase tran-
sitions and bifurcations of discrete maps. This point will
be subject of forthcoming work.
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