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Abstract
In this work, we consider semilinear elliptic systems for the polyharmonic operator having a
critical growth nonlinearity. We establish conditions for existence and nonexistence of nontrivial
solutions to these systems.
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1. Introduction
In this note we consider the system
⎧⎪⎪⎨
⎪⎪⎩
(−)mui = fi(u) +
n∑
j=1
aijuj in , i = 1, . . . , n,
ui ∈ Hm0 (), i = 1, . . . , n.
(1.1)
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Here m ∈ N, N2m,  ⊂ RN is a bounded smooth domain, A = (aij ) ∈ Rn×n is
a symmetric matrix, fi(u) = 12∗ iF (u) with F ∈ C1(Rn) positively homogeneous of
degree 2∗ = 2N
N−2m , that is F(t) = 2
∗
F(t) holds for  > 0 and t ∈ Rn.
Brézis and Nirenberg investigated in the famous paper [6] the existence of solutions
of the critical equation
{
−u = u + |u| 4N−2 u in ,
u = 0 on .
(1.2)
The Brézis–Nirenberg problem for the polyharmonic operator, that is the case m2,
n = 1 in (1.1), has been studied in [16] and many subsequent papers. More recent results
on nonlinear equations for the polyharmonic, in particular the biharmonic operator 2
can be found in [2–4,8,9,11] and the references therein. Recently, Amster et al. [1]
studied the problem (1.1) for m = 1, n1. Observe that for n2 there are many
2∗-homogeneous functions F ∈ C1(Rn). Examples are
F(t) = |t |2∗q =
(
n∑
i=1
|ti |q
)2∗/q
, q > 0 (1.3)
or F(t) = (i (t))2∗/i where i is the ith elementary symmetric polynomial, i =
1, . . . , n. Of course, linear combinations of 2∗-homogeneous functions are again 2∗-
homogeneous. Most generally, given G : Sn−1 → R the function F(t) = G(t/|t |2)|t |2∗2
is positively homogeneous of degree 2∗. Amster et al. obtained the existence of
a solution of (1.1) for m = 1, arbitrary n1, and F as in (1.3) with q2. For a
survey of results on elliptic systems with superlinear nonlinearity we refer to de
Figueiredo [7].
In this paper we treat the general case m, n1 and F positively homogeneous of
degree 2∗. Our existence results improve the one from [1] even in the case of the
Laplace operator (m = 1). In order to state our results, let 1 be the ﬁrst eigenvalue of
(−)m with homogeneous Dirichlet boundary conditions. The space Hm0 () is provided
with the scalar product
〈u, v〉 =
{ ∫
 
m/2u · m/2v, m even,∫
 ∇(m−1)/2u · ∇(m−1)/2v, m odd
and associated norm ‖u‖. We set X := Hm0 (,Rn) and
〈u, v〉 :=
(
n∑
i=1
‖ui‖2
)1/2
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for u, v ∈ X and also write ‖u‖ for the corresponding norm. For a symmetric n × n-
matrix A = (aij ) ∈ Rn×n deﬁne
‖A‖ := max{|| :  is an eigenvalue of A}.
We ﬁrst provide some necessary conditions for the existence of solutions.
Theorem 1.1. Suppose that aij > 0 for every i, j , and fi(u) > 0 for u > 0. Suppose
moreover that (1.1) has a nonnegative, nontrivial solution u ∈ X. Then ‖A‖ < 1.
Theorem 1.2. Let F ∈ C1(Rn) be positively homogeneous of degree 2∗, F 0, and
fi(u) = 12∗ iF (u). If A is symmetric and negative deﬁnite, and if  is starshaped then(1.1) has no nontrivial solution.
Our main results are the following two existence theorems.
Theorem 1.3. Let N4m, F ∈ C1(Rn) be positively homogeneous of degree 2∗, and
fi(u) = 12∗ iF (u). Assume that A = (aij ) ∈ Rn×n is symmetric with ‖A‖ < 1. Then(1.1) has a nontrivial solution provided
(∗) there exists t∗ ∈ Sn−1 = {t ∈ Rn : |t |2 = 1} with F(t∗) = max F(Sn−1) and
〈At∗, t∗〉 > 0.
In the case of the critical dimensions 2mN4m − 1, we need the best Sobolev
constant
K := inf
u∈Hm0 ()
‖u||
|u|2∗ (1.4)
for the embedding of Hm0 () in L2
∗
() and obtain:
Theorem 1.4. Consider F as in Theorem 1.3 and 2m + 1N4m − 1. Let  be an
eigenfunction of (−)m corresponding to 1 normalized so that
∫

||2∗ dx = 1. (1.5)
Let M := max F(Sn−1) and ¯ := 1 − K
M2/2∗
∫
 
2 dx
. Then (1.1) has a nontrivial
solution provided
(∗∗) there exists t∗ ∈ Sn−1 with F(t∗) = M and ¯ < 〈At∗, t∗〉 < 1.
If F(t) = |t |2∗q is as in (1.3) and q2, then M is achieved at ei , i = 1, . . . , n.
Thus we obtain a solution if aii > 0 for some i ∈ {1, . . . , n}, provided N4m. This
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is the result achieved in [1] for m = 1. In the case q = 2, N4m, it is sufﬁcient to
assume that 〈At∗, t∗〉 > 0 for some t∗ ∈ Sn−1, equivalently, that A has at least one
positive eigenvalue. If q < 2 then M is achieved at all t∗ ∈ Sn−1 with |t∗i | = n−1/2,
i = 1, . . . , n. Consequently, (∗) is satisﬁed if ∑ni,j=1 aij ij > 0 for some 1, . . . , n ∈{±1}. Observe that we can deal with all q > 0. We leave it to the reader to discuss
other interesting examples, for instance other symmetric polynomials F(t) = i (t)2∗/i .
2. The variational setting and local compactness
Throughout this section we suppose that F ∈ C1(Rn) is positively homogeneous of
degree 2∗, F 0, and that fi(u) = 12∗ iF (u). We also assume that F(0) = 0. For
u ∈ X = Hm0 (,Rn) we consider the functional
(u) = 1
2
‖u‖2 − 1
2
〈Au, u〉L2 −
1
2∗
∫

F(u).
By standard arguments we know that  ∈ C1(X) and
〈′(u), h〉 = 〈u, h〉 − 〈Au, h〉L2 −
n∑
i=1
∫

fi(u)hi
for all h ∈ X. It follows that the critical points of  are precisely the weak solutions
of system (1.1). Equivalently, setting
	 : X → R, 	(u) =
∫

F(u) dx,
the nontrivial solutions of (1.1) correspond via scaling to the critical points of the
functional
A(u) = ‖u‖2 − 〈Au, u〉L2
constrained to the manifold
VF := {u ∈ X : 	(u) = 1}.
We deﬁne
KF () := inf
{
‖u‖2 : u ∈ X, 	(u) = 1
}
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and
KF := KF (RN).
Lemma 2.1. (a) The constant KF deﬁned is attained.
(b) KF () = KF for any domain  ⊂ RN .
In order to prove Lemma 2.1, we recall the following version of the Brézis–Lieb
lemma [1,5].
Lemma 2.2. Consider F ∈ C1(Rn) with F(0) = 0 and |iF (u)|c|u|p−1, some
1p < ∞. Let (u(k))k be a bounded sequence in Lp(,Rn), and such that u(k) → u
a.e. on . Then
lim
k→∞
(∫

F(u(k)) −
∫

F(u(k) − u)
)
=
∫

F(u).
Proof of Lemma 2.1. (a) Using Lemma 2.2 and the Sobolev inequalities for systems
(cf. [12, p. 165]) it is standard to show that a minimizing sequence is relatively compact
up to translation and dilation.
(b) From the embedding Hm0 () ⊂ Hm(RN) it follows that KF KF (). For the re-
verse inequality recall that by Lions [13] there exists a sequence (u(k))k in C∞0 (RN,Rn)
with
∫
 F(u
(k)) = 1 and such that ‖u(k)‖2 → KF . By translation and scaling we may
assume that supp (u(k)) ⊂ , so u(k) ∈ Hm0 (), hence KF KF (). 
Lemma 2.3. The constrained functional A|VF satisﬁes the (PS)c-condition for
c < KF .
Proof. The proof is rather standard and only included for the reader’s convenience.
Let (u(k))k be a (PS)c-sequence for A|VF for some c < KF . It is easy to see that
(u(k))k is bounded in X. Thus, along a subsequence which we continue to denote by
(u(k))k , we have u(k) ⇀ u weakly in X, u(k) → u strongly in Lp(,Rn), 1p < 2∗,
and u(k) → u a.e. in . Since (A|VF )′(u(k)) → 0 there is a sequence of Lagrange
multipliers k ∈ R such that
′A(u(k)) − k	′(u(k)) → 0 as k → ∞. (2.1)
The boundedness of the sequence (u(k)) and the homogeneity of F imply
〈′A(u(k)), u(k)〉 − 2∗k = 〈′A(u(k)), u(k)〉 − k〈	′(u(k)), u(k)〉
= o(1) as k → ∞.
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Since 〈′A(u(k)), u(k)〉 = 2A(u(k)), it follows that
k =
2
2∗
c + o(1) as k → ∞. (2.2)
Next, observe that u is a weak solution of
(−)mui = cfi(u) +
n∑
j=1
aijuj , i = 1, . . . , n (2.3)
because for any 
 ∈ C∞0 (), we have
〈
′A(u) −
2
2∗
c	′(u), 

〉
= 〈′A(u(k)) − k	′(u(k)), 
〉 + o(1) = o(1)
by (2.1) and (2.2). The regularity results from [14] imply that u ∈ L∞(,Rn) and that
it is a classical solution of (2.3).
We claim that u(k) → u strongly in X. In order to see this we test (2.1) with
v(k) = u(k) − u and obtain
o(1) = 〈′A(u(k)) − k	′(u(k)), v(k)〉
= 2〈u, v(k)〉 + ‖v(k)‖2 − 2
(
〈Au, v(k)〉L2 − 〈Av(k), v(k)〉
)
−k〈	′(u(k)), v(k)〉. (2.4)
From v(k) ⇀ 0 weakly in X and v(k) → 0 strongly in L2(,Rn) it follows that
〈u, v(k)〉 − 〈Au, v(k)〉L2 − 〈Av(k), v(k)〉L2 → 0. (2.5)
Moreover, by Lemma 2.2, we have
∫

F(u(k)) =
∫

F(u) +
∫

F(v(k)) + o(1).
Hence,
k〈	′(u(k)), v(k)〉 = k2∗
N∑
i=1
∫

fi(u
(k))v
(k)
i
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= k2∗
N∑
i=1
∫

fi(u + v(k))(ui + v(k)i )
−k2∗
N∑
i=1
∫

fi(u + v(k))ui
= k2∗
∫

F(u(k)) − k2∗
N∑
i=1
∫

fi(u + v(k))ui
= k2∗
(∫

F(u) +
∫

F(v(k)) + o(1)
)
−k2∗
N∑
i=1
∫

fi(u + v(k))ui .
From v(k) → 0 strongly in (Lp())n for 1p < 2∗ it follows that
k2∗
n∑
i=1
∫

fi(u + v(k))ui = k2∗
∫

F(u) + o(1)
and thus
k〈	′(u(k)), v(k)〉 = k2∗
∫

F(v(k)) + o(1) as j → ∞.
Now (2.2), (2.4), (2.5) imply
‖v(k)‖2 = c
∫

F(v(k)) + o(1) as k → ∞. (2.6)
In the case c0, (2.6) shows that ‖v(k)‖2 → 0 as k → ∞, hence u(k) → u in X. In
the case 0 < c < KF we ﬁrst apply Lemma 2.1(b) and obtain
∫

F(v(k))K−2
∗/2
F ‖v(k)‖2
∗
.
Now we can deduce from this and (2.6) that
‖v(k)‖2
(
K
2∗/2
F
c
− ||v(k)||2∗−2
)
o(1).
538 T. Bartsch, Yuxia Guo / J. Differential Equations 220 (2006) 531–543
Since 0 < c < KF , it is sufﬁcient to prove that lim supk→∞ ‖v(k)‖2c. In order to
see this observe that
A(u
(k)) = A(u + v(k)) = ‖u‖2 + ‖v(k)‖2 − 〈Au, u〉L2 + o(1),
because v(k) ⇀ 0 in X and v(k) → 0 in L2(,Rn). Now A(u(k)) → c implies
c = ‖u‖2 + ‖v(k)‖2 − 〈Au, u〉L2 + o(1).
On the other hand, since u is a solution of (1.1), we obtain
‖u‖2 − 〈Au, u〉L2 = c
∫

F(u).
From this we deduce lim supk→∞ ‖v(k)‖2c. 
3. Proof of Theorems 1.3 and 1.4
We need two lemmas in order to prove Theorems 1.3 and 1.4.
Lemma 3.1. Let F : Rn → R+ be positively homogeneous of degree 2∗ and M =
max F(Sn−1). Then KF ()KM−2/2
∗
, and equality holds if F(ei) = M is achieved
by a basis vector ei ∈ Rn, in particular for F(t) = |t |2
∗/q
q , any q2.
Proof. Since F(t)M|t |2∗2 for every t ∈ R it sufﬁces to consider the case F(t) =
|t |2∗/22 where M = 1. The Minkowski inequality implies:
(∫

F(u)
)2∗/2
=
⎛
⎝∫

(
n∑
i=1
|ui |2
)2∗/2⎞⎠
2/2∗

n∑
i=1
(∫

|ui |2∗
)2/2∗
 K−1
n∑
i=1
‖u‖2 = K−1‖u‖2.
Since F is homogeneous of degree 2∗ we have
KF () = inf
u∈X,u=0
‖u‖2
(
∫
 F(u))
2/2∗ K = KM−2/2
∗
.
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Now, we consider an arbitrary positively 2∗-homogeneous function F with F(ei) =
M . Recall from [17, Theorem 2.1] that K is achieved on  = RN by the functions
Uε(x) = cm,Nε(N−2m)/2(|x|2 + ε2)(N−2m)/2 (3.1)
for any ε > 0; here cm,N is normalized so that |Uε|2∗ = 1 for every ε > 0. Setting
uε = Uε ·ei , the deﬁnition of KF (), the positive homogeneity of F, and Lemma 2.1(b)
imply
K =
∫
RN |Uε|2(∫
RN U
2∗
ε
)2/2∗ =
∫
RN |Uε|2
M−2/2∗
(∫
RN F (uε)
)2/2∗  KFM−2/2∗ = KF ()M−2/2∗ . 
Next we deﬁne
KF,A() = inf {A(u) : u ∈ VF } .
Lemma 3.2. If F and A = (aij ) satisfy the conditions of Theorem 1.3 then KF,A() <
KF ().
Proof. By Lemma 3.1 it sufﬁces to prove
KF,A() <
K
M2/2∗
= ‖U‖
2
M2/2∗
(3.2)
with U = Uε a function as in (3.1).
Let  ∈ C∞0 () be a nonnegative function satisfying (x) = 1 in a neighborhood
of 0. Then Vε := Uε ∈ Hm0 (), and
‖Vε‖2 = K + O(εN−2m),
|Vε|22∗ = 1 + O(εN),
|Vε|22 =
{
cε2m + O(εN−2m) if N4m + 1,
cε2m| log ε| + O(ε2m) if N = 4m
with some constant c > 0; cf. [11].
Now let uε = Vε · t∗ ∈ Hm0 (,Rn) where t∗ ∈ Sn−1 is as in condition (∗) from
Theorem 1.1. In order to prove (3.2), we ﬁrst consider the case N4m + 1. Then
KF,A() − K
M2/2∗
 A(uε)
	(uε)2/2
∗ − K
M2/2∗
= ‖Vε‖
2 − 〈At∗, t∗〉|Vε|22
M2/2∗ |Vε|22∗
− K
M2/2∗
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= K + O(ε
N−2m) − 〈At∗, t∗〉 (cε2m + O(εN−2m))
M2/2∗(1 + O(εN)) −
K
M2/2∗
= −c〈At
∗, t∗〉ε2m + O(εN−2m)
M2/2∗ + O(εN−2m)
< 0
provided ε is sufﬁciently small.
In the case N = 4m, one can repeat the above proof with the term εN−2m replaced
by | log ε| and obtains
KF,A() − K
M2/2∗
−c〈At
∗, t∗〉| log ε|ε2m + O(ε2m)
M2/2∗ + O(ε2m) .
Now (3.2) follows as before. 
Proof of Theorem 1.3. By Lemma 2.1, 2.3, and 3.2, there is a minimizer u ∈ VF of
the functional A constrained to VF . Then there exists a Lagrange multiplier  such
that
(−)mui =
n∑
j=1
aijuj + fi(u) in , i = 1, . . . , n.
From
∫

∑n
i=1 fi(u)ui =
∫
 F(u) = 1, and ||A|| < 1, we get
 = ‖u‖2 − 〈Au, u〉L2 > 0.
Now one easily checks that (N−2m)/(N+2m)u is a solution of (1.1). 
Proof of Theorem 1.4. Let  be an eigenfunction corresponding to the eigenvalue 1
of 2 in  with Dirichlet zero boundary normalized to ||2∗2∗ dx = 1. Set u∗ = t∗
with t∗ ∈ Sn−1 from condition (∗∗) in Theorem 1.4. Then we have u∗ ∈ VF and
A(u
∗) = ‖u∗‖2 − 〈Au∗, u∗〉L2 = ‖‖2 − 〈At∗, t∗〉||22
=
∫

(−)m dx − 〈At∗, t∗〉||22 = (1 − 〈At∗, t∗〉)||22
< M−2/2∗K
for ¯ < 〈At∗, t∗〉 < 1. The proof of Theorem 1.4 proceeds now as the one of
Theorem 1.3. 
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4. Proof of Theorems 1.1 and 1.2
Proof of Theorem 1.1. Suppose u = (u1, . . . , un) ∈ Hm0 (,Rn) is a nonnegative
nontrivial solution of (1.1). Multiplying (1.1) with a ﬁrst eigenfunction 1 > 0 of
(−)m in Hm0 () yields
1
∫

ui1 =
∫

(−)mui1 =
∫

fi(u)1 +
n∑
j=1
aij
∫

uj1. (4.1)
Setting zi :=
∫
 ui1 and z = (z1, . . . , zn), (4.1) implies 1z > Az, that is 1zi(Az)i ,
for all i = 1, . . . , n, and the strict inequality holds for some i.
Since A is symmetric and aij > 0 for all i, j , by the Perron–Frobenius Theorem (cf.
[10]) ‖A‖ is an eigenvalue of A with a positive eigenvector v. We obtain
1〈z, v〉 > 〈Az, v〉 = 〈z,Av〉 = ‖A‖〈z, v〉,
Since 〈z, v〉 > 0 we deduce 1 > ‖A‖. 
For the proof of Theorem 1.2 we need the following generalized Pohozaev identity
due to Pucci and Serrin [15].
Lemma 4.1. Suppose that u ∈ C2m(¯, Rn) is a classical solution of the system (i =
1, . . . , n):
{
(−)mui = gi(u) in , i = 1, . . . , n,
ui = ∇ui = ... = ∇mui = 0 on , i = 1, . . . , n,
where gi(u) = Gui for some G ∈ C
1(RN) with G(0) = 0. Then when m is even:
n∑
i=1
∫

|m2 ui |2(x · (x)) ds = 2N
∫

G(u) dx − (N − 2m)
n∑
i=1
∫

gi(u)ui dx
and, when m is odd:
n∑
i=1
∫

|∇m−12 ui |2(x · (x)) ds = 2N
∫

G(u) dx − (N − 2m)
n∑
i=1
∫

gi(u)ui dx,
where (x) is the outside normal vector at x ∈ .
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Proof of Theorem 1.2. Let G(u) = F(u) + 12 〈Au, u〉. Since F is positively homo-
geneous of degree 2∗, it follows that
n∑
i=1
fi(u)ui = 2∗F(u). Applying Lemma 4.1 to
G(u), we have in the case of m even:
n∑
i=1
∫

|()m2 ui |2x · (x) ds
= [2N − 2∗(N − 2m)]
∫

F(u) + 2m
n∑
i=1
∫

〈Au, u〉
= 2m
n∑
i=1
∫

〈Au, u〉. (4.2)
Since A is negative deﬁnite, the right-hand side in (4.2) is negative unless u ≡ 0. On
the other hand, x · (x) > 0 on  because  is star shaped. We conclude that the
only solution of (1.1) is the trivial one.
A similar argument works in the case when m is odd. 
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