INTRODUCTION AND SU•VI•VIARY
The effect of lateral inhomogeneities on surface-wave propagation is becoming increasingly important as seismologists study the structure of the earth in ever finer detail. Perturbations from such structural complexities can be viewed either as noise when the usual simplifying assumptions of homogeneous, plane-layered, perfectly elastic media. are applied, or as observational quantities from which structural interpretations may be derived. In either case, it is important to have a method by which the theoretical effects of a given model can be computed. This paper describes such a method.
For several reasons the computations in this paper are limited to two-dimensional horizontal shear motion: (1) less storage space and computer time are required than in the corresponding vector-elastic computations, and thus more realistic heterogeneities can be modeled within the space-time limits available; (2) as opposed to Rayleigh waves [Alexander, 1963; Kuo and Thompson, 1963] Ghosh, 1962] , the assumptions made in these studies, usually stated in terms of the relative change of structure per wavelength, make the application of the results to realistic earth models of questionable value [Boore, 1969] . For this reason the straightforward numerical integration of the relevant boundaryvalue problem is attractive, especially since present digital computers can handle significant problems at reasonable cost.
In this paper a simple form of lateral heterogeneity is treated' a uniform layer of nonconstant thickness (but planar free surface) covering a homogeneous half-space. In particular, the heterogeneity is confined to a region connecting two quarter planes in each of which the layer has a constant thickness (Figure 1) , and can thus be thought of as a simplified model of the ocean-continent boundary. By studying the dispersion and amplitude-transfer coefficients for various station combinations across the transition region, several interesting features that have relevance to actual observations can be seen. Prominent among these features is the significant anisotropy which exists in the measured phase velocity of waves propagating in opposite directions across a given station array located over the transition region. Also of interest is the relative increase or decrease in the amplitudes of waves propagating across the region. This phenomenon is also anisotropic and is large enough in the particular model studied to be diagnostic of the underlying structure. Of importance to studies of earthquake-source mechanisms via the amplitude equalization of surface waves is the indication that, notwithstanding the complexities in the transition region, a simple correction can usually be applied for the influence of the boundary on the observed amplitudes. Although the above observations are based on a model of the ocean-continent transition, the technique can also be applied to calculations of the effect of local structure. Since seismometers are not placed conveniently with respect to the oceancontinent boundary, it is in the latter case that the technique can be most helpful. Application to measurements is now under way.
In the next section of the paper will be a statement of the relevant boundary-value problem, and in the section following the finitedifference formulation of the solution will be discussed. As a check of the method, the fourth section will be an application to problems possessing analytical solutions. With this as a background the solution of the originally posed problem, along with discussions of the seismological implications, will be given in the fifth section.
STATEMENT OF PROBLEM
The formulation is that of a standard twodimensional initial boundary-value problem. Consider the geometry in Figure 1 Although sources can be included quite easily in the formalism, the basic assumption in this paper is that we are dealing with well-formed, source-free Love waves that impinge on inhomogeneous, complicated structures. Because of the basic forward-step nature of wave propagation, this problem can be formulated quite easily. Note in Figure 1 that the thickness of the layer for x < 0 is constant. We assume that, a transient disturbance has been set up by sources at infinity such that at the time t = 0 the wave motion is confined to the region x < 0 and is appropriate to a Love wave propagating on a layer of constant thickness over a half-space. Such a disturbance will completely satisfy the equations of motion and boundary conditions. With this as a starting condition, the system is turned loose and the transient disturbance is propagated into the inhomogeneous region. This is accomplished by employing a finite-difference approximation to the problem. be quite poor in a different application. As an example, the method described below for the interface boundary condition gives better results for Love waves, traveling essentially horizontally, than for SH waves at vertical incidence to the boundary. A similar experience for P-SV motion is described by Alterman and Rotenberg [1969] .
If the z index of the free surface is 2, the stress-free boundary condition (2) Initial conditions. As mentioned earlier, the initial displacements are taken to correspond to Love waves propagating along a layer of appropriate thickness. Instead of giving displacement and velocity at t = 0, we give theoretical displacements throughout the grid for times t = 0 and At (p = 0, 1). The theoretical displacements are calculated by a Fourier synthesis of the component eigenfunctions such that the surface displacement at t --0 has the form of a Ricker wavelet [Ricker, 1945] . Details of the synthesis are given in Appendix 2. The dimensions of the grid are such that the input displacement is, for all practical purposes, wholly contained within the region bounded by the left-hand fictitious boundary and the region of sloping interface. Thus we set to zero displacements outside this region (Figure 4 ). The containment on the left side is, not necessary, for we can compute the theoretical displacement for the incoming wave along the left boundary at any time. Since, however, this requires either a Fourier synthesis over wave number at each depth and time point, which is expensive, or the initial computation and storage of displacements synthesized over frequency at each depth point, which is space consuming, the containment of the initial displacements within the described area was considered to be the most practical procedure. This is an illustration of the storage-space, computation-time tradeoff often encountered in finite-difference problems.
It should be emphasized at this point that the only particularization to Love-wave displacement has been in the specification of the initial conditions. The equations of motion and boundary conditions are completely general. Except for possible fictitious boundary disturbances, the difference scheme should give the total wave solution to the formulated problem as the initial disturbance propagates into the heterogeneous medium.
Stability and accuracy. The influence of the system as a whole (difference equations, interface equations, and initial displacements) should be considered in evaluating the stability and accuracy of a difference scheme. The difficulty of doing this in practice forces one to look at each component separately in the hope that by so doing one can get a general idea greater than •r/Ax. To assure that the differof the total behavior. ence approximation is an accurate representaIt is quite easy to show [Boore, 1969] that tion of the actual derivative, the spatial frethe truncation error inherent in (6) is such quencies should be even lower than this. --First, the initial displacements at two times where Ah is the minimum spatial grid spacing are generated. Next, the grid is swept by the and /? is the maximum shear velocity. This difference equation (7) to generate displacerestriction is not severe but does require a ments at the next time step. Note that because smaller time step than seems necessary. As dis-many grid values are initially zero, only a cussed earlier, there are several ways of writing steadily increasing portion of the entire grid the difference equations so that unconditional need be swept at each time iteration. Followstability is achieved, but the resulting equations ing this the new curve and fictitious point are implicit and their solution is not as con-values are found from (8) and (9), and the venient as the forward time-step method used bottom boundary displacements are given by here.
analytic values. The process is recycled as As previously mentioned, the influence of the many times as desired, with printer-plot 'snapinterface condition on the accuracy and stability shots' of the motion generated at desired times. is difficult to determine a priori, and an empiri-Displacement values from 'seismometers' local approach must be taken. Several observa-cated at arbitrary positions in the medium are tions can be made, however. The approximation stored at predetermined time intervals and after of (3) uses single-sided differences, which are completion of the time cycles are punched on of order Az rather than (Az) • as in the equa-cards to be used in subsequent processing, such tions of motion and free surface condition. as phase-velocity determination and transfer Furthermore, in contrast to the approximation ratio computations. It is interesting to note that of (2), the material near the interface is in although the initial displacement must be rather effect not required to satisfy the equations of pulse-like because of the limitations of storage motion since these equations are not explicitly space, the effect of the heterogeneity on the used in determining the displacement at curve time-domain representation of a more realistic, points for time p + 1. Another problem with dispersed wave train can be simulated by using the approach taken for the interface conditions the pulse results to derive the transfer spectrum is that the use of an irregular star at funny between any two seismometer locations. points implies that locally the stability condiTypically, a grid 300 by 60 was used with tion (10) may not be satisfied. This disad-300 time iterations. The structure of (7) is vantage is partially offset, however, since in such that only two rather than three spatial such a case material closer than usual to the grids need to stored. Running time, exclusive boundary is required to satisfy the equation of of the generation of initial displacements but motion, and thus the determination of the including output, was approximately 8 min boundary displacements as weighted averages on an IBM 360/65. Program optimization was of nearby displacements is more accurate. In not attempted. The initial displacements were practice, instabilities did not often arise from generated in a separate program and kept on the local violation of the stability condition. permanent file. Using a Fast Fourier TransThe effect of the initial conditions is not as form, the synthesis of the Love displacements difficult to determine. Here we can appeal to at a given depth and time required about 0.3 concepts of filtering and sampling theory seconds for 512 wave number points. The [Hamming, 1962] . To avoid aliasing, the initial amplitude spectrum of the initial displacement displacement should have no spatial frequencies was such that approximately 34 grid points Theoretical displacements based on a Fourier synthesis of the eigenfunction solutions are indistinguishable from the computed displacements illustrated in Figure 6 . More details concerning this synthesis and the treatment of the interfaces (especially the four-intersection point) may be found in Boore [1969] .
Dispersion problem. The example above indicated that the method works, but the results are not particularly useful. Of more interest is the simulation of a phase-velocity-measurement experiment. As a simple example of this and as a preliminary to the next section, the incident Love wave was allowed to propagate on the initial layer and hMf-space combination. See text for explanation. clarity the thin side and thick side graphs have been separated. We see that the measured dispersion is anisotropic in that it depends on the direction in which the wave is traveling, and that the anisotropy tends to disappear for shorter wavelengths. This dependence on wavelength agrees with intuitive expectations. since for stations removed from the boundary it is only the longer wavelengths that should be 'seeing' the transition region. In line with this, the phase velocities calculated from the station pair most distant from the transition region (given by crosses in Figure 12 ) appear to be approaching the theoretical curve, as we would expect. The critical distance is on the order of one wavelength; for stations farther from the transition than a wavelength, the effect will be small. Even if the measuring array is closer than this to the transition zone, a reasonable approximation to the local structure can be obtained by basing interpretations on an average of down-and updip phase velocities. A further observation is that the downdip propagation gives, in this model, consistently lower phase velocities than does updip propagation.
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The phase velocities measured over the transition region show similar features (Figure 13) : the phase velocity is strongly anisotropic, and the downdip propagation velocities are consistently lower than are the updip BOORE velocities. Here, however, the anistropy is greatest in the middle range of wave numbers. The phase velocities for smaller wave numbers are isotropic and biased. Also of interest is that the velocity difference between up-and downdip propagation can exceed the difference due to structure alone, and that downdip propagation is less perturbed than is updip propagation. Here an average of up-and downdip propagation is not as effective in removing the perturbations as it was when the measurement stations were removed from the transition region.
Although the phase velocity contains all the information that exists in the phase spectrum, it is instructive to look at the group delays separately. The group delays for each site were computed from the definition = by approximating the derivative by a two-sided difference. The theoretical group delays were found for each frequency by approximating the boundary by a series of fiat layers and accumulating the group delays for each layer. This theoretical approach is equivalent to a firstorder WKBJ solution to the problem. The resulting difference between the theoretical and measured group delays is plotted against frequency in Figure 14 It is tempting to point out that the tendency for updip propagation to give high phase vetered fields, which require other waves like leaking modes, this leads to the conclusion that such waves must be an important component of the total disturbance in the transition region. I expect that such modes become increasingly less important as the slope of the interface is decreased.
In problems such as this that possess no analytical answer, the correctness of the results must be judged both on the basis of experience with simpler problems and the qualitative behavior of the solution. As the previous section indicated, the finite-difference technique gave excellent results for simple models, but in neither of the examples presented was the curved-boundary approximation used. We must allow for the possibility that the method of treating the interface conditions across the curved region leads to fictitious sources that give rise to the peculiar behavior of the phase Because of the periodic nature of the finite Fourier transform, some juxtaposition of terms is required if the initial surface displacements are nonzero for x < 0. The corresponding displacements will be found at the end rather than the beginning of the array containing the results. This transposition is easy to accomplish, but could be avoided by shifting the x-origin in the beginning such that all initial displacements lie to the right.
Thus with one call to a FFT subroutine we have evaluated the integral (A7) at a given z, t, and N values of x.
