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Abstract 
Through the use of eye-tracking and conversation analysis this study examined the impact 
of video-conferencing on communication.  Paired participants performed a collaborative 
task over four communication media: face-to-face; desktop video-conferencing with eye 
contact; and life-size video-conferencing with and without eye contact.  Participants more 
frequently checked the information their partner verbally relayed when communicating 
face-to-face and over life-size video-conferencing with eye contact.  They also looked 
more at their partner when conversing over life-size video-conferencing with eye contact 
compared to the other conditions.  The results imply that the mode across which we 
communicate does influence our verbal and non-verbal interactions but that people still 
prefer to talk face-to-face. 
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Introduction 
As the global market continues to expand there becomes a greater need to 
communicate with people across larger distances.  Our traditional, and probably most 
prevalent, means of communicating with one another is by face-to-face communication, 
which is talking to another person live and in fairly close physical proximity.  In recent 
history our methods of communicating with one another have been supplemented by 
technology.  Telecommunication, or communicating over the telephone, text messaging, 
email, and computer-mediated communication have grown in popularity.  Communicating 
via video, or video-mediated communication, is not a novel idea but it is gaining 
popularity as many businesses have turned to video-conferencing to reduce travel costs and 
bridge communication gaps created by distance (Wolgemuth, 2008). 
Video-conferencing can be seen as a way to enhance and add information to more 
traditional computer-mediated communication (CMC), such as email, or older technologies 
such as teleconferencing.  Simply adding a still photograph to electronic mail, for example, 
can enhance its intended message; Guéguen and Jacob (2002) found that when the sender 
of an email included a digital photograph of him or herself, the recipient was far more 
likely to comply with a request to complete a survey. 
In their discussion of why and how organizations process information, Daft and 
Lengel (1986) differentiate between several communication media based on each 
medium’s ability to manage rich information – rich information being information that 
most reduces uncertainty and equivocality.  Daft and Lengel (1986) categorized media in 
order of decreasing richness: “(1) face-to-face, (2) telephone, (3) personal documents such 
as letters or memos, (4) impersonal written documents, and (5) numeric documents” (p. 
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560).  The richest media, they argued, provides immediate feedback and conveys many 
cues in the form of natural language (Daft & Lengel, 1986).  We can imagine that, in line 
with Daft and Lengel’s (1986) definition of media richness, video-mediated 
communication would lie somewhere between face-to-face communication and 
telecommunication. 
One disparity between video-mediated communication and face-to-face 
communication is that most traditional video-conferencing systems are not conducive to 
eye contact.  A camera is often placed several degrees of visual angle above the image of 
the face of the person talking.  On screen, the person appears to be looking downward. 
To better understand how the lack of perceived eye contact impacts video-mediated 
communication, the following literature review will support these three premises:  
1. Eye contact is an important component to human communication; 
2. Video-conferencing systems affect the perception of gaze, which includes eye contact; 
and, 
3. Verbal communication can be influenced by video-mediated communication. 
While previous research provides evidence that improved eye contact in video-
conferencing impacts verbal communication positively, it is still unclear how gaze 
behavior is influenced by video-conferencing.  Some possible relationships among the 
variables of video-conferencing are illustrated in Figure 1.  The unique geometry of video-
conferencing influences the perception of gaze, which in turn influences the perception of 
eye contact.  What is unclear, and was a focus of the current research, is the relationship 
between eye contact perception and eye contact behavior.  Some research has examined 
this relationship using subjective measures of gaze direction (Doherty-Sneddon, Anderson, 
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O’Malley, Langton, Garrond, & Bruce, 1997).  Perhaps eye contact perception and amount 
of eye contact made are reciprocal.  It might be the case that the less conducive a situation 
is to eye contact the less eye contact is made, and that the less eye contact that is made the 
less eye contact is perceived and so on.  The relationship between the ability to accurately 
perceive eye contact and the efficiency of communication has already been established and 
will be discussed later in this paper (Doherty-Sneddon et al., 1997).  The relationship 
between gaze behavior and efficiency of communication was also a focus of this study.   
 
 
 
 
 
 
 
 
 
 
The study reported as part of this thesis examines gaze behavior in both face-to-
face and video-mediated modes of communication using eye-tracking data.  Additionally, a 
number of measures such as Conversational Games Analysis, conversation surface 
structure, and performance on a collaborative map task give insight into how 
communication varies between communication modes.  
Figure 1. A model of the relationship between the variables of video-
conferencing.  An arrow indicates a relationship in which one 
variable affects or influences another.  
Verbal Communication 
Communication Media 
Looking Behavior 
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Gaze: Important to Communication 
Gaze can be defined as directed looking at any object, person, or direction. Eye 
contact is specifically gaze directed at another’s eyes and mutual gaze, or mutual eye 
contact, occurs when two people make eye contact simultaneously. When two people are 
in casual conversation, eye contact occurs about 61% of the time, 31% of which is mutual 
eye contact (Argyle & Cook, 1976).  People make eye contact 75% of the time while 
listening and 41% of the time while speaking (Argyle & Cook, 1976).   
The impact of gaze, and more specifically eye contact on our social interactions as 
humans is significant.  While we rely on a number of nonverbal cues to communicate 
information to others, eye contact seems to stand out distinctly from the rest.  There is 
support that sensitivity to eye contact occurs quite early in development and continues to 
be an important means of communication. 
Development and Neural Mechanisms of Gaze Detection.  There is evidence that 
humans become sensitive to gaze direction by around 5 months of age (Caron, Caron, 
Roberts, & Brooks, 1997), and recent research has suggested that infants as young as 48 
hours prefer faces that are gazing at them to faces that are looking away (Farroni, Menon, 
& Johnson, 2006).  Farroni et al. (2006) illustrated this by presenting infants with two 
photographs of the same face placed side-by-side; the eyes of the face in one photograph 
were looking straight ahead and the eyes of the face in the other photograph were averted.  
Infants looked for significantly longer at the picture of the face whose eyes were looking 
straight ahead.  This was not the case, however when the faces were inverted, suggesting 
that the preference for eye contact has little to do with other possible factors, such as 
symmetry.  Blass and Camp (2001) found that calm nine to twelve-week-old infants 
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preferred a familiar face to a stranger’s face when the familiar face was previously 
associated with both eye contact and sucrose delivery.  A preference did not occur for 
sucrose or eye contact alone, suggesting an interaction effect.  Sucrose is an analgesic for 
infants and if eye contact has a similar calming effect, the results of the two combined may 
be additive.  Additionally, when, in the control condition the experimenter did not make 
eye contact with the infant, the infants made great effort to try to make eye contact by 
smiling, gurgling, flirting, and arching their backs (Blass & Camp, 2001).    
The amygdala, a brain structure related to processing emotional stimuli, is thought to 
be one key neural component of gaze detection.  Spezio, Huang, Castelli, and Adolphs 
(2007) found that a patient with an amygdala lesion gazed more at a people’s mouths and 
less at their eyes during conversation as compared to subjects without an amygdala lesion.  
Other cortical regions related to visual processing have also been shown to respond 
differentially for gaze direction.  Area V5 (part of the dorsal visual pathway involved in 
motion perception and coding actions) of the visual cortex is more active when viewing 
images of faces whose eyes are animated to make eye contact as opposed to faces whose 
eyes are being animated away from eye contact (Watanabe, Kakigi, Miki, & Puce, 2006).  
Communication.  Before discussing the role of gaze in communication, it is important 
to note that communication is a broad category referring to any transfer of information 
from one person to another.  In his model of nonverbal behaviors Patterson (1982) 
distinguished two types of nonverbal transfer of information.  Communicative information 
is information that is consciously intended to be communicated by the person performing 
the action.  Indicative information is information that is given unintentionally, but the 
message can still be derived (Patterson, 1982).  For example, if in the middle of a 
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conversation your friend glances nervously at his watch, this could be either 
communicative or indicative information depending on his intention.  Your friend may 
wish to communicate to you that he is in a hurry and must end the conversation.  Or 
perhaps he glanced at his watch without intending to send you a message.  But you could 
nonetheless derive from his behavior that he is nervous about the time for some reason.  
We can receive both communicative and indicative information from eye contact.  In an 
excellent review, Kleinke (1986) used Patterson’s (1982) model of nonverbal behavior to 
group gaze into more specific functional categories.  The next sections discuss the role of 
eye contact in the categories of impression formation, emotion, compliance, attention, and 
memory, and then some of the cultural and gender differences seen in gaze behavior.  
Impression formation.  Gaze direction can influence the likeability and attractiveness 
of a person as perceived by another.  When participants in a study by Mason, Tatkow, and 
Macrae (2005) viewed female faces that made a gaze shift toward them, they rated the 
faces to be more likeable than when the eyes of the face made an animated shift away from 
the participant.  Males rated female faces that made eye contact as more attractive than 
female faces whose eyes looked away (Mason et al., 2005).  Couples that scored higher on 
a questionnaire test measuring level of romantic love engaged in more eye contact than 
couples that had a lower romantic love score (Rubin, 1970).  
Gaze also plays a role in perceived deception.  U.S. Customs inspectors were more 
likely to want to search a passenger in a mock interview when the passenger diverted his 
gaze frequently (Kraut & Poe, 1980).  This was true despite the fact that gaze avoidance 
was not correlated with lying (Kraut & Poe, 1980).  
It also appears that believed eye contact, or what we are told about the level of our own 
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or another’s eye contact can affect our perception of that person (Kleinke, Bustos, & 
Meeker, 1973).  Kleinke et al. (1973) tested this concept by having male-female dyads 
engage in a conversation.  After the conversation, the experimenter told the participants 
that the amount of gaze of one of them was either less, about the same as, or more than that 
of most people.  Participants then answered some questions about themselves and the other 
person.  Partners alleged to have made less than average eye contact were rated as less 
attentive.  When males were told they gazed less than average at their female partner, they 
rated her more favorably.  Conversely, females who were told they gazed at their male 
partner more than average rated him more positively.  When males were told their female 
partner gazed an average amount, they rated her as more relaxed.  Conversely, when 
females were told their male partner gazed an average amount they rated him as less 
relaxed.  Males who were told their female partners had less than average gaze rated her as 
least attractive while females who where told their male partner had more than average 
gaze rated him least attractive.  Both males and females who were told their partner had 
more than average gaze rated him or her as being more sincere (Kleinke et al., 1973).  
Regardless of the actual gaze of another person, the amount of gaze we think someone is 
directing at us affects our impression of him or her.  
Emotion.  The presence or absence of eye contact can affect the perceived emotion 
expressed by the face.  Adams and Kleck (2005) presented neutral faces to participants; 
half of them gazed straight ahead (made eye contact) and half of them had averted gaze.  
Participants rated each face on scales of anger, fear, sadness, and joy.  Neutral faces that 
made eye contact were more likely to be judged as expressing anger or joy, whereas 
neutral faces with averted gaze were more likely to be rated fearful or sad.  When 
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participants were presented with composite faces expressing both fear and anger, if the 
gaze was averted the face was more likely to be rated as fearful.  When the composite faces 
were gazing at the participant, the face was equally likely to be rated as either fear or 
anger.  Anger was rated as more intense when eye contact was present and fear was rated 
as more intense when gaze was averted (Adams & Kleck, 2005).  
Compliance.  In an attempt to study the effects of gaze on intrusion of personal space, 
Campbell and Lancioni (1979) designed an experiment in which an “invader” either stared 
or did not stare as they tried to “invade” the pew of local church-goers.  If the invader 
stared, the worshipper was likely to slide down the pew and make room for the person.  
However, in infrequent cases when the worshipper stared back at the invader, he typically 
did not make room for the invader.  If the invader did not stare, the worshipper was less 
likely to move.  It was uncertain if staring in this instance had to do with communicating 
aggression, or if its absence maintained a certain anonymity that made it easier for church-
goers to ignore the request for a seat (Campbell & Lancioni, 1979).  
Attention.  Gaze can be a powerful director of attention. Ricciardelli, Bricolo, Aglioti, 
and Chelazzi (2002) used an eye tracker to test if gaze could mediate attention.  
Participants were presented with a screen for 1500ms displaying a fixation point between 
two squares.  Then the fixation point changed color.  The color was a cue to the participant 
to look either to the left or the right (e.g., blue meant look to the left and yellow meant look 
right).  The fixation point disappeared after 150 ms, and then a photograph of a person's 
face appeared after either 50, 100, or 150 ms.  The eyes of the face were looking either to 
the left, right, or center.  The face stayed on the screen for 150 ms. In the 50 ms interval 
there were more antisaccades (saccades looking in the opposite direction of the color cue) 
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when the eye direction was incongruent with the color cue. That is, the gaze direction of 
the face overrode the color cue instructions.  This is evidence that our attention tends to 
follow the gaze of another.  
Similarly, Friesen, Moore, and Kingston (2004) found that participants were faster at 
responding to a target when the target was accompanied by a schematic face gazing in the 
same direction as the target.  Friesen et al. (2004) have interpreted this as evidence that the 
tendency to follow another’s gaze is reflexive in nature.  
Memory.  Memory, too, is affected by gaze direction.  When participants were 
presented with a prerecorded sales pitch for a soap product, participants remembered more 
about the product in the condition where the salesman made eye contact with the camera 
(with the participant) than when he made no eye contact at all (Fullwood & Doherty-
Sneddon, 2006).  
Cultural, Age, and Sex Differences.  Eye contact during conversation varies from 
culture to culture.  Arabs, Latin Americans, and Southern Europeans make more eye 
contact during conversation than Asians and Northern Europeans (Watson, 1970, c.f. 
Argyle & Cook, 1976).  Hall (1969) asserts that the English prefer to stand farther away 
and have unwavering eye contact while being attentive to what another is saying.  
Americans, on the other hand, tend to stand closer and occasionally glance away from, and 
between, the two eyes of the person they are listening to (Hall, 1969).  
In Japanese culture eye contact is considered rude, and people are taught to look at a 
person’s Adam’s apple instead of his eyes (Nixon & West, 1995).  The level of eye contact 
avoidance in the Japanese culture also depends on social rank – eye contact with a superior 
should most definitely be avoided (Nixon & West, 1995).  The different effects of these 
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cultural norms in communication are unknown.  However, it is interesting to note that the 
lack of eye contact in one culture can be just as an important component of communication 
as the presence of eye contact in another.   
In conversation, females make more eye contact while talking than do males (Levine & 
Sutton-Smith, 1973).  Also, the amount of gaze during conversation increases from ages 4-
6 to 6-9.  Gaze decreases around ages 10-12 and increases again in adulthood.  Levine and 
Sutton-Smith (1973) hypothesized that the decrease in gaze during conversation for ages 
10-12 may have to do with an increase in self-consciousness during those years of 
development. 
Video-Conferencing and Gaze Perception 
One shortcoming of many of today’s video-conferencing systems is their inability 
to enable mutual eye contact.  This challenge to eye contact in video-mediated 
communication has ramifications on social and practical aspects of communication.   
Traditional video-conferencing technology is designed such that a camera sits atop 
a screen (see Figure 2).  The other person’s image appears on the screen and the camera 
captures your face as you look at his eyes on the screen (and vice versa).  To the other 
person it appears as if you are looking downward – but in your mind you are looking right 
at his eyes (on the screen, that is).  You would have to look directly into the camera for it 
to appear to the other person as if you are making eye contacting with him.  You do not 
wish to do this, however, as you would much rather watch his face as you speak; this is 
after all the entire point of video-conferencing – to see the other person’s face as you 
communicate with him.  However, feeling as if the person with whom you are conversing 
is looking at your eyes is important also; when given the option between using a video-
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conferencing system that enables eye contact and one that does not, people prefer (88%) 
the system that enables eye contact (McNelley, 2001).  
This discrepancy between the camera’s view of the head and where the person is 
gazing is called parallax.  There is a relationship between the distance one sits from the 
screen and the amount of parallax that is experienced.  The farther one sits from the screen 
the smaller the visual angle between the camera and the screen.  If parallax is reduced 
sufficiently it may be possible that it appears as though eye contact is being made.  Chen 
(2002) suggests we perceive downward gaze as great as 10° to be eye contact.  Chen 
(2002) extrapolates this finding to a video conferencing system by suggesting the eyes 
displayed on the screen should be located approximately 5° below the camera to create the 
illusion of eye contact.   
 
 
 
 
 
 
 
Figure 2.  A traditional video-conferencing setup (left) in which the camera sits atop the monitor and is angled 
at the person as she looks at her conversation partner’s face on the screen.  The middle photograph is how she 
appears on the screen to her conversation partner when the camera sits atop the monitor.  The right 
photograph is how she would appear if the camera were directly in front of her face. 
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Gaze Direction Perception Research.  Previous research exploring the sensitivity 
and nature of gaze perception found that, in general, people are quite good at detecting 
where another is looking, and at detecting gaze that deviates from eye contact.  A common 
methodological theme in all of these experiments is that there is usually a looker (L) and 
an observer (O). The L is a confederate in the experiment and looks at different points on a 
scale invisible to the O. The O then has to make some type of judgment about where L is 
looking.  
Gibson and Pick 1963.  Research on gaze detection began with Gibson and Pick 
(1963) who used the method of constant stimuli to explore the range of visual angles along 
a horizontal axis that would lead O to believe there was direct eye contact being made.  
Behind O was a wall on which was marked seven points.  The points were separated by 2.9 
degrees of visual angle and spanned a length of 60 cm.  The middle-most point was the 
point directly between the O’s eyes.  L sat 2 m across from O and randomly looked at the 
seven points while either directly facing O, or with her head turned 30° to the right or left.  
It was O’s task to simply respond “yes” or “no” each time to the question of whether L was 
looking directly at him.  O turned away between each trial so that L could not make 
judgments based on eye movements or other motion cues.  
Gibson and Pick (1963) examined their data by creating a frequency distribution of 
the “yes” responses for each of the conditions (straight forward, 30° left, and 30° right) 
over the horizontal scale of different fixation points.  For the condition in which L’s head 
was directly facing O, “yes” responses were centered over the central point.  For the 
conditions in which O’s head was rotated 30° to the right or left, this highest frequency of 
“yes” responses shifted in the direction of head rotation, indicating that eye contact 
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perception is influenced by head angle.  But this is a constant error because the standard 
deviations of each condition were about the same.  Gibson and Pick (1963) then calculated 
a just noticeable deviation of the distance that L looked from O’s nose by calculating the 
mean standard deviation of the distribution of “yes” responses.  This was about 9 cm, or 
about the distance from O’s nose to the edge of his face.  This is equivalent to about 1 
minute of arc of pupil rotation (of L) at a distance of 2 m which is about the acuity of letter 
identification in the Snellen test.  
Cline 1967. The apparatus for this experiment was a bit more complex than Gibson 
and Pick’s (1963).  Cline (1967) created a transparent target board with points that formed 
a crosshair pattern.  The points were along a vertical and horizontal line and were each 
separated by 2°.  L looked at points on the target board through a half-silvered mirror 
placed at a 45° angle to L.  O then looked through a response board at the same half-
silvered mirror (to see L’s face).  The response board included all of the possible points L 
would look at, plus others.  It was O’s task to point with his finger at the response board to 
where he thought O was looking. His job was also to report if he thought L was looking at 
his eyes, not for every fixation but only those in which he felt O was looking at him.  L 
fixated on points in random order.  
Cline (1967) found that at a distance of 122 cm O could just notice when L was no 
longer looking right between O’s eyes at 1.55 cm horizontally.  This was significantly less 
than the vertical threshold which was 2.70 cm.  The horizontal threshold translates to a 
displacement of L’s iris of 0.18 mm.  The vertical threshold translates to a displacement of 
L’s iris of 0.3 mm.  
In his second experiment Cline (1967) modified his stimuli slightly by replacing the 
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dots at which L looked with light bulbs so that the experimenter could turn on the light he 
wanted L to fixate.  The vertical condition was eliminated and L looked only along a 
horizontal line (4° and 10° to the left and right plus the center target) and a few other 
targets to “break up the response sets” (p. 47).  The threshold at which O still perceived 
that L was looking at the center target was 2.85 cm which is larger than in the first 
experiment.  When L’s head was turned 30° to the left or right the threshold at which O 
still perceived that L was looking at the center target was 5.29 cm.  Note that Gibson and 
Pick (1963) found the acuity of gaze perception to be the same in conditions where the 
head was straight and when it was turned.  Gibson and Pick (1963) thought this to be the 
case because the standard deviations between the two conditions were the same and the 
head turn acted more as a constant error.  Cline’s (1967) results contradict the idea that the 
acuity is the same for the head that is straight and turned.  
In a third experiment L looked at the horizontal points as before but kept her head 
rotation parallel with her eye rotation.  That is, her eyes and head were pointed in the same 
direction toward a point as she looked at it. O was as accurate at perceiving gaze direction 
in this experiment as when L’s face was always straight and only her eyes moved (Cline, 
1967).  In all experiments it was found that despite the different head positions, O was 
most accurate at detecting gaze direction when L was looking directly between O’s eyes.  
Anstis, Mayhew, and Morley 1969. Anstis, Mayhew, and Morely (1969) examined 
how gaze was perceived face-to-face and over a cathode-ray tube (CRT) television screen.  
O sat 84 cm away from L and a horizontal scale was placed between them 6 cm above eye 
level.  The numbers on the scale were visible to L and invisible to O and were marked in 
degrees of visual angle: -20, -15, -10, -5, 0, +5, +10, +15, +20, with negative numbers to 
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the left of O.  L looked at the points on the scale in random order and O held a rod up to 
the horizontal scale indicating where on the scale he thought L was looking.  This was 
done with L’s head straight ahead, and rotated 30° to the right and 30° to the left.  The 
same procedure was done with L’s head presented on a television screen.  A camera in 
another room was placed across from L, and captured the image of L looking at the points 
– this image was shown on television to the O.  As with the real head condition, the 
television was facing straight at O, and was rotated 30° to the right and 30° to the left.  
In all conditions combined, O overestimated L’s gaze by between 50 and 87 
percent.  Overestimation occurred when O thought L’s gaze deviated farther from eye 
contact than was actually true.  The overestimation error worsened the further L’s gaze was 
from O.  When L’s head was rotated 30° to the left or right, O perceived L’s gaze to be in 
the opposite direction of his head rotation.  That is, when L’s head was rotated 30° to O’s 
left, O perceived L’s gaze to be an average constant error of 7.7° to the right of where L 
was actually looking; when L’s head was rotated 30° to O’s right this constant error was 
5.44° to the left of where L was actually looking.  This is in contrast to similar studies 
(Cline, 1967; Gamer & Hecht, 2007) which have found that perceived gaze is skewed in 
the direction of head rotation.  In contrast to the live condition, when the television screen 
was rotated 30° to the left or right, estimations were skewed further in the direction of the 
television rotation.  When the television screen was rotated 30° to O’s left, O perceived L’s 
gaze to be 1.81° left of where it actually was.  When the television screen was rotated 30° 
to O’s right, O’s perception of L’s gaze was shifted further right by an average constant 
error of 4.56°.  Anstis et al. (1969) explain this phenomenon by pointing out the possibility 
that the concave nature of the television screen could have an effect on gaze direction 
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perception.  In a second experiment the scale was rotated so that it was vertical and was 
placed 6 cm to the right of O’s line of vision.  The procedure was the same as in the 
previous experiment except there were no TV or head rotation conditions.  Observers 
perceived vertical gaze accurately (Anstis et al., 1969).  
Chen 2002.  Chen (2002) set up a "recording studio" in which there was a camera 
placed behind a hole in the middle of a projector screen.  Points were drawn 1° apart on the 
screen along a horizontal, vertical, and diagonal orientation indicating looking targets for 
L.  The downward direction covered 15° and the other seven lines of points covered a 
range of 5° each to form a star-like pattern.  L sat 2.4 m from the camera and O sat 2.4 m 
from the screen on which he was viewing L, making a total distance of 4.8 m between O 
and L.  O looked at videos of L looking at the different points in random order.  It was O’s 
task to indicate whether L was or was not looking at him.  
Observers were very sensitive to eye contact when L looked up, left, or to the right but 
less sensitive when L looked below the screen.  For the up, left, and right cases, L could 
look at most 1° away from the camera before perception of eye contact was lost.  But when 
L was looking down, observers were much less sensitive to eye contact; L could look as 
much as 10° away before O reported eye contact was lost.  One key difference between 
Chen’s (2002) study and a video conferencing system is that participants in Chen’s study 
made judgments about images of faces that were taken looking straight into the camera as 
opposed to from an elevated angle as is the case with video conferencing. 
Chen (2002) suggested that horizontal eye contact sensitivity to gaze deviation may be 
so accurate because, as the eye rotates horizontally, the sclera becomes more visible.  But 
as the eye rotates downward it becomes difficult to know if a person is making direct eye 
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contact because less or no sclera can be seen.  
Gamer and Hecht 2007.  Gamer and Hecht (2007) tested a variety of independent 
variables on gaze perception, but the focus here will be on the effects of distance (1 m or 5 
m), head rotation (center, 10° right ,or 10° left), and head type (virtual or real).  Using 
computer software, O’s task was to move the eyes of a computer-animated head displayed 
on a monitor until he thought the eyes of the virtual head were looking directly at him.  In 
the real head condition, a scale was placed directly below O’s eyes (invisible to O but 
visible to L) and L moved his eyes based on a reference point controlled by an electronic 
moving device that was in the control of O.  O moved the eyes of the virtual and real head 
by two actions: centering and de-centering.  Centering is when the eyes of the virtual or 
real head started to the left or right of O, and O moved them toward the center until he 
thought the eyes were looking at him. The starting point varied by 1°.  De-centering is 
when the eyes started at the center and O moved them until he thought the eyes were no 
longer looking at him.  Only the de-centering task was used to determine results and it is 
not clear from Gamer and Hecht’s (2007) paper why they did not use the centering 
measures.  Gaze adjustments happened in 1° increments and O pressed a button when he 
was satisfied with L’s eye position.  The eyes moved to a maximum of 10° from the center 
of the bridge of O’s nose.  
Gamer and Hecht (2007) coined the term “cone of gaze” to refer to the “range of 
considerable width wherein a person feels looked at” (p.706).  They found the horizontal 
cone of gaze was 9.3° at a distance of 1 m and 8.2° at 5 m for the virtual head.  It was 8.2° 
at 1 m and 3.9° at 5m for the real head.  When the head was turned either 10° right or left, 
the gaze was perceived to be more in the direction the head was turned than it actually was 
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(i.e. a head turn magnified the effect of gaze in the same direction as head rotation).  
Gamer and Hecht (2007) do not mention what the error was for head rotation.  This finding 
for head rotation is consistent with the findings of Gibson and Pick (1963) and Cline 
(1967).  Gamer and Hecht (2007) also found that for horizontal gaze, the cone is larger at 
closer distances than for farther distances.  What is perhaps surprising about the cone of 
gaze is that the width of the gaze cone is larger than what is predicted by human visual 
acuity.  This is of significance because it indicates there could be many factors involved in 
the perception of eye contact such as an illusion or a social construct that leads to a looser 
definition of what constitutes eye contact.  For example, perhaps people have a bias 
towards believing that others are looking at them.  
Of important note is that Gamer and Hecht (2007) did not specify what their 
criteria were for determining the cone of gaze.  That is, they did not indicate whether they 
considered any and all points at which O said he thought L was looking at him to be the 
edge of the cone or if they determined a specific frequency or percentage of responses to 
be the cutoff point.  For example, they could have determined that if participants said that a 
point 10° from the center gaze was considered to be eye contact only 2 percent of the time, 
it would not be considered to be part of the cone of gaze. 
Effects of head angle on perceived gaze direction.  As discussed previously, very 
early gaze direction perception research found an effect of head angle on the perceived 
location of gaze (Gibson & Pick, 1963; Cline, 1967; Anstis, Mayhew, & Morley, 1969).  
Two recent studies expanded upon this earlier finding.   
Todorović (2006) proposed a mathematical model to explain the relationship 
between iris and head orientation and their affect on the perception of gaze direction.  Gaze 
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direction (γ) is the “combination of observer-related head orientation (κ) and looker-related 
gaze direction (λ): γ = κ + λ.  Within this format, ‘looking at me’ can be expressed by the 
condition: κ + λ = 0” (Todorović, 2006, p. 3551).  In doing so, Todorović identified a 
quantitative relationship between gaze, perspective, and head orientation.   
Langton, Honeyman and Tessler (2004) identified two separate effects of 
horizontal head rotation on the perception of gaze direction.  When centered gaze is 
combined with a head rotated to one side, or gaze in an averted direction is combined with 
a head rotated in the same direction, the direction of gaze appears to be pulled or “towed” 
toward the direction of the rotation of the head.  This “towing” effect is referred to as the 
Wollaston Effect (see Figure 3) after William Wollaston who first wrote of it in 1824 
(Wollaston, 1824).  Or, in some cases when gaze is centered and the head is rotated in one 
direction, the gaze might be perceived to be “repulsed” or directed in the opposite direction 
of the gaze.  As mentioned earlier, the Wollaston Effect was found by Cline (1967) while 
the “repulsion” effect was found by Gibson and Pick (1963), and Anstis et al. (1969).  
Langton et al. (2004) found strong evidence for the “towing” effect.   
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Manipulating photographs on the computer, Langton et al. (2004) created a 
combination of eye – head direction stimuli; the eyes, with either centered gaze or gaze 16° 
to the left or right, were paired with heads that, like the eyes were either centered or rotated 
16° to the left or right.  In some cases the eyes were congruent with the head direction and 
in other cases the gaze was incongruent.  Participants judged whether the gaze was 
centered or averted.  Using Signal Detection Theory, Langton et al. (2004) evaluated the 
responses for accuracy in judgment.  When centered gaze was paired with a rotated head, 
or when averted gaze was paired with a head rotated in the same direction of that gaze, the 
gaze was far more likely to be judged as averted.  When averted gaze was paired with a 
head rotation in the opposite direction of the gaze, it was more likely to be judged as direct 
gaze.  All of these findings are evidence that the direction of head rotation tends to “tow” 
the gaze in the direction of the head rotation so that the perceived gaze direction lies 
somewhere between the actual gaze direction and the direction of the head.  These findings 
were consistent even when images of the heads were rotated 180°.   
When the photographs of the faces were passed through a filter to remove internal 
Figure 3.  The Wollaston Effect.  
The direction of the head “tows” 
the eyes in the same direction.  
Left: Although the eyes are gazing 
to the right, because the head is 
pointed to the left, it appears as if 
the eyes are looking straight.  
Right:  The eyes look even further 
to the right than they are because 
the head is pointed in the same 
direction.  (Drawings taken from 
Wollaston, 1824). 
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features (other than the eyes) and only the outline of the head remained the same “towing” 
effect remained, even when these photographs were rotated 180°.  When gaze and head 
direction are centered, the eyes are in the center of the shape of that face; when the head is 
rotated horizontally, the eyes are no longer in the center of the shape of the head.  This 
phenomenon leaves the possibility that gaze is pulled not so much by the shape of the head 
but by the lateral location of the eyes within the shape of the head.  To eliminate this 
possible explanation, Langton et al. (2004) kept the lateral position of the eyes in the center 
of the head shape regardless of the head rotation direction.  Head shape still had an effect 
on the judgment of gaze direction, suggesting that the lateral symmetry of eye position 
within the head shape does not influence the perception of gaze direction.   
To examine the possibility that internal facial cues influenced gaze direction 
perception, Langton et al. (2004) manipulated the angle of the nose on a face that was not 
rotated.  Nose angle had a similar, although weaker, affect on gaze direction perception as 
face shape.  When faces were inverted 180° the affect of nose angle on the perception of 
gaze direction did not reach significance (Langton et al., 2004).   
Summary of Past Gaze Detection Research. The gaze detection research reviewed 
thus far uses different metrics for measuring the just noticeable deviation in gaze; some 
studies use degrees of visual angle and others use centimeters.  If we convert all 
measurements to degrees (see the farthest right column in Table 1) we see that the just 
noticeable deviation in gaze varies between 0.73° and 9.3°.  This large variation between 
results is not surprising given the methodological differences in the studies.  Table 1 shows 
differences in the stimuli and variables such as distance from stimuli.  Thus, it is perhaps 
not useful to compare results directly to one another but instead to look for patterns.   
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The important information to take from research on gaze direction perception is 
that (1) we are very sensitive to deviations in gaze (2) except, perhaps to downward gaze 
and (3) our perception of gaze direction is influenced by head orientation.  All three of 
these points are relevant to video-conferencing; of particular interest are the influences of 
head contour on the perception of gaze direction.  It is unknown if a head rotated upward 
or downward has the same “towing” effect on gaze as does a head rotated to the left or 
right.   
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Table 1 A Summary of Studies Examining Gaze Perception Sensitivity 
A Summary of Studies Examining Gaze Perception Sensitivity 
Study Apparatus and Stimuli Angles Distance Task Gaze Sensitivity 
Gibson & Pick 
1963 
Targets marked on wall 
behind O. 
A 6 cm horizontal span with 
targets separated by 2.9°. 
200 cm O responded "yes" or 
"no" to the question 
of whether or not L 
was looking directly 
at him. 
 The just noticeable deviation was 2.58° or about 
the distance from O's nose to the edge of her 
face.  
Cline 
1967 
Transparent target board 
through which O viewed a 
mirror which  
reflected L.  
Targets along a vertical and 
horizontal axis separated by 
2°. 
122 cm O pointed to where 
she thought L was 
looking. She also said 
when she thought L 
was looking at her. 
The threshold at which O still perceived L to be 
looking at him was:  
 0.73° horizontal and 1.27° vertical for 
experiment 1; 
 1.34° horizontal for experiment 2; and 
 2.48° when O's head was rotated 30° right or left. 
Anstis, 
Mayhew, & 
Morely 
1969 
Horizontal scale placed 
between L and O 6 cm above 
eye level. Scale rotated for 
experiment 2.  
Targets along a horizontal axis 
spanning 0°, 5°, 10°, 15°, 20° 
to the left and right.  
84 cm O indicated on a scale 
where L was looking 
by pointing with a 
rod. 
 O overestimated where L was looking by 
between 50-87 percent.  
 When L's head rotated 30° left of O, O estimated 
gaze to be 7.7° to the right. When rotated right, 
estimation was 5.44° to the left.  
 When TV was rotated to O's left, estimation was 
1.81° to the left. When rotated right then 4.56° to 
the right.  
 When scale was vertical, estimates were true to 
scale. 
Chen 
2002 
L's gaze positions were 
recorded by a camera through 
a hole in a projector screen 
which had targets drawn on 
it. L was prerecorded on 
video tape. 
Targets were separated by 1° 
increments downward to 15°. 
There were seven other lines 
radiating from the center that 
spanned 5° each and formed a 
star-like pattern. 
480 cm  
(O and L each 
sat 240 cm 
from 
camera/screen) 
O indicated if L was 
looking at her or not.  
 When L gazed up, down, left, or right, L could 
look at most 1° away from camera before O 
perceived L was no longer looking and her.  
 L could look 10° downward from the center of 
the camera before O noticed L was no longer 
looking at her. 
Gamer & Hecht 
2007 
Moveable eyes in a virtual 
and real looker eyes.  
Eyes of both the virtual and 
real head moved 1° at a time 
with the aid of computer 
software or an electronic 
pointer device, respectively. 
Eyes could move as far as 10° 
to the right or left.  
100 cm and  
500 cm 
O moved L's eyes 
either toward or away 
from him until he 
thought L was 
looking directly at 
him.  
 The cone of gaze was 9.3° at a distance of 100 
cm and 8.2° at a distance of 500 cm for the 
virtual head.  
 The cone was 8.2° at 100cm and 3.9° at 500 cm 
for the real head.  
 When L's head was rotated to right or left 10° the 
gaze was perceived to be shifted more in the 
direction of the head rotation than it actually 
was. The effect was greater for the 100 cm 
distance than the 500 cm distance.  
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Gaze Detection Research in Video-Conferencing.  To examine gaze direction 
perception under video-mediated conditions, Gale and Monk (2000) used the looker-
observer experimental design used in previous gaze research.  In their first experiment L 
and O either sat across from each other with the targets between them or a video camera 
was placed where O’s head would have been.  In both conditions both L and O were seated 
at eye-level with one another.  Targets were marked on a vertical line that extended upward 
to O and on a horizontal arc such that every point on the arc was the same distance from L.  
Targets were marked such that L had to pan or tilt his head 2° to look from one to the 
other.  In one condition observers were allowed to see the eye and head movements of the 
looker and in other conditions they were not.  L first looked at the extreme points and 
center on the scale to “calibrate” O.  O then made estimations about where L was looking.  
After each estimation L told O if he was correct and told him the correct target point if he 
was not.   
The ability to see eye and head movements did not affect gaze direction perception 
ability.  Gaze estimation was accurate to within about a target point (2°) for both live and 
video-mediated estimating conditions.  Similar to previous research, gaze estimation error 
was greater for horizontal than for vertical directions.  In a second experiment the 
calibration was eliminated and observers made estimations about directions involving both 
horizontal and vertical – gazed direction perception was also very accurate for the 
combination of directions (Gale & Monk, 2000).   
Grayson and Monk (2003) evaluated the perception of horizontal gaze direction 
under desktop video-conferencing systems.  In one condition the camera was placed 
directly above the image of the person and in the other it was offset.  Additionally, the size 
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of the face appearing on the screen was varied.  The image was either large (352 x 288 
pixels) or medium (176 x 144 pixels). After a calibration (one calibration for each block of 
54 trials), L randomly looked (moving both eyes and head) at one of 6 points (43 mm 
apart) along a horizontal line that extended from either side of the image of the person on 
the screen.  O estimated which point L was looking at and L told O what the correct 
answer was.   
Image size had no effect on the perception of gaze direction (Grayson & Monk, 
2003).  When the camera was positioned over the face of the participant, gaze estimation 
was quite accurate (84%) but when the camera was not place directly above the person 
being looked at, gaze estimation dropped (67% accuracy).  When the camera is positioned 
directly over the image of the face, gaze direction perception accuracy decreases the 
further the gaze deviates from the centered “looking at me” position.  Estimations showed 
little variation when the camera was off-set.   
In a second experiment, Grayson and Monk (2003) examined gaze perception with 
a medium (176 x 144 pixels) and a small (88 x 72 pixels) image of the person on the 
screen.  Also, in half of the trials L held a card with the fixation point on it over the image 
of O whenever he made a fixation – this was to eliminate the possibility that subtle 
communication could reveal gaze location when L was looking at the image of the 
observer.  Accurate detection of the eye contact position was 87% for the medium image 
and 68% for the small picture.  Discrimination between points decreased for points further 
from the center.  Making O invisible to L did not influence judgments of gaze direction.   
Unlike most of the previous gaze research detailed earlier, these two studies (Gale 
& Monk, 2000; Grayson & Monk, 2003) did not focus on thresholds of when perceived 
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eye contact was lost.  Instead, they focused on estimation of where someone was looking.  
When there is no parallax, estimation of gaze direction made from video seems to be quite 
accurate (Gale & Monk, 2000) but once parallax is introduced as in desktop video-
conferencing, gaze direction perception accuracy decreases as the gaze direction deviates 
from a centered position, directly under the camera (Grayson & Monk, 2003).   
Solutions to Parallax in Video-Conferencing.  There have been both hardware 
and software solutions to the lack of eye contact in video-conferencing. Perhaps one of the 
earliest solutions was the design of the video tunnel.  This comprises a half-silvered mirror 
placed at a 45° angle from a screen that is lying flat on the surface in front of the person 
communicating (Vertegaal, Weevers, Sohn, & Cheung, 2003).  The image of the screen 
(and thus the other person’s face) is reflected onto the mirror.  A camera (or in some cases 
multiple cameras) is placed behind the mirror so that the person is both looking at the 
image of the eyes of the other and at the same time looking directly into the camera.  This 
creates the appearance of eye contact. Such a setup can be limiting in terms of screen size 
and sometimes the person is required to place his head in a chin rest to maintain eye 
contact (Vertegaal et al., 2003).  
Similar in concept to the video tunnel is embedding a camera in the display. Tapia, 
Intille, Rebula, and Stoddard (2003) embedded a camera (1.5 mm in diameter) onto a 
surface and projected the other’s face onto that surface.  This enables the speaker to look at 
both the image of the other person and the camera, creating eye contact.  
Gemmell, Toyama, Zitnick, Kang, and Seitz (2000) designed software to alter the 
face image so as to create the illusion of eye contact.  The software replaces the eyes with 
computer-generated eyes and adjusts the head pose by mapping the face image onto a head 
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model.  The software is able to detect where the person is looking and adjust the 
appearance of the gaze accordingly. The disadvantage of the current software is that head 
movements more than 30 degrees cause distortion.  
Ott, Lewis, and Cox (1993) use a combination of multiple cameras and software to 
create eye contact. A camera is placed both above and below the screen; the top camera is 
tilted slightly downward and the bottom camera is tilted slightly upward.  Together these 
cameras capture the same person from two different viewpoints.  Corresponding pixels are 
used to overlay the two images on top of one another and a combination image is used to 
create a single image in which it appears the person is looking straight ahead into the 
camera.  However, it is not possible to capture the entire face resulting in some missing 
pieces in the final image (Ott, Lewis, & Cox, 1993).  
While many plausible solutions have been developed, the most prevalent video-
mediated communication system remains the now traditional one in which one camera is 
placed above the screen. Such systems are cost-efficient, portable, and compatible with 
many types of computer systems.  Many laptops are now made with a small camera placed 
directly above the center of the display.   
Video-conferencing: Communication and Social Interactions 
 While video-conferencing permits communication over distance, it is possible that 
there are social and communicative ramifications to its use instead of face-to-face 
communication.  Communication can be defined as “a process by which information is 
exchanged between individuals through a common system of symbols, signs, or behavior” 
(Merriam-Webster Dictionary online).  The goals of communication are many and 
complex but here a focus is put on the goal of communication to establish mutual 
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knowledge (Boyle, Anderson, & Newlands, 1994). This goal will be emphasized because 
it is assumed that when video-conferencing is utilized in business, it is the main purpose to 
establish mutual knowledge about projects, financial dealings, and products.  However, it 
should not be ignored that other important social interactions, such as building trust, 
impression formation, and establishing social status, take place during communication.   
Trust.  To determine the effect of eye contact in video-mediated communication on 
trust, Bekkering (2004) created a scenario in which participants indicated the 
trustworthiness of a message delivered by people in three video-conferencing conditions.  
Participants were to imagine a scenario in which they had just been denied a job.  The 
person at human resources informed them that the reason they did not get the job may have 
had something to do with a problem with letters of references.  The participant was to 
imagine that he called the two people he had asked to write letters of references to see if 
they had actually sent letters.  Participants then listened to messages from the two people - 
one familiar person (their professor) and one unfamiliar person (a minister from a 
neighboring town) confirming that they did indeed send letters.  The messages came in the 
form of an e-mail, a voice mail, video in which the person was making eye contact (the 
camera was eye level with the face), video in which the camera was placed above the 
person’s face, and video in which the camera was placed to the side of the person’s face.  
Each participant listened to the messages in all their forms (the script was the same for 
each) and indicated how much they trusted that the person had sent in their letter of 
reference.   
 Whether or not the person delivering the message was familiar to the participant did 
not affect perceived trust.  When compared to the video that enabled eye contact (center 
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camera), when participants viewed the videos that prevented eye contact (side and top 
camera) they indicated a lesser amount of perceived trust (Bekkering, 2004).  Trust scores 
did not differ between voicemail and centered video.  Trust was significantly better for the 
centered video than for email.  In summary, video-communication that prevents eye 
contact can reduce trust when compared to video-communication that does. Voicemail 
enabled just as much trust as the video that created eye contact; perhaps this is because 
lack of eye contact cannot be perceived in audio-only communication. 
 Bos, Olson, Gergle, Olson, and Wright (2002) examined trust perceptions across a 
variety of media using the Daytrader social dilemma game.  Participants, who played the 
game in groups of three, had to make an investment choice that was either individual in 
which they were guaranteed 2 tokens for themselves or as a group in which all players 
were guaranteed 3 tokens so long as they all invested.  Every five rounds of the game a 
bonus of 90 tokens was given to whoever had the most tokens at that point.  If, for the five 
rounds preceding the bonus, all players cooperated and invested as a group, the bonus was 
split three ways.  Thirty rounds of the Daytrader game were played by participants across 
four media conditions: face-to-face, video-conferencing, three-way phone conference, and 
text chat.  Every five rounds participants had the opportunity to discuss with one another 
and agree upon a strategy for the next five rounds.   
 Participants who played the game in the text chat condition made significantly 
fewer tokens from their investments than did groups in the other three conditions.  Group 
investments started high and remained high for the face-to-face condition.  As the game 
progressed, group investments increased for the audio and video conditions.  Group 
investments started low and stayed low for the text chat condition.  If the amount of group 
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investment is interpreted as trust, compared to the face-to-face condition, establishing trust 
was delayed in the audio and video conditions but gradually reached the same level as in 
face-to-face condition.  Sometimes after each discussion, group members would gradually 
deviate from group cooperation.  Cooperation was usually strongest right after a 
discussion.  Bos et al. (2002) used this measure of defection as an indicator of the fragility 
of trust.  Defection for the computer-mediated conditions was significantly greater than for 
the face-to-face condition.  Bos et al. (2002) interpreted these results to mean that trust is 
both more delayed and more fragile in computer-mediated-communication modes than in 
face-to-face communication.   
 Also using the Daytrader dilemma, Nguyen and Canny (2007) examined trust under 
three media conditions: face-to-face, non-directional video-conferencing, and directional 
video-conferencing.  Directional video-conferencing was defined as video-conferencing 
that enables accurate cues about gaze and gesture direction and was achieved by Nguyen 
and Canny’s (2007) MultiView video-conferencing system.  This system differs from 
traditional video-conferencing systems in that a camera is placed in front of each member 
of the group giving them an accurate perspective of the other group members they are 
viewing on the screen.  Participants played the Daytrader dilemma (modified slightly from 
that used by Bos et al., 2002 to include variable returns) in two groups.   
 The amount of cooperative investments made by groups did not differ between the 
face-to-face condition and the directional video-conferencing condition.  However, the 
number of cooperative investments made in the non-directional video-conferencing 
condition was significantly lower than those in both the face-to-face and directional video-
conferencing conditions.  There was no difference in delay of trust between the three 
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conditions.  However, trust was significantly more fragile in the non-directional video-
conferencing system than in both the directional video-conferencing system and the face-
to-face conditions (Nguyen & Canny, 2007).  Additionally, participants’ self-reported trust 
was significantly lower in the non-directional video-conferencing system than in both the 
directional video-conferencing system and the face-to-face conditions.  The results of this 
study indicate that a video-conferencing system with more spatial integrity than the 
traditional video-conferencing system will create group trust levels similar to those seen in 
face-to-face group meetings (Nguyen & Canny, 2007).   
Impression formation.  Through use of a unique interaction task, Fullwood (2007) 
examined the role communication media had on impression formation.  Same-sex 
participant pairs who were strangers to each other communicated either face-to-face or via 
video-conferencing.  One person in each pair was the "thought transmitter" and the other 
was the "mind-reader."  The thought transmitter was given a card with a numbered list of 
10 colors on it.  The mind-reader was shown at list for 10 seconds that contained all 
possible colors he would be exposed to.  The thought transmitters had to attempt to 
transmit each color by mind to the mind-reader in the order that they appeared on the page 
by thinking about each color for five seconds.  After each five seconds, the mind-reader 
had to guess what color the transmitter had been thinking of.  The mind reader was not 
given feedback as to whether they had identified the colors correctly.  The participants in 
the pair then swapped roles and then afterwards filled out questionnaires about their 
partners which assessed their feelings about how much they liked the other participant, 
how intelligent they thought he/she was, and how good at reading minds they thought 
he/she was.  Finally, all participants were debriefed as to the nature of the experiment.  The 
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participants in the face-to-face condition liked their partners more than in the video-
conferencing condition and rated them as more intelligent (Fullwood, 2007). 
Dialogue.  Adding the ability to view a conversation partner can decrease 
confusion in verbal conversation.  Boyle, Anderson, and Newlands (1994) examined the 
effects of conversational partner visibility on dialogue and performance on a cooperative 
map task.  The map task, originally suggested by Anderson, Brown, Shillcock, and Yule 
(1984) as a way to teach and evaluate language, is a task that requires information transfer 
and reception through spoken dialogue.  In the map task, two persons are each provided 
with a simple map with landmarks scattered about it.  The two maps contain some similar 
landmarks but are slightly different.  One person is designated to be the instruction giver, 
and the other person is designated to be the instruction receiver.  The giver’s map contains 
a trail.  Without viewing each other’s maps, the giver must verbally articulate the trail’s 
path to the receiver who must replicate the trail on his own map.   
Boyle et al. (1994) evaluated performance and communication efficacy on the map 
task under two conditions.  In both conditions participants sat across from one another and 
were able to hear one other but in one condition they were prevented by a barrier from 
seeing one another.  Performance was measured by placing the giver’s map on top of the 
follower’s map and calculating the amount of deviation in square centimeters.  
Performance did not differ between the two conditions.   
Boyle et al. (1994) used several measurements of conversation efficiency: number 
of turns, number of words, number of words per turn, number of interruptions (and 
interruption rate), and number of back channel responses (and back channel rate, defined 
below).  Conversation pairs who could not see each other took more turns and used more 
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words than those who could see each other.  Participants who could not see each other took 
shorter turns, that is, they spoke fewer words per turn, than did participants who could see 
each other.  Participants who could not see each other while completing the map mask 
interrupted each other twice as often as participants who could see each other. Interruptions 
were defined as an instance of dialogue in which one participant “began to speak while 
another was already speaking” (Boyle et al., 1994, p. 8).  Because conversations in which 
participants could not see each other were longer (as measured in number of words) than 
conversations in which participants could not see each other, Boyle et al. (1994) calculated 
the interruption rate (percentage of turns containing interruptions).  Interruption rate was 
higher for the no-visibility condition.  A back channel response was defined as “a turn 
which consisted of an ‘uhuh’ or ‘mhm’” (Boyle et al., 1994, p.10).  Back channel 
responses were greater in both number and rate for conversations that enabled visibility 
than conversations that did not.   
Boyle et al. (1994) also examined the instruction follower’s gaze toward the 
instruction giver.  Conversations were video taped and it was marked in the transcribed 
dialogue every time it was estimated the follower looked up and at the giver.  When 
discussing a feature of the map that differed between the two maps, the instruction 
follower gazed up at the giver more often than when discussing a feature that was the 
same.   
According to Boyle et al.’s (1994) measures of conversation efficiency, the ability 
to view one’s conversation partner significantly increases the amount of information being 
conveyed in a shorter amount of time and with fewer words.  It can be inferred that 
interruptions result from some sort of confusion about either who’s turn it is or about the 
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task.  Back channel responses can be interpreted as a means of communicating 
understanding and agreement.  
Doherty-Sneddon et al. (1997) distinguished between the surface features and 
pragmatic function of dialogue by exploring dialogue and gaze under the context of five 
communication media – co-present audio, remote audio, face-to-face, video-mediated that 
enabled eye contact and video-mediated that did not enable eye contact.  Like Boyle et al. 
(1994), Doherty-Sneddon et al. (1997) used the map mask as a cooperative task for their 
participants.  Doherty-Sneddon et al. (1997) analyzed the conversations between 
participants by use of Conversational Games Analysis.  The Conversational Games 
Analysis technique, developed by Kowtko, Isard, and Doherty-Sneddon (1991), breaks the 
content of conversation into games that may contain several moves.  Portions of 
conversations are given the analogy of a game because there are “rules” or conventions 
that are known by both parties.  There are several conversational games but Doherty-
Sneddon et al. (1997) used only six that were deemed to be most relevant to the map task.  
The definitions of the six types of games are listed below and are quoted directly from 
Doherty-Sneddon et al. (1997): 
 
“INSTRUCT: Communicates a direct or indirect request for action or instruction. 
CHECK: Listener checks self-understanding of a previous message or instruction 
from conversational partner by requesting confirmation that the interpretation is 
correct. 
ALIGN: Speaker confirms the listener’s understanding of a message or 
accomplishment of some task.  ALIGN’s also check attention, agreement, or 
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readiness. (Note that in certain respects CHECK and ALIGN carry similar 
functions but differ in terms of who initiates the game.  CHECKs are initiated by 
the listener of a previous message, whereas ALIGNs are initiated by the speakers of 
a message.  Both serve to establish that mutual understanding is maintained.) 
QUERY-YN: Yes-no question.  A request for affirmation of negation regarding 
new or unmentioned information about some part of a previous message). 
QUERY-W: Open-answer question.  Requests more than affirmation or negation 
regarding new or unmentioned information about some part of the task (not 
checking an interpretation of a previous message). 
EXPLAIN: Freely offered information regarding the task not elicited by 
coparticipant.” 
(p. 112, Doherty-Sneddon et al., 1997) 
 
In their first experiment, Doherty-Sneddon et al. (1997) compared the dialogue of 
participants who did the paper and pencil map task under audio-only conditions to those 
who did the task face-to-face.  Participants were seated three feet across from each other 
and could either see each other or were prevented from seeing each other by a cardboard 
barrier.  While in the audio-only condition, participant’s dialogues contained 16% more of 
all conversational games than in the face-to-face condition, the largest difference was in 
ALIGN and CHECK games.  Audio-only dialogues contained significantly more ALIGN 
games than face-to-face dialogues, 93% of which were initiated by participants who were 
the instruction givers.  Audio-only dialogues also contained significantly more CHECK 
games than face-to-face dialogues, 85% of which were initiated by participants who where 
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instruction followers.  In other words, when participants could not see each other they had 
a greater need to confirm and check their understanding of one another.  Video tapes of the 
face-to-face conversation were coded for instances of gaze between participants.  Doherty-
Sneddon et al. (1997) considered gaze to have occurred when they perceived one partner 
had looked at the face of the other.  Participants tended to look at the other’s face at points 
in the conversation when they were verbally eliciting feedback (Doherty-Sneddon et al., 
1997).  Performance on the map task did not differ between conditions.   
In their second experiment, Doherty-Sneddon et al. (1997) compared dialogue 
structure and gaze between remote-audio and video-mediated communication that either 
enabled or prevented eye contact.  Remote audio communication was enabled by 
microphones and speakers.  The video-mediated communication was enabled by use of a 
video-tunnel (as described earlier).  The map task was completed on a computer screen in 
this experiment and the video-tunnels were placed to the right of the computer monitors 
containing the map task.  Eye contact was prevented in one condition by raising the camera 
so that the participants were “now looking slightly down on his or her partner” (p. 116, 
Doherty-Sneddon et al. 1997).  In contrast to the findings of Boyle et al. (1994) who found 
that audio-only conversation required more words and turns, Doherty-Sneddon et al. 
(1997) found that there was no difference in number of words or turns between remote 
audio-only conversation and video-mediated conversation that did not enable eye contact.  
In fact, video-mediated conversation that enabled eye contact had significantly more words 
and turns than conversations in the no eye contact and audio-only conditions.  Doherty-
Sneddon et al. (1997) explained this unexpected result by pointing out that the video-
tunnel that enabled eye contact may have been a novel experience for participants that 
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fascinated them, facilitating more conversation.  In both the video-mediated conditions, 
instruction givers initiated ALIGN games significantly less than instruction givers in the 
audio-only condition.  However, when video-conferencing was compared to remote audio-
only conversations, there was no reduction of the number of CHECK games initiated by 
instruction followers.  It appears as if, like face-to-face communication, video-mediated 
communication increases feedback to instruction givers when compared to audio-only 
communication.  However, unlike face-to-face communication, video-mediated 
communication does not reduce the need for instruction followers to check their 
knowledge of the instructions when compared to audio-only conversations.  These findings 
suggest that, while video-mediated communication is an improvement over audio-only 
communication, it is not comparable to face-to-face communication in its ability to 
facilitated efficient communication.   
Doherty-Sneddon et al. (1997) analyzed gaze between the conditions in the same 
manner as described earlier.  Participants looked at each other significantly more in the 
video-conferencing condition that enabled eye contact as compared to the video-
conferencing condition that did not enable eye contact.  They also gazed more in the video-
conferencing condition that enabled eye contact than in the face-to-face condition of the 
first experiment.  Performance on the map task did not differ between conditions.   
 
 
 
 
 
  
38 
 
 
 
 
Hypotheses 
Video-conferencing has become a popular alternative to travel for businesses that 
rely on communication across great distances.  Additionally, people who are living a 
distance from friends and family members may rely on video-conferencing as a way to 
keep in touch.  Video-conferencing that enables a “life-sized” image of the other person 
has recently become available for purchase (Wolgemuth, 2008); companies such as Cisco, 
Logitech, Polycom, Tandberg, and HP specialize in life-sized systems.  Compared to 
desktop video-conferencing, life-sized video-conferencing creates a larger, higher-
definition view of communication partners, presumably creating an experience that is 
closer to FTF.  It is unknown if these enhancements create any measurable improvements 
in communication efficiency.  Previous research found that verbal communication in 
desktop video-conferencing was not quite comparable to face-to-face communication 
(Doherty-Sneddon et al., 1997); FTF was able to reduce both check and align games 
compared to audio-only whereas video-conferencing was only able to reduce the number 
of align games when compared to audio-only.  This thesis examines verbal communication 
for face-to-face (FTF), desktop video-conferencing, and life-size video-conferencing that 
both enables eye contact (LSEC) and makes eye contact difficult (LS).  Some of the 
surface features used by Boyle et al. (1994) and the Conversational Games Analysis used 
by Doherty-Sneddon et al. (1997) were used as evaluative measures.  Specifically, map 
task performance, conversation length, word count, number of back channel responses 
(mmhms and uhuhs), number of conversation fillers (um and uh), turns, interruptions, and 
conversation games (instruct, explain, check, align, query-yn and query-w) were used to 
gain insight as to whether or not the type of communication mode participants experience 
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impact verbal conversation.  
Additionally, in previous research, gaze behavior was analyzed across the different 
communication media.  Doherty-Sneddon et al. (1997) unexpectedly found that gaze at 
map task partners in desktop video-conferencing that enabled eye contact (video-tunnel) 
was more frequent than gaze in face-to-face conversation.  However, Doherty-Sneddon et 
al. only recorded occurrences of gaze and not duration of gaze.  Eye-tracking, which is a 
more objective measure of gaze behavior than the measures used in previous research was 
used in this thesis.  The use of eye-tracking enables a more descriptive measure of gaze; 
where exactly a person is looking, how many times and for how long gaze is made, and 
whether or not gaze is mutual, can all be easily extracted from eye tracking data.  These 
measurements give insight as to whether communication mode influences looking 
behavior.  
 Previous research illustrates that adding visual information to audio information 
reduces the need to use more words and reduces miscommunication that results in 
interruptions (Boyle et al., 1994).  Previous research also illustrates that video-
conferencing shows a reduced need to align information as compared to audio-only 
communication, but that FTF communication mitigates the need to clarify even more by 
reducing both align and check games (Doherty-Sneddon et al., 1997).  Based on this 
information, the hypotheses about communication efficiency under the conditions studied 
in this experiment were: 
H1: There will be more check and align games (games that indicate a need to 
clarify misunderstanding) in the LS and desktop conditions than in the two more 
realistic conditions – FTF and LSEC.  Additionally, because the FTF and LSEC 
  
40 
 
 
 
 
conditions presumably provide participants with more visual information, 
conversations over these two conditions will be shorter, contain fewer words, turns, 
interruptions and hesitations (conversation fillers) than when over Desktop and LS.  
There will be more backchannel responses (which indicate understanding) in the 
FTF and LSEC conditions compared to LS and desktop.  
Neither Boyle et al. (1994) or Doherty-Sneddon (1997) found differences between their 
conditions in map task performance.  While it is worth examining the map task 
performance between conditions to see if there are any differences, the map task serves 
mainly as a vehicle for cooperative communication.  
H2: Performance on the map task will likely not differ between conditions. 
 As mentioned earlier, Doherty-Sneddon et al. (1997) found that participants looked 
at each other significantly more in the desktop video-conferencing condition that enabled 
eye contact as compared to the video-conferencing condition that did not enable eye 
contact.  They also gazed more at each other in the video-conferencing condition that 
enabled eye contact than in the FTF condition of the first experiment, but this could have 
had something to do with the novelty of the video-tunnel.  Today, it is likely that more 
participants will have had some type of experience with desktop video-conferencing. 
Based on this information, it is likely that participants will gaze at each other more often, 
and for a longer period of time during conditions that better enable eye contact. 
H3: Participants will gaze at each other more often, and for a longer period of time 
during conditions that better enable eye contact.  Participants will look more often 
and for longer at the eyes of the other participant in FTF and LSEC (which both 
will be comparable to one another) than in than in LS condition.  Participants will 
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look more often and for longer at the eyes of the other participant over desktop than 
LS video-conferencing.  The same pattern will exist for the amount of mutual eye 
contact that participants make. See Table 2 for a summary of the hypotheses. 
 
 
 
 
 
 
 
 
 
 
Table 2  Summary of Hypotheses 
Summary of Hypotheses 
Verbal Communication  
    Align and check games FTF = LSEC < Desktop = LS 
    Conversation length, number of words,  
    turns, interruptions and fillers 
FTF = LSEC < Desktop = LS 
    Number of back channel responses FTF = LSEC > Desktop = LS 
Map Task Performance FTF = LSEC = Desktop = LS 
Gaze Behavior  
    Looking at each other FTF = LSEC > Desktop > LS 
    Looking at each other’s eyes FTF = LSEC > Desktop > LS 
    Mutual Eye Contact FTF = LSEC > Desktop > LS 
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Methods 
Participants 
Sixteen pairs of RIT graduate and undergraduate students participated in the study.  
The data from one additional pair were not used because they did not follow the 
instructions for the task.  Participants were matched into pairs based on their schedules and 
availability to participate.  Half of the pairs comprised participants who were familiar with 
each other.  The mean participant age was 22.2 years (SD = 4.7, and one participant did not 
report his age).  Twenty participants were male and twelve were female.  There were 8 
male-female pairs, 6 male-male pairs, and 2 female-female pairs.  
Twelve participants had never used video-conferencing before. Ten participants 
had used it 1-5 times, four had used it 6 - 15 times and 6 participants had used video-
conferencing more than fifteen times.  Fifteen participants had not used video conferencing 
in the past year, 3 had at least once in the past year, 7 had every few months, 2 had once a 
month, 4 had once a week and 1 participant used video-conferencing daily.  Twenty 
participants (62.5%) owned a web cam. 
Apparatus and Stimuli 
Face-to-face. For the FTF condition, participants were seated 190 cm across from 
each other at a large table.  The goal was to simulate a natural conversation. 
Desktop. For the desktop video-conferencing condition, participants were seated at 
desks in separate rooms and were allowed to sit a comfortable distance away from a 17-
inch iMac.  Skype was used for desktop video-conferencing over the internet which was at 
a speed of 100 MB, and both computers were on the same subnet.  While the internet speed 
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was quite fast, there was still slight video and audio delay.  The image of the person was 
enlarged to fill the entire screen.  To maximize the illusion of eye contact the computer 
monitor (and thus the built-in camera) was tilted so that the very top of each participant’s 
head appeared at the top of the frame of their image on the screen. This minimized the 
distance between the image of the eyes of the person on the screen and the camera, 
reducing parallax.  If most participants’ eyes were about a third of the way from the top of 
the screen, and if most participants sat approximately arm’s-length from the screen then the 
parallax for the desktop video-conferencing was approximately 3.6 degrees of visual angle 
(visual angle = atan(size of object/distance) = atan(4.38/70) = 3.6 degrees).  Based on 
previous research (Chen, 2002) participants should have perceived eye contact at this angle 
when using desktop video-conferencing.  
Life-Sized Video-Conferencing. To create the life-size video conferencing setups, 
each participant was in a separate room seated in front of a desk and 190 cm from a 
seventy-inch Hitachi LCoS (Liquid Crystal on Silicon) rear-projection monitor. On top of 
each monitor was a high-definition video camera (4.0 megapixel SONY HDV Handycam 
HDR-HC3 and a 6.1 megapixel SONY HDD Handycam HDR-SR7).  Audio was enabled 
but placing a speaker in each room and stringing the microphone directly from one 
participant to his or her partner’s speaker and vice versa.  This enabled no detectable audio 
delay.  
To reduce parallax, each participant was asked to adjust the height of his or her 
chair until the experimenter saw that the top of his or her head was at the top of his or her 
partner’s monitor.  The height of the top of the monitor from the ground was 134 cm and 
preliminary testing placed the eyes of the person on the screen at about 120 cm from the 
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ground.  Preliminary testing was also used to zoom the cameras so that the participants’ 
heads would appear at actual size on the screen.  
For the condition that maximized the impression of eye contact (LSEC), the center 
of the camera lens was placed 5 cm from the very top of the screen or 19 cm from the 
image of the eyes of the person on the screen which translates to 5.7 degrees of visual 
angle (atan(11.9) = 19/190).  This is below the 10 degree threshold for eye contact 
perception (Chen, 2002). For the condition that did not enable eye contact (LS), the center 
of the camera lens was placed 35.5 cm above the top of the screen or 49.5 cm from eyes of 
the image of the person on the screen to the center of camera, which translates to a parallax 
of 14.6 degrees.  
 Eye-Tracking.  Each participant was equipped with headgear made by Positive 
Science that looked much like a pair of glasses.  Eye tracking was video-based and done 
using RIT’s “007 box” eye tracker.  The eye camera, which was positioned slightly below 
one of each participant’s eyes, did not prevent their partner from seeing that eye.  
Participants were given a 5-point calibration at the start of each condition.  ISCAN 
software was used to calibrate the videos.  
 Maps. Four maps (maps 1 through 4) were used from the HCRC Map Task Corpus 
(2009, Appendix A). Participant’s maps were placed on a clipboard that was attached to a 
binder, elevating it 17 degrees in order that the other participant could not see his or her 
partner’s map.  
Procedure 
 When participants arrived they read and signed a consent form and were outfitted 
for their eye tracker.  Participants were then seated across from their partner using the 
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communication mode they were assigned to do first.  Participants were verbally given 
instructions to complete the map task. The instructions informed the participants that their 
maps were similar but not identical and that it was the instruction-giver’s task to verbally 
relay their path to the instruction –follower whose job it was to replicate the path on their 
own map.  The experimenter left the room while the participants completed the task but 
had access to audio so she could return to the room when the task was complete.  The next 
three conditions followed in a similar fashion changing communication modes for each 
trial.  When participants had completed all four maps, they were a given a survey about 
their experiences with all four communication conditions.  As part of the post-experimental 
survey, they were asked to assign a score out of 100 points to their experience with each 
condition and to comment. 
This was a within-subject design; each pair of participants completed one map task 
for each of the four conditions: FTF, Desktop (3.9° parallax), LSEC (5.7° parallax), and LS 
(14.6° parallax).  Each participant in the pair was the instruction-giver for two of the four 
maps.  The order of conditions and order of instruction giver/follower role was intended to 
be counterbalanced, however a mistake was made during experimentation and so the order 
of conditions is only semi-counterbalanced.  Additionally, not all participants’ eye-tracking 
data were used for analysis; so where relevant, consideration to the influence of order is 
given in the results section.  
The dependant variables measured were the conversation surface features, 
conversation games, and eye-tracking measures outlined previously in greater detail in the 
hypotheses section of this thesis.  
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Results 
 Eye-tracking data were coded using RITCode by the experimenter who had over 
300 hours of coding experience.  The beginning and end of gazes were marked at 13 
different areas of interest (AOIs): eyes; mouth; forehead; cheek; nose; face other; 
hair/hairline; hands; body other; other things in the room; own map; looking at partner but 
off track; and other.  It is important to note that individual fixations where not recorded.  A 
fixation is where the eye is stationary for some period of time as one looks at an object or 
point in space.  Fixations are interspersed with eye movements, so a gaze includes at least 
one fixation, and may comprise many fixations and eye movements as long as the direction 
of gaze was within an AOI.  The final coding was checked by a program to ensure there 
was a correct sequence of codes for each gaze: start gaze, AOI, end gaze.  Any 
discrepancies were double checked in the videos and corrected.  Instances of mutual eye 
contact were also found using a program that checked for overlapping time stamps.  Of the 
16 pairs tested, eight pairs (16 participants) had calibrations accurate to roughly a degree of 
visual angle and therefore had their eye-tracking data evaluated.   
 The experimenter also transcribed, read and analyzed the conversations for 
Conversation Moves and Games using several resources as a guide (Description of HCRC 
map task coding schemes, 2008; Carletta, Isard, Isard, Kowtko, Doherty-Sneddon, & 
Anderson, 1996; Kowtko, Isard & Doherty, 1993).  In a study to explore inter-rater 
reliability, Kowtko, Isard, and Doherty (1993) found that three novices agreed with an 
expert coder on 78% of conversational moves.  
 Data analysis was done with the aid of PASW Statistics 18.  Box plots were made 
of all the data (except the mutual eye contact data).  Data points identified as outliers in the 
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box plots (data falling outside 1.5 times the inter-quartile range of the lower and upper 
quartile) were eliminated from the data and ANOVAs were run both with and without 
outliers.  There was very little difference in results in the data without outliers and 
removing the outliers reduced the sample size enough that the decision was made to do the 
final analysis on the data including outliers.  For repeated measures ANOVAs, effect size 
is reported as partial eta squared (ηp²).  Partial eta squared is similar to eta squared except 
it takes into account (by excluding) variation accountable to other factors beside the main 
factor being tested.  Kinear and Gray (2008) recommend using the following values for 
interpreting the size of the effect: small .01 ≤ ηp² < .06, medium: .06 ≤ ηp² <.14, large: ηp² 
≥ .14.  Wherever the data did not pass Mauchly’s Test of Sphericity, which tests for 
homogeneity of variance, the Greenhouse-Geisser adjustment of degrees of freedom was 
used to determine significance. 
Conversation Analysis 
 Table 3 displays means for the conversation surface features.  The number of words 
in each conversation was counted both including and excluding back channel responses 
(mmhm and uhuh) and fillers (uh and um).  A one-way repeated-measures ANOVA 
revealed there was no difference in word count between the four communication modes, 
F(1.5, 20.1) < 1, ηp² = .03, Greenhouse-Geisser.  This was also the case after back 
channel responses and fillers were removed from the word count, F(1.6, 20.3) <1, ηp² = 
.04, Greenhouse-Geisser.  There was no significant difference in conversation length 
(F(1.90, 26.7) = 1.24, p > .05, ηp² = .08, Greenhouse-Geisser), number of back channel 
responses (F(1.76, 22.8) <1, ηp² = .05, Greenhouse-Geisser), number of fillers (F(1.6, 
20.2) = 1.02, p > .05, ηp² = .07, Greenhouse-Geisser), number of interruptions (F(3, 36) = 
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1.92, p > .05, ηp² = .14), or number of turns (F(3, 39) < 1, ηp² = .02).  The number of 
interruptions was divided by the number of turns for each pair of participants to create an 
interruption rate for each condition. There was no difference in interruption rate between 
communication modes, F(3, 39) = 1.6, p > .05, ηp² = .11.  
 
 
Table 3  Conversation Surface Features 
Conversation Surface Features 
  Conversation Mode 
Features   FTF Desktop LSEC LS 
M 1366.9 1430.9 1412.4 1320.4 Word  Count 
Inclusive 
n = 14 SD 763.9 1007.9 826.6 854.8 
M 1343.3 1397.7 1382.9 1287.9 Word  
Count  
Exclusive 
n = 14 
SD 747.1 974.1 806.2 825.4 
M 8:48 9:50 9:07 8:31 Length 
(in minutes) 
n = 15 SD 3:57 5:50 4:24 4:59 
M 7.3 8.8 6.4 8.6 Back Channel 
Responses 
Mmhm & Uhuh 
n = 15 SD 10.7 7.7 13.1 11.3 
M 23.6 33.1 29.6 32.6 Fillers 
Um & Uh 
n = 14 SD 24.0 37.9 25.3 38.1 
M 50.2 43.6 34.5 36.9 Interruptions 
n = 13 SD 38.0 28.2 29.8 25.2 
M 197.7 186.4 192.7 186.4 Turns 
n = 14 SD 121.5 126.8 123.1 128.6 
M .22 .12 .17 .19 Interruption  
Rate 
n = 14 SD .11 .10 .10 .09 
Note. Number of back channel responses and fillers were 
subtracted from word count inclusive to create word count 
exclusive.  The number of interruptions was divided by the number 
of turns to create an interruption rate.  
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Figure 4 illustrates the average count of each communication game for the four 
communication modes.  A 4 (communication mode) x 6 (conversation games) repeated-
measures ANOVA revealed a main effect of games, F(5, 65) = 13.95, p < .05, ηp² = .52. 
There was no interaction, F(15, 195) = 1.39, p > .05, ηp² = .10, and no effect of 
communication mode, F(3, 39) = 1.88, p > .05, ηp² = .13.  A series of one-way repeated-
measures ANOVAs revealed there was no difference in number of instruct, explain, align, 
query-yn, or query-w games between the four conditions (all F(3, 39) < 1).  However, 
there was a difference in number of check games, F(3, 39) = 4.32, p < .05, ηp² = .25.  A 
paired two-tailed t-test showed that there were significantly more check games in the FTF 
condition (M = 15.5, SD = 14.1) than in both the desktop condition (M = 11.4, SD = 11.5), 
t(14) = 2.30, p < .05, r = .84, and the LS condition (M = 9.1, SD = 7.5), t(14) = 2.33, p < 
.05, r = .77.  Also, participants checked what their partner had said more times when 
communicating over LSEC (M = 17.3, SD = 16.5) than when talking over desktop, t(14) = 
2.19, p < .05, r = .82, and LS video-conferencing condition, t(14) = 2.87, p < .05, r = .82. 
Figure 4. Mean number of communication games for each condition. Error bars represent + SD. 
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Map Scores 
 The map score was determined by placing transparent graph paper (4mm squares) 
and a transparency of the original path over a participant’s drawn path. The difference 
between the maps was colored in on the graph paper and the number of squares of 
deviation were counted and then converted to cm².  Thus, a higher score on the map task 
really means poorer performance and a greater variation from the original path.  This 
scoring method of finding the variation in area was used in previous research (Doherty-
Sneddon et al., 1997; Boyle et al., 1994).  Because the map task served mainly as a way to 
construct conversation, the absolute score is less important here than the reliability of the 
score measure between maps so a comparison to check for major differences could be 
made between conditions.   
 
 
 
 
 
 
 
 
 
 Figure 5 displays the mean variation in cm² on the map task for each of the 
communication modes.  A repeated-measures ANOVA revealed that there was no 
difference in map task performance between the four communication modes, F(3, 45) = 
Figure 5. Average map score in cm² for each communication mode. 
Error bars represent + SD. 
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<1, ηp² = .06. 
Because the order in which participants did the conditions was not counterbalanced 
correctly, analysis was done on the impact of order on map score to see if a practice effect 
was present.  As can be seen in Figure 6 there appears to be a practice effect – participants 
had a higher deviation from the actual path on the first condition they did than the second.  
It appears as if performance leveled off by order 3 and 4.  A one-way ANOVA revealed 
that indeed there was an order effect on map score, F(3,60) = 4.68, p < .05, r² = .01.  A 
series of two-tailed t-tests showed there was a significant difference in map scores between 
orders 1 (M = 61.9, SD = 43.6) and 3 (M = 30.5, SD = 12.8), t(30) = 2.76, p < .05, r = .51, 
and orders 1 and 4 (M = 29.8, SD = 17.8), t(30) = 2.74, p < .05, r = -.17.   
 
 
 
 
 
 
 
 
 
 
Further analysis was done to see if order affected map score for any one condition 
over another.  Order did not impact map score for the FTF, (F(3, 12) < 1, r² = .04), LSEC 
(F(3, 12) <1, r² = .04), or LS (F(2, 13) = 2.30, r² = .05) conditions.  However, there was 
Figure 6. Average map score in cm² for each order in 
which participants did the conditions. Error bars 
represent + SD. 
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an effect of order on the desktop condition, F(3, 12) = 4.13, p < .05, r² = .21.  Participants 
who did the desktop condition first (M = 8.0, SD = 2.7) scored significantly worse on their 
maps compared to participants who did their maps via desktop conferencing third (M = 
2.7, SD = 1.4), t(5) = 3.03, p < .05, r = -.06, or fourth (M = 1.4, SD = 1.1), t(5) = 3.91, p < 
.05, r = -.02 in the sequence.  These results (see Table 4) imply a practice effect but the 
sample sizes were quite small so they are suggestive rather than conclusive.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4 Map Score (cm²) for Desktop Condition by Order 
Map Score (cm²) for Desktop Condition by Order  
   Order1  Order 2 Order 3 Order 4 
M 8.0 5.4 2.7 1.4 
SD 2.7 3.5 1.4 1.1 
n 4 6 3 3 
 
Figure 7. A scatter plot that displays the correlation between map score and conversation length – 
taking longer to complete the task resulted in less variation in area between the given and drawn paths.  
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Because it is possible that taking a longer time to complete the map task resulted in 
greater accuracy, a two-tailed Pearson’s r correlation was done to compare conversation 
length and map score regardless of condition and there was a significant correlation 
between conversation length and map score, r(61) = -.298, p < .05.  Figure 7 plots this 
correlation.  Further analysis reveals that map score and conversation length are not 
significantly correlated at the two-tail level for the communication modes individually: 
FTF, r(14) = -.466, p > .05; Desktop, r(13) = -.487, p > .05; LSEC, r(14) = -.427, p > .05; 
LS, r(14) = .059, p < .05.  
While the map score is a measure of variance between the given and drawn path, a 
closer examination was given of the maps to see how often participants drew in the 
opposite direction of where the original path was supposed to take them.  If a drawn path 
took a turn over a landmark when it should have gone under (or vice versa), to the left 
when it should have gone to the right (or vice versa), or went around a landmark in a 
totally different part of the map, this was taken note of as a “directional error”.   
 
 
 
 
Out of 64 total drawn paths, there were 14 (22%) containing such errors.  Table 5 
displays the number of errors for each condition.  The pattern of errors suggests that 
participants may have made more errors over desktop and LS than modes that created more 
realism in size and eye contact such as FTF and LS.  
Table 5  Number of Directional Map Errors per Condition 
Number of Directional Map Errors per Condition 
 FTF Desktop LSEC LS 
Number of Errors 2 6 2 4 
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Eye-Tracking 
Mutual eye contact.  Seven of the eight pairs whose eye-tracking data were 
evaluated made mutual eye contact at least once during the course of the experiment. Of 
the 7 pairs that made eye contact, 5 comprised people familiar with each other.   
 
Across conditions, the average amount of time spent making mutual eye contact 
was 276.10 ms (SD = 411.29 ms) and participants looked at each others’ eyes 2134 times, 
117 gazes (5.5%) of which were mutual eye contact.  Because some participants made as 
few as one or none mutual eye contact gazes for some of the conditions it is impossible to 
perform a meaningful repeated-measures ANOVA to compare the four conditions.  
However, as is seen in Table 6 participants seem to have made eye contact least often in 
the FTF condition and most often in the LS condition.  
Gazes at areas of interest.  Four areas of interest (AOIs) yielded large enough 
sample sizes to make a reasonable statistical comparison between conditions: eyes, mouth, 
partner off track, and own map.  While coding the eye tracking videos, it was sometimes 
clear that the participant was gazing at his or her partner but not always clear where 
Table 6  Number and duration of mutual eye contact across conditions 
Number and duration of mutual eye contact across conditions 
 FTF Desktop LSEC LS 
Mean Gaze Duration 208.3 506.7 165.2 242.7 
SD 106.3 790.6 115.4 208.5 
Count 4 25 33 55 
Mean Count 2 4.8 11 13.8 
n 2 5 3 4 
Note. Mean duration is in milliseconds. Mean count is the average of the number of mutual eye 
contact gazes (count) each pair made in each condition. Pairs who did not make a mutual eye 
contact gaze during a condition were excluded from the mean count for that condition. It can also 
be interpreted as the approximate number times each pair made mutual eye contact for each 
condition.  
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specifically due to a poor track or a track loss.  Such instances were grouped into a variable 
called partner off track.  
 
 
 
 
 
 
 
 
  
One-way ANOVAs revealed that the number of gazes (F(1.6, 15.6) = 1.90, p > .05, 
ηp² = .16, Greenhouse-Geisser), percent of gazes (F(3,30) < 1, ηp² = .07), average gaze 
duration (F(3, 30) < 1, ηp² = .04), and percent of total looking time (F(1.6, 15.9) = 2.85, p 
> .05, ηp² = .22, Greenhouse-Geisser) participants spent looking at their partner but off 
track did not differ significantly between the four communication modes.  Figure 8 
illustrates the mean percent number of gazes and mean percent looking time for partner off 
track for the four conditions. 
Because the sample sizes for many AOIs were too small for individual analysis, all 
of the AOIs that included any gazing at a participant’s partner were combined to make a 
composite AOI called partner. This included any gazes at eyes, mouth, forehead, cheek, 
nose, face other, hair/hairline, hands, body other, and partner off track.  
Figure 8. Mean percent of gazes and percent of looking time at the AOI partner off track.  Error bars 
represent + SD. 
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Number of gazes.  Figure 9 displays the average number of gazes at four AOIs. 
The AOI partner is inclusive of gazes at eyes and mouth along with any other gazes made 
at participants’ partner.  Presumably, with the exception of a few gazes around the room, 
participants are either looking at their partner or their map.   
 
 
 
 
 
 
 
 
 
 
To examine the relationship between these two AOIs, a 4 (communication mode) x 
2 (AOI – partner and map) repeated-measures ANOVA was done and revealed main 
effects for condition, F(3, 45) = 3.32, p < .05, ηp² = .18, and AOI, F(1, 15) = 14.42, p < 
.05, ηp² = .49 but no interaction, F(3, 45) = 2.41, p > .05, ηp² = .14.  A one-way 
repeated-measures ANOVA showed that the number of gazes participants made at their 
maps did not vary by condition, F(3, 42) = 2.18, p > .05, ηp² = .14.  However, the number 
of gazes participants made at their partners did vary between conditions, F(3, 42) = 3.05, p 
< .05, ηp² = .18.  A two-tailed t-test showed that participants looked at their partner more 
times in the LSEC condition (M = 191.1, SD = 189.7) than in the FTF condition (M = 86.8, 
Figure 9. Mean number of gazes at four areas of interest for each condition.  Error bars represent + SD. 
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SD = 64.6), t(15) = 2.62, p < .05, r = .60.  The number of gazes that participants made at 
their partner’s eyes, F(3, 39) < 1, ηp² = .07, and mouth, F(3, 42) < 1, ηp² = .05, did not 
differ between the four communication modes. 
The number of gazes each participant made at each AOI was divided by the total 
number of gazes at all AOIs to yield a percentage of gazes.  Figure 10 displays the average 
percentage of number of gazes that participants made at the four AOIs.  
 
 
 
 
 
 
 
 
 
A 4 (communication mode) x 2 (AOI – partner and map) repeated-measures 
ANOVA revealed no difference for condition, F(1.7, 25.8) = 2.1, p > .05, ηp² = .12, 
Greenhouse-Geisser.  There was a difference for AOI, F(1, 15) = 214.63, p < .05, ηp² = 
.94 and an interaction, F(3, 45) = 3.47, p < .05, ηp² = .19.  One-way repeated-measures 
ANOVAs showed that the percentage of gazes did differ between conditions for both gazes 
at participants’ partner, F(3, 42) = 3.24, p < .05, ηp² = .19, and map, F(3, 42) = 4.44, p < 
.05, ηp² = .24.  Participants made a higher percentage of gazes at their partners both over 
Figure 10. Percentage of gazes at AOIs for each condition. Error bars represent + SD. 
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desktop (M = 62.4, SD = 5.4), t(15) = 2.22, p < .05, r = .34, and LSEC (M = 63.1, SD = 
5.8), t(15) = 2.22, p < .05, r = .11 than when communicating FTF (M = 58.1, SD = 7.6).  
Participants spent a greater percentage of time looking at their maps when communicating 
FTF (M = 35.1, SD = 6.2) than when communicating over desktop (M = 31.4, SD = 4.6), 
t(15) = 2.28, p < .05, r = .30, or LS video-conferencing (M = 29.6, SD = 5.5), t(15) = 3.85, 
p < .05, r = .52.  One-way repeated-measures ANOVAs also revealed that the percentage 
of total gazes that participants made at their partner’s eyes, F(3, 39) < 1, ηp² = .03, and 
mouth, F(1.8, 25.6 ) = 2.16, p > .05, ηp² = .13, Greenhouse-Geisser, did not differ 
significantly.   
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Gaze duration.  The average amount of time spent in each gaze is referred to as 
mean gaze duration.  Figure 11 displays the average length of each gaze at the AOIs in 
milliseconds.  
 
 
 
 
 
 
 
 
 
 
A 4 (communication mode) x 2 (AOI – partner and map) repeated-measures 
ANOVA revealed a difference for condition (F(1.7, 25.4) = 3.31, p < .05, ηp² = .18, 
Greenhouse-Geisser), AOI (F(1, 15) = 35.39, p < .01, ηp² = .70) and an interaction 
(F(1.7, 24.69) = 3.48, p < .05, ηp² = .19, Greenhouse-Geisser).  However, a series of one-
way repeated-measures ANOVAs revealed no difference in mean gaze duration at 
participants’ partner (F(3, 42) = 1.73, p > .05, ηp² = .11), eyes (F(3, 39) < 1, ηp² = .06), or 
mouth (F(1.8, 24.6) = 1.157, p > .05, ηp² = .08, Greenhouse-Geisser).  Additionally, 
condition did not impact the average length of each gaze at participants’ maps, F(1.6, 22.6) 
Figure 11. Mean gaze duration in milliseconds for AOIs for each communication mode. Gazes at map are plotted 
on a separate axis because the gazes at map were considerably longer than gazes at the other AOIs. Error bars 
represent + SD. 
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= 2.41, p > .05, ηp² = .15, Greenhouse-Geisser.  
The amount of time in milliseconds spent looking at each AOI was divided by the 
total amount of time spent looking at all AOIs to provide a measure of percentage of time 
spent looking at AOIs.  Figure 12 shows the percentage of time spent looking at the four 
AOIs.  
 
 
 
 
 
 
 
 
 
Once again, to explore the relationship between gazes at partner and map, a 4 
(communication mode) x 2 (AOI) repeated-measures ANOVA was done and revealed no 
difference for condition, F(3, 45) = 1.59, p > .05, ηp² = .10. There was an effect for AOI, 
F(1, 15) = 320.41, p < .05, ηp² = .96, and an interaction, F(3, 45) = 9.32, p < .05, ηp² = 
.38.  One-way repeated-measures ANOVAs showed that the percentage of time 
participants spent looking at their partner overall did depend on communication condition, 
F(3, 42) = 9.27, p < .05, ηp² = .40.  Participants spent more time looking at their partner 
when conversing over LSEC video-conferencing (M = 21.8, SD = 13.4) than all other 
Figure 12. Percentage of time spent looking at four areas of interest for each communication mode. Error 
bars represent + SD. 
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means of communication; FTF (M = 11.6, SD = 7.9), t(15) = -4.35, p < .05, r = .72; 
desktop (M = 11.8, SD = 7.6), t(15) = -3.80, p < .05, r = .62; LS  (M = 12.2, SD = 7.3), 
t(15) = 4.15, p < .05, r = .75.  Likewise, condition impacted percentage of looking time at 
map, F(3, 42) = 6.58, p < .05, ηp² = .32.  Participants spent less time looking at their maps 
when communicating over LSEC (M = 77.7, SD = 13.3) than all other conditions; FTF (M 
= 86.9, SD = 9.1), t(15) = 3.69, p < .05, r = .66; desktop (M = 87.3, SD = 7.9), t(15) = 3.73, 
p < .05, r = .64; and LS (M = 86.3, SD = 7.7), t(15) = -3.53, p < .05, r = .70.   
The percentage of time spent looking at eyes, F(3, 39) = 1.30, p > .05, ηp² = .09, 
and  mouth, F(1.9, 27.2) = 2.14, p > .05, ηp² = .13, Greenhouse-Geisser did not vary 
significantly between the communication conditions.   
Once again, consideration was given to the order of conditions.  For the eight pairs 
whose eye-tracking data were used, four of them had LSEC as their first condition.  Of the 
other pairs, one had FTF first, another had desktop and two pairs had LS as their first 
condition.  So there is the possibility that participants simply spent more time looking at 
their partner on the first trial.  However, a one-way repeated-measures ANOVA on percent 
of time spent looking at partner revealed no difference between orders, F(3, 60) = 2.15, p  
> .05, r² = .01.  Additionally, a t-test that compared percent of time spent looking at 
partner between participants who had LSEC as their first trial to participants who had that 
condition as a later trial (second, third, or fourth) did not reveal an effect of order, t(14) = 
.91, p > .05, r = -.07. 
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Post-Experimental Survey 
Figure 13 displays participants’ average rating, as a score out of 100, of their 
experience with the communication modes.  
 
 
 
 
 
 
 
 
 
 
Participants rated their experience for each of the conditions differently, F(2, 63) = 
13.50, p < .05, ηp² = .21, Greenhouse-Geisser.  Paired two-tailed t-tests revealed that 
participants rated the FTF condition (M = 96.8, SD = 7.6) significantly higher than they did 
all other conditions: desktop (M = 81.6, SD = 10.0), t(31) = 8.46, p < .05, r = .35; LSEC 
(M = 86.6, SD = 13.5), t(31) = 3.76, p < .05, r = .01; LS (M = 84.9, SD = 14.6), t(31) = 
3.98 , p < .05, r = - .06. There was no significant difference between ratings for the desk, 
LSEC, and LS conditions.   
Figure 13. Average score out of 100 given to each communication mode by participants in the post-
experimental survey. Error bars represent - SD. 
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Comments about each condition varied but some patterns emerged. See Table 7 for 
a summary of comments.  Based on the comments, participants likely rated their 
experience with FTF higher than the other modes of communication because it felt more 
personal, was easier to understand their partner, and was a richer experience. 
Table 7  Summary of Comments made by participants about each Communication Mode 
Summary of Comments made by participants about each Communication Mode 
Comment, Example Number of Comments 
 FTF Desktop LSEC LS 
More personal 
“Most personal experience” 7    
Less personal 
“Less personal”  3   
Easier to understand 
“Can understand things better when face-to-face” 5    
Richer Experience 
“Faster to pick up on subtlies” 7    
Good/fine 
“It was good and I could understand everything”  4   
Comfortable/easy to communicate 
“It was easier to talk with her” 6    
Uncomfortable 
“Never used, uncomfortable”    3 2 
Life-like 
“Trying to simulate real life and almost succeeds”    6 3 
Better-angle 
“More natural perspective”    6  
Odd angle 
“It’s hard to maintain eye contact”    8 
Didn’t notice difference between two life-size conditions 
“I didn't see much of a difference with the high and low”   8 7 
Poor video/audio quality 
“Poor webcam quality/audio. Not bad though”  10   
Small screen 
“Image too small.”  8   
Used to video-conferencing 
“I’m used to video-conferencing”  3   
Large screen 
“Large viewing space, good for detail but too much info”   5 1 
Better than desktop 
“Better than desktop”   1 2 
Worse than face-to-face 
“Harder than FTF but still a big picture and more close up”   3 4 
Other 
“Kind of weird to have their head so close to the top”  
“Boring,” “Distracted by my photo” 
“After meeting digitally it was strange talking face-to-face”  
“Like a normal battleship game” 
3 7 3 4 
Note. Number of similar comments made by participants regarding their experiences with the four modes. 
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Discussion 
Conversation Analysis 
One difference in verbal conversation between conditions was the number of check 
games.  Check games mark when a participant checks his or her understanding of what his 
or her partner has communicated.  If check games are an indication of the need to clarify a 
misunderstanding of some type then it appears as if there was more misunderstanding in 
the FTF and LSEC condition than in the desktop or LS conditions.  These findings are 
contrary to what was anticipated.  If the capacity for eye contact facilitates better 
communication then why do two conditions (FTF and LSEC) that facilitate eye contact and 
are most realistic in size have more instances of checking information than the condition 
that has a reduced capacity for eye contact (LS)?  Additionally, why does the condition that 
produces a larger, more life-like image of the person (LSEC) have more check games than 
the condition that displays a more limited view of the person (desktop)?   
Perhaps the answer to this question lies in a more complex interaction between the 
realism of the conversation mode and verbal conversation.  It could be that in reality the 
same amount of misunderstanding existed in all four communication conditions and 
participants may have been more likely to actually check their misunderstanding in the two 
more realistic communication modes.  Perhaps checking what your conversation partner is 
saying a more natural way to converse.  It does not appear as if there was a relationship 
between amount of time participants spent looking at their partner and number of check 
games; participants spent more time looking at their partner in the LSEC condition than 
FTF but there was no difference in number of check games between those two same 
conditions.  Rather than indicating poorer communication and a greater misunderstanding, 
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perhaps check games are indicative of better communication.  If the same level of 
misunderstanding existed in all four conditions, then indeed checking your understanding 
more would be a better way to communicate and would ultimately result in less 
misunderstanding by the end of the task.   
The surface features of the conversations, such as word count, conversation length, 
back channel responses and fillers did not differ significantly between conditions.  
Conversation length and word count are perhaps of most ecological validity here; the 
results from this study suggest that it does not take people more words or time to convey 
the same information over video-conferencing than when talking face-to-face.  
Map Task 
 As predicted, communication mode had little effect on map task performance as 
measured by variation in area between the given and drawn path.  However, the number of 
directional errors, while few, are suggestive that perhaps LS and desktop video-
conferencing resulted in greater miscommunication than FTF and LSEC, which were both 
comparable in number of errors (Table 5).  This would make sense especially considering 
that participants checked their understanding of each other more in the FTF and LSEC 
conditions.  
Eye Contact 
 Participants made surprisingly little eye contact with each other.  Just 5.5% of all 
gazes at partners’ eyes were mutual eye contact.  This is much less time spent in eye 
contact during conversation than the 31% found by Argyle and Cook (1976).  However, 
participants in the present study were not in a casual conversation (as they were in Argyle 
and Cook, 1976) but were instead focused on a task which required visual attention.  
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Though an ANOVA was not performed to compare the number of instances of eye contact 
to one another (given the small n) it certainly appears as if participants made eye contact 
far more times in the two life-size conditions than in the FTF condition.  In fact, 
participants made eye contact only 4 times while talking FTF (see Table 6).  This also is 
contrary to what was anticipated.  When video-conferencing, participants may have felt 
they needed to devote more visual attention to their partner because their image was on a 
screen.  Or perhaps participants tried to bridge a sense of physical separation, or a loss of 
communication richness, with increased eye contact with their partner.  More eye contact 
could indicate that participants found video-conferencing to be a more novel experience 
and they found it fascinating to look at their partner on a very large screen.   
Gaze Behavior 
 Overall, participants spent relatively little time looking at their partner compared to 
looking at their map (See Figure 11). This is not surprising considering the map task 
required a lot of visual resources.  The results of this study may not be applicable to casual 
video-conferencing conversations, but it is not unlikely that a task-oriented business 
meeting over video-conferencing would involve a lot of looking down at materials or 
notes.  However, business meetings may require more looking at the other persons to read 
their opinion of a proposed idea, for example, whereas this map task had little to do with 
generating ideas or sharing opinions.  
 An interesting trend in the data is that participants looked more times, a greater 
percentage of instances, and a greater percentage of time at their partner when they 
communicated via LSEC than FTF.  Additionally, participants made relatively more gazes 
at their partner when communicating over desktop than FTF.  See Table 8 for a summary  
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of the differences between conditions.  
 
One way to explain the greater percentage of time that participants spent looking at their 
partner in the LSEC condition over FTF and desktop is that perhaps the LSEC setup was 
such a novel experience that it encouraged more partner-looking.  Of the 16 participants 
whose eye tracking data were analyzed nine had used video – conferencing (most likely 
desktop) at least twice before.  Perhaps novelty is also an explanation for the percentage of 
desktop gazes at partner over FTF – while desktop was more novel than FTF, LSEC was 
more novel than both.  This finding of more partner-looking in the desktop condition than 
FTF is in keeping with previous findings by Doherty-Sneddon et al. (1997).  However, 
novelty does not explain the difference in percentage of time spent looking at partner 
Table 8  Summary of Results 
Summary of Results 
Dependant Variables Hypotheses Results 
Verbal Communication   
    Align games FTF = LSEC < Desktop = LS FTF = Desktop = LSEC = LS 
    Check games FTF = LSEC < Desktop = LS FTF = LSEC > Desktop = LS 
    Conversation length, number of words,  
    turns, interruptions and fillers 
FTF = LSEC < Desktop = LS FTF = Desktop = LSEC = LS 
    Number of back channel responses FTF = LSEC > Desktop = LS FTF = Desktop = LSEC = LS 
Map Task Performance FTF = LSEC = Desktop = LS FTF = Desktop = LSEC = LS 
Gaze Behavior   
    Looking at each other   
        Number of Gazes FTF = LSEC > Desktop > LS LSEC > FTF 
        Percentage of Gazes FTF = LSEC > Desktop > LS LSEC > FTF 
Desktop > FTF 
        Mean Gaze Duration FTF = LSEC > Desktop > LS FTF = Desktop = LSEC = LS 
        Percentage of Time FTF = LSEC > Desktop > LS LSEC > FTF = Desktop = LS 
    Looking at each other’s eyes FTF = LSEC > Desktop > LS FTF = Desktop = LSEC = LS 
    Mutual Eye Contact FTF = LSEC > Desktop > LS LS > LSEC > Desktop > FTF 
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between LSEC and LS.  This difference perhaps can be attributed to the difference in 
capacity for eye contact; participants may have noticed that their capacity for eye contact 
was reduced in the LS condition and therefore looked at their partner less.  If we once 
again examine the post-experimental survey results (Table 7), eight participants (25%) 
made comments suggesting they detected the angle was odd in some way in the LS 
condition, and six (19%) participants noted that the angle of the camera was better for the 
LSEC condition. 
Post-Experimental Survey 
There is something to be said for the overwhelming preference participants gave 
their FTF conversation over all other modes of communication.  Participants’ comments 
indicate that one of the main reasons for this seemed to be that they felt FTF was the “most 
personal,” richest experience.  Perhaps these attributes of perceived “personability” and 
richness cannot be measured with objective conversation analysis such as word count, or 
gaze behaviors such as amount of time spent looking at your map task partner.  Perhaps 
there is a sense of closeness and familiarity that can only be achieved by physical 
proximity that no amount of realism created in video-conferencing system can achieve. As 
one participant commented about her experience with desktop vide-conferencing, even 
though she knew her partner was in the very next room, her partner felt “far away.”  
Though differences between video-conferencing and FTF may not have a large 
impact on verbal conversation as it relates to accomplishing a goal-oriented task, as video-
conferencing technologies advance, it is yet to be seen if improvements such as improved 
capacity for eye contact or a realistic image can reduce the feeling of distance and create a 
more personal experience.   
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Conclusion 
 While this study did not reveal some of the differences between communication 
modes that were expected, this is in fact a good thing.  Where earlier studies found some 
differences in conversation structure between FTF communication and desktop video-
conferencing, the absence of those differences in the present study suggests changes to 
video-conferencing technology or participant experience.  Table 9 summarizes similar 
research on communicating over video-conference with the results of the present study. 
Where Doherty-Sneddon et al. (1997) found that conversations over video-conferencing 
with eye contact contained more words and turns than video-conferencing without eye 
contact, this thesis found that there were no differences in number of words or turns 
between video-conferencing with eye contact (desktop and LSEC) and video-conferencing 
without eye contact (LS). 
Table 9  Summary of Research 
Summary of Research 
Study Comparisons Findings 
Boyle et al. (1994)  FTF 
 Co-present Audio-only 
 Audio-only: more words and interruptions, fewer back 
channel responses 
Experiment 1:  
 FTF 
 Co-present audio-only 
 
 Audio-only: more align and check games 
Doherty-Sneddon et al.  
(1997) 
Experiment 2:  
 Remote audio-only  
 Video-tunnel with EC 
 Video-tunnel without EC 
 
 Audio-only: More align games than in both VC 
conditions. 
 VC with EC had more words and turns than audio-only 
and VC without EC.  
 Participants in VC with EC looked 56% more times at 
their partner than FTF or VC without EC.   
Bohannon (2010)  FTF 
 Desktop with EC 
 Life-size with EC (LSEC) 
 Life-size without EC (LS) 
 Check games: FTF and LSEC > desktop & LS 
 Number of gazes at partner: LSEC > FTF 
 Percentage of gazes at partner: Desktop and LSEC > FTF 
 Percentage of time looking at partner: LSEC > any others 
 Participants rated their experience with FTF > any others 
 No difference in conversation surface features 
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Additionally, it seems as if participants in this study were more familiar with 
desktop video conferencing.  Participants in the desktop with eye contact condition in the 
Doherty-Sneddon et al. (1997) study looked at each other more times than FTF.  This was 
also somewhat true in the present study; participants made a greater percentage of gazes at 
their partners in the desktop with eye contact and the LSEC conditions than when talking 
FTF.  However, participants spent a greater percentage of time looking at their partner in 
LSEC than both desktop and FTF.  This suggests that while desktop video conferencing 
may still be a more novel experience than FTF, LSEC may be slightly more novel than 
desktop.  Of course there are other possible explanations than novelty.  For example, 
talking with someone on a large display could make participants inclined to devote more of 
their visual attention to that person much like they give most of their visual attention to 
what is on the display when seated in front of their computer and television.  
The results of this thesis suggest that people check their partner’s verbally-
communicated information more often over a large video-conferencing system with eye 
contact and in a face-to-face conversation.  While Doherty-Sneddon et al. (1997) suggested 
that check games were an indication of less understanding, perhaps the presence of 
additional check games indicate better conversation and an improvement in understanding. 
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When making the decision to have a conversation FTF or over video-conferencing 
we can be assured that choosing the latter likely will not result in a longer conversation 
with more words and interruptions.  However, we should keep in mind that having the 
conversation FTF and over a life-size system that enables eye contact could facilitate more 
verbal clarification of any misunderstandings when compared to a system with a smaller 
image or poor eye contact.  Additionally, it is important to remember that conversation 
over a LSEC system will likely facilitate more looking at each other.  While this added 
looking may not impact verbal conversation, there are other variables not measured in this 
study that can be impacted by amount of gazing; for example, trust, impression formation, 
compliance, and emotion interpretation can be influenced by eye contact.  The attempts at 
video-conferencing systems that better imitate FTF conversations suggest that people are 
trying to transcend physical distance and make invisible the technology that acts as a portal 
through which we communicate. 
Figure 14.  A model of the relationships between the variables examined in this thesis. 
Conclusions are that LSEC facilitates more looking at one’s conversation partner, participants are 
more likely to check their understanding of each other over FTF and LSEC, and there is likely no 
direct relationship between amount of time spent looking at each other and the number of times 
participants checked information.  However, future research could examine at what points in 
conversation partners are more likely to look at each other.  
Verbal Communication 
Communication Media 
Looking Behavior 
FTF and LSEC 
increased 
information 
checking.  
Participants spent more 
time looking at their 
conversation partner 
over LSEC.  
No relationship between amount of time spent 
looking at partner and number of check 
games; the points in a conversation when 
participants looked at each could be 
correlated with particular games. 
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Appendix A: Materials used for Testing 
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Appendix B: Tables of Means and Standard Deviations 
 
Table 10 Number of Conversation Games 
Number of Conversation Games 
 Communication Mode 
Games  FTF Desktop LSEC LS 
Instruct M 13.6 13.9 15.1 14.6 
 SD 5.2 5.8 7.4 6.8 
 n 14 14 14 14 
Explain Mean 15.4 17.5 19.0 16.4 
 SD 13.4 14.0 14.0 12.0 
 n 14 14 14 14 
Check M 15.5 11.4 17.3 9.1 
 SD 14.1 11.5 16.5 7.5 
 n 14 14 14 14 
Align M 6.4 7.2 4.6 4.0 
 SD 10.3 14.0 7.3 7.4 
 n 14 14 14 14 
Query-yn M 18.4 18.4 19.3 16.3 
 SD 7.9 10.2 8.8 8.1 
 n 14 14 14 14 
Query-w M 4.3 5.9 6.4 6.1 
 SD 4.0 6.2 7.9 6.6 
 n 14 14 14 14 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Table 11 Mean Map Scores 
Mean Map Scores 
Communication  
Mode 
Map Score 
(variation in cm²) 
FTF 3.4 
(1.5) 
Desktop 5.0 
(3.3) 
LSEC 4.3 
(4.1) 
LS 4.0 
(2.6) 
Note. SD in parentheses, n = 16. 
  
81 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
Table 12  Partner Off Track 
Partner Off Track 
  
FTF Desktop LSEC LS 
Measure      
M 19.5 26.8 36.7 20.3 
SD 19.4 37.9 50.4 22.8 Number of Gazes 
n 12 12 12 12 
M 16.0 12.6 16.0 13.1 
SD 14.1 9.1 14.7 11.3 Percent of Gazes 
n 12 12 12 12 
M 807.6 864.5 833.2 712.3 
SD 516.5 524.4 507.2 586.2 Mean Gaze Duration 
n 12 12 12 12 
M 4.1 3.1 7.0 3.6 
SD 5.4 2.9 9.5 3.9 Percent of Total Looking Time 
n 12 12 12 12 
Note. Mean gaze duration is in milliseconds. Percent of gazes and 
percent of looking time is out of 100.  
Table 13  Mean Number of Gazes 
Mean Number of Gazes 
  FTF Desktop LSEC LS 
AOI      
M 23.5 41.7 40.7 34.8 
SD 21.1 52.5 48.8 49.7 
Eyes 
n 15 15 15 15 
Mouth M 29.5 33.2 47.3 26.8 
 SD 34.9 43.2 74.6 47.3 
 n 16 16 16 16 
Partner M 86.8 134.6 191.1 118.6 
 SD 64.6 153.0 189.7 146.3 
 n 16 16 16 16 
M 48.1 58.7 73.4 50.8 
SD 32.6 49.4 56.1 51.3 
Own Map 
n 16 16 16 16 
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Table 14  Mean Percentage of Total Gazes 
Mean Percentage of Total Gazes 
  FTF Desktop LSEC LS 
AOI      
M 15.3 16.8 14.5 16.5 
SD 8.2 9.0 8.0 7.3 
Eyes 
n 15 15 15 15 
Mouth M 15.9 16.0 15.8 10.8 
 SD 9.0 9.0 10.5 5.9 
 n 16 16 16 16 
Partner M 58.1 62.4 63.1 61.5 
 SD 7.6 5.4 5.8 7.6 
 n 16 16 16 16 
M 35.1 31.4 32.3 29.6 
SD 6.2 4.6 5.9 5.5 
Own Map 
n 16 16 16 16 
Note. Percentages out of 100. 
Table 15  Mean Gaze Duration 
Mean Gaze Duration 
  FTF Desktop LSEC LS 
AOI      
M 455.8 550.2 571.7 540.0 
SD 222.3 226.9 290.1 251.3 
Eyes 
n 15 15 15 15 
Mouth M 557.0 611.1 638.7 504.4 
 SD 228.9 274.4 243.4 254.1 
 n 16 16 16 16 
Partner M 663.5 608.7 714.5 592.3 
 SD 299.3 220.0 236.1 224.5 
 n 16 16 16 16 
M 12054.0 16842.9 8548.9 12262.5 
SD 6953.3 15952.5 8014.9 6574.9 
Own Map 
n 16 16 16 16 
Note. Average gaze duration in milliseconds. 
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Table 16  Mean Percentage of Time spent Gazing at AOI 
Mean Percentage of Time spent Gazing at AOI 
  FTF Desktop LSEC LS 
AOI      
M 2.5 3.7 4.5 3.5 
SD 2.9 4.6 5.3 3.2 
Eyes 
n 15 15 15 15 
Mouth M 3.6 3.2 5.9 2.5 
 SD 4.2 3.4 7.2 3.2 
 n 16 16 16 16 
Partner M 11.6 11.8 21.8 12.2 
 SD 7.9 7.6 13.4 7.3 
 n 16 16 16 16 
M 86.9 87.3 77.7 86.3 
SD 9.1 7.9 13.3 7.7 
Own Map 
n 16 16 16 16 
Note. Percentages out of 100. 
Table 17  Average Score Given Each Communication Mode 
Average Score Given Each Communication 
Mode 
 FTF Desktop LSEC LS 
M 96.8 81.6 86.6 84.9 
SD 7.6 10.0 13.5 14.6 
Note. Scores out of 100, n = 32. 
Table 18  Maps Scores (cm²) for Order of Condition 
Maps Scores (cm²) for Order of Condition  
 Order 
 Order 1 Order 2 Order 3 Order 4 
M 6.2 4.4 3.1 3.0 
SD 4.4 2.6 1.3 1.8 
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Appendix C: IRB Form 
 
