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During the lifetime of the GEOS I satellite a large number of optical 
and electronic observations were made from stations located on the North 
American Datum (NAD). The NAD coordinates of most of these stations have 
been determined through precise geodetic ground ties to the first-order 
triangulation network. Ira this report an attempt is made to determine the 
coordinates of these stations from the available satellite observations and 
possible distortions present in the North American Datum. .The coordinates 
were determined both from simultaneous observations (geometric mode) and 
from observations distributed along the orbital path (short-arc mode). 
The observation stations involved axe shown in Fig. 1. All coordinate 
computations (and results) me relative to the NAD coordinates (and variances) 
of Columbia, Missouri ,  the station nearest to the origin of the NAD: Meades 
Ranch, Kansas. On the other hand, the parameters, defining the distortions 
of the NAD with respect to the satellite determined system, refer to Meades 
Ranch. 
The Observations utilized in the calculations were taken by the United 
States Air Force using the PC-PO00 cameras (15 stations), by NASA/Goddard 
Space Flight Center using mostly MOTS 40 cameras (15 stations), and by the 
U. S, Army T o p o g ~ a ~ h i c C o ~ m a n d ( ~ ~ ~ 0 C  )-sequential collation of range 
(SECOR) ranging system (4 stations). The optical observations were processed 
as described in [I, pp. 82-95, 129-1371 and deposited in the National Space 
Science Data Center (NSSDC) by the agencies responsible for data reduction 
(Aeronautical Chart and 'Information Center and Coddard Space Flight Center). 
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The SECOR data was directly obtained from U. S. Army TOPOCOM, where 
it was  processed as given in [2, pp. 18-37] and [3]. 
2 . 1  Data Processing 
The optical data (approximately 7000 observations) as received from 
the NSSDC required corrections as described below: 
(1) The time given for each PC-1000 observation was in the system 
of the satellite clock; corrections to UTC were  interpolated from 
graphs furnished by the Applied Physics Laboratory, Johns Hopkins 
University. 
(2) The MOTS data was given in the UT@ system, but the last digit 
(tenths of milliseconds) was rounded off. It was necessary to 
examine every MOTS data card and correct for this roundoff. 
(3) The time correction from UTC to UT1 was performed by a 
computer program using the second difference Bessel formula to 
interpolate from tables provided by the U. S. Naval Observatory. 
Since the tables were for the differences UT2 - UTC and UT2 - UT1, 
the UT1 time was calculated by the formula: 
UT1 = UTC + (UT2 - UTC) - (UT2 - UT1) 
(4) Correction for parallactic refraction had to be applied to all 
PC-1000 and MOTS observations. It was  computed using the formula 
described in [4, p. 931. Since this formula requires the zenith 
distance and range to the satellite, it was necessary to wri te  two 
computer programs: The first program separated all observations 
into simultaneous events, computed the Cartesian coordinates of the 
satellite as described in [5, pp. 17-18], and computed the range of 
the satellite from each observing station. The information on the data card and the 
range and the Local Apparent Sidereal Time(MST) were written onto a magnetic 
tape Another program was written that would read the tape compute the parallactic 
refraction, and apply the corrections e A standard temperature of 10' C and a standard 
pressure of760 mm Hg were used in the computation ofthe parallactic refraction. 
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(5) In early 1969 the U. S. Naval Observatory delivered revised values 
of A.l - UT1 for the period January 1, 1956 to January 22, 1969. 
These values were given for each day, and they were punched on data 
cards. Also on these cards were the coordinates of the instantaneous 
pole with respect to the Conventional International Origin (CIO), and 
the value A.l  - UTC. In order to be able to use the revised values of 
UT1, it was necessary to use the time correction program mentioned 
in (3) above in the reverse to arrive at UTC, from which the revised 
UT1 was calculated by the formula: 
UT1 = UTC + (A.l  - UTC) - (A.l - UT1) 
A s  before, a second difference Bessel formula was used to interpolate 
from the tables, 
The SECOR data was used as received since it was previously corrected 
and screened in [ 31. 
2.2 Data Screening and Rejection 
The principle tool used for screening the optical data was  the individual 
event adjustment. The observations are grouped by event (i. e. , individual 
flash) and an adjustment is performed €or the three components of the satellite 
position. The a posteriori variance of theobservation of unit weight is computed 
and compared to a test value. I€ the computed variance is greater than the 
test value, the entire event (flash) is deleted from the data sample. A detailed 
description of the equations used in this process is given in [6, p. 571. The 
purpose of the individual event adjustment is to detect blunders in the observa- 
tional data, since these will generally cause large residuals and consequently 
a large a posteriori unit variance. On the other hand, the residuals and 
a posteriori unit variance also include some contribution from the e r rors  in 
the station positions, which are held fixed during the event adjustment. Thus 
the test is efficacious only if the station positions are fairly well known, In 
the case of the MOTS and PC-1000 observations, the station positions were 
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considered to be quite well known a priori. We expected the approximate 
station coordinates to be sufficiently accurate that their e r rors  would seldom 
contribute more than a second of arc to any of the residuals in the individual 
event adjustments. 
Altogether about 5000 MOTS and 2000 PC-1000 observations w e r e  
investigated, W e  expected to find that the data had been thoroughly screened 
before it was deposited in the Data Center, so that it would not be necessary 
for us  to delete any observations at all. However, the individual event 
adjustments showed that the unit variance was  unacceptably large in a 
sizable number of cases. The values of the a posteriori unit variance fell 
over a wide range; only in some cases was this value large enough to indicate 
an obvious blunder, while in other cases this value indicated that the data 
probably contained a'blunder of small magnitude. W e  were  able to identify 
the actual observatiofi containing the blunder in a few cases by examining the 
residuals of the individual event adjustment and in other cases by examining 
the residuals of the orbital mode adjustment, but in most cases the offending 
observation could not be identified and it was  necessary to delete the whole 
event. We were not able to detect any correlation between bad observations 
or  events and the tracking stations, so thatwe couldnot ascribe the existence of 
bad events to large errors  in the coordinates of any station. On the other hand, 
we often found that all, or  at least several, of the flashes of a sequence yielded 
poor event adjustments, which indicated the existence of an e r ror  in the 
plate reduction for at least one of the plates involved. Since we did not have 
access to the raw data and the plate reductions, we were not able to follow 
the possibility further. 
The data suspected of containing blunders amounted to about 10% of 
the MOTS data and about 30% of the PC-1000 data. The PC-1000 data was 
the most troublesome, not only because of the large amount of suspected data 
but also because the value of the unit variance often fell into the "doubtful" 
range; the values of the a posteriori standard deviation of unit weight for the 
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individual event adjustments were fairly continuously spread from 0" to 30". 
We were willing to accept that an individual event could yield a standard 
deviation of as much as 6" or even 10" due to the normal sample fluctuation 
of accidental errors. However, it seemed that a value greater than this 
amount indicated the probable presence of a small blunder that would be 
identifiable with sufficient investigative effort. In the case of the MOTS data, 
the a posteriori standard deviations were usually either less than 6" or greater 
than ZO", thus allowing a fairly clear separation of good and erroneous data. 
Since we were not in a position to search for the cause of the apparent 
blunders in the data, we were not able to determine which events actually 
contained small blunders and which only appeared bad due to normal sample 
fluctuation. If we were to consider the small blunders to be part of the popula- 
tion of accidental errors ,  the population standard deviation of the data would 
be so large as to render it practically useless for geodetic purposes. This 
meant that it was necessary for us to accept, a priori, some value for the 
standard deviation of the data and to rely on statistical methods to detect and 
delete suspect data. 
Based on previous experience, we decided to ignore the standard 
deviations of the observations given on the data cards, since these were com- 
pletely unrealistic, and to accept a value of 2'10 as the standard deviation of 
all optical observations, both MOTS and PC-1000. This value was  used as 
the standard deviation for the declination and for the right ascension times 
the cosine of the declination. If this value is the true standard deviation of 
the accidental e r rors  in the data, then the expected value of the a posteriori 
unit variance of an individual event adjustment is one. This statistic is 
distributed as chi-square so that we were able to construct a confidence 
interval in which it was expected to fall.  Our final decision was  to use a 
rejection criterion of 10, rejecting all events for which the unit variance was 
greater than this value. Since most of the event adjustments involved only two 
plates, and thus four observations and one degree of freedom, this rejection 
criterion corresponded in most cases to a probability level of .99843. 
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Le.  if the hypothesis that the true standard deviation is 2'10 is correct, then 
only 0.157% of the events are deleted by this test when they are  actually good 
events, This is a small price to pay for the rejection of most of the small 
blunders 
When combined with the a priori standard deviation of 2'.'0, this rejec- 
tion criterion corresponds to an observational standard deviation of 6'!3 for 
the sample of observations contained in the event. Thus the screening criterion 
used for optical data may be phrased as the rejection of all events for which the 
observational standard deviation, estimated from the individual event adjustment 
with the starting coordinates held fixed, is greater than 6Y3* As expected, this 
rejection criterion resulted in an overall unit variance of close to one, as seen 
in the results of the simultaneous adjustments of all nondeleted optical data 
(Section 3.1). 
The SECOR range data had already been extensively screened during the 
processing described in [3]. Therefore it was not necessary to delete any 
range data. An a priori standard deviation of 1.7 m, obtained from [3], was 
used in forming normal equations from the range data. 
2.3 Distribution of Observations 
The number of simultaneous optical observations between the various 
stations and used in the adjustment is shown in Fig. 2. The station numbers 
along the borders of the matrix are the GOCC numbers described in [7]. The 
corresponding station names are  given in Table 4. A number inside thematrix 
indicates the number of simultaneous events observed between the two stations 
appearing at the ends of the respective column and row intersecting at the 
number in question. 
The time periods of optical passes used in the short-arc adjustment are 
listed in Table 1, and a matrix indicating the distribution of observations 
between the v h o u s  stations and passes is  shown in Fig. 3. 
SECOR tracking of GEOS I was initiated on December 1, 1965, and 
terminated May 1, 1966. During this period the satellite was tracked more 
7 
I-l cu 
0 
'4 
3 
> 
4 
3 
a 
! 
: 
, , 
L 
C 
t 
8 
Table 1 
Time Periods of GEOS I Passes Used in the 
Short-Arc Adjustment 
Pass No. 
1 
2 
3 
4 
6 
7 
8 
9 
10 
12 
13 
14 
15 
151 
152 
16 
1 7  
18 
181 
19 
20 
201 
202 
22 
23 
24 
26 
26-A 
261 
262 
263 
2 64 
265 
266 
16-A 
Date 
24 Nov 65 
24 Nov 65 
25 Nov 65 
26 Nov 65 
27 Nov 65 
14 Dec 65 
15 Dec 65 
18 Dec 65 
18 Dee 65 
21 Dec 65 
3 Jan 66 
3 Jan 66 
4 Jan 66 
1 2  Jan 66 
13 Jan 66 
14 Jan 66 
14 Jan 66 
14 Jan 66 
15 Jan 66 
16 Jan 66 
1 7  Jan 66 
17 Jan 66 
18 Jan 66 
19 Jan 66 
19 Jan 66 
22 Jan 66 
24 Jan 66 
28 Jan 66 
28 Jan 66 
29 Jan 66 
3 Feb 66 
5 Feb 66 
6 Feb 66 
26 Feb 66 
27 Feb 66 
From 
5h 12m 
7 13  
5 17 
5 18 
5 17 
2 22 
0 24 
0 34 
2 42 
9 28 
6 15 
8 1 7  
6 20 
4 49 
4 52 
4 52 
5 00 
6 48 
4 58 
3 01 
3 05 
5 07 
3 10 
3 14 
5 12 
3 19 
3 29 
1 43 
1 49 
1 55 
0 14 
0 16 
0 25 
8 52 
9 00 
To 
5h 18m 
7 19 
5 23 
5 24 
5 23 
2 29 
0 31 
0 40 
2 48 
9 34 
6 20 
8 22 
6 25 
4 54 
4 58 
5 00 
5 04 
6 56 
5 03 
3 06 
3 1 2  
5 13 
3 1 7  
3 23 
5 17 
3 24 
3 36 
1 49 
1 55 
2 01 
0 21 
0 22 
0 29 
8 58 
9 07 
Note: All times given are UT. 
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Table 1 (continued) 
Pass No. 
28 
29 
30 
33 
35 
35-A 
36 
36-A 
39 
40 
40-A 
42 
43 
44 
45 
46 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
581 
59 
60 
61 
70 
71 
72 
73 
74 
75 
76 
Date 
9 Mar66 
9Mar66 
12 Mar66 
14 Mar66 
16 Mar66 
16 Mar66 
16  Mar 66 
16 Mar 66 
18 Mar66 
19  Mar 66 
19  Mar 66 
21 Mar66 
21 Mar66 
22 Mar66 
22 Mar66 
24 Mar66 
27 Mar66 
27 Mar66 
28 Mar66 
28 Mar66 
29 Mar66 
29 Mar 66 
30 Mar66 
31 Mar66 
17 Apr 66 
18 Apr 66 
22 Apr 66 
24 Apr 66 
26 Apr 66 
27 Apr 66 
14 Jan 66 
6 Apr 66 
8 Apr 66 
9 Apr 66 
10  Apr 66 
13 Apr 66 
15 Apr 66 
From 
7h 37m 
9 41 
7 44 
7 56 
5 57 
6 02 
8 03 
8 07 
6 08 
6 13 
6 19 
4 12 
6 21 
4 18 
6 29 
6 39 
4 48 
6 53 
4 51 
6 57 
4 50 
7 00 
2 53 
2 56 
8 38 
8 37 
6 56 
6 58 
7 05 
7 15 
0 39 
11 47 
9 53 
9 58 
10 02 
10 15 
10 18 
To 
7h 44m 
9 46 
7 49 
8 06 
6 02 
6 09 
8 07 
8 14 
6 17 
6 19 
6 25 
4 21 
6 27 
4 25 
6 35 
6 47 
4 53 
6 59 
4 57 
7 03 
4 56 
7 06 
2 59 
3 03 
8 44 
8 43 
7 02 
7 06 
7 12 
7 24 
0 49 
11 55 
10 01 
10 05 
10 09 
10 20 
10 24 
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Table 1 (continued) 
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than 230 passes. Data from 47 of these were selected at random at the AMS 
as part of a 1966 study. The original 20 events per second had been edited and 
reduced in number to one event (four ranges) per forty seconds. Table 2 
shows the distribution of the 480 events along the various orbits. Each event 
was observed from the same four tracking sites at Homestead AFB, Florida; 
Herndon, Virginia; Stoneville, Mississippi; and Hunter AFB, Georgia. 
Table 2 
Distribution of SECOR Events 
Orbit 
1657 
1682 
1693 
1704 
1728 
1740 
1752 
1753 
1755 
1763 
1871 
1874 
1875 
1883 
1886 
1887 
1898 
1899 
1907 
1910 
1911 
1919 
1922 
1934 
Date 
3-24-66 
3-27-66 
3-28-66 
3-29-66 
3-31-66 
4-01-66 
4-02-66 
4-02-66 
4-02-66 
4-03-66 
4-12-66 
4-12-66 
4-12-66 
4-13-66 
4-13-66 
4-13-66 
4-14-66 
4-14-66 
4-15-66 
4-15-66 
4-15-66 
4-16-66 
4-16-66 
4-1 7-66 
10 
3 
3 
8 
11 
10 
4 
8 
10 
8 
4 
4 
7 
11 
12 
8 
18 
9 
16 
10 
12 
14 
8 
13 
I 2065 
2076 
2077 
2088 
Date 
4-18-66 
4-18-66 
4-19-66 
4-21-66 
4-22-66 
4-22-66 
4-23-66 
4-23-66 
4-23-66 
4-24-66 
4-24-66 
4-25-66 
4-25-66 
4-26-66 
4 - 2 6 - 6 6 
4-27-66 
4-27-66 
4~28-66 
4-28-66 
4 - 2 9 - 6 6 
4-29-66 
4-30-66 
5-01-66 
No. of 
E vents 
13 
3 
8 
6 
15 
5 
7 
8 
14 
10 
4 
15 
13 
20 
14 
9 
9 
14 
14 
16 
10 
17 
15 
3. NETWORK ADJUSTMENT 
3 . 1  Geometric Adjustment 
The network adjustment in the geometric (simultaneous) mode was 
carried out as described in [171, or  in more detail in [5], [SI ,  and [ S I ,  with 
minor modifications, 
were  performed with characteristics as follows: 
Four adjustments (NA-1, NA-2, NA-3, and NA-4) 
NA-1 Only MOTS and PC-1000 data was used. The coordinates of 
Columbia, Missouri (7037), were given a weight of 10 (which 
kept the station coordinates effectively fixed). The scale was 
determined by imposing a chord constraint between Homestead, 
Florida (3861) and Greenbelt, Maryland (7043). These two 
stations were on the precise traverse of the U. S. Coast and 
and Geodetic Survey (USCGS). This chord distance is 
1,531,562.9  m and was constrained to *2 m (1: 750,000), as 
estimated by the USCGS. 
NA-2 
NA- 3 
NA-4 
Same as NA-1 but the coordinates of Columbia, Missouri, were 
given a weight of 0 .11  (which corresponds to the standard devia- 
tion computed by Simmons' formula [ 181 ). 
The SECOR data was  included along with the MOTS and PC-1000 
data. The coordinates of Columbia, Missouri, were given a 
weight of 0.11 .  There was no chord constraint; the scale was  
determined from the SECOR ranges. 
Same as NA-3 but the chord distance, (3861) - (7043), was 
constrained in the same way as in the NA-1. 
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3-2 Short- Arc Orbital Mode Adjustment 
In addition to the geometric solutions described in the previous section, 
one adjustment was performed in the short-arc mode using the program described 
in [ 93. Only the optical tracking stations were involved in this adjustment since 
no timing information was available for the SE COR observations e The results of 
this adjustment are given in Table 5. 
The orbital arcs used in the short-arc adjustment were limited to about 
lom. These arcs are  too short to afford a strong determination of the scale of 
the network through the adopted value of the GM. Therefore, scale was  
furnished by constraining the spatial chord distance between Homestead, Florida, 
and Greenbelt, Maryland, as had been done in the geometric adjustments. This 
distance and its a priori uncertainty were computed again from the geodetic 
coordinates of these two stations on the Cape Canaveral datum (i. e . ,  the US%GS 
high-precision traverse). 
The geocentric coordinates of Columbia, Missouri were constrained in 
order to define the origin of the coordinate system. These geocentric coordinates 
together with their associated covariance matrix were* t&en from [lo]: 
X = - 19129Om f 3 . 8  
Y = -4967 274m f 4.1 
Z = 3983255mf4.1 
The differences between the NAD coordinates and the short-arc Solution 
coordinates of Columbia were (NAD - short arc): 
dx = 32.1 m 
dy = -158.8 m 
dz = -171.3 m 
In order to be able to compare the short-arc solution coordinates to the NAD 
coordinates, these shifts were  added to the short-arc solution. The resulting 
coordinate differences appear under the heading "Orbital" in Table 5, The 
uncertainty of these coordinates was obtained by quadratically removing the 
24 
uncertainties of the geocentric coordinates (3.8 m, 4.1 m, 4.1 m) of Columbia 
from the standard deviations of the short-arc solution, and quadratically 
adding the uncertainties of the NAD coordinates of Columbia (3.Om, 2.5m, 
2.7m). 
The geometric mode adjustment that most nearly resembles the orbital 
mode adjustment in terms of data used and constraints applied is the one 
designated PA-2. The short-arc solution and the standard deviation between 
the two was computed by removing the variance of the coordinates of Columbia 
from the variances of the two solutions and adding the resulting variances. 
These also appear in Table 5. From the table it is evident that the agreement 
between the geometric adjustment and the short-arc adjustment is satisfactory 
at all stations, except at San Juan, Puerto Rico; St. Johns, Newfoundland; and 
College, Alaska. The blame should probably be placed on the insufficient 
amount of data available and/or on the poor geometry. 
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4. IMPLICATIONS REGARDING THE NORTH AMERICAN DATUM 
dxo x, 
dY0 + Yo + M 
dz0 ZO 
4.1 Coordinate Transformations 
The general relationship between a right-handed coordinate system 
defined by a certain geodetic datum (geodetic system, e. g. , NAD) and one 
which is defined by the origin in the geocenter, the Z axis in the direction of 
the CIO, and the X axis in the plane of the Greenwich Mean Astronomic 
Meridian as defined by the Bureau International de 1'Heure (average terres- 
trial system) is as follows [11]: 
x - x ,  x - x o  
Y -Yo + Y - Y o  
z - zo z - zo 
X 
Y 
Z 
where 
M 
€ 
are the coordinates of a point in the average terrestrial 
system 
are the coordinates of the same point in the geodetic 
system 
is the rotation matrix of three rotations (ex,  e, e,) to rotate 
the geodetic system parallel to the average terrestrial 
system 
are  the geodetic coordinates of a point P which is kept 
fixed during the rotation 
are  the coordinates of the origin of the geodetic system in 
the average terrestrial system, after the former has been 
made parallel with respect to the latter 
is the scale factor 
%Y Yo, zo 
&, dy,, dzo 
30 
In practice three main systems have been proposed: 
(1) Bursa [12] and Wolf [13] select the point P at the origin of the 
geodetic coordinate system (i. e. , q = yo = zo = 0) and rotate about the axes 
X9Y, z. 
(2) Molodensky [14] selects the point P at the origin of the geodetic 
- datum (e. g. ,  at Meades Ranch on the NAD) and rotates about axes parallel 
to x, y, z. 
(3) Veis [15] selects the point P at the origin of the geodetic datum 
and rotates about axes pointing to the geodetic zenith (z), to the south (x), and 
to the east (y) in the geodetic horizon. 
In our case, since we are not concerned with translations, (1) and (2) 
are equivalent, and the transformation parameters are restricted to three 
rotation angles (either in the Bursa/Molodensky or Veis systems) and to the 
scale factors (all referred to the origin at Meades Ranch). These are 
determined from the satellite-determined coordinates (X, Y, Z )  and the NAD 
coordinates (x, y, z) of the tracking stations. 
The rotation angles are defined as customary: In the right-handed 
coordinate systems they are positive for counterclockwise rotation as viewed 
looking toward the origin from the positive end of the rotation axis. For 
example, in the Veis  system, when 9, is positive the rotation is from the 
east to the west in the prime vertical plane; when 8, is positive the rotation 
is from the north to the south in the meridian plane; and when 8, is positive 
the rotation is from the east to the west in the horizon plane (in azimuth). 
4 . 2  Results 
In order to detect systematic differences between the satellite-determined 
station coordinates from the NA-2 solution and the NAD coordinates, trans- 
formation parameters (rotations and the scale) were computed from a least 
squares adjustment utilizing a developed form of the transformation equation 
above [16]. The stations were considered independent from each other and 
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only those were used for which it was possible to verify that the NAD 
coordinates were based on direct ground ties to the first-order triangulation 
net. Nineteen stations were used in three solutions: 
(1) 14 stations in the eastern half of the U. S. 
(2) 5 stations in the western half of the U. S. 
(3) 19  stations in both the eastern and western halves of the U. S. 
The first two solutions were made to detect possible differences 
between the two halves since they were adjusted separately in the origind NAD 
adjustment. The results are summarized in Table 6. It seems evident that 
the western data is insufficient to allow meaningful quantitative conclusions. 
However, it seems evident that significant distortions are present. The 
eastern parameters, on the other hand, indicate a need for a rotation in the 
order of one second in azimuth (to the east) and one in the order of two seconds 
in the prime vertical plane (to the west), together with a possible reduction in 
Table 6 
Datum Transformation Parameters: NA-2 - NAD 
m 
3. 
.Y a 
I Combination ( 5  station@* I (19 Stations) Western Half I Eastern Half (14 stations) * 
-1.2 f 0.4 0 , 4  f 0.9  -0.9 rt 0 . 3  
-0.2 k 0 .6  0 . 2  k 1 . 2  - 0 . 2  f 0 . 4  
2.0 k 0 . 6  -1.4 f 1 . 2  1 . 2  f 0 . 3  
*Eastern stations: 1021, 1022, 1034, 1042, 3334, 3401, 3402, 
3648, 3657, 3861, 3037, 7043, 7072, 7076 
*Western stations: 1030, 3400, 3902, 7036, 7045 
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scale in the order of 1 X Applying these transformation parameters to 
the NAD would make it conform better to the satellite data. It is likely, how- 
ever, that these small systematic distortions do not arise from actual systematic 
e r rors  in the observations but are due rather to errors in the data reduction 
and adjustment methods utilized in the original NAD adjustment. 
Table '7 shows the transformation parameters computed from the 
NA-3 solution. The resulting rotations are of the same order of magnitude as 
before, but the seale reduction is about a factor of ten larger. The latter 
obviously is the influence of the scale enforced through the SECOR ranges 
which were put in with a standard deviation of 1 . 7  m, corresponding on the 
average to approximately 1: 1,800,000. (The average range was 3000 km. ) 
Table 7 
Datum Transformation Parameters: NA-3 - NAD 
- 1.1 i0.5 
- 0.2 f 0 . 6  - 0 . 1  * 0 . 5  
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Table 8 shows the transformation parameters from the NA-4 solution. 
The rotations a re  again of the same magnitude. The overriding effect of the 
chord constraint over SECOR is evident from the - 1: 4 ratio of the c ' s  
taken from the NA-3 and NA-4 solutions. 
Table 8 
Datum Transformation Parameters: NA-4 - NAD 
I E ( X  lo-) I -4.1 k 2 . 3  
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5. CONCLUSIONS 
Adopting the NA-4 geometric solutions as a standard (since it is based 
on most of the available data), it seems evident that at least the eastern half 
of the North American triangulation system contains inherent systematic dis- 
tortions expressed by the rotations at Meades Ranch 
9, 
Q, = 1'12 &to. 6 (in azimuth to the east) 
= 1'15 k0.5 (in the prime vertical plane to the west) 
and by the scale factor 
6 = 4.1 x lom6 f 2 . 3  (reduction) 
No quantitative conclusion should be drawn on the western half since 
the available data (the number of stations) seems insufficient. 
c. 
The same parameters corresponding to the whole NAD are 
0, = 1'10 f 0.3  (rotation in the prime vertical to the west) 
8, = 0'19 f 0 . 3  (rotation in azimuth to the east) 
c = 4.4 x lom6 f 1 . 7  (reduction) 
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