This paper discusses nonparametric estimation of the distribution of random coefficients in a structural model that is nonlinear in the random coefficients. We establish that the problem of recovering the probability density function (pdf ) of random parameters falls into the class of convexlyconstrained inverse problems. The framework offers an estimation method that separates computational solution of the structural model from estimation. We first discuss nonparametric identification. Then, we propose two alternative estimation procedures to estimate the density and derive their asymptotic properties. Our general framework allows us to deal with unobservable nuisance variables, e.g., measurement error, but also covers the case when there are no such nuisance variables. Finally, Monte Carlo experiments for several structural models are provided which illustrate the performance of our estimation procedure.
Introduction
Many structural microeconomic models postulate that individual decision makers solve complicated optimization problems governed by a small number of structural parameters θ. While these parameters are fixed for every individual, economic theory does not postulate that they be the same for every individual. Yet, in most empirical applications, the extent to which individual decision makers are allowed to vary is severely constrained, but these constraints on heterogeneity are typically not based on economic theory.
A natural way to relax the constraints and make structural model assumptions more appealing is to assume that the unobservable parameters θ in individuals' decision problems are random parameters drawn from a fully flexible nonparametric continuous distribution that may be correlated with some observable explanatory variables. In this paper, we propose and analyze a method to estimate a nonparametric distribution of random coefficients θ in general structural economic models in which the mapping from random coefficients to outcomes is nonlinear and may only be implicitly defined. We allow the random coefficients θ to be correlated with some of the explanatory variables, analyze identification and propose an estimation method that completely separates computational solution of the economic model from estimation.
To give a stylized example,consider the workhorse Euler equation model of the consumption literature, where for simplicity we have set the discount rate to the interest rate:
(1.1)
Here, ∂ c u denotes the derivative of instantaneous utility with respect to consumption, C t is consumption in period t, and the random parameters θ may include preference parameters such as the coefficient of risk aversion or parameters defining beliefs about future states. Moreover, (W t , Z t , ε t ) are endogeneous observable, exogenous observable, and unobservable state variables, respectively, who affect the decision problem in period t. Equation (1.1) implicitly defines the consumption function C t = ϕ t (W t , Z t , θ, ε t ). When we lack information about the probability distribution of heterogeneity in the population (for example the pdf f θ|W ) but have knowledge about the structural equation (so that we can explicitly compute ϕ), we can use this knowledge to define a mapping from f θ|W to the population pdf of observables f C|W Z , which is an integral equation of the form
where T is a known integral operator derived from the economic model. This paper makes several contributions. First, it shows how nonlinear random coefficients in a structural economic model can be analyzed using the tools of linear inverse problems theory. Second, it shows how to derive the estimating equation (1.2) from the structural economic model without requiring the structural function ϕ to be monotonic in ε. Third, based on (1.2), the paper proposes two estimators of f θ|W , derives rates of convergence and shows asymptotic normality. The estimators are based on a simple Tikhonov regularization method modified to impose the constraint that the estimate must be a density function. Our main contributions in this respect are: (i) to extend source conditions and provide the rate of convergence for the convexly-constrained Tikhonov estimator in a stochastic setting and (ii) to provide and study properties of a step-by-step procedure to compute the orthogonal projection of the unconstrained Tikhonov-regularized estimate onto the set of densities. Fourth, the paper studies nonparametric identification of f θ|W making use of a notion of completeness (that we call T -completeness) which is weaker than L 2 -or bounded-completeness, and characterizing the identified set when the model is not point identified.
This research therefore extends the parametric structural models literature to allow for nonlinear and endogenous random coefficients. This literature is vast. For a recent survey of the consumption literature which originally motivated this research, see ?. Our analysis provides insights into when identification is only partial and provides novel conditions for point identification. In addition, our analysis makes clear that estimation in these contexts is fundamentally an ill-posed inverse problem.
Most closely related to our approach are nonparametric econometric models involving random parameters. In particular, there is a literature that considers linear/single index nonparametric random coefficients models, as in ?, ?, ?, and ?. In these papers, the random coefficients are continuously distributed and fully independent of explanatory variables. Also related is ? who considers a linear simultaneous equations model and focuses on estimation of the density of one random slope coefficient. We extend these literatures by allowing for endogenous random coefficients that enter in a nonlinear way and by allowing for models in which the function mapping explanatory variables into outcomes is often only implicitly defined.
Our work is also linked to the mixture models literature following ? (HS) . In a duration model setting, HS analyze the equation f C|W Z (c; w, z) = Θ f C|W Zθ (c; w, z, θ)f θ|W (θ; w)dθ.
(1.3)
They focus on estimating a finite dimensional parameter that impacts the pdf f C|W Zθ (c; w, z, θ) while treating f θ|W as a nuisance parameter. Closely related to HS are ? and ?. In contrast to these references, our analysis centers its interest on f θ|W , and the kernel of the operator in (1.3) is derived from the economic model. Our work is also related to the stochastic inverse problem literature. See ? for an overview. In particular, recovering the probability density of θ from (1.2) is equivalent to solving a convexly constrained integral equation of the first kind. Integral equations of the first kind have been studied extensively in different areas of econometrics (see e.g. ?, for an overview). These areas include, among other: nonparametric instrumental regression estimation -see e.g. ?, ?, ?, ?, ?, ? and ? -and moment estimation and deconvolution -see e.g. ?, ?, ? and ?. There are two important differences between our model and the models studied in these papers. First, the kernel of our integral operator is not estimated but is derived from a structural economic model. Second, we seek to estimate the density of random coefficients not a function of observables.
Our estimating equation is also related to ?. However, our model differs in many core aspects from their model, not least for the different object of interest (i.e., the distribution of random parameters), and for the structural nonseparability of the model considered. Moreover, our exclusion restrictions are different from theirs (e.g., we do not assume conditional independence of C and Z given θ) and are motivated by the structural economic application.
A Roadmap
To illustrate the structure of the model and the main results in this paper, consider a common specification in consumer demand. Let X measure the true log-expenditure on all nondurable goods, and let C * measure the true log expenditure for one good. Assume that C * is generated by a linear random coefficients model with
where Z 1 is the log-price and θ = (θ 0 , θ 1 , θ 2 ) is a vector of random parameters. If θ is independent from (Z 1 , X) and if (Z 1 , X) have support equal to R 2 , then the joint density of random coefficients is nonparametrically identified and can be estimated using ?. However, in consumer demand two important problems arise. First, since X is a choice variable, it is likely to be endogenous, because the same deep preferences parameters that determine C * also determine X. Second, actual demand C is frequently measured with error, i.e., C = C * .
To handle endogeneity, we follow the demand literature and use instruments in a control function fashion. Let Z 2 measure log-income and suppose there is a relation X = g (Z 2 , W ), where g is a (identified) function that is strictly monotonic in an uniform unobservable W. Here, W can be obtained as the percentile of log-expenditure conditional on Z 2 , and we let Z = (Z 1 , Z 2 ) , see ? for such a structure in a demand application. To handle measurement error, we assume that observed C is generated as C = C * + η where η|θ, W, Z ∼ exp(λ), with λ > 0 and assume that Z ⊥ (θ, η, W ). Substituting all elements into the outcome equation for observed C, we obtain
This model is a special case of the general class of nonlinear models developed below, and it is useful to illustrate why we consider the specific structure put forward in this paper, and how our assumptions cause identification. First, observe the dual sources of unobserved variation in the model, ε and θ, where the latter is the preference heterogeneity of interest, and the former contains a measurement error. Since it is a nuisance part of our model, we follow the measurement error deconvolution literature and assume a (partially) parametric model for ε. Second, note that X is endogenous due to correlation between W and θ, which prohibits to use standard approaches like ?. The main idea that we adapt from the control function literature is that conditional on W there is no endogeneity. Since the independence of the instruments from all unobservable implies that Z ⊥ θ|W, conditional on W = w equation (2.1) becomes exogenous and, provided there is enough variation in g(Z 2 , w), the pdf f θ|W (·; w) is nonparametrically identified, using standard arguments from the random coefficients literature. Thus, our model introduces two general elements that are novel to this literature and stem from more complex structural models. First, θ may depend on some variables W, while the instruments Z provide exogenous variation in the sense that Z ⊥ ⊥ θ| W . As we shall see below in the Euler equation and duration examples, allowing for some variables W to be correlated with the heterogeneity of interest while having others, the Z, be (conditionally) independent is a feature that arises more generally. Our strategy is thus to first perform all steps conditional on W , thus recovering f θ|W , and then to obtain f θ by integrating out W . The case without endogenous variables is obviously a special case, where Z ⊥ ⊥ θ, and we can directly obtain f θ . The instruments Z, however, are generally necessary to identify f θ , as it is their variation that is mapped into variation of θ.
The second general feature is a composite error ε, comprised of preference heterogeneity θ and a nuisance part η. In the "demand with measurement error" application, as well as in the Euler equation application, this is a necessary feature of the structural model. Our strategy in this part is motivated by the deconvolution literature, and requires a parametric assumption on the nuisance error. While we believe this to be an important feature of many applied models, our approach does not rely on the existence of ε and, as we demonstrate in a Supplementary Appendix, all arguments go through with minor modifications if there is no nuisance unobservable ε.
The rest of the paper formalises these ideas for a general nonlinear model in which C = ϕ (W, Z, θ, ε). In Theorem 1, we show that there is an integral operator T which maps f θ|W into f C|W Z . After characterising some properties of this operator, in Proposition 2 we characterise the set of solutions of the inverse of T using the singular value decomposition of T . Since ϕ and f ε are known, this set can be computed. Next, for the general model, point identification requires a completeness condition on the probability distribution characterizing the operator. The completeness condition we require is weaker than that required in the nonparametric IV literature since our object of interest is a probability density and not an unrestricted function. We call this condition T -completeness and must be established in every application, but we provide a sufficient condition that is easier to check. For instance, in the demand example (2.1),
and the function (f ε|θW Z • ϕ −1 i )(c, w, z, θ) which characterizes the kernel of the operator can be rewritten as:
These expressions satisfy the sufficient conditions of Lemma 1, with h(θ) = λ, m(θ) = θ = (θ 0 , θ 1 , θ 2 ) the identity function, τ (c, w, z) = λ(1, z 1 , g(z 2 , w)) and k(c, w, z) = exp{−λc}, implying that f θ|W is point-identified. The plan of the rest of the paper is as follows. In Section 3, we present the model and assumptions. Then, we analyse identification in Section 4. Section 5 presents our two estimators and Section 6 concludes with results from two Monte Carlo simulations. Proofs of the main results are in Appendix A while minor and technical results are in the Supplementary Appendix.
3 The general structural model Let (Ω, F, P ) be a complete probability space and (C, W, Z, θ, ε) be a real-valued random vector defined on it, and partitioned into C ∈ R, W ∈ W ⊂ R k , Z ∈ Z ⊂ R l , θ ∈ Θ ⊂ R d and ε ∈ R, with k, l and d finite integers. We denote by B C , B W , B Z , B Θ and B ε the corresponding Borel σ-fields in R, R k , R l , R d and R, respectively, and use capital and lowercase Latin letters for observable random variables and their realizations, but lowercase Greek letters for unobservable random variables, as well as their realizations. For two random vectors A and B we write: P A|B for the conditional distribution of A given B and f A|B for the density function (pdf, hereafter) of P A|B with respect to Lebesgue measure. We use the convention that f A|B (a; b) = 0 if a is not in the support of P A|B=b . We denote by C ⊂ R (resp. Z × W) the support of the marginal distribution of C (resp. (Z, W )).
To exploit desirable properties of Hilbert spaces, we develop our analysis in L 2 spaces with respect to some suitable measures. For this purpose, we introduce two non-negative weighting functions, π θ and π cz , with support on Θ and C × Z respectively. 1 Define the space L 2 π θ (resp. L 2 πcz ) of real-valued functions defined on Θ (resp. C × Z) that are square integrable with respect to π θ (resp. π cz ). That is,
We denote the scalar product by ·, · and the induced norm by · in both spaces without distinction, e.g., ∀h 1 , h 2 ∈ L 2 π θ , h 1 , h 2 = h 1 (θ)h 2 (θ)π θ (θ)dθ. The sets of conditional pdf s relevant for our analysis are defined as follows
f is a conditional pdf on (R, B C ) given (Z, W ) and f ∈ L 2 πcz a.s. , and analogously for F C|W Zθ . The next assumption specifies the structural data generating process.
Assumption 1. The random element (C, W, Z, θ, ε) satisfies a structural economic model
where Ψ is a known Borel measurable real-valued function. 2 We assume that (3.1) has a unique global solution in terms of C:
where ϕ : R k+l+d+1 → R is a Borel-measurable function. In addition, we assume (3.2) has a finite number s of solutions in terms of ε almost surely. 3
This assumption describes how our structural model links observables (C, W, Z) to unobservables (θ, ε). We distinguish between three different observables. C is the dependent variable, while W and Z denote variables that cause C. W is allowed to be correlated with θ while Z is assumed to be conditionally independent of θ given W . As was discussed in section 2, this distinction is motivated by applications in which some important explanatory variables W are endogenous. The distinction between the unobservable variables θ and ε is made to separate objects of interest from an error term ε. Consequently, the distribution of θ is allowed to be completely nonparametric while the distribution of ε is flexible, but parametric.
Our approach does not require that the function ϕ be available in closed-form nor that it be globally monotone in ε. All that is required is that we can solve equation (3.1) numerically, and that the function ϕ be piecewise monotonic. Hence, its inverse can be written as a finite collection of one-to-one functions each defined for a subset of the domain of c. More precisely, for some set A, let Im (A| w, z, θ) be the image of A through ϕ conditional on (w, z, θ) . We can then define a finite partition of R, (E 1 , ..., E s ), such that ϕ −1 i (w, z, θ, ·) : Im (E i | w, z, θ) → E i is one-to-one for each i ∈ {1, ..., s}. The elements of the partition and the inverse can be computed since they are implicitly defined by (3.1). In the following we denote, ∀i ∈ {1, . . . , s}, by ϕ −1 i (w, z, θ, ·) the function ϕ −1 (w, z, θ, ·) with domain ϕ(w, z, θ, E i ) and image E i .
Allowing for this general form of the structural model is an important weakening of assumptions, as closed form expressions are frequently not available and monotonicity conditions are difficult to justify. In our Euler equation example, the consumption function is only implicitly defined and there is little reason to believe that there is a monotonic relationship between unobserved states and levels of consumption.
The only other assumption on Ψ is differentiability. Let ∂ c Ψ(c, w, z, θ, ε) and ∂ ε Ψ(c, w, z, θ, ε) denote the partial derivatives of Ψ with respect to C and ε.
Assumption 2. The structural function Ψ : R k+l+d+2 → R is almost everywhere differentiable in C and in ε with ∂ c Ψ(c, w, z, θ, ε) = 0 and ∂ ε Ψ(c, w, z, θ, ε) = 0 for every (c, w, z, θ, ε) in the support of (C, W, Z, θ, ε) except, possibly, on a set of (c, w, z, θ, ε) values whose Lebesgue measure is 0.
Finally, the next assumptions characterize the joint conditional distribution of (ε, Z, θ) given W .
Assumption 3. The conditional probability distribution P ε|W Zθ on B ε given (W, Z, θ) admits a pdf f ε|W Zθ with respect to the Lebesgue measure. This pdf f ε|W Zθ is known up to a finite-dimensional parameter θ ε , a subvector of the vector θ. Moreover, f ε|W Zθ is strictly positive and bounded away from infinity a.s. on the support of P ε|W Zθ .
Assumption 4. The conditional probability distribution P Zθ|W on B Z ⊗ B Θ given W admits a pdf f Zθ|W with respect to the Lebesgue measure. The pdf f θ|W is strictly positive and bounded away from infinity a.s. on its support.
Assumption 5. The random element Z is conditionally independent of θ given W , i.e. Z ⊥ θ|W .
Assumption 3 allows the conditional distribution of ε to depend on all variables in the model. Unlike in deconvolution, we can allow for ε and θ to be dependent. By allowing f ε|W Zθ to be known up to a finite dimensional random parameter 4 , we allow for cases where not everything is known about f ε|W Zθ . In theory, the specification for f ε|W Zθ can be very close to a nonparametric specification. As in all semi-parametric models there is a trade-off between flexibility and feasibility. Adding flexibility in this fashion will generally increase the dimension of the estimation problem, reduce the convergence rate of the estimator and may even lead to a failure of point identification if there is not enough independent variation in the data.
Note that Z and θ are continuous random vectors while W may be discrete. If some elements of Z are discrete, then the analysis is unchanged as long as the pdf of Z is replaced with the probability mass function and integrals with respect to Z are replaced by sums. Note however that discrete Z are likely to have little identifying power. If some elements of θ are discrete and random with known support, then the analysis also is unchanged. In this case, all of the statements with respect to f θ|W have their finite dimensional counterparts. If some elements of θ are deterministic (or equivalently discrete random variables with unknown, finite support), then the analysis is slightly different. We discuss this case in Section 5.3 and explain how to estimate the model when some components of θ are deterministic.
Finally, Assumption 5 is the key independence condition that is often required for point identification of the pdf f θ|W . Strictly speaking Z is not required for point identification. It is possible to specify a model in which f θ|W is point identified solely by nonlinearities in f C|W θ . When θ is a scalar, such a specification may be reasonable. However, especially when θ is a large dimensional vector, it is easy to specify models in which f θ|W is not point identified without exogenous variation in Z. The linear random coefficients model in Section 2 is a leading case. We now provide a second example that illustrates these points as well as how our model can be applied in a richer setting.
Example 1 (Intertemporal consumption model). Consider the constant absolute risk aversion (CARA) intertemporal utility maximization problem with finite horizon T , constant interest rate r and random parameter θ capturing heterogeneity in utility. Define R = (1 + r). Let A t be a consumer's beginning-of-period assets after having received all interest payments and let Y t be his/her income. Suppose income follows a random walk. Let S t = (A t , Y t ) be the state vector and let v t (S t , θ) be the value function for a consumer of type θ at date t. Let the terminal value function be
, and E t is the time t conditional expectation operator. We assume that σ 2 η has been estimated in advance. Suppose observed consumption C t equals actual consumption C * t plus measurement error so that
Under the assumptions stated, the consumption function (with measurement error) takes the form
The vector φ t = (φ 1t , φ 2t , φ 3t , φ 4t , φ 5t ) consists of parameters that depend only on R, t and σ 2 η . The vector θ = (γ, β) is assumed to be a time-invariant random coefficient vector, heterogeneously distributed in the population. We assume that the income process (Y t ) t=1,..,T ⊥ θ and that ε t ∼ N (0, σ 2 ε ). 5 Because θ is time invariant and determines both past and current consumption and savings, it is correlated with W t . However, by assumption,
Identification of the distribution of parameters
In the following, we use (f ε|W Zθ •ϕ −1 i )(c, w, z, θ) to denote f ε|W Zθ ϕ −1 i (w, z, θ, c); w, z, θ , we suppress the dependence of the operator T on W (where T is defined below), and, for a subset A ⊂ L 2 π θ , use the notation T | A to denote the operator T restricted to A, that is, T | A : A → L 2 πcz . We also use R(T ) to denote the range of the operator T . Theorem 1. Let Assumptions 1 -5 be satisfied. Then,
This implies that f θ|W is a solution of
The operator T is a mixing operator and f C|W Z is an a.s. f θ|W -mixture of f C|W Zθ . Equation (4.2) provides an expression for the operator T that depends only on the elements of the structural model Ψ, ϕ, f ε|W Zθ . These elements are known by assumption and can be directly computed.
Equation (4.3) is the basis for our estimation strategy. This equation characterizes f θ|W as the solution of a convexly-constrained Fredholm integral equation of the first kind. Under Assumptions 1-5 the existence of at least one solution to (4.3) is guaranteed since f C|W Z ∈ R(T | F θ|W ). We note that recovering f θ|W from (4.3) is an ill-posed inverse problem.
The properties of the solution (or solutions) to (4.3) depend on the properties of T and its adjoint. The next proposition characterizes the adjoint operator of T .
Proposition 1 (Adjoint of T ). Let T : L 2 π θ → L 2 πcz be the operator defined in (4.2). Assume that T is bounded. Then, the operator T * defined as:
exists and is the adjoint of T . The operator T * : L 2 πcz → L 2 π θ is bounded and linear.
Because the kernel of T is known, we can choose weight functions π θ and π cz so that T is bounded and compact with R(T ) ⊂ L 2 πcz . Assumption 6 gives sufficient conditions for compactness and boundedness of T in terms of Ψ, f ε|W Zθ , π cz and π θ . Assumption 6. The function s
with respect to πcz π θ c=ϕ(w,z,θ,ε)
, where s < ∞ is the number of piecewise monotonic components of the inverse of ϕ as defined in Assumption 1.
In the Supplementary Appendix, we show that this assumption ensures that T is compact and bounded (see Proposition ??). This proposition is not necessary to define our estimator nor to derive its asymptotic properties. However, when it is true, one of our proposed estimators can be written simply in terms of the singular value decomposition of T . In practice, compactness can be checked by scrutinizing Assumption 6. To do this, simply compute the integral of the square of s 1 2 f ε|W Zθ |∂ c Ψ/∂ ε Ψ| 1/2 c=ϕ (w,z,θ,ε) with respect to the weight functions. Under Assumptions 1 -6, T * T is characterized by a countable number of eigenvalues which accumulate only at zero and admits the following singular value decomposition (SVD):
where {λ j } j∈N and {ϕ j , ψ j } j∈N are the sequences of singular values and singular functions, respectively. The set of functions {ϕ j } j∈N (resp. {ψ j } j∈N ) is a complete orthonormal system of eigenfunc-
is the closure of the range of the operator T * in L 2 π θ . When N (T ) is not a singleton, where N (·) denotes the null space of an operator, we can complete this orthonormal system in order to form an orthonormal basis
In words, the null space is spanned by the elements in J 0 .
In the following, we use the SVD to characterize the set of possible solutions of (4.3), i.e. the identified set. To gain intuition, consider the analogous case in which the support of θ was discrete so that θ took on only k distinct values. Suppose the support were known. In that case, if we evaluate T at a finite number of points (C, Z, W ), the operator T is a finite dimensional matrix. The probability mass function of θ conditional on W is identified if the researcher can identify, for each value of W , k distinct values (C, Z) such that T is invertible. If the matrix is not invertible (because some of its eigenvalues equal zero), then the identified set can be computed using the singular value decomposition of T . In the limit, as k grows to infinity, the discrete case approaches the continuous case. Assumptions 4 and 6 are required to ensure that this discrete intuition holds true in the continuous case.
The pdf f θ|W ∈ F θ|W will be called identified (with respect to the class F θ|W ) if
However, when T is non-injective the restricted operator T | F θ|W may be injective. This is possible when the domain of T | F θ|W is sufficiently restricted. The following proposition characterizes the set of possible solutions of (4.3). We denote by f † θ|W the minimum-norm solution of the unconstrained linear inverse problem f C|W Z = T f θ|W , that is,
Proposition 2. Under Assumptions 1-5, the set of all the solutions of (4.3) is:
If in addition, Assumption 6 holds, then T is compact and there exist ζ l ∈ R for l ∈ J 0 ⊂ N such that
The second part of this proposition characterizes the set Λ in terms of the SVD of T which is known and the density f C|W Z which can be easily estimated. When the null space of T | F θ|W is a singleton, Λ is a singleton as well and the model is point-identified. This occurs in two cases:
is non-negative a.e. on Θ, a.s. In this case we can also have Λ = f † θ|W if f † θ|W is a probability density function.
In our context, injectivity of T is determined by the structural economic model and depends on how C, Z and θ interact. When T | F θ|W is not injective, computation of Λ requires computation of the complete singular value expansion of the kernel of the operator T . In theory, because T is known and is not estimated, a researcher can compute the SVD of T , calculate the elements {φ j } j∈J 0 by a simple procedure of basis completion, like the Gram-Schmidt orthonormalization, and then characterize the null space of the operator, see ?. In practice, a researcher must truncate the expansion at some point and impose that all singular values not computed equal zero. The error of this approximation can be bounded using methods in ?.
It is well known that shape restrictions may provide identifying power. For example, see ? or ?. Nonetheless, the econometric literature on inverse problems for the most part has not exploited the fact that point identification can be obtained even without injectivity of T because T | F θ|W may be injective 6 . Restricting the domain of interest or imposing shape potentially has identifying power. We discuss this formally in the next section where we provide a necessary and sufficient condition for point identification that we call T -completeness. This condition is weaker than the conditions of completeness or bounded completeness that have been used in the previous econometric literature on inverse problems.
Identification and completeness
Define F θ|CW Z := {f | f is a conditional pdf on (R d , B Θ ) given (C, W, Z)} as the set of pdf of θ conditional on (c, w, z) . Provided that f C|W Z and f θ|W are bounded away from zero and infinity, injectivity of the operator T is equivalent to the requirement that F θ|CW Z is L 2 π θ -complete (or bounded-complete) as noted in ?, ?, ?, ? and ? in different setups.
However, in our framework, neither L 2 π θ -completeness nor bounded completeness are equivalent to identification of f θ|W . In fact, because the solutions of (4.3) are constrained to be pdf 's, then identification of f θ|W is equivalent to completeness of F θ|CW Z with respect to a class of functions smaller than L 2 π θ and the class of bounded functions. This class, that we denote by T , is the class of functions that equal the difference between two densities scaled by the true density of θ. That is,
where f θ|W is the true conditional pdf of θ given W . This is summarized in the following proposition.
Proposition 3 (T -completeness). Under the assumptions of Theorem 1, (4.5) holds if and only if F θ|CW Z is complete with respect to T ⊂ L 2 π θ .
Since the set T is strictly smaller than L 2 π θ , identification can be achieved even when L 2 π θcompleteness fails. ? provide more background on completeness of a probability distribution with respect to a general family of functions T .
It is well-known that, if the elements of F θ|CW Z belong to the exponential family, then F θ|CW Z is L 2 π θ -complete. However, since T ⊂ L 2 π θ , the elements of F θ|CW Z do not need to be in the exponential family in order for our model to be point identified. In general, checking that Proposition 3 is satisfied is a computational issue that must be checked on a case by case basis. The next lemma, while stronger than required, provides a sufficient condition for identification that can be more easily checked in practice and that provides some intuition as to the type of mathematical structure that is required to provide identification. Lemma 1. Let dim(θ) denote the dimension of θ and Assumptions 1-5 hold. Assume that ∀i = 1, . . . , s,
where for every i = 1, . . . , s, h i (·) is a positive function depending only on θ, m i (·) is a vector-valued invertible function whose image has dimension equal to dim(θ). The functions τ i and k i are realvalued, do not depend on θ and k i is a positive and bounded function. Further, the rank of E (τ i τ i ) is equal to dim (θ) and the vector τ i varies over the entire real line. Then, f θ|W is identified with respect to the class F θ|W .
The conditions of this lemma are satisfied in the linear random coefficient model outlined in the roadmap section as long as g(Z 2 , W ) has support on the entire real line. Moreover, remark that if Θ is bounded, then a more limited variation of τ i is sufficient to get the result of the lemma. The conditions of the lemma are also satisfied in the classical examples of the additively-closed and the location-scale one-parameter family of distributions. We detail these classes in the Supplementary Appendix. In contrast, the conditions are not satisfied in Example 1.
Example 1 (Continued). Suppressing the time subscript, (3.3) can be written as
This implies that the density of measured consumption is
Define δ = m (γ, β) . Denote by D the support of δ and by Γ the support of γ. After a change of variable, this integral equation can be rewritten
The joint density of (γ, δ) is not pointidentified because any proper conditional density f γ|W δ (γ; δ, w) is consistent with the data. In fact, the conditions of Lemma 1 are not satisfied. The marginal density f δ|W (δ; w) is point-identified. The identified set Λ is the set containing all elements of the form
for some conditional density f γ|W δ . In Section 6, we show in simulations that despite this failure of point identification of f γβ|W , the model has identifying power because our estimate of f δ|W (δ; w) places meaningful bounds on the identified set. For example, Figures 6-7 show that the probability that γ is between 2 and 2.5 and β is between 0.95 and 0.96 is identified. Joint densities of (β, γ) that are inconsistent with the estimated probability of this event are ruled out.
Estimation
Our estimation strategy is based on equation (4.3). While the solution of (4.3) need not be unique, there is a unique solution of minimal norm which we denote by f †c θ|W . This solution takes the form
where T † F θ|W denotes the constrained generalized inverse of the restricted operator T | F θ|W (see e.g., ?, Definition 2.1). The definition of f †c θ|W differs from the definition of f † θ|W since the latter is not constrained to belong to F θ|W . However, in some cases (for instance in the point identified case):
It is important to note that the operator T † F θ|W is nonlinear and noncontinuous since, in general, R(T | F θ|W ) is non closed. As a result, the inverse problem of recovering f θ|W from (4.3) suffers from ill-posedness. This means that the naive estimator obtained by replacing f C|W Z with a consistent estimator in (5.1) would be inconsistent and a regularization procedure must be used. 7
To implement our estimation procedure we assume that a nonparametric consistent estimator of f C|W Z is available.
Once an estimatorf C|W Z has been computed we use a constrained Tikhonov-type estimator for f θ|W . This is the infinite dimensional counterpart of Ridge regression. The constrained Tikhonovtype estimator is defined as the minimizer, with respect to h, of
where the regularization parameter α > 0 decreases to 0 at a suitable rate. We develop the classical case where the penalty term ||h|| 2 is simply based on the L 2 π θ norm. This penalty has the benefit of being easy to compute and well understood in the literature. From an economic point of view, since the minimum norm element is closest to the origin, heuristically, it may have the smallest impact on counterfactual predictions and lead to the smallest variation in counterfactual predictions across a wide. Alternatively, if a researcher has a prior belief on f θ|W based on previous research, then the penalty can be replaced by h − f o θ|W 2 or by the entropy log(h/f o θ|W )h where f o θ|W is the researcher's prior belief about the density. Since the norm in (5.2) depends on π θ and π cz , choice of the weighting functions can be important. As noted after Proposition 1, the weights should be chosen so that the operator T is compact. In 7 An alternative estimator could be based on seminonparametric sieve maximum penalised likelihood estimation of equation (4.1). Three main advantages of the Tikhonov-type estimator are that it is computationally simple, it is guaranteed to converge, and the eigenvalues and eigenfunctions are computed as part of the estimation procedure. In contrast, sieve penalised MLE may lack these features. One advantage of the sieve MLE approach is that it is relatively straightforward to impose the constraints of the model when estimating the density of C. When the model is correctly specified, this may result in efficiency gains. addition, the weights π cz and π θ should be chosen to reflect the researcher's loss function. For example, a researcher may choose to place greater weight on some values of C or Z than others to reflect greater economic importance. Or, they may place greater weights on some values of θ to reflect prior beliefs about the distribution of θ. In our simulations in Section 6, we use constant weights that weight all values equally.
We propose two methods to compute the minimizer of (5.2). The first method is a two-step procedure that first computes the unconstrained Tikhonov regularized estimator and then projects it onto the closed and convex set F θ|W . The second method uses numerical methods to directly solve the constrained minimization problem in (5.2).
The main advantage of the first estimator is that it is simple. The first step has a closed-form and the second step consists of a simple iterative procedure. As a result, in many cases it will be very fast to compute. On the other hand, the two-step estimator is only consistent if f †c θ|W = f † θ|W . The second estimator we propose overcomes this problem. It does not have a closed form but works regardless of whether f †c θ|W = f † θ|W holds or not. When point-identification fails, our second estimator converges to the minimum norm element in the identified set Λ. This particular element of the identified set is easy to compute. Once it is computed, it can be used to estimate the set Λ using the formula detailed in Proposition 2. The procedure is straightforward. Estimate f † θ|W , compute the eigenfunctions of T , and then construct the identified set as described in Proposition 2.
The first step of our two-step estimator has been used in nonparametric instrumental variable regression estimation and deconvolution problems for instance by ? and ?. In our mixture model setting the expression for our estimator is somewhat different from the one in ? 8 . We provide asymptotic properties of the two-step estimator and extend previous results by considering the important case where the problem is severely ill-posed and the pdf f θ|W is not analytic. Therefore, the rates given in Corollary 1 below, and the asymptotic normality results are new and not provided in the previous literature. These rates are given for the case wheref C|W Z is obtained by using kernel smoothing.
Another contribution of this section is to provide the rate for the constrained estimator and discuss how the regularity condition on f θ|W has to be modified in order to obtain the rate in this case. To the best of our knowledge, these results are available only for deterministic inverse problems and not for stochastic inverse problems which are relevant in econometrics.
Estimation of f †c θ|W : a two-step approach
The two-step estimator is computed as follows.
First step. Compute the solution, denoted byf α θ|W , of the unconstrained problem:
The solution is the classical Tikhonov regularized estimator:
where I denote the identity operator in L 2 π θ . When T is compact, expression (5.4) simplifies tô
where {λ j , ψ j , ϕ j } j∈N denotes the SVD of T . Second step. Compute the orthogonal projection, denoted by P cf α θ|W , off α θ|W onto the set F θ|W :
where c is such that Θ P cf α θ|W dθ = 1. We call P cf α θ|W the indirect Tikhonov regularized estimator of f †c θ|W . ? shows that the projection can be computed simply using the following iterative algorithm. P c −algorithm: While other projection methods exist, ? shows that this algorithm converges pointwise and in norm to P cf α θ|W and that P cf α θ|W minimizes the weighted MISE E · 2 .
Rates of convergence
The two-step estimator is consistent when f †c θ|W = f † θ|W , that is, when f † θ|W ∈ F θ|W . This is possible for instance when T is injective, or when T is not injective but T | F θ|W is and f † θ|W ∈ F θ|W . Theorem 2 below provides the rate of the (weighted) Mean Integrated Square Error (MISE) associated with the two-step estimator P cf α θ|W . The rate depends on the smoothness of f †c θ|W and on the smoothness of T . The next assumption (which is a type of source condition 9 ) quantifies the smoothness of f †c θ|W relative to the smoothness of T . It is only required to derive the rate of convergence of the estimator.
Assumption 8. Let φ : [0, ∞) → [0, ∞) be a continuous, strictly increasing function with φ(0) = 0. Let T : L 2 π θ → L 2 πcz be as defined in (4.2) and bounded. There exists a source ν ∈ L 2 π θ such that for some 0 < M < ∞, f †c θ|W = φ(T * T )ν and ||ν|| ≤ M.
When the operator T is finitely smooth (mildly ill-posed case) and f †c θ|W belongs to a Sobolev class of functions, then an appropriate choice of φ is φ(t) = t β/2 for some β > 0. For example, in our intertemporal consumption model, this choice of φ is appropriate if f θ|W is infinitely differentiable. In contrast, when T is infinitely smooth (severely ill-posed case) and f †c θ|W is not analytic, then an appropriate choice of φ is φ(t) = (− log(t)) −β/2 for some β > 0. In this latter case, the rate of convergence is much slower.
The following theorem states the rate of convergence:
Theorem 2. Let Assumptions 1-5 and 7-8 be satisfied, and f †c
where σ(T * T ) denotes the spectrum of T * T . Then, the weighted MISE associated with P cf
If φ(t) = (− log(t)) −β/2 with β > 0 and (5.6) is satisfied then
In the case φ(t) = (− log(t)) −β/2 , it has been shown in ? that (5.6) holds automatically for 0 < β ≤ 2. The rate given in the theorem is at most of order [E||f C|W Z − f C|W Z || 2 ] 2 3 . This rate is slower than the minimax rate for estimation of a density function because we use indirect observations of θ to estimate f θ|W . Letf α(k) θ|W be the two-step estimator obtained by using the P c -algorithm. It is possible to show that E||f
Therefore, this theorem also provides the rate of convergence for the approximation of P cf α θ|W obtained from the P c -algorithm.
The rate of Theorem 2 can be made explicit by replacing the rate of convergence forf C|W Z . We consider here the case wheref C|W Z is a kernel estimator, i.e.,
( 5.7) where K(·, ·) is a generalized kernel function 10 of order r = 2, and we assume without loss of generality that C = h 4 then E||f C|W Z − f C|W Z || 2 = O(n −4/(k+l+1+4) ). By plugging this rate in the optimal rate of Theorem 2, we obtain for
. We show now that this rate can be improved and made independent of the dimension of Z. This is possible since the application of the operator T * to the error term (f C|W Z − f C|W Z ) has a smoothing effect and integrates out (C, Z), so that the dimension of (C, Z) does not play any role in the rate. The following corollary to Theorem 2 gives the new rate.
Corollary 1. Let Assumptions 1-5, 7-8 and (5.6) be satisfied, and f †c
The rate in Corollary 1 is faster than the rate in (5.8) if (l + 1)(β ∧ 2 + 1) > 4 + k. It is clear that, under the conditions of the corollary, if we have no W and if h n = h d n −1/4 then E||T * (f C|W Z − f C|W Z )|| 2 = O(n −1 ). Our rate is increasing in β and decreasing in the dimension k of W . So, we have a curse of dimensionality only in the dimension of the endogenous variables W and not in the dimension of the instruments Z. This is due to the action of the operator T * that integrates out (C, Z).
Asymptotic Normality.
We now study pointwise asymptotic normality of the two-step estimator P cf α θ|W in the case wherê f C|W Z is computed by using kernel smoothing as in (5.7). For that we introduce the following technical assumption which uses the SVD of T .
Assumption 9. Let E W Z denote the conditional expectation given (W, Z) andf W Z denote the kernel estimator of the joint pdf of (W, Z). We assume that for every θ ∈ Θ and w ∈ W: (i)
n and (ii) there exists a constant κ > 0 such that
In the following lemma we use the notation '⇒' to denote pointwise convergence in distribution.
Lemma 2. Let Assumptions 1-9 and (5.6) hold, f †c θ|W = f † θ|W ∈ F θ|W and P cf α θ|W be the twostep estimator computed by usingf C|W Z (c; w, z) defined in (5.7). Let E W Z denote the conditional expectation given (W, Z) andf W Z denote the kernel estimator of the joint pdf of (W, Z). If nαh k+4 n → 0, α 3 /(h k n n) → 0 and if nα 2 h k n φ 2 (α) → 0, then for every θ ∈ Θ and w ∈ W:
and P † c denotes the projection on the tangent cone of F θ|W at f †c θ|W defined as {λ(f − f †c θ|W ); λ ≥ 0, f ∈ F θ|W }. In order to obtain this asymptotic normality result, we require a regularization parameter α that converges to 0 at a faster rate than the asymptotically optimal one. This guarantees that the bias of P cf α θ|W (θ; w) is asymptotically negligible.
Estimation of f †c θ|W : constrained Tikhonov regularization
When f †c θ|W = f † θ|W the two-step procedure can no longer be applied. Instead, we have to compute the constrained Tikhonov regularized solution by directly solving the minimization problem
(5.9)
The existence of a unique solution to problem (5.9) is proved in ?. A closed-form solution of this problem does not exist and numerical methods must be used to compute a solution. We denote byf α,c θ|W the estimator obtained by solving (5.9) and by P F θ|W the orthogonal projector of L 2 π θ onto F θ|W . The next theorem states consistency of the estimatorf α,c θ|W . Theorem 3. Let Assumptions 1-5 and 7 hold, T be a bounded operator from L 2 π θ to L 2 πcz defined in (4.2) and f †c θ|W ∈ R(P F θ|W T * ). Then, if α → 0 and α −1 E||f C|W Z − f C|W Z || 2 → 0 then: E||f α,c θ|W − f †c θ|W || 2 → 0. Under a smoothness assumption about f †c θ|W , it is possible to extend the result of Theorem 3 and recover the convergence rate for the constrained estimator. To derive this rate, a regularity Figure 1 : Representation of (part of) the set F θ|W (grey area), the supporting hyperplane 
In order to understand this result, consider Figure 1 , adapted from ?. From the figure, it is clear that N β is the set of all functions f ∈ N (T ) ⊥ such that the orthogonal projection onto F θ|W equals f †c θ|W and such that the orthogonal projection of f †c θ|W onto the hyperplaneL f is "smooth". The regularity condition on f †c θ|W is imposed via the smoothness of its projectionP f f †c θ|W . Such smoothness is measured in terms of smoothness of the operator (P f T * TP f ) β/2 , which is a projection of an integral operator. The new regularity condition required for Theorem is that N β = ∅. In words, there exists at least one f ∈ M such that the projection of f †c θ|W on the corresponding hyperplaneL f has a degree of smoothness β.
Case with non-random parameters
Suppose that some components of θ are deterministic, that is, θ = (θ 1 , θ 2 ) , where θ 1 is the vector of deterministic components of θ, assumed to belong to a compact subset Θ 1 ⊂ R d 1 , and θ 2 is the vector of random components of θ (with dimension d 2 ) distributed according to a probability distribution P θ 2 |W satisfying Assumptions 4 and 5. In this case, we can use either of the two estimation procedures we have proposed, after some minor modifications.
Here, we focus on the constrained Tikhonov regularization procedure. 11 The minimization problem (5.9) should be replaced by
where we write T θ 1 to make explicit the dependence of the operator on θ 1 . The kernel of T θ 1 is (up to the factor 1 π θ ) equal to f C|W Zθ (c; w, z, θ 1 , θ 2 ) which has the same expression as in (4.2). Let the parameter space be G = Θ 1 × F θ 2 |W . Denote by g = (θ 1 , h) a generic element of G, with θ 1 ∈ Θ 1 and h ∈ F θ 2 |W . Let g 0 = (θ 0 1 , f 0 θ 2 |W ) the true value of g. Moreover, denote Q n (θ 1 , h) = ||T θ 1 h −f C|W Z || 2 and Q(θ 1 , h) = ||T θ 1 h − f C|W Z || 2 . The estimator computed by solving (5.10) will be denoted byĝ := (θ 1 ,f α,c θ 2 |W ) and belongs to G. Define ĝ − g 0 := θ 1 − θ 0 1 E + f α,c θ 2 |W − f 0 θ|W , where · E denotes the Euclidean norm induced by the scalar product ·, · E in R d 1 . Theorem 5 below states consistency ofĝ. We introduce the following assumption.
Assumption 9. Let the following statements hold:
iii. Let Q n,1 (θ 1 , h) denote the first derivative of Q n (θ 1 , h) with respect to θ 1 evaluated at θ 1 . We assume that sup h∈F θ 2 |W | Q n,1 (θ 1 , h)| < ∞ for every θ 1 ∈ Θ 1 . iv. Q(g 0 ) = 0 and any (θ 1 , h) ∈ G that satisfies Q(θ 1 , h) = 0 also satisfies θ 1 = θ 0 1 and h = f 0 θ 2 |W almost everywhere. v. The function f C|W Zθ (c; w, z, θ 1 , θ 2 ) is continuous in θ 1 . vi. The criterionQ n satisfies: |Q n (g 0 ) − Q(g 0 )| = O p (δ n ), where δ n = o(1).
Theorem 5. Let Assumptions 1-5, 7 and 9 hold. Then: (i) a solution to (5.10) exists and (ii), if δ n = O(α): ĝ − g 0 → 0 in probability.
6 Monte Carlo simulation 6.1 Simulation 1: Linear endogenous random coefficient model Consider model (2.1). Assume that g (Z 2 , W ) = Z 2 W . Then equation (2.1) becomes
(6.1) Assume that ε ∼ N (0, 0.1) , W ∼ U [1, 2] , and Z ∼ N (0, Σ z ) with Σ z equal to the identity matrix. Finally, assume that θ|W ∼ N (µ θ , Σ θ ) with µ θ = β 0 + β 1 W, (β 0 , β 1 ) = (1, 1) and Σ θ equal to 0.1 times the identity matrix.
We simulate 1500 Monte Carlo datasets from this model, 500 for each sample size (N = 500, N = 100, and N = 2500). For each dataset, we first estimate f C|W Z using a Gaussian product kernel with bandwidth chosen as discussed below. Then we computef α θ|W using (5.4). Finally, we compute P c f α θ|W as in (5.5) , at the 30th, 50th, and 70th percentiles of the distribution of W. To facilitate accurate numerical integration, we first make a change of variable, mapping (C, Z 1 , Z 2 ) into the region [−1, 1] 3 . Specifically, we define U c = 2Φ C−µc σc − 1, U 1 = 2Φ
where Φ is the standard normal CDF and (µ c , σ c ), (µ z i , σ z i ), i = 1, 2 are the empirical mean and standard deviation of C, Z 1 and Z 2 . Substituting these new variables into (6.1) , and solving for ε, the structural function ε = ϕ −1 (W, Z, θ, ε) can be written as
Next, let w 30 , w 50 , w 70 denote the 30th, 50th and 70th percentile of W , resp.. Using the weight functions π cz = 1 and π θ = 1, for each w ∈ {w 30 , w 50 , w 70 } , we then computef α θ|W to solve
The solution is given in equation (5.4) . We approximated the integral over [−1, 1] 3 with the tensor product of three unidimensional Gauss-Legendre quadrature rules with 20 quadrature nodes in each dimension, and analogously over Θ. Figure 2 displays contour plots of the true density and of the estimated density for the three different quantiles of W obtained from one of our Monte Carlo datasets (with n = 1000). In each panel of the figure, the top panel shows the true density and the bottom panel shows the estimate. In all cases both the shape and location of the estimate track the true density quite closely. In particular, the unimodality of the density is well covered, and the location of the mode almost exactly coincides with the true mode. Moreover, the spread also very much coincides in every dimension with the true spread of the density of random coefficients.
Results are obtained using bandwidths h n = h d = 0.05 and the Tikhonov regularization parameter α = 0.01. Bandwidths are chosen to minimize the average of the square root of the density weighted mean squared error:
w q ∈ {w 30 , w 50 , w 70 } and where the average is calculated as the empirical average across 100 Monte Carlo replications and the pointwise average across three quantiles of the distribution of W.
For sample size of 1000, Figure 3 shows the densities of the square root of the weighted MSE (WMSE) for the Tikhonov estimator and the oracle estimator (i.e., the infeasible kernel density estimator). In each case, the distribution is the distribution across 500 Monte Carlo replications and across five different values of W. As was to be expected, the oracle estimator performs better, yet there is significant overlap in the distributions of results. Table 1 shows the AMSE (calculated as the average across 500 Monte Carlo replications) of both estimators: Several features are noteworthy: First, observe that the ratio is approximately twofold, which is not very large if one considers the small sample size and the complexity of the procedure. Second, note the absolute value decreases, showing consistency. Third, note also that the ratio of the two averages increases slightly from 1.93 to 2.03. This is to be expected given the fact that the unfeasible oracle estimator converges faster. Nevertheless, the ratio is almost constant, suggesting that the theoretical large sample differences may slightly overstate the small sample differences.
Simulation 2: Intertemporal consumption model
To analyse the CARA model, we simulated n = 1000 agents starting at age t = 21, working for 45 periods and then obtaining a terminal retirement utility. Income grows until retirement. In addition, in each period each agent faces a permanent i.i.d. income shock η t distributed as η t ∼ N (0, 0.01668). The initial value of income is set to 0.2 (scaled so that 0.2 equals $20,000) and the initial permanent shock is set to zero. The interest rate is set to R = 1 + r = 1.05 and the random parameters γ and β have support on (0.5, 4.0) and (0.700, 0.999) respectively, covering a range of values suggested in the literature. The joint distribution of (γ, β) is generated as follows. We define x ∼ N (µ x , I) with µ x = (1, 0) and generate γ = 0.5 + 3.5 Φ (x 1 ) , and β = 0.7 + 0.299 Φ (x 2 ) , where Φ is the standard normal CDF. In addition, measurement error in consumption is ε t ∼ N (0, σ 2 ε ) with σ 2 ε set equal to 25% of the the cross-sectional variance of consumption.
While the data are simulated for 45 periods of life, we select one cross section at age 31 to be used for our estimator. We obtained similar results for other values of t. The dependence between δ and W (where δ is defined below) varies with t as does the distribution of the data. However, the quality of the estimation results does not.
In this CARA example, the joint distribution of (γ, β) is not identified because the variables enter the kernel of the operator only through a single index. Instead we estimate the distribution of δ = 0.5φ 5 γ + φ 3 ln (Rβ) γ (6.4)
where φ 3 and φ 5 are parameters that depend only on the interest rate R and the time period t.
For the estimation, we use a Gaussian kernel with bandwidths h n = h d = 0.3 and with Tikhonov regularization parameter α = 0.01. For the infeasible kernel density estimator we set the bandwidth to h θ = 0.3. While tuning parameters may be chosen using least-squares cross-validation, for the purposes of illustration, we chose tuning parameters to minimize the square root of density weighted mean squared error computed across the 1000 Monte Carlo replications.
The true distribution of δ conditional on W is difficult to compute because it is endogenously determined from the structural model. Therefore we compute the following square root of the density weighted mean squared error averaged across quantiles of the W distribution:
To compute the AMSE, we replace the expected values in (6.5) with the average across the 1000 Monte Carlo replications and compute the integral across δ using Gauss-Legendre quadrature nodes with 301 points of support. The average across W is computed as the pointwise average across vectors w with each coordinate of w equal to either its 25th or 75th percentile. In Figures 4-5 we show an (infeasible) kernel density estimator of the pdf of δ (in solid black line) together with our Tikhonov estimator (in dashed green line) and pointwise 95% confidence intervals obtained using the bootstrap. In each figure, the estimate is conditional on fixed levels of assets and income. "Low" levels of each variable correspond to the 25th percentile and "high" levels correspond to the 75th percentile. To estimate the confidence intervals, we created 1000 bootstrap samples from the data, each a sample of 1000 observations drawn with replacement. We then use the pointwise 0.025 and 0.975 percentiles of the bootstrap estimates as our confidence bands. As the results reveal, the unfeasible oracle estimator which we take in place of the true density is, for every value w of W we consider, within the confidence intervals. This suggests that our estimator is reasonable accurate, in spite of the only moderate sample size of n = 1000.
To provide an economic interpretation of these results, note that while they characterize the density of δ conditional on W , these results also place constraints on the joint distribution of (β, γ) given W. For each quantile of the distribution of δ, we can draw a curve representing the values of (β, γ) satisfying (6.4) . This is a quantile level set. Suppose we draw such a curve for δ = δ q the q'th quantile of the δ distribution. Since (6.4) is monotonic in β, it must be the case that with probability q, (β, γ) lie below this level set and with probability 1 − q they lie above this level set. Figures 6-7 show these level set curves conditional on various values of W t = (A t=31 , Y t=30 ). For example, the blue solid line in Figure 6 shows the 0.1 quantile level set. With probability 0.1, (β, γ) lie below this curve. In each case, the quantile-level-sets partition the (β, γ) space into convex regions. The convex region in Figure 6 bounded by the 0.1 and 0.9 quantile level sets shows that people with low assets and low income are likely to be very impatient (β < 0.9) if they are risk averse (γ > 3.5) but are likely to be patient if they have low risk aversion. The other figures show that this convex region shifts upward for people with higher assets or income. As theory predicts, individuals with higher asset holdings are on average more patient and risk averse, but there is some evidence of trade off between patience and risk aversion.
A Proofs
A.1 Proof of Theorem 1 By Assumption 1, there exists a unique c = ϕ(w, z, θ, ε) that satisfies (3.1). Thus, using the transformation ϕ(w, z, θ, ·) mapping ε to c, the density of ε, f ε|W Zθ , specified in Assumption 3, and f θ|W specified in Assumption 4, we can characterize the pdf of f Cθ|W Z . Let E 1 , . . . , E s be a partition of R such that ϕ(w, z, θ, ·) : E i → R is one-to-one for each i = 1, . . . , s, for given (w, z, θ) and s ∈ N + . Let ϕ −1 i (w, z, θ, ·) : Im (E i |w, z, θ ) → E i be the corresponding inverse mapping for given (w, z, θ) . Then,
Further, using Assumption 5 we have f Cθ|W Z = f C|W Zθ f θ|W . This implies that
Finally, since a unique solution in C to (3.1) exists, the chain rule implies that: ∂ ε Ψ(c, w, z, θ, ε) = ∂ c Ψ(c, w, z, θ, ε)∂ ε c + ∂ ε Ψ(c, w, z, θ, ε) = 0, by abuse of notation. Therefore, ∂ ε c = ∂ ε ϕ(w, z, θ, ε) and ∂ ε ϕ(w, z, θ, ε) = − ∂εΨ(c,w,z,θ,ε) ∂cΨ (c,w,z,θ,ε) . We conclude that 
A.2 Proof of Proposition 2
The first characterization of Λ follows trivially from (4.3) since every element obtained as the sum of f † θ|W and an element of N (T ) is solution of the unconstrained inverse problem. Then, to obtain the set of solutions to the constrained problem, we only have to take the intersection with F θ|W .
To obtain the second characterization of Λ remark that we can always write a generic element of f † θ|W ⊕ N (T ) in terms of the o.n.b. {{ϕ j } j∈N , {φ l } l∈J 0 } which exists under Assumption 6. Then, we impose the following constraints to every h ∈ {f † θ|W ⊕ N (T )}: (i) Θ h(θ; w)dθ = 1, a.s., (ii) Θ h 2 (θ; w)π θ (θ)dθ < ∞, a.s. and (iii) h(θ; w) ≥ 0, a.s. The first constraint is automatically verified since for every (w, z, θ), C f C|W Zθ (c; w, z, θ)dc = 1 and, by using Fubini's theorem: Θ h(θ; w)dθ = C Θ f C|W Zθ dθh(θ; w)dc = C f C|W Z dc = 1 (where we have used the fact that f C|W Zθ integrates to 1 and T h = f C|W Z ). Constraint (ii) is equivalent to ||f † θ|W || 2 + l∈J 0 ζ 2 l < ∞ for some ζ l ∈ R and, by definition of f † θ|W , ||f † θ|W || 2 < ∞. Finally, constraint (iii) is equivalent to require that the negative part of every function in Λ is equal to 0.
A.3 Proof of Proposition 3
Suppose that F θ|CW Z is T -complete and that for f 1 θ|W , f 2 θ|W ∈ F θ|W , T | F θ|W (f 1 θ|W ) = T | F θ|W (f 2 θ|W ) holds. By using the decomposition f C|W Zθ = f θ|CW Z f C|W Z /f θ|W this equality can be rewritten as
where we have used the notationφ i (θ; w, z, c) := φ(θ; w) ∂ c ϕ −1 i (w, z, θ, c) and the change of variable m i (θ) = µ i . Moreover, since dm −1 i (µ i ) and h i are positive functions, we can define a measure ν i (dµ i ) = h i m −1 i (µ i ) dm −1 i (µ i ). Thus, ∀(c, z) ∈ C i × Z and ∀i = 1, . . . , s,
, for a function h, h + and h − denote the positive and negative part of it, respectively. It follows that
that is, F i and G i are two measures with the same Laplace transform. Then, they are equal since τ i (c, w, z) vary over R. This implies that ζ i (µ i ; w, z, c) = 0 and then φ i (θ; w) = 0, a.s. since ∂ c ϕ −1 i (w, z, θ, c) is bounded away from 0 and ∞ by Assumption 2, ∀(c, w, θ, z) ∈ C × W × Θ × Z.
A.5 Proof of Theorem 2
First, since ||P c || ≤ 1 we have:
By the Halmos'spectral theorem (see, for instance, ?) the operator T * T admits a spectrum σ(T * T ). Hence we can analyze the two terms A 1 and A 2 as follows. Term A 1 is
Next, we develop term A 2 :
where the last inequality follows from (5.6). This shows that
Next, consider the case φ(t) = t β/2 . Then, sup t∈σ(T * T ) |t β/2 α(α+t) −1 | = 1 2 α β/2 if β < 2 and sup t∈σ(T * T ) |φ(t)α(α+ t) −1 | = α if β = 2. Hence, (5.6) is satisfied and we choose α (E||(f C|W Z − f C|W Z )|| 2 ) 1/(β∧2+1) we get the result. Finally, consider the case φ(t) = (− log(t)) −β/2 . If we choose α (E||(f C|W Z − f C|W Z )|| 2 ) for 0 < < 1 we get the final result of the theorem.
A.6 Proof of Corollary 1
Following the decomposition (A.6) in the proof of Theorem 2, the upper bound for A 2 remains unchanged while term A 1 is now bounded above by A 1 ≤ ||(αI + T * T ) −1 || 2 E||T * (f C|W Z − f C|W Z )|| 2 so that A 1 = O α −2 E||T * (f C|W Z − f C|W Z )|| 2 . We have to compute the rate of E||T * (f C|W Z − f C|W Z )|| 2 . Remark that
E||T * (f C|W Z − f C|W Z )|| 2 = Θ V ar(T * f C|W Z ) + (E(T * f C|W Z ) − T * f C|W Z ) 2 π θ (θ)dθ. By using standard Taylor series approximations, it is easy to show (see Lemma ?? in the Supplementary Appendix) that the squared bias term is of order E(T * f C|W Z − T * f C|W Z ) 2 = O max{h 4 n , h 4 d } and the variance term is V ar(T * f C|W Z ) = O n −1 (min{h n , h d }) −k . Therefore, the rate of the MISE is: = o p (1). We start by proving that A √ V (A) → d N (0, 1) where V (A) = V ar(A). Let {λ j , ϕ j , ψ j } j∈N denote the SVD of T , f W Z denote the kernel estimator of the joint pdf of (W, Z) and K h,i (z, w) = K h (z i − z, z)K h (w i − w, w), then
By a triangular array version of the Liapounov's central limit theorem it follows that → d N (0, 1) we use the functional delta method (see e.g. ? Theorem 20.8). This requires that the projection operator P c is Hadamard differentiable. The (one-sided) Hadamard derivative of P c in f †c θ|W is a projection as well, denoted by P † c , that projects on the tangent cone of F θ|W at f †c θ|W defined as in the statement of Lemma 2. Moreover, V c (θ; w) = V ar(P † c A) and V (A) and V c (θ; w) have the same rate.
To prove the second result we follow the strategy in the proof of Proposition 6 in ? and prove that 
A.8 Proof of Theorem 3
The functional J α (h) := ||T h −f C|W Z || 2 + α||h|| 2 is a strictly convex and Fréchet differentiable functional with Fréchet derivative 2 (T * T + αI)h − T * f C|W Z . Hence, the convex problem (5.9) has a unique solutionf α,c θ|W that is characterized as the unique element in F C|W Z such that the following variational inequality holds:
( Thus,f α,c θ|W = P α c (αI + T * T ) −1 T * f C|W Z where P α c denotes the projector onto F θ|W with respect to ·, · α . By denoting f α,c θ|W = P α c (αI + T * T ) −1 T * f C|W Z we can write figures/levelsets8-eps-converted-to.pdf (b) (high assets, high income)
