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1. はじめに 
　実技を伴う指導を行う場合に、従来用いられる
手法は、「1.（熟練者として）教師が師範動作を
観察させる」、「2. ビデオ教材を観察させる」、「3. 行
為を言語化（オノマトペを含む）して伝える」、
「4. 動作をイメージ化して伝える」等の方法があ
る。このうち、言語化やイメージ化は、師範動作
やビデオ教材として併用できるため、教授方法は、
「動作を直接観察させるか」、「録画された動作を
観察させるか」という 2 つの方法に大別できる。
動作を直接観察させる方法は、1. 本物の迫力を伝
えることができる、2. 観察する位置によって、見
え方が異なるという特徴を持つ。また、録画され
た教材は、1. 繰り返し再生が容易であること、2. 何
度繰り返しても同じ動作となること、3. 観察させ
たい角度を固定して見せることができること、を
特徴とする。動作の直接観察における「観察する
位置によって、見え方が異なる」点、そしてビデ
オ教材観察における「視点の固定化」という点を
補完する教材には、モーションキャプチャを利用
する方法が研究されている [1]。筆者らは、モー
ションキャプチャのデータを、3Di（3 次元イン
ターネット）を利用して再現する手法を提案して
いる [2][3]。
　3 次元インターネットとは、インターネットテ
クノロジーを利用し、ネットワーク内に構築され
た、時間の経過の概念と、奥行きを含めた 3 次
元の仮想的な空間を指す。3Di 内では、アバター
（人体モデル）が生成され、モーション（動作）
を組み込める。この 3Di を見るためのビューワ
には、拡大縮小や全方位から任意の角度に視点を
変更する機能があり、アバターのモーションを任
意の角度から、任意の大きさで観察できる。
　筆者らは、実際の人間の動きをモーションキャ
プチャシステムで取り込み、3Di 内のアバターに
動作を適用することに成功した。本研究では、そ
の手順を 3Di におけるモーション教材作成法と
して整理することを目的とした。
2. 教材開発の流れ
　本研究で提案する教材開発の流れを図 1 に示
す。まず、指導対象となる動作を決定する。本研
究の開発環境では、モーションキャプチャの被写
体が、床面に対して大きく水平移動するような動
き（例えば、歩行など）は、教材化することがで
きない。それは、撮影するカメラを追従させられ
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ないからである。
　次に、モーションキャプチャシステムによって、
試技を 2 つのカメラから撮影する。撮影したデー
タは、関節の座標をデジタイズすることで、空間
座標が算出され、各関節位置から人体モデルが生
成される。
　この段階で生成された動きは、後述する微細な
表現が、再現できていない場合があることや、デ
ジタイズで生じる誤差を取り除く必要がある。そ
こで、人体モデル専用の 3DCG ソフトウェアに
よって仕上げ処理を行う。
　最後に、bvh 形式（モーションデータを保存
する汎用ファイル形式）で、出力したファイルを、
仮想空間へアップロードする。
3. 教材開発環境
3.1 対象とした 3Di
　現在 3Di には、多種多様な仮想空間が、世
界中から提供されている（例えば、Co-Core 社
の meet-me[4] や、Avatar Reality 社 の Blue 
Mars[5]、Linden Lab 社の Second Life[6] 等）。
仮想空間の種類は、ユーザは、提供される仮想空
間からのサービスを受けることが主となるもの
と、ユーザの自由度が高く、仮想空間内でユーザ
自身がサービス等を提供することが可能なものに
大別される。本研究は、自作の教材を提供する必
要があるため、後者の「自由度の高い仮想空間」
を対象とした。
　自在な角度から人体アニメーションを観察させ
ることだけを目的とすれば、3DCG 作成ソフト
上で観察させることも考えられる。しかし操作の
煩雑さや有償である点が、導入への障害となり得
る。そこで、本研究では利用環境が無償で構築
できることを考慮し、Linden Lab 社の Second 
Life およびそのオープンソース版である、Open 
Simulator[7]（以下 SL/OS と略記）を仮想空間
として利用した。
3.2 使用したモーションキャプチャシステム
　本研究で使用したモーションキャプチャシス
テムは、L.A.B 社の PV-Studio2.8[8] である。こ
のシステムは、WindowsOS がインストールさ
れた PC に複数のカメラを IEEE または USB で
接続し、試技の撮影を行う機能と、撮影された 2
方向画像から、関節の 3 次元座標を算出し、人
体モデルのフォームを作成するデジタイズ機能
を有している。動画は avi 形式で録画され、撮
影サイズおよびフレームレートは、撮影に使用
するカメラに依存する。本研究で利用したカメ
ラは、Logicool QCam4000（動画撮影解像度
640 × 480、30fps）である。利用した PC は、
Core2DuoCPU、1G メモリのノートパソコンで
ある。
3.3 使用した人体モデル専用 3DCG ソフトウェア
　PV-Studio から出力された動きに微細な修
正を行うために、本研究では e-Frontier 社の
Poser7[9] を利用した。このソフトでは、bvh ファ
イルを読み込み、人体アニメーションを細かく
設定することができる。例えば、手首の向きは、
PV-Studio の標準骨格構造へ適用しても、正しく
再現されないことが分かった。そのため、位置や
角度を修正する必要があった。また、モーション
キャプチャによるデジタイズでは、精度誤差が生
じるため、本来静止状態にある関節が、微少な座
標変動を伴って再現される場合がある。この誤差
を平滑化し取り除く作業も必要となった。
図１　教材作成の流れ
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4. 具体的な開発手順
4.1 教材化する動作の決定
　先行研究で述べられているように、3Di モー
ション教材の利用形態には、同期型および非同期
型を含めて 6 通りある [3]。現在の学校現場で利
用しやすいことを考えると、対面型授業における
同期型学習形態で、従来のビデオ教材の代替とし
て利用する方法が有効と予測できる。教材化する
動作を決定するに当たっては、以下の 2 点を考
慮する必要がある。
　本研究の教材開発方法では、カメラを三脚に固
定して撮影を行うため、カメラの画角内に被写体
が収まらなければならない。また、被写体となる
人物の周囲に机や道具などを配置する必要がある
場合は、被写体の関節ができるだけカメラに写る
よう、位置や向きを配慮する必要がある。
　また、SL/OS のアバターは、指の骨格構造を
持っておらず、指先を動かす動作には不向きであ
る。
4.2. モーションキャプチャ撮影
4.2.1 キャプチャ環境の準備
　PV-Studio を利用してモーションキャプチャ撮
影する場合、試技の撮影前に、撮影する空間を認
識させるためのキャリブレーションを行う必要が
ある。そのため、三脚に取り付けた 2 台のカメ
ラを、撮影空間に配置し、キャリブレーション用
のシートとポールを、2 台のカメラから映るよう
に設置する。配置は以下の点に留意する。
　● 2 台のカメラの配置は、同方向からではなく、
ある程度の角度をもって配置すること。可能
であれば 2 台のカメラのなす角が 90 度にな
るように配置すること。
　● 一方のカメラの画角内に、もう一方のカメラ
が映らないように配置すること。
　● レンズ収差は補正可能であるが、手間と誤差
を考慮すると、可能な限り補正を行わずに撮
影することが望ましい。そのため、試技がで
きるだけ画角中央になるよう配置すること。
　● カメラの横方向の傾きは床面に対して水平に
なるようにすること（三脚に水平器が付いて
いるものを利用することが望ましい）。
　● 撮影後のデジタイズを容易にするため、画角
には被写体と必要な道具類以外が映り混まな
いようにし、背景として映る壁面等も、可能
な限り簡素にすること。
　● 一度キャリブレーションを行うと、そのカメ
ラ位置が空間座標として特定されるため、試
技の撮影が終わるまでは、カメラ位置を変え
ないこと。
4.2.2 キャリブレーション
　上記の留意事項に沿ってキャリブレーション環
境を作成した後、PV-Studio から以下の操作を行
う。
1. PV-Studio 起動後、Add プルダウンメニュー
よ り「Add camera」 も し く は、Movie メ
ニューの「Add View」を選択する。
2. どのカメラの画像を映すか（あるいは、撮影
したファイルを読み込むか）を選択する。
3. 上記を 2 つのカメラについて同様に行い、
画面内のウィンドウ 2 つに、各カメラを割
り当てる。また、Cameraプロパティで「Show 
BG」 に チ ェ ッ ク を 付 け、「BGimage」 が
「camera」になっていることを確認する。
4. Recording メニューから、「Preview」を押し、
カメラ画像を表示させる。
5. フレーム End を 1 にし、Recording メニュー
から、赤い丸のボタン（録画）を押す。カメ
ラ 1 とカメラ 2 で、録画したファイルをそ
れぞれ保存する。
6. Utilities プ ル ダ ウ ン メ ニ ュ ー よ り、
「MakeCalib」を選択し、画面内にキャリブ
レーション用のマーカを表示させる。
7. キャリブレーションのためのマーカ配置は、
図 2 に示した順に行う。まず Camera1 に
てマーカを配置し、Movie メニューにある
「Calibration」を押す。その後 Camera2 に
て同様にマーカを配置し再度「Calibration」
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を押す。あるいは、カメラプロパティの
「Calibration」にチェックを付けても同様の
操作となる。
8. 空間を示すウィンドウ内に、各カメラの位置
が配置される。また、キャリブレーションポー
ルに対するマーカ配置を確認する（図 3）。
9. 空間が正しく認識・配置されれば、キャリブ
レーションのために使用したマーカは削除す
る。
 
 
4.2.3 試技の撮影
　試技の撮影では、キャリブレーションポール
やマーカは不要である。Utilities プルダウンメ
ニューから「AddPVbody」を選択し、試技者の
身長を入力し、人体モデルである PV-body を表
示させる。ポールがあった位置に試技者を立たせ、
PV-body と立ち位置が重なるように、両手を水
平に伸ばさせる。このフォームは人体モデル作成
時の基本ポーズで、Zero-Pose あるいは T 字ポー
ズと呼ばれる。
　この Zero-Pose は静止状態であるので、録画
は最低 1 フレームとなる。画面下部のフレーム
End を 1 に変更し、Recording メニューから赤
い丸のボタン（録画ボタン）を押す。
　録画終了後 Recording メニューの「Save…」
を押し、録画した画像を任意の場所に保存する。
この録画は、カメラ毎に行う必要があるため、カ
メラ 1 の映像を保存する場合は、カメラ 1 のエ
リアをクリックし選択した後、保存する。カメラ
2 も同様に保存する。
　なお、ここで録画したファイルは、試技の撮影
を終え、デジタイズする際に用いる。
上記が終了した後、実際の試技の撮影に入る。
1. 試技を撮影する前に、フレーム End の値を、
試技に必要なフレーム数に設定する。
2. 試技者の準備完了後、Recording メニュー
の録画を押し、試技を録画する。
3. 試技の終了で、録画を停止すると、録画時間
に応じてファイルの終了処理に時間がかか
る。この間に、プレビュー画面をクリックす
ると処理が不正終了するため、注意を要する。
録画ファイルの保存は、キャリブレーション
同様に両カメラで行う。
　試技の撮影は以上で終了となる。
4.3 撮影動画のデジタイズ
　撮影が完了した後、撮影された試技者の関節位
置をデジタイズし、PV-body に適応する。適応
させるためには、事前に試技者の Zero-Pose を
録画したファイルを読み込み、試技者の体型と
PV-body の体型とを合わせる必要がある。
　人体モデルを表示させるために、Utilities プル
ダウンメニューから AddPvBody を選び、身長
を入力する。しかし、各関節の位置が異なってい
るため、16 箇所の関節位置を合わせる作業を行
う（PoseMode メニューの Action がオフになっ
ていることを確認する）。
　 試 技 者 と PV-body の 位 置 を 合 わ せ る た め
図 2　キャリブレーションのマーク順とカメラ位置
図 3　正しくキャリブレーションされた様子
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に、ExplorerView か ら「Body」 を 選 択 し、
GLView メニューから「Translate」を選択する。
GLView を見ながら、試技者と人体モデルが重
なるように配置する（図 4）。
 
　人体モデルの作成が完成した後、動作をデ
ジタイズするモードへと切り替えるために、
PoseMode メニューより、「Action」ボタンを押
す。その後 Utilities プルダウンメニューから、
「AttachPvBody」を選択する。表示された関節
マーカは「Auto」を押すことで、自動的に PV-
body へと対応付けされる。
　録画された映像へのマーカ配置は、手動モード
と自動追尾モードがある。自動追尾させるには、
プルダウンメニューから「Motion Track」を選
択する。しかし、関節位置が大きく変化し、隠れ
てしまう動きは、自動追尾モードでは追尾できな
いことがある。
　以下は手動でマーカ配置を行う手順である。
1. マーカ配置の基本作業は、あるフレームに
おける、2 つのカメラの画像上の試技者の関
節にマーカをそれぞれ配置することである。
マークしていないフレーム間は、スプライン
曲線等で、位置が自動的に補完されるため、
出来るだけ少ないフレーム数で、試技を表現
できることが望ましい。
2. カーソルキーの「→」を押すことで、Step
数だけフレームを進めることができる。概ね
3 ～ 10 フレームが目処と考えられる。
3. マーカ配置の方針は、フレーム毎に 1 箇所
の関節の場所だけを追う方針と、フレーム毎
に 16 のマーカを配置してから、次のフレー
ムへと進む方針がある。前者の場合、フレー
ム間の関節位置の変化が把握しやすいが、デ
ジタイズされる全身のポーズを確認しなが
ら、配置することができない。一方後者の方
法の場合、全身のポーズを把握しながら進め
られるが、各関節の位置の変化は追いにくい。
手動によるデジタイズでは、関節の動きの変
曲点でマークすること、Step 数を変更する
こと、マーク配置方針を適宜切り替えること
で、作業を効率化できる。
　試技のデジタイズが完了した後、bvh 形式で
データを保存する。
4.4 人体モデルの修正
　上記の手順は、PV-Studio にて設定した PV-
body をもとに動きをデジタイズし、各フレーム
の関節の位置を作成するものであった。しかし、
デジタイズの誤差による不自然な関節の動きを平
滑化することや、手首の向き等を修正する必要が
ある。また、PV-body には、初期設定で toe（つ
ま先）要素が無い。この要素が欠損した状態では、
仮想空間へのアップロードに失敗するため、toe
要素を補完する必要もある。
　 人 体 モ デ ル の 修 正 に 使 用 し た ソ フ ト は、
Poser7 である。SL/OS 用アバター向け人体モデ
ルが配布されている [10] ので、予めダウンロー
ドし C:\Program Files\Smithmicro\Poser7J\
Runtime\Libraries\Character にコピーする。
　Poser を起動後、モーションファイルの読み込
みにて、先ほど PV-Studio で出力した bvh ファ
イルを読み込む（図 5）。
図 4　Zero-Pose で位置調整を行う様子
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 　仮想空間へのアップロードのためには、Poser
上で、1 フレーム目は Zero-Pose にしておく必要
がある。そこで、Poser の「メニュー」→「ウィ
ンドウ」→「連結パラメータ」→「ゼロフィギュ
ア」をクリックする。
　あり得ない向きに関節が曲がることを防ぐため
に、ツールバーの「フィギュア」→「インバース
キネマティクス」で左腕、右腕、左足、右足の全
てにチェックを付け、可動域の制限にもチェック
をつける。
　ツールバーの「ウィンドウ」→「アニメーショ
ン編集」および「アニメーショングラフ」にチェッ
クを付け、これらのウィンドウを見ながら修正を
行う。修正後は、bvh 形式でエクスポートする。
4.5 仮想空間へのアップロード
　SL/OS へ動作データを適応するために、Poser
でエクスポートした bvh 形式のファイルをアッ
プロードする。なお、この後の操作は、Second 
Life もしくは Open Simulator 上でのアカウント
作成や各自のアバター作成、および仮想空間内で
のオブジェクトや環境構築が完了していることを
前提としている。SL/OS を起動しログインする
と、アカウントに応じたアバターが表示される。
この状態で、メニューバーより「ファイル」→「ア
ニメーションのアップロード」を選択する。アッ
プロードする bvh ファイルを選択し、以下の点
を設定する。
　● アバターに初期設定で組み込まれている動き
よりも、アップロードした動きを優先的に再
生させるために、優先順位を 7 に設定する。
　● 繰り返し再生させる場合は、ループにチェッ
クをつけ、ループ範囲を指定する。
　● 手の形状は、13 種類の形状から選択するこ
とができる。
　アップロードされた動きは、30 秒単位でゼス
チャーとして管理され Inventory に保存される。
長い動作は、複数のゼスチャーを連結させるアニ
メーションとして管理することができる。他のア
バターでも動作を再生させたい場合は、仮想空間
内にオブジェクトを作成し、そのオブジェクトに
スクリプトを埋め込む。リスト 1 は、オブジェ
クトに触れた時、もしくはパイメニューを開いた
ときに、動作させるプログラムの例である [11]。
　図 6、図 7 は、本研究で作成した 3Di 教材の
例である。図 6 は、初心者ののこぎり挽き動作
を真上から見たものである。のこぎりが目の下か
らずれている様子が観察できる。図 7 は、熟練
者ののこぎり挽きを下から見たものである。半身
の様子や脇が閉まっている様子が観察できる。
5. おわりに
　本研究では、従来の動作観察における、新たな
教材の作成方法を整理した。モーションキャプ
チャの価格が下がってきていることや、より簡便
な方法が開発されており、実際の動きを取り込む
アプローチは、さらに普及すると予想される。本
研究で採用した Second Life は、世界規模でユー
ザが存在する巨大な仮想空間である。この仮想空
間では、音声による通話や文字によるコミュニ
ケーションも可能であることから、遠隔での技能
指導に役立てられることが期待できる。また、オー
プ ン ソ ー ス の Open Simulator で は、Second 
Life とは独立して、自分のパソコンに独自の仮
想空間を構築することが可能である。
　現在の 3Di 教材の表現力は、まだ改善の余地
があるが、高精細な CG を再現するには、コン
図 5　Poser での bvh インポート
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ピュータにも高いスペックが必要とされる。また
本研究で利用した仮想空間のアバターの関節数が
少ないことや、指先の表現が簡易である点は、仮
想空間の今後の開発によって改善が期待される。
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リスト 1　アニメーション再生のスクリプト例 [11]
図 6　初心者ののこぎり挽き 3Di 教材
図 7　熟練者ののこぎり挽き 3Di 教材
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