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Quantum materials that host a flat band, such as pseudospin-1 lattices and magic-angle twisted
bilayer graphene, can exhibit drastically new physical phenomena including unconventional super-
conductivity, orbital ferromagnetism, and Chern insulating behaviors. We report a surprising class
of electronic in-gap edge states in pseudospin-1 materials without the conventional need of band-
inversion topological phase transitions or introducing magnetism via an external magnetic type of
interactions. In particular, we find that, in two-dimensional gapped (insulating) Dirac systems of
massive spin-1 quasiparticles, in-gap edge modes can emerge through only an electrostatic potential
applied to a finite domain. Associated with these unconventional edge modes are spontaneous forma-
tion of pronounced domain-wall spin textures, which exhibit the feature of out-of-plane spin-angular
momentum locking on both sides of the domain boundary and are quite robust against boundary
deformations and impurities despite a lack of an explicit topological origin. The in-gap modes
are formally three-component evanescent wave solutions, akin to the Jackiw-Rebbi type of bound
states. Such modes belong to a distinct class due to the following physical reasons: three-component
spinor wave function, unusual boundary conditions, and a shifted flat band induced by the external
scalar potential. Not only is the finding of fundamental importance, but it also paves the way for
generating highly controllable in-gap edge states with emergent spin textures using the traditional
semiconductor gate technology. Results are validated using analytic calculations of a continuum
Dirac-Weyl model and tight-binding simulations of realistic materials through characterizations of
local density of state spectra and resonant tunneling conductance.
I. INTRODUCTION
The physics of quantum materials hosting a flat band,
such as the magic-angle twisted bilayer graphene, has
become a forefront area of research. These materials
can generate surprising physical phenomena such as un-
conventional superconductivity [1, 2], orbital ferromag-
netism [3, 4], and the Chern insulating behavior with
topological edge states. The purpose of this paper is to
report the surprising emergence of a class of in-gap edge
states in two-dimensional Dirac/Weyl pseudospin-1 ma-
terials, which cannot be fit into any of the known scenar-
ios for producing such states. The uncovered states, at
their birth, exhibit topologically nontrivial domain-wall
like pseudospin textures.
In modern physics, the emergence of low-dissipation or
dissipationless topological surface or edge states in con-
densed matter systems is a fascinating phenomenon [5–7],
as exemplified by topological insulators (TIs) [8–16]. A
TI has a bulk band gap so its interior is insulating but
there are gapless surface states within the bulk band gap,
which are protected by the time-reversal symmetry that
renders the states robust against backscattering from
nonmagnetic impurities. These topologically protected
surface or edge states possess a perfect spin-momentum
locking characterized by the invariance of spin orienta-
tion with respect to the direction of the momentum.
Quite recently, high-order TIs hosting, e.g., robust in-
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gap excitations of zero-dimensional corner modes have
been uncovered [17–19]. Topological states of matter,
in addition to their importance to fundamental physics,
have potential applications in electronics and spintron-
ics [20]. For electronic systems, current understanding
of the physical mechanisms behind the topological edge
states requires a discontinuous change in the associated
bulk topological invariants across the interface/edge ren-
dered by, e.g., a strong external magnetic field in a two-
dimensional electron gas [6], band inversion driven by
spin-orbit coupling [8, 21, 22], introduction of ferromag-
netism in topological insulators [23], presetting domain
walls in gapped Dirac materials [24–27], stacking order
in layered two-dimensional materials [28], and particular
spatial crystalline symmetries [29].
Pseudospin-1 type of low-energy excitations beyond
the Dirac-Weyl-Majorana paradigm have recently been
realized in electronic lattice systems [30–35]. In a broader
context, two-dimensional massive spin-1 bulk excita-
tions can arise in classical nonlinear physical systems
such as rotating shallow water in a horizontally un-
bounded plane [36] and the wave system of magneto-
plasmons, where the corresponding Hamiltonian repre-
sentations [37] can be effectively reduced to the Dirac-like
equation for spin-1 particles. Applying the sign-changing
Dirac mass scenario to the systems leads to an extension
of the Jackiw-Rebbi mechanism that serves to ascertain
the topological origin of, e.g., the equatorial waves [36],
as well as rich topological phenomena in bosonic and clas-
sical systems [38–42].
The subject of our study is pseudospin-1 relativistic
quantum systems described by the generalized Dirac-
ar
X
iv
:2
00
5.
10
18
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
20
 M
ay
 20
20
2Weyl equation which are fundamentally linear. Specif-
ically, low-energy excitations in condensed matter sys-
tems such as graphene [43] and topological insulators [8–
16] and in analogous physical systems of molecules, cold
atoms, cavity polaritons, light and even mechanical waves
in judiciously designed lattices [38–42] are described by
the Dirac-Weyl equation. In those circumstances, if
the corresponding quasiparticles are massless, the energy
band structure contains a pair of Dirac cones charac-
teristic of the relativistic energy-momentum dispersion
relation. A finite mass leads to a band gap, giving
rise to unconventional topological phases in Dirac ma-
terial systems [44] with unusual physical properties asso-
ciated with tunneling, confinement and transport, which
have no analogies in quantum systems described by the
Schro¨dinger equation. Among those, the physics of edge
states and robust in-gap excitations are of fundamental
interest. Jackiw and Rebbi [45] predicted a surprising
zero-energy bound state solution of the Dirac equation
in the presence of a kink-shaped mass profile that gener-
ates a domain wall separating regions with sign-changing
Dirac mass. The realization in polyacetylene [46, 47]
and the theoretical studies of narrow-gap semiconduc-
tors [48, 49] led to the discovery of the phenomenon of
band-gap inversion enabling topologically protected con-
ducting interface states and localized sub-gap excitations
in TIs [8–19]. In the description based on the massive
Dirac equation, band-gap inversion is equivalent to a sign
change in the mass. The topological edge states give rise
to appealing physical properties and phenomena such as
robust low-power-dissipation wave transport [26], elec-
trically tunable magnetism [50], and quasiparticles anal-
ogous to elementary fermionic particles in high-energy
physics [51].
Our main finding is that, in pseudospin-1 systems
with an energy gap, a surprising class of in-gap edge
bound states can arise without band or mass inversion
based domain-walls that separate the regions with dif-
ferent kinds of bulk band topology and any external
magnetic interaction, but these states are remarkably
robust against geometric deformations and impurities.
In fact, they are generated through only a local electro-
static potential barrier of the repulsive type in the un-
derlying insulating spin-1 systems. We uncover a num-
ber of remarkable, quite unusual spectral properties of
these modes. Unlike the topological edge states previ-
ously discovered and studied, the states reported here
require no established topological restrictions such as in-
terfacing domains/systems of different bulk topological
invariants and any particular type of discrete symme-
tries. In fact, through self-inducing topological spin tex-
tures, the uncovered states possess the degree of robust-
ness enjoyed by conventional topological states but they
belong to a distinct class due to the following physical
reasons: three-component spinor wave function, unusual
boundary conditions, and a shifted flat band induced by
the external electrical potential. Experimentally, these
states can be generated readily through routine electro-
static gating within the same material (or within a single
device), rendering them promising in applications, e.g.,
a gate-controlled spin-1 Dirac electron transistor of high
on/off ratio.
II. RESULTS FROM CONTINUUM
DIRAC-WEYL HAMILTONIAN
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FIG. 1. Schematic illustration of the system setting and
main finding. (A) A side view of the setting leading to in-
gap edge modes without magnetism and the conventional
band inversion topological phase transition, where a gapped
two-dimensional system (thick gray line) hosting Dirac-like
low-energy excitations of massive spin-1 is subject to a lo-
cally applied electrostatic potential. The energy band dia-
gram in the absence of the potential is shown on left side of
the bottom panel [below (A)]. (B) In-gap edge bound modes
with an emergent domain-wall like spin ordering/texture (top
panel) arise in the presence of a repulsive type of potential,
which defines an antidot profile as shown in the bottom panel.
The criterion for the stable emergence of the in-gap states is
|Vg −∆| . ∆/2.
A. Illustration of finding
Figure 1A presents a schematic illustration of the
system setting, whose effective Hamiltonian is Heff =
vF Sˆ · pˆ+ ∆Sˆz +U(r), where the first term describes the
bulk low-energy excitation of a massive spin-1 particle
with quasi-momentum pˆ = (px, py), the second term rep-
resents the generalization of the Dirac mass with Sˆz being
a component of the spin-1 matrix vector Sˆ, and the last
term is the locally applied electrostatic potential of height
Vg which defines a closed interface at the boundary. As
we will establish, this magnetism-free configuration per-
mits in-gap edge states, and the states with higher angu-
lar momenta possess highly organized domain-wall like
spin textures, as illustrated in Fig. 1B. In general, for
3the in-gap states to emerge and be stable, the perturba-
tion in the form of the applied gate potential Vg cannot
be negligibly small in comparison with the pristine band
gap ∆. Neither can the perturbation be too large to re-
sult in a substantially reduced effective band gap size. In
fact, the inequality Vg < 2∆ is required and the reduced
band gap (2∆ − Vg) should be comparable to the pris-
tine one. In terms of ∆ and Vg as defined in Fig. 1, the
criterion for the stable emergence of the in-gap states is
|Vg −∆| . ∆/2. The case shown in Fig. 1 is for Vg ' ∆.
B. Emergence of in-gap edge states
For a circular domain of radius R, the electrostatic
potential is given by U(r) = VgΘ(R− r), where Θ is the
Heaviside function. The system as governed by Heffψ =
Eψ can be solved analytically in the polar coordinates
r = (r, θ) to yield closed-form solutions of the form
ψµj (r, θ) =
1√
2

~vF kµ
E−∆ Z
µ
j−1(kµr)e
−iθ
i
√
2Zµj (kµr)
−~vF kµE+∆ Zµj+1(kµr)eiθ
 eijθ, (1)
where µ = I,O labels the inner and outer regions as de-
fined by the interface, ~vF kµ =
√
E2µ −∆2, and F Ij = Jj
and FOj = H
(1)
j are the Bessel and the Hankel functions
of the first kind with j being the integer angular momen-
tum quantum number. As explained in Appendices A
and B, the in-gap modes uncovered take the form of
a three-component evanescent edge state. In compari-
son with known edge states, either topological or non-
topological, the states uncovered here belong to a dis-
tinct class due to the following physical reasons: three-
component spinor wave function, unusual boundary con-
ditions, and a shifted flat band induced by the external
scalar potential. Particularly, for |j|  1, we calculate
the eigenenergy E ≈ Vg/2 and the resulting spin textures
S = [Sx, Sy, Sz]
≈ [sin θ sin Φ(r),− cos θ sin Φ(r), cos Φ(r)], (2)
where
cos Φ(r) = j/
√
j2 + ξ2[2Θ(R− r)− 1]
with ξ = (Vg + 2∆)r/2~vF . Concretely, for a represen-
tative parameter setting, e.g., Vg = ∆ = 6~vF /R, we
calculate the resulting energy spectra as a function of
the angular momentum quantum number j, as shown in
Fig. 2A. We see that additional bounded eigenstates arise
in the gap, i.e., those in the shaded area in Fig. 2A. The
striking feature is that these states emerge for Eµ < ∆,
where the system is an insulator. In this case, without
any change in the band topology (e.g., due to band inver-
sion), conventional understanding of TIs stipulates that
such states are impossible.
A feature of the spin textures is worth mentioning. If
we calculate the topological number defined as
N = 1
4pi
∫∫
n ·
(
∂n
∂x
× ∂n
∂y
)
dxdy,
where n = S/|S|, we get
N = −sign(j)/2,
signifying vortex-like spin textures that can arise from
in-gap excitations of meron-like skyrmions [52]. Simi-
lar features have been predicted in chiral p-wave super-
conductors [53, 54] that have the same symmetry class
as the spin-1 Dirac Hamiltonian studied in this paper
[Eq. (A1)].
To gain further insights, we characterize the energy
spectra using two experimentally relevant quantities:
the local density of state (LDOS) and spin-LDOS de-
fined as D(E, r) =
∑
ν〈ν|ν〉δ(E − Eν) and Ds(E, r) =∑
ν〈ν|Sz|ν〉δ(E−Eν), respectively, where ν is the eigen-
state label. As shown in Fig. 2C, the in-gap modes are lo-
calized at the boundary and exhibit distinct domain wall
spin textures, where the energy broadening effect (e.g.,
caused by measurement) has been taken into account by
approximating the delta function as Γ/pi[(E − Eν)2 + Γ2]
with Γ = 0.2∗. Figure 2D shows the spatial distribu-
tions of the corresponding wave density and spin texture
for a representative state (indicated by the red arrow in
Fig. 2A). A calculation of the associated spin projection
〈Sz〉 versus j in the inner and outer regions reveals that
the domain wall spin ordering is more pronounced for
states with higher angular momenta, as shown in Fig. 2B.
Associated with the strengthening of the spin ordering,
the energy flow tends to decrease, as revealed by a nearly
dispersionless dependence of the energy level on the an-
gular momentum quantum number, as shown in Fig. 2A.
Figure 2B demonstrates the emergence of spin-angular
momentum locking that depends on the side of the inter-
face in which the state is located, suggesting that these
states are robust.
C. Robustness
The robustness of the QSH and QAH edge states
are known to be protected by the presetting discontin-
uous change in the associated bulk topological invariants
across the interface, such as the Z2 index and Chern num-
ber, all requiring some sort of magnetic interaction. How-
ever, for the edge modes demonstrated in Fig. 2, there is
no such a priori topological origin/restriction. The ques-
tion is whether the modes are protected or stable against
irregular perturbations. To address this question, we con-
sider a general type of perturbation: geometric deforma-
tion of the potential domain. A significant challenge is
to obtain accurate eigensolutions of the massive spin-1
Dirac equation as, with an irregular domain, analytic so-
lutions are no longer possible. We have developed an
4FIG. 2. Emergence of in-gap edge modes. (A) Eigenenergy E (in units of ~vF /R) as a function of the total angular momentum
j for Vg = ∆ = 6~vF /R. The light yellow shaded area represents the band gap. The inset shows the in-gap modes within the
same energy range as that of Fig. 3B. The light blue triangles denote the common eigenstates due to the induced quantum dot
confinement of bulk valence band carriers, where all the corresponding wavefunctions are localized within the dot, see, e.g.,
complementary Fig. 7 in Appendix B. (B) Expectation values of Sz versus j for the in-gap modes marked by the purple dots in
(A). The values are evaluated on both sides of the boundary, which are denoted by 〈Sz〉I (blue squares; inside the domain) and
〈Sz〉O (red dots; outside of the domain), respectively. (C) LDOS and spin-resolved LDOS maps versus energy E and the radial
spatial position r/R associated with the spectra in (A), where an empirical parameter value Γ/∗ = 0.2 is used to characterize
the energy broadening effect as in an experimental situation. (D) Spatial profiles of wave (left panel) and spin texture (right
panel) distributions of the in-gap mode indicated by the red arrow in (A).
accurate and efficient numerical method to find solutions
for arbitrarily shaped domain interfaces (Appendix C).
As an illustration, we create deformed domains via the
superformula in botany that can generate a great diver-
sity of natural shapes with only a few parameters [55].
Figure 3A shows, for thirteen deformed boundary shapes
(insets), the corresponding energy spectra resolved by
the total density of states (DOS). With respect to the
eigenstates of the circular geometry, there are consid-
erable shifts (up or down) in some eigenenergies of the
strongly deformed domains but, importantly, there are
stable states with virtually no changes in their energies
in spite of the severe deformations.
To ascertain the nontrivial feature of the in-gap states,
we examine the associated spin properties. In particular,
5FIG. 3. Robustness of in-gap modes against geometric deformations of the domain. (A) DOS based spectral lines for 14
boundary shapes (inset). (B) Dependence of the energies of the in-gap edge modes on the deformed shape as revealed by
a color-coded map of the effective (exchange) energy penalty Ew for forming a globally organized domain-wall spin texture,
defined as the dot product of the spin expectation values inside and outside of the domain for each mode. The penalty attains
large values for edge modes with a strong domain-wall ordering but has small values for ones with a dominant in-plane vortex
spin texture. The yellow shaded region is for eye guidance of the approximately invariant energy range in which the in-gap
modes arise in the presence of systematically varying geometric deformations. (C) Representative real-space wave (top panel)
and spin texture (bottom panel) profiles of the categorized in-gap edge modes indicated by the corresponding color-filled markers
in (B) for three distinct energy values.
we introduce an effective exchange energy penalty:
Ew = −〈S〉I · 〈S〉O,
to identify a domain wall like spin ordering structure be-
tween the inner and outer regions. It can be seen from
Fig. 3B that the stable modes insensitive to deforma-
tion attain large energy penalties, a strong indication of
the emergence of domain wall spin ordering, while the
modes with small values of Ew are sensitive to deforma-
tions. Figure 3C shows the real-space wave density and
the corresponding spin texture patterns of three repre-
sentative states as indicated in Fig. 3B. The wave den-
sity topography associated with the strong domain wall
spin texture is mainly contributed by the high angular
momentum states (those with distinctly more angular
nodes - c.f., middle panel of Fig. 3C). This agrees with
the prediction of the continuum theory that a nearly per-
fect out-of-plane spin-angular momentum locking should
emerge for the high orbital angular momentum states,
as shown in Fig. 2B, providing the physical reason for
the robustness. (Intuitively, this behavior can be under-
stood that a faster spinning egg is able to stand upright
in a more stable manner.) The unambiguous signature of
spin-angular momentum locking can greatly circumvent
mode coupling due to backscattering caused by the defor-
mation. For those modes, the conventionally anticipated
level repulsion/shifting effect due to geometric deforma-
tion is greatly suppressed, an unequivocal indication that
the modes with spin-angular momentum locking are ro-
bust with self-induced protection.
As in most studies of TIs [8, 56], we have employed
a sharp potential boundary to demonstrate the findings.
However, by performing calculations using a finite differ-
ence method for realistic and smoothly varying potential
profiles, we find that the topological states as exemplified
in Figs. 2 and 3 persist (Appendix C). We also find that
these states can tolerate strong disorders.
6III. RESULTS FROM TIGHT-BINDING
CALCULATIONS OF AN EXPERIMENTALLY
RELEVANT LATTICE MODEL
FIG. 4. Tight-binding Dice lattice model of a 2D spin-1
Dirac insulator. (a) Left: schematic of a Dice lattice consist-
ing of three sublattices denoted by A, B and C with a nearest
neighbors hopping t (between them) and primitive vectors
a1 = (a, 0), a2 = (a/2,
√
3a/2), given a the primitive lattice
constant. Right: the corresponding first Brillouin zone. (b)
Left: bulk band structure plotted along the lines connect-
ing points of high symmetry indicated in right panel of (a).
Middle and right show the resulting LDOS and pseudospin
polarized LDOS (sLDOS) spectra, respectively.
The in-gap excitations predicted have the striking
physical properties of dispersionless spectral flow and
spontaneous domain wall spin ordering. They man-
ifest themselves as distinct real-space topographies of
LDOS and spin-LDOS, which can be experimentally
mapped out using the low-temperature scanning tun-
neling spectroscopy technique [57, 58]. With advances
in Dirac materials in recent years, realizing the spin-
1 generalization of ordinary Dirac/Weyl fermions in
the form of low-energy collective states or quasiparti-
cles is experimentally possible in condensed matter sys-
tems [31, 33, 34, 59, 60], photonic crystals [60, 61], and
even classical systems [37].
Our theoretical prediction is general for gapped sys-
tems of massive spin-1 particles subject to an electro-
static potential applied to a finite domain. The band-
gap associated Dirac-like mass generation can be imple-
mented in alternative ways. For example, for a two-
dimensional lattice with three sublattices [33, 59–62],
such as a Lieb or a dice lattice, the generalized mass
term can be induced via a staggered sublattice potential
that breaks the inversion symmetry, which is an exten-
sion of the standard Dirac mass term in, e.g., graphene.
As a way of example, we consider the case of a dice
lattice model as illustrated in Fig. 4(a), which are rel-
evant to emerging 2D Dirac materials such as transition
metal dichalcogenide/dihalide monolayers [63], mono-
layer Mg2C (MXene) [64], decorated graphene [65] etc.
Its tight-binding Hamiltonian in real space is given by
HDice =− t
∑
〈i,j〉
(
c†BicAj + c
†
BicCj +H.c.
)
+ ∆
∑
i
(
c†CicCi − c†AicAi
)
, (3)
where c†νi (cνi) with ν = A,B,C are creation (annihi-
lation) operators of the localized states |νi〉 at site i be-
longing to the sublattice ν, 〈i, j〉 denotes pairs of nearest-
neighbor sites with the tunneling strength (hopping en-
ergy) of t. The last term represents a staggered sub-
lattice potential that is responsible for the Dirac-type
mass based gap opening. In the absence of any external
field, we obtain the bulk energy band structure and cor-
responding LDOS spectra, as shown in Fig. 4(b). We
see that, near the K point, the system behaves as a
band insulator hosting Dirac-like quasiparticles of mas-
sive spin-1. Notably, the flat band leads to a sharp
peak in the LDOS, but has a vanishing group veloc-
ity as well as a vanishing out-of-plane pseudospin po-
larization/orientation [c.f. right panel of Fig. 4], i.e.
sLDOS ≡ |DB−DC | = 0 with Dµ the LDOS occupied at
sublattice µ.
An electrostatic potential of height V0/t is locally ap-
plied to a small region of an undoped dice lattice sheet
to realize the gate controlled quantum dot structures.
Concretely, for ∆/t = 0.439 and V0/t = ∆/t(< 2∆/t),
we calculate the sLDOS measured at the boundary of
the gated region for three different domain shapes with
a characteristic size parameter R = 5nm as depicted in
insets of Figs. 5(a-c). The results are displayed by red
curves, while those for the (ungated) case of V0/t = 0
(black curves) are also shown for comparison. Signified
by dramatic changes in the sLDOS spectra with large am-
plitudes, a number of in-gap states emerges. As displayed
in the middle panel of Fig. 5, they are highly localized
edge modes. This result agrees with that obtained from
the analytic continuum spin-1 Dirac model in Sec. II.
We also consider a lead-contacted dice lattice flake with
a circular gate-defined quantum dot as schematically il-
lustrated in the top panel of Fig. 5(d) for a possible exper-
imental detection via transport measurements. One typi-
cal simulation result is given in bottom panel of Fig. 5(d).
Remarkably, the emerging in-gap modes acting as “door-
way” states can actuate resonant tunneling through the
device with large conductance. Because of the east of
realizing control with an electrostatic gate potential, the
setup can act as a novel quantum switch or transistor of
high on/off ratio with spin-1 Dirac electrons.
Alternatively, associated with triple point semimet-
als of bulk massless spin-1 excitations described by a
7FIG. 5. In-gap edge modes in the Dice lattice based material system. Pseudospin polarized LDOS at the position of the domain
boundary (marked by the cyan dot) as function of energy for a uniformly gated region with a shape of (a) disk, (b) rectangle
and (c) stadium via an electrostatic gate potential V0/t. Middle panels display typical real space patterns of associated in-gap
states. (d) Top: schematic illustration of a gate-controlled spin-1 Dirac electron transistor setup. Bottom: the simulation result
of of transport conductance versus energy.
three-band extension of the Weyl Hamiltonian [34], i.e.,
H3 ∝ kxSx + kySy + kzSz, a thin film structure of thick-
ness L in the z direction can host the two-dimensional
spin-1 quasiparticles with an analogous finite mass∝ pi/L
due to the confinement effect. This provides another po-
tential experimental platform. In addition, the massive
spin-1 physics turns out to be accessible in a dimerized
quantum magnet [31] and is even relevant to classical
systems of two-dimensional magnetoplasmon [37], where
the mass term is induced by an applied magnetic field.
We have also solved a gapped Dice lattice in a semi-
infinite geometry in the presence or absence of a locally
applied gate potential, which represents a trivial bulk
band insulator with low energy, massive, pseudospin-1
excitations. For comparison, we have also included the
known case of gapped graphene. The results are shown in
Fig. 6. It can be seen that, in contrast to the well studied
graphene case [(c) and (d)], in the Dice lattice with mas-
sive pseudospin-1 quasiparticles, the in-gap states emerge
as the result of simply applying an electrostatic potential
to a trivial bulk band insulator. As shown in (e), they
are localized edge states that are distinct from the dis-
persionless flat band states [top panel in (e)] and from
the typical quantum well bound states [bottom panel in
(e)] as well. These results agree with the prediction from
the general continuum model.
IV. CONCLUSION AND DISCUSSION
To summarize, we have predicted a class of in-gap
edge excitations with spontaneous domain-wall spin tex-
tures in insulating Dirac-type systems of massive spin-
1 particles with only a locally applied electrostatic po-
tential. Despite the absence of magnetism and any a
priori topological origin, these states are extremely ro-
bust against boundary deformation and disorders. The
remarkable property of these states is the self-induced
emergence of domain-wall spin ordering that renders dis-
tinct spin-angular momentum locking on different sides
8FIG. 6. Energy spectra and electronic states for a semi-
infinite geometry of gapped dice lattice. The spin-1 low en-
ergy excitations carry an effective mass ∆/t. (a) States in
the absence of any applied gate potential and (b) in the pres-
ence of a potential V/t. (c,d) The corresponding results from
a gapped graphene lattice. (e) Spatial LDOS patterns of the
respective states as indicated by different markers in (b). The
dotted vertical green lines mark the boundaries of the locally
applied gate potential along the x-axis. A translational sym-
metry is imposed on the y axis.
of the domain interface. Consequently, the states are
stable against impurities and/or geometric deformation.
The in-gap modes are formally three-component evanes-
cent wave solutions, bearing certain resemblance with
the Jackiw-Rebbi type of bound states. The modes be-
long to a distinct class due to the following physical
reasons: three-component spinor wave function, unusual
boundary conditions, and a shifted flat band induced
by the external scalar potential. Our findings provide
a fully electrostatic based route to generating protected,
robust spin ordering edge states without requiring any
sort of magnetism, extrinsic or intrinsic. The states
can be exploited for spintronics and quantum informa-
tion processing applications, e.g., realization of a gate-
controlled spin-1 Dirac electron transistor or quantum
switch. With rapid advances in generalized Dirac ma-
terials, especially those hosting the spin-1 generalization
of ordinary Dirac/Weyl fermions, and with the state-of-
the-art measurement technologies, experimental confir-
mation of the states discovered here is possible.
We note a distinct feature of the system studied: the
inherent mid-gap flat band hosting macroscopically de-
generate states. Without the applied electrostatic po-
tential (Vg = 0), we obtain the flat band states, i.e.,
E(p) = 0, given by (nonnormalized)
Ψk,0(r) ∼ 1√
2
[
vF |p|e−iζ ,−
√
2∆,−vF |p|eiζ
]T
eik·r,
(4)
with the wavevector k = (kx, ky) ≡ p/~ making an angle
ζ = arctan(ky/kx) with the x axis. The states result in a
vanishing current and a trivial spin distribution over the
space as well as a vanishing Chern number [37, 66, 67].
Our finding is that a locally applied potential shifts the
flat band relative to the surrounding and surprisingly
leads to a class of exotic edge excitations that inherit
the (quasi)flat dispersionlessness but attain a nontriv-
ial feature associated with the emerging domain-wall like
spin ordering. Due to the vanishing Chern number of
the flat band, in the configuration in Fig. 1B, the re-
gions with different applied potential Vg possess the same
Chern number. This indicates that the uncovered in-gap
states do not have a topological origin. It has been known
that flat bands can lead to exotic physical phenomena
such as zero-refractive index, unconventional Anderson
localization [68, 69], itinerant ferromagnetism [70], and
unconventional superconductivity [1, 71, 72]. Moreover,
the finite gap opening makes it possible to categorize the
unperturbed bulk system into the phase of class-D with a
particle-hole symmetry and a broken time-reversal sym-
metry, which also arises in p + ip superconductors [37].
In this regard, the two-dimensional gapped pseudospin-
1 system represents a paradigm to investigate high-spin
topological phases with exotic edge excitations and flat-
band physics. With enriched pseudospin degrees of free-
dom, graphene-based heterostructures, such as graphene-
In2Te2 bilayer [65] and twisted bilayer graphene superlat-
tice [73], can also be exploited for possible experimental
realization of the topological edge states uncovered in this
paper.
Taken together, the main contributions of this paper
are: (1) in-gap edge modes can arise in a topologically
trivial spin-1 Dirac insulators with local electrical gat-
ing or nonmagnetic doping, (2) the in-gap edge modes
possess pseudospin polarized textures akin to localized
domain walls of either the hedgehog or the vortex type
without requiring any external pseudospin resolved field,
(3) the edge modes are robust against boundary defor-
mations and disordered scalar impurities, (4) the edge
modes are nearly dispersionless in energy and intrinsi-
cally possess the capability of strong charge and spin con-
finement/localization, and (5) all these features of the in-
gap edge modes can be electrically controlled within the
same material setting. We note that, the existing mech-
anisms for in-gap bound modes or excitations can be ei-
ther topological or nontopological. Examples are the ex-
tensively studied topological in-gap edge modes [15, 16],
the nontopological Yu-Shiba-Rusinov bound states asso-
ciated with magnetic impurities in superconductors [74–
76], vacancy defects or particular lattice terminations in-
duced bound states in crystalline lattice systems [77, 78],
and modes induced by nonmagnetic impurities in topo-
logically nontrivial band insulators [79]. There was also
a recent work [80] hinting that the multicomponent char-
acter of the Dirac-Bloch wavefunction and the associated
boundary conditions would enable nontopological Dirac
materials, through proper engineering of the graphene
lattice boundaries, to potentially host robust surface
states. The system of pseudospin-1 Dirac insulators that
we have studied does not require any special lattice en-
gineering, does not involve any magnetic-type of pertur-
bations or defects either, nor does it have a nontrivial
band topology. Yet, robust in-gap edge modes can arise.
9Our system thus does not fall into any known category
of systems in which in-gap bound modes can arise, and
the edge modes uncovered belong to a distinct class due
to the three-component spinor wave function and the un-
usual boundary conditions as well as an electrically in-
duced shift of the flat band.
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Appendix A: Basics
In the position representation r = (x, y), the Hamil-
tonian for a massive spin-1 generalization of Dirac/Weyl
fermion reads
Hˆ = vF Sˆ · pˆ+ ∆Sˆz + U(r), (A1)
where vF is the Fermi velocity, pˆ is the momentum oper-
ator, Sˆ = (Sx, Sy) and Sˆz are spin-1 matrices, ∆ denotes
a Dirac-type mass, and U(r) is a scalar type of perturba-
tion (e.g., an electrostatic potential). The energy eigen-
states Ψ(r) = [ψ1(r), ψ2(r), ψ3(r)]
T can be determined
by the generalized Dirac-Weyl equation
HˆΨ(r) = EΨ(r). (A2)
For a spatially homogeneous/constant potential, e.g.,
U(r) = V0, the eigenenergies are E = V0 and V0 +
s
√
∆2 + ~vF |k|2 with s = ± being the dispersion band
index. The corresponding plane wave solutions can be
written as
Ψk,0(r) =
1√
2
[
ke−iζ ,−
√
2δ,−keiζ
]T
eik·r,
and
Ψk,s(r) =
1
2
αe−iζ√2
βeiζ
 eik·r, (A3)
where the wavevector k = (kx, ky) has length k =√
2 − δ2 with  = (E − V0)/~vF , δ = ∆/~vF , which
makes an angle ζ = arctan(ky/kx) with the x axis. Other
factors are α = k/(− δ) and β = k/(+ δ). The current
operator is defined based on Eq. (A1) as
uˆ =∇pHˆ = vF Sˆ. (A4)
The local current associated with state Ψ(r) =
[ψ1, ψ2, ψ3]
T can be calculated from the local expecta-
tion value of uˆ as
u(r) = vF (ψ
∗
1 , ψ
∗
2 , ψ
∗
3)Sˆ
ψ1ψ2
ψ3

=
√
2vF (<[ψ∗2(ψ1 + ψ3)],−=[ψ∗2(ψ1 − ψ3)]) .(A5)
By definition, the local current is the local probability
density of spin vector (Sx, Sy). Using the plane wave
solution (A3), we obtain
u = vF
√
2 − δ2
k
k
.
The effects of the applied scalar potential are to shift
the Dirac point (k = 0) in the energy domain, to tune
the kinetic energy  = (E − V0)/~vF , and to alter the
particle attributes from hole- to electron-type, and vice
versa.
The time-reversal symmetry operator is
T =
 0 0 −10 1 0
−1 0 0
K∣∣∣
k→−k
,
where K is the operator for complex conjugation. Due to
the Dirac-like mass term, the time-reversal symmetry is
broken.
Appendix B: Eigensolutions of type-II quantum dots
of massive spin-1 particles
We obtain the eigensolutions of the spin-1 massive
Dirac system where an electrostatic potential is applied
to a circular domain: U(r) = V0Θ(r − R). This is ef-
fectively a type-II quantum (anti-)dot configuration for
Dirac-like massive spin-1 particles. Because of the rota-
tional symmetry, it is convenient to use polar coordinates
r = (r, θ), where the eigenequation is
HˆΨ(r) = Hˆ
ψ1ψ2
ψ3
 = E
ψ1ψ2
ψ3
 , (B1)
where
Hˆ =
~vF√
2
 0 Lˆ− 0Lˆ+ 0 Lˆ−
0 Lˆ+ 0
+ ∆Sˆz + U(r)
 ,
with
Lˆ± = −ie±iθ
(
∂r ± i
r
∂θ
)
.
Because the total angular momentum operator Jˆz =
−i∂θ + Sˆz commutes with the Hamiltonian Hˆ, the com-
mon set of eigenstates has the general form
Ψl(r) = [R1(r)ei(l−1)θ,R2(r)eilθ,R3(r)ei(l+1)θ]T (B2)
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FIG. 7. A type-II Dirac material quantum dot for massive spin-1 generalization of Dirac fermions and the associated eigenstates.
(A) Energy band diagram of a type-II quantum dot for Dirac-type massive spin-1 particles. (B) Top: wave probability patterns
for the eigenstates indicated by the corresponding colored arrows in the bottom panel for both massive spin-1 and massive
spin-1/2 particles. Bottom: eigenenergies versus angular momentum. Parameters are ∆ = V0 = 6~vF /R for both cases.
with l ∈ Z. For the dispersive bands, we have
Ψµl (r) =
Cµ√
2
 αµZµl−1(kµr)e−iθi√2Zµl (kµr)
−βµZµl+1(kµr)iθ
 eilθ, (B3)
where the index µ = I,O labels the inner and
outer regions of the circular domain boundary, αµ =
~vF kµ/(Eµ−∆) and βµ = ~vF kµ/(Eµ+∆) with ~vF kµ =√
E2µ −∆2 and (EI , EO) = (E − V0, E), and ZIl (x) =
Jl(x) and Z
O
l (x) = H
(1)
m (x) are the Bessel and the Han-
kel functions of the first kind, respectively. Matching the
spinor wavefunctions ΨIl and Ψ
O
l at the domain bound-
ary (interface) r = R yields the following transcendental
equation
Jl(kIR)
[
αOH
(1)
l−1(kOR)− βOH(1)l+1(kOR)
]
=
H
(1)
l (kOR) [αIJl−1(kIR)− βIJl+1(kIR)] , (B4)
which can be calculated numerically to yield the eigenen-
ergies and eigenstates with high accuracy. Figure 7 shows
some representative results. For reference, we have also
included the corresponding results for the standard mas-
sive, spin-1/2 Dirac fermion system. We see that, for
the massive spin-1 system, apart from the conventional
quantum dot bound states, an additional group of modes
emerge in the gap. While edge states can arise in the
band gap as in conventional topological insulators, some
kind of magnetic perturbations are required [8–16]. As
there is no magnetic perturbation of any sort in our quan-
tum dot system for massive spin-1 Dirac particles, the
emergence of the states in the band gap is quite counter-
intuitive and striking.
We show analytically that the modes in the band gap
possess a unique spectral peculiarity and are in fact edge
states with domain-wall like, topologically nontrivial spin
textures. In particular, in the gap |Eµ| < |∆|, the radial
wavenumbers are purely imaginary, which can be rede-
fined as
kOR =
√
E2−∆2
~vF /R =
√
2 − δ2 = ip, (B5)
kIR =
√
(− v0)2 − δ2 = iq. (B6)
With the substitutions
Kl(x) =
pi
2
il+1H
(1)
l (ix), Il(x) = i
−lJl(ix),
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we rewrite the eigenvalue equation Eq. (B4) as
Il(q)
[
p
−δKl−1(p) +
p
+δKl+1(p)
]
=
−Kl(p)
[
q
−v0−δ Il−1(q) +
q
−v0+δ Il+1(q)
]
, (B7)
with the associated eigenstates given by
Ψl(r) = 〈O|Ψl〉+ 〈I|Ψl〉,
=
√
2i−lCO
pi
 ip−δKl−1(pρ)e−iθ√2Kl(pρ)
ip
+δKl+1(pρ)e
iθ
 eilθΘ(r −R) +
ilCI√
2
 q−v0−δ Il−1(qρ)e−iθi√2Il(qρ)
q
−v0+δ Il+1(qρ)e
iθ
 eilθΘ(R− r),
=
√
2i−lCO
pi

 ip−δKl−1(pρ)e−iθ√2Kl(pρ)
ip
+δKl+1(pρ)e
iθ
 eilθΘ(ρ− 1)+
Kl(p)
Il(q)
 −iq−v0−δ Il−1(qρ)e−iθ√2Il(qρ)
−iq
−v0+δ Il+1(qρ)e
iθ
 eilθΘ(1− ρ)
 , (B8)
where ρ = r/R, Il(x) and Kl(x) are modified Bessel func-
tions. Making use of asymptotic expansions of high order
Bessel functions [81], i.e., l 1:
Il(x) ∼ 1√
2pil
(ex
2l
)l
;Kl(x) ∼
√
pi
2l
(ex
2l
)−l
,
we obtain, from the eigenvalue equation Eq. (B4), the
following relation
lim
l→∞
[
1
+δ
√
l+1
l
(
1 + 1l
)l
+
1
−v0−δ
√
l
l−1
(
1 + 1l−1
)l−1]
→ 0. (B9)
Using the identity limn→∞(1 + 1/n)n = e, we arrive at
an equation that can be solved to yield the asymptotic
eigenenergies:
2− v0
(+ δ)(− v0 − δ) → 0 =⇒ →
v0
2
. (B10)
The eigenenergies are independent of the angular mo-
mentum and are thus in-gap (energy) dispersionless ex-
citations. The associated eigenstates are approximately
given by
Ψl(r) ≈Cl
ρ−l

ρ(+δ)
4il2 e
−iθ
√
2
2l
i
ρ(+δ)e
iθ
Θ(ρ− 1)+
ρl

i
ρ(+δ)e
−iθ
√
2
2l
ρ(+δ)
4il2 e
iθ
Θ(1− ρ)
 eilθ, (B11)
where
Cl =
√
2i−lCO
pi
√
2pil(e
√
δ2 − v20/4/2l)−l. (B12)
So, inside the domain ρ < 1, we have
〈I|Ψl〉 ≈ Clρl

i
ρ(+δ)e
−iθ
√
2
2l
ρ(+δ)
4il2 e
iθ
 eilθ l1−−→
Cle
−l(1−ρ)
 iρ(+δ)e−iθ0
0
 eilθ, (B13)
Outside of the domain ρ > 1, we have
〈O|Ψl〉 ≈Clρ−l

ρ(+δ)
4il2 e
−iθ
√
2
2l
i
ρ(+δ)e
iθ
 eilθ l1−−→
Cle
−l(ρ−1)
 00
i
ρ(+δ)e
iθ
 eilθ. (B14)
We thus have that the in-gap excitations are localized
edge modes and exhibit domain-wall like spin textures
for high angular momentum values.
Note that, for a given value of l, in the semiclassical
limit p, q  1, we have, approximately,
Il(x) ∼ e
x
√
2pix
;Kl(x) ∼
√
pi
2x
e−x.
From the eigenvalue equation, we have
− v0
q
+

p
≈ 0 =⇒ v0(v0 − 2) ≈ 0 =⇒  ∼ v0
2
, (B15)
which leads to the same in-gap spectral properties as
those from the large l regime. The associated semiclassi-
cal eigenstates are
Ψl(r) ≈ i−lCO√pi e
−κ√
κρe
−κ|ρ−1|

 iκ−δ e−iθ√2
iκ
+δ e
iθ
Θ(ρ− 1)
+
 iκ+δ e−iθ√2
iκ
−δ e
iθ
Θ(1− ρ)
 eilθ, (B16)
where κ = p ≈ q ∼
√
δ2 − v20/4  1. We obtain the
resulting spin textures as 〈Sx〉〈Sy〉
〈Sz〉
 ≈ |CO|2e−κpiκρ e−2κ|ρ−1| 4δκ
 − sin θcos θ
v0√
4δ2−v20

× [2Θ(ρ− 1)− 1] , (B17)
which exhibit a Bloch-type of domain wall spin ordering
about the domain boundary as a result of the applied
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FIG. 8. Eigenenergy spectra numerically calculated from the finite differential solver for massive spin-1 Dirac systems with a
smooth potential domain boundary. (A) For massive spin-1 Dirac particles, eigenenergy versus angular momentum (left panel)
and the resulting local DOS versus energy (right panel). (B) Results for the corresponding massive spin-1/2 Dirac fermion
system for comparison.
electrostatic potential. Semiclassically, the in-gap states
are thus exponentially localized edge modes with sponta-
neously topological spin textures, which are reminiscent
of the interfacial Jackiw-Rebbi modes but here the modes
have a distinct spectral features and an unconventional
physical origin.
Appendix C: Effects of smoothly varying
electrostatic potential profiles and impurities on
in-gap modes in massive spin-1 Dirac systems
Realistically, the applied electrostatic potential will
not be infinitely sharp at the domain boundary but,
rather, the potential file varies smoothly across the
boundary. From an experimental standpoint, it is neces-
sary to investigate if the in-gap states can persist when
the domain boundary is “smeared.” The test would pro-
vide further support for the robustness and topological
origin of those states. To be concrete, we use the follow-
ing smoothly varying potential profile:
U(r) = −V0
2
tanh
(
r −R
d
)
+
V0
2
, (C1)
where d (1/d) characterizes the boundary smoothness
(sharpness) with d = 0 corresponding to the ideal case of
an infinitely sharp boundary. Generally, for a finite value
of d, it is not feasible to write down explicit solutions of
the spin-1 Dirac equation. We thus exploit the finite
difference method (FDM) recently developed for mass-
less spin-1/2 Dirac fermions [82–85] and generalize it to
massive spin-1 particles. In particular, taking advantage
of the rotational symmetry of U(r) and using the polar
decomposition ansatz
ψl(r, θ) =
eilθ√
r
R1(r)e−iθR2(r)
R3(r)eiθ
 , (C2)
we obtain the corresponding radial eigenvalue equation
of the three-component spinor R = [R1,R2,R3]T as
HˆrR = ER, (C3)
where
Hˆr =
[−iSx∂r + Sy lr−
1/2
r
 0 −i/√2 0i/√2 0 i/√2
0 −i/√2 0
+ Sz∆ + U(r)
 .
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FIG. 9. Effect of smooth domain boundaries on the bounded edge states. (A) Color coded DOS versus energy E and boundary
smoothness d. (B) Left panel: partial DOS of the l = −4 state versus E for a smooth potential domain of d/h = 10 as depicted
in the inset. Right panel: wave density profile associated with the resonance in the partial DOS. (C) The corresponding results
for the case of infinitely sharp potential domain for comparison.
When discretizing this equation on a finite lattice/grid,
we need to judiciously specify the difference scheme and
the boundary conditions at the ends of the lattice so as
to preserve the Hermiticity of the Hamiltonian. A feasi-
ble procedure is to use the backward-forward-backward
(BFB) difference scheme to approximate the derivatives
of the three components in Eq. (C3):
∂rR1 ≈ R(r)−R(r−h)h , ∂rR2 ≈ R(r+h)−R(r)h ,
∂rR3 ≈ R(r)−R(r−h)h , (C4)
where h = L/(N + 1) is the discretization step size for
the system in the range 0 < r < L with N + 2 lattice
points. The boundary conditions can be deduced from
the Hermitian constraint of Hˆr:∫ L
0
[
R†αHˆrRβ −
(
HˆrRα
)†
Rβ
]
dr = 0,
which can be explicitly written as
− i√
2
[(R1α +R3α)∗R2β +R∗2α(R1β +R3β)]
∣∣∣L
0
= 0.
(C5)
The specific boundary conditions on R(0) and R(L) then
becomeR1(0)+R3(0) = 0 andR2(L) = 0. Implementing
this procedure results in an eigenvalue problem for a 3N×
3N Hermitian matrixH3N×3N = [Hµν ] with entries given
by
H(3n−2)×(3n−2) = Un + ∆, H(3n−1)×(3n−1) = Un,
H3n×3n = Un −∆,
H(3n−2)×(3n−1) =
i√
2h
− i l − 1/2√
2rn
,
H(3n−1)×(3n−2) =
(
H(3n−2)×(3n−1)
)∗
,
H(3n−1)×3n = − i√
2h
− i l + 1/2√
2rn
,
H3n×(3n−1) =
(
H(3n−1)×3n
)∗
,
(C6)
for n = 1, · · · , N . For n < N , the matrix elements are
H(3n−2)×(3(n+1)−1) = − i√
2h
,
H(3(n+1)−1)×(3n−2) =
i√
2h
,
H3n×(3(n+1)−1) = − i√
2h
,
H(3(n+1)−1)×3n =
i√
2h
.
(C7)
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FIG. 10. Effect of scalar impurities on the in-gap edge modes. (A) DOS as a function of energy for different values of the
disorder strength, each obtained from 100 realizations as indicated by multiple colored curves. Insets show the corresponding
ensemble-averaged DOS versus energy with thick solid curves, where the dashed curves are for the case of absence of disorder.
(B) Typical wave density profiles corresponding to the three cases of disorder strength in (A).
We use the typical experimental values of the local den-
sity of states (DOS) [82, 84, 85] to measure the spectral
features and study the effects of the smooth potential
profile and impurity on the in-gap states, where the DOS
is defined as
D(E, r0) =
∑
l
∑
ν
Γ
pi
〈|Rν(r = r0)|2〉λ
(E − Elν)2 + Γ2 , (C8)
with ν labeling the obtained radial eigenstates for fixed
l, and
〈|Rν(r = r0)|2〉λ =
∫ L
0
dr|Rν(r)|2e−(r−r0)2/2λ
represents a spatial average of the wave function centered
at r = r0 with a Gaussian weight λ. We approximate
the delta function by a Lorentzian with the broaden-
ing parameter Γ. In our simulations, we use a system
of size L/R = 10 and discretize it with a uniform lat-
tice of N = 600 sites. Other parameters are chosen as
Γ/E∗ = 0.2 and λ = 0.01R. Representative results are
shown in Figs. 8, 9 and 10, which provide strong sup-
port for the persistence of the in-gap modes in massive
spin-1 Dirac systems in realistic systems with a smooth
potential profile and impurities.
Appendix D: Multiple multipoles method:
calculation of eigenenergies and eigenstates of
massive spin-1 Dirac particle in arbitrary domains
To test the robustness and to establish the topologi-
cal origin of the in-gap states for massive spin-1 Dirac
particles analytically predicted from the setting of a cir-
cular potential domain, we seek to search for such states
in systems with a deformed domain. A difficulty that
must be overcome is to calculate the eigenenergies and
eigenstates of massive spin-1 Dirac particle in deformed
domains of an arbitrarily geometric shape. We have suc-
ceeded in generalizing the multiple multipole expansion
method originally developed in optics [86–90] to massive
spin-1 Dirac particles. The end result of this nontrivial
generalization is a systematic, reliable, accurate, and effi-
cient computational paradigm incorporating the evanes-
cent waves to detect and ascertain the existence of in-gap
excitations/modes for arbitrarily shaped electrostatic po-
tential domains.
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FIG. 11. Schematic illustration of the setting of multiple
multipole expansion method. The domain in which an electro-
static potential is applied has boundary Γ separating regions
I and II. The basis functions originated at rmI (blue circu-
lar dots) are used to determine the wavefunction in region II,
while those at rmII (red circles) determine the wavefunction
in region I. The boundary conditions for the massive spin-
1 Dirac wavefunctions are imposed at the collocation points
rj ∈ Γ.
1. Method implementation
A concrete setting of a single potential domain of ar-
bitrary shape is illustrated in Fig. 11, where the exact
shape of the geometric boundary is specified according to
the superformula in botany [55], a simple but powerful
prescription that can generate a vast variety of complex
geometric shapes. In polar coordinates, the superformula
is
r(θ) =
[∣∣∣∣1a cos(m14 θ)
∣∣∣∣n2 + ∣∣∣∣1b cos(m24 θ)
∣∣∣∣n3]−1/n1 ,
(D1)
where the parameters (m1,m2, n1, n2, n3; a, b) control the
shape. The boundary defines two sub-regions, one exte-
rior another interior, denoted by I and II, respectively,
as shown in Fig. 11. The three-component spinor wave
equation for a massive spin-1 Dirac particle in each sub-
region τ ∈ {I, II} reads
[Sˆ · kˆ + δSz]Ψ(τ)(r) = τΨ(τ)(r), (D2)
where δ = ∆/~vF and τ = (E − Vτ )/~vF . In polar
coordinates r = (r, θ), the spinor cylindrical wave basis
of the solutions with angular momentum l is
Ψ
(τ)
l (r) =
1√
2
ατBl−1(kτr)e−iθi√2Bl(kτr)
−βτBl+1(kτr)eiθ
 eilθ, (D3)
where ατ = kτ/(τ − δ), βτ = kτ/(τ + δ), and kτ =√
2τ − δ2. Choosing Bl(kτr) = H(1)l (kτr) (with H(1)l
being the Hankel function of the first kind), we have that
the Dirac-type expansion basis wavefunctions originated
at rmτ for the specific region τ are given by
Ψ
(τ)
l (dmτ ) =
1√
2
ατH
(1)
l−1(kτdmτ )e
−iθmτ
i
√
2H
(1)
l (kτdmτ )
−βτH(1)l+1(kτdmτ )eiθmτ
 eilθmτ ,
(D4)
where τ denotes the complement of τ ,
dmτ ≡ |dmτ | = |r − rmτ |
and
θmτ = Angle(r − rmτ )
with r ∈ τ . Carrying out the expansion in region II, we
obtain the wavefunction as
Ψ(II)(r) =
∑
mI
∑
l C
mI
l
1√
2
×αIIH
(1)
l−1(kIIdmI )e
−iθmI
i
√
2H
(1)
l (kIIdmI )
−βIIH(1)l+1(kIIdmI )eiθmI
 eilθmI ≡
ψII1ψII2
ψII3
 . (D5)
The wavefunction in region I has the form
Ψ(I)(r) =
∑
mII
∑
l C
mII
l
1√
2
×αIH
(1)
l−1(kIdmII )e
−iθmII
i
√
2H
(1)
l (kIdmII )
−βIH(1)l+1(kIdmII )eiθmII
 eilθmII + Ψin(r)
≡
ψI1ψI2
ψI3
 , (D6)
where
Ψin(r) =
1
2
αI√2
βI
 eikI(x−x0) =
ψin1ψin2
ψin3
 , (D7)
denotes the input source triggered by an applied exter-
nal excitation outside of the domain [c.f., top panel of
Fig. 11].
Imposing the relevant boundary conditions parameter-
ized by the angle φ between the outward normal at any
boundary point rj and the x-axis:
ψ
(I)
2
∣∣∣
rj∈Γ
= ψ
(II)
2
∣∣∣
rj∈Γ
, (D8a)
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FIG. 12. Validation of the multiple multipole method. For
validation purpose, an analytically solvable case of a circular
potential domain is used. Top panel: eigenenergy E versus
the angular momentum quantum number l calculated ana-
lytically from Eq. (B4). Middle panel: the local density of
states at a given position inside the domain as a function of
energy, which are calculated numerically using the multiple
multipole base expansion method. Bottom panel: the cor-
responding residual error versus energy quantifying the con-
vergence of the numerical method. The potential height is
∆ = V0 = 6~vF /R.
(
ψ
(I)
1 e
iφ + ψ
(I)
3 e
−iφ
)∣∣∣
rj∈Γ
=
(
ψ
(II)
1 e
iφ + ψ
(II)
3 e
−iφ
)∣∣∣
rj∈Γ
,
(D8b)
we obtain∑
mII
∑
l
jA
(I)
lmII
CmIIl −
∑
mI
∑
l
jA
(II)
lmI
CmIl = − jψin2 ,
(D9a)
∑
mII
∑
l
jB
(I)
lmII
CmIIl −
∑
mI
∑
l
jB
(II)
lmI
CmIl = − jχin,
(D9b)
where the substitutions are given by
jA
(I)
lmII
= iH
(1)
l (kI |rj − rmII |)eilθmII , (D10a)
jA
(II)
lmI
= iH
(1)
l (kII |rj − rmI |)eilθmI , (D10b)
jB
(I)
lmII
= 1√
2
[
αIH
(1)
l−1(kI |rj − rmII |)ei(l−1)θmII eiφ
−βIH(1)l+1(kI |rj − rmII |)ei(l+1)θmII e−iφ
]
, (D10c)
jB
(II)
lmI
= 1√
2
[
αIIH
(1)
l−1(kII |rj − rmI |)ei(l−1)θmI eiφ
−βIIH(1)l+1(kII |rj − rmI |)ei(l+1)θmI e−iφ
]
, (D10d)
and
jψin2 =
1√
2
eikI(|rj | cos θj−x0), (D10e)
jχin =
1
2
[
αIe
iφ + βIe
−iφ] eikI(|rj | cos θj−x0). (D10f)
For the boundary shape defined by Eq. (D1), the associ-
ated unit normal direction can be written down explic-
itly:
eiφ = −ieiθ dr(θ)/dθ + ir(θ)|dr(θ)/dθ + ir(θ)| . (D11)
In principle, the set consists of an infinite number of equa-
tions with an infinite number of undetermined expansion
coefficients CmIIl and C
mI
l . To solve the system numeri-
cally, a finite truncation is necessary, which turns out to
be feasible in practice by discretizing the boundary to a
finite number of points J and setting the number of basis
functions Mτ in the specific region τ and l ∈ [−L,L] for
all the functions. Carrying out the discretization proce-
dure, we arrive at the following finite dimensional matrix
equation
M2J×N ·CN×1 = −Y2J×1, (D12)
where N = (2L+ 1)× (MI +MII) = NI +NII and the
compact substitutions are
CN×1 = [C1II−L · · ·CMIIL , C1I−L · · ·CMIL ]T
Y2J×1 = [ 1ψin2 · · · Jψin2 , 1χin · · · Jχin]T ,
(D13a)
and
M2J×N =
[
A(I) −A(II)
B(I) −B(II)
]
2J×N
, (D13b)
with
A(τ) =
(
A
(τ)
−L1τ · · · A
(τ)
lMτ
· · · A(τ)LMτ
)
J×Nτ
, (D13c)
B(τ) =
(
B
(τ)
−L1τ · · · B
(τ)
lMτ
· · · B(τ)LMτ
)
J×Nτ
, (D13d)
where
B
(τ)
lmτ
= [ 1B
(τ)
lmτ
, 2B
(τ)
lmτ
, · · · , jB(τ)lmτ , · · · , JB
(τ)
lmτ
]T ,
A
(τ)
lmτ
= [ 1A
(τ)
lmτ
, 2A
(τ)
lmτ
, · · · , jA(τ)lmτ , · · · , JA
(τ)
lmτ
]T .
As the expansions are generally nonorthogonal, more
equations are required than the number of unknowns to
enable the deduction of an over-determined matrix sys-
tem with 2J  N , which can be solved by the standard
pseudo-inverse algorithm: C = −pinv(M)∗Y . In partic-
ular, we use the residual error evaluated at the boundary
Error =
||M ∗C + Y ||
||Y ||
as the criterion to test convergence. We adjust the num-
ber, the order and/or positions of the multipoles to en-
sure Error < tolerance. After the unknown coefficients
C have been obtained, the associated wavefunctions and
hence the local density of states in the specific region can
be calculated accordingly.
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2. Method validation
To validate the method, we exploit the analytically
solvable case of circular geometry. Figure 12 shows a
comparison of the eigenenergy spectra obtained analyti-
cally and calculated from the multiple multipole method.
The agreement is remarkable.
[1] Y. Cao, V. Fatemi, S. Fang, K. Watanabe, T. Taniguchi,
E. Kaxiras, and P. Jarillo-Herrero, “Unconventional su-
perconductivity in magic-angle graphene superlattices,”
Nature 556, 43 (2018).
[2] M. Yankowitz, S. Chen, H. Polshyn, Y. Zhang, K. Watan-
abe, T. Taniguchi, D. Graf, A. F. Young, and C. R. Dean,
“Tuning superconductivity in twisted bilayer graphene,”
Science 363, 1059 (2019).
[3] A. L. Sharpe, E. J. Fox, A. W. Barnard, J. Finney,
K. Watanabe, T. Taniguchi, M. A. Kastner, and
D. Goldhaber-Gordon, “Emergent ferromagnetism near
three-quarters filling in twisted bilayer graphene,” arXiv
1901.03520 (2019).
[4] X.-B. Lu, P. Stepanov, W. Yang, M. Xie, M. A. Aamir,
I. Das, C. Urgell, K. Watanabe, T. Taniguchi, G.-Y.
Zhang, A. Bachtold, A. H. MacDonald, and D. K.
Efetov, “Superconductors, orbital magnets, and corre-
lated states in magic angle bilayer graphene,” arXiv
1903.06513 (2019).
[5] K. V. Klitzing, G. Dorda, and M. Pepper, “New method
for high-accuracy determination of the fine-structure con-
stant based on quantized Hall resistance,” Phys. Rev.
Lett. 45, 494 (1980).
[6] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and
M. den Nijs, “Quantized Hall conductance in a two-
dimensional periodic potential,” Phys. Rev. Lett. 49, 405
(1982).
[7] F. D. M. Haldane, “Model for a quantum Hall effect with-
out Landau levels: Condensed-matter realization of the
“parity anomaly”,” Phys. Rev. Lett. 61, 2015 (1988).
[8] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, “Quan-
tum spin Hall effect and topological phase transition in
HgTe quantum wells,” Science 314, 1757 (2006).
[9] L. Fu and C. L. Kane, “Topological insulators with in-
version symmetry,” Phys. Rev. B 76, 045302 (2007).
[10] H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-
C. Zhang, “Topological insulators in Bi2Se3, Bi2Te3 and
Sb2Te3 with a single Dirac cone on the surface,” Nat.
Phys. 5, 438 (2009).
[11] M. Ko¨nig, S. Wiedmann, C. Bru¨ne, A. Roth, H. Buh-
mann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang,
“Quantum spin Hall insulator state in hgte quantum
wells,” Science 318, 766 (2007).
[12] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J.
Cava, and M. Z. Hasan, “A topological Dirac insulator
in a quantum spin Hall phase,” Nature 452, 970 (2008).
[13] Y. Xia, D. Qian, D. Hsieh, L. Wray, A. Pal, H. Lin,
A. Bansil, D. Grauer, Y. S. Hor, R. J. Cava, et al., “Ob-
servation of a large-gap topological-insulator class with
a single Dirac cone on the surface,” Nat. Phys. 5, 398
(2009).
[14] J. E. Moore, “The birth of topological insulators,” Nature
464, 194 (2010).
[15] M. Z. Hasan and C. L. Kane, “Colloquium: Topological
insulators,” Rev. Mod. Phys. 82, 3045 (2010).
[16] X.-L. Qi and S.-C. Zhang, “Topological insulators and
superconductors,” Rev. Mod. Phys. 83, 1057 (2011).
[17] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes,
“Quantized electric multipole insulators,” Science 357,
61 (2017).
[18] Z. Song, Z. Fang, and C. Fang, “(d − 2)-dimensional
edge states of rotation symmetry protected topological
states,” Phys. Rev. Lett. 119, 246402 (2017).
[19] F. Schindler, A. M. Cook, M. G. Vergniory, Z. Wang,
S. S. P. Parkin, B. A. Bernevig, and T. Neupert, “Higher-
order topological insulators,” Sci. Adv. 4, eaat0346
(2018).
[20] D. Pesin and A. H. MacDonald, “Spintronics and pseu-
dospintronics in graphene and topological insulators,”
Nat. Mater. 11, 409 (2012).
[21] C. L. Kane and E. J. Mele, “Quantum spin Hall effect in
graphene,” Phys. Rev. Lett. 95, 226801 (2005).
[22] C. L. Kane and E. J. Mele, “Z2 topological order and the
quantum spin Hall effect,” Phys. Rev. Lett. 95, 146802
(2005).
[23] C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang,
M. Guo, K. Li, Y. Ou, P. Wei, L.-L. Wang, Z.-Q. Ji,
Y. Feng, S. Ji, X. Chen, J. Jia, X. Dai, Z. Fang, S.-C.
Zhang, K. He, Y. Wang, L. Lu, X.-C. Ma, and Q.-K.
Xue, “Experimental observation of the quantum anoma-
lous Hall effect in a magnetic topological insulator,” Sci-
ence 340, 167 (2013).
[24] G. W. Semenoff, V. Semenoff, and F. Zhou, “Domain
walls in gapped graphene,” Phys. Rev. Lett. 101, 087204
(2008).
[25] I. Martin, Y. M. Blanter, and A. F. Morpurgo, “Topolog-
ical confinement in bilayer graphene,” Phys. Rev. Lett.
100, 036804 (2008).
[26] Z. Qiao, J. Jung, Q. Niu, and A. H. MacDonald, “Elec-
tronic highways in bilayer graphene,” Nano Lett. 11,
3453 (2011).
[27] K. Yasuda, M. Mogi, R. Yoshimi, A. Tsukazaki, K. S.
Takahashi, M. Kawasaki, F. Kagawa, and Y. Tokura,
“Quantized chiral edge conduction on domain walls of
a magnetic topological insulator,” Science 358, 1311
(2017).
[28] F. Zhang, J. Jung, G. A. Fiete, Q. Niu, and A. H. Mac-
Donald, “Spontaneous quantum Hall states in chirally
stacked few-layer graphene systems,” Phys. Rev. Lett.
106, 156801 (2011).
[29] L. Fu, “Topological crystalline insulators,” Phys. Rev.
Lett. 106, 106802 (2011).
18
[30] J. L. Man˜es, “Existence of bulk chiral fermions and crys-
tal symmetry,” Phys. Rev. B 85, 155118 (2012).
[31] J. RomhManyi, K. Penc, and R. Ganesh, “Hall effect of
triplons in a dimerized quantum magnet,” Nat. Commun.
6, 6805 (2015).
[32] C. Zhong, Y. Chen, Z.-M. Yu, Y. Xie, H. Wang, S. A.
Yang, and S. Zhang, “Three-dimensional pentagon car-
bon with a genesis of emergent fermions,” Nat. Commun.
8, 15641 (2017).
[33] M. R. Slot, T. S. Gardenier, P. H. Jacobse, G. C. P.
van Miert, S. N. Kempkes, S. J. M. Zevenhuizen, C. M.
Smith, D. Vanmaekelbergh, and I. Swart, “Experimen-
tal realization and characterization of an electronic Lieb
lattice,” Nat. Phys. 13, 672 (2017).
[34] B. Bradlyn, J. Cano, Z. Wang, M. G. Vergniory,
C. Felser, R. J. Cava, and B. A. Bernevig, “Beyond
Dirac and Weyl fermions: Unconventional quasiparticles
in conventional crystals,” Science 353, aaf5037 (2016).
[35] D. Takane, Z. Wang, S. Souma, K. Nakayama, T. Naka-
mura, H. Oinuma, Y. Nakata, H. Iwasawa, C. Cacho,
T. Kim, K. Horiba, H. Kumigashira, T. Takahashi,
Y. Ando, and T. Sato, “Observation of chiral fermions
with a large topological charge and associated Fermi-arc
surface states in CoSi,” Phys. Rev. Lett. 122, 076402
(2019).
[36] P. Delplace, J. B. Marston, and A. Venaille, “Topological
origin of equatorial waves,” Science 358, 1075 (2017).
[37] D. Jin, L. Lu, Z. Wang, C. Fang, J. D. Joannopoulos,
M. Soljacic, L. Fu, and N. X. Fang, “Topological mag-
netoplasmon,” Nat. Commun. 7, 13486 (2016).
[38] K. K. Gomes, W. Mar, W. Ko, F. Guinea, and H. C.
Manoharan, “Designer Dirac fermions and topological
phases in molecular graphene,” Nature 483, 306 (2012).
[39] L. Tarruell, D. Greif, T. Uehlinger, G. Jotzu, and
T. Esslinger, “Creating, moving and merging Dirac
points with a Fermi gas in a tunable honeycomb lattice,”
Nature 483, 302 (2012).
[40] S. Klembt, T. H. Harder, O. A. Egorov, K. Winkler,
R. Ge, M. A. Bandres, M. Emmerling, L. Worschech,
T. C. H. Liew, M. Segev, C. Schneider, and S. Hafling,
“Exciton-polariton topological insulator,” Nature 562,
552 (2018).
[41] Y. Yang, Z. Gao, H. Xue, L. Zhang, M. He, Z. Yang,
R. Singh, Y. Chong, B. Zhang, and H. Chen, “Realiza-
tion of a three-dimensional photonic topological insula-
tor,” Nature 565, 622 (2019).
[42] C. L. Kane and T. C. Lubensky, “Topological boundary
modes in isostatic lattices,” Nat. Phys. 10, 39 (2013).
[43] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and
A. A. Firsov, “Two-dimensional gas of massless Dirac
fermions in graphene,” Nature 438, 197 (2005).
[44] T. Wehling, A. Black-Schaffer, and A. Balatsky, “Dirac
materials,” Adv. Phys. 63, 1 (2014).
[45] R. Jackiw and C. Rebbi, “Solitons with fermion num-
ber 1/2,” Phys. Rev. D 13, 3398 (1976).
[46] W. P. Su, J. R. Schrieffer, and A. J. Heeger, “Solitons
in polyacetylene,” Phys. Rev. Lett. 42, 1698 (1979).
[47] A. J. Heeger, S. Kivelson, J. R. Schrieffer, and W. P. Su,
“Solitons in conducting polymers,” Rev. Mod. Phys. 60,
781 (1988).
[48] B. A. Volkov and O. A. Pankratov, “Two-dimensional
massless electrons in an inverted contact,” Sov. J. Exp.
Theo. Phys. Lett. 42, 178 (1985).
[49] O. A. Pankratov, S. V. Pakhomov, and B. A. Volkov,
“Supersymmetry in heterojunctions: Band-inverting
contact on the basis of Pb11−xSnxTe and Hg1−xCdxTe,”
Solid State Commun. 61, 93 (1987).
[50] J. Wang, B. Lian, and S.-C. Zhang, “Electrically tunable
magnetism in magnetic topological insulators,” Phys.
Rev. Lett. 115, 036805 (2015).
[51] S. Shen, Topological Insulators: Dirac Equation in Con-
densed Matters, Springer Series in Solid-State Sciences
(Springer Berlin Heidelberg, 2013).
[52] N. Nagaosa and Y. Tokura, “Topological properties and
dynamics of magnetic skyrmions,” Nat. Nanotech. 8, 899
(2013), review Article.
[53] M. M. Salomaa and G. E. Volovik, “Quantized vortices
in superfluid 3He,” Rev. Mod. Phys. 59, 533 (1987).
[54] J. Garaud and E. Babaev, “Skyrmionic state and stable
half-quantum vortices in chiral p-wave superconductors,”
Phys. Rev. B 86, 060514 (2012).
[55] J. Gielis, “A generic geometric transformation that uni-
fies a wide range of natural and abstract shapes,” Ame.
J. Botany 90, 333 (2003).
[56] B. A. Bernevig and S.-C. Zhang, “Quantum spin Hall
effect,” Phys. Rev. Lett. 96, 106802 (2006).
[57] S. K. Ha¨ma¨la¨inen, Z. Sun, M. P. Boneschanscher, A. Up-
pstu, M. Ija¨s, A. Harju, D. Vanmaekelbergh, and P. Lil-
jeroth, “Quantum-confined electronic states in atomically
well-defined graphene nanostructures,” Phys. Rev. Lett.
107, 236803 (2011).
[58] D. Subramaniam, F. Libisch, Y. Li, C. Pauly,
V. Geringer, R. Reiter, T. Mashoff, M. Liebmann,
J. Burgdo¨rfer, C. Busse, T. Michely, R. Mazzarello,
M. Pratzer, and M. Morgenstern, “Wave-function map-
ping of graphene quantum dots with soft confinement,”
Phys. Rev. Lett. 108, 046801 (2012).
[59] A. Raoux, M. Morigi, J.-N. Fuchs, F. Pie´chon, and
G. Montambaux, “From dia- to paramagnetic orbital sus-
ceptibility of massless fermions,” Phys. Rev. Lett. 112,
026402 (2014).
[60] R. Drost, T. Ojanen, A. Harju, and P. Liljeroth, “Topo-
logical states in engineered atomic lattices,” Nat. Phys.
13, 668 (2017).
[61] R. A. Vicencio, C. Cantillano, L. Morales-Inostroza,
B. Real, C. Mej´ıa-Corte´s, S. Weimann, A. Szameit, and
M. I. Molina, “Observation of localized states in Lieb
photonic lattices,” Phys. Rev. Lett. 114, 245503 (2015).
[62] S. Mukherjee, A. Spracklen, D. Choudhury, N. Goldman,
P. O¨hberg, E. Andersson, and R. R. Thomson, “Obser-
vation of a localized flat-band state in a photonic Lieb
lattice,” Phys. Rev. Lett. 114, 245504 (2015).
[63] W. Li, M. Guo, G. Zhang, and Y.-W. Zhang, “Gapless
MoS2 allotrope possessing both massless dirac and heavy
fermions,” Phys. Rev. B 89, 205402 (2014).
[64] S.-S. Wang, Y. Liu, Z.-M. Yu, X.-L. Sheng, L. Zhu,
S. Guan, and S. A. Yang, “Monolayer Mg2C: Nega-
tive Poisson’s ratio and unconventional two-dimensional
emergent fermions,” Phys. Rev. Materials 2, 104003
(2018).
[65] G. Giovannetti, M. Capone, J. van den Brink, and C. Or-
tix, “Kekule´ textures, pseudospin-one Dirac cones, and
quadratic band crossings in a graphene-hexagonal indium
chalcogenide bilayer,” Phys. Rev. B 91, 121417 (2015).
[66] D. Green, L. Santos, and C. Chamon, “Isolated flat
bands and spin-1 conical bands in two-dimensional lat-
19
tices,” Phys. Rev. B 82, 075104 (2010).
[67] B. Do´ra, J. Kailasvuori, and R. Moessner, “Lattice gen-
eralization of the Dirac equation to general spin and the
role of the flat band,” Phys. Rev. B 84, 195422 (2011).
[68] M. Goda, S. Nishino, and H. Matsuda, “Inverse Ander-
son transition caused by flatbands,” Phys. Rev. Lett. 96,
126401 (2006).
[69] J. D. Bodyfelt, D. Leykam, C. Danieli, X. Yu, and
S. Flach, “Flatbands under correlated perturbations,”
Phys. Rev. Lett. 113, 236403 (2014).
[70] S. Taie, H. Ozawa, T. Ichinose, T. Nishio, S. Naka-
jima, and Y. Takahashi, “Coherent driving and freezing
of bosonic matter wave in an optical Lieb lattice,” Sci.
Adv. 1 (2015), 10.1126/sciadv.1500854.
[71] A. Julku, S. Peotta, T. I. Vanhala, D.-H. Kim, and
P. To¨rma¨, “Geometric origin of superfluidity in the Lieb-
lattice flat band,” Phys. Rev. Lett. 117, 045303 (2016).
[72] B. Roy and V. Juricˇic´, “Unconventional superconduc-
tivity in nearly flat bands in twisted bilayer graphene,”
Phys. Rev. B 99, 121407 (2019).
[73] H. Guo, X. Zhu, S. Feng, and R. T. Scalettar, “Pairing
symmetry of interacting fermions on a twisted bilayer
graphene superlattice,” Phys. Rev. B 97, 235453 (2018).
[74] L. Yu, “Bound state in superconductors with paramag-
netic impurities,” Acta Phys. Sinica 21, 75 (1965).
[75] H. Shiba, “Classical spins in superconductors,” Prog.
Theo. Phys. 40, 435 (1968).
[76] A. I. Rusinov, “Superconductivity near a paramagnetic
impurity,” JETP Lett. 9, 85 (1969).
[77] E. V. Castro, N. M. R. Peres, J. M. B. Lopes dos Santos,
A. H. C. Neto, and F. Guinea, “Localized states at zigzag
edges of bilayer graphene,” Phys. Rev. Lett. 100, 026802
(2008).
[78] E. V. Castro, M. P. Lo´pez-Sancho, and M. A. H. Voz-
mediano, “New type of vacancy-induced localized states
in multilayer graphene,” Phys. Rev. Lett. 104, 036802
(2010).
[79] J. Lu, W.-Y. Shan, H.-Z. Lu, and S.-Q. Shen, “Non-
magnetic impurities and in-gap bound states in topolog-
ical insulators,” New J. Phys. 13, 103016 (2011).
[80] O. Shtanko and L. Levitov, “Robustness and universality
of surface states in Dirac materials,” Proc. Natl. Acad.
Sci. (USA) 115, 5908 (2018).
[81] M. Abramowitz and I. Stegun, Handbook of Mathemat-
ical Functions: with Formulas, Graphs, and Mathemat-
ical Tables, Dover Books on Mathematics (Dover Publi-
cations, 2012).
[82] Y. Zhao, J. Wyrick, F. D. Natterer, J. F. Rodriguez-
Nieva, C. Lewandowski, K. Watanabe, T. Taniguchi,
L. S. Levitov, N. B. Zhitenev, and J. A. Stroscio, “Cre-
ating and probing electron whispering-gallery modes in
graphene,” Science 348, 672 (2015).
[83] J. F. Rodriguez-Nieva and L. S. Levitov, “Berry phase
jumps and giant nonreciprocity in dirac quantum dots,”
Phys. Rev. B 94, 235406 (2016).
[84] J. Lee, D. Wong, J. Velasco Jr, J. F. Rodriguez-
Nieva, S. Kahn, H.-Z. Tsai, T. Taniguchi, K. Watan-
abe, A. Zettl, F. Wang, L. S. Levitov, and M. F. Crom-
mie, “Imaging electrostatically confined Dirac fermions
in graphene quantum dots,” Nat. Phys. 12, 1032 (2016).
[85] F. Ghahari, D. Walkup, C. Gutie´rrez, J. F. Rodriguez-
Nieva, Y. Zhao, J. Wyrick, F. D. Natterer, W. G.
Cullen, K. Watanabe, T. Taniguchi, L. S. Levitov, N. B.
Zhitenev, and J. A. Stroscio, “An on/off Berry phase
switch in circular graphene resonators,” Science 356, 845
(2017).
[86] Y. Leviatan and A. Boag, “Analysis of electromagnetic
scattering from dielectric cylinders using a multifilament
current model,” IEEE Trans. Anten. Propa. 35, 1119
(1987).
[87] M. G. Imhof, “Multiple multipole expansions for elastic
scattering,” J. Acous. Soc. Am. 100, 2969 (1996).
[88] D. I. Kaklamani and H. T. Anastassiu, “Aspects of the
method of auxiliary sources (MAS) in computational
electromagnetics,” IEEE Anten. Propag. Maga. 44, 48
(2002).
[89] E. Moreno, D. Erni, C. Hafner, and R. Vahldieck, “Mul-
tiple multipole method with automatic multipole setting
applied to the simulation of surface plasmons in metallic
nanostructures,” J. Opt. Soc. Am. A 19, 101 (2002).
[90] G. Tayeb and S. Enoch, “Combined fictitious-sources–
scattering-matrix method,” J. Opt. Soc. Am. A 21, 1417
(2004).
