We investigate the context-free languages whose complements are also context-free. We call them strongly context-free languages. The family of strongly linear languages is similarly de ned. After examining the closure properties of the family of strongly context-free languages, we prove that any slender context-free language is strongly linear. We then show that there are languages of a bounded complexity in terms of the number of nonterminals or productions necessary to generate them, whereas the complexity of their complements is arbitrarily large.
Introduction
Complementation is one of the basic operations in language theory. It is a well known fact that the family of context-free languages is not closed under complementation but no systematic study of those context-free languages the complements of which are also context-free has been initiated so far. Of course, one can nd in the literature many results connected with this subject.
The aim of our paper is to initiate a coherent study of the languages L for which both L and its complement are context-free. We call such languages strongly context-free.
Of great interes is also the family of the strongly linear languages which are analogously de ned.
We would like to mention that this study is also connected with the strategy used in most of the experiments reported so far in the DNA-based computing area (see 1, 12, 14] ). The idea used in such experiments is to generate rst a large set of candidate solutions and then to remove the bad ones. In language theory terms, this means computing a language
We rst collect some known results and present a list of closure properties of the family of strongly context-free languages: it is closed under complementation, intersection with regular sets, inverse morphisms, left and right derivatives, and mirror image, but not under union, intersection, concatenation, morphisms, Kleene +, and left and right quotients by nite languages. Next, we consider a special subclass of the context-free languages, namely the class of slender context-free languages, that is, languages for which the number of words of the same length is bounded from above by a xed constant. We prove that the complement of a strongly context-free language is linear, that is, in our terminology, any such language is strongly linear.
In our last section, we consider the following problem: given a context-free language L over an alphabet V such that also its complement is context-free, which is easier to generate, L or V ?L ? (\Easier" here is understood in terms of descriptional complexity, 5].) We solve the problem for the measures Var (the number of variables) and Prod (the number of productions). Speci cally, we show that there are context-free languages which need arbitrarily many nonterminals or arbitrarily many rules when generating them, but their complements (also context-free languages) can be generated by grammars with a number of nonterminals, respectively rules, bounded by a constant given in advance. For other measures of descriptional complexity of context-free languages (for instance, Symb = the total number of symbols appearing in the rules of a grammar) the problem remains open.
Strongly context-free languages
For an alphabet V , we denote by V the free monoid generated by V ; is the empty For a language L V we denote by alph(L) V the set of symbols appearing in the strings of L. The set of all words of length n over V is denoted V n .
A language L V is said to be: thin if card(L \ V n ) 1 for all n 1, slender if there is a constant k such that card(L \ V n ) k for all n 1, and (vi) There are co-thin context-free languages and linear-slender context-free languages which are not in SCF.
Proof. All inclusions are obvious. The strictness and the incomparability follow from the following assertions.
The Dyck language (over any number of symbol pairs) is deterministic context-free, but not linear. n ? 1; if n is odd, n 3; n ? 2; if n is even, n 4: Therefore, L is linear-slender.
Open problem 1. The rst assertion in point (v) can be formulated in a stronger form:
there are inherently ambiguous languages in SCF such that their complement is also inherently ambiguous: 13]. We do not know whether there are unambiguous strongly context-free languages such that their complement is inherently ambiguous.
Let us also mention that it is not decidable whether or not a context-free language is strongly context-free { see Theorem 2.4 in Chapter VIII of 18]. 
It is easy to see that we have the equation
We also have
The mirror image and the complementation commute: for all x 2 V and L V we have x 
The argument is similar for L a language in SLIN.
In view of the closure under mirror image, it is enough to discuss left derivatives (and quotients). 
The proof is the same for the linear case.
For union and intersection we consider the languages L 1 = fa n b n a m j n; m 1g; L 2 = fa n b m a m j n; m 1g:
They are both strongly linear, but their intersection is not context-free, hence not strongly context-free. From the closure under complementation we also obtain the non-closure under union. is not strongly context-free, which implies the non-closure under concatenation.
For the language L 3 = fa n b n c m j n; m 1g fa n b m a m j n; m 1g; which is strongly linear, and the morphism h which maps a and c to a, and b to b, we obtain h(L 3 ) = L 1 L 2 , which is not in SCF. Thus, we obtain the non-closure under morphisms (even codings). For Kleene + we consider the language L 4 = fa n b n a j n 1g fab n a n j n 1g fag: are neither in a fa n b n a j n 1ga nor in a fab n a n j n 1ga , and this implies the relations between n; m; p as mentioned above; note that by concatenating strings in fa n b n a j n 1g and fab n a n j n 1g we do not obtain strings in a n b m a p .)
The language L = fa n b m a p j m > n; m > p; n; p 1g is not context-free.
Assume the contrary and take a reduced (all nonterminals are used in a terminal derivation) context-free grammar G for L. Because of the form of strings in L, all recursive derivations in G must be of the form A =) w 1 Aw 2 ; B =) z 1 Bz 2 with w 1 =) a i ; w 2 =) b j and z 1 =) b k ; z 2 =) a l , with i j and k l. Thus, there is a constant q (given by the nonrecursive derivations in G { their number is nite) such that all strings in L(G) are of the form a n b m a p with m + q n + p. However, all strings of the form a n b n+1 a n are in L. For n > q + 1 we have n + 1 + q < n + n. Therefore, the strings of this type cannot be generated by G, a fact which contradicts the equality
is not strongly context-free. For the left quotient we note that we have fc; dgn(fcgL 1 fdgL 2 ) = L 1 L 2 ; which is not strongly context-free although fcgL 1 fdgL 2 is strongly linear.
It is very illustrating to compare the closure under derivative with the non-closure result concerning quotient with fc; dg, from the point of view of pushdown automata. For the former result, we have to construct a pushdown automaton for the language L 1 when we know an automaton A for fagL 1 . This we can do: the new automaton A 0 rst reads the empty word and makes a move possible for A when reading a. After that, A 0 just simulates A. Such a construction is not possible if we have to go from an automaton A for fcgL 1 fdgL 2 to an automaton A 0 for L 1 L 2 . There is no way for A 0 to distinguish the processing of L 1 from that of L 2 because A 0 has to enter the two procedures by reading just the empty word.
Slender context-free languages
We prove in this section that any slender context-free language is strongly linear. (It is known, see Theorem 3, that any slender context-free language is linear.) Our proof is constructive, that is, given a slender context-free language L, a linear grammar generating its complement L can be e ectively constructed.
The following two theorems on slender context-free languages from 9] and 10] will be essential for our purpose. We need few notions. A paired loop is a set of the form fuv n wx n y j n 0g, for some words u; v; w; x; y. A single loop is a set fuv n w j n 0g. Theorem 3 ( 9] ). A context-free language is slender i it is a nite union of paired loops. Theorem 4 ( 10] Now, all sets A 0;i ; 1 i m, and A 1;i , for L i single loop, are regular and so is any intersection of them. Hence, the problem is to show that any intersection of sets A 1;i ; L i pure paired loops, is linear. We restrict ourselves to those intersections that are in nite and study rst an in nite intersection of two such sets; for simplifying the notations, we consider fuv n wx m y j n 6 = mg \ fu 0 v 0 p w 0 x 0 q y 0 j p 6 = qg: (3) As (3) is in nite, we have some identity uv n wx m y = u 0 v 0 p w 0 x 0 q y 0 : (4) We notice that we can omit (and we do) nitely many values of n; m; p, and q in (3) and assume n; m; p; q large enough for the considerations below. Indeed, for some particular values of, say, n, only some single loops are involved. Moreover, if we put an upper bound on, say, n, this implies an upper bound on p since in (4) the overlapping between x m and v 0 p cannot be longer than jxv 0 j, as it would imply that we no longer have pure paired loops.
Without loss of generality, we may assume u 0 = uu 00 ; y 0 = y 00 y. As the powers in (4) are assumed large enough, we obtain v = (t 1 t 2 ) r ; v 0 = (t 2 t 1 ) s ; u 00 = t 1 (t 2 t 1 ) h ; t 1 t 2 primitive; x = (z 1 z 2 ) i ; x 0 = (z 2 z 1 ) j ; y 00 = z 2 (z 1 z 2 ) k ; z 1 z 2 primitive:
Thus, (4) Moreover, simple combinatorial arguments give that the existence of two di erent such identities for w and w 0 (of the same or of di erent forms) would imply that our paired loops are single ones. Therefore, there is a unique such identity. It means that no matter what values there are for n; m; p; q in (4), the relative position of w and w 0 is the same.
To be more precise, assume the unique identity is of the form in and the solutions (n 1 ; m 1 ; n 2 ; m 2 ; : : : ; n k ; m k ) of (7) give us the intersection set. The set of solutions of (7) (8) Thus, important for us are the pairs of non-negative integers (p; q) which give the tuples of (8) . Represented in coordinates (p; q), these are all points with non-negative integer coordinates which are not lying on any of the lines with the equations a i p + b i = c i q + d i . These lines share the rst quadrant into nitely many disjoint areas. The words corresponding to the nite areas can be generated directly. For the in nite ones, it is easy to reduce them to angles, the corresponding words of which are not di cult to generate.
In order to avoid cumbersome notations, let us take an example. It will be clear that everything works similarly in the general case. Consider the language L = fa n b n j n 0g fa n b It should be clear that in the general case everything works the same way. All areas are reduced to three basic ones: nite areas, in-between two parallel lines, angles. All are delt with as above. It is worth noticing that the in nite areas which are not angles can also be treated directly, in a similar way as for angles. We preferred the reduction in order to simplify the proof.
We therefore proved our main result Theorem 5. Any slender context-free language L is strongly linear. Moreover, given a context-free grammar for L, a linear grammar for L can be e ectively constructed.
Descriptional complexity
We now address another problem which motivates the interest for considering strongly context-free languages, the comparison of complexity of a language and of its complement. Our main result, along these lines, Theorem 6 below, was already described in the Introduction.
For a context-free grammar G = (N; T; S; P) we denote by Var(G); Prod(G) the cardinalities of N and P, respectively, and we also de ne
For L 2 CF and K 2 fVar; Prod; Symbg we de ne K(L) = minfK(G) j L = L(G); G a context-free grammarg: Theorem 6. For all n 1, there is a stricly linear language L n (resp. L 0 n ) over fa; bg with Prod(L n ) n and Prod(fa; bg ? L n ) 13 (resp. Var(L 0 n ) n and (Var(fa; bg ? L 0 n ) 3). This language can be generated by the grammar with the following rules:
S ! XbaX; X ! ; S ! aSb; S ! Xa m+1 X; X ! aX; S ! A; A ! aA; B ! Bb; S ! Xb m+1 X; X ! bX; S ! B; A ! a; B ! b: (If, after using several times the rule S ! aSb, we introduce the nonterminal A, then we get a string of the form a i b j ; i > j; if we introduce the nonterminal B, then we get a string of the form a i b j ; j > i; if we introduce the nonterminal X, then we either introduce a substring ba or a substring a m+1 ; b m+1 ; in all cases we get strings not in L m .) Therefore, Prod(fa; bg ? L m ) 13 and the assertion for Prod is proved. Note in passing that Symb(G), where G is the previous grammar for fa; bg ? L m , is equal to 2m + 51. However, also the language L m can be generated by a grammar of a comparable size (linear in m). It is easy to see that the complement of this language can be generated by the grammar with the following productions: S ! Xa i bXa j bX; for 1 i; j n; i 6 = j; X ! a k bX; for 
