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Abstract
The existence spectrums for large sets of Hamilton cycle decompositions and Hamilton path decompositions are completed. Also,
we show that the completion of large sets of directed Hamilton cycle decompositions and directed Hamilton path decompositions
depends on the existence of certain special tuscan squares. Several conjectures about special tuscan squares are posed.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper, v, k are positive integers and vk3. Let Kv and DKv be the complete graph and the
complete directed graph on v vertices, respectively. A k-cycle is a subgraph of Kv with k vertices x1, x2, . . . , xk and
k edges {x1, x2}, . . . , {xk−1, xk}, {xk, x1}, which is denoted by (x1, x2, . . . , xk). A k-path is a subgraph of Kv with k
vertices x1, x2, . . . , xk and k − 1 edges {x1, x2}, . . . , {xk−1, xk}, which is denoted by [x1, x2, . . . , xk]. A directed k-
cycle is a subgraph of DKv with k vertices x1, x2, . . . , xk and k arcs (x1, x2), (x2, x3), . . . , (xk−1, xk), (xk, x1), which
is denoted by 〈x1, x2, . . . , xk〉. A directed k-path is a subgraph of DKv with k vertices x1, x2, . . . , xk and k − 1 arcs
(x1, x2), (x2, x3), . . . , (xk−1, xk), which is denoted by ≺ x1, x2, . . . , xk . When k = v, (directed) k-cycle is called
(directed) Hamilton cycle, (directed) k-path is called (directed) Hamilton path.
A k-cycle system of order v with index , CS(v, k, ), is a collection C of k-cycles on Kv , such that each edge in Kv
appears exactly in  members of C. A CS(v, k, ) is said to be simple if it contains no repeated k-cycles. A large set of
CS (v, k, ) is a partition of all k-cycles ofKv into disjoint CS(v, k, )s, which is denoted by LCS(v, k, ). We also call
CS(v, v, ) and LCS(v, v, ) the Hamilton cycle decomposition and large set of Hamilton cycle decomposition, and
denote them by HCD(v) and LHCD(v) respectively. A path decomposition, PD(v, k, ), is a collectionP of k-paths
on Kv such that each edge in Kv appears exactly in  members of P. A large set of PD(v, k, ) is a partition of all
k-paths of Kv into disjoint PD(v, k, )s, which is denoted by LPD(v, k, ). We now call PD(v, v, ) and LPD(v, v, )
the Hamilton path decomposition and large set of Hamilton path decomposition and denote them by HPD(v) and
LHPD(v), respectively. It is easy to see that the existence of an HCD(v + 1) (resp. LHCD(v + 1)) is equivalent to
the existence of an HPD(v) (resp. LHPD(v)).
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An HCD(v) contains (v−1)/2 Hamilton cycles. The total number of distinct Hamilton cycles in Kv is (v−1)!/2.
Hence, an LHCD(v) contains (v − 2)!/ pairwise disjoint HCD(v)s. Clearly, there exists an LHCD(v) only if
|(v − 2)! and
{
odd v3 for any 
even v4 for even .
And therefore, the existence spectrum for LHCD(v) only depends on the cases: odd v3 for  = 1 and even v4
for  = 2.
The following lemmas can be found in the literature.
Lemma 1.1 (Alspach and Gavlas [1] and ˘Sajna [7]). There exists a CS(v, k, ) if and only if 2k|v(v − 1) and
2|(v − 1).
Lemma 1.2 (Bryant [2]). There exists an LHCD(v) for all odd v3 and there exists an LHPD(v) for all even v2.
Lemma 1.3 (Lu [6] and Teirlinck [8]). There exists an LCS(v, 3, 1), i.e., large sets of Steiner triple systems, if and
only if v ≡ 1, 3 (mod 6) and v = 7.
In Section 2, we will ﬁrst prove the existence of LHCD2(v), for all even v4 and LHPD2(v), for all odd v3.
Consequently, the existence spectrums for LHCD(v) and LHPD(v) will be completed.
A Mendelsohn system M(v, k, ) is a collection C of directed k-cycles on DKv , such that each arc in DKv appears
exactly in  members of C. A large set of M(v, k, ) is a partition of all directed k-cycles of DKv into disjoint
M(v, k, )s, which is denoted by LM(v, k, ). M(v, v, ) and LM(v, v, ) are now called directed Hamilton cycle
decomposition and large set of directed Hamilton cycle decomposition, respectively. A directed path decomposition
DPD(v, k, ) is a collectionP of directed k-paths on DKv , such that each arc in DKv appears exactly in members of
P. A large set ofDPD(v, k, ) is a partition of all directed k-paths ofDKv into disjoint DPD(v, k, )s, which is denoted
by LDPD(v, k, ). Now, DPD(v, v, ) and LDPD(v, v, ) are also called directed Hamilton path decomposition and
large set of directedHamilton path decomposition, respectively. It is easy to see that the existence of anM(v+1, v+1, )
(resp. LM(v + 1, v + 1, )) is equivalent to the existence of a DPD(v, v, ) (resp. an LDPD(v, v, )).
AnM(v, v, ) consists of (v−1) directed Hamilton cycles. The total number of distinct directed Hamilton cycles in
DKv is (v−1)!. Thus, an LM(v, v, ) contains (v−2)!/ pairwise disjointM(v, v, )s, and there exists an LM(v, v, )
only if |(v − 2)!.
An Italian square of order v is a v × v array on a v-set in which each row is a permutation of all symbols in the
v-set. An Italian square is called latin if its each column is also a permutation of all symbols. An Italian square is called
tuscan if, for any two distinct symbols a and b, there is exactly one row in which b is the right-adjacent symbol of a.
A roman square is both tuscan and latin, which was originally called a row-complete latin square. A tuscan square is
called a complete latin square if its transpose is also a tuscan square. It is easy to see that the existence of a tuscan
square of order v is equivalent to the existence of a directed Hamilton path decomposition of DKv or of a directed
Hamilton cycle decomposition of DKv+1.
Lemma 1.4 (Tillson [9]). There exists a tuscan square of order v if and only if v = 1, 3, 5. Thus, there exists a
DPD(v, v, 1) if and only if v = 1, 3, 5 and there exists an M(v, v, 1) if and only if v3 and v = 4, 6.
Lemma 1.5 (Kang [4]). There exists an LM(v, v, 1) for any odd v3. Hence, there exists an LDPD(v, v, 1) for any
even v2.
Lemma 1.6 (Kang et al. [5]). There exists an LM(v, 3, ), i.e., large sets of Mendelsohn triple systems, if and only if
|(v − 2), (v, ) = (6, 1) and 3(v − 2) for 3.
Hence, the existence spectrum for large sets of directed Hamilton cycle decompositions only depends on v3 and
v = 4, 6 for =1. In Section 3, we will try to solve the problem related to LM(v, v, 1) and LDPD(v, v, 1). Our method
is to construct a special kind of tuscan square. For a tuscan square T on a set X, if there exists an element in X which
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occurs in every column of T , then we call this element a cross of T and let the special tuscan square be the square with
a cross.
Example 1.7. The followings are some examples of roman square and tuscan square:
Roman square Tuscan square with cross Tuscan square without cross
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
2 4 6 1 3 5 2 1 4 3 6 5 2 1 6 5 4 3
3 6 2 5 1 4 3 2 6 1 5 4 3 1 5 2 6 4
4 1 5 2 6 3 4 6 2 5 1 3 4 2 5 3 6 1
5 3 1 6 4 2 5 3 1 6 4 2 5 1 4 6 3 2
6 5 4 3 2 1 6 3 5 2 4 1 6 2 4 1 3 5
In Section 3, by using the special tuscan square with a cross, we obtain the following results:
1◦ for each odd composite order v, there exist an LM(v + 1, v + 1, 1) and an LDPD(v, v, 1);
2◦ for odd prime p ∈ {7, 11, 13, 17, 19}, there exist an LM(p + 1, p + 1, 1) and an LDPD(p, p, 1).
However, the existence of LM(p + 1, p + 1, 1) and LDPD(p, p, 1) is still unsolved for odd primes p23.
2. LHCD(v) and LHPD(v)
Let X be a ﬁnite set and Sym(X) the symmetric group on X. For a permutation  ∈ Sym(X) and a k-cycle
C= (c1, c2, . . . , ck), denoteC= (c1, c2, . . . , ck)where ci represents the image of the element ci under the action
of the permutation . LetB be a family of k-cycles on a set X, and let X′ ⊆ X. A subgroup G of Sym(X) which ﬁxes
the points of X\X′ is called a complete automorphism group over X′ of B if the following conditions are satisﬁed:
1◦ C ∈ B for any  ∈ G and C ∈ B;
2◦ ∀C,C′ ∈ B, if there exists a  ∈ Sym(X) which ﬁxes the points of X\X′ such that C = C′, then  ∈ G.
In the following discussion, B consists of all k-cycles of some CS(v, k, ). We now identify the subgroup of Sym(X)
which ﬁxes the points of X\X′ by Sym(X′). First, we construct LHCD2(v) for even v4. The idea of construction is
to make use of symmetric group, as introduced in [4].
Lemma 2.1. (1) If (X,B) is a CS (v, k, ) then so is (X,B), where  ∈ Sym(X),B = {C : C ∈ B}.
(2) If the system B is simple and it has a complete automorphism group G over X′ ⊆ X, then all k-cycles in
{B :  ∈ SymG(X′)} are pairwise distinct, where SymG(X′) is a set of right coset representatives for G in Sym(X′).
Proof. (1) The permutation  on X induces a permutation on the set (X × X)\x , where x = {(x, x) : x ∈ X}.
Hence, the system (X,B) is also a CS(v, k, ) by the deﬁnition.
(2) Suppose that there exist C,C′ ∈ B and  =  ∈ SymG(X′) such that C = C′. Then C(−1) = C′ and
−1 ∈ G by the deﬁnition of complete automorphism group G over X′ ⊆ X. This implies G = G, i.e.,  and 
both belong to the same coset, which is a contradiction. 
Theorem 2.2. There exists an LHCD2(v) for any even v4.
Construction. Let v = 2t + 2 and X = Zv−1⋃{∞}. Deﬁne the following Hamilton cycles
C0 = (∞, 0, 2t, 1, 2t − 1, . . . , t − 1, t + 1, t),
Ci = C0 + i (mod v − 1), i ∈ Zv−1.
4934 H. Zhao, Q. Kang / Discrete Mathematics 308 (2008) 4931–4940
Denote B = {Ci : i ∈ Zv−1}. Then (X,B) forms a simple HCD2(v). Let X′ = Zv−1\{0} = {1, 2, . . . , 2t}. Deﬁne a
permutation  = (1, 2t)(2, 2t − 1) · · · (t, t + 1) which is a product of t disjoint transpositions (a, b), and a + b ≡
0 (mod 2t + 1) for each transposition (a, b). Now,  generates a group G = 〈〉 of order two. Hence, {(X,B) :  ∈
SymG(X′)} is an LHCD2(v), where SymG(X′) is a set of right coset representatives for G in Sym(X′).
Proof. In C0, it is clear that every unordered difference of Zv−1 appears twice and ∞ is connected with two elements
0, t ∈ X. This shows that (X,B) forms an HCD2(v) and each (X,Bi ) is also an HCD2(v) by Lemma 2.1(1).
Rewrite C0 = (∞, a1, a2, . . . , av−1) = (∞, b1, b2, . . . , bv−1), where a1 = 0, a2 = 2t, . . . , av−2 = t + 1, av−1 = t
and bi = av−i for 1 iv − 1. Obviously, the following properties hold:
1◦ ai + bi = t, 1 iv − 1;
2◦ at+1 = bt+1 = t/2 (for even t) or (3t + 1)/2 (for odd t).
For given i, 1 i t + 1, there exist unique j, k ∈ Zv−1 such that ai + j ≡ 0 and bi + k ≡ 0 (mod 2t + 1). From
property 1◦, we get
j + k = t + 1 and as + j + bs + k = 0 for any 1sv − 1.
From property 2◦, we know that, only when i = t + 1,
j = k = 3t + 2
2
(for even t) or
t + 1
2
(for odd t).
Furthermore, there exist exactly two Hamilton cycles inBwith the same minimum distance d between ∞ and 0, where
1d t. There exists a unique Hamilton cycle inB with the minimum distance t + 1 between ∞ and 0. We also show
(X,B) is a simple HCD2(v).
For 1d t , let Ci, Cj be the two different cycles with the minimum distance d between ∞ and 0. From the above
discussion, we can see that Cj = Ci and Ci = Cj. Let Ck be the unique cycle with the minimum distance t + 1
between ∞ and 0. Then we see that Ck = Ck if and only if  ∈ G. Thus, the subgroup G of Sym(X) which ﬁxes the
points of X\X′ is a complete automorphism group over X′ of B. But, we have
|SymG(X′)| = |Sym(X′)|/|G| =
(v − 2)!
2
,
which is the desired number of disjoint HCD2(v)s in an LHCD2(v). Therefore, by Lemma 2.1(2), an LHCD2(v) is
constructed. 
Example 2.3. LHCD2(6) = {(X,B) :  ∈ SymG(X′)}, where
X = Z5
⋃
{∞}, X′ = {1, 2, 3, 4}, G = 〈〉,  = (14)(23) and B= {(∞, 0, 4, 1, 3, 2)mod 5}.
It is easy to see that SymG(X′) = {1, 2, . . . , 12}={(1), (12), (13), (14), (24), (34), (123), (132), (124), (134),
(1243), (13)(24)}.
The 12 small sets are listed below:
B1 :
(∞, 0, 4, 1, 3, 2),
(∞, 0, 1, 4, 2, 3),
(∞, 1, 0, 2, 4, 3),
(∞, 4, 0, 3, 1, 2),
(∞, 4, 3, 0, 2, 1);
B2 :
(∞, 0, 4, 2, 3, 1),
(∞, 0, 2, 4, 1, 3),
(∞, 2, 0, 1, 4, 3),
(∞, 4, 0, 3, 2, 1),
(∞, 4, 3, 0, 1, 2);
B3 :
(∞, 0, 4, 3, 1, 2),
(∞, 0, 3, 4, 2, 1),
(∞, 3, 0, 2, 4, 1),
(∞, 4, 0, 1, 3, 2),
(∞, 4, 1, 0, 2, 3);
B4 :
(∞, 0, 1, 4, 3, 2),
(∞, 0, 4, 1, 2, 3),
(∞, 4, 0, 2, 1, 3),
(∞, 1, 0, 3, 4, 2),
(∞, 1, 3, 0, 2, 4);
B5 :
(∞, 0, 2, 1, 3, 4),
(∞, 0, 1, 2, 4, 3),
(∞, 1, 0, 4, 2, 3),
(∞, 2, 0, 3, 1, 4),
(∞, 2, 3, 0, 4, 1);
B6 :
(∞, 0, 3, 1, 4, 2),
(∞, 0, 1, 3, 2, 4),
(∞, 1, 0, 2, 3, 4),
(∞, 3, 0, 4, 1, 2),
(∞, 3, 4, 0, 2, 1);
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B7 :
(∞, 0, 4, 2, 1, 3),
(∞, 0, 2, 4, 3, 1),
(∞, 2, 0, 3, 4, 1),
(∞, 4, 0, 1, 2, 3),
(∞, 4, 1, 0, 3, 2);
B8 :
(∞, 0, 4, 3, 2, 1),
(∞, 0, 3, 4, 1, 2),
(∞, 3, 0, 1, 4, 2),
(∞, 4, 0, 2, 3, 1),
(∞, 4, 2, 0, 1, 3);
B9 :
(∞, 0, 1, 2, 3, 4),
(∞, 0, 2, 1, 4, 3),
(∞, 2, 0, 4, 1, 3),
(∞, 1, 0, 3, 2, 4),
(∞, 1, 3, 0, 4, 2);
B10 :
(∞, 0, 1, 3, 4, 2),
(∞, 0, 3, 1, 2, 4),
(∞, 3, 0, 2, 1, 4),
(∞, 1, 0, 4, 3, 2),
(∞, 1, 4, 0, 2, 3);
B11 :
(∞, 0, 3, 2, 1, 4),
(∞, 0, 2, 3, 4, 1),
(∞, 2, 0, 4, 3, 1),
(∞, 3, 0, 1, 2, 4),
(∞, 3, 1, 0, 4, 2);
B12 :
(∞, 0, 2, 3, 1, 4),
(∞, 0, 3, 2, 4, 1),
(∞, 3, 0, 4, 2, 1),
(∞, 2, 0, 1, 3, 4),
(∞, 2, 1, 0, 4, 3).
Theorem 2.4. For all odd v3, there exists an LHPD2(v).
Proof. Let v = 2t + 1 and X = Z2t+1. Then, by Theorem 2.2, there exists an LHCD2(v + 1) = {(X⋃{∞},Bi ) :
1 i(v − 1)!/2}. Delete the element ∞ from the vertex set X⋃{∞}. Then each Hamilton cycle in each Bi will
become a Hamilton path of Kv on the set X, and each Hamilton cycle decompositionBi will become a Hamilton path
decomposition Pi . It is now easy to verify that {(X,Pi ) : 1 i(v − 1)!/2} indeed forms an LHPD2(v). 
Example 2.5. LHPD2(5) = {(X,Pi ) : 1 i12} can be obtained from Example 2.3, by deleting the element ∞.
Of course, the notion ( ) for cycles is now replaced by [ ] for paths.
Combining Theorems 2.2, 2.4 and Lemma 1.2, we obtain the following conclusions.
Theorem 2.6. There exists an LHCD(v) if and only if
|(v − 2)! and
{
odd v3 for any 
even v4 for even .
Theorem 2.7. There exists an LHPD(v) if andonly if
|(v − 1)! and
{
even v2 for any 
odd v3 for even .
3. LM(v, v, 1) and LDPD(v, v, 1)
Lemma 3.1. If there exists a tuscan square of order v with a cross, then there exists an LM(v + 1, v + 1, 1).
Construction. LetA=(aij )v1 be a tuscan square of order v on the setZv , with a cross 0. Let Sym(Z∗v ) be the symmetric
group on Z∗v = Zv\{0}. Deﬁne a family of directed (v + 1)-cycles over DKv+1 on the vertex set Zv
⋃{∞}:
B= {〈∞, ai1, . . . , aiv〉 : 1 iv},
where (ai1, . . . , aiv) is a row of A, 1 iv. Then
∑={B :  ∈ Sym(Z∗v )} forms a large set of M(v + 1, v + 1, 1).
Proof. (1) By the deﬁnition of the tuscan square, we see that the directed (v+1)-cycles inB cover all ordered pairs from
Zv . Clearly, any tuscan square has the following property: its most left (and most right) column must be a permutation
of all elements, respectively. In fact, every element has to appear in each row and has to occur in (v − 1) in-degree
positions and (v − 1) out-degree positions. But, in each row, there are one in-degree position, one out-degree position
and (v − 2) “in- and out-degree” positions. It is now easy to see that the property holds. Hence, (Zv⋃{∞},B) is
indeed an M(v + 1, v + 1, 1) and each (Zv⋃{∞},B) is also an M(v + 1, v + 1, 1).
(2) The number of directed (v + 1)-cycles from DKv+1 is v! For any directed (v + 1)-cycle H from DKv+1, if 0
and ∞ are d-apart in H , 1dv, then there are  ∈ Sym(Z∗v ) and H ′ ∈ B in which 0 and ∞ are also d-apart such
that H =H ′. Here, “0 and ∞ are d-apart” means that the directed distance from 0 to ∞ is d. Therefore, every directed
(v+1)-cycle belongs to someB in∑. Furthermore, since each M(v+1, v+1, 1) contains v directed (v+1)-cycles
and the system
∑
consists of (v − 1)! M(v + 1, v + 1, 1)s, we can see that∑ contains at most v(v − 1)! = v! directed
(v + 1)-cycles. Hence, each directed (v + 1)-cycle from DKv+1 occurs exactly once in∑. 
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Lemma 3.2. If there exists a roman square of order v, then there exists an LM(v + 1, v + 1, 1).
Proof. A roman square is a tuscan square, so any element is a cross of the square. Furthermore, by Lemma 3.1,
the conclusion follows. 
Theorem 3.3. There exists an LM(v + 1, v + 1, 1) for any odd composite v.
Proof. It was proved by Higham in [3] that there exists a roman square for any odd composite order. Hence, by Lemma
3.2, we have the conclusion. 
Theorem 3.4. For odd prime p ∈ {7, 11, 13, 17, 19} there exists an LM(p + 1, p + 1, 1).
Proof. By Lemma 3.1, it sufﬁces to construct a tuscan square of order p with a cross. By using computer, we ﬁnd the
following solutions for primes p ∈ {7, 11, 13, 17, 19}, where a cross is denoted by a lower bar:
p = 7:
1 2 3 4 5 6 7
2 1 3 7 4 6 5
7 5 1 6 2 4 3
4 2 7 1 5 3 6
6 3 5 4 1 7 2
3 2 5 7 6 1 4
5 2 6 4 7 3 1
p = 11:
1 2 10 3 9 4 8 5 7 6 11
3 1 4 10 5 9 6 8 7 11 2
7 9 8 11 3 4 2 5 1 6 10
6 2 7 1 8 10 9 11 4 5 3
2 9 1 10 11 5 6 4 7 3 8
8 4 9 3 10 2 1 11 6 7 5
9 5 10 4 1 3 2 11 7 8 6
5 2 4 3 11 8 9 7 10 6 1
10 8 1 7 2 6 3 5 4 11 9
4 6 5 11 10 1 9 2 8 3 7
11 1 5 8 2 3 6 9 10 7 4
p = 13:
1 2 12 3 11 4 10 5 9 6 8 7 13
12 5 11 6 10 7 9 8 13 2 3 1 4
6 12 7 11 8 10 9 13 3 4 2 5 1
10 13 4 5 3 6 2 7 1 8 12 9 11
11 13 5 6 4 7 3 8 2 9 1 10 12
7 5 8 4 9 3 10 2 11 1 12 13 6
8 6 9 5 10 4 11 3 12 2 1 13 7
9 7 10 6 11 5 12 4 1 3 2 13 8
4 3 13 9 10 8 11 7 12 6 1 5 2
5 4 13 10 11 9 12 8 1 7 2 6 3
2 8 3 7 4 6 5 13 11 12 10 1 9
3 9 4 8 5 7 6 13 12 1 11 2 10
13 1 6 7 8 9 2 4 12 11 10 3 5
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p = 17:
1 2 16 3 15 4 14 5 13 6 12 7 11 8 10 9 17
10 17 2 3 1 4 16 5 15 6 14 7 13 8 12 9 11
4 2 5 1 6 16 7 15 8 14 9 13 10 12 11 17 3
5 3 6 2 7 1 8 16 9 15 10 14 11 13 12 17 4
9 1 10 16 11 15 12 14 13 17 5 6 4 7 3 8 2
8 4 9 3 10 2 11 1 12 16 13 15 14 17 6 7 5
6 9 5 10 4 11 3 12 2 13 1 14 16 15 17 7 8
16 17 8 9 7 10 6 11 5 12 4 13 3 14 2 15 1
2 1 17 9 10 8 11 7 12 6 13 5 14 4 15 3 16
15 5 16 4 1 3 2 17 10 11 9 12 8 13 7 14 6
14 8 15 7 16 6 1 5 2 4 3 17 11 12 10 13 9
11 14 10 15 9 16 8 1 7 2 6 3 5 4 17 12 13
12 15 11 16 10 1 9 2 8 3 7 4 6 5 17 13 14
13 16 12 1 11 2 10 3 9 4 8 5 7 6 17 14 15
3 11 4 10 5 9 6 8 7 17 15 16 14 1 13 2 12
7 9 8 17 16 1 15 2 14 3 13 4 12 5 11 6 10
17 1 16 2 9 14 12 3 4 5 8 6 15 13 11 10 7
p = 19:
1 2 18 3 17 4 16 5 15 6 14 7 13 8 12 9 11 10 19
6 16 7 15 8 14 9 13 10 12 11 19 2 3 1 4 18 5 17
4 2 5 1 6 18 7 17 8 16 9 15 10 14 11 13 12 19 3
11 15 12 14 13 19 4 5 3 6 2 7 1 8 18 9 17 10 16
10 18 11 17 12 16 13 15 14 19 5 6 4 7 3 8 2 9 1
2 11 1 12 18 13 17 14 16 15 19 6 7 5 8 4 9 3 10
8 6 9 5 10 4 11 3 12 2 13 1 14 18 15 17 16 19 7
13 3 14 2 15 1 16 18 17 19 8 9 7 10 6 11 5 12 4
5 14 4 15 3 16 2 17 1 18 19 9 10 8 11 7 12 6 13
15 5 16 4 17 3 18 2 1 19 10 11 9 12 8 13 7 14 6
7 16 6 17 5 18 4 1 3 2 19 11 12 10 13 9 14 8 15
14 10 15 9 16 8 17 7 18 6 1 5 2 4 3 19 12 13 11
18 8 1 7 2 6 3 5 4 19 13 14 12 15 11 16 10 17 9
17 11 18 10 1 9 2 8 3 7 4 6 5 19 14 15 13 16 12
12 1 11 2 10 3 9 4 8 5 7 6 19 15 16 14 17 13 18
9 6 8 7 19 16 17 15 18 14 1 13 2 12 3 11 4 10 5
3 13 4 12 5 11 6 10 7 9 8 19 17 18 16 1 15 2 14
16 3 15 4 14 5 13 6 12 7 11 8 10 9 19 18 1 17 2
19 1 10 2 16 11 14 3 4 13 5 9 18 12 17 6 15 7 8

Theorem 3.5. There exists an LDPD(v, v, 1) for odd composite v or v = 7, 11, 13, 17, 19.
Proof. This result follows immediately from Theorems 3.3 and 3.4. 
It is sometimes difﬁcult to construct a tuscan square with a cross. Next, we will introduce another method to construct
large sets of directed Hamilton cycle decompositions. Our idea is to make use of special relational tuscan squares. Two
tuscan squares T1, T2 of order v on the same set X are called relational if there is a element x in X such that for each j ,
1jv, x appears exactly in two rows ij and i′j of the j th column in the 2v×v matrix T =
(
T1
T2
)
, and the permutation
between the rows ij and i′j is odd. The special element x is called a 2-cross.
Lemma 3.6. If there exist a pair of relational tuscan squares of order v, then there exists an LM(v + 1, v + 1, 1).
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Construction. Let T1 = (aij )v1 and T2 = (bij )v1 be a pair of relational tuscan squares of order v on Zv with a 2-cross
0. Denote the subgroup consisting of all even permutations of Sym(Z∗v ) by Av−1, where Z∗v = Zv\{0}. Deﬁne two
families of directed (v + 1)-cycles over DKv+1 on the vertex set Zv⋃{∞} by
B1 = {〈∞, ai1, . . . , aiv〉 : 1 iv} and B2 = {〈∞, bi1, . . . , biv〉 : 1 iv},
where (ai1, . . . , aiv) and (bi1, . . . , biv) are the rows of T1 and T2, respectively, 1 iv. Then
∑={B1 :  ∈
Av−1}⋃{B2 :  ∈ Av−1} forms a large set of M(v + 1, v + 1, 1).
Proof. (1) Similar to the proof of Lemma 3.1, we assert that each (Zv
⋃{∞},Bk) is an M(v + 1, v + 1, 1), where
k = 1, 2 and  ∈ Av−1.
(2) The number of directed (v + 1)-cycles from DKv+1 is v!. For any directed (v + 1)-cycle H from DKv+1, if 0
and ∞ are d-apart in H , 1dv, then there are exact two (v+1)-cycles H ′ and H ′′ ∈ B1 ∪B2 in which 0 and ∞ are
all d-apart. There are  and  ∈ Sym(Z∗v ) such thatH =H ′ andH =H ′′. The parities of the permutations  and  are
distinct becauseH ′′ =H ′−1 and −1 must be odd, by the deﬁnition of the relational tuscan squares. Therefore, every
directed (v + 1)-cycle H =H, where H ∈ B1 ∪B2 and  ∈ Av−1 , i.e., H belongs to someBk in∑ . Furthermore,
since each M(v + 1, v + 1, 1) contains v directed (v + 1)-cycles and∑ consists of (v − 1)! M(v + 1, v + 1, 1)s, we
see that
∑
contains at most v(v − 1)! = v! directed (v + 1)-cycles. Hence, each directed (v + 1)-cycle from DKv+1
occurs exactly once in
∑
. 
Now, we consider a special case for a pair of relational tuscan squares. A tuscan square T on a v-set X is called good
if T = (ai,j )v1 and its reverse T −1 = (ai,v+1−j )v1 are relational. Obviously, in a good tuscan square, any row cannot be
the reverse of another row.
Corollary 3.7. If there exists a good tuscan square of order v, then there exists an LM(v + 1, v + 1, 1).
Proof. It is clear that T and T −1 just form a pair of relational tuscan squares of order v. By Theorem 3.6, the conclusion
holds. 
Example 3.8. A pair of relational tuscan squares T1 and T2 of order 7 with a 2-cross 0 is listed below. Then,
an LM(8, 8, 1) can be obtained from them by Theorem 3.6,
T1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 6 4 3 2 5 1
6 0 5 4 2 1 3
1 0 2 3 4 5 6
5 2 0 3 6 1 4
2 4 0 1 6 3 5
3 1 5 0 4 6 2
4 1 2 6 5 3 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, T2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 5 3 6 1 2 4
3 2 5 4 1 0 6
4 5 1 6 3 0 2
6 2 1 4 0 3 5
5 6 4 2 0 1 3
2 6 5 0 4 3 1
1 5 2 3 4 6 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, T =
(
T1
T2
)
.
Let Bi be the ith row of T , 1 i14. Then, it is easy to see that:
B8 = B11, B3 = B22, B5 = B43, B13 = B64, B14 = B75, B10 = B96, B12 = B117,
where 1 = (143652), 2 = (152436), 3 = (13)(245), 4 = (1632), 5 = (154)(36), 6 = (134625) and 7 = (142653).
Obviously, these permutations i , 1 i7, are all odd.
Example 3.9. Agood tuscan square T of order 7 with a 2-cross 0 is shown below. Then, an LM(8, 8, 1) can be obtained
from T , by Corollary 3.7,
T =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 3 4 5 6
1 0 2 6 3 5 4
3 0 6 4 1 5 2
2 4 0 3 1 6 5
6 2 0 5 1 4 3
5 3 6 0 4 2 1
4 6 1 3 2 5 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
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Let Bi be the ith row of T , 1 i7. Then, it is easy to see that
B−17 = B11, B3 = B22, B5 = B43, B−16 = B64,
where 1 = (1564), 2 = (13)(264), 3 = (35)(264) and 4 = (15)(23)(46). Obviously, these permutations i , 1 i4,
are all odd.
In addition to the construction of large sets of directed Hamilton cycle and path decompositions, the above special
tuscan squares also have some other theoretical and applicable aspects. The followings are two good tuscan squares of
other orders:
Example 3.10. Good tuscan squares of orders 6 and 8, with a 2-cross 0:
T6 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 4 2 5 1 3
4 1 2 3 0 5
5 0 2 4 3 1
3 4 0 1 5 2
2 1 0 3 5 4
1 4 5 3 2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, T8 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 5 7 6 2 4 3
1 0 2 3 4 5 6 7
2 0 6 1 7 3 5 4
4 1 6 5 0 3 7 2
3 1 2 6 0 4 7 5
6 4 2 5 3 0 7 1
7 4 0 5 2 1 3 6
5 1 4 6 3 2 7 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Let Bi be the ith row of T6, 1 i6, and Cj be the j th row of T8, 1j8. Then, it is easy to see that
B−16 = B11, B−13 = B22, B5 = B43; C−18 = C11, C3 = C22, C5 = C43 and C−17 = C64,
where 1 = (1423), 2 = (1324), 3 = (1324); 1 = (173524), 2 = (12653)(47), 3 = (256)(34) and 4 = (174352).
Obviously, these permutations are all odd. We now pose the following conjectures:
Conjecture 1. There exists a tuscan square of order p with a cross for any odd prime p7.
Conjecture 2. There exist a pair of relational tuscan squares of order p for any odd prime p7.
Conjecture 3. There exists a good tuscan square of order p for any odd prime p ≡ 3 (mod 4) and p7.
Clearly, Conjecture 1 is correct for odd primes p19 by Theorem 3.5. But, for a good tuscan square T of odd order
v, we need to show the existence of an odd permutation from the i(v+1)/2-th row of T to its reverse, but the permutation
consisting of (v − 1)/2 transpositions must be even when v ≡ 1 (mod 4). Thus, there is no good tuscan square of order
4t + 1. If our Conjecture 1 or Conjecture 2 can be solved, or we know that the union of the existence ranges about
Conjectures 1–3 cover all odd prime p23, then the existence spectrums for large sets of directed Hamilton cycle and
path decompositions will be completed.
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