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Abstract. (English) This monograph aims at presenting the
core weak convergence theory for sequences of random vec-
tors with values in Rk. In some places, a more general formu-
lation in metric spaces is provided. It lays out the necessary
foundation that paves the way to applications in particular
sub-fields of the theory. In particular, the needs of Asymp-
totic Statistics are addressed. A whole chapter is devoted
to weak convergence in R where specific tools, for example
for handling weak convergence of sequences using indepen-
dent and identically distributed random variables such that
the Renyi’s representations by means of standard uniform
or exponential random variables, are stated. The functional
empirical process is presented as a powerful tool for solv-
ing a considerable number of asymptotic problems in Statis-
tics. The text is written in a self-contained approach with
the proofs of all used results at the exception of the general
Skorohod-Wichura Theorem.
(Franc¸ais) Cet ouvrage a l’ambition de pre´senter le noyau
dur de la the´orie de la convergence vague de suite de vecteurs
ale´atoires dans Rk. Autant que possible, dans certaines sit-
uations, la the´orie ge´ne´rale dans des espaces me´triques est
donne´e. Il pre´pare la voie a` une spe´cialisation dans cer-
tains sous-domaines de la convergence vague. En particulier,
les besoins de la statistique asymptotique ont e´te´ satisfaits.
Un chapitre de l’ouvrage concerne la convergence vague dans
R avec des outils spe´cifiques, par exemple, pour e´tudier les
suites de variables ale´atoires inde´pendantes et identiquement
distribue´es tels que la repre´sentation de Renyi au moyen de
variables ale´atoires uniformes ou exponentielles standard. Le
processus empirique fonctionnel est introduit comme un outil
puissant pour e´tudier des proble`mes asymptotiques en Statis-
tiques. L’ouvrage est re´dige´ dans une approche auto-citante
avec toutes les preuves des re´sultats utilise´s, a` l’exception du
The´ore`me de Skorohod-Wichura.
Keywords. Weak convergence; Convergence in distribution;
Portmanteau Theorem; Probability Laws characterization;
Distribution functions; Characteristic functions; Probabil-
ity density functions; Random Walks; Empirical processes;
Multinomial Laws; Relative compactness; Asymptotic and
uniform tightness; Continuous mapping theorem; Renyi and
Malmquist representations; Order Statistics; Multivariate Delta
methods; Functional empirical process.
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General Preface
This textbook is the first of series whose ambition is to cover broad
part of Probability Theory and Statistics. These textbooks are in-
tended to help learners and readers, of all levels, to train themselves.
As well, they may constitute helpful documents for professors and
teachers for both courses and exercises. For more ambitious people,
they are only starting points towards more advanced and personalized
books. So, these textbooks are kindly put at the disposal of professors
and learners.
Our textbooks are classified into categories.
A series of introductory books for beginners. Books of this series
are usually accessible to student of first year in universities. They do
not require advanced mathematics. Books on elementary probability
theory and descriptive statistics are to be put in that category. Books
of that kind are usually introductions to more advanced and mathe-
matical versions of the same theory. The first prepare the applications
of the second.
A series of books oriented to applications. Students or researchers
in very related disciplines such as Health studies, Hydrology, Finance,
Economics, etc. may be in need of Probability Theory or Statistics.
They are not interested by these disciplines by themselves. Rather, the
need to apply their findings as tools to solve their specific problems. So
adapted books on Probability Theory and Statistics may be composed
to on the applications of such fields. A perfect example concerns the
need of mathematical statistics for economists who do not necessarily
have a good background in Measure Theory.
A series of specialized books on Probability theory and Sta-
tistics of high level. This series begin with a book on Measure The-
ory, its counterpart of probability theory, and an introductory book on
topology. On that basis, we will have, as much as possible, a coherent
1
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presentation of branches of Probability theory and Statistics. We will
try to have a self-contained, as much as possible, so that anything we
need will be in the series.
Finally, research monographs close this architecture. The archi-
tecture should be so large and deep that the readers of monographs
booklets will find all needed theories and inputs in it.
We conclude by saying that, with only an undergraduate level, the
reader will open the door of anything in Probability theory and sta-
tistics with Measure Theory and integration. Once this course
validated, eventually combined with two solid courses on topology and
functional analysis, he will have all the means to get specialized in any
branch in these disciplines.
Our collaborators and former students are invited to make live this
trend and to develop it so that the center of Saint-Louis becomes or
continues to be a reknown mathematical school, especially in Proba-
bility Theory and Statistics.
General Preface of Our Series of Weak
Convergence
The series Weak convergence is an open project with three cate-
gories.
The special series Weak convergence I consists of texts devoted
to the core theory of weak convergence, each of them concentrated on
the handling of one specific class of objects. The texts will have labels
A, B, etc. Here are some examples.
(1) Weak convergence of Random Vectors (IA).
(2) Weak convergence of stochastic processes and empirical processes
(IB).
(3) Weak convergence of random measures (IC).
(4) Weak convergence of fuzzy random measures (IC).
The special series Weak convergence II consists of textbooks re-
lated to the theory of weak convergence, each of them concentrated on
one specialized field using weak convergence. Usually, these subfields
are treated apart in the literature. Here, we want to put them in our
general frame as continuations of the Weak Convergence Series I. Some
examples are the following.
(1) Weak laws of sums of independent random variables.
(2) Weak laws of sums of associated random variables.
(3) Univariate Extreme value Theory.
3
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(4) Multivariate Extreme value Theory.
(5) Etc.
The special series Weak convergence III consists of textbooks
focusing on statistical applications of Parts of the Weak Convergence
Series I and Weak Convergence Series II. Examples :
(1) A handbook of Gaussian Asymptotic Distribution Using the Func-
tional Empirical Process.
(2) A handbook of Statistical Estimation of the Extreme Value index.
(1) etc.
Preface of The Series Weak Convergence :
Sequence of Random Vectors
The series Weak convergence (IA) concerns the theory of weak
convergence of sequences of random vectors. Due to the theorem of
Kolmgorov, stating broadly that the probability law of any random el-
ement is characterized by its finite distribution under the appropriate
state spaces, the place of the distributions of random vectors is surely
central to Probability Theory.
This motivated us to begin this series by the weak convergence of ran-
dom vectors as the foundation of all the structure.
Another reason is that the needs of Asymptotic Statistics, which is one
of the main motivations of the development of Weak Convergence The-
ory, generally does not need more than that. This booklet then gives
to some readers exactly what they specifically.
This textbook focuses on the study of random elements in Rk, k ≥ 1.
So the properties and the topology of Rk are used.
But when only the general properties of the metric are used, we prefer
to give the results in the general case where the studied sequences have
their values in a metric space with a metric d.
The concept of tightness is essential in weak convergence theory. In
this text, the Helly-Bray method is exclusively used.
This textbook is concluded by a chapter of the functional empirical
process. Here, only the weak limits of its finite distributions are treated.
We show how to use it for deriving asymptotic results in many research
problems. With such tools, even at this somewhat elementary level of
weak convergence, it is possible for readers to provide contributions in
many research fields in Statistics and in applied related fields.
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I wish you a pleasant reading and hope receiving your feedback.
To my wife Mbaye Ndaw Fall who is accompanying me since decades.
Saint-Louis, Calgary, Abuja, Bamako, Ouagadougou, 2016.
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Preliminary Remarks and Notations.
WARNINGS
(1) In all this book, any unspecified limit in presence with the sub-
scripts n are meant as n→ +∞.
(2) This textbook deals with general distribution functions F on Rk,
k ≥ 1. The Lebesgue-Stieljes measure induced by a general distribu-
tion function is not necessarily a probability measure. If this induced
Lebesgue-Stieljes is a probability measure, we precise this distribution
function as a probability distribution function. As well, a distri-
bution function of a random vector X of Lebesgue-Stieljes is implicitly
a probability distribution function although we do not say : the prob-
ability distribution function of X.

CHAPTER 1
Review of Usual Weak Convergence Results in Rk
1. Introduction
In this chapter, we will see that most of the readers, actually know
a considerable number of weak convergence results, even if they did
not use this concept. What has to be done, on top of this review, is
to present these individual results in the frame of a unified theory in
the most general setting. This is the target of this book which will be
given in the subsequent chapters.
Here, we are going to recall classical convergence results that any stu-
dent should have encountered from the first courses in probability the-
ory or in Statistics.
We begin to set the general frame of weak convergence in Rk, k ≥ 1.
We will admit the statements in the following section. We will be able
to establish their validity in Chapter 2, in particular in Theorem 3 of
that chapter.
2. Weak Convergence in Rk
Let us remind that the probability law of any vector random variable
X : (Ω,A,P) 7→ Rk is characterized by
(a) its distribution function:
Rk 3 x ↪→ FX(x) = P(X ≤ x),
(b) its characteristic function (Here, i is the complex number such
that i2 = −1 with positive sinus, and < ., . > stands for the classical
product space on Rk)
Rk 3 u ↪→ Φ(u) = E(exp(i < u,X >)),
9
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(c) its moment generating function (if it exists in a neighborhood of
the null vector)
Rk 3 u ↪→ ΨX(u) = E(exp(< u,X >)).
and
(d) its Radon-Nikodym derivative, or probability density function (pdf ),
(if it exists), with respect to (w.r.t) a measure ν on Rk :
dP/dν = fX .
It is interesting that these characteristics also play the main roles in
weak convergence through Theorem 3 we will prove in Chapter 2.
We have :
Theorem 1. (THEOREM-DEFINITION-LEMMA) Let Xn :
(Ωn,An,Pn) 7→ (Rk,B(Rk)) be a sequence of random vectors, X :
(Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) a random vector. Then the assertions
(a) and (b) below are equivalent.
(a) For any u ∈ Rk,
ΦXn(u)→ ΦX(u) as n→ +∞.
(b) For any continuity point u ∈ Rk of FX ,
FXn(x)→ FX(x) as n→ +∞.
If one the assertions (a) or (b) holds, we say that the sequence Xn
weakly converges to X, or Xn converges in distributions to X or Xn
converges in law to X, as n→ +∞, and we denote this by
Xn  X or Xn −→d X or Xn L−→ X or Xn w−→ X or Xn −→w X
The weak limit is unique in distribution, meaning that if Xn weakly
converges to X and to Y , then X and Y have the same distribution,
that is FX = FY in the context of Rk.
2. WEAK CONVERGENCE IN Rk 11
We also have the following sufficiency weak convergence conditions.
(c) If the moment generating functions (mgf) ΨXn exist on Bn, n ≥ 1
and ΨX exists on B, where the Bn and B are neighborhoods of 0 such
that B ⊂ ∩n≥0Bn, and if for any x ∈ B,
ΨXn(x)→ ΨX(x) as n→ +∞,
then Xn weakly converges to X.
(d) Finally, suppose that the probability distribution Pn(◦) = Pn(Xn ∈
◦), n ≥ 1, and PX(◦) = P∞(X ∈ ◦) have Radon-Nikodym derivatives
with respect to a measure ν on Rk, denoted by
dPn/dν = fXn n ≥ 1, dPX/dν = fX .
If for any x ∈ DX = {x, fX(x) > 0},
fXn(x)→ fX(x) as n→ +∞,
then Xn  X.
We have the following last point.
(e) Assume that the sequence {Xn, n ≥ 1} ⊂ Rk weakly converges to
X ∈ Rk, as n → +∞ and let A be a real (m, k)-matrix with m ≥ 1.
Then {AXn, n ≥ 1} ⊂ Rm weakly converges to AX ∈ Rm.
Remark. Point (e) of Theorem 1 above is a consequence of the con-
tinuous mapping Theorem 7 in Chapter 2.
In summary, the weak convergence in Rk holds when the dis-
tribution functions, the characteristic functions, the moment
generating functions (if they exist) or the probability density
functions (if they exist) with respect to the same measure ν,
point-wisely converge to the distribution function, or to the
characteristic function or to moment generating function (if
it exists), or to the probability density unction (if it exists)
with respect to ν of a probability measure in Rk. In the case
of point-wise convergence of the distribution functions, only
matters the convergence for continuity points of the limiting
distribution functions.
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All this is awesome and gives us pretty well tools to deal with weak
convergence. The examples given below form the core set of examples
you cannot ignore.
But before we proceed to this review, we need a handsome criterion
derived from the convergence of characteristic functions.
Proposition 1. (Wold Criterion). The sequence {Xn, n ≥
1} ⊂ Rk weakly converges to X ∈ Rk, as n → +∞ if and only if for
any a ∈ Rk, the sequence {< a,Xn >, n ≥ 1} ⊂ R weakly converges
to < A,X >∈ R as n→ +∞.
Proof. The proof is quick and uses the notation above. Suppose that
Xn weakly converges to X in Rk as n→ +∞. By using the convergence
of characteristic functions, we have for any u ∈ Rk
E (exp(i < Xn, u >))→ E (exp(i < X, u >)) as n→ +∞.
It follows that for any a ∈ Rk and for any t ∈ R, we have
(2.1) E (exp(it < Xn, a >))→ E (exp(it < X, a >)) as n→ +∞,
that is, by taking u = ta in the formula above, and by denoting Zn =<
Xn, a > and Z =< X, a >, we have
E (exp(itZn))→ E (exp(itZ)) as n→ +∞.
This means that Zn  Z, that is < a,Xn > weakly converges to
< a,X >.
Conversely, suppose that for any a ∈ Rk, the sequence {< a,Xn >
, n ≥ 1} ⊂ R weakly converges to < A,X >∈ R as n → +∞. Then
by taking t = 1 in (4.16) we get for any a = u ∈ Rk,
E (exp(i < X, u >))→ E (exp(i < X, u >)) as n→ +∞.
which means that Xn  X as n→ +∞.
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3. Examples of Weak Convergence in R
3.1. Weak Convergence of a sequence of Hyper-geometric
random variables to a Binomial random variable.
LetXN be a random variable following a Hyper-geometric lawH(N,M, n)
with M/N → p, N → ∞, n being fixed. Then XN weakly converges
to a Binomial random variable X, that is X ∼ B(n, p).
Proof. Let us use the probability density functions with respect to the
counting measure ν on N. We have
fXn(k) =
(
M
k
)(
N −M
n− k
)
(
N
n
) , 0 ≤ k ≤ min(n,M).
Suppose that M/N → p, N →∞. We have
fXn(k) =
M !
k!(M − k)!
(N −M)!
(n− k)!(N −M − (n− k))!
n!(N − n)!
N !
=
n!
k!(n− k)! ×
M !
(M − k)! ×
(N −M)!
(N −M − (n− k))! ×
(M − n)!
N !
=
(
n
k
)
×
{
M !
(M − k)!
}{
(N −M)!
(N −M − (n− k))!
}{
(M − n)!
N !
}
.
But {
M !
(M − k)!
}
= (M − k + 1)(M − k + 2)...(M − 1)M
= Mk(1− k − 1
M
)(1− k − 2
M
)× ...× (1− 1
M
)
= Mk(1 + o(1))
since M →∞ and k is fixed. Next,
{
(N −M)!
(N −M − (n− k))!
}
= (N −M − (n− k) + 1)× ...× (N −M − 1)(N −M)
= (N −M)n−k(1 + n− k − 1
N −M )(1 +
n− k − 2
N −M )
× ...× ((1 + 1
N −M )
= (N −M)n−k(1 + o(1)),
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since, also, N−M = N(1−M/N) ∼ N(1−p)→∞ and n−k is fixed.
Finally{
(M − n)!
N !
}
=
1
(N − n+ 1)(N − n+ 2)...(N − 1)N
=
1
Nn(1− n−1
N
)(1− n−2
N
)...(1− 1
N
)
=
1
Nn(1 + o(1))
.
for similar reasons. In total for any 0 ≤ k ≤ n
fXn(k) =
(
n
k
)(
M
N
)k (
N −M
N
)n−k
(1+o(1))→
(
n
k
)
pk(1−p)n−k.
Hence, for any k in the support set of the pdf of a B(n, p) random
variable w.r.t to the counting measure ν, denoted
fX(k) =
(
n
k
)
pk(1− p)n−k,
we have
∀(1 ≤ k ≤ n), fXn(k)→ fX(k).
The proof is finished.
Useful remark in sampling technique theory. This result al-
lows to treat drawing without replacement (which generates a hyper-
geometric law) may be approximated as a drawing with replacement
(which gives a Binomial law) when the size of the global population is
large. The idea behind this is the following : if we randomly draw a
small number of individuals from a large set, it is almost improbable
that we draw one individual more than one time.
3.2. Weak Convergence of a sequence of Binomial random
variables to a Poisson random variable.
Let Xn be a sequence of B(n, p) random variable with p = pn → 0 and
npn → λ, 0 < λ, as n → ∞. Then Xn weakly converges to a Poisson
random variable X with parameter λ, that is X ∼ λ.
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Proof. Let us use the moment generating functions. Let Xn be a se-
quence of B(n, pn)-random variable and X be a P(λ) random variable.
We have
ΨXn(t) = ((1− pn) + pnet)n, n ≥ 1; ΨX(t) = exp(λ(et − 1)), t ∈ R.
Put λn = npn → λ. For any fixed t, we have
ΨXn(t) =
(
λn
n
+
(
1− λn
n
)
et
)n
=
(
1− λn(e
t − 1)
n
)n
→ exp(λ(et−1)) = ΨX(t)
by the following classical results of Calculus courses :(
1 +
xn
n
)n
→ ex as n→ +∞ whenever xn → x ∈ R as n→ +∞.
3.3. Weak Convergence of a sequence of Poisson random
variable to a Gaussian random variable.
Let Zλ be a Poisson random variable with parameter λ > 0, that is
Zλ ∼ P(λ). Then the random variable
Zλ − λ√
λ
weakly converges to standard Gaussian random variable X, that is
X ∼ N (0, 1), as λ→ +∞.
Proof. Let us use the moment generating functions. The moment
generating function of Zλ ∼ P(λ) is
ΨZλ(t) = exp(λ(e
t − 1)).
Set
Y (λ) =
Zλ√
λ
=
Zλ − E(X)
σZλ
.
We have
ΨY (λ)(u) = e
−√λ × ϕZ(u/
√
λ) = e−
√
λ × exp(λ(eu/
√
λ − 1)).
As λ→∞, we may use the following expansion
λ
(
eu/
√
λ − 1
)
= λ(1 +
u√
λ
+
u2
2λ
+O(λ−3/2)− 1
= u
√
λ+
u2
2
+O(λ−1/2).
Hence
ΨY (λ)(u) = exp(
u2
2
+O(λ−1/2))→ exp(u2/2).
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We conclude that
Zλ√
λ
→ N (0, 1)
as λ→∞.
3.4. Convergence of a sequence of Binomial random vari-
ables to a standard Gaussian random variable.
Let Xn be a B(n, p) random variable with p ∈]0, 1[ which is fixed and
n ≥ 1. Then, as n→∞,
(3.1) Zn =
Xn − np√
npq
 N (0, 1).
Proof. Let us use the moment generating functions. Let X ∼ B(n, p).
We have
ΨXn(u) = (q + pe
u)n.
where q = 1− p. Then
(3.2) Ψ(Xn−np)/√npq(u) = e
−
√
np/q ×ΨXn(u/
√
npq),
with
ΨX(u/
√
npq) = (q + peu/
√
npq)n.
The idea behind the coming computations is to use a second order ex-
pansion of eu/
√
npq in the neighborhood of 0 as n→∞ and u fixed. We
get an expression of the form 1 + vn, where vn tends to zero. Finally
an expansion of the logarithm function log(1+vn) of order 2 is operated.
Hence, as n→∞ and u is fixed, we have,
eu/
√
npq = 1 +
u√
npq
+
u2
2npq
+O(n−3/2).
Next,
(q + peu/
√
npq) = 1 + u
√
p/nq +
u2
2nq
+O(n−3/2) = 1 + vn
with
vn = u
√
p/nq +
u2
2nq
+O(n−3/2)→ 0.
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Thus,
log
(
1 + u
√
p/nq +
u2
2nq
+O(n−3/2)
)
= log(1 + vn)
= vn − 1
2
v2n +O(v
3
n)
= u
√
p/nq +
u2
2nq
− pu
2
2nq
+O(n−3/2).
Hence
ΨXn(u/
√
npq) = (q + peu/
√
npq)n = exp(n log(q + peu/
√
npq))
= exp
(
n
(
u
√
p/nq +
u2
2nq
− pu
2
2nq
+O(n−3/2)
))
= exp
(
u
√
np/q +
u2
2q
− pu
2
2q
+O(n−1/2)
)
= eu
√
np/qeu
2/2+O(n−1/2).
By going back to (3.2), we arrive at
Ψ(Xn−np)/√npq(u)→ exp(u2/2).
This is
(β(n, p)− np)/√npq →w N (0, 1) as n→ +∞.
QED.
Remark. We will come back for a direct proof of this result using the
central limit theorem stated just below.
3.5. Convergence of a sequence of Negative Binomial ran-
dom variables to a standard Gaussian random variable.
Let Yk be a sequence of NB(k, p) random variable with p ∈]0, 1[ which
is fixed and k ≥ 1. Then, as k →∞,
(3.3) Zk =
p(Yk − kp )√
qk
 N (0, 1).
Proof. Let t ∈ R fixed. We write
Zk =
p√
kq
Yk −
√
k
q
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and remind that
ϕYk(t) =
(
pet
1− qet
)k
.
ϕZk(t) = exp(−t
√
k
q
)ϕYk
(
pt√
kq
)
= exp
(
−t
√
k
q
)(
p exp( pt√
kq
)
1− q exp( pt√
kq
)
)k
= exp
(
−t
√
k
q
)
exp
(
k log
(
p exp( pt√
kq
)
1− q exp( pt√
kq
)
))
=: exp
(
−t
√
k
q
)
exp(k log(Bk))
with
Bk =:
p exp( pt√
kq
)
1− q exp( pt√
kq
)
=:
Bk,1
Bk,2
.
Now, since pt/
√
kq → 0 as k → +∞, we get the second order expan-
sions of Bk,1 and Bk,1 as follows :
Bk,1 = p
(
1 +
pt√
kq
+
p2t2
2kq
+O(k
−3
2 )
)
and
Bk,2 = 1−q
(
pt√
kq
+
p2t2
2kq
+O(k
−3
2 )
)
= p
(
1− t
√
q
k
− pt
2
2k
+O(k
−3
2 )
)
It comes that
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Bk =
Bk,1
Bk,2
=
p
(
1 + pt√
kq
+ p
2t2
2kq
+O(k
−3
2 )
)
p
(
1− t√ q
k
− pt2
2k
+O(k
−3
2 )
)
=:
1 + ak
1− bk ,
with
log(1 + ak) = ak − 1
2
a2k +O(a
3
k)
and
log(1− bk) = −bk − 1
2
b2k +O(b
3
k).
Hence, we get
log(Bk) =
pt√
kq
+ t
√
k
q
+
t2
2k
+O(k
−3
2 ).
Next, we have
exp (k log(Bk)) = exp
(
pt
√
k
q
+ t
√
kq +
t2
2
+O(k
−1
2 )
)
= exp
(
(1− q)t
√
k
q
+ t
√
kq +
t2
2
+O(k
−1
2 )
)
= exp
(
t
√
k
q
+
t2
2
+O(k
−1
2 )
)
.
Finally, we get
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ϕZk(t) = exp
(
−t
√
k
q
)
exp
(
t
√
k
q
+
t2
2
+O(k
−1
2 )
)
= exp
(
t2
2
+O
(
k−1/2
))
→ ϕN (0,1)(t) as k → +∞. 
3.6. Simple Central Limit Theorem in R.
The two last cases are special cases of a more general weak convergence
theorem, called the central limit theorem (CLT ) of Probability Theory.
We say that a sequence of real random variables (Xn)n≥1, for which each
Xn has a positive finite second moment, satisfies the CTL property if
and only if
Xn − E(Xn)
σXn
weakly converges to Gaussian standard random variable. This, of
course, is not always true. Here, we will see a simple case. Later,
we will give a global solution of this problem in R.
Let X1, X2, ... be a sequence of real valued random variables which are
independent and identically distributed (iid) random variables with
common distribution function F with
E(Xi) = µ =
∫
xdF (x) = 0, σ2Xi = σ
2 =
∫
(x− µ)2dF (x) = 1.
Put, for n ≥ 1,
Sn = X1 + ...+Xn.
We have, as n→∞,
Sn√
n
→ N (0, 1).
Proof. Consider the common characteristic function
R 3 u ↪→ ΦXi(u) = E(eiuXi) = Ψ(u).
Since the second moment exists, we have the following expansion at
order 2,
Φ(u) = 1 + iuΦ′(0) +
1
2
u2Φ′′(0) +O(u3)
= 1− 1
2
u2 +O(u2)
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since
Φ′(0) = i E(X) = 0, Φ′′(0) = −E(X2) = −1.
Thus
ΦSn/
√
n(u) = (Φ(u/
√
n))n.
For u fixed, as n→∞,
ΦSn/
√
n(u) = (Φ(u/
√
n))n = exp
(
n log(1− u
2
2n
+O(n−3/2))
)
= exp(n(−u
2
n
+O(n−3/2))
= exp(−u2/2 +O(n−1/2))
→ exp(−u2/2).
We just established
Sn√
n
→ N (0, 1) as n→ +∞.
In a more general case of an iid sequence of random variables X1, X2,
... with
E(Xi) = µ =
∫
xdF (x) = µ, σ2Xi = σ
2 =
∫
(x− µ)2dF (x) = σ2,
we apply the former result to the sequence (Xi − µ)/σ, i = 1, 2, ... to
get
1
σ
√
n
(Sn − nµ)→ N (0, 1).
Let us give two examples of applications of the simple central limit
theorem on the binomial trials.
Example 1 : Weak convergence of the binomial random vari-
able.
We are going to prove the result (3.1) of Subsetion 3.4 concerning the
weak law of a sequence of binomial random variables as the number of
trials, n, increases while the probability of success, p ∈]0, 1[, is fixed.
So we keep the notation of that subsection.
We know from the earlier courses on elementary Probability Theory we
may find in a considerable number of books, especially in [6], with the
current Probability Theory and Statistics Series, in Chapter 2, Lemma
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1, that if Xn ∼ B(n, p), then Xn is the sum of n independent Bernoulli
B(p) random variables Y1, ..., Yn such that
Xn = Y1 + ...+ Yn.
For each of the Yi’s random variables, we have
E(Yi) = p and σ2 = Var(Yi) = pq where q = 1− p.
Then, the random variable Zn in Formula (3.1) becomes
Zn =
Xn − np√
npq
=
1
σ
√
n
n∑
i=1
(Yi − E(Yi)).
Hence, the weak convergence of Zn to N (0, 1) as n→ +∞, is a conse-
quence of the simple central limit standard on R.
Remark. This proof is quick and beautiful. The first proof is still
useful. Because, we may be in a position to teach this result at a level
where the central limit theorem is not available. Besides, this proof
is part of History. In the same spirit, the oldest proof of this result
goes back to 1732 by de Moivre and to 1801 by Laplace (see Loe`ve
[10], page 23). These historical methods can also be found in [6] and
in [7] with a writing which is appropriate to beginners of first year of
university.
Example 2 : Negative Binomial Law.
For a fixed integer k ≥ 1, a Negative Binomial random variable Xk is
defined relatively to Bernoulli trails of probability of success p ∈]0, 1[.
The number of repetitions of a Bernoulli experiment of parameter p
which is necessary to obtain k successes is said to follow a Nega-
tive Binomial random variable with parameters k and p, denoted by
Xk ∼ NB(k, p). For k = 1, it is said that X1 follows a geometric law
with parameter p, denoted X1 ∼ G(p).
Similarly to the sequence of binomial random variable, we may apply
the central limit theorem to the sequence of negative binomial random
variables Xk, k ≥ 1 to get the following result
(3.4) Zn =
p(Xk − kp )√
nq
 N (0, 1) as k → +∞.
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To this purpose, the reader may find more details in classical elemen-
tary books in probability theory, for instance in [6] or in [7], Chapters
2 and 3. In Chapter 2 of these monographs, Lemma 2, ensures that a
NB(k, p) random variables Xk is the sum of k independent and geo-
metric G(p) random variables Y1, ..., Yk such that
Xk = Y1 + ...+ Yn,
and for each of these random variables Zi’s, we have
E(Yi) =
1
p
and σ2 = Var(Yi) =
q
p2
where q = 1− p.
Thus, by the central limit theorem
Zn =
p(Xk − kp )√
nq
=
1
σ
√
n
n∑
i=1
(Yi − E(Yi)) N (0, 1) as k → +∞.
which proves (3.4).
3.7. Limit laws in Extreme value Theory.
Consider X1, X2, ... a sequence of iid random variables with common
distribution function F . Put for each n ≥ 1,
Mn = max(X1, ..., Xn).
Recall that for any x ∈ R
P (Mn ≤ x) = F (x)n, x ∈ R.
The basic problem of extreme value theory is finding sequences (an > 0)n≥1
and (bn)n≥1 such that
Mn − bn
an
weakly converges to some random variable Z,
Mn − bn
an
 Z.
If this holds, we write F ∈ D(FZ).
We are going to give three examples corresponding to the three non-
trivial cases.
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(a) Let Λ be a Gumbel random variable of distribution function
Λ(x) = exp(−e−x), x ∈ R.
Let the Xi’s are standard exponential random variables, Xi ∼ E(1),
with
F (x) = (1− exp(−x))1(x≥0), x ∈ R.
We have, as n→ +∞,
(3.5) Mn − log n Λ.
Proof. By using the distribution functions, we want to prove that for
any x ∈ R,
(3.6) P(Mn − log n ≤ x)→ Λ(x).
Proof. We are going to show, by using the distribution functions, that
Indeed, we have
P(Mn − log n ≤ x) = P (Mn ≤ x+ log n) = F (x+ log n)n.
But for any x ∈ R, x + log n ≥ 0 for n ≥ exp(−x). Then for large
values of n, P (Mn ≤ x+ log n) = (1− exp(−x− log n))n and next for
any x ∈ R and for n large enough,
P(Mn − log n ≤ x) =
(
1− e
−x
n
)
→ e−e−x = Λ(x).
So (3.6) holds and so does (3.5), that is : X ∈ D(Λ).
(b) Let FR(α) a Fre´chet random variable with parameter α > 0, with
distribution function
φα(x) = exp(−x−α)1(x≥0),
where 1A is the indicator function of the set A that assigns the value
one to elements of A and zero to elements of the complementary of A.
Let the Xi’s be Pareto random variables with parameter α > 0, X ∼
Par(α), with common distribution function
F (x) = (1− x−α) 1(x≥1), x ∈ R
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Then, as n→ +∞, we have
(3.7) n−1/αMn  FR(α).()
Proof. We want to prove that for any x ∈ R, we have as n→ +∞,
(3.8) P(n−1/αMn ≤ x)→ φα(x).
The observations Xi’s are non-negative since the support of a Par(α)
law is R+. So the maxima Mn are non-negative for any n ≥ 1. We
may discuss two cases.
Case x ≤ 0. In this case, we have
P(n−1/αMn ≤ 0) = 0 = φα(x),
and then (3.8) holds.
Case x > 0. In this case
P (n−1/αMn ≤ x) = P (Mn ≤ n1/αx).
For large values of n, we have n1/αx > 1 (take n ≥ x−α, to ensure that)
and for these values,
P(n−1/αMn ≤ x) = F (n1/αx)n = (1− (n1/αx)−α)n
=
(
1− x
−α
n
)n
→ exp(−x−α) = φα(x).
So (3.8) holds for x > 0. But putting together the two cases, we have
F ∈ D(FR(α)).
(c) Let W (β) be a Weibull random variable with parameter β > 0,
with distribution function
ψα(x) = exp(−(−x)β)1x≤0 + 1(x>0).
Let the Xi’s be uniformly distributed on (0, 1) with probability distri-
bution function :
F (x) = x1(0≤x≤1) + 1(x≥1), x ∈ R.
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We have
(3.9) n(Mn − 1) d→ W (1) as n→ +∞.
Proof. We have to prove that for any x ∈ R, as n→ +∞,
(3.10) P(n(Mn − 1) ≤ x) = F
(
1 +
x
n
)n
→ ψ1(x).
We have two cases.
Case x ≥ 0. We see that 1 + x/n is non-negative for n ≥ 1 and
P (n(Mn − 1) ≤ x) = F (1 + x
n
)n = 1 = ψ1(x)
and we see that (3.10) holds for x ≥ 0.
Case x < 0. For large values of n, we have 0 ≤ 1 + x/n ≤ 1 (take
0 ≥ −x ≥ n, to get it) and for these values of n,
P (n(Mn − 1) ≤ x) = F
(
1 +
x
n
)n
=
(
1 +
x
n
)n
→ ex = ψ1(x).
Then (3.10) also holds for x < 0 and then (3.10) holds for any x ∈ R,
P(n(Mn − 1) ≤ x) −→ ψ1(x).
Conclusion : F ∈ D(W (1)).
Summary. In Uni-variate Extreme Value Theory (UEVT), it is proved
that the three non-degenerated possible limits are the three we gave
above. You will have the opportunity to go deep in that theory in the
book of this series [5].
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4. Examples of Convergence in Rk
4.1. Simple Central Limit in Rk.
We now move to the Central Limit Theorem in Rk in the iid case. Let
X1, X2, .... be centered iid Rk-random variables with common finite
variance-covariance matrix Σ = (σij)1≤i≤k,1≤j≤k, that is
σij = Cov(Xi, Xj) ∈ R, 1 ≤ i, j ≤ k.
Set the partial sums
Sn = X1 +X2 + ...+Xn, n ≥ 1.
We have the following central limit theorem on Rk,
Sn/
√
n N (0,Σ) as n→ +∞.
Proof. The matrix Σ is symmetrical and non-negative in the sense
that for any u ∈ Rk
tuΣu = tuE(XX ′)u = E(( tXu)( tXu)) = E(( tXu)2) ≥ 0.
By the matrices theory, Σ has k non-negative eigenvalues λ1, λ2,...,λk
and there exists a orthogonal (k, k)-matrix T such that
tTΣT = diag(λ1, λ2, ..., λn) = Λ.
Set
Yi =
tTXi.
The random variables Yi are centered, iid and have common variance-
covariance matrix equal to
ΣY =
tTΣT = Λ.
This means that the components of each Yi are uncorrelated and have
variances equal to λ1, λ2, ..., λn. Set
(4.1) Mn =
1√
n
(Y1 + Y2 + ...+ Yn) =
tT
(
Sn√
n
)
.
For any A = t(a1, a2, ..., ak) ∈ Rk,
< A,Mn >=
1√
n
n∑
i=1
< A, Yi > .
The variables < A, Yi > then are iid and have common variance
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E < A, Yi >2=
n∑
i=1
a2iλi =
tAΛA,
because of the mack of correlation between the components of each Yi.
We may apply the central limit theorem in R to get
< A,Mn >→ N (0,
i=n∑
i=1
a2iλi) = N (0, tAΛA)
But N (0, tAΛA) is the law of a Gaussian random variable that is the
linear transform tAZ =< A,Z > of Z, where Z follows the N (0,Λ)
law. Then
∀A ∈ Rk, < A,Mn > < A,Z > .
In terms of characteristic functions, we have for any t ∈ R and for any
A ∈ Rk,
E exp(it < A,Mn >)→ E exp(it < A,Z >).
For t = 1, we have for any A ∈ Rk
ΦMn(A) = E exp(i < A,Mn >)→ ΦZ(A) = E exp(i < A,Z >).
This means that
Mn  Z.
This, Point (e) of Theorem 1 and (4.1) together implies that
Sn/
√
n = TMn  TZ
and then
tTZ ∼ N (0, TΛ tT ) = N (0,Σ).
Hence, finally, as n→ +∞,
Sn/
√
n N (0,Σ).
4.2. Weak Convergence of the Multinomial Law.
A k-tuple Xn = (X1,n, ..., Xk,n) follows a multinomial law with param-
eters n ≥ 1 and p = (p1, p2, ..., pk), with
∀(1 ≤ i ≤ k), pi > 0 and
∑
1≤i≤k
pi = 1,
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denoted X ∼Mk(n, p), if and only if its probability law is given by
P(X1,n = n1, ..., Xk,n = nk) =
n!
n1!× ...× nk!p
n1
1 × pn22 × ...× pnkk ,
where (n1, ..., nk) satisfies
∀(1 ≤ i ≤ k), ni ≥ 0 et
∑
1≤i≤k
ni = n.
A random variable following the Mk(n, p) law may be generated as
follows :
Consider a random experiment with k possible outcomes Ei, 1 ≤ i ≤ k,
each of them occurring with pi > 0. After n repetitions, the number of
occurrences Xi,n of each Ei is observed for i = 1, ..., k. The resulting
random vector follows the Mk(n, p) law. Each individual coordinate
Xi,n follows the Binomial law B(n, pi).
We have the following weak convergence result.
Put
(4.2)
Zn =
t
(
X1,n − np1√
np1
, ...,
Xk,n − npk√
npk
)
 Nk(0,Σ) as n→ +∞,
where Σ is a (k, k)-matrix with elements Σi,i = 1 − pi and Σi,j =
−√pipj, 1 ≤ i, j ≤ k.
Important remark. This result has a significant number of applica-
tions. We may cite two of them. It is used to have the finite-distribution
function of the empirical process. It also serves as the foundations of
Chi-square statistical tests that will be studied latter in one the books
of this series.
Proof. We have at least two ways of proving the result. The first is
based on the use of the moment generating function on logarithm ex-
pansions. The second exploits the central limit theorem in Rk we just
proved.
First proof. We already know from [9] that its moment generating
function is
φXn(u) =
(∑
1≤i≤k
pie
ui
)n
.
30 1. REVIEW OF USUAL WEAK CONVERGENCE RESULTS IN Rk
We have
Zn = AX +B,
where A is the diagonal matrix
A = diag
(
1√
np1
,
1√
np2
, ...,
1√
npk
)
and
B =

−√np1
−√np2
...
−√npk
 .
Thus
φZn(u) = exp(< B, u >)× φX( tAu)
=
(
exp
(∑
1≤i≤k
−√npiui
))
×
(∑
1≤i≤k
pie
ui/
√
npi
)n
.
Let u be fixed. For each fixed i, 1 ≤ i ≤ k, ui/√npi → +∞ as n→∞
since pi > 0. We have the expansion
eui/
√
npi = 1 + ui/
√
npi +
1
2
u2i
npi
+O(n−3/2).
Next
A =
(∑
1≤i≤k
pie
ui/
√
npi
)n
= exp
(
n log
(∑
1≤i≤k
pie
ui/
√
npi
))
.
= exp ‘
(
n log
(
1 +
∑
1≤i≤k
ui
√
pi/ni +
∑
1≤i≤k
1
2
u2i
ni
+O(n−3/2)
))
.
Set
a =
∑
1≤i≤k
ui
√
pi/n+
∑
1≤i≤k
1
2
u2i
n
→ 0 as n→∞.
We have
A = exp(n log(1 + a)).
Let us expand log(1 + a) at the second order 2. We obtain
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A = exp(n(a− 1
2
a2 +O(a3)).
= exp
n
∑
1≤i≤k
ui
√
pi/n+
∑
1≤i≤k
1
2
u2i
n
− 1
2
(∑
1≤i≤k
ui
√
pi/n
)2
+O(n−3/2)

= exp
∑
1≤i≤k
ui
√
npi +
∑
1≤i≤k
1
2
u2i −
1
2
(∑
1≤i≤k
ui
√
pi
)2
+O(n−1/2)

= exp
(∑
1≤i≤k
ui
√
npi
)
× exp
∑
1≤i≤k
1
2
u2i −
1
2
(∑
1≤i≤k
ui
√
pi
)2
+O(n−1/2)
 .
Putting all this together, we get
φZn(u) = exp
∑
1≤i≤k
1
2
u2i −
1
2
(∑
1≤i≤k
ui
√
pi
)2
+O(n−1/2)

→ φZ(u) = exp
∑
1≤i≤k
1
2
u2i −
1
2
(∑
1≤i≤k
ui
√
pi
)2 .
and
(4.3) φZ(u) = exp
{∑
1≤i≤k
1
2
(1− pi)u2i −
∑
1≤i,j≤k
uiuj
√
pipj
}
,
which is the moment generating function of a k-dimensional centered
Gaussian vector Z whose variance-covariance matrix is Σ. The first
proof finishes here.
Second proof. At the i-th repetition of the experiment, i ∈ {1, ..., n},
we have a random vector
Z(i) =
 Z(i)1...
Z
(i)
k

defined as follows : for each 1 ≤ r ≤ k
Z(i)r =
{
1 if the outcome Er occurs at the i
th experiment and any other did not
0 if a different outcome occurs at the ith experiment
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It is clear that each Z(i) is distributed as a multivariate Mk(1, k) ran-
dom variable, and that the Z(i)’s are independent.
Further, for a fixed i ∈ {1, ..., n}, each Z(i)r , 1 ≤ r ≤ k, follows a
Bernoulli law of parameter p and only one of the Z
(i)
r ’s (1 ≤ r ≤ k)
takes the value one, the others being null. This implying that
Z(i)r Z
(i)
s = 0 for 1 ≤ r 6= s ≤ k, 1 ≤ i ≤ n.
We also have
Z
(i)
1 + ...+ Z
(i)
n = 1.
Then for each i ∈ {1, ..., n},
E(Z(i)r ) = pi and Var(Z(i)r ) = pi(1− pi), 1 ≤ r ≤ k
and for 1 ≤ r 6= s ≤ k
cov(Z(i)r , Z
(i)
s ) = E(Z(i)r Z(i)s )− E(Z(i)r )E(Z(i)s ) = −prps,
since Z
(i)
r Z
(i)
s = 0. So, each Z(i) has the variance-covariance matrix
Σ0 =

p1(1− p1) −p1p2 ... −p1pk−1 −p1pk
−p2p1 p2(1− p2) ... −p2pk−1 −p2pk1
... ... ... ... ...
−pk−1p1 −pk−1p2 ... pk−1(1− pk−1) −pk−1pk
−pkp1 −pkp2 ... −pkpk−1 −pk(1− pk)

or, in a different notation,
Σ0 = (σ
0
ij)1≤i,j≤k with σ
0
ij =
{
pi(1− pi) if i = j
−pipj if i 6= j .
After n repetitions of the experiment, the random variables Z(1), ..., Z(n)
which are independent and Mk(1, k) random vectors add up to Xn,
which means that
Xn = Z
(1) + ...+ Z(n).
By the multivariate standard central limit theorem, we have
Sn =
1√
n
n∑
i=1
(
Z(i) − E(Z(i)) Z0 ∼ Nk(0,Σ0).
We easily check that
Sn =
1√
n
n∑
i=1
(
Z(i) − E(Z(i)) = t(X1,n − np1√
n
,
X2,n − np2√
n
, ...,
Xk,n − npk√
n
)
.
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And then, we have the matrix relation
DSn = Zn,
where D is the diagonal matrix
D = diag(1/
√
p1, ..., 1/
√
pk).
By the continuous mapping theorem (Point (e) of Theorem 1),
Zn = DSn  DZ0 ∼ Nk(0, DΣ0D),
since D is a symmetrical matrix. It remains to compute
Σ = DΣ0D = (σij)1≤i,j≤k.
For 1 ≤ h, j ≤ k, (Σ0D)hj is the matrix product of the hth row of Σ0
by the jth column of D. By using the fact that D is diagonal, we get
for 1 ≤ h, j ≤ k,
(Σ0D)hj = σ
0
hj/
√
pj.
Next σij = (DΣ0D)ij is the product of i
th row of D by the jth column
of (Σ0D)
(j) = t((Σ0D)1j, (Σ0D)2j, ..., (Σ0D)kj) and then, by using the
diagonal property of D, we have
(DΣ0D)ij =
1√
pi
(Σ0D)ij,
and then
σij = (DΣ0D)ij =
1√
pipj
σ0ij =
{
σ0ii/pi = 1− pi if i = j
-
√
pipj if i 6= j ..
We get again that
Zn  Nk(0,Σ),
where Σ is defined in the line following Formula (4.2) in head part of
this subsection. This ends the second proof.
We may conclude in a form of a proposition.
Proposition 2. Le X(n) = t(X1(n), ..., Xk(n)), n ≥ 1, be a se-
quence of k-dimensional random vectors such that each X(n) follows a
multinomial law with parameters n ≥ 1 and p = (p1, p2, ...pk) with
∀(1 ≤ i ≤ k), pi > 0 and
∑
1≤i≤k
pi = 1.
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Then, as n→ +∞,
Zn =
t(
X1 − np1√
np1
, ...,
X1 − npk√
npk
)
weakly converges to a k-dimensional Gaussian vector of variance-covariance
matrix Σ whose elements are
(4.4) Σii = (1− pi)
and
(4.5) Σij = −√pipj.
4.3. Finite dimensional weak limits of the uniform empir-
ical process.
Let U1, U2, ... be a sequence of independent and standard uniformly
distributed random variables on (0, 1) defined on the same probability
space (Ω,A,P), with common distribution function F (s) = s1(0≤s≤1) +
1(s≥1). For each n ≥ 1, we may define the empirical distribution func-
tion associated with U1, U2,...,Un :
R 3 x 7→ Un(s) = 1nCard{i, 1 ≤ i ≤ n, Ui ≤ s}
The empirical process associated with U1, U2,...,Un is defined as follows
αn(s) =
√
n(Un(s)− s), 0 ≤ s ≤ 1.
Consider 0 = t0 < t1 < ... < tk < tk+1 = 1 a partition of (0, 1) and set
Yn =
t(αn(t1), ..., αn(tk+1)).
We have :
Proposition 3. Any finite distribution of the uniform empirical
process of the form
t(αn(t1), ..., αn(tk+1))
with
0 = t0 < t1 < ... < tk < tk+1 = 1,
weakly converges to a k-dimensional Gaussian random variable with
variance-covariance matrix
(min(ti, tj)− titj)1≤i,j≤k ,
that is,
t(αn(t1), ..., αn(tk+1))→ Nk(0, (min(ti, tj)− titj)1≤i,j≤k)
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Proof. Set
(4.6) Zn =
t
(
αn(t1)√
t1
,
αn(t2)− αn(t1)√
t2 − t1 ...,
αn(tk+1)− αn(tk)√
tk+1 − tk
)
.
Let us remark that
Nn = (nFn(t1), nFn(t2)− nFn(t1), ..., nFn(tk+1)− nFn(tk))
follows a multinomial law with outcomes probabilities t1, t2−t1,...,tk+1−
tk. Indeed, we have that
nFn(tj)− nFn(tj−1)
is the number of observations falling in ]tj−1, tj] and for each j, the
probability that one observation falls in ]tj−1, tj] is pj = tj − tj−1.
We may apply the weak convergence of the multinomial law we estab-
lished in Subsection 4.2.
Let us define Zn by centering each jth component of Nn at n(tj− tj−1)
and normalizing it by
√
n(tj − tj−1).
Remind that Yn =
t(αn(t1), ..., αn(tk+1)). We have the matrix relation
Zn = AYn ⇔ Yn = BZn
where the relation y = Bz is the following correspondence
yi =
√
t1x1 +
√
t2 − t1x2 + ...+
√
t2 − t1xi, 1 ≤ i ≤ k + 1.
By the weak convergence of the multinomial law, Zn weakly converges
to a centered Gaussian vector Z = (Z1, Z2, ..., Zk+1) such that
E(Z2j ) = 1− (tj − tj−1)
and
E(ZiZj) = −
√
(ti − ti−1)(tj − tj−1).
By the continuous mapping theorem (Point (e) of Theorem 1), Yn =
BZn weakly converges to Y = BZ, where
Yi =
√
t1Z1 +
√
t2 − t1Z2 + ...+
√
t2 − t1Zi, 1 ≤ i ≤ k + 1.
Let T = (T1, ..., Tk+1) be defined by (tj − tj−1)Zj = Tj, 1 ≤ i ≤ k, that
is
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Z = t
(
T1√
t1
,
T2√
(t2 − t1)
, ...,
Tj√
(tj − tj−1)
, ...,
Tk+1√
(tk+1 − tk)
)
We have
E(T 2j ) = E
((
Zj
√
(tj − tj−1))2 = (tj − tj−1)(1− (tj − tj−1
))
.
and
E(TiTj) =
√
(tj − tj−1)(ti − ti−1)E(ZiZj) = −(tj − tj−1)(ti − ti−1).
Before we compute the covariance of Yi and Yj, we check that for ti ≤ tj,
titj =
(
i∑
h=1
(th − th−1)
)(
j∑
r=1
(tr − tr−1)
)
=
(
i∑
h=1
(th − th−1)
)(
i∑
r=1
(tr − tr−1) +
j∑
r=i+1
(tr − tr−1)
)
=
(
i∑
h=1
(th − th−1)
)2
+
i∑
h=1
j∑
r=i+1
(th − th−1)(tr − tr−1)
=
i∑
h=1
(th − th−1)2 +
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)
−
h=i∑
h=1
r∑
r=i+1
(th − th−1)(tr − tr−1)
By putting together all these points, we are going to compute the
variance-covariance matrix of Y . For 1 ≤ i ≤ j ≤ 1, we have
YiYj =
(
i∑
h=1
Th
)2
+
h=i∑
h=1
j∑
r=i+1
ThTk
=
i∑
h=1
T 2h +
∑
1≤h6=r≤i
ThTr +
i∑
h=1
j∑
r=i+1
ThTr.
Finally, we get
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E(YiYj) =
i∑
h=1
(1− (th − th−1))−
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)
−
h=i∑
h=1
r=j∑
r=i+1
(th − th−1)(tr − tr−1)
=
i∑
h=1
(th − th−1)−
i∑
h=1
(th − th−1)2
−
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)−
i∑
h=1
j∑
r=i+1
(th − th−1)(tr − tr−1)
= ti −
i∑
h=1
(th − th−1)2 −
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)
−
i∑
h=1
j∑
r=i+1
(th − th−1)(tr − tr−1)
= ti − titj = min(ti, tj)− titj.
This completes the proof.
5. Invariance principle
Let X1, X,.... be a sequence of iid centered random variables with
finite variances, that is E |Xi|2 <∞. For each n ≥ 1, set
Sn = X1 + · · ·+Xn
For 0 ≤ t ≤ 1 and n ≥ 1, put
Sn(t) =
S[nt]√
n
where, for any real u, [u] stands for the integer part of u, which is the
greatest integer less or equal to u.
we are going to explore the weak convergence of the finite distributions
if the stochastic process {Sn(t), 0 ≤ t ≤ 1}.
For this purpose, let 0 = t0 < t2 < ... < tk = 1, k ≥ 1. We have :
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Proposition 4. The sequence of finite distributions(
S[ntj ]√
n
, 1 ≤ j ≤ k
)
, n ≥ 1,
weakly converges to k-dimensional centered Gaussian vector with variance-
covariance matrix
(min(ti, tj))1≤i,j≤k .
Proof. We have
Yn(t1) = Xn(t1)−Xn(t0) = 1√n
∑
[nt0]<j≤[nt1}Xj
...
Yn(ti) = Xn(ti)−Xn(ti−1) = 1√n
∑
[nti−1]<j≤[nti}Xj
...
Yn(tk) = Xn(tk)−Xn(tk−1) = 1√n
∑
[ntk−1]<j≤[ntk}Xj
.
We easily see that the random variables Yn(ti) are independent and
that for each 1 ≤ i ≤ k, we apply the central limit theorem in R to get,
Yn(ti) =
1√
n
∑
[nti−1]<j≤[nti}
Xj → N (0, ti − ti−1)
Hence, for any u = (u1, ..., uk) ∈ Rk,
E
(
exp
(∑
1≤i≤1
Yn(ti)ui
))
=
∏
1≤i≤1
E(exp(Yn(ti)ui)→
∏
1≤i≤1
e
1
2
u2i /(ti−ti−1).
Thus, the vector Yn = text
t(Yn(ti), 1 ≤ i ≤ k) weakly converges to a
Gaussian random vector Z, which has independent components and
for each 1 ≤ i ≤ k, the i-th component has the variance ti − ti−1.
The vector Xn = text
t(Xn(ti), 1 ≤ i ≤ k) is the linear transform of Yn
of the form
Xn = AYn =

1 0 ... 0
1 1 ... 0
1 ... 1 0
1 ... ... 1
Yn
with
Aij = 1(i≤j).
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Then Xn weakly converges to V = AZ, whose components satisfy
Vi = Z1 + ...+ Zi
and
Zi = Vi − Vi−1.
Then for any 1 ≤ i ≤ k,
E(V 2i ) =
∑
1≤j≤i
E(Z2j ) =
∑
1≤j≤i
(tj − tj−1) = ti.
And for any 1≤ i ≤ j ≤ k,
E(ViVj) = E(Vi(Vi + (Vj − Vi)
= E(V 2i ) + E(Vi(Vj − Vi)).
Since
Vi = Z1 + ...+ Zi
and since the random variables
Zi = Vi − Vi−1
are independent and centered, we get
E(ViVj) = E(V 2i ) = ti = ti ∧ tj.
This suffices to conclude.
Terminology. The result presented in Proposition 4 is the first step of
what is called invariance principle in Probability Theory.

CHAPTER 2
Weak Convergence Theory
1. Introduction
In this chapter, we treat a unified theory of weak convergence by its
functional characterization. We want to have complete theory of limits
of sequences of probability measures on (Rk,B(Rk)), where B(Rk) is
the Borel σ-algebra of Rk.
However, the handling of the fundamental results only uses the metric
structure of Rk. This is why, whenever possible, we deal with sequences
of probability measures on a metric spaces (S, d), endowed with its
Borel σ-algebra B(S).
But when dealing with limits of sub-sequences of sequences if random
variables or probability measures, we essentially remain in Rk by mak-
ing profit of the Helly-Bray theorem.
As in any theory on limits, we will have to deal with the uniqueness
of limits, and convergence criteria, and relative compactness. Here, we
will speak of weak compactness or simply tightness or uniform tight-
ness.
2. Definition, Uniqueness and Portmanteau Theorem
Definition 1. The sequence of measurable applications Xn : (Ωn,An,Pn) 7→
(S,B(S)) weakly converges to the measurable application X : (Ω∞,A∞,P∞) 7→
(S,B(S)) if and only for any continuous and bounded function f : S 7→
R, (denoted f ∈ Cb(S)), we have
(2.1) Ef(Xn)→ Ef(X) as n→ +∞.
We notice that the spaces on which the applications Xn are defined
have no importance here. Only matter their probability laws on (S, d).
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Indeed, denote L = PX = P∞ ◦X−1, the probability law of X defined
by
∀ B ∈ B(S), L(B) = P∞(X−1(B)) = P∞(X ∈ B).
and for each n ≥ 1, P(n) the probability law of Xn defined by
∀ B ∈ B(S), P(n)(B) = Pn(X−1n (B)) = Pn(Xn ∈ B).
The definition says that Xn weakly converges to X if and only if for
any f ∈ Cb(S),∫
S
f(x) dP(n)(x)→
∫
S
f(x) dL(x) as n→ +∞.
We might also replace (2.1) by
(2.2) Ef(Xn)→
∫
S
f dL as n→ +∞,
and only say that (Xn)n≥1 weakly converges to the probability measure
L. In the sequel, we will use both terminologies.
Warning. It is also important to see that the expectation sym-
bols in (2.1) depend of the probability measures that they use, and
consequently, they should be labeled accordingly as
E∞(f(X)) =
∫
f(X)dP∞, En(f(Xn)) =
∫
f(Xn)dPn, n ≥ 1.
But, for sake of simplicity, we choose not to put the subscripts n and
∞ to keep the writing simple and to use them only when necessary.
Notation. When (Xn)n≥1 weakly converges X as n→ +∞, we mainly
use the notation
Xn  X as → +∞,
but we may also use Xn →w X (w standing for weakly) or Xn →d X
(d standing for : in distribution).
We are going to show that the limit we have defined is unique, but in
distribution, in the following sense.
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Proposition 5. Let Xn : (Ωn,An,Pn) 7→ (S,B(S)) be a sequence
of measurable applications and, P1 and P2 two probability measures on
(S,B(S)). Suppose that Xn weakly converges to Q1 and to Q2. Then,
we necessarily have
Q1 = Q2.
This means that if Xn weakly converges to X and to Y , then they have
the same probability measure, meaning that they are equal in distri-
bution.
Proof. Suppose that Xn weakly converges to P1 and to P2. We want
to show that Q1 = Q2. But it suffices to show that the two probability
measures coincide on the class Θ of open sets of (S, d). Indeed, the
class Θ is a pi-system (that is : a class which is closed under finite
intersection), which generates B(S). Then, by the λ − pi lemma, two
probability measures on (S,B(S)) that coincide on Θ are equal on B(S).
Now let G be an open set of S. For any integer number m ≥ 1, set the
function fm(x) = min(m d(x,G
c), 1), x ∈ S. We may see that for any
m ≥ 1, fm has values in [0, 1], and is bounded. Since Gc is closed, we
have
d(x,Gc) =
{
> 0 if x ∈ G
0 if x ∈ Gc .
It is clear that fm = 0 on the border ∂Gof G. We will not use this fact
in what follows. But, we surely do use it later in this chpater.
Let us show that fm is a Lipschitz function. Let us handle |fm(x)− fm(y)|
through three cases.
Case 1. (x, y) ∈ (Gc)2. Then
|fm(x)− fm(y)| = 0 ≤ m d(x, y).
Case 2. x ∈ G and y ∈ Gc (including also the case where the roles of
x and y are switched). We have
|fm(x)− fm(y)| = |min(md(x,Gc), 1)| ≤ m d(x,Gc) ≤ m d(x, y),
by the very definition of d(x,Gc) = inf{d(x, z), z∈ Gc}.
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Case 3. (x, y) ∈ G2. We use Property (7.6) in the Annexe Section (7)
below and get,
|fm(x)− fm(y)| = |min(md(x,Gc), 1)−min(md(y,Gc), 1)| ≤ |md(x,Gc)−md(y,Gc)| ,
≤ m d(x, y)
by the second triangle inequality. Then fm is a Lipschitz function with
coefficient m. Now, let us show that
fm ↑ 1G as m ↑ ∞.
Indeed, if x ∈ Gc, we obviously have fm(x) = 0 ↑ 0 = 1G(x). If x ∈ G,
that d(x,Gc) > 0 and md(x,Gc) ↑ ∞ as m ↑ ∞. Then for m large
enough,
(2.3) fm(x) = 1 ↑ 1G(x) = 1 asm ↑ ∞.
In summary, each function fm is a non-negative and bounded Lipschitz
function, that implies that fm ∈ Cb(S), m ≥ 1.
Now let us apply the definition of the weak convergence. The assump-
tion implies that for any f ∈ Cb(S), we have as n→ +∞,
(2.4) Ef(Xn)→
∫
f dQ1 and Ef(Xn)→
∫
f dQ2.
By the uniqueness of real limits in R, we get
∀(f ∈ Cb(S)),
∫
f dQ1 =
∫
f dQ2.
Now, we apply this to the fm, m ≥ 1 to say
∀(m ≥ 1),
∫
fm dQ1 =
∫
fm dQ2.
Next, as m increases to +∞, we use (2.3) and apply the Monotone
Convergence Theorem to conclude that∫
1G dQ1 =
∫
1G dQ2,
that is
Q1(G) = Q2(G).
Since G is arbitrary fixed, this equality holds for all open sets of S. We
conclude that Q1 = Q2. 
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From that proof, we use specific functions fm to justify that Q1 = Q2.
By using only the properties of the fm’s, we have the following general
laws.
Proposition 6. Let us consider two probability measures Q1 and
Q2 on (S,B(S)). Let use define the assertions
Q1(A) = Q2(B) (E1)
and ∫
f dQ1 =
∫
f dQ2,
depending respectively on a measurable subset of S and a real-valued
measurable map defined on S. Then we have the equivalence between
the following assertions :
(a) Q1(A) = Q2.
(b) Formula (E1) holds for any open set A.
(c) Formula (E1) holds for any closed set A.
(d) Formula (E1) holds for any continuous and bounded mapping f .
(e) Formula (E1) holds for any continuous and bounded mapping f
vanishing outside an open set.
(f) Formula (E1) holds for any Lipschitz and bounded mapping f .
(g) Formula (E1) holds for any Lipschitz and bounded mapping f van-
ishing outside an open set.
If E = Rk, k ≥ 1,
(h) we may replace the phrase vanishing outside an open set by vanish-
ing outside an bounded open set in (e) and (g).
Furthermore, the assertion :
(i) Formula (E1) holds for function f of the form
f(x) =
k∏
j=1
fj(xj), x = (x1, · · · , xk) ∈ Rk,
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, where each fj is a real-valued mapping defined on R, which is Lips-
chitz, bounded and vanishing outside a bounded open set of R,
is equivalent to any of the assertion (a) - (g).
Remark. Only the last line of the proposition has to be justified, since
the others are merely easy deduction from the proof of the preceding
proposition. But on S = Rk, the class Ob of bounded open intervals of
the form
]a, b[=
k∏
j=1
]aj, bj[
is a pi-system and Rk is an increasing limit of elements of Ob. By a
slightly modified form of the pi − λ rule, Ob is a determining class of
probability measures. For each ]a, b[, for each 1 ≤ j ≤ k, we construct
the sequence (in m) of functions fj,m based on ]aj, bj[, that is fj,m(x) =
min(md(x, ]aj, bj[
c), 1) to get that
fm(x) =
k∏
j=1
fj,m(xj) ↑ 1]a,b[ as m ↑ +∞, x = (x1, · · · , xk).
Since each fm is Lipschitz, bounded (by one), vanishing outside a
bounded open interval, we apply the same reasoning of the proof of
the preceding proposition justify the two statements (h) and (i). 
Notation. When (Xn)n≥1 weakly converges to X, we use the following
main notation
Xn  X as n→ +∞.
But we will also use other notations like : Xn →L X (for convergence
in law) or Xn →d X (or convergence in distribution) or Xn →w X
(weak convergence).
Next, we need to characterize the weak convergence using several cri-
teria. This will furnish a rich set of tools for establishing weak conver-
gence results.
Theorem 2. The sequence of measurable mappings Xn : (Ωn,An, Pn) 7→
(S,B(S)) weakly converges to the probability measure L if and only if
one of these assertions holds.
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(ii) For any open set G of S ,
lim inf
n→+∞
Pn(Xn ∈ G) ≥ L(G).
(iii) For any closed set G of S, we have
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ L(F ).
(iv) For any lower semi-continuous and bounded below function f , we
have
lim inf
n→+∞
Ef(X) ≥
∫
f dL.
(v) For any upper semi-continuous and bounded above function f , we
have
lim sup
n→+∞
Ef(Xn) ≤
∫
fdL.
(vi) For any Borel set B of S that is L-continuous, that is L(∂B) = 0,
we have
lim
n→+∞
P(Xn ∈ B) = lim
n→+∞
Pn(Xn ∈ B) = L(B).
(vii) For any non-negative and bounded Lipschitz function f , we have
:
lim inf
n→+∞
Ef(Xn) ≥
∫
fdL.
Before we begin the proof, we recall that ∂B is the boundary of the set
B. If L(∂B) = 0, it is said that B est L-continuous. As to the semi-
continuous functions, we will give a reminder in the Annexe below.
Proof. To unify the notation, we denote Formula (2.1) as by Point (i)
of the definition of weak convergence. From now, we break the proof
into points.
(1) (ii)⇔ (iii). This is achieved by complementation.
(2) (iv) ⇔ (v). This is achieved by moving from f to −f and by
remarking that opposite of upper semi-continuous functions are lower
semi-continuous and vice-versa.
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(3) (i)⇒ (vii). This is obvious since a Lipschitz function is continuous.
(vii)⇒ (ii). Let G be an open subset of S. For any m ≥ 1, set fm(x) =
min(m d(x,Gc), 1). We already knew from the proof of Proposition 5
that for each m ≥ 1, fm is a non-negative and bounded Lipschitz
function such that
fm ↑ 1G as m ↑ ∞.
We have for any n ≥ 1 and for any m ≥ 1,
E(1G(Xn)) ≥ Efm(Xn).
Let us apply (vii) to get
(2.5) lim inf
n→+∞
E(1G(Xn)) ≥ lim inf
n→+∞
Efm(Xn) ≥
∫
fm dL.
But for any measurable set B and for any probability measure Q,
EQ(1B) = Q(B)
For B = 1X−1n (G) = 1(Xn∈G), we let m increase to +∞ and use the
Monotone Convergence Theorem to (2.5), and get
lim inf
n→+∞
P(Xn ∈ G) ≥
∫
1G dL = L(G).
Thus (ii) holds true.
(4) (ii)⇒ (iv). Assume (ii) is true. Let f be an lower semi-continuous
function bounded below, say byM . In a first step, we are going to prove
(iv) for f−M = g, which is nonnative and lower semi-continuous. Then
the sets (g ≤ c) are closed by Proposition 19 in the Annexe Section 7.
Set for m ≥ 1 fixed,
Gi = {g > i/m}, i ≥ 1
and
gm =
1
m
m2∑
i=1
1Gi
The sets Gi are open since g is lower semi-continuous. Let us remark
that
(2.6) gm(x) =
i
m
for
i
m
< g(x) ≤ i+ 1
m
, for i = 1, ...,m2 − 1
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and
gm(x) = m for g(x) > m.
Then
gm ≤ g.
Further, by (2.6)
|gm(x)− g(m)| ≤ 1/m for g(x) ≤ m.
This implies
g(Xn) ≥ gm(Xn) = 1
m
m2∑
i=1
1Gi(Xn) =
1
m
m2∑
i=1
1(Xn∈Gi)
and next
(2.7) Eg(Xn) ≥ Egm(Xn) = 1
m
E
m2∑
i=1
1(Xn∈Gi).
Then (2.7) yields
Eg(Xn) ≥ Egm(Xn) ≥ 1
m
m2∑
i=1
E1(Xn∈Gi) =
1
m
m2∑
i=1
P(Xn ∈ Gi).
By letting n go to +∞ and by applying (ii), we get
lim inf
n→+∞
Eg(Xn) ≥ lim inf
n→+∞
Egm(Xn) ≥ 1
m
m2∑
i=1
L(Gi) =
∫
gm dL ≥
∫
(g≤m)
gm dL
≥
∫
(g≤m)
g dL+
∫
(g≤m)
(gm − g) dL.
Now, as m→∞, we have∫
(g≤m)
g dL→
∫
g dL
and next, ∣∣∣∣∫
(g≤m)
(gm − g) dL
∣∣∣∣ ≤ L(S)/m→ 0.
Hence
lim inf
n→+∞
Eg(Xn) ≥
∫
g dL.
Now, we come back to f and see that by replacing g by f −M in (vi),
the formula remains true for f by simplification of the finite number
M . Hence (iv) holds.
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(5) (ii)⇒ (vi). Recall that the boundary ∂B of B is the difference of
interior B from it adherence (closure), denoted as ∂B = B − int(B).
Since
int(B) ⊆ B ⊆ B,
we have
(2.8) L(∂B) = L(int(B))− L(B) = 0⇒ L(int(B)) = L(B) = L(B).
Since int(B) is open and B is closed, we may apply both (ii) and (iii)
to get
(2.9) L(int(B)) ≤ lim inf
n→+∞
Pn(Xn ∈ int(B)) ≤ lim sup
n→+∞
Pn(Xn ∈ B),
(2.10) ≤ Pn(Xn ∈ B) ≤ L(int(B)).
Thus, by (2.8),
L(B) = lim inf
n→+∞
Pn(Xn ∈ B) = limPn(Xn ∈ B),
which was the target.
(6) (vi)⇒ (iii). Assume (vi) holds and let F be a closed subset of S.
Set F () = {x, d(x, F ) ≤ } for  ≥ 0. We have
F ⊆ F ()
and, since F is closed,
F () ↓ F as  ↓ 0
Now, ∂F () ⊆ {x, d(x, F ) = } and the sets {x, d(x, F ) = } are
disjoint. So the sets ∂F () are disjoint. So they have null probabilities
except eventually for a countable number of values of , that is
L(∂F ()) = 0,
except eventually for a countable number of values of . (See Proposi-
tion 20 in the Annexe Section 7). Then, we may easily find a sequence
n ↓ 0 such that for any p ≥ 1,
L(∂F (p)) = 0.
For p fixed, F ⊆ F (p) and this implies
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lim sup
n→+∞
Pn(Xn ∈ F ) ≤ lim sup
n→+∞
Pn(Xn ∈ F (p))
Next, by applying (vi)
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ lim sup
n→+∞
Pn(Xn ∈ F (p)) ≤ L(F (p)).
Finally by letting p go to infinity, we arrive at
lim supP(Xn ∈ F ) ≤ L(F ),
and this is (iii).
(7) (iv) ⇒ (i). Assume (iv) is true. Then (v) is also true. Then for
any bounded and continuous function f , it is lower semi-continuous
and bounded below and upper semi-continuous and bounded above.
We may apply both (iv) and (v) to have∫
fdL ≤ lim inf
n→+∞
Ef(Xn) ≤ lim sup
n→+∞
Ef(Xn) ≤
∫
f dL.
Thus ∫
fdL = lim inf
n→+∞
Ef(Xn) = lim sup
n→+∞
E∗f(Xn).
In summary, we have proved the Theorem through the following graph.
We may check that each point implies all the others by using the right
path in :
(i) ⇒ (vii) ⇒ (ii) ⇔ (iii)
⇑ ⇓ ⇑
(v) ⇔ (iv) = (iv) (vi) = (vi)
And this shows that the six assertions are equivalent.
Some extensions. We may and do remark that the implications
(vii) ⇒ (ii) uses functions fm vanishing outside open sets G. So the
weak convergence is also equivalent to the two other assertions, which
are implied par Assertion (i).
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Corollary 1. The sequence of measurable mappings Xn : (Ωn,An, Pn) 7→
(S,B(S)) weakly converges to the probability measure L if and only if
(viia) For any bounded Lipschitz function f , we have :
lim
n→+∞
Ef(Xn) =
∫
fdL,
if and only if
(viib) For bounded Lipschitz function f vanishing outside an open set
, we have :
lim
n→+∞
Ef(Xn) =
∫
fdL.
if and only if
(viic) For bounded continuous function f vanishing outside an open set
, we have :
lim
n→+∞
Ef(Xn) =
∫
f dL.
3. Continuous Mapping Theorem
Let (Xn), n ≥ 1, be a sequence of measurable applications with
values in the metric space (S, d) converging to the measurable appli-
cation X with values in (S, d). Suppose we have a mapping of (S, d)
into another metric space (E, r). The natural question we may ask
ourselves is the following : Does the sequence (g(Xn)), n ≥ 1, weakly
converge to g(X)?
The answer is easy if g is continuous. To make the ideas clear, denote
Yn = g(Xn), n ≥ 1, and Y = g(X). Then for any f ∈ Cb(E), we have
h = (f ◦ g) ∈ Cb(S) and for any n ≥ 1,
Ef(Yn) = E(f ◦ g)(Xn) = E(h(Xn))
and
Ef(Y ) = E(f ◦ g(X)) = E(h(X)).
Then Ef(Yn) converges to Ef(Yn), whenever (Xn) weakly converges to
X. Thus, we may conclude that g(Xn), n ≥ 1, weakly converges to
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g(X).
This result is a particular case of a more general answer given below.
Define by Dg the set of all discontinuity points of g. The continuity of
g means that Dg is empty. The generalization of the result given below
requires that the function g be PX-continuous, that is PX(Dg) = 0.
But we cannot write PX(Dg) unless we are sure that Dg is measur-
able. Fortunately, by Lemma 3 in the Appendix Section 7 below, it is
a surprising fact that Dg is measurable whatever be g. We have the
following more general result.
Proposition 7. Let Xn : (Ωn,An,Pn) 7→ (S,B(S)) be a sequence
of measurable applications weakly to converging to a measurable appli-
cation X : (Ω∞,A∞,P∞) 7→ (S,B(S)) (or to the probability measure
L) and let g be a mapping of (S, d) into the metric space (E, r) such
that g is PX-continuous (or L-continuous), then the sequences g(Xn)
weakly converges to g(X) (or to L ◦ g−1).
Proof. Suppose that Xn →w L with L(discont(g)) = 0. Let F be a
closed subset of E. Let us show that the Point (iii) of Portmanteau
Theorem 2 holds. Let us first show that,
(3.1) g−1(F )) ⊆ g−1(F ) ∪ discont(g).
where g−1(F ) is the closure of g−1(F ). Indeed, let x ∈ g−1(F ). Then
there exists a sequence (yn)n≥1 ∈ g−1(F ) such that yn → x and for
each n ≥ 1, g(yn) ∈ F . From here, we have two cases.
Either x ∈ discont(g) and then x ∈ g−1(F ) ∪ discont(g).
Or x /∈ discont(g), that is g is continuous at x. Then, since, yn → x,
we have g(yn) → g(x). Since the sequence g(yn) is in F , which is
closed, then g(x) ∈ F . This is equivalent to x ∈ g−1(F ) and finally :
x ∈ g−1(F ) ∪ discont(g).
We conclude that (3.1) is true by combining both cases.
Now, let us use (3.1) in the following way. We have
lim sup
n→+∞
Pn(g(Xn) ∈ F ) = lim sup
n→+∞
Pn(Xn ∈ g−1(F ))
≤ lim sup
n→+∞
Pn(Xn ∈ g−1(F ))),
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and subsequently,
lim sup
n→+∞
Pn(Xn ∈ g−1(F ) ) ≤ L(g−1(F )) ) ≤ L(g−1(F )) +L(discont(g))
This concludes the proof by
lim sup
n→+∞
Pn(g(Xn) ∈ F ) ≤ L ◦ g−1(F ).
In that proof, we used general properties of the metric. But when we
have specific knowledge of the metric, we may go deeper and get par-
ticular criteria. Here, we are going to exploit the metrics of Rk, k ≥ 1.
The combination of the Portmanteau theorem with the characteriza-
tion results of probability measures in Rk leads to stunning and fine
results.
4. Space Rk
In this section we focus on the particular metric space S = Rk.
Before we begin, let us make some reminder on the characterization of
the distributions in R.
Let X =
 X1· · ·
Xk
 , Xn =
 X(n)1· · ·
X
(n)
k
,
n ≥ 1, be random vectors of dimension k ≥ 1.
Terminology. By random vectors in Rk, we mean measurable appli-
cations defined on some measurable space with values in Rk.
Before we proceed further, we need some adaptations of the General
Portmanteau Theorem 2 to prepare more precise rules of weak conver-
gence on Rd. On E = Rk, Point (ii) of that theorem may be restricted
to bounded intervals of the form
G =
∏
1≤j≤k
]aj, bj[, ∀j ∈ {1, ..., k}, −∞ < aj < bj < +∞.
If so, the extension corollary 1 (See page 52) may also be adapted
and based on functions vanishing outsides compacts sets. We we the
following extension E = Rk.
4. SPACE Rk 55
Corollary 2. The sequence of measurable mappings Xn : (Ωn,An, Pn) 7→
(Rk,B(Rk)) weakly converges to a probability measure L if and only if
(iiA) For any bounded open set G, we have
lim
n→+∞
Ef(Xn) =
∫
f dL,
if and only if
(viiA) For ant Lipschitz and bounded function f , we have
lim
n→+∞
Ef(Xn) =
∫
f dL,
if and only if
(viiB) For any f Lipschitz and bounded function f , vanishing outside
a compact set, we have
lim
n→+∞
Ef(Xn) =
∫
f dL,
if and only if
(viiC) For any continuous and bounded function f , vanishing outside
a compact set, we have
lim
n→+∞
Ef(Xn) =
∫
f dL
Proof. We only prove Point (iiA) by showing its equivalence with
Assertion (ii) of the Portmanteau Theorem. Obviously (ii) implies
(iiA). Now, suppose that (iiA) is true. Any open G set is a countable
union of bounded intervals Gj =]a
(j), b(j)[. So for each p ≥ 1,
Pn(Xn ∈ G) ≥ Pn
(
Xn ∈
p⋃
1
Gj
)
.
Since ∪1≤j≤pGj is a bounded open set, we may apply (iiA) in the latter
formula to have
lim inf
n→+∞
Pn(Xn ∈ G) ≥ L
(
Xn ∈
p⋃
1
Gj
)
,
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and by letting p ↑ +∞ and by using the continuity of L, we conclude
by
lim inf
n→+∞
Pn(Xn ∈ G) ≥ L(G).
We recall that the probability law of a random vector X of Rk is char-
acterized by its distribution function, defined by
(t1, t2, ..., tk)
T 7→ FX(t1, t2, ..., tk) = P(X1 ≤ t1, X2 ≤ t2, ..., Xk ≤ tk)
or by its characteristic function
(u1, u2, ..., uk)
T 7→ ΦX(u1, u2, ..., uk) = E
(
exp
(
k∑
j
i ujXj
))
or by its moment generating function (whenever its exists) defined by
(u1, u2, ..., uk)
T 7→ ΨX(u1, u2, ..., uk) = E
(
exp
(
k∑
j
ujXj
))
or by its probability density function whenever it exists. And it exists
with respect to the Lebesgue measure for instance if and only if
(t1, t2, ..., tk)
T 7→ fX(t1, t2, ..., tk) = ∂
(k)FX(t1, t2, ..., tk)
∂t1∂t2 · · · ∂tk ,
a.e. with respect to the Lebesgue measures.
It remarkable that these characteristics also play important roles in the
theory of weak convergence of random vectors.
We have the following characterizations and criteria.
Proposition 8. Let Xn : (Ωn,An, Pn) 7→ (Rk,B(Rk)), n ≥ 1 be a
sequence of random vectors and X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)).
If Xn weakly converges to X, then for any continuity point t = (t1, t2, ..., tk)
of FX , we have, as n→ +∞,
(4.1) Pn
(
Xn ∈
k∏
i=1
]−∞, ti]
)
→ FX(t1, t2, ..., tk).
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Proof. Consider the distribution function of X
FX(t1, t2, ..., tk) = P(X1 ≤ t1, X2 ≤ t2, ..., Xk ≤ tk)
= P(X ∈
k∏
i=1
]−∞, ti])
Denote t = (t1, ..., tk) and t(n) = (t1(n), t2(n), ..., tk(n)), n ≥ 1. We
have : t(n) ↑ t (resp t(n) ↓ t) as n→ +∞ if and only if
∀(1 ≤ i ≤ k), ti(n) ↑ ti (resp. ti(n) ↓ ti) as n→ +∞.
Set A(t) =
∏k
i=1 ]−∞, ti]. We have as n ↑ ∞,
A(t(n)) ↓ A(t),
and by using the Monotone Convergence Theorem,
FX(t(n)) = P(X ∈ A(t(n)) ↓ P(X ∈ A(t)) = FX(t),
as n→ +∞. Then FX is right continuous at each point t. But
A(t(n)) ↑ A+(t) =
k∏
i=1
]−∞, ti[ ,
as n→ +∞, and next, still by the Monotone Convergence Theorem,
FX(t(n)) = P(X ∈ A(t(n)) ↑ P(X ∈ A+(t)),
as n→ +∞. But we have
D(t) = A(t) \ A+(t)(4.2)
= {x = (x1, ..., xk) ∈ A(t),∃1 ≤ i ≤ k, xi = ti}.(4.3)
To better understand this formula, let us have a look at it for k = 1 :
]−∞, a] \ ]−∞, a[= {a}
and for k = 2 (a diagram would help) :
]−∞, a] × ]−∞, b] \ ]−∞, a[ × ]−∞, b[
= {(x, y) ∈]−∞, a] × ]−∞, b], x = a or y = b}
Hence, if
(4.4) P∞(X ∈ D(t)) = L(D(t)) = 0,
we get, as n→∞,
FX(t(n)) = P(X ∈ A(t(n))) ↑ P(X ∈ A+(t)) = P(X ∈ A(t))− P(X ∈ D(t))
= FX(t).
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We conclude that (4.4) is the condition for t to be a continuity point
of FX . Further, D(t) is the boundary of A(t), that is
(4.5) ∂A(t) = D(t)
To see this, just check that A(t) is closed and that the interior of A(t)
is A+(t). By Point (vi) of Portmanteau Theorem 2, we get that for any
continuity point t of FX ,
FXn(t) = P(Xn ∈ A(t))→ FX(t) = P(X ∈ A(t)) as n→ +∞.
This ends the proof. Conversely, we will have :
Proposition 9. Let Xn : (Ωn,An, Pn) 7→ (Rk,B(Rk)), n ≥ 1 be
a sequence of random vectors and X : (Ω∞,A∞, P∞) 7→ (Rk,B(Rk)).
Suppose that for any continuity point t of FX , we have
(4.6) FXn(t) = P(Xn ∈ A(t))→ FX(t) = P(X ∈ A(t)) as n→ +∞.
Then Xn weakly converges to X.
Warning. The proof of this proposition below is lengthy and very
technical. It is stated only for people who are training to be a re-
searcher in fundamental mathematics, probability or Statistics. If you
are not among these people, you may skip it.
Proof. Suppose that for any t = (t1, t2, ..., tk) continuity point of FX
and FXn(t)→ FX(t), as n→ +∞.
To show that Xn weakly converges to X, we are going to use Point (ii)
of Portmanteau Theorem 2, that is, for any open set G on Rk, we have
lim inf
n→+∞
Pn(Xn ∈ G) ≥ P(X ∈ G).
Let G be an arbitrary open set in Rk. By using Proposition , G is a
countable union of FX-continuous intervals in the form
G =
⋃
j≥1
]aj, bj],
where for all j ≥ 1, all the points c defined by
ci = a
(j)
i or ci = b
(j)
i ,
are continuity points of FX . Following the notation in Formula (7.1)
of the Appendix Section 7, these points may be parametrized as
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c = b+ ε ∗ (a− b).
In the sequel, U denotes the set of all bounded FX-intervals.
Now, by the continuity of the probability measure PX , we can find for
any η > 0, an integer m such that
(4.7) PX(G)− η ≤ PX
(
m⋃
j=1
]aj, bj]
)
.
We set Aj =]a
j, bj] and use the Poincarre´ formula, that is the inclusion-
exclusion formula, that gives
PX
(
m⋃
j=1
Aj
)
=
∑
PX(Aj)−
∑
PX(AiAj) (FP1)
+
∑
PX(AiAjAk) + ...+ (−1)n+1PX(A1A2...An)
and
PXn
(
m⋃
j=1
Aj
)
=
∑
PXn(Aj)−
∑
PXn(AiAj) (FP2)
+
∑
PXn(AiAjAk) + ...+ (−1)n+1PXn(A1A2...An).
We are going to handle each of these terms of the expressions above.
Let us take one of th terms
PX(Ai1Ai2 ...Aik).
As showed in Subsection 7.1 in the Annexe Section 7 below, the class U
of FX-continuous intervals is stable under finite intersection. Thus, any
set Ai1Ai2 ...Aik , which is of the type ]a, b], is in U . It is a FX-continuous
interval. The Lebesgue-Stieljes Formula, gives
PX(Ai1Ai2 ...Aik) = ∆a,bF,
with
(4.8) ∆a,bF =
∑
ε∈{0,1}k
(−1)(
∑
1≤i≤k εi)FX(b+ ε ∗ (a− b)).
We similarly get that
PXn(Ai1Ai2 ...Aik) =
∑
ε∈{0,1}k
(−1)(
∑
1≤i≤k εi)FXn(b+ ε ∗ (a− b)).
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And we are able to apply the assumption of the convergence of FXn to
FX for continuity points of FX to have, as n→ +∞,
PXn(Ai1Ai2 ...Aik)→ PX(Ai1Ai2 ...Aik).
By operating term by term in Formulas (FP1) and in Formula (FP2),
we conclude that, as n→ +∞,
PXn
(
m⋃
j=1
Aj
)
→ PX(
m⋃
j=1
Aj).
Then
lim inf
n→+∞
Pn(Xn ∈ G) = lim inf
n→+∞
Pn
(
Xn ∈
⋃
j≥1
]aj, bj]
)
≥ lim
n→+∞
Pn(Xn ∈
m⋃
j=1
]aj, bj]) ≥ P∞(X ∈ G)− η,
and this for an arbitrary η > 0. Then, by letting η ↓ 0, we arrive at
lim inf Pn(Xn ∈ G) ≥ P∞(X ∈ G),
for any open set G in Rk. We finally conclude that
Xn →w X as n→ +∞.
We are moving to characteristic functions. We have the following char-
acterization.
Proposition 10. Let Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)), n ≥ 1 be
a sequence of random vectors and X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk))
another random vector. Then Xn weakly converges to X as n→ +∞,
if and only if for any point (u1, u2, ..., uk)
T ∈ Rk,
ΦXn(u1, u2, ..., uk) 7→ ΦX(u1, u2, ..., uk) as n→ +∞.
Remark The proof we are proposing here is based Corollary 3 above
and on a of a version of the Stone-Weierstrass Theorem which is an
important theorem in spaces of continuous functions defined on a com-
pact set. Version of that theorem are recalled in Section 7 (See page
76). Another proof, that is more beautiful to us, is provided in Theo-
rem 10 in Chapter 3. This latter is based on the concept of tightness
and the Levy continuity theorem. But since the proof of Corollary 3 is
based on the tightness, which by the way, is the key to both methods.
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Proof. Recall the definition of the characteristic function :
(u1, u2, ..., uk)
T 7→ ΦX(u1, u2, ..., uk) = E
(
exp
(
i
k∑
j
ujXj
))
,
which can written as follows.
(u1, u2, ..., uk)
T 7→ exp
(
k∑
j
i ujXj
)
= cos
(
k∑
j
ujXj
)
+i sin
(
k∑
j
ujXj
)
.
This is a complex function whose components are bounded and con-
tinuous functions of X and by definition, we have
E exp
(
k∑
j
i ujXj
)
= E cos
(
i
k∑
j
ujXj
)
+ iE sin
(
k∑
j
ujXj
)
.
Hence, by the very definition of weak convergence, for any point t(u1, u2, ..., uk) ∈
Rk,
(4.9) ΦXn(u1, u2, ..., uk) 7→ ΦX(u1, u2, ..., uk).
This proves the direct implication of our proposition. To prove the
indirect one, we appeal to an extension of the Stone-Weierstrass The-
orem (See Corollary 4 in the appendix, page 85, in Subsection 7.5 in
Section 7 below) and to Corollary 3. According to that corollary, we
need to prove that f ∈ Lb,
(4.10) E(f(Xn))→ E(f(X)) as n→ +∞.
* Let f ∈ Lb, vanishing outside [−r, r]k, r > 0. Consider any a > r.
Now let us consider the classH of finite linear combinations of functions
of the form
(4.11)
d∏
j=1
exp
(
injpixj/r
)
,
where nj ∈ Z is a constant and i is the normed complex of angle pi/2
and let Ha be the class of the restrictions ha of elements h ∈ H on
Kr = [−a, a]k.
It is clear that Ha is a sub-algebra of Cb(Ka), Ka = [−a, a]k, with the
following properties.
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(a) f ≡ 0 on ∂Ka.
(b) for each h ∈ H, the uniform norm of h on Rk is equal to the uniform
norm of h on Ka, that is
‖f‖∞ = sup
x∈Rk
|h(x)| = sup
x∈Ka
|h(x)| = ‖f‖Ka .
This comes from that remark that h is a finite linear combination of
functions of the form in Formula 4.11 above and each factor exp (injpixj/r)
is a 2r-periodic function.
(c)Ha separates the points of Ka\∂Ka and separates points of Kr\∂Ka
from points of ∂Ka. Indeed, if x and y are two points in Ka, at the
exception where both of them are edge points of Ka of the form
(x, y) ∈ {(s1, ..., sd) ∈ Ka, ∀j ∈ {1, ..., d}, sj = a− or sj = a}2,
there exists j0 ∈ {1, · · · , d} such that 0 < |xj0 − yj0| < 2r that is
|(xj0 − yj0)/a| < 2 and the function
hr(x) = exp(ipixj0/a)
separates x and y since ha(x) = ha(y) would imply exp(ipi(xj0−xj0)/a) =
1, which would imply xj0 − xj0 = 2`a, ` ∈ Z. The only possible value
of ` would be zero and this is impossible since xj0 − yj0 6= 0.
(d) Hr contains all the constant functions.
We may then apply Corollary 2 in [?] (Corollary 4 in the appendix,
page 85) to get that : there exists ha ∈ Ha such that
‖f − ha‖Ka ≤ ε/3.
By the remark in , we have ‖h‖+∞ = ‖ha‖Ka ≤ ‖f‖Ka + ‖f − ha‖Ka ,
so that
(4.12) ‖h‖+∞ ≤ ‖f‖+∞ + ε/3 ≤ ‖f‖+∞ + 1.
By (4.9), we have
E(h(Xn))→ E(h(X)) as n→ +∞.
Let n0 ≥ such that, for any n ≥ n0,
(4.13) |E(h(Xn))→ E(h(X))| =
∣∣∣∣∫ h dPn ◦X−1n − ∫ h dP ◦X−1∣∣∣∣ ≤ ε/3.
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We have
E(f(Xn))− E(f(X)) =
(∫
f dPn ◦X−1n −
∫
h dPn ◦X−1n
)
+
(∫
h dPn ◦X−1n −
∫
h dP ◦X−1
)
+
(∫
h dP ◦X−1 −
∫
f dP ◦X−1
)
.
The first term satisfies
E
∣∣∣∣∫ f dPn ◦X−1n − ∫ h dPn ◦X−1n ∣∣∣∣ ≤ ∫
Ka
|f − h| dPn ◦X−1n
+
∫
Kca
|f − h| dPn ◦X−1n
≤ ε/3 + (‖f‖+ ‖h‖)Pn(Xn ∈ Kca).(4.14)
By treating the third term in the same manner, we also get
(4.15) E
∣∣∣∣∫ f dP∞ ◦X−1 − ∫ h dP∞ ◦X−1∣∣∣∣ ≤ ε/3 + (‖f‖+ ‖h‖) P∞(X ∈ Kca)
By putting together Formulas (4.13), (4.14) and (4.15), and by using
Formula 4.12, we get for each fixed n ≥ n0,
|E(f(Xn))− E(f(X))| ≤ ε+(2 ‖f‖+1)(Pn(Xn ∈ Kca)+P∞(X ∈ Kca)).
For each fixed n ≥ n0, by letting a ↑ +∞, Pn(Xn ∈ Kca) + P∞(X ∈
Kca) ↓ 0. Then for each n ≥ n0, we have
|E(f(Xn))− E(f(X))| ≤ ε.
Taking the superior limit as n→ +∞, and next letting ε ↓ 0 make us
reach the target. 
By putting together (8), (9) and (10), we have the full Portmanteau
Theorem in Rk.
64 2. WEAK CONVERGENCE THEORY
Theorem 3. Let k be a positive integer. The sequence of random
vectors Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)), ≥ 1, weakly converges to the
random vector X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) if and only if one of
these assertions holds.
(i) For any real-valued continuous and bounded function f defined on
Rk,
lim
n→+∞
Ef(Xn) = Ef(X).
(ii) For any open set G in Rk,
lim inf
n→+∞
Pn(Xn ∈ G) ≥ P∞(X ∈ G).
(iii) For any closed set F of S, we have
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ P∞(X ∈ F ).
(iv) For any lower semi-continuous and bounded below function f , we
have
lim inf
n→+∞
Ef(Xn) ≥ Ef(X).
(v) For any upper semi-continuous and bounded above function f , we
have
lim sup
n→+∞
Ef(Xn) ≤ Ef(X).
(vi) For any Borel set B of S that is PX-continuous, that is P∞(X ∈
∂B) = 0, we have
lim
n→+∞
Pn(Xn ∈ B) = PX(B) = P∞(X ∈ B).
(vii) For any non-negative and bounded Lipschitz function f , we have
lim inf
n→+∞
Ef(Xn) ≥ Ef(X).
(viii) For any continuity point t = (t1, t2, ..., tk) of FX , we have,
FXn(t)→ FX(t) as n→ +∞.
where for each n ≥ 1, FXn is the distribution function of Xn and FX
that of X.
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(ix) For any point u = (u1, u2, ..., uk) ∈ Rk,
ΦXn(u) 7→ ΦX(u) as n→ +∞,
where for each n ≥ 1, ΦXn is the characteristic function of Xn and ΦX
is that of X
The characteristic function as a tool of weak convergence is also used
through the following criteria.
Wold Criterion. The sequence {Xn, n ≥ 1} ⊂ Rk weakly converges
to X ∈ Rk, as n → +∞ if and only if for any a ∈ Rk, the sequence
{< a,Xn >, n ≥ 1} ⊂ R weakly converges to X ∈ R as n→ +∞.
Proof. The proof is quick and uses the notation above. Suppose that
Xn weakly converges to X in Rk as n→ +∞. By using the convergence
of characteristic functions, we have for any u ∈ Rk
E (exp(i < Xn, u >))→ E (exp(i < X, u >)) as n→ +∞.
It follows for any a ∈ Rk and for any t ∈ R, we have
(4.16) E (exp(it < Xn, a >))→ E (exp(it < X, a >)) as n→ +∞.
that is, by taking u = ta in the formula above, and by denoting Zn =<
Xn, a > and Z =< X, a >
E (exp(itZn))→ E (exp(itZ)) as n→ +∞.
This means that Zn  Z, that is < a,Xn > weakly converges t0
< a,X >.
Conversely, suppose that for any a ∈ Rk, the sequence {< a,Xn >
, n ≥ 1} ⊂ R weakly converges to X ∈ R as n → +∞. Then by
taking t = 1 in (4.16) we get for any a = u ∈ Rk,
E (exp(i < X, u >))→ E (exp(i < X, u >)) as n→ +∞.
which means that Xn  +∞ as n→ +∞.
5. Theorem of Scheffe´
In the previous section, we linked the weak convergence to some
characteristics of random vectors distributions, in particular the dis-
tribution functions and the characteristic functions. Now, what hap-
pens for the probability density functions? The theorem of Sheffe´ goes
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beyond the particular case of Rk and gives a very general answer as
follows.
Theorem 4. . Let λ be a measure on some measurable space
(E,B). Let p, (pn)n≥1 be probability densities with respect to λ, that are
real-valued, non-negative and measurable functions defined on E such
that
(5.1) ∀n ≥ 1,
∫
pn dλ =
∫
p dλ = 1.
Suppose that
pn → p, λ− a.e.
Then
(5.2) sup
B∈B
∣∣∣∣∫
B
pn dλ−
∫
B
p dλ
∣∣∣∣ = 12
∫
|pn − p| dλ→ 0.
Proof. Suppose pn → p, λ− a.e. Set ∆n = p− pn. Then (5.1) implies∫
∆n dλ = 0.
Then, for B ∈ B,∫
Bc
∆n dλ =
∫
∆n dλ−
∫
B
∆n dλ = −
∫
B
∆n dλ.
Thus,
2
∣∣∣∣∫
B
∆n dλ
∣∣∣∣ = ∣∣∣∣∫
B
∆n dλ
∣∣∣∣+ ∣∣∣∣∫
Bc
∆n dλ
∣∣∣∣
≤
∫
B
|∆n| dλ+
∫
Bc
|∆n| dλ ≤
∫
|∆n| dλ,(5.3)
meaning that
(5.4)
∣∣∣∣∫
B
∆n dλ
∣∣∣∣ ≤ 12
∫
|∆n| dλ.
By taking B = (∆n ≥ 0) in (5.3), we get
2
∣∣∣∣∫
B
∆n dλ
∣∣∣∣ = ∣∣∣∣∫
B
∆+n dλ
∣∣∣∣+∣∣∣∣∫
Bc
−∆−n dλ
∣∣∣∣ = ∫ ∆+n dλ+∫ ∆−n dλ = ∫ |∆n| dλ.
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By putting together the two last formulas, we have
(5.5) sup
B∈B
∣∣∣∣∫
B
pn dλ−
∫
B
p dλ
∣∣∣∣ = 12
∫
|pn − p| dλ.
Now we get,
0 ≤ ∆+n = max(0, p− pn) ≤ p.
Besides, we have∫
∆+n dλ =
∫
(∆n≥0)
∆n dλ
=
∫
∆n dλ−
∫
(∆n≤0)
∆n dλ
=
∫
(∆n≤0)
−∆n dλ =
∫
∆−n dλ,
so that
(5.6)
∫
|∆n| dλ = 2
∫
∆+n dλ
Here, we apply the Fatou-Lebesgue Dominated Theorem to
0 ≤ ∆+n ≤ |∆n| → 0 λ− a.e. as n→ +∞, and 0 ≤ ∆+n ≤ p
.
We get ∫
∆+n dλ→ 0,
in virtue of (5.5),
sup
B∈B
∣∣∣∣∫
B
pn dλ−
∫
B
p dλ
∣∣∣∣ = 12
∫
|pn − p| dλ =
∫
∆+n dλ→ 0.
which puts and end to the proof.
The Theorem of Scheffe´ may be applied to probability densities in Rk
with respect to the Lebesgue measure or to a counting measure.
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Proposition 11. These two assertions hold.
(A) Let Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)) be random vectors and X :
(Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) another random vector, all of them ab-
solutely continuous with respect to the Lebesgues measure denoted as
λk. Denote fXn the probability density function of Xn, n ≥ 1 and by
fX the probability density function of X. Suppose that we have
fXn → fX , λk − a.e., as n→ +∞.
Then Xn weakly converges to X as n→ +∞.
(B) Let Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)) be discrete random vectors
and X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) another discrete random vector.
For each n, define Dn the countable support of Xn, that
Pn(Xn ∈ Dn) = 1 and for each x ∈ Dn, P(Xn = x) 6= 0,
and D∞ the countable support of X. Set D = D∞ ∪ (∪n≥1Dn) and de-
note by ν as the counting measure on D. Then the probability densities
of the Xn and of X with respect to ν are defined on D by
fXn(x) = Pn(Xn = x), n ≥ 1, fX(x) = P∞(X = x), x ∈ D.
If
(∀x ∈ D), fXn(x)→ fX(x),
then Xn weakly converges to X.
We will finish by giving a very refined complement the Portmanteau
Theorem on Rk. Denote by Lb the class of functions of the form
f(x) =
k∏
j=1
fj(xj), x = (x1, ..., xk)
t, (PF )
where each fj is continuous bounded and vanishing outside a compact
set. denote also by Lbl the class of functions of the form (PF) where
each fj is bounded, Lipschitz and vanishing outside a compact set.
We have the following extension.
Corollary 3. The sequence of measurable mappings Xn : (Ωn,An, Pn) 7→
(Rk,B(Rk)) weakly converges to a probability measure L if and only if
for any fLb,
Ef(Xn)→
∫
f dL,
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if and only if for any fLbl,
Ef(Xn)→
∫
f dL,
Proof. The proof of that important extension uses the tightness which
will be addressed in Chapter 3, Subsection ??, page ??. 
6. Weak Convergence and Convergence in Probability on
one Probability Space
In this section, we place the weak convergence limit in the general frame
of the convergence of random variables defined on the same probability
space (Ω,A,P) with values in a metric space (S, d). We already saw
that the weak convergence of random variables does not require from
them and from the weak limit random variable that they are defined
on a common probability space. In the particular case where this hap-
pens, and only in this case, we are able to have interesting relations
with other types of convergences.
Conversely, the powerful theorem of theorem of Skorohod-Wichura-
Dudley allows to transform any weak convergence, under specific con-
ditions on the space S, to an almost-sure convergence of versions of the
sequences and on the limit. In this text, this theorem is only proved
when S is the real line R in Chapter 4. The proof is expected in a more
general book on weak convergence.
Let us begin with the definitions.
6.1. Definitions.
In all this section, except in the Subsection 11, the random variables
(Xn)n≥0, (Yn)n≥0, etc., and the random variables X, Y, etc. are defined
on the same probability space (Ω,A,P) and have their values in the
metric space (S, d). We will also have to use constants c in S. So you
will not find probability measures P∞, and Pnn, n ≥ 1, here.
(a) Almost-sure convergence.
The sequence (Xn)n≥0 converges almost-surely toX as n→∞, denoted
as Xn −→ X, a.s. as n→∞, if and only if the subspace of Ω on which
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(Xn)n≥0 fails to converge to X is a P-null set, that is
P({ω ∈ Ω, Xn 9 X}) = P({ω ∈ Ω, d(Xn, X) 9 0}) = 0.
This may be expressed as
(Xn 9 X) =
⋃
k≥1
⋂
n≥0
⋃
p≥n
(d(Xp, X) > k
−1).
and this is surely measurable because of the continuity of the metric d.
This leads to the new definition : (Xn)n≥0 almost-surely converges to
X as n→∞, if and only if :
(6.1) ∀k ≥ 1, P
(⋂
n≥0
⋃
p≥n
(d(Xp, X) > k
−1)
)
= 0.
(b) Convergence in probability.
The sequence (Xn)n≥0 converges in probability to X, as n → +∞,
denoted as Xn −→P X, if and only if
∀ε > 0, lim
n−→+∞
P (d(Xn, Y ) > ε) = 0.
Now, we are going to make a brief comparison between these two types
of convergence. The following proposition is already known to the
reader in the case where S is R.
Proposition 12. If Xn −→ X a.s. as n→ +∞, then Xn −→P X
as n→ +∞.
Proof. The proof is the same as in R. Suppose that Xn −→ X a.s. as
n→ +∞. We have to prove (6.1). We have for k ≥ 1,
(d(Xn, X) > k
−1) ⊂
⋃
p≥n
(d(Xp, X) > k
−1) =: Bn,k.
But the sequence Bn,k is non-decreasing in n to⋂
n≥0
⋃
p≥n
(d(Xp, X) > k
−1) =: Bk
and for any n ≥ 0 and k ≥ 1,
(6.2) P(d(Xn, X) > k−1) ≤ P (Bn,k) .
By the continuity of the probability,
lim sup
n→∞
P(d(Xn, X) > k−1) ≤ lim
n→∞
P (Bn,k) = P (Bk) = 0,
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where we applied (6.1) to the left member of (6.2).
Now we are going to give a number of relations between the convergence
in probability and the weak convergence
6.2. Weak Convergence and Convergence in Probability.
Before we step in the comparison results, we have to enrich the Port-
manteau Theorem 2 by this supplementary point.
Lemma 1. The sequence (Xn)n≥0 weakly converges to X as n →
+∞ if and only if
(viia) For any bounded Lipschitz function f : S −→ R,
Ef(Xn)→ f(X),
as n→ +∞.
Proof. Let us place ourselves in the proof of Portmanteau Theorem
2. Now (vii) is a sub-case of (viia), and then (viia) =⇒ (vii). Now
if (vii) holds, we may take the infimum A and the supremum B of a
bounded Lipschitz function f. By applying Point (vii) to f −A and to
−f +B, we get (viia). Then we have (vii)⇐⇒ (viia).
We are going to state a number of properties.
In the sequence, all limits in presence of subscripts n are meant as
n→ +∞ unless the contrary is specified.
(a) The convergence in probability implies the weak conver-
gence
Proposition 13. If Xn −→P X as n → +∞, then Xn  X as
n→ +∞.
Proof. Suppose that Xn −→P X. Let us show that Xn  X by using
Point (viia) of Lemma 1 above. Let f be a Lipschitz bounded function
of coefficient ` > 0 and of bound M. We have for any n ≥ 0,
|f(Xn)− f(X)| ≤ `d(Xn, X).
We have for any n ≥ 0 and for any ε > 0,
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|Ef(Xn)− Ef(X)| ≤ E |f(Xn)− f(X)|
≤
∫
(d(Xn,X)≤ε)
|f(Xn)− f(X)| dP
+
∫
(d(Xn,X)>ε)
|f(Xn)− f(X)| dP.
But for any n ≥ 0 and for any ε > 0,∫
(d(Xn,X)≤ε)
`d(Xn, X)dP ≤ `ε.
Furthermore, for any n ≥ 0 and for ε > 0,∫
(d(Xn,X)>ε)
|f(Xn)− f(X)| dP ≤
∫
(d(Xn,X)>ε)
2MdP ≤ 2M P(d(Xn, X) > ε).
Then for any n ≥ 0 and for any ε > 0,
|Ef(Xn)− Ef(X)| ≤ `ε+ 2M P(d(Xn, X) > ε).
Then for any ε > 0,
lim sup
n→∞
|Ef(Xn)− Ef(X)| ≤ `ε.
By letting ε ↓ 0, we get
Ef(Xn) −→ Ef(X),
which finishes the proof.
(b) Weak convergence and convergence in probability to a
constant are equivalent.
Proposition 14. We have the following equivalence : Xn −→P c
as n→ +∞ if and only if Xn  c as n→ +∞.
Proof. The implication (Xn →P c) ⇒ (Xn  c) comes from Propo-
sition 13. Let us prove that (Xn  c) ⇒ (Xn →P c). Suppose that
(Xn  c) . Let ε > 0. Point (ii) of Portmanteau Theorem 2 gives
lim inf
n→+∞
P(d(Xn, c) < ε) = lim inf
n→+∞
P(Xn ∈ B(c, ε)) ≤ P(c ∈ B(c, ε))
= P(d(c, c) < ε)
= P(Ω) = 1.
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Then
lim sup
n→+∞
P(d(Xn, c) ≥ ε) = 1− lim inf
n→+∞
P(d(Xn, c) ≤ ε) ≤ 1− 1 = 0.
Then for any ε > 0,
lim sup
n→+∞
P(d(Xn, c) > ε) ≤ lim sup
n→+∞
P(d(Xn, c) ≥ ε) = 0.
Hence Xn →P c.
(c) Two equivalent sequences in probability weakly converge
to the same limit if one of them does.
Proposition 15. If Xn  X and d(Xn, Yn) −→P 0 as n → +∞
, then Yn  X.
Proof. Suppose Xn  X and d(Xn, Yn) −→P 0. Let us prove that
Yn  X by using Point (viia) of Proposition 13 above. Let f be a
bounded Lipschitz function with coefficient ` > 0 and bound M. We
have for any n ≥ 0 and ε > 0,
|Ef(Yn)− Ef(X)| ≤ E |f(Yn)− f(X)|
≤ E |f(Xn)− f(X)|+ E |f(Yn)− f(Xn)| .
By applying Point (viia) of Lemma 1 above and by using the weak
limit Xn  X, we get
lim sup
n→+∞
|Ef(Yn)− Ef(X)| ≤ lim sup
n→+∞
E |f(Yn)− f(Xn)| .
Now we use the same method used in the proof of Proposition 13 to
have
E |f(Yn)− f(Xn)| ≤
∫
(d(Yn,Xn)≤ε)
|f(Yn)− f(Xn)| dP
+
∫
(d(Yn,Xn)>ε)
|f(Yn)− f(Xn)| dP
≤ `ε+ 2M d(Yn, Xn),
which tends to zero as n→ +∞ and next ε ↓ 0. We conclude that
lim sup
n→+∞
|Ef(Yn)− Ef(X)| = 0.
(d) Slutsky’s Theorem.
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We have the following important and yet simple tool in weak conver-
gence.
Proposition 16. If Xn  X and Yn  c, then (Xn, Yn)  
(X, c)
Proof. Let Xn  X and Yn −→P c. We want to show that (Xn, Yn) 
(X, c). We first remark that Yn −→P c since Yn  c. Next, on S2
endowed with the euclidean metric,
de((x
′, y′), (x′′, y′′)) =
√
d(x′, x′′)2 + d(y′, y′′)2,
we have
de((Xn, Yn), (Xn, c)) = d(Yn, c).
It comes that for any ε > 0,
lim sup
n→+∞
P(de((Xn, Yn), (Xn, c)) > ε) = lim sup
n→+∞
P(d(Yn, c) > ε) = 0,
since Yn −→P c. Then de((Xn, Yn), (Xn, c)) −→P 0. By Proposition 15,
it is enough to have the weak limit of (Xn, c) which will be that of
(Xn, Yn).
To show the weak convergence of (Xn, c) to (X, c), we consider a
real bounded and continuous function g(·, ·) defined on S2 and try
to show that Eg(Xn, c) → Eg(X, c). But it comes from that c is
fixed and the function f(x) = g(x, c) is bounded and continuous and
then Ef(Xn) → Ef(X) since Xn  X. But Ef(Xn) → Ef(X) is
Eg(Xn, c)→ Eg(X, c). This finishes the proof.
(e) Coordinate-wise convergence in probability.
Proposition 17. Xn −→P X and Yn −→P Y if and only if
(Xn, Yn) −→P (X, Y ).
Proof. Suppose that Xn −→P X and Yn −→P Y. Let us use the
Manhattan distance on S2 :
dm((x
′, y′), (x′′, y′′)) = d(x′, x′′) + d(y′, y′′).
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For any ε > 0, lim supn→+∞ P(dm((Xn, Yn), (X, Y )) > ε) is
= lim sup
n→+∞
P(d(Xn, X) + d(Yn, Y )) > ε)
≤ lim sup
n→+∞
(
P(d(Xn, X) > ε/2) + P(d(Yn, Y ) > ε/2)
)
≤ lim sup
n→+∞
P(d(Xn, X) > ε/2) + lim sup
n→+∞
P(d(Yn, Y ) > ε/2)
= 0.
Conversely, suppose that (Xn, Yn) −→P (X, Y ). Then for any n ≥ 1,
d(Xn, X) ≤ d(Xn, X)+d(Yn, Y ) = dm((Xn, Yn), (X, Y ))→P 0 as n→ +∞.
Then d(Xn, X)→P 0 as n→ +∞ and, in the same manner, d(Yn, Y )→P
0.
6.3. Skorohod-Wichura Theorem.
We only state this result in a complete and separable metric space.
Theorem 5. Let (Xn)n≥0, and X be of measurable applications
with values in (S, d), a complete and separable space, not necessarily
defined on the same probability space.
If Xn  X, then there exists a probability space (Ω,A,P) holding mea-
surable applications (Yn)n≥0 and Y such that
PX = PY and (∀n ≥ 0,PXn = PYn)
and
Yn → Y, a.e.
This theorem is powerful and may reveal itself very usefull in a great
number of situations. You will find a proof of it for S = R in Chapter
4, Theorem 11.
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7. Appendix
7.1. F -continuous intervals, where F is a distribution func-
tion.
Let P be a probability measure P on (Rk,B(Rk)). Consider its distri-
bution function
(x1, ..., xk) ↪→ F (x1, ..., xk) = P
(
k∏
i=1
]−∞, xi]
)
.
7.1.1. F -continuous intervals. Let
]a, b] =
k∏
i=1
]ai, bi]
be and interval of Rk. Define
E(a, b) = {c = (c1, ..., ck) ∈ Rk, ∀1 ≤ i ≤ k, (ci = ai ou ci = bi)}.
We may use extra-notations to get compact forms of E(a, b). Define
the product of k-tuples term by term
(x1, ..., xk) ∗ (y1, ..., yk) = (x1y1, ..., xkyk).
We also have
(7.1) E(a, b) = {b+ ε ∗ (a− b), ε = (ε1, ..., εk) ∈ {0, 1}k}.
We say that the interval (a, b) is F -continuous if and only if (a, b) is
bounded and each element of E(a, b) is a continuity point of F , that is
∀c ∈ E(a, b),P(∂]−∞, c]) = 0.
Let U be the class of all F -continuous intervals. By convention, we
say that the empty set is an F -continuous interval. Here are some
properties of U .
7.1.2. U is stable by finite intersection. Take ]a, b] =
k∏
i=1
]ai, bi] ∈ U
and ]c, d] =
k∏
i=1
]ci, di] ∈ U . We have
]a, b]∩]c, d] =
k∏
i=1
]ai ∨ ci, bi ∧ di] =]α, β],
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where x ∨ y and x ∧ y respectively stand for the maximum and the
minimum of x and y, and α = (a1 ∨ c1, .., ak ∨ ck) and β = (b1 ∧
d1, ..., bk ∧ dk). If ]a, b]∩]c, d] is empty, it is in U . Otherwise, none of
the factor ]ai ∨ ci, bi ∧ di] is empty. We are going to show that :
(7.2) ∀e ∈ E(α, β), ∂]−∞, e] ⊂
⋃
z∈E(a,b)∪E(c,d)
∂]−∞, z].
Indeed, take e ∈ E(α, β). We have
ei = ai ∨ ci or bi ∧ di, 1 ≤ i ≤ k.
Take t ∈ ∂]−∞, e]. This means that
(ti ≤ ei, 1 ≤ i ≤ k) and (∃i0,ti0 = ei0)
Since ]α, β] is included in ]a, b] and in ]c, d], t satisfies
ti ≤ bi and ti ≤ di, 1 ≤ i ≤ k.
Now, let us consider i0 such that ti0 = ci0 . We have four cases
ti0 = ei0 = ai0 ∨ ci0 = ai0 =⇒ ti0 = ai0 and ti ≤ bi, 1 ≤ i ≤ k
ti0 = ei0 = ai0 ∨ ci0 = ci0 =⇒ ti0 = ci0 and ti ≤ di, 1 ≤ i ≤ k
ti0 = ei0 = bi0 ∧ di0 = bi0 =⇒ ti0 = bi0 and ti ≤ bi, 1 ≤ i ≤ k
ti0 = ei0 = bi0 ∧ di0 = di0 =⇒ ti0 = di0 and ti ≤ di, 1 ≤ i ≤ k
.
We are going to conclude by considering each line of the formula above.
First line : t ∈ ∂] − ∞, z1] where z1 = (b1, ..., bi0−1, ai0,bi0+1, bk) ∈
E(a, b).
Second line : t ∈ ∂] − ∞, z2] where z2 = (d1, ..., di0−1, ci0,di0+1, dk) ∈
E(c, d).
Third line : t ∈ ∂]−∞, b] and of course b ∈ E(a, b).
Fourth line : t ∈ ∂]−∞, d] and of course d ∈ E(c, d). So t is one of the
∂]−∞, z] with z ∈ E(a, b) ∪ E(c, d).
So 7.2 holds, and since the union is a finite union of null sets, we have
∀e ∈ E(α, β), P (∂]−∞, e]) = 0.
Therefore, U is stable by finite intersection.
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Lemma 2. Every neighborhood of an arbitrary point x includes a
F -continuous interval ]a, b] containing x.
Let V be a neighborhood of x. There exists an interval such that ]a, b[
x ∈
k∏
i=1
]ai, bi[.
Set
ε0 = min(xi − ai, 1 ≤ i ≤ k) ∧min(bi − xi, 1 ≤ i ≤ k),
denote by δ = (1, ..., 1) the vector of Rk whose all components are equal
to one. Then for 0 < ε < ε0, we have
]a+ εδ, x+ εδ] ⊂]a, b[.
Each point e of E(a+ εδ, x+ εδ) is of the form
t(ε) = (t1 + ε, t2 + ε, ..., tk + ε, )
with, of course, ti = ai or ti = xi. For any choice of these t = (t1, ..., tk),
the sets ∂] −∞, t(ε)] are disjoint. Then, by Proposition 20 below we
have
P(∂]−∞, t(ε)]) > 0,
except, eventually, when ε is out of countable set Dt ⊂]0, ε0[. But
D = ∪tD(t) ⊂]0, ε0[ is is countable, since it is at most a union of 2k
countable sets. Hence, surely, we may pick a value of ε out of ]0, ε0[,
such that for any vector e satisfying
ei = ai + ε or xi + ε
we have
P (∂]−∞, t(ε)]) = 0
and
x ∈]a+ εδ, x+ εδ] ⊂]a, b[.
We just proved that there exists ]Ax, Bx[=]a+εδ, x+εδ/2[ and ]ax, bx] =
]a+ εδ, x+ εδ] such that
(7.3) x ∈]Ax, Bx[⊂]ax, bx] ⊂ V.
Let us use this to show that any open set G of Rk is a countable union
of F -continuous intervals.
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Indeed, by (7.3), any open set G may be written as
G =
⋃
x∈G
]Ax, Bx[.
Since Rk is a separable space, this open cover reduces to a countable
cover, that is, there exists a sequence (xj)j≥0 ⊂ G such that
G =
⋃
j≥0
]Axj , Bxj [.
We finally get
G =
⋃
j≥0
]axj , bxj ],
where the ]axj , bxj ] are F -continuous intervals. We have this proposi-
tion.
Proposition 18. Let F be any probability distribution function on
Rk, k ≥ 1. Then any open G set in Rk is a countable union of F -
continuous intervals of the form ]a, b] or ]a, b[, where by definition, an
interval (a, b) is F -continuous if and only if, for any
ε = (ε1, ε2, ..., εk) ∈ {0, 1}k
,
the point
b+ ε ∗ (a− b) = (b1 + ε1(a1 − b1), b2 + ε2(a2 − b2), ..., bk + εk(ak − bk))
is a continuity point of F .
7.2. Semi-continuous Functions.
A function f : S 7→ R, where S is a metric space, is continuous if and
only if
(i) For any x ∈ R, for any ε > 0, there exists a neighborhood V of x
such that
y ∈ V ⇒ f(y) ∈]f(x)− ε, f(x) + ε[.
In this formula, we use the whole interval ]f(x) − ε, f(x) + ε[ in the
definition. But we might be interested only by one the half intervals.
This gives semi-continuous functions. Precisely, a real-valued function
f is upper semi-continuous (u.s.c for short) if and only if
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(ii) For any x ∈ R, for any ε > 0, there exists a neighborhood V of x
such that
y ∈ V ⇒ f(y) < f(x) + ε,
and a real-valued function f is lower semi-continuous (l.s.c for short)
if and only if
(iii) For any x ∈ R, for any ε > 0, there exists a neighborhood V of x
such that
y ∈ V ⇒ f(y) > f(x)− ε.
We have two immediate remarks.
(a) A real function is continuous if and only if it is both u.s.c and l.s.c.
(b) A real function f is u.s.c. if and only if its opposite −f is l.s.c.
Here is a characterization of real-valued semi-continuous functions.
Proposition 19. We have the following properties :
(1) f : S 7→ R is upper semi-continuous function if and only if the set
(f ≥ c) is closed for any real number c ∈ R.
(2) f is lower semi-continuous if and only if the set (f ≤ c) is closed
for any real number c ∈ R.
(3) If f is u.s.c or l.s.c, it is measurable.
Proof. Proof of Point (1). Let us begin by the direct implication. Let
f be a u.s.c function from S to R. Let us show that the set (f ≥ c) is
closed by showing that the set (f < c) is open. Let x ∈ Gc = (f < c),
that is f(x) < c. Let us take ε = c− f(x) > 0. Since f is u.s.c, there
exists a neighborhood V of x such that
y ∈ V ⇒ f(y) < f(x) +  = c,
which may be written as
y ∈ V ⇒ f(y) < c,
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which means that V ⊆ Gc. We proved that Gc contains each of its el-
ements with one of their neighborhood. Then Gc is open. This proves
the direct sens.
Now suppose (f ≥ c) is closed for any real number c. Fix x in S. Then
for any  > 0, the set G = (f < f(x) + ) is open and x ∈ G. Then,
there is a neighborhood of x such that x ∈ V ⊂ G. We conclude that
: for any x ∈ S, for any  > 0, there exists a neighborhood of x such
that
y ∈ V ⇒ f(y) ≤ f(x) + .
So f is u.s.c.. This completes the proof of Point (1).
Point (2) is proved by applying Point (1) to −f .
Point (3) is a consequence of Points (1) and (2) and classical measur-
ability criteria for real-valued functions.
7.3. Probabilistic property of a non-countable family of
disjoint events.
Proposition 20. Let (Bλ)λ∈Γ be a family of disjoint measurable
sets in a probability space (Ω,A,P). Then at most, a countable number
of them are not null sets, or equivalently, the cardinality of the elements
λ of Γ for which P(Bλ) > 0, is at most countable.
Proof. Define
D = {λ ∈ Γ, L(Bλ) > 0}.
and for any integer k ≥ 1,
Dk = {λ ∈ Γ, L(Bλ) > 1/k}.
It is clear that we have
D = ∪k≥1Dk,
We are going to prove that each Dk is finite. Indeed, suppose we can
find r ≥ 1 elements in Dk denoted as λ1, λ2, ..., λr. Since the Bλ’s are
disjoint, we have
1 ≥ P
(
r⋃
1
Bλj
)
=
r∑
1
P(Bλj) ≥ r/k.
Then
r ≤ k.
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This means that we cannot choose more that k points in Dk. Hence
D is finite, that cardinality of Dk is less than k. Thus, D is at most
countable as a countable union of finite sets.
7.4. Measurability of the set discontinuity points in a met-
ric space.
Here is an amazing result, that is the sets of discontinuity points of a
function defined from a metric space to another metric space is mea-
surable whatever be the function.
Lemma 3. Let g be a function g from the metric space (S, d) to
the metric space (D, r). Denote by discont(g), the set of discontinuity
points of g. We have
(7.4) discont(g) =
∞⋃
s=1
∞⋂
t=1
Bs,t,
where for each couple of positive integers (s, t)
Bs,t =
{
x ∈ S,∃(y, z) ∈ S2, d(x, y) < 1/t, d(z, x) < 1/t, r(g(y), g(z)) ≥ 1/s} .
is an open set.
From this lemma, we see that discont(g) is measurable as countable
unions and intersections of open sets. But we have to prove the lemma.
Proof of the lemma. Let us show that
∞⋃
s=1
∞⋂
t=1
Bs,t ⊆ discont(g).
Let x ∈ ⋃∞s=1⋂∞t=1Bs,t. Then there exists an integer s ≥ 1 fixed such
that for any integer t ≥ 1, there exist yt and zt such that
d(x, yt) < 1/t,
and
d(x, zt) < 1/t,
and
(7.5) ∀ t ≥ 1, r(g(yt), g(zt)) ≥ 1/s
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Since g is continuous at x, we get, as t→ +∞,
r(g(yt), g(zt)) ≤ r(g(yt), g(x)) + r(g(xt), g(zt))→ 0,
which is in contradiction with (7.5). Then x is a discontinuity point of
g.
Reversely, we have to show that
discont(g) ⊆
∞⋃
s=1
∞⋂
t=1
Bs,t.
Let x be a discontinuity point of g. By the negation of the definition
of the continuity, we have,
∃  > 0,∀ η > 0,∃ y ∈ S, d(x, y) < η, r(g(y), g(x)) ≥ ε.
Let s be an integer such that ε ≥ 1/s. Then for any 1/t where t is a
positive integer, we have
∃ y ∈ S, d(x, y) < 1/t, r(g(y), g(x)) ≥ 1/s.
Putting z = x, leads to
d(x, z) < 1/t, d(x, y) < 1/t, r(g(y), g(x)) ≥ 1/s.
Then x ∈ ⋃∞s=1⋂∞t=1Bs,t.
By combining the two steps, we get the equality.
Let us prove that for each couple of positive integers (s, t), Bs,t is an
open set. Fix s ≥ 1, t ≥ 1. Put a = 1/s > 0 and b = 1/t > 0. Let
x ∈ Bs,t. Then
∃(y, z) ∈ S2, d(x, y) < b, d(z, x) < b, r(g(y), g(z)) ≥ a
Set c = min(b− d(x, y), b− d(z, x)) > 0 and take x′ ∈ B(x, c). Then
d(x′, y) ≤ d(x′, x) + d(x, y) < c+ d(x, y) ≤ b
and next,
d(x′, z) < d(x′, x) + d(x, z) ≤ c+ d(x, z) ≤ b
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and
r(g(y), g(z)) ≥ a.
Thus, x′ ∈ Bs,t. Hence
x ∈ B(x, c) ⊆ Bs,t.
Therefore each Bs,t contains each of its point with an open ball. Hence
Bs,t is an open set.
We finished the proof of the lemma, which proves the measurability of
g.
7.5. Stone-Weierstrass Theorem.
I - Stone-Weierstrass Theorem.
Here are two forms of Stone-Weierstrass Theorem. The second is more
general and is the one we use in this text.
Proposition 21. Let (S, d) be a compact metric space and H a
non-void subclass of the class C(S,R) of all real-valued continuous func-
tions defined on S. Suppose that H satisfies the following conditions.
(i) H is lattice, that is, for any couple (f, g) of elements of H, f ∧ g et
f ∨ g are in H
(ii) For any couple (x, y) of elements of S and for any couple (a, b) of
real numbers such that a = b if x = y, there exists a couple (h, k) of
elements of H such that
h(x) = a and k(y) = b.
Then H is dense in C(S,R) endowed with the uniform topology, that is
each continuous function from S to R is the uniform limit of a sequence
of elements in H.
Theorem 6. Let (S, d) be a compact metric space and H a non-
void subclass of the class C(S,C) of all real-valued continuous functions
defined on S. Suppose that H satisfies the following conditions.
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(i) H contains all the constant functions.
(ii) For all (h, k) ∈ H2, h+ k ∈ H, h× k ∈ H, u ∈ H.
(iii) H separates the points of S, i.e., for two distinct elements of S, x
and y, that is x 6= y, there exists h ∈ H such that
h(x) 6= h(y).
Then H is dense in C(S,C) endowed with the uniform topology, that is
each continuous function from S to C is the uniform limit of a sequence
of elements in H.
Remark.
If we work in R, the condition on the conjugates - u ∈ H - becomes
needless.
But here, these two classical versions do not apply. We use the following
extension.
Corollary 4. Let K be a non-singleton compact space and A be
a non-empty sub-algebra of C(K,C). Let f ∈ C(K,C). Suppose that
there exists K0 ⊂ K such that k \K0 has at least two elements and f
is constant on K0. Suppose that the following assumption hold.
(1) A separates the points of K \ K0 and separates any point of K0
from any point of K \K0.
(2) A contains all the constant functions.
(3) For all f ∈ A, its conjugate function f¯ = R(f)− iIm(f) ∈ A,
Then
f ∈ A.
A proof if it available in [?].
7.6. A useful remark.
The min function is Lipschitz. We have for any real numbers x, y,
X, and Y ,
(7.6) |min(x, y)−min(X, Y )| ≤ |x−X|+ |y − Y | .
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To see that, let us have a look at the four possible cases.
Case 1 : min(x, y) = x and min(X, Y ) = X. We have
|min(x, y)−min(X, Y )| ≤ |x−X| .
Case 2 : min(x, y) = x and min(X, Y ) = Y . If x ≤ Y , since Y ≥ X,
we have
0 ≤ min(X, Y )−min(x, y) = Y − x ≤ X − x.
If x > Y , since X ≥ Y , we have
0 ≤ min(x, y)−min(X, Y ) = x− Y ≤ y − Y.
Case 3 : min(x, y) = y and min(X, Y ) = Y . We have
|min(x, y)−min(X, Y )| ≤ |y − Y | .
Case 4 : min(x, y) = y and min(X, Y ) = X. This case id handled as
for Case 2 by permuting the roles of (x, y) and (X, Y ).
We get (7.6) by putting together the results of the four cases.
CHAPTER 3
Uniform Tightness and Asymptotic Tightness
1. Introduction
Any limit theory deals with the notion of compactness through the
existence or not for sequences of sub-sequences converging in the sense
of the defined limit. This corresponds to the Bolzano-Weierstrass for
real sequences. For the weak convergence, the condition of the exis-
tence of such sub-sequences is called tightness. When dealing with weak
convergence for general metric spaces, tightness leads to the general
Prohorov theorem which establishes, under eventually other assump-
tions, that every uniformly tight sequence of measurable applications
of a metric space (S, d) has at least a weakly converging sub-sequence.
In this chapter, we focus on weak convergence in Rk. And there ex-
ists a specific handling of weak compactness that is very different from
the treatment in the general case. In Rk, the major role is played
by the theorem of Helly-Bray that directly makes use of the Bolzano-
Weierstrass theorem in R.
Since, we deal with compact sets of Rk, just remind two properties
which we are going to use. The first is that compact sets of Rk are
closed and bounded sets. The second is that Rk is a complete and
separable metric space.
Here, we will be mainly dealing with the max-norm defined for x =
(x1, ..., xk) ∈ Rk by
‖x‖ = max
1≤i≤k
|xi| .
The open balls B(x, r) and the closed balls Bf (x, r) with respect to
this norm are
B(x, r) = {x ∈ Rk, ‖x‖ < r} =
k∏
i=1
]xi − r, xi + r[
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for x = (x1, ..., xk) and r > 0, and
Bf (x, r) = {x ∈ Rk, ‖x‖ ≤ r} =
k∏
i=1
[xi − r, xi + r]
for r ≥ 0.
Before we begin, let us make some notation.
Let a = (a1, ..., ak) and b = (b1, ..., bk). We define the following order
relations :
(a ≤ b)⇐⇒ (∀(1 ≤ i ≤ k), ai ≤ bi),
and,
(a < b)⇐⇒ (∀(1 ≤ i ≤ k), ai ≤ bi, ∃(1 ≤ i0 ≤ k), ai0 < bi0)
and finally,
(a ≺ b)⇐⇒ (∀(1 ≤ i ≤ k), ai < bi, )
with its symmetrical counterpart,
(a  b)⇐⇒ (∀(1 ≤ i ≤ k), ai > bi, )
Also, let us define the following classes of compact sets.
For A = (A1, ..., Ak) ≺ V = (B1, ..., Bk), denote
KA,B =
k∏
i=1
[Ai, Bi].
For A = (A1, ..., Ak)  0, set
KA =
k∏
i=1
[−Ai, Ai].
For M ∈ R, M > 0, put
Kc,M = [−M,M ]k.
The sets KA,B, KA and Kc,M , are compact and will be used to charac-
terize the tightness of sequences. The next proposition paves the way
for the statements of different and equivalent conditions for tightness.
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Proposition 22. Let {Pn, n ≥ 1} be a sequence of probability mea-
sures on (Rk,B(Rk)). The following propositions are equivalent.
(1a) For any ε > 0, there exists a compact set K in Rk such that
inf
n≥1
Pn(K) ≥ 1− ε.
(2a) For any ε > 0, there exists a real number M > 0 such that
inf
n≥1
Pn(Kc,M) ≥ 1− ε.
(3a) For any ε > 0, there exists a vector A = (A1, ..., Ak)  0 of Rk
such that
inf
n≥1
Pn(KA) ≥ 1− ε.
(4a) For any ε > 0, there exist two vectors A = (A1, ..., Ak) ≺ B =
(B1, ..., Bk) of Rk such that
inf
n≥1
Pn(KA,B) ≥ 1− ε.
(1b) For any ε > 0, there exists a compact set K of Rk such that
lim inf
n→∞
Pn(K) ≥ 1− ε.
(2b) For any ε > 0, there exists a real number M > 0 such that
lim inf
n→∞
Pn(Kc,M) ≥ 1− ε.
(3b) Pour tout ε > 0, there exists a vector A = (A1, ..., Ak)  0 of Rk
such that
lim inf
n→∞
Pn(KA) ≥ 1− ε.
(4b) For any ε > 0, there exist two vectors A = (A1, ..., Ak) ≺ B =
(B1, ..., Bk) of Rk such that
lim inf
n→∞
Pn(KA,B) ≥ 1− ε.
Proof. We have two groups of formulas : (1a)− (4a) and (1b)− (4b).
In fact, we are going to prove that the different points of each group are
equivalent and next, that the two first points of the two groups also are.
Equivalence between the points of the first group (1a)-(4b):
Let ε > 0 be fixed. Let us show :
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(1a) =⇒ (2a). Let K be a compact set such that supn≥1 Pn(K) ≥ 1−ε.
Since K is compact, it is bounded. Then, it is included in a set of the
form {x, ‖x‖ ≤M} = Kc,M and then
inf
n≥1
Pn(Kc,M) ≥ inf
n≥1
Pn(K) ≥ 1− ε.
(2a) =⇒ (3a). This is obvious since Kc,M is equal to KA with A =
(M,M, ...,M).
(3a) =⇒ (4a). This is also obvious since a set of the form KA, for
A = (A1, ..., Ak)  0, is exactly K−A,A.
(4a) =⇒ (1a). This is also obvious since KA,B is a compact set of Rk.
Equivalence between the points of the group (1b)-(4b). The
proof is exactly the same as for the first group.
Equivalence between the two groups. It will be enough to prove
that : (1a)⇐⇒ (1b).
If (1a) holds, then for any ε > 0, there exists a compact set K of Rk
such that, for any n ≥ 1,
Pn(K) ≥ 1− ε.
Therefore, we have
lim inf
n→∞
Pn(K) ≥ 1− ε.
This leads to (1b).
If (1b) holds, then for any ε > 0, there exists a compact set K such
that {
sup
n≥1
inf
p≥n
Pp(K)
}
≥ 1− ε/2.
Then, there exists N ≥ 1, such that
inf
p≥N+1
Pp(K) ≥ 1− ε,
that is for any n > N,
Pn(K) ≥ 1− ε.
Since K is a compact set, it is in a set of the form Kc,M∞ , where
M∞ > 0, and then, for any n > N ,
Pn(Kc,M∞) ≥ 1− ε.
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Now, for each fixed j, 1 ≤ j ≤ N , the set (‖x‖ ≤M) = Kc,M increases
with M to Rk and then, P(‖Xj‖ ≤ M) ↑ 1. Thus, for any 1 ≤ j ≤ N ,
there exists a real number Mj > 0,
Pj(Kc,Mj) ≥ 1− ε.
By passing, we just demonstrated that each probability measure P(0)
on (Rk,B(Rk)) is tight, that is for any ε > 0, there exists a compact
set K(0) = Kc,M(0) in Rk such that
(1.1) P0(K(0)) ≥ 1− ε.
Coming back to our proof, we may take
M = max(M1, ...,MN ,M∞),
and see that the sets Kc,Mj , 1 ≤ j ≤M and Kc,M∞ are all in Kc,M and
then for n ≥ 1,
Pn(Kc,M) ≥ 1− ε
and thus
inf
n≥1
Pn(Kc,M) ≥ 1− ε,
which is (1a), since Kc,M is a compact set.
In a new step, we provide a link between the formulas and distribu-
tion functions. For a reminder, recall that the probability distribution
function associated with a probability measure P is defined by
FP(x) = P(]−∞, x]) = P
(
k∏
i=1
]−∞, xi]
)
, x = (x1, ..., xk) ∈ Rk.
This probability distribution function, in turn, determines the proba-
bility measure P as the Lebesgues-Stieljes probability measure defined
by : for any (a, b) ∈ Rk × Rk, a ≤ b,
P(]a, b]) = ∆a,bF =
∑
ε∈{0,1}k
(−1)s(ε)F (b+ ε ∗ (a− b)) ≥ 0,
where for ε = (ε1, ..., εk) ∈ {0, 1}k, s(ε) = ε1 + ... + εk, pour x =
(x1, ..., xk) ∈ Rk, y = (y1, ..., yk), x ∗ y = (x1y1, ..., xkyk).
We are going to use the Lebesque-Stieljes probability measures to deal
with uniform tightness. The reader is directed to [9] or specially to the
Chapter 1 of [8].
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For now, we need this notation. Denote for M > 0.
LM = {x,∃(1 ≤ i ≤ k), xi ≤ −c}
We have the following proposition.
Proposition 23. Let {Pn, n ≥ 1} be e sequence of probability mea-
sures on (Rk,B(Rk)) and consider the sequence of their probability dis-
tribution functions {Fn ≥ 1} with FPn = Fn for n ≥ 1. Then the three
following points are equivalent.
(1c) For any ε > 0, there exist a vector 0 < C ∈ Rk and a real number
c > 0 such that
inf
n≥1
Fn(C) ≥ 1− ε
and
inf
n≥0
Pn(Lc) ≤ ε.
(2c) For any ε > 0, there exists 0 < c such that for c(k) = (c, ...c), there
exists M > 0 such that
inf
n≥1
Fn(c
(k)) ≥ 1− ε
and
sup
n≥0
Pn(LM) ≤ ε.
(3c) For any ε > 0, there exists M > 0 such that
inf
n≥1
Pn(Kc,M) ≥ 1− ε.
Since Point (3c) is also Point (2c) of Proposition 22, then Points (3a)
and (3b) are equivalent to all points of that proposition.
Proof. Let us proceed to the proofs of the different equivalence asser-
tions.
(a) (1c) =⇒ (2c). For any ε > 0, there exists 0 < C ∈ Rk such that
inf
n≥1
Fn(C) ≥ 1− ε.
Set c = max{Ci, 1 ≤ i ≤ k}. We have ] − ∞, C] ⊂] − ∞, c(k)] and
Fn(c
(k)) ≥ Fn(C),
inf
n≥1
Fn(c
(k)) ≥ 1− ε.
This finishes the proof of this step (a), since the second formula implies
all the others.
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(b)(2c) =⇒ (3c). From (2c), we find a vector d(k) = (d, ..., d), with
d > 0, such that
inf
n≥1
Fn(d
(k)) ≥ 1− ε/2
and real number e > 0 such that
sup
n≥1
Pn(Le) ≤ ε/2.
By putting M = max(d, e), we get
inf
n≥1
Fn(M
(k)) ≥ 1− ε/2.
and next
sup
n≥1
Pn(LM) ≤ ε/2.
Now, let us split Rk as Rk = LM + LcM , with
LcM = {x,∀(1 ≤ i ≤ k), xi ≥ −M},
which itself may be decomposed as
LcM = {x,∀(1 ≤ i ≤ k),−M ≤ xi ≤M}
+ {x,∀(1 ≤ i ≤ k), xi ≥ −M et ∃(1 ≤ i ≤ k), xi > M}
= Kc,M +B,
where, obviously,
B ⊂]−∞,M (k)]c.
Therefore, we infer from Rk = LM +Kc,M +B that
(1.2) Kcc,M = LM +B..
Thus, for any n ≥ 1,
Pn(Kc,M) = Pn(LM) + Pn(B) ≤ ε/2 + ε/2 = ε,
since B ⊂]−∞,M (k)]c. Hence for any n ≥ 1,
Pn(B) ≤ Pn(]−∞,M (k)]c)
≤ 1− Pn(]−∞,M (k)])
≤ 1− Fn(M (k)) ≤ ε/2.
This ends the proof of this step (b).
(c)(3c) =⇒ (1c). Suppose that (3c) holds : for any ε > 0, there exists
M > 0 such that
inf
n≥1
Pn(Kc,M) ≥ 1− ε.
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Then we have
inf
n≥1
Fn(M
(k)) = inf
n≥1
Pn(]−∞,M (k)]) ≥ inf
n≥1
Pn(Kc,M) ≥ 1− ε.
Next, because of (1.2), we get
Pn(LM) ≤ Pn(Kcc,M) ≤ ε.
Then (1c) holds. Proposition is entirely proved.
We move to the study of the tightness concept.
2. Tightness
2.1. Simple tightness.
In our particular case, each probability measure on (Rk,B(Rk)) is tight
in the following meaning.
Definition 2. A probability measure P on a metric space (S, d) is
tight if and only if for any ε > 0, there exists a compact set in S such
that
P(K) ≥ 1− ε.
We get the following proposition from Formula (1.1) above.
Proposition 24. A probability measure P on (Rk,B(Rk)) is tight.
This result is extensible to complete and separable metric spaces, more
generally to totally bounded metric spaces.
2.2. Asymptotic tightness. Uniform tightness.
Let us begin by the following definitions.
Definition 3. (a) A sequence of probability measures {Pn, n ≥ 1}
on (Rk,B(Rk)) is asymptotically tight or is uniformly tight if and only
if for ε > 0, there exists a compact set K in Rk such that
(2.1) inf
n≥1
Pn(K) ≥ 1− ε
or, equivalently,
(2.2) lim inf
n→∞
Pn(K) ≥ 1− ε.
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(b) A sequence of random vectors Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)),
n ≥ 1, is asymptotically tight or is uniformly tight if and only if the
sequence of the probability laws {PXn , n ≥ 1} is asymptotically tight or
is uniformly tight, that is for any ε, there exists a K in Rk such that
inf
n≥1
Pn(Xn ∈ K) ≥ 1− ε
or equivalently,
lim inf
n→∞
Pn(Xn ∈ K) ≥ 1− ε.
(c) A sequence of probability distribution functions {Fn, n ≥ 1} on
(Rk,B(Rk)) is asymptotically tight or is uniformly tight if and only the
sequence of their Lebesgue-Stieljes probability measures {Pn, n ≥ 1} is
asymptotically tight or is uniformly tight, or equivalently for any ε > 0,
there exist 0 < C ∈ Rk and a real number c > 0 such that
inf
n≥1
Fn(C) ≥ 1− ε
and
sup
n≥0
Pn(Lc) ≤ ε,
that is, if and only if, there exists for any ε > 0, a real number c > 0
such that we have for for c(k) = (c, ...c)
inf
n≥1
Fn(c
(k)) ≥ 1− ε.
In Rk, uniform tightness (2.1) is equivalent to asymptotic tightness be-
cause of Proposition 22. Thus from now, we speak only about tightness
of sequences of probability measures, or of random vectors, or of prob-
ability distribution functions.
Before, we come to the Helly-Bray theorem, we are going to give three
important properties of tightness.
2.3. Tightness and continuous mapping.
The tightness is preserved by continuous mapping in the following
sense.
Proposition 25. Let Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)), n ≥ 1, be
a tight sequence of random vectors and let g : Rk 7−→ Rm, m ≥ 1, be a
continuous mapping. Then the sequence {g(Xn), n ≥ 1} is tight.
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Proof. Let {Xn, n ≥ 1} be tight and g : Rk 7−→ Rm continuous. For
any ε > 0, there exists a compact set K in Rk such that
(2.3) inf
n≥1
P(Xn ∈ K) ≥ 1− ε.
But (Xn ∈ K) ⊂ (g(Xn) ∈ g(K)) where
K0 = g(K) = {g(x), x ∈ K}
is the direct image of K by g, and is a compact set. Indeed, let
{g(xn), xn ∈ K,n ≥ 1} be a sequence in K0. Since K is a com-
pact set, the sequence (xn)n≥1, which is in K, has a sub-sequence
xn(k) → x ∈ K converging, as k → +∞, to a point x which is in
K since K is closed. Since g is continuous, then g(xn(k))k≥0 converges
to g(x) ∈ K0 as k → +∞. It follows that K0 is a compact set in Rm
and
inf
n≥1
P(g(Xn) ∈ K0) ≥ inf
n≥1
P(Xn ∈ K) ≥ 1− ε.
This ends the proof.
2.4. Characterization of the tightness by that of the com-
ponents.
In the particular case of Rk, we have
Proposition 26. A sequence of random vectors Xn : (Ωn,An,Pn) 7→
(Rk,B(Rk)), n ≥ 1, is tight if and only if each sequence of components,
{X(i)n , n ≥ 1}, 1 ≤ i ≤ k, is tight.
Proof. Let Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)), n ≥ 1, be a sequence of
random vectors.
Suppose that this sequence is tight. By Proposition 25, each sequence
of components {X(i)n , n ≥ 1} = {pii(Xn), n ≥ 1}, 1 ≤ i ≤ k, is tight,
as continuous transformations of a tight sequence, that is as the i-th
projection pii of a tight sequence.
Suppose that for each 1 ≤ i ≤ k, {X(i)n , n ≥ 1} is tight. Then for
1 ≤ i ≤ k, for any ε > 0, there exists a real number Ai > 0 such
inf
n≥1
P(X(i)n ∈ [−Ai, A]) ≥ 1− ε/k.
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By setting A = (A1, ..., Ak), we have for A > 0
k⋂
i=1
(
X(i)n ∈ [−Ai, A]
)
=
(
Xn ∈
k∏
i=1
[−Ai, Ai]
)
,
It follows that for any n ≥ 1,
P
(
Xn /∈
k∏
i=1
[−Ai, Ai]
)
= P
(
k⋃
i=1
(
X(i)n /∈ [−Ai, A]
))
≤
k∑
i=1
P
(
X(i)n /∈ [−Ai, A]
) ≤ ε,
and then for any n ≥ 1,
P (Xn ∈ KA) ≥ 1− ε.
Hence, the sequence {Xn, n ≥ 1} is tight. The proof is complete.
2.5. Tightness of a weakly convergent sequence.
We have the following result.
Proposition 27. Any sequence Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)),
n ≥ 1, of random vectors that weakly converges is tight.
Proof. Suppose that Xn weakly converges to the probability P. This
probability is tight. So for any ε > 0, there exists a compact KA =
[−A,A] of K such that
P(K) ≥ 1− ε.
Let 0 < δ < 1 and set A + δ = (A1 + δ, ..., Ak + δ). We have for any
0 < δ < 1,
o
KA+δ =
k∏
i=1
]− Ai − δ, Ai + δ[.
Since Xn  X and
o
KA+δ is open, we use Point (ii) of Portmanteau
Theorem 2 to show that
lim inf
n→∞
P(Xn ∈ KA+1) ≥ lim inf
n→∞
P (Xn ∈
o
KA+δ) ≥ P(
o
KA+δ),
for any 0 < δ < 1 and next
lim inf
n→∞
P(Xn ∈ KA+1) ≥ P(
o
KA+δ),
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for any 0 < δ < 1,. By letting δ ↓ 0, we have
o
KA+δ ↓ K = K since K
is a closed set. Applying this in the last formula gives
lim inf
n→∞
P(Xn ∈ KA+1) ≥ P(K) ≥ 1− ε.
It follows that the sequence {Xn, n ≥ 1} is tight.
Remark. Actually, we may see that the sequence has inherited the
tightness of the weak limit. This result still holds for complete and
separable spaces where any probability measure is tight.
In the new section, we are going to deal with the fundamental theorem
of tightness.
3. Compactness Theorem for weak convergence in Rk
This theorem is a kind of inverse of Proposition 27, concerning the
convergence of sub-sequence.
Theorem 7. (Prohorov - Helly-Bray) Let Xn : (Ωn,An,Pn) 7→
(Rk,B(Rk)), n ≥ 1, be a tight sequence of random vectors. Then it
contains a weakly converging sub-sequence.
This theorem may be directly proved, as done in [2] and van der Vaart
and Wellner [11]. The proof in Billinsgley is very lengthy. That of van
der Vaart and Wellner is very much simpler and more general. But in
this context, we are going to use the Helly-Bray approach as in van der
vaart [12] and Loe`ve [10]. Here, we give a more detailed proof.
Here, the proof of Theorem 7 is based on the following Helly-Bray The-
orem in which the hard work is done.
Theorem 8. (Helly-Bray) Any sequence {Fn, n ≥ 1} of probability
distribution function on (Rk,B(Rk)) has a sub-sequence {Fn(k), k ≥ 1}
weakly converging to a distribution function F , which is not necessarily
a probability distribution function.
Proof. Let {Fn, n ≥ 1} be a sequence of probability distribution func-
tions (Rk,B(Rk)). Let Qk be the set of all elements of Rk with rational
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components. Qk is everywhere dense in Rk. Let us enumerate Qk as
Qk = {q1, q2, ...} and proceed by steps.
Step 1. We are going to find a sub-sequence (Fn(j))j≥1 of (Fn)n≥1
point-wisely converging to some function G on Qk by using the di-
agonal sequence method. We have that : (Fn(q1))n≥1 ⊂ [0, 1]. Using
Bolzano-Weierstrass property on R, we get a sub-sequence (F1,n(q1))n≥1
of {Fn − q1), n ≥ 1} converging to G(q1).
Next, we apply the sub-sequence (F1,n)n≥1 to q2 in this way : (F1,n(q2))n≥1
⊂ [0, 1]. We find a sub-sequence (F2,n(q2))n≥1 of (F1,n(q2))n≥1 that
converges to a real number G(q2). We proceed so forth and get sub-
sequences (Fj,n)n≥1, j = 1, 2, ... satisfying :
(a) For each j ≥ 1, (Fj+1,n)n≥1 is a sub-sequence of any of the sub-
sequences (Fi,n)n≥11 ≤ i ≤ j.
(b) For any j ≥ 1, for any 1 ≤ j ≤ i, Fj,n(qi)→ G(qi).
Next, we take the diagonal sequence (Fj,j)j≥1. We may use a simple
graph, as below, to see this : for any fixed i ≥ 1, the sequence {Fj,j, j ≥
i} is a sub-sequence of (Fi,n)n≥i and then
Fj,j(qi)→ G(qi).
To read this graph, one has to notice that the sequence in one line is a
sub-sequence of those in the previous lines. From this, it becomes clear
that Fj,j is an element of all the lines from 1 to j.
F1,1 F1,2 F1,3 F1,4 F1,5 F1,6 F1,7 F1,8 F1,9 F1,10 ...
F2,2 F2,3 F2,4 F2,5 F2,6 F1,7 F1,8 F1,9 F1,10 ...
F3,3 F3,4 F3,5 F3,6 F3,7 F3,8 F3,9 F3,10 ...
F4,4 F4,5 F4,6 F4,7 F4,8 F4,9 F4,10 ...
... ... ... ... ... .. ...
Fj,j Fj,j+1 Fj,j+2 Fj,j+3 Fj,j+5 ...
We conclude that the diagonal sub-sequence (Fj,j)j≥1, written as (Fn(j))j≥1,
satisfies
∀q ∈ Qk, Fn(j)(q)→ G(q) as j → +∞.
Step 2. Properties of G on Qk.
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(2.1) For any (a, b) ∈ Qk ×Qk, as j → +∞,
0 ≤ ∆a,bFn(j) =
∑
∈{0,1}k
(−1)s()Fn(j)(b+  ∗ (a− b))
→ ∆a,bG =
∑
∈{0,1}k
(−1)s()F (b+  ∗ (a− b)) ≥ 0,
Since all the points b +  ∗ (a − b) are in Qk, it follows that G assigns
non-negative volume to cuboids of Qk.
G is non-decreasing on Qk as inherited from the non-decreasingness of
the Fn(j), j ≥ 1, on Qk,.
step 3. Define F on Jk = (R \Q)k by
F (x) = inf{G(q), q ∈ Qk, x ≺ q} ∈ [0, 1].
for x ∈ Jk. It is obvious that F is well-defined on Jk. It is also sure
that F is non-decreasing.
(a) Let us show that F is right-continuous. Let x ∈ Jk and let
ε > 0. By definition of the finite infimum, there exists q ∈ Qk such
that x ≺ q and G(q) < F (x) + ε. For any y ∈ Jk, x ≺< y < q, we have
F (y) ≤ G(q) and ε > G(q)− F (x) ≥ F (y)− F (x). Then
(3.1) ∀ε > 0, ∃q > x, x < y < q =⇒ 0 ≤ F (y)− F (x) < ε.
Then F is right-continuous.
(c) Let us show that Fn(j)(x) → F (x) for continuity points of
x ∈ x ∈ Jk of G.
Let x be a continuity of F on Jk. For any ε > 0, we may find (y′, y′′) in(
Jk
)2
such that y′ < x < y′′ and F (y′′)−F (y′) < ε/2. Let (q′, q′′) ∈ Qk
such that y′ < q′ < x < q′′ < y′′. Then G(q′′)−G(q′) ≤ F (y′′)−F (y′) ≤
ε. Next
F (y′) ≤ G(q′) = limFn(j)(q′) ≤ lim inf Fn(j)(x) ≤ lim supFn(j)(x)
≤ lim supFn(j)(q′′) = limG(q′′) ≤ F (y′′).
Then lim infj→+∞ Fn(j)(x), lim supj→+∞ Fn(j)(x) and F (x) are in the
interval [F (y′), F (y′′)] with length at most equal to ε. This implies
that
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(3.2) max(
∣∣F (x)− lim inf Fn(j)(x)∣∣ , ∣∣F (x)− lim supFn(j)(x)∣∣) ≤ ε,
for any ε > 0. Therefore, we arrive at
Fn(j)(x)→ F (x) as j → +∞.
(d) F assigns non-negative volume to cuboids. For any (a, b) ∈
Jk × Jk, let q′ ↓ a and q′′ ↓ b with q′  a and q′′  b and (q′, q′′) ∈
Qk ×Qk. By monotone limit, and by the definition of G,
(3.3) 0 ≤ ∆q′,q′′G→ ∆a,bF ≥ 0.
Partial conclusion. F is a distribution function on Jk and Fn(j)(x)→
F (x) for continuity points x ∈ Jk of F .
Step 4. Now, we may extend F on Jkc = Rk \ Jk by
F (x) = inf{F (y), y ∈ Jk, x ≺ y} ∈ [0, 1], x ∈ Jkc .
First, with a very little effort, we see that F is non-decreasing on
Rk. Next, we have to prove that F is right-continuous at any point
x ∈ Rk. Let us fix ε > 0. If x ∈ Jk, by right-continuity of F on
Jk, we can find y1  x, for any z ∈ Jk and x ≤ z ≺ y1, we have :
F (x) ≤ F (z) ≤ F (y1) < F (x) + ε. This is also true for z ∈ Jkc since,
by construction, F (z) ≤ F (y1).
If x ∈ Jkc , by definition of F (x) we can find y1  x, such that for any
z ∈ Jk and x ≤ z ≺ y1, we have G(x) ≤ G(z) ≤ F (y1) < F (x) + ε. We
conclude as in the first case by using in addition the increasingness of
F . We conclude that for any Rk, for any ε > 0, we can find y  x in
Jk such that
(x ≤ z ≺ y) and 0 < F (z)− F (x) < F (y)− F (x) < ε.
Thus, F is right-continuous.
Finally, to show that F assigns non-negative volume to cuboids, we use
the right continuity of F and the fact that the property holds on Jk.
Finally, we have to prove that Fn(j)(x) → F (x) for any continuity
points of F . We may repeat the same technique that led to (3.2). We
are going to give only the beginning.
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Let x be a continuity point of F on Rk. For any ε > 0, we may find
(y′, y′′) in Rk such that y′ ≺ x ≺ y′′ and F (y′′)− F (y′) < ε/2.
From there, we may find (z′, z′′) ∈ Jk such that y′ < z′ < x < z′′ < y′′
and such that z′ and z′′ are continuity points of F on Jk. If we are
able to do that, we may re-conduct the same lines that led to (3.2), by
replacing (y′, y′′) by (z′, z′′).
Now, we may find points of the form zε = y
′+ (ε)δ in ]y′, x[∩Jk, where
δ = (1, ..., 1) and 0 < ε < ε0. The boundaries of the intervals ]−∞, zε]
are disjoint. So, for mF,J being the Lebesgue-Stieljes measure associ-
ated with F on Jk, we may have mF,J(∂] − ∞, zε]) > 0 only for - at
most - a countable number of zε. Then we may easily pick a value of ε
such that mF,J(∂]−∞, zε]) > 0, that is z′ = zε is a continuity point of
F on Jk. We find z′′ in the same manner.
This completely finishes the proof.
Remark We wanted to give a complete proof with all the necessary
details. Our step 4 is needless if it is possible to prove that G is right-
continuous on Qk. If this is the case, one should stop at Step 3 and
take F = G.
Now let us move to the proof of Theorem 7.
Proof of Theorem 7 of Prohorov. Suppose that the sequence of
probability distribution functions {Fn, n ≥ 1} is tight, that is the se-
quence of their Lebesgue-Stieljes measures {Pn(]a, b]) = ∆a,bFn, n ≥ 1}
is tight. By Proposition 23, for any ε > 0, we may find a vector C  0,
C ∈ Rk such that n ≥ 1,
Fn(C) ≥ 1− ε.
By Theorem 8, there exists a sub-sequence
(
Fn(j)
)
j≥1 of (Fn)n≥1 that
weakly converges to a distribution function F associated to a measure
L defined by L(]a, b]) = ∆a,bF and bounded by the unity.
Consider the family {Ch = C + h(k), h > 0}. These points are such
that their boundaries are ∂] − ∞, F = Ch] are disjoint. So, we may
choose a sequence Chp such that L(∂]−∞, Chp ]) = 0 for any p ≥ 1 and
Chp ↑ (+∞)(k) as p ↑ +∞. These points are continuity ones of F and
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are greater than C. Then for any fixed p ≥ 1,
Fn(j)(Chp) ≥ 1− ε.
By letting j →∞, we get
F (Chp) = L(]−∞, Chp) ≥ 1− ε.
Next by letting p ↑ +∞ and next ε ↓ 0, we get
(3.4) F ((+∞)(k)) = 1.
On the other hand, for any ε > 0, there exists M > 0, such that
supPn(LM) ≤ ε.
We have to prove that
(3.5) lim
∃(1≤i≤k),xi→−∞
F (x) = 0,
which is equivalent to saying that for any ε > 0, there exists M > 0
such that
∃(1 ≤ i ≤ k), xi < −M =⇒ F (x) ≤ ε.
But
∃(1 ≤ i ≤ k), (xi < −M) ⇒ (]−∞, x] ⊂ LM),
and then for any n ≥ 1,
∃(1 ≤ i ≤ k), (xi < −M) ⇒ (Fn(x) ≤ ε).
Now, let x be fixed such that : ∃(1 ≤ i ≤ k), xi < −M . Let x(h) =
x + h(k), with 0 < h < −(M + xi). By the now classical method we
used just above, we may find a sequence x(hp), p ≥ 1, of continuity
points of F with hp ↓ 0. Then for any fixed p ≥ 1, for any j ≥ 1,
Fn(j)(x(hp)) ≤ ε.
By letting j →∞, we get
F (x(hp)) ≤ ε.
Now, by right continuity, we get, as p ↑ +∞,
F (x) ≤ ε.
We conclude that for any ε > 0,
∃(1 ≤ i ≤ k), xi < −M =⇒ F (x) ≤ ε.
And this proves (3.5). This combined to (3.4) shows that F is a prob-
ability distribution function on Rk.
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4. Applications
4.1. Continuity Theorem of Le´vy.
We have this important property.
Theorem 9. Let ψn, n ≥ 1, be a sequence of characteristic func-
tions on R that converges point-wisely to a function ψ which is contin-
uous at zero. Then ψ is a characteristic function.
Proof. We necessarily have ψ(0) = 0 since ψn(0) = 0 for all n ≥ 1.
We may suppose that the ψn are the characteristic functions of random
variables Xn, that is for any ,≥ 1,
ψn(t) = E(e
itXn), t ∈ R.
By Fact 1 in Section 2 in Chapter 6, we have that for |sin a| ≤ a for
|a| ≥ 2. Then
1(|δx|>2) ≤ 2
(
1− sin δx
δx
)
and by the right equality easily proved,
1(|δx|>2) ≤ 2
(
1− sin δx
δx
)
=
1
δ
∫ δ
−δ
(1− cos tx)dt.
Let us apply this formula to Xn to get
1(|Xn|>2/δ) ≤
1
δ
∫ δ
−δ
(1− cos tXn)dt
and by taking expectations and by applying Fubini Theorem for inte-
grable functions,
P (|Xn| > 2
δ
) ≤ 1
δ
∫ δ
−δ
Re(1− EeitXn)dt.
By applying the Monotone Convergence Theorem, to Re(1−EeitXn)→
Re(1− ψ(t)), we obtain
(4.1) lim inf
n→∞
P (|Xn| > 2
δ
) ≤ 1
δ
∫ δ
−δ
Re(1− ψ(t))dt.
The real part function Re(·) is continuous and by the assumptions,
Re(1 − ψ(t)) → 0 as δ → 0. Therefore, we may let δ → 0 in (4.1) to
get
lim inf
n→∞
P (|Xn| > 2
δ
) = 0.
This implies that the sequence is tight. Then there exists a sub-
sequence Xnk weakly converging to X. By Theorem , we have
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ψnk(t) = E(exp(itXnk))→ E(exp(itX)) = ψ0(t).
By the uniqueness of limits in R
ψ = ψ0.
We conclude that ψ is a characteristic function.
By applying this, we will have another proof of the characterization of
weak convergence by characteristic functions.
4.2. Another proof of the characterization of weak conver-
gence by characteristic functions.
Here is the beautiful proof we already signaled in the remark after the
statement of Proposition 10 in Chapter 2.
Theorem 10. A sequence Xn of random vectors with values in Rk
weakly converges to the random vector X ∈ Rk if and only if u ∈ Rk,
E(exp(i < u,Xn >))→ E(exp(i < u,X >)) as n→ +∞.
Proof. The direct implication comes from the application of the Dom-
inated Convergence Theorem. Let us prove the indirect implication.
Suppose that for any u ∈ Rk
ψn(u) = E(exp(i < u,Xn >))→ E(exp(i < u,X >)) = ψn(u).
For any fixed i, 1 ≤ i ≤ k, the sequence of the i-th components, X(i)n ,
satisfies, for any t ∈ R,
ψn(i)(t) = ψn(0, .., t, ..0︸ ︷︷ ︸
i−i-th place
) = E(exp(itX(i)n ))→ ψ(0, .., t, ..0︸ ︷︷ ︸
i−i-th place
) = ψ(i)(t).
The function ψi is continuous since it is the characteristic function of
Xi. Then each X
(i)
n is tight. By Proposition 26, the sequence Xn is
tight.
We may conclude in two steps.
Step 1 : Each sub-sequence of Xn contains a sub-sequence weakly con-
verging to a probability L. By assumption, Xn weakly converges to
PX . By the characterization of the probability law by its characteris-
tic function and by the uniqueness of weak limits, we have L = PX .
Then, there exists a probability measure, L0 = PX , such that each
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sub-sequence of Xn contains a sub-sequence weakly converging L0.
Step 2 : Let f : Rk 7→ R be a continuous and bounded function. Con-
sider a sub-sequence Ef(Xnj), j ≥ 1, of the sequence of real numbers
Ef(Xn), n ≥ 1.
This sub-sequence Xnj , j ≥ 1, contains a sequence Xnj` , ` ≥ 1, weakly
converging to L0 as ` → +∞. Then Ef(Xnj` ) converges to
∫
fdL0.
So A =
∫
fdL0 is real number such that each sub-sequence of Ef(Xn),
n ≥ 1 has a sub-sequence converging to A.
By Prohorov’s Criterion Exercise 4 in Section 1 of Chapter 6, Ef(Xn)
converges to
∫
fdL0. Then Xn weakly converges to L0 = PX .
CHAPTER 4
Specific Tools for Weak Convergence in R
This chapter focuses on tools which are specific to convergence of
sequences of real random variables. For such random variables, we
may use Renyi’s representations through uniform or exponential ran-
dom variables, especially for sequences of independent and identically
distributed random variables. Such representations use the generalized
inverse functions on which concentrates the first section. Besides, in
relation with Section 6 and Theorem 4.1 in Chapter 2, working on weak
convergence in the same probability space may become a computation
matter. This chapter gives tools for such an orientation.
1. Generalized inverses of monotone functions
This theory is done for non-decreasing and right-continuous functions.
It may be done for non-increasing and left-continuous functions.
Sometimes, left or right continuity is not required (see Point 9 below).
Let F be a non-decreasing and right-continuous function from R to R.
Let us define the generalized inverse of F as :
F−1(u) = inf{x ∈ R, F (x) ≥ u}, u ∈ R.
Because of the importance of this transformation for univariate extreme
value theory, we are going to expose important facts of generalized in-
verses. Since we want them to be known by heart, we expose all of
them before we provide their proofs.
A - List of most important properties of the generalized in-
verses.
Point (1). For any u ∈ R and for any t ∈ R
(A) F (F−1(u)) ≥ u
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and
(B) F−1(F (x)) ≤ x.
Point (2). For any (u, t) ∈ R2,
(A) (F−1(u) ≤ t)⇐⇒ (u ≤ F (t))
and
(B) (F−1(u) > t)⇐⇒ (u > F (t)).
Point (3). F−1 is non-decreasing and left-continuous.
Point (4). The weak convergence for non-decreasing distribution func-
tions is available by itself and is defined still by Formula (9) above.
Then we have the following implication.
(Fn  F )⇒ (F−1n  F−1).
Point (5). Let us suppose that Fn and F are distribution functions
of real random variables and that Fn  F . If F is continuous,
that we have the uniform convergence
sup
x∈R
|Fn(x)− F (x)| → 0 as n→ +∞
Point (6). A distribution function F on R has at most a countable
points of discontinuity.
Point (7). Let P be any probability measure on R with support (a, b),
meaning that
a = inf{x, P(]−∞, x]) > 0} and b = inf{x, P(]−∞, x]) = 1}.
which P((a, b)c) = 0. Then, for 0 < ε < 1, there exists a finite number
partition of (a, b),
a = t0 < t1 < t2 < ... < tk < tk+1 = b
such that for 0 < i < k,
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P(]ti, ti+1[) ≤ ε.
We always can extend the bounds to
−∞ ≤ t0 < t1 < t2 < ... < tk < tk+1 ≤ +∞
since P(]−∞, a[) = 0 and P(]b,+∞[) = 0.
Point (8) Let F andG be two distribution function both non-increasing
or both non-decreasing. If neither of them is degenerated, then there
exist two continuity points of both F and G, x1 and x2 such that
x1 < x2 and
F (x1) < F (x2) and G(x1) < G(x2).
Point (9) Let F be simply non-decreasing from R to [a, b] without
assumption of left or right-continuity. Then for any y ∈]a, b[,
F (F−1(y)− 0) ≤ y ≤ F (F−1(y) + 0),
where F (·+) and F (·−) respectively stand the right and the left limit
at x.
If the function F is non-increasing, the generalized inverse is defined
by
F−1(y) = inf{x ∈ R,F (x) ≤ y}, y ∈ (a, b).
and we have the formula for x ∈ (a, b)
F (F−1(y) + 0) ≤ y ≤ F (F−1(y)− 0)
B - Proofs of the points.
Proof of Point 1. Part (A). Set
Au = {x ∈ R, F (x) ≥ u} , u ∈ R.
Since F−1(u) = inf An, there exists a sequence (xn)n≥0 ∈ Au such that F (xn) ≥ uxn ↓ F−1(u).
By right-continuity of F we have
F (F−1(u)) ≥ u.
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This proves Formula (A). As for the Formula (B), consider x ∈ R and
set
F−1(F (x)) = inf AF (x).
Let us split AF (x) into
AF (x) = [−∞, x[ ∩ AF (x) + [x,+∞] ∩ AF (x)
=: AF (x)(1) + AF (x)(2).
By Fact 1, stated at the end of this section, we have
inf AF (x) = min(inf AF (x)(1), inf AF (x)(2)).
But
y ∈ AF (x)(1) =⇒ y ≤ x, then inf AF (x)(1) ≤ x.
Next we obviously have
inf AF (x)(2) = {y ≥ x, F (y) ≥ F (x)} = x.
Thus
inf AF (x) ≤ x.
That is :
F−1(F (x)) = inf AF (x) ≤ x.
This closes the proof of Point 1.
Proof of Point 2. It is obvious that each of Formulas (A) and (B)
is derived from the other by taking complementary. So, we may only
prove one of them, say (B). Suppose (u > F (t)). By right-continuity
of F at t, we can find ε such that
u > F (t+ ε).
Now, for x ∈ Au we surely have
x > t+ ε.
Otherwise, we would get,
x ≤ t+ ε =⇒ F (x) ≤ F (t+ ε) < u,
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and this would lead to the conclusion x /∈ Au, which is in contradiction
with the assumption. So, x > t+ ε for all x ∈ Au. This implies that
inf Au = F
−1(u) ≥ t+ ε > t.
We proved the direct sens of the first formula. To prove the indirect
sense, consider F−1(u) > t. Next, suppose that u > F (t) does not
hold. This implies that F (t) ≥ u, which is in contradiction with t ∈ Au
and next,
inf Au = F
−1(u) ≤ t.
This is impossible. Then u > F (t).
Proof of Point 3. We begin to establish that F−1 is non-decreasing.
We have
∀u ≤ u′, Au′ ≤ Au =⇒ inf Au′ ≤ inf Au.
This implies
F−1(u′) ≥ F−1(u)
Next, we have to prove that F−1 is left-continuous. Let u ∈ R. We
have for any h ≥ 0,
F−1(u− h) ≤ F−1(u).
Thus
lim
h↓0
F−1(u− h) ≤ F−1(u).
Suppose that
lim
h↓0
F−1(u− h) = α < F−1(u).
We can find ε > 0 such that α + ε < F−1(u). Now, for all h ≥ 0,
F−1(u− h) < α + ε.
By definition of the infimum, there exists x such that
F (x) ≥ u− h and F−1(u− h) < α + ε.
By Formula (A) of Point 1 and Formula (B) of Point (2), we have
F−1(u− h) < α + ε =⇒ u− h ≤ F (α + ε).
Then we get as h ↓ 0
u ≤ F (α + ε).
Since this is true for any ε > 0, we let ε ↓ 0 to get
u ≤ F (α).
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But, by Formula (B) of Point (2) and by using the hypothesis, we arrive
at (
α < F 1(u)
)⇔ (F−1(u) > α)⇔ (u > F (α)) .
This is clearly a contradiction. We conclude that
lim
h↓0
F−1(u− h) = F−1(u).
And next, F−1 is left-continuous.
Proof of Point 4. Suppose that Fn  F . Let y ∈ R and let ε >.
Since the number of discontinuity of F is at most countable, we can
find a continuity point x of F in the open interval (F−1(y)−ε, F−1(y)).
By Point 2, (F−1(y)) is equivalent to (F (x) < y).Since x ∈ C(F ),
Fn(x)→ F (x). Then for values of n large enough, we have Fn(x) < y
and then x < F−1n (y). We get
F−1(y)− ε ≤ x < F−1n (y)
that is for any ε > 0,
F−1n (y) > F
−1(y)− ε.
We let go to +∞ and ε to decrease to 0, and we get for any y ∈ R,
lim inf
n→∞
F 1n(y) ≥ F−1(y).
Now let y be a continuity of F−1. For any y′ > y, we can find a
continuity point x of F such that
(1.1) F−1(y′) < x < F−1(y′) + ε.
By Point 1, x > F−1(y′) =⇒ F (x) ≥ F (F−1(y)) ≥ y′. Then
y < y′ ≤ F (x).
Since x ∈ C ′F ), we have Fn(x)→ F (x), and then for large values of n,
y < Fn(x) and by Formula (A) of Point 2, F
−1
n (y) ≤ x,. By combining
this with Formula (1.1), we get
F−1(y′) ≥ x ≥ F−1n (y).
Now let n→ +∞ to obtain
lim sup
n→∞
F−1n (y) ≤ F−1(y′).
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Next, let y′ ↓ y, and get F−1(y′) ↓ F−1(y) by continuity of F−1 at y.
We arrive at
lim sup
n→∞
F−1n (y) ≤ F−1(y). ≤ lim inf
n→∞
F 1n(y).
We finally conclude that
F−1(y) = lim sup
n→∞
F−1n (y) = lim inf
n→∞
F−1n (t).
Proof of Point 5. Since F is non-decreasing, x is a discontinuity
point of F if and only if the discontinuity jump F (x+) − F (x−) is
positive. Denote by D the set of all discontinuity points of F , and
for any k ≥ 1, denote by Dk the set of discontinuity points such that
F (x+) − F (x−) > 1/k and by Dk,n the set of discontinuity points in
the interval [−n, n] such that F (x+)− F (x−) > 1/k. We are going to
show that Dk,n is finite.
Let us suppose we can find m points x1, ..., xm in Dk,n. Since F is
non-decreasing, we may see that the sum of the discontinuity jumps is
less than F (n) − F (−n). You may make a simple drawing for m = 3
and project the jumps to the y-axis to see this easily. So∑
1≤j≤m
F (x+)− F (x−) ≤ F (n)− F (−n).
Since each of these jumps exceeds 1/k, we have
∑
1≤j≤m
(1/k) ≤
∑
1≤j≤m
F (x+)− F (x−) ≤ F (n)− F (−n),
and thus,
m/k ≤ F (n)− F (−n),
that is
m ≤ k(F (n)− F (−n)).
We conclude by saying that we cannot have more that [k(F (n) −
F (−n))] points in Dk,n, so Dk,n is finite. Since
D = ∪n≥1 ∪k≥1 D(k, n),
we see that D is countable. This puts an end to the proof.
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Proof of Point 6. Let 0 < ε < 1. Let F (t) = P(] − ∞, t]). This
is a distribution function such that F (∞) = 0 and F (+∞) = 1. Fix
0 < ε < 1. Set k = [1/ε], where [t] stands for the greatest integer less
than or equal to t. We then have
kε ≤ 1 ≤ kε+ ε
and denote
si = iε, for i = 1, ..., k and sk+1 = 1.
Put
ti = F
−1(si) = inf{u, G(u) ≥ si}.
By Point 1,
(1.2) F (ti) ≥ si.
Next, for any 1 ≤ i < k,
F (ti+1−) = lim
h↓0
F (ti+1 − h).
By definition of ti+1, which the supremum of the values u such that
F (u) ≥ (i+ i)ε, we surely have,
F (ti+1 − h) < (i+ 1)ε.
By letting h ↓ 0, we get
(1.3) B(ti+1−) ≤ (i+ 1)ε.
By putting together, (1.2) et (1.3), we have
P(]ti, ti+1[) = F (ti+1−)− F (ti) ≤ (i+ 1)ε− iε = ε,
for i = 1, .., k. For i = k, we have F (tk+1) = 1 and
P(]tk, tk+1[) = 1− F (tk) ≤ 1− kε ≤ ε.
For i = 0, since F (t0) ≥ 0, we have
P(]ti, ti+1[) = F (t1−)− F (t0) ≤ F (t1−) ≤ ε.
We just proved that 0 ≤ i ≤ k,
P(]ti, ti+1[) = F (ti+1+)− F (ti) ≤ (i+ 1)ε− iε = ε.
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Proof of Point 7. We are going to apply Point 6. Let us consider
the Lebesgue-Stieljes probability measure generated by F and charac-
terized by
P(]u, v]) = F (v)− F (u), u ≤ v.
In particular, we have P(] − ∞, v]) = F (v) − F (u). Fix ε > 0 and
consider a subdivision
−∞ = t0 < t1 < t2 < ... < tk < tk+1 = +∞
such that for any 0 ≤ j ≤ k,
F (tj+1−)− F (tj) = PX(]ti, ti+1[) ≤ ε.
Now we want to prove the uniform convergence. Let x be one of the
tj’s. We have
Fn(x)− F (x) ≤ sup
0≤j≤k+1
|Fn(tj)− F (tj)| .
Any other x is in one of the intervals ]tj, tj+1[. Use the non-decreasingness
of F and Fn to have
Fn(x)− F (x) ≤ Fn(tj+1−)− F (x)
≤ Fn(tj+1−)− F (tj+1−) + F (tj+1−)− F (x)
≤ Fn(tj+1−)− F (tj+1−) + F (tj+1−)− F (tj)
≤ sup
0≤j≤k+1
|Fn(tj−)− F (tj−)|+ ε
and
F (x)− Fn(x) ≤ F (x)− Fn(tj)
≤ F (x)− F (tj) + F (tj)− Fn(tj)
≤ F (tj+1−)− F (tj) + F (tj)− Fn(tj)
≤ sup
0≤j≤k+1
|Fn(tj)− F (tj)|+ ε
At the arrival, we have for any point x different from tj,
|F (x)− Fn(x)| ≤ max
(
sup
0≤j≤k+1
|Fn(tj−)− F (tj−)| , sup
0≤j≤k+1
|Fn(tj)− F (tj)|
)
+ε).
Then
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sup
x∈R
|Fn(x)− F (x)| = ‖Fn − F‖∞
≤ max
(
sup
0≤j≤k+1
|Fn(tj−)− F (tj−)| , sup
0≤j≤k+1
|Fn(tj)− F (tj)|
)
+ ε.
At this step, we have the more general conclusion. If for all real x,
Fn(x)→ F (x) and Fn(x−)→ F (x−), then we may conclude that
lim sup
n→+∞
sup
x∈R
|Fn(x)− F (x)| ≤ ε,
for an arbitrary ε. Thus we have
lim
n→+∞
sup
x∈R
|Fn(x)− F (x)| = 0.
To extend this conclusion to the case F is continuous and Fn(x) →
F (x), we have to prove Fn(x−)→ F (x) for any x.
To prove this, fix an arbitrary x and let 0 ≤ hp ↓ 0 as p ↑ +∞. We
have for each n,
Fn(x−)− F (x) ≤ Fn(x)− F (x) ≤ |Fn(x−)− F (x)|,
and
F (x)−Fn(x−) ≤ F (x)−Fn(x−hp) ≤ |F (x)−F (x−hp)|+|F (x−hp)−Fn(x−hp)|.
By combining these two points, we have
|F (x)−Fn(x−)| ≤ max(|Fn(x−)−F (x)|, |F (x)−F (x−hp)|+|F (x−hp)−Fn(x−hp)|).
Now fix p and let n→ +∞ to get
lim sup
n→+∞
|F (x)− Fn(x−)| ≤ |F (x)− F (x− hp)|.
Finally, let p→ +∞ to get the conclusion by continuity of F .
Proof of Point 8. F is degenerated if and only if it has a unique point
of increase, say a, at which it presents a discontinuity jump. It is in the
form : F (x) = c1 for x < a and F (x) = c2 for x ≥ a, with c1 < c2. So
if F is non-degenerated, it has at least two points of increase. Hence,
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we can find three continuity points of F : a1 < a2 < a3 such that
F (a1) < F (a2) < F (a3). IfG is also non-degenerated, we also find three
continuity points of G : b1 < b2 < b3 such that F (b1) < F (b2) < F (b3).
We consider two cases.
Case 1. The intervals [a1, a3] and [b1, b3] are disjoint or have an inter-
section of one point, which is necessarily a continuity point. Suppose
for example that a3 ≤ b1. Take x1 = a1 and x2 = b3. We have
F (x1) < F (a3) ≤ F (b1) ≤ F (b3) = F (x2)
and
G(x1) < G(a3) ≤ G(b1) < G(b3) = G(x2).
Case 2. The intervals [a1, a3] and [b1, b3] overlap at least on a non-empty
open interval. Take t in the intersection. Surely we have F (a1) < F (t)
or F (t) < F (a3). Otherwise, we would have F (a1) = F (a3), which
violates what is above. Similary G(b1) < G(t) or G(t) < G(b3). Now,
take x1 = min(a1, b1) and xx = min(a3, b3).
If F (a1) < F (t), we have
F (x1) ≤ F (a1) < F (t) ≤ F (a3) ≤ F (x2).
If F (t) < F (a3), we have
F (x1) ≤ F (a1) < F (t) < F (a3) ≤ F (x2)
We conclude that
F (x1) < F (x2).
We prove similarly that
G(x1) < G(x2).
By Point 5, we know that the discontinuity points of F and G are at
most countable, we may adjust x1 and x2 to be continuity points of
both F and G.
Proof of Point 9.
Let us begin by the first case where F est non-decreasing. By definition
of the generalized inverse, we have for any h > 0,
F (F−1(y) + h) ≥ y
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and
F (F−1(y)− h) < y.
By letting h decrease to zero, we get
F (F−1(y)−) ≤ y ≤ F (F−1(y)+), y ∈ (a, b).
Similarly, if F is non-increasing, we have for any h > 0
F (F−1(y) + h) ≤ y
and
F (F−1(y)− h) > y.
By letting h decrease to zero, we get
F (F−1(y)+) ≤ y ≤ F (F−1(y)−).
Fact 1. Let A and B be two disjoint subsets of R. We have
inf A ∪B = min(inf A, inf B).
Indeed, clearly, inf A ∪ B is less than inf A and less than inf B, and
then inf A ∪ B ≤ min(inf A, inf B). Now suppose that we do not have
the equality, that is
inf A ∪B < min(inf A, inf B).
There exists a sequence (zn)n≤0 of points of A∪B decreasing to inf(A∪
B). Surely for n large enough, zn will be less than inf A and less than
inf B. And yet, it is either in A or in B. This is absurd. We conclude
that we have the equality.
2. Applications of Generalized functions
The first application is the representation of any real random vari-
able by a standard uniform random variable U ∼ U(0, 1) associated
with the distribution function G(x) = 0 for x < 0, G(x) = x for
x ∈ (0, 1) and G(x) = 1 for x > 0. We have :
Lemma 4. Let F be a distribution function such that F (−∞) = 0
and F (+∞) = 1. Let U ∼ U(0, 1), defined on some probability space
(Ω,A,P). Then X = F−1(U) has the distribution function F .
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Proof. We have by Formula (A) of Point 2 above that, for any xR,
P(X ≤ x) = P(F−1(U) ≤ x) = P(U ≤ F (x)) = F (x).
.
A second application is this simple form of Skorohod-Wichura’s Theo-
rem.
Theorem 11. Let Fn  F , where Fn and F are distribution func-
tions such that Fn(−∞) = 0 and Fn(+∞) = 1, for n ≥ 0, F (−∞) = 0
and F (+∞) = 1. Then, there exists a probability space (Ω,A,P) hold-
ing a sequence of real random variables Xn and a random variable X
such that for any n ≥ 0, Fn is the distribution function of Xn, that
is Fn(.) = P(Xn ≤ .), and F is the distribution function of X, that is
F (.) = P(X ≤ .) and
Xn → Xa.s as n→ +∞.
Proof. Let us consider ([0, 1],B([0, 1]), λ) where λ is the Lebesgue-
measure on [0, 1], which is a probability measure. Consider the identity
function U : ([0, 1],B([0, 1]), λ) 7→ ([0, 1],B([0, 1]), λ). Then U follows
a standard uniform law since for any x ∈ (0, 1),
λ(U ≤ x) = λ(U−1(]−∞, x]))
where U−1 is the inverse of U and then U−1(]−∞, x]) =]−∞, x]. Thus
λ(U ≤ x) = λ(U−1(]−∞, x])) = λ(]−∞, x]) = x.
Consider Xn = F
−1
n (U), n ≥ 1, and X = F−1(U). In virtue of Lemma
4 above, each Fn, n ≥ 1, is the distribution function of Xn and F is
the distribution function of X. Let us show that Xn converges to X
almost-surely. By using Point 4 above, we have F−1n  F−1. Then
1 ≥ λ(Xn → X) = λ({u ∈ [0, 1], Xn(u)→ X(u)})
= λ({u ∈ [0, 1], F−1n (u)→ F−1(u)})
≥ λ({u ∈ [0, 1], u is a continuity point of F}) = 1,
since the complement of {u ∈ [0, 1], u is a continuity point of F} is
countable and countable sets are null-sets with respect to the Lebesgues
measure.
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3. Representation of Renyi for iid sequences of random
variables
This section is intended to provide representations of order statistics
X1,n ≤ ... ≤ Xn,n , n ≥ 1, of any n independent random variables
X1, ..., Xn with common distribution function F in that of standard
uniform or exponential independent random variables.
We remind again that in this section, all the random variables are de-
fined on the same probability space (Ω,A,P) .
We begin by recalling the density probability function of the order
statistics from a density probability function h.
3.1. Density of the order statistics.
Let us begin with this lemma.
Lemma 5. Let Z1, Z2, ..., Zn be n independent copies of an abso-
lutely continuous random variable Z of probability density function h
and probability distribution function H, defined on the same probability
space (Ω,A,P) . Let 1 ≤ r ≤ n, 1 ≤ n1 < n2 < ... < nr. Then the
r order statistics Zn1,n < Zn2,n <. .. < Znr,n have the joint the joint
probability density function in (z1, ..., zr),
(3.1) n!
r+1∏
j=1
h(zj)(F (zj)− F (zj−1))nj−nj−1−1
(nj − nj−1 − 1)! 1(z1<...<zr),
with by convention n0 = 0 and nr = n + 1, z0 = −∞ = z0 and zr+1 =
+∞.
Proof. Suppose that the assumptions of the proposition holds. Let
us find the joint density probability functions of r order statistics
Zn1,n ≤ Zn2,n ≤ ... ≤ Znr,n, with 1 ≤ r ≤ n, 1 ≤ n1 < n2 < ... < nr .
Since Z is an absolutely continuous random variable, the observations
are distinct almost surely and we have Zn1,n < Zn2,n <. .. < Znr,n.
Then for dzi small enough and for z1 < z2 < ... < zr, the event
(Zni,n ∈]zi − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r)
occurs with n1−1 observations of the sample Z1, ..., Zn falling at left of
z1, one point in ]z1− dz1/2, z1 + dz1/2[, n2−n1− 1 between z1 + dz1/2
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and z2 − dz1/2, one point in ]z2 − dz2/2, z1 + dz2/2[, etc., and n − kk
points at right of zr.
This is illustrated in Figure 1 for r = 3.
Figure 1. How are placed the observations with respect to z1 <
... < zr
By definition, the probability density function f(Zn1,n,...,Znr,n), whenever
it exists, satisfies
P(Zni,n ∈]z1 − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r)
dz1 × ...× dzr
= f(Zn1,n,...,Znr,n)(z1, ..., zr)(1 + ε(dz1, ..., dzr)),(3.2)
where ε(dz1, ..., dzr) → 0 as each dzi → 0 (1 ≤ i ≤ r). Now, by using
the independence Z1, ..., Zn, P(Zni,n ∈]z1−dzi/2, zi+dzi/2[, 1 ≤ i ≤ r)
is obtained as a multinomial probability. Using in addition the fact that
h is the common probability density function of Z, we get
P(Zni,n ∈]z1 − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r)
dz1 × ...× dzr
= n!× h(z1)
n1−1
(n1 − 1)! ×
(F (z2)− F (z1))n2−n1−1
(n2 − n1 − 1)!
× ....× (F (zj)− F (zj−1))
nj−nj−1−1
((nj − nj−1 − 1)!)
× ...× (F (zr)− F (zr−1))
nr−nr−1−1
(nr − nr−1 − 1)!
× (1− F (zr))
n−nr
(n− nr)!
×
∏ P(Zni,n ∈]zi − dzi/2, zi + dzi/2[)
1! dzi
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The last factor in the latter product is
r∏
i=1
h(zi)(1 + dzi).
By setting n0 = 0 and nr = n + 1 and for −∞ = z0 < z1 < ... < zr <
zr+1 = +∞,
f(Zn1,n,...,Znr,n)(z1, ..., zr) = n!
r+1∏
j=1
h(zj)(F (zj)− F (zj−1))nj−nj−1−1
(nj − nj−1 − 1)! ,
we see that f(Zn1,n,...,Znr,n) satisfies (3.2). 
Now, let us apply this lemma to the whole order statistics. We get this
proposition.
Proposition 28. Let Z1, Z2, ..., Zn be n independent copies of
an absolutely continuous random variable Z with common probability
density function h, and defined on the same probability space (Ω,A,P).
The associated order statistic
(Z1,n, Z2,n, ..., Zn,n)
has the joint probability density function
h(Z1,n,...,Zn,n) (z1,...,zn) = n!
n∏
i=1
h (zi) 1(z1≤...≤zn).
Proof. Let us apply Lemma 5 with r = n and n1 = 1, n2 = 2, ..., nn =
n. Since the numbers nj − nj−1 − 1 vanish in (3.1), It comes that
Z1,n < Z2,n <. .. < Zn,n have the joint probability density
n!
n∏
j=1
h(zj)1(z1<...<zr),

Now, we are focusing on the relation between standard uniform and
exponential order statistics.
Proposition 29. Let n ≥ 1 be a fixed integer and U1,n ≤ U2,n ≤
... ≤ Un,n be the order statistics associated with U1, U2, ..., Un, which are
n independent random variables uniformly distributed on (0, 1) . Let
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E1, E2, ..., En, En+1, (n+ 1) independent random variables following
the standard exponential law, that is
∀x ∈ R, P (Ei ≤ n) =
(
1− e−x) 1(x≥0), i = 1, ..., n+ 1.
Let Sj = E1 + ... + Ej, 1 ≤ j ≤ n + 1. Then we have the following
equality in distribution
(U1,n, U2,n, ..., Un,n) =
d
(
S1
Sn+1
, ...,
Sn
Sn+1
)
.
Proof. On one hand, by (28), the probability density function (pdf )
of U = (U1,n, U2,n, Un,n) is given by
∀ (u1, ..., un) ∈ Rn, fU (u1, ..., un) = n!1(0≤u1≤...≤un≤1).
We are going to find the distribution of Z∗n+1 = (S1, S2, ..., Sn, Sn+1)
given Sn+1 = t, t > 0. We have for y = (y1, y2, ..., yn) ∈ Rn,
f
Sn+1=t
Z∗n
(y) =
f(Z∗n,Sn+1) (y, t)
fSn+1 (t)
(3.3)
=
fZ∗n+1 (y, t)
fSn+1 (t)
1(0≤y1≤...≤yn≤t).
But Sn+1 follows a gamma law of parameters n + 1 and 1, that is
Sn+1 ∼ γ (n+ 1, 1) , and its probability density function is
(3.4) fSn+1 (t) =
tne−t
Γ (n+ 1)
1(t≥0) =
tn
n!
e−t1(t≥0).
The distribution function of (S1, ..., Sn+1) comes from the transforma-
tion 
E1
.
.
.
.
En+1
 =

1
−1 1
0 −1 1
. . .
. . .
. . . . −1 1


S1
.
.
.
.
Sn+1

Let B be the matrix on the formula above. The Jacobian determinant
in absolute value is |B| = 1 and
B

y1
.
.
yn+1
 = (y1, y2 − y1, ..., yn+1 − yn) .
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Thus, the density of (S1, ..., Sn+1) is then given by
fZnn+1(y1, ..., yn+1) = f(E1,...,En+1) (B (y1, ..., yn+1)) 1(0≤y1≤...≤yn≤yn+1)
=
n+1∏
i=1
e−(yi−yi−1)1(0≤y1≤...≤yn≤yn+1)
= e−yn+11(0≤y1≤...≤yn≤yn+1).
where y0 = 0 by convention. Going back to (3.3) and (3.4), we get ,
with y = (y1, y2, ..., yn) ,
(3.5) f
Sn+1=t
Z∗n
(y) =
n!
tn
1(0≤y1≤...≤yn≤t).
Now, for u = (u1, u2, ..., un) ∈ Rn,
f
Sn+1=t(
S1
Sn+1
,..., Sn
Sn+1
) (u) = fSn+1=t
(S1t ,...,
Sn
t )
(u1, u2, ..., un) .
This density probability function is obtained from (3.5) by the trans-
form
(y1, y2, ..., yn) = t (u1, u2, ..., un)⇐⇒ (u1, u2, ..., un) = 1
t
(y1, y2, ..., yn)
with Jacobian determinant tn. Then
f
Sn+1=t(
S1
Sn+1
,..., Sn
Sn+1
) (u1, u2, ..., un) = fSn+1=tZ∗n (t (u1, u2, ..., un)) tn1(0≤tu1≤...≤tun≤t)
= n!1(0≤u1≤...≤un≤1).
This is exactly (3.3). Then the conditional distribution of Z =(
S1
Sn+1
, ..., Sn
Sn+1
)
given Sn+1 = t does not depend on t. So, its con-
ditional distribution is also its unconditional distribution function and
then (
S1
Sn+1
, ...,
Sn
Sn+1
)
has the same law as U = (U1,n, U2,n, ..., Un,n) and it is independent of
Sn+1. This puts an end to the proof.
We formalize the last conclusion in the following lemma.
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Lemma 6. Let E1, E2, ..., En, En+1, n ≥ 1, be independent standard
exponential random variables defined on the same probability space. Let
Si = E1 + E + ...+ Ei, 1 ≤ i ≤ n+ 1, then(
S1
Sn+1
, ...,
Sn
Sn+1
)
is independent of Sn+1.
The latter proposition exposed representations of order statistics of
standard uniform random variables into that of standard exponential
random variables. The following proposition reverses the situation.
Proposition 30. Assume the notations of Proposition 29 hold.
Then for any n ≥ 1,
(− logU1,n, ...,− logUn,n) =d (E1,n, ..., En,n) ,
where E1,n ≤ ... ≤ En,n are the order statistics of E1, E2, ..., En, which
are n independent and exponentially distributed with intensity one.
Proof. By Proposition 28, the pdf of E1,n ≤ ... ≤ En,n is
(3.6) fZ (z) = n!e
−∑ni=1 zi1(0≤z1≤...≤zn), z = (z1, ..., zn) ∈ Rn,
where Z = (E1,n, ..., En,n) . The distribution of Z
∗ = (− logU1,n, ...,− logUn,n)
comes from that of U = (U1,n, ..., Un,n) by the diffeomorphism (z1, ..., zn) =
(− log u1, ...,− log un) which preserves the order of the arguments and
has a jacobian determinant in absolute value equal to∣∣∣∣∂Ui∂zj
∣∣∣∣ = ∣∣∣∣∂∂e−zi∂zj
∣∣∣∣ = ∣∣diag (−e−z1 , ...,−e−zn)∣∣
= e−
∑n
i=1 zi .
Then , the pdf of Z∗ is
fZ∗ (z1, ..., zn) = fU
(−e−z1 , ...,−e−zn) e−∑ni=1 zi1(0≤z1≤...≤zn)
= n!e−
∑n
i=1 zi1(0≤z1≤...≤zn).
This pdf is that of (E1,n, ..., En,n) by (3.6). The proof ends here.
Another version. Let us give another version of the previous result.
It is clear that for any standard uniform random variable U, we have
U =d 1− U. Then for any n ≥ 1, we have
(U1,n, ..., Un,n) =
d (1− U1,n, ..., 1− Un−i+1,n, ..., 1− Un,n) .
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The equality in distribution in Proposition 30 becomes : for any n ≥ 1,
(− log (1− Un,n) , ...,− log (1− U1,n)) =d (E1,n, ..., En,n)
Let us go further and denote
αi,n = − log (1− Ui,n) , 1 ≤ i ≤ n.
Consider the transformation for n ≥ 1,
nα1,n
(n− 1) (α2,n − α1,n)
.
.
(n− i+ 1) (αi,n − αi−1,n)
.
.
1 (αn,n − αn−1,n)

=

V1
V2
.
.
Vi
.
Vn

.
We have
α1,n
α2,n
.
.
.
.
αn,n

=

V1/n
V1/n+ V2/ (n− 1)
.
.
.
.
V1/n+ V2/ (n− 1) + ...+ Vn−1/2 + V1/1

.
The probability density function of (V1, ..., Vn) is given by
fV (v1, ..., vn)
= f(α1,n,...,αn,n) (v1/n, v1/n+ v2/(n− 1), ..., v1/n+ v2/ (n− 1) + ...+ vn)
× |J (v)| × 1DV (v) .
The Jacobian determinant in absolute value of this transform is
|J (v)| = 1
n!
and the domain of V is
DV = Rn+.
We conclude by using (3.6) which gives the joint pdf of (α1,n, ..., αn,n),
and by denoting si = v1/n+v2/(n−1)+ ...+vi/(n− i+1), i = 1, ..., n.
We get
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fV (v1, ..., vn) =
1
n!
× n!e−
∑n
i=1 si1(v1≥0,..,vn≥0)
= e−
∑n
i=1 si1(v1≥0,..,vn≥0).
We may check that s1 + ...+ sn = v1 + ...+ vn. We arrive at
fV (v1, ..., vn) =
n∏
i=1
e−vi1(vi≥0).
This says that (V1, ..., Vn) has independent standard exponential coor-
dinates. We summarize our finding in :
Proposition 31. Let αi,n = − log (1− Ui,n) , i = 1, ..., n. Then the
random variables
nα1,n, (n− 1) (α2,n − α1,n) , . . . , (n− i+ 1) (αi,n − αi−1,n) , . . . , (αn,n − αn−1,n)
are independent standard exponential random variables.
Let us do more and put for any 1 ≤ i ≤ n,
(n− i+ 1) (αi,n − αi−1,n) = (n− i+ 1) log
(
1− Ui−1,n
1− Ui,n
)
.
By our previous results we have that the random variables
E∗n−i+1 = (n− i+ 1) (αi,n − αi−1,n) = log
(
1− Un−i,n
1− Un−i+1,n
)(n−i+1)
are independent and standard exponential random variables. We may
and do change Un−i,n to Ui+1,n to arrive at this celebrated representa-
tion.
Proposition 32. (Malmquist representation). Let U1, U2, ..., Un
be standard uniform random variables for n ≥ 1. Let 0 ≤ U1,n < U2,n <
, ..., < Un,n ≤ 1 be their associated order statistics. Then the random
variables
log
(
Ui+1,n
Ui,n
)i
, i = 1, ..., n
are independent standard exponential random variables.

CHAPTER 5
The functional Empirical Process As a General
Tools in Asymptotic Statistics
1. Using the small o’s and the big O’s
In this chapter, we will show how to combine all the concepts we
have studied so far to get yet simple but powerful tools that may be
systematically used to find asymptotic normal laws in a great variety
of problems, even in current research problems. We will first study
the manipulations of the oP and the OP symbols concerning limits in
probability. Next, we present the functional empirical process that is
used here only in the frame of the finite distributions case. Then, we
will give some cases as illustrations.
It is important to notice for once that the methods given are valid
for sequences of random variables and limit random variables defined on
the same probability space. In consequence, we treat sequences of ran-
dom variables (Xn)n≥1, (Yn)n≥1, (Zn)n≥1,... defined on the same proba-
bility space (Ω,A,P) with values in Rk,k ≥ 1 and (an)n≥1, (bn)n≥1, (cn)n≥1
are positive random numbers.
2. Stochastic o’s and O’s
I - Big O’s and small o’s almost surely.
DEFINITIONS.
(a) The sequence of real random variables (Xn)n≥1 is said to be an o
(read the name of the letter o) of an almost surely as n→ +∞, denoted
by
Xn = o(an), a.s. as n→ +∞,
if and onl if
(2.1) lim
n→+∞
Xn/an = 0 a.s.
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(b) The sequence of real random variables (Xn)n≥1 is said to be a big
O of an almost surely as n→ +∞, denoted by
Xn = O(an), a.s. as n→ +∞,
if and only if the sequence {|Xn| /an, n ≥ 1} is almost surely bounded,
that is
(2.2) lim
n→+∞
sup |Xn| /an < +∞, a.s.
BE CAREFUL. The equality signs used in (2.3) and (2.2) are to be
read in one direction only in the sense : the left member is a small o
of an or a big O of an. Do not reverse the equality from left to right.
For example, if Xn is an o(n), it is also an o(n
2) and we may write
o(n) = o(n2) a.s. but you cannot write o(n2) = o(n) a.s. An other
example : Xn = n
3/2 is an o(n2) but is not an o(n). This remark will
extend to the notations of small o’s and big O’s in probability to be
defined below.
Particular cases concerning the constants. If an = C > 0 for any
n≥ 1, denoted an ≡ C, we have :
(i) Xn = O(C) a.s. if and only if Xn/C is bounded a.s. if and only if
Xn is bounded a.s. and we write
Xn = O(1) a.s.
(ii) Xn = o(C) a.s. if and only if Xn/C → 0 a.s. if and only if Xn/C →
0 a.s. and we write
Xn = o(1) a.s.
(iii) For any constant C > 0, we may write C = O(1).
PROPERTIES.
The properties are very numerous and the user has often to check new
ones depending on his undergoing work. But a few of them must be
known and ready to be used. Let us list them in three groups.
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Group A. Properties of small o’s.
(1) o(an)o(bn) = o(anbn) a.s.
(2) (1) o(o(an)) = o(an) a.s.
(3) If bn ≥ an for all n ≥ 1, o(an) = o(bn) a.s.
(4) o(an) + o(an) = o(an) a.s.
(5) o(an) + o(bn) = o(an + bn) a.s. and o(an) + o(bn) = o(an ∨ bn) a.s.
where an ∨ bn = max(an, bn).
(6) o(an) = ano(1) a.s. and ano(1) = o(an) a.s.
PROOFS. Each of these properties is quickly proved in :
(1) If Xn = o(an) and Yn = o(bn), then
lim
n→+∞
|XnYn|
anbn
= lim
n→+∞
|Xn|
an
× lim
n→+∞
|Yn|
bn
= 0 a.s
and then XnYn = o(anbn) a.s.
(2) If Yn = o(an), a.s. and Xn = o(Yn), a.s.,
lim
n→+∞
|Xn|
an
= lim
n→+∞
∣∣∣∣XnYn
∣∣∣∣× |Yn|an = limn→+∞
∣∣∣∣XnYn
∣∣∣∣× limn→+∞ |Yn|an = 0,
that is Xn = o(an) a.s.
(3) If Xn = o(an) and bn ≥ an for all n≥ 1, then
0 ≤ lim
n→+∞
sup
|Xn|
bn
= lim
n→+∞
sup
|Xn|
an
an
bn
≤ lim
n→+∞
sup
|Xn|
an
= 0 a.s
and |Xn/bn| → 0 a.s., that is Xn = o(bn), a.s.
(4) If Xn = o(an) and Yn = o(an), then
lim
n→+∞
sup
|Xn + Yn|
an
≤ lim
n→+∞
|Xn|
an
+ lim
n→+∞
|Yn|
bn
= 0 a.s
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and then Xn + Yn = o(an) a.s.
(5) To prove that o(an) + o(bn) = o(an + bn) a.s., use Point (3) to see
that o(an) = o(an + bn) a.s. since an + bn ≥ an for all n ≥ 1 and as well
o(bn) = o(an + bn) a.s. and then use Point (3) to conclude. We prove
that o(an) + o(bn) = o(an ∨ bn) a.s. in the very same manner.
(6) This is a simple rephrasing of the definition.
Group B. Properties of big O’s.
(1) O(an)O(bn) = O(anbn) a.s.
(2) O(O(an)) = O(an) a.s.
(3) If bn ≥ an for all n ≥ 1, O(an) = O(bn) a.s.
(4) O(an) +O(an) = O(an) a.s.
(5) O(an) + O(bn) = O(an + bn) a.s. and O(an) + O(bn) = O(an ∨ bn)
a.s., where an ∨ bn = max(an, bn).
(6) O(an) = anO(1) a.s., and anO(1) = O(an) a.s.
PROOFS. These properties are proved exactly as those of Group A,
where superior limits are used at the place of limits.
Group C. Properties of combinations of small o’s and big O’s.
(1) o(an)O(bn) = o(anbn) a.s.
(2) o(O(an)) = o(an) a.s. and O(o(an)) = o(an), a.s.
(3a) If an = O(bn), a.s., then o(an) +O(bn) = O(bn) a.s.
(3b) If bn = O(an), a.s., then o(an) +O(bn) = O(an) a.s.
(3c) If bn = o(an), a.s., then o(an) +O(bn) = o(bn) a.s.
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(4) (1 + o(an))
−1 − 1 = O(an), a.s.
PROOFS.
(1) If Xn = o(an) and Yn = O(bn), then
lim
n→+∞
sup
|Yn|
bn
= C < +∞ a.s.
and
lim
n→+∞
sup
|XnYn|
anbn
= lim
n→+∞
(∣∣∣∣Xnan
∣∣∣∣× |Yn|bn
)
= lim
n→+∞
sup
∣∣∣∣Xnan
∣∣∣∣× limn→+∞ sup |Yn|bn
≤ C lim
n→+∞
sup
∣∣∣∣Xnan
∣∣∣∣ = 0 a.s.
(2) Use Points (6) of Groups A and B to say
o(O(an)) = o(1)×O(an) = an × o(1)×O(1) = an × o(1) = o(an)
and
O(o(an)) = o(an)O(1) = an × o(1)×O(1) = an × o(1) = o(an).
(3a-b-c) These three points are proved in similar ways. Let us give
the details of (3b) for example. Let Xn = o(an) and Yn = O(bn) and
bn = O(an). Then
o(an) +O(bn) = o(an) +O(O(an)) = o(an) +O(an)
= an(o(1) +O(1)) = an ×O(1) = O(an).
(4) We have
(1 + o(an))
−1 − 1 = o(an)
1 + o(an)
= o(an)O(1)
= ano(1)O(1) = ano(1) = o(an).
II - Big O’s and small o’s in probability.
DEFINITIONS.
(a) The sequence of real random variables (Xn)n≥1 is said to be an o
(read the name of the letter o) of an in probability as n→ +∞, denoted
by
Xn = oP(an), as n→ +∞,
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if and only if
(2.3) lim
n→+∞
Xn/an = 0 in probability,
that is for any λ > 0
lim
n→+∞
P(|Xn| > λan) = 0.
(b) The sequence of real random variables (Xn)n≥1 is said to be a big
O of an in probability as n→ +∞, denoted by
Xn = OP(an), as n→ +∞,
if and only if the sequence {|Xn| /an, n ≥ 1} is bounded in probability,
that is : For any ε > 0, there exists a constant λ > 0, such that
(2.4) inf
n≥1
P(|Xn| ≤ λan) ≥ 1− ε,
which is equivalent to
(2.5) lim inf
λ↑+∞
lim sup
n→+∞
P(|Xn| > λan) = 0.
Before we go further, let us prove the following Lemma.
Lemma 7. Each of (2.4) and (2.5) is equivalent to : For any ε > 0,
there exists an integer N ≥ 1 a constant λ > 0, such that
(2.6) inf
n≥N
P(|Xn| ≤ λan) ≥ 1− ε.
PROOF. To prove that (2.4) and (2.6) are equivalent, it will be enough
to show that (2.6) =⇒ (2.4) since the reverse implication is obvious.
Suppose that (2.6), that is, for ε > 0, there exist N ≥ 1 and a real
number λ0 > 0 such that
(2.7) ∀(n ≥ N), P(|Xn/an| ≤ λ0) ≥ 1− ε.
If N = 1, then (2.4) holds. If not, we have for j ∈ {1, ..., N − 1}
fixed, (|Xj/aj| ≤ λ) ↑ Ω as λ ↑ +∞. So by the Monotone Convergence
Theorem, there exists for each j ∈ {1, ..., N − 1} a real number λj > 0
such that P(|Xj/aj| ≤ λj) > 1− ε. We take λ = max(λ0, λ1, ..., λN−1)
and get
∀(n ≥ 1), P(|Xn/an| ≤ λ) ≥ 1− ε,
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which is (2.4). Now, let us prove that (2.5)⇐⇒(2.6). First (2.5) means
lim
λ↑+∞
lim sup
n→+∞
P(|Xn| > λan) = 0,
since lim supn→+∞ P(|Xn| > λan) in non-increasing as λ ↑ +∞ on [0, 1].
We get for any ε > 0, there exists a real number λ > 0 such that
lim sup
n→+∞
P(|Xn| > λan) = lim
N↑+∞
sup
n≥N
P(|Xn| > λan) ≤ ε/2.
Then for some N > 0,
sup
n≥N
P(|Xn| > λan) ≤ ε,
that is
inf
n≥N
P(|Xn| ≤ λan) ≥ 1− ε,
which is (2.6). Now, a rephrasing of this gives : for any ε > 0, there
exists N0 > 0 and a real number λ0 > 0 such that
(2.8) inf
n≥N
P(|Xn| ≤ λ0an) ≥ 1− ε,
that is
sup
n≥N
P(|Xn| > λ0an) < ε,
which leads to
inf
N≥1
sup
n≥N
P(|Xn| > λ0an) < ε,
and next
inf
λ>0
inf
N≥1
sup
n≥N
P(|Xn| > λan) < ε,
which is (2.5).
COMMENTS, NOTATIONS AND SOMME LEMMAS.
(a) From Chapter 3, an OP(1) is simply a tight sequence of random
variables. From Theorem 7 of Chapter 3, we have that any sequence
Xn = OP(an) contains a sub-sequence (Xnk)k≥1 such that (Xnk/ank)k≥1
weakly converges in R.
(b) It may be convenient to rephrase (2.4) into the following sentence.
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For any ε > 0 there exists a real number λ > 0 such that |Xn| ≤ λan
With Probability At Least Equal to 1− ε for all n ≥ 1.
By using the complementary events, we will say : for any ε > 0 there
exists a real number λ > 0 such that |Xn| > λan With Probability At
Most Equal to ε for all n ≥ 1.
With Probability At Least Equal to 1 − ε will be abbreviated by
WPALE(1− ε).
As well, WPAME(ε) is an abbreviation of With Probability At Most
Equal to ε.
For lengthy demonstrations, using these types of sentences described
above may be handy.
We will need two other lemmas.
Lemma 8. We have the following properties :
(a) If Xn is a sequence of k−random vectors weakly converging (say,
to a k-random vector X), then ‖Xn‖ = OP(1).
(b) Let Xn be a sequence of random vectors with values in the metric
space (S, d) converging in probability to a constant C ∈ S and let g be
a measurable mapping from (S, d) to another metric space (E, r). If g
is continuous at C, then g(Xn) converges in probability to C.
(c) Consider a sequence of k−random vectors (Xn)n≥1 converging to
zero in probability. Let R(x) be a real function of x ∈ Rk continuous
at zero and such that R(0) = 0. Let p > 0 be a fixed integer. If R(x) =
o(‖x‖p) as x → 0, then R(Xn) = oP(‖Xn‖p). If R(x) = O(‖x‖p) as
x→ 0 , then R(Xn) = OP(‖Xn‖p).
Proof.
Proof of Point (a). If Xn →P X, then by Proposition 12, Xn →w X
and by the continuous mapping Theorem 7 of Chapter 2, ‖Xn‖ →w
‖X‖ . Then by Theorem 3, we have for any continuity point of F‖X‖(λ) =
P (‖X‖ ≤ λ),
2. STOCHASTIC o’S AND O’S 137
lim
n→+∞
P (|Xn| > λ) = P (‖X‖ > λ) = F‖X‖(λ).
Since the set of discontinuity points of F‖X‖ is at most countable (see
Point 6 of Chapter 4, Section 1), apply the formula above for λ→ +∞
while λ are continuity points. Since 1 − F‖X‖(λ) → 0 as λ → +∞,
then for any ε > 0, we are able to pick one value of λ(ε) which is a
continuity point of F‖X‖ satisfying 1− F‖X‖(λ) < ε. For any ε > 0, we
have found λ(ε) > 0 such that
lim sup
n→+∞
P (|Xn| > λ(ε)) ≤ ε,
which implies
lim
λ→+∞
lim sup
n→+∞
P (|Xn| > λ) = 0.
Point (a) is proved.
Proof of Point (b). Assume the notations of this point and suppose
that g is continous at C. Let ε > 0. By the continuity of g at C, there
exists η > 0 such that
d(x,C) < η =⇒ r(g(x), g(C)) < ε/2.
Now
P(r(g(Xn), g(C) > ε) = P({r(g(Xn), g(C) > ε} ∩ {d(Xn, C) ≥ η})
+ P({r(g(Xn), g(C) > ε} ∩ {d(Xn, C) < η})
≤ P(d(Xn, C) ≥ η),
since ({r(g(Xn), g(C) > λ}∩{d(Xn, C) < η}) ⊂ ({r(g(Xn), g(C) > ε}∩
{d(Xn, C) < η} ∩ {{r(g(Xn), g(C) < ε/2}}) = ∅.
Then, since Xn →P C, we have
lim sup
n→+∞
P(r(g(Xn), g(C) > ε) ≤ lim sup
n→+∞
P(d(Xn, C) ≥ η) = 0.
So Point (b) is true.
Proof of Point (c-1). Let R(x) = o(‖x‖p) as x→ 0. Then
g(x) = |R(x)/‖x‖p| → 0
as x→ 0. This proves that g(0) = 0, and that g is continuous at zero.
By continuity of g at zero and by Point (a), we have, as n→ +∞, that
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g(Xn) = |R(Xn)| /‖Xn‖p →P 0 whenever Xn →P 0.
Hence R(Xn) = oP(‖Xn‖p).
Proof of Point (c-2). Let R(x) = O(‖x‖p) as x → 0. Then for any
ε > 0, there exist η > 0 and C > 0 such |R(x)| /‖x‖p ≤ C for all
‖x‖ < η. Then for λ > C,
P(|R(Xn)| /‖Xn‖p > λ) = P({|R(Xn)| /‖Xn‖p > λ} ∩ {‖Xn‖ ≥ η})
+ P({|R(Xn)| /‖Xn‖p > λ} ∩ {‖Xn‖ < η})
≤ P(‖Xn‖ ≥ η),
since ({|R(Xn)| /‖Xn‖p > λ}∩{‖Xn‖ < η}) ⊂ ({|R(Xn)| /‖Xn‖p > λ}∩
{‖Xn‖ < η} ∩ {{|R(Xn)| /‖Xn‖p < C}}) = ∅. Then for all λ > C,
lim sup
n→+∞
P(|R(Xn)| /‖Xn‖p > λ) = 0
and then
lim
λ→+∞
lim sup
n→+∞
P(|R(Xn)| /‖Xn‖p > λ) = 0.
We conclude that |R(Xn)| /‖Xn‖p = OP(1).
In some situations, we would be able to work with convergence in
probability while we are not sure of measurability of some sequences.
For example, using the Mean Value Theorem with real random se-
quences Xn and Zn and real function g of class C
1 may lead to this
kind of formula
g(Xn)− g(Yn) = (Xn − Yn)g′(Zn),
with min(Xn, Yn) ≤ Zn ≤ max(Xn, Yn). Here, we know that g′(Zn) is
measurable but we do not know if Zn is. In such a situation, we may
need the notion of outer probability.
Definition 4. Let (un)n≥1 be a sequence of real-valued applications
defined on Ω. It has a measurable covering sequence if and only if there
exists a sequence of non-negative real random variables (vn)n≥1 defined
on (Ω,A) such that
∀(n ≥ 1), un ≤ vn.
Next, (un)n≥1 converges in outer probability to a real-valued application
u defined on Ω, as n → +∞, if and only the sequence (un − u)n≥1
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has a measurable covering sequence (vn)n≥1 which converges to zero in
probability, and we denote
un →P∗ u as n→ +∞.
We are going to see that the result of Point (b) of the lemma above
still holds for convergence in outer probability in the special case of R.
Lemma 9. Let Xn be a sequence of real-valued applications defined
on Ω converging in outer probability to c ∈ R. Let g be a real-valued
function defined on R, continuous at c and such that for each n ≥ 1,
g(Xn) is measurable. Then g(Xn) converges in probability to g(c).
Proof. Assume the notations of the lemma. Let Yn be a sequence
of random variables such that |Xn − c| ≤ Yn for all n ≥ 1 and Yn → 0
in probability.
Now, by the continuity of g at c, there exists η > 0 such that
|x− c| < η =⇒ |g(x)− g(c)| < ε/2.
Next
P(|g(Xn)− g(c)| > ε) = P({r(g(Xn), g(C) > ε} ∩ {Yn ≥ η})
+ P({|g(Xn)− g(c)| > ε} ∩ {Yn < η})
≤ P({Yn ≥ η})
since {|g(Xn)− g(c)| > ε} ∩ {Yn < η} = ∅. The reason on this is that
on {|g(Xn)− g(c)| > ε} ∩ {Yn < η} , we have |Xn − c| ≤ Yn < η and
then |g(Xn)− g(c)| < ε/2. This is impossible. Next, since Yn →P 0, we
have
lim sup
n→+∞
P(|g(Xn)− g(c)| > ε) ≤ lim sup
n→+∞
P(Yn ≥ η) = 0.
The proof is complete.
Now, we may give some important properties of the small o′s and the
big O′s in probability.
MAIN PROPERTIES.
(1) If Xn = o(1) a.s., then Xn = oP(1).
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(2) oP(an) = anoP(1) and anoP(1) = oP(an).
(3) oP(an)oP(bn) = oP(anbn).
(4) oP(oP(an)) = oP(an).
(5) If bn ≥ an for all n ≥ 1, oP(an) = oP(bn).
(6) oP(an) + oP(an) = oP(an).
(7) oP(an) + oP(bn) = oP(an + bn) and oP(an) + oP(bn) = oP(an ∨ bn),
where an ∨ bn = max(an, bn).
(8) If Xn = O(1) a.s., then Xn = OP(1).
(9) OP(an) = anOP(1).
(10) OP(an)OP(bn) = OP(anbn).
(11) OP(OP(an)) = OP(an).
(12) If bn ≥ an for all n ≥ 1, OP(an) = OP(bn).
(13) OP(an) +OP(an) = OP(an).
(14) OP(an)+OP(bn) = OP(an+bn) and OP(an)+OP(bn) = OP(an∨bn)
where an ∨ bn = max(an, bn).
(15) oP(an)OP(bn) = oP(anbn).
(16) oP(OP(an)) = oP(an) and OP(oP(an)) = oP(an).
(17a) If an = OP(bn), then o(an) +OP(bn) = OP(bn).
(17b) If bn = OP(an), then oP(an) +OP(bn) = OP(an).
(17c) If bn = oP(an), a.s., then o(an) +OP(bn) = o(bn).
(18) (1 + oP(an))
−1 − 1 = oP(an).
(19) An oP(1) is an OP(1).
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PROOFS.
(1) This derived from the implication : Xn → 0 a.s. =⇒ Xn →P 0
(See Proposition 12).
(2) We have :
Xn = oP(an) ⇐⇒ |Xn/an| −→P 0 ⇐⇒ Xn/an = oP(1) ⇐⇒ Xn =
anoP(1).
(3) By Point (2) above, oP(an)oP(bn) = anbn × oP(1)oP(1) = anbn ×
oP(1) = oP(anbn) (Check oP(1)oP(1) = oP(1) in Property (A1) in the
Appendix subsection below).
(4) oP(oP(an)) = oP(an)oP(1) = an × oP(1)oP(1) = an × oP(1) = oP(an)
(Again, use Property (A1) of the Appendix subsection below).
(5) Let bn ≥ an for all n ≥ 1, Xn = oP(an). For any η > 0, 0 ≤
limn→+∞ supP (|Xn/bn| > η) ≤ limn→+∞ P (|Xn/an| > η) = 0.
(6) Let Xn = oP(an) and Yn = oP(an). Use the classical stuff, for η > 0,( |Xn|
an
> η/2
)
∩
( |Yn|
an
> η/2
)
⊂
( |Xn + Yn|
an
> η
)
.
Then for η > 0,
lim sup
n→+∞
P
( |Xn + Yn|
an
> η
)
≤ lim sup
n→+∞
P
( |Xn|
an
> η/2
)
+ lim sup
n→+∞
P
( |Yn|
an
> η/2
)
= 0.(2.9)
(7) To prove this point, combine Points (5) and (6) above.
(8) Xn = O(1) a.s. as n→ +∞ means there exists Ω0 measurable such
that P(Ω0) = 1 and for any ω ∈ Ω0,
lim sup
n→+∞
|Xn(ω)| = inf
n≥1
sup
p≥n
|Xp| = M(ω) < +∞.
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We have for all n ≥ 1,
P (|Xn| > λ) ≤ P
(
sup
p≥n
|Xp| > λ
)
.
We have Yn = supp≥n |Xp| ↓ M a.s. Then Yn1Ω0 →P M1Ω0 . We are
dealing with real random variables and we may apply the weak conver-
gence results. We get Yn1Ω0 →w M1Ω0 by Proposition 12. By Theorem
3, we have for any continuity point of FM(λ) = P (M1Ω0 ≤ λ). Use the
Monotone Convergence Theorem to get
lim sup
n→+∞
P (|Xn| > λ) = lim sup
n→+∞
P
(
sup
p≥n
|Xp| 1Ω0 > λ
)
= lim sup
n→+∞
P
(
sup
p≥n
|Xp| 1Ω0 > λ
)
= P (M1Ω0 > λ)
= 1− FM(λ).
Since the set of discontinuity points of FM is at most countable (see
Point 6 of Chapter 4), we apply the formula above for λ→ +∞ while
λ are continuity points. Since 1 − FM(λ) → 0 as λ → +∞, then for
any ε > 0, we are able to pick one value of λ(ε) which is a continuity
point of FM satisfying 1 − FM(λ) < ε. For any ε > 0, we have found
λ(ε) > 0 such that
lim sup
n→+∞
P (|Xn| > λ(ε)) ≤ ε,
which implies
lim
λ→+∞
lim sup
n→+∞
P (|Xn| > λ) = 0.
Then Xn = OP(1).
(9) Let Xn = OP(an). Then
lim
λ→+∞
lim sup
n→+∞
P (|Xn/an| > λ) = 0.
This is the definition that Xn/an = OP(1) and then Xn = anOP(1).
(10)OP(an)OP(bn) = anbnOP(1)OP(1) = anbnOP(1) (Check thatOP(1)OP(1) =
OP(1) in Property (A2) in the Appendix subsection).
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(11) OP(OP(an)) = OP(an)OP(1) = anOP(1)OP(1) = OP(an).
(12) Let bn ≥ an for all n ≥ 1 and Xn = OP(an). Then
lim
λ→+∞
lim sup
n→+∞
P (|Xn/bn| > λ) ≤ lim
λ→+∞
lim sup
n→+∞
P (|Xn/an| > λ) = 0.
Then Xn = OP(bn).
(13) Let Xn = OP(an) and Xn = OP(an). Use the same technique as
in Formula 2.9 below to get
lim
λ→+∞
lim sup
n→+∞
P
( |Xn + Yn|
an
> λ
)
≤ lim
λ→+∞
lim sup
n→+∞
P
( |Xn|
an
> λ/2
)
+ lim
λ→+∞
lim sup
n→+∞
P
( |Yn|
an
> λ/2
)
= 0.(2.10)
(14) Combine Points (12) and (13) to get this one.
(15) oP(an)OP(bn) = anbnoP(1)OP(1) = anbnoP(1) = oP(anbn). (Check
that oP(1)OP(1) in Property (A3) in the Appendix subsection below).
(16) oP(OP(an)) = OP(an)oP(1) = anOP(1)oP(1) = anoP(1) = oP(an)
and OP(oP(an)) = oP(an)OP(1) = oP(an).
(17a) Let an = O(bn) and Xn = oP(an) and Yn = OP(bn). There exists
C > 0 such that an ≤ Cbn for any n ≥ 1. Then Xn = oP(an) = oP(Cbn)
by Point (5). But obviously Xn = oP(Cbn) = oP(bn) and then Xn =
OP(bn) by Point (19) below. Finally Xn + Yn = OP(bn) + OP(bn) =
OP(bn).
(17b) Let bn = O(an), Xn = oP(an) and Yn = OP(bn). We exchange
the roles of an and bn to get bn ≤ Can and Yn = OP(Can) = OP(an) by
Point (1) and finally,
Xn + Yn = oP(an) +OP(an) = OP(an) +OP(an) = OP(an).
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(17c) Let bn = oP(an), Xn = oP(an) and Yn = OP(bn). We have
Xn+Yn = oP(an)+OP(oP(an)) = oP(an)+oP(an) by Point (16). Finally
Xn + Yn = oP(an).
(18) We have
(1 + oP(an))
−1 − 1 = oP(an)
1 + oP(an)
.
By Point (b) of Lemma 8, (1 + oP(an))
−1 →P 1 and by Point (a) of the
same lemma, (1 + oP(an))
−1 = OP(1). Then
(1 + oP(an))
−1 − 1 = OP(1)oP(an) = oP(an),
by Point (15).
(19) By Lemma 8, an oP(1) converges to 0 in probability and then is
an OP(1).
2.1. Extensions.
The concepts of small o’s and big O’s are extended to Rk in the fol-
lowing way :
(a) The sequence of random vectors (Xn)n≥1 of Rk, is an o(an) a.s.
if and only if ‖Xn‖ /an = o(1) a.s., and is an oP(an) if and only if
‖Xn‖ /an = oP(1).
(b) The sequence of random vectors (Xn)n≥1 of Rk, is an O(an) a.s.
if and only if ‖Xn‖ /an = O(1) a.s., and is an OP(an) if and only if
‖Xn‖ /an = OP(1).
From there, handling these concepts is easy by combining their prop-
erties in R and those of the norms in Rk.
2.2. Balanced sequences.
It may help in some cases to have sequences Xn such that both ‖Xn‖
and 1/ ‖Xn‖ are bounded in probability. Let us give some notations
for real sequences.
(1) For 0 ≤ a < b < +∞, we denote by Xn = OP(a, b, an, bn) the
property that for any ε > 0, there exists λ > 0 such that we have
2. STOCHASTIC o’S AND O’S 145
(a+λ ≤ |Xn| /an, |Xn| /an ≤ b−λ) WPALE (1− ε), for large values of
n. If an = bn for all n ≥ 1, we simply write Xn = OP(a, b, an).
(1) For 0 ≤ a, we denote by Xn = OP(a,+∞, an, bn) the property that
for ant ε > 0, there exists λ > 0 such that we have
(a+ λ−1 ≤ |Xn| /an, |Xn| /an ≤ λ)
WPALE (1 − ε), for large values of n. If an = bn for all n ≥ 1, we
simply write Xn = OP(a,+∞, an).
An example of a sequence of random variables satisfyingXn = OP(0,+∞, 1)
is a sequence Xn weakly converging to X > 0 a.s. In this case 1/Xn  
1/X finite a.s. and then Xn = OP(1) and 1/Xn = OP(1). Combining
these two points leads to Xn = OP(0,+∞, 1).
2.3. Appendix.
(A1) If Xn →P a ∈ R and Xn →P b ∈ R, then XnYn →P ab.
Proof. We have (η + |b|)η + |a| η → 0 as η → 0. For any ε > 0, for
any δ > 0, choose a value of η > 0 such that (η + |b|)η + |a| η < δ. We
apply the definition of the convergences Xn →P a and Xn →P b to get
a value N0 ≥ 1 such that for any n ≥ N0,
P(|Xn − a| ≥ η) ≤ ε/2 and P(|Yn − b| ≥ η) ≤ ε/2.
But
|XnYn − ab| = |XnYn − aYn + aYn − ab|
≤ |Yn| |Xn − a|+ |a| |Yn − b|
≤ (|Yn − b|+ |b|) |Xn − a|+ |a| |Yn − b|
On (|Xn − a| ≥ η)c ∩ (|Yn − b| ≥ η)c,
|XnYn − ab| ≤ (η + |b|)η + |a| η ≤ δ.
Then for n ≥ N0,
(|Xn − a| ≥ η)c ∩ (|Yn − b| ≥ η)c ⊂ (|XnYn − ab| ≤ δ),
that is
P(|Xn − a| ≥ η)c ∩ (|Yn − b| ≥ η)c ≤ P(|XnYn − ab| ≤ δ),
and by taking complements,
P(|XnYn − ab| > δ) ≤ P((|Xn − a| ≥ η)∪(|Yn − b| ≥ η)) ≤ ε/2+ε/2 = ε.
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Thus,
XnYn →P ab.
Property (A2). If Xn = OP(1) and Xn = OP(1) then XnYn = OP(1).
Proof. By applying the definition of an OP(1), we may find for any
ε > 0, two integer numbers N1 and N2 and two positive numbers λ1 > 0
and λ2 > 0 such that
∀(n ≥ N1),P( |Xn| ≤ λ1) ≥ 1−ε/2 and ∀(n ≥ N2),P( |Yn| ≤ λ2) ≥ 1−ε/2.
For n ≥ max(N1,N2),
( |Xn| ≤ λ1) ∩ ( |Yn| ≤ λ2) ⊂ ( |XnYn| ≤ λ1λ2),
which is equivalent to
( |XnYn| > λ1λ2) ⊂ ( |Xn| > λ1) ∪ ( |Yn| > λ2),
which implies for n ≥ max(N1,N2),
P( |XnYn| > λ1λ2) ≤ P( |Xn| > λ1) + P( |Yn| > λ2) ≤ ε/2 + ε/2 = ε.
Thus, for any ε > 0, there exists a non-negative N (= max(N1,N2)),
there exists λ > 0 (= λ1λ2) and for any n ≥ N,
P( |XnYn| ≤ λ) ≥ 1− ε.
Hence XnYn = OP(1).
XnYn →P ab.
Property (A3). If Xn = oP(1) and Yn = OP(1) then XnYn = oP(1).
Proof. Fix ε > 0. By applying the definition of an OP(1) there exist
an integer number N1 and a positive number λ > 0 such that
P( |Yn| ≤ λ) ≥ 1− ε/2.
Now let η > 0. Let us apply the definition of Xn = oP(1) to get that
there exists a positive integer N2 such that
∀(n ≥ N2), P( |Xn| > η/λ) ≤ ε/2.
Thus for n ≥ max(N1,N2),
( |Xn| ≤ η/λ) ∩ ( |Yn| ≤ λ) ⊂ ( |XnYn| ≤ η)
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which is equivalent to
( |XnYn| > η) ⊂ ( |Xn| > η/λ) ∪ ( |Yn| > λ),
which implies for n ≥ max(N1,N2),
P( |XnYn| > η) ≤ P(|Xn| > η/λ) + P( |Yn| > λ) ≤ ε/2 + ε/2 = ε.
Thus for any ε > 0, for any η > 0, there exists a non negative N
(= max(N1,N2)), for any n ≥ N,
P( |XnYn| > η) ≤ ε.
Hence XnYn = oP(1).
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3. Delta Methods
The Delta method is a quick way to derive new asymptotic laws for
sequences of random variables defined on the same probability mea-
sure (Ω,A,P). Here, we present the univariate and multivariate case.
Here, we will see the usefulness of the results in Section 6 of Chapter 2
combined with the manipulations of the o′s and the O′s in probability
we just exposed in the first section of this chapter.
We begin by Delta Methods in R.
3.1. Univariate Version.
Proposition 33. Let (Xn)n≥1 be a sequence real random variables
defined on the same probability space (Ω, A,P) and let θ be a real num-
ber and (an > 0)n≥1 be a sequence of real numbers such that an → +∞
as n→ +∞.
Let g : D → R be a function of class C1, such that D is a domain of
R, θ is in the interior
o
D of D, {Xn, n ≥ 1} ⊂
o
D.
If an(Xn − θ) wealky converges to a random variable Z as n → +∞,
then
an(g(Xn)− g(θ)) g′(θ)Z as n→ +∞,
where ∇g(a) = g′(θ) is the derivative of g at θ.
Proof of Proposition 33. Assume that all the hypotheses of the
proposition are true. By Point (a) of Lemma 8, we have an(Xn − θ) =
OP (1) and then
Xn = θ +OP (1)a
−1
n →P θ
which by Proposition 14 in Section 6 of Chapter 2, is equivalent to the
weak convergence
Xn  θ.
Now the Mean Value Theorem implies
(3.1) g(Xn)− g(θ) = g′(Yn)(Xn − θ),
where
min(Xn, θ) ≤ Yn ≤ max(Xn, θ),
that is
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|Yn − θ| ≤ |Xn − θ| .
It follows that Yn →P θ and since g′ is continuous, we have g′(Yn) →P
g(θ) by Point (b) of Lemma 8. Then by using Proposition 14 in Section
6 of Chapter 2, we see that is equivalent to
g′(Yn) g′(θ).
By the property of Slutsky given in 16 in Section 6 of Chapter 2, we
have the weak convergence
(g′(Yn), an(Xn − θ)) (g′(θ), Z)
and by the continuous mapping Theorem 7 in Chapter 2 combined with
(3.1), we get the final conclusion
an(g(Xn)− g(θ)) = (g′(Yn)× an(Xn − θ)) g′(θ)Z.
Remark. If we use the derivative map (total derivative)
h→ g′θ(h) = g′(θ)h,
in Proposition 33, we may write the conclusion in the form
an(g(Xn)− g(θ)) = g′θ(Z).
This writing suggests we may have this kind of results in more general
spaces. Let us move to the multivariate case.
3.2. Multivariate version.
The first statement concerns the transformation of the converging se-
quence of k components by a real function of k arguments.
Proposition 34. Let (Xn)n≥1 be a sequence k-random vectors,
k ≥ 1, defined on the same probability space (Ω, A,P) and let θ ∈ Rk
and (an > 0)n≥1 be sequence of real numbers such that an → +∞ as
n→ +∞.
Let g : D → R be a function of class C1, such that D is a domain of
Rk, θ is in
o
D, the interior of D, {Xn, n ≥ 1} ⊂
o
D.
If an(Xn − θ) wealky converges to a k−random vector Z as n→ +∞,
then
an(g(Xn)− g(θ)) t∇g(θ)Z =< ∇g(θ), Z > as n→ +∞,
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where
t∇g(θ) =
(
∂g(θ)
∂θ1
, ...,
∂g(θ)
∂θk
)
is the gradient vector of g at θ.
The second statement is the most general in the finite dimension frame,
in which the converging sequence of k components is transformed by a
multicomponent function of k arguments.
Proposition 35. Let (Xn)n≥1 be a sequence k-random vectors,
k ≥ 1, defined on the same probability space (Ω, A,P) and let θ be
a real number and (an > 0)n≥1 be a sequence of real numbers such that
an → +∞ as n→ +∞.
Let g : D → Rm be a function of class C1, such that θ is
o
D, the interior
o
D of D, {Xn, n ≥ 1} ⊂
o
D. Denote by gj, 1 ≤ j ≤ m, the components
of the function g.
If an(Xn − θ) weakly converges to a k−random vector Z as n→ +∞,
then
an(g(Xn)− g(θ)) g′θZ = as n→ +∞,
where g′θ is the matrix of partial derivatives of first order
g′θ =

∂g1
∂θ1
... ∂g1
∂θj
.. ∂g1
∂θk
... ... ... ... ...
∂gi
∂θ1
... ∂gi
∂θj
...
∂gj
∂θk
... ... ... .... ...
∂gm
∂θ1
... ∂gm
∂θj
... ∂gm
∂θk
 ,
Proof of Proposition 34. Assume that the hypotheses of the propo-
sition hold.
Let us use the expansion of g of first order at θ = t(θ1, ..., θk) for x =
(x1, ..., xk)
T
(3.2) g(x)−g(θ) = (x1−θ1) ∂g
∂θ1
(θ)+...+(x1−θk) ∂g
∂θk
(θ)+o(‖x− θ‖).
Since an(Tn−θ) = an((T1,n, ..., Tk,n)T−(θ1, ..., θk)T ) Z = (Z1, ..., Zk)T ,
it follows from the continuous mapping theorem 7 of Chapter 2, that
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for each 1 ≤ i ≤ k, an(Tj,n − θj) converges to Zj and then Point (a) of
lemme 8, we get
1 ≤ j ≤ k, (Tj,n − θj) = OP(a−1n ).
Thus by Points (10) and (13) of the main properties in Part II of the
above section,
(3.3) ‖Tn − θ‖ =
{
k∑
j=1
(Tj,n − θj)2
}1/2
= OP(a
−1
n ) = oP(1).
The term o(‖x− θ‖) in 3.2 is continuous as a difference of two contin-
uous functions and takes the value 0 for ‖x− θ‖ = 0. By using Part
(c) of Lemma 8, a combination of (3.2) and (3.3) leads to
an(g(x)− g(θ)) = an(T1,n − θ1) ∂g
∂θ1
(θ) + ...+ an(Tk,n − θk) ∂g
∂θk
(θ)
+ anoP(OP(a
−1
n ))
= t∇g(θ)(an(Tn − θ)) + oP(1).
This says that an(g(x) − g(θ)) and t∇g(θ)(an(Tn − θ) are equivalent
in probability. Since t∇g(θ)(an(Tn − θ) t∇g(θ)Z by the continuous
mapping Theorem, we get by Proposition 15 in Section 6 of Chapter 2,
an(g(x)− g(θ)) t ∇g(θ)Z.
Proof of Proposition 35. Assume that the hypotheses of the propo-
sition hold.
The function g hasm components gj ∈ Rm so that we write g =t(g1, ..., gm).
Each component is of class C1. Let us use the conclusion of Proposition
34 for each of these components at θ = t(θ1, ..., θk) for x = (x1, ..., xk)
T
to get
(3.4) gj(x)−gj(θ) = (x1−θ1)∂gj
∂θ1
(θ)+...+(x1−θk)∂gj
∂θk
(θ)+o(‖x− θ‖).
This can be written using matrices as
g(x)− g(θ) = g′θ(x− θ) + o(m)(‖x− θ‖),
where o(m)(‖x− θ‖) is a vector of m coordinates such that each of them
is a continuous function which is also an o(‖x− θ‖). A similar notation
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is also used for oP(◦). By applying the method used in Proposition 34,
we get
g(Tn)− g(θ) = g′θ(Tn − θ) + o(m)P (a−1n )
and
an(g(Tn)− g(θ)) = g′θan(Tn − θ) + o(m)P (1).
We have
‖an(g(Tn)− g(θ))− g′θan(Tn − θ)‖Rm =
∥∥∥o(m)P (1)∥∥∥Rm = oP(1).
Then an(g(Tn)− g(θ)) has the same weak limit as g′θan(Tn − θ) which
is g′θZ by the continuous mapping.
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4. Using the Functional Empirical Process in Asymptotic
Statistics
4.1. The Functional empirical process.
The functional empirical process (FEP) is a powerful tool for deriving
asymptotic limit distributions. It is similar to the multivariate delta
method. But the PEF has an advantage we describe below.
Given a sequence Z1, Z2, ..., if independent and identically distributed
random variables, of common probability law P0, we will be able
(1) to find a Gaussian stochastic process GP0
and
(2) to express the asymptotic distributions of statistics which are func-
tions of Z1, Z2, ..., Zn with respect to GP0 .
This allows to separately study all statistics based on Z1, Z2, ..., Zn and,
each time we want it, to get the joint asymptotic distributions of any
finite number of them. We say that we place the asymptotic dis-
tributions of statistics based on Z1, Z2, ..., Zn in the Gaussian
field of GP0 .
Another interesting point is that the joint distributions we obtain by
using the FEP tool, have their covariance functions expressed in func-
tional forms. Whatever be complicated these covariances, we do not
have to worry about their form since the powerful computers of modern
times are able to compute them in very short times.
The Delta method does not have this unified frame. Instead, each work
is done for once. When we need to add or drop any statistic, we have
to do the job again.
Before we present the functional empirical process, we want to reassure
the reader that we will only use finite distributions of the functional
empirical process, that is, we remain in Rk and we will not use the
heavy tools of functional topologies or Vapnick-Cervonenkis classes.
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Let Z1, Z2, ... be a sequence of independent copies of a random variable
Z defined on the same probability space (Ω,A,P) with values on some
metric space (S, d). Define for each n ≥ 1, the functional empirical
process by
Gn(f) =
1√
n
n∑
i=1
(f(Zi)− Ef(Zi)),
where f is a real and measurable function defined on R such that
(4.1) VZ(f) =
∫
(f(x)− PZ(f))2 dPZ(x) <∞,
which entails
(4.2) PZ(|f |) =
∫
|f(x)| dPZ(x) <∞.
Denote by F(S) - F for short - the class of real-valued measurable
functions that are defined on S such that (4.1) holds. The space F ,
when endowed with the addition and the external multiplication by
real scalars, is a linear space. Next, it is remarkable that Gn is linear
on F , that is for f and g in F and for (a, b) ∈ R2, we have
aGn(f) + bGn(g) = Gn(af + bg).
We have this result
Lemma 10. Given the notation above, then for any finite number
of elements f1, ..., fk of S, k ≥ 1, we have
(Gn(f1), ...,Gn(fk))T  Nk(0
where
Γ(fi, fj) =
∫
(fi − PZ(fi)) (fj − PZ(fj)) dPZ(x), 1 ≤, j ≤ k.
This lemma says that the weak limit of the sequence t (Gn(f1),Gn(f2), ...,Gn(fk))
has the same law than the vector t (G(f1),G(f2), ...,G(fk)), where
{G(f), f ∈ F} is a Gaussian process of variance-covariance function
(4.3) Γ(f, g) =
∫
(f − PZ(f)) (g − PZ(g)) dPZ(x), (f, g) ∈ F2.
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By applying the Skorohod-Wichura Theorem (See Chapter 2), we may
suppose that we are on the sae probability space on which we have the
following approximation :
(4.4) Gn(f1) = Gn(f1) + oP(1).1 ≤ i ≤ p.
We will come back later on the application of the formula.
PROOF. It is enough to use the Crame´r-Wold Criterion (see Proposi-
tion 1 in Chapter 1), that is to show that for any a = (a1, ..., ak)
T ∈ Rk,
we have
< a, Tn > < a, T >
where we have used the notation Tn = (Gn(f1), ...,Gn(fk))T , and where
T follows the Nk(0,Γ(fi, fj)1≤i,j≤k) law, and < ◦, ◦ > stands for the
usual scalar product in Rk.
But, by the standard central limit theorem in R, we have
< a, Tn >= Gn
(
k∑
i=1
aifi
)
 N (0, σ2∞),
where, for g =
∑
1≤i≤k aifi,
σ2∞ =
∫
(g(x)− PZ(g))2 dPZ(x)
and this easily gives
σ2∞ =
∑
1≤i,j≤k
aiajΓ(fi, fj),
so that N(0, σ2∞) is the law of < a, T > . The proof is finished.
4.2. How to use the FEP tool?
The usual statistics we are working with in Asymptotic Statistics are
based on univariate or multivariate samples, meaning we usually work
on Rk. Once we have our sample Z1, Z2, ... as random variables defined
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in the same probability space with values in Rk, the studied statistic,
say Tn, is usually a combination of expressions of the form
Hn =
1
n
k∑
i=1
H(Zi)
for H ∈ F . We use the results of Lemma 10 and Point (a) of Lemma
8, to have this very sample expansion µ(H) = EH(Z),
(4.5) Hn = µ(H) + n
−1/2Gn(H).
We have that Gn(H) is asymptotically bounded in probability since
Gn(H) weakly converges to, say M(H) and then by the continuous
mapping theorem ‖Gn(H)‖  ‖M(H)‖ . Since all the Gn(H) are de-
fined on the same probability space, we get for all λ > 0, by the asser-
tion of the Portmanteau Theorem for concerning open sets,
lim sup
n→∞
P (‖Gn(H)‖ > λ) ≤ P (‖M(H)‖ > λ)
and then
lim inf
λ→∞
lim sup
n→∞
P(‖Gn(H)‖ > λ) ≤ lim inf
λ→∞
P(‖M(H)‖ > λ) = 0.
From this, we use the big OP notation, that is Gn(H) = OP(1). Formula
(4.5) becomes
Hn = µ(H) + n
−1/2Gn(H) = µ(H) +OP(n−1/2)
and we will be able to use the delta method. Indeed, let g : R→ R be
continuously differentiable in a neighborhood of µ(H). The mean value
theorem leads to
(4.6) g(Hn) = g(µ(H)) + g
′(µn(H)) n−1/2Gn(H),
where
(4.7)
µn(H) ∈ [(µ(H) +n−1/2Gn(H))∧µ(H), (µ(H) +n−1/2Gn(H))∨µ(H)],
so that
|µn(H)− µ(H)| ≤ n−1/2Gn(H) = OP(n−1/2).
Warning. Some people, if not many, would wrongly use µn(H) as a
measurable random variable. But although g′(µn(H)) is measurable as
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a fraction of measurable applications, we cannot say that µn(H) with-
out further information.
We may proceed as µn(H) is measurable, just for demonstration pur-
poses. Next, we will give the most correct way. In that case, we have :
The sequence µn(H) converges to µn(H) in outer probability, (denoted
µn(H) →P µ(H)). But the convergence in probability to a constant
is equivalent to the weak convergence. Then µn(H)  µ(H). Using
again the continuous mapping theorem, g′(µn(H)) g′(µ(H)), which
in turn yields g′(µn(H)) →P g′(µ(H)) by the characterization of the
weak convergence to a constant.
However, the correct way uses outer probability and Lemma 4 above.
We say :
Based on definition 9 and on Formula (4.7), we may see that rhe se-
quence µn(H) converges to µn(H) in outer probability, denoted µn(H)
→P∗ µ(H)). Then, in vertue of Lemma 4 above, we get g′(µn(H))→P
g′(µ(H)) by the characterization of the weak convergence to a constant.
Now, (4.6) becomes :
g(Hn) = g(µ(H)) + (g
′(µ(H) + oP (1)) n−1/2Gn(H)
= g(µ(H)) + g′(µ(H)× n−1/2Gn(H) + oP (1)) n−1/2Gn(H)
= g(µ(H)) + n−1/2Gn(g′(µ(H)H) + oP (n−1/2).
We obtain at the final expansion
(4.8) g(Hn) = g(µ(H)) + n
−1/2Gn(g′(µ(H)H) + oP (n−1/2).
By using the Skorohod-Wichura representation, we get by Formula ,
that
(4.9) g(Hn) = g(µ(H)) + n
−1/2G(g′(µ(H)H) + oP (n−1/2).
The method consists of using the expansion (4.8) as many times as
needed and next to do some algebra on these expansions.
The algebraic computations we refereed above are based on the appli-
cation of the following lemma.
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Lemma 11. Let (An) and (Bn) be two sequences of real valued ran-
dom variables defined on the same probability space holding the sequence
Z1, Z2, ...
Let A and B be two real numbers and Let L(z) and H(z) be two real-
valued functions of z ∈ S, with (L,H) ∈ F2.
Suppose that
An = A+ n
−1/2Gn(L) + oP (n−1/2)
and
An = B + n
−1/2Gn(H) + oP (n−1/2).
Then, we have
An +Bn = A+B + n
−1/2Gn(L+H) + oP (n−1/2),
and
AnBn = AB + n
−1/2Gn(BL+ AH)
and if B 6= 0, we also have
An
Bn
=
A
B
+ n−1/2Gn(
1
B
L− A
B2
H) + oP (n
−1/2).
By putting together all the previous described steps in a smart way,
the methodology will lead us to a final result of the form
Tn = t+ n
−1/2Gn(h) + oP (n−1/2),
which entails the weak convergence
√
n(Tn − t) = Gn(h) + oP (1) N (0,Γ(h, h))
= G(h) + oP (1).
Now, we are going show how to apply the methodology on the empirical
linear correlation coefficient.
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4.3. An Example.
We are going to illustrate our tool on the plug-in estimator of the linear
correlation coefficient of two random variables (X, Y ), with neither X
nor Y is degenerated, defined as follows
ρ =
σxy
σ2xσ
2
y
,
where
µx =
∫
x dPX(x), µy =
∫
x dPX(x), σxy =
∫
(x−µx)(y−µy)dP(X,Y )(x, y)
and
σ2x =
∫
(x− µx)2dPX(x), σ2y =
∫
(x− µx)(y − µy)dPX(y).
We also dismiss the case where |ρ| = 1, for which one of X and Y
is an affine function of the other, meaning for example that we have
X = aY + b for some (a, b)R2.
It is clear that centering the variables X and Y at their expectations
and normalizing them by their standard deviations σx and σy do not
change the correlation coefficients ρ. So we may and do center X and
Y at their expectations and normalize them so that we can and do
assume that
µx = µy = 0, σx = σy = 1.
However, we will let these coefficients appear with their names and we
only use their particular values at the conclusion stage.
Let us construct the plug-in estimator of ρ. To this end, let (X1, Y1),
(X2, Y2), ... be a sequence of independent observations of (X, Y ). For
each n ≥ 1, the plug-in estimator is the following
ρn =
{
1
n
n∑
i=1
(Xi −X)(Yi − Y )
}{
1
n2
n∑
i=1
(Xi −X)2 ×
n∑
i=1
(Xi −X)2
}−1/2
.
We are going to give the asymptotic theory of ρn as an estimator of ρ.
Introduce the notation
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µ(p,x),(q,y) = E((X−µx)p(Y−µy)q), µ4,x = E(X−µx)4, µ4,y = E(Y−µx)4.
Here is the outcome of the application of the method.
Theorem 12. Suppose that neither of X and Y is degenerated and
both have finite fourth moments and that X3Y and XY 3 have finite
expectations. Then, as n→∞,
√
n(ρn − ρ) N(0, σ2),
where
σ2 = σ−2x σ
−2
y (1 + ρ
2/2)µ(2,x),(2,y) + ρ
2(σ−4x µ4,x + σ
−4
y µ4,y)/4
−ρ(σ−3x σ−1y µ(3,x),(1,y) + σ−1x σ−3y µ(1,x),(3,y)).
This result enables to test independence between X and Y , or to test
non linear correlation in the following sense.
Theorem 13. Suppose that the assumptions of Theorem 12 hold.
Then
(1) If X and Y are not linearly correlated, that is ρ = 0,we have
√
nρn  N(0, σ21),
where
σ21 = σ
−2
x σ
−2
y µ(2,x),(2,y).
(2) If X and Y are independent, then ρ = 0, and
√
nρn  N(0, 1)
Proofs. We are going to use the functional empirical process based
on the observations (Xi, Yi), i = 1, 2, ... that are independent copies of
(X, Y ). Write
ρ2n =
1
n
∑n
i=1XiYi −X Y{
1
n
∑n
i=1X
2
i −X
2
}1/2 {
1
n
∑n
i=1 Y
2
i − Y
2
}1/2 = AnBn .
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Let us say for once that all the functions of Z = (X, Y ) that will appear
below are measurable and have finite second moments. Let us handle
the numerator and denominator separately. To treat An, using the
empirical process implies that
(4.10)

1
n
∑n
i=1 XiYi = µxy + n
−1/2Gn(p),
X = µx + n
−1/2Gn(pi1),
Y = µy + n
−1/2Gn(pi2),
where p(x, y) = xy, pi1(x, y) = x and pi2(x, y) = y. From there we use
the fact that Gn(g) = OP (1) for E(g(X, Y )2) < +∞ and get
(4.11) An = µxy+n
−1/2Gn(p)−(µx+n−1/2Gn(pi1))(µy+n−1/2Gn(pi2)).
This leads to
An = σxy + n
−1/2Gn(H1) + oP (n−1/2)
with
H1(x, y) = p(x, y)− µxpi2 − µypi1.
Next, we have to handle Bn. Since the roles of
{
1
n
∑n
i=1X
2
i −X2
}1/2
and of
{
1
n
∑n
i=1 Y
2
i − Y 2
}1/2
are symmetrical, we treat one of them and
extend the results to the other. Let us handle
{
1
n
∑n
i=1X
2
i −X2
}1/2
.
The combination of (4.10) and the Delta method enables to get
X
2
=
(
µx + n
−1/2Gn(pi1)
)2
= µ2x + 2µxn
−1/2Gn(pi1) + oP (n−1/2),
that is,
X
2
=
(
µx + n
−1/2Gn(pi1)
)2
= µ2x + n
−1/2Gn(2µxpi1) + oP (n−1/2).
From there, we get
1
n
n∑
i=1
X2i −X2 = m2,x + n−1/2Gn(pi21)−X2
= m2,x − µ2x + n−1/2Gn(pi21 − 2µxpi1) + oP (n−1/2)
= σ2x + n
−1/2Gn(pi21 − 2µxpi1) + oP (n−1/2).
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Using the Delta-method once again leads to{
1
n
n∑
i=1
X2i −X2
}1/2
= σx + n
−1/2Gn(
1
2σx
{
pi21 − 2µxpi1
}
) + oP (n
−1/2).
In a similar way, we get{
1
n
n∑
i=1
Y 2i − Y 2
}1/2
= σy + n
−1/2Gn(
1
2σy
{
pi22 − 2µypi2
}
) + oP (n
−1/2).
We get
Bn =
{
1
n
n∑
i=1
X2i −X2
}1/2{
1
n
n∑
i=1
Y 2i − Y 2
}1/2
= σxσy + n
−1/2Gn(
σy
2σx
{
pi21 − 2µxpi1
}
+
σx
2σy
{
pi22 − 2µypi2
}
) + oP (n
−1/2).
By setting
H2(x, y) =
σy
2σx
{
pi21 − 2µxpi1
}
+
σx
2σy
{
pi22 − 2µypi2
}
,
we have
(4.12) Bn = σxσy + n
−1/2Gn(H2) + n−1/2.
Now, combining (4.11) and (4.12) and using Lemma 11 yields
√
n(ρ2n − ρ2) = n−1/2Gn(
1
σxσy
H1 − σxy
σ2xσ
2
y
H2) + oP (1).
Put
H =
1
σxσy
(p(x, y)−µxpi2−µypi1)− ρ
σxσy
{
1
2σ2x
{
pi21 − 2µxpi1
}
+
1
2σ2y
{
pi22 − 2µypi2
}}
.
Now we continue with the centered and normalized case to get
H(x, y) = p(x, y)− ρ
2
(pi21 + pi
2
2)
and
H(X, Y ) = XY − ρ
2
(X2 + Y 2).
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Denote
µ(p,x),(q,y) = E((X − µx)p(Y − µy)q).
We have
EH(X, Y ) = σxy − ρ = 0
and var(H(X, Y )) is equal to
µ(2,x),(2,y) + ρ
2(µ4,x + µ4,y)/4− ρ(µ(3,x),(1,y) + µ(1,x),(3,y)) + ρ2µ(2,x),(2,y)/2
and finally
var(H(X, Y )) = σ20
with
σ20 = (1 + ρ
2/2)µ(2,x),(2,y) + ρ
2(µ4,x + µ4,y)/4− ρ(µ(3,x),(1,y) + µ(1,x),(3,y)).
This gives the conclusion that for centered and normalized X and Y ,
√
n(ρn − ρ) N(0, σ20).
Next, if we use the normalizing coefficients in σ0, we get
σ2 = σ2xσ
2
y(1 + ρ
2/2)µ(2,x),(2,y) + ρ
2(σ4xµ4,x + σ
4
yµ4,y)/4
−ρ(σ3xσyµ(3,x),(1,y) + σxσ3yµ(1,x),(3,y))
and we conclude in the general case that
√
n(ρn − ρ) N(0, σ2).
The proof of Theorem 13 follows by easy computations under the par-
ticular conditions of ρ and under independence.

CHAPTER 6
Elements of Theory of Functions and Real
Analysis
1. Review on limits in R. What should not be ignored on
limits.
Definition ` ∈ R is an accumulation point of a sequence (xn)n≥0 of real
numbers finite or infinite, in R, if and only if there exists a sub-sequence
(xn(k))k≥0 of (xn)n≥0 such that xn(k) converges to `, as k → +∞.
Exercise 1.
Set yn = infp≥n xp and zn = supp≥n xp for all n ≥ 0. Show that :
(1) ∀n ≥ 0, yn ≤ xn ≤ zn.
(2) Justify the existence of the limit of yn called limit inferior of the
sequence (xn)n≥0, denoted by lim inf xn or lim xn, and that it is equal
to the following
lim xn = lim inf xn = sup
n≥0
inf
p≥n
xp.
(3) Justify the existence of the limit of zn called limit superior of the
sequence (xn)n≥0 denoted by lim supxn or lim xn, and that it is equal
lim xn = lim sup xn = inf
n≥0
sup
p≥n
xpxp.
(4) Establish that
− lim inf xn = lim sup(−xn) and − lim supxn = lim inf(−xn).
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(5) Show that the limit superior is sub-additive and the limit inferior
is super-additive, i.e. : for two sequences (sn)n≥0 and (tn)n≥0
lim sup(sn + tn) ≤ lim sup sn + lim sup tn
and
lim inf(sn + tn) ≥ lim inf sn + lim inf tn.
(6) Deduce from (1) that if
lim inf xn = lim supxn,
then (xn)n≥0 has a limit and
limxn = lim inf xn = lim sup xn
Exercise 2. Accumulation points of (xn)n≥0.
(a) Show that if `1=lim inf xn and `2 = lim supxn are accumulation
points of (xn)n≥0. Show one case and deduce the second one and by
using Point (3) of Exercise 1.
(b) Show that `1 is the smallest accumulation point of (xn)n≥0 and `2
is the biggest. (Similarly, show one case and deduce the second one
and by using Point (3) of Exercise 1).
(c) Deduce from (a) that if (xn)n≥0 has a limit `, then it is equal to
the unique accumulation point and so,
` = lim xn = lim sup xn = inf
n≥0
sup
p≥n
xp.
(d) Combine this result with Point (6) of Exercise 1 to show that a
sequence (xn)n≥0 of R has a limit ` in R if and only if lim inf xn =
lim supxn and then
` = limxn = lim inf xn = lim supxn.
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Exercise 3. Let (xn)n≥0 be a non-decreasing sequence of R. Study
its limit superior and its limit inferior and deduce that
limxn = sup
n≥0
xn.
Deduce that for a non-increasing sequence (xn)n≥0 of R,
limxn = inf
n≥0
xn.
Exercise 4. (Convergence criteria)
Prohorov Criterion Let (xn)n≥0 be a sequence of R and a real number
` ∈ R such that: Every subsequence of (xn)n≥0 also has a subsequence
( that is a subssubsequence of (xn)n≥0 ) that converges to `. Then, the
limit of (xn)n≥0 exists and is equal `.
Upcrossing or Downcrossing Criterion.
Let (xn)n≥0 be a sequence in R and two real numbers a and b such that
a < b. We define
ν1 =
{
inf {n ≥ 0, xn < a}
+∞ if (∀n ≥ 0, xn ≥ a) .
If ν1 is finite, let
ν2 =
{
inf {n > ν1, xn > b}
+∞ if (n > ν1, xn ≤ b) .
.
As long as the ν ′js are finite, we can define for ν2k−2(k ≥ 2)
ν2k−1 =
{
inf {n > ν2k−2, xn < a}
+∞ if (∀n > ν2k−2, xn ≥ a) .
and for ν2k−1 finite,
ν2k =
{
inf {n > ν2k−1, xn > b}
+∞ if (n > ν2k−1, xn ≤ b) .
We stop once one νj is +∞. If ν2j is finite, then
xν2j − xν2j−1 > b− a.
We then say : by that moving from xν2j−1 to xν2j , we have accomplished
a crossing (toward the up) of the segment [a, b] called up-crossings. Sim-
ilarly, if one ν2j+1 is finite, then the segment [xν2j , xν2j+1 ] is a crossing
downward (down-crossing) of the segment [a, b]. Let
D(a, b) = number of up-crossings of the sequence of the segment [a, b].
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(a) What is the value of D(a, b) if ν2k is finite and ν2k+1 infinite.
(b) What is the value of D(a, b) if ν2k+1 is finite and ν2k+2 infinite.
(c) What is the value of D(a, b) if all the ν ′js are finite.
(d) Show that (xn)n≥0 has a limit iff for all a < b, D(a, b) <∞.
(e) Show that (xn)n≥0 has a limit iff for all a < b, (a, b) ∈ Q2, D(a, b) <
∞.
Exercise 5. (Cauchy Criterion). Let (xn)n≥0 R be a sequence of
(real numbers).
(a) Show that if (xn)n≥0 is Cauchy, then it has a unique accumulation
point ` ∈ R which is its limit.
(b) Show that if a sequence (xn)n≥0 ⊂ R converges to ` ∈ R, then, it
is Cauchy.
(c) Deduce the Cauchy criterion for sequences of real numbers.
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SOLUTIONS
Exercise 1.
Question (1). It is obvious that :
inf
p≥n
xp ≤ xn ≤ sup
p≥n
xp,
since xn is an element of {xn, xn+1, ...} on which we take the supremum
or the infimum.
Question (2). Let yn = inf
p≥0
xp = inf
p≥n
An, where An = {xn, xn+1, ...} is
a non-increasing sequence of sets : ∀n ≥ 0,
An+1 ⊂ An.
So the infimum on An increases. If yn increases in R, its limit is its
upper bound, finite or infinite. So
yn ↗ lim xn,
is a finite or infinite number.
Question (3). We also show that zn = supAn decreases and zn ↓ lim
xn.
Question (4) . We recall that
− sup {x, x ∈ A} = inf {−x, x ∈ A} ,
which we write
− supA = inf(−A).
Thus,
−zn = − supAn = inf(−An) = inf {−xp, p ≥ n} .
The right hand term tends to −lim xn and the left hand to lim(−xn)
and so
−lim xn = lim (−xn).
Similarly, we show:
−lim (xn) = lim (−xn).
Question (5). These properties come from the formulas, where A ⊆
R, B ⊆ R :
sup {x+ y, A ⊆ R, B ⊆ R} ≤ supA+ supB.
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In fact :
∀x ∈ R, x ≤ supA
and
∀y ∈ R, y ≤ supB.
Thus
x+ y ≤ supA+ supB,
where
sup
x∈A,y∈B
x+ y ≤ supA+ supB.
Similarly,
inf(A+B ≥ inf A+ inf B.
In fact :
∀(x, y) ∈ A×B, x ≥ inf A and y ≥ inf B.
Thus
x+ y ≥ inf A+ inf B,
and so
inf
x∈A,y∈B
(x+ y) ≥ inf A+ inf B
Application.
sup
p≥n
(xp + yp) ≤ sup
p≥n
xp + sup
p≥n
yp.
All these sequences are non-increasing. By taking the infimum, we
obtain the limits superior :
lim (xn + yn) ≤ lim xn + lim xn.
Question (6). Set
lim xn = lim xn.
Since :
∀x ≥ 1, yn ≤ xn ≤ zn,
yn → lim xn
and
zn → lim xn,
we apply the Sandwich Theorem to conclude that the limit of xn exists
and :
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lim xn = lim xn = lim xn.
Exercice 2.
Question (a).
Thanks to Question (4) of Exercise 1, it suffices to show this property
for one of the limits. Consider the limit superior and the three cases:
The case of a finite limit superior :
limxn = ` finite.
By definition,
zn = sup
p≥n
xp ↓ `.
So:
∀ε > 0,∃(N(ε) ≥ 1),∀p ≥ N(ε), `− ε < xp ≤ `+ ε.
Take less than that:
∀ε > 0,∃nε ≥ 1 : `− ε < xnε ≤ `+ ε.
We shall construct a sub-sequence converging to `.
Let ε = 1 :
∃N1 : `− 1 < xN1 = sup
p≥n
xp ≤ `+ 1.
But if
(1.1) zN1 = sup
p≥n
xp > `− 1,
there surely exists an n1 ≥ N1 such that
xn1 > `− 1.
If not, we would have
(∀p ≥ N1, xp ≤ `− 1 ) =⇒ sup {xp, p ≥ N1} = zN1 ≥ `− 1,
which is contradictory with (1.1). So, there exists n1 ≥ N1 such that
`− 1 < xn1 ≤ sup
p≥N1
xp ≤ `− 1.
i.e.
`− 1 < xn1 ≤ `+ 1.
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We move to step ε = 1
2
and we consider the sequence(zn)n≥n1 whose
limit remains `. So, there exists N2 > n1 :
`− 1
2
< zN2 ≤ `−
1
2
.
We deduce like previously that n2 ≥ N2 such that
`− 1
2
< xn2 ≤ `+
1
2
with n2 ≥ N1 > n1.
Next, we set ε = 1/3, there will exist N3 > n2 such that
`− 1
3
< zN3 ≤ `−
1
3
and we could find an n3 ≥ N3 such that
`− 1
3
< xn3 ≤ `−
1
3
.
Step by step, we deduce the existence of xn1 , xn2 , xn3 , ..., xnk , ... with
n1 < n2 < n3 < ... < nk < nk+1 < ... such that
∀k ≥ 1, `− 1
k
< xnk ≤ `−
1
k
,
i.e.
|`− xnk | ≤
1
k
,
which will imply:
xnk → `
Conclusion : (xnk)k≥1 is very well a subsequence since nk < nk+1 for
all k ≥ 1 and it converges to `, which is then an accumulation point.
Case of the limit superior equal +∞ :
lim xn = +∞.
Since zn ↑ +∞, we have : ∀k ≥ 1,∃Nk ≥ 1,
zNk ≥ k + 1.
For k = 1, let zN1 = inf
p≥N1
xp ≥ 1 + 1 = 2. So there exists
n1 ≥ N1
such that :
xn1 ≥ 1.
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For k = 2, consider the sequence (zn)n≥n1+1. We find in the same
manner
n2 ≥ n1 + 1
and
xn2 ≥ 2.
Step by step, we find for all k ≥ 3, an nk ≥ nk−1 + 1 such that
xnk ≥ k,
which leads to xnk → +∞ as k → +∞.
Case of the limit superior equal −∞ :
limxn = −∞.
This implies : ∀k ≥ 1,∃Nk ≥ 1, such that
znk ≤ −k.
For k = 1, there exists n1 such that
zn1 ≤ −1.
But
xn1 ≤ zn1 ≤ −1.
Let k = 2. Consider (zn)n≥n1+1 ↓ −∞. There will exist n2 ≥ n1 + 1 :
xn2 ≤ zn2 ≤ −2
Step by step, we find nk1 < nk+1 in such a way that xnk < −k for all
k bigger than 1. So
xnk → +∞
Question (b).
Let ` be an accumulation point of (xn)n≥1, the limit of one of its sub-
sequences (xnk)k≥1. We have
ynk = inf
p≥nk
xp ≤ xnk ≤ sup
p≥nk
xp = znk .
The left hand side term is a sub-sequence of (yn) tending to the limit
inferior and the right hand side is a sub-sequence of (zn) tending to the
limit superior. So we will have:
lim xn ≤ ` ≤ lim xn,
174 6. ELEMENTS OF THEORY OF FUNCTIONS AND REAL ANALYSIS
which shows that lim xn is the smallest accumulation point and lim xn
is the largest.
Question (c). If the sequence (xn)n≥1 has a limit `, it is the limit
of all its sub-sequences, so subsequences tending to the limits superior
and inferior. Which answers question (b).
Question (d). We answer this question by combining point (d) of this
exercise and Point 6) of the Exercise 1.
Exercise 3. Let (xn)n≥0 be a non-decreasing sequence, we have:
zn = sup
p≥n
xp = sup
p≥0
xp,∀n ≥ 0.
Why? Because by increasingness,
{xp, p ≥ 0} = {xp, 0 ≤ p ≤ n− 1} ∪ {xp, p ≥ n} .
Since all the elements of {xp, 0 ≤ p ≤ n− 1} are smaller than than
those of {xp, p ≥ n} , the supremum is achieved on {xp, p ≥ n} and so
` = sup
p≥0
xp = sup
p≥n
xp = zn.
Thus
zn = `→ `.
We also have yn = inf {xp, 0 ≤ p ≤ n} = xn, which is a non-decreasing
sequence and so converges to ` = sup
p≥0
xp.
Exercise 4.
Let ` ∈ R having the indicated property. Let `′ be a given accumulation
point.
(xnk)k≥1 ⊆ (xn)n≥0 such that xnK → `′.
By hypothesis this sub-sequence (xnK ) has in turn a sub-sub-sequence(
xn(k(p))
)
p≥1
such that xn(k(p)) → ` as p→ +∞.
But as a sub-sequence of
(
xn(k)
)
,
xn(k(`)) → `′.
Thus
` = `′.
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Applying that to the limit superior and limit inferior, we have:
lim xn = lim xn = `.
And so limxn exists and equals `.
Exercise 5.
Question (a). If ν2k is finite and if ν2k+1 is infinite, then there ate
exactly k up-crossings : [xν2j−1 , xν2j ], j = 1, ..., k, that is, we have
D(a, b) = k.
Question (b). If ν2k+1 is finite and ν2k+2 is infinite, then there
are exactly k up-crossings: [xν2j−1 , xν2j ], j = 1, ..., k, that is we have
D(a, b) = k.
Question (c). If all the ν ′js are finite, then there are an infinite num-
ber of up-crossings : [xν2j−1 , xν2j ], j ≥ 1k : D(a, b) = +∞.
Question (d). Suppose that there exist a < b rationals such that
D(a, b) = +∞. Then all the ν ′js are finite. The subsequence xν2j−1 is
strictly below a. So its limit inferior is below a. This limit inferior is
an accumulation point of the sequence (xn)n≥1, so is more than lim xn,
which is below a.
Similarly, the subsequence xν2j is strictly below b. So the limit superior
is above a. This limit superior is an accumulation point of the sequence
(xn)n≥1, so it is below lim xn, which is directly above b. This leads to :
lim xn ≤ a < b ≤ lim xn.
That implies that the limit of (xn) does not exist. In contrary, we just
proved that the limit of (xn) exists, meanwhile for all the real numbers
a and b such that a < b, D(a, b) is finite.
Now, suppose that the limit of (xn) does not exist. Then,
lim xn < lim xn.
We can then find two rationals a and b such that a < b and a number
 such that 0 < , such that
lim xn < a−  < a < b < b+  < lim xn.
If lim xn < a− , we can return to Question (a) of Exercise 2 and con-
struct a sub-sequence of (xn) which tends to lim xn while remaining
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below a−. Similarly, if b+ < lim xn, we can create a sub-sequence of
(xn) which tends to lim xn while staying above b+ . It is evident with
these two sequences that we could define with these two sequences all
νj finite and so D(a, b) = +∞.
We have just shown by contradiction that if all the D(a, b) are finite
for all rationals a and b such that a < b, then, the limit of (xn)n≥0 exists.
Exercise 5. Cauchy criterion in R.
Suppose that the sequence is Cauchy, i.e.,
lim
(p,q)→(+∞,+∞)
(xp − xq) = 0.
Then let xnk,1 and xnk,2 be two sub-sequences converging respectively
to `1 = lim xn and `2 = lim xn. So
lim
(p,q)→(+∞,+∞)
(xnp,1 − xnq,2) = 0.
, By first letting p→ +∞, we have
lim
q→+∞
`1 − xnq,2 = 0,
which shows that `1 is finite, else `1 − xnq,2 would remain infinite and
would not tend to 0. By interchanging the roles of p and q, we also
have that `2 is finite.
Finally, by letting q → +∞, in the last equation, we obtain
`1 = lim xn = lim xn = `2.
which proves the existence of the finite limit of the sequence (xn).
Now suppose that the finite limit ` of (xn) exists. Then
lim
(p,q)→(+∞,+∞)
(xp − xq) = `− ` = 0,
0 which shows that the sequence is Cauchy.
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2. Miscellaneous facts
FACT 1. For any a ∈ R,∣∣eia − 1∣∣ = √2(1− cos a) ≤ 2 |sin(a/2)| ≤ 2 |a/2|δ .
This is easy for |a/2| > 1. Indeed for δ > 0, |a/2|δ > 0 and
2 |sin(a/2)| ≤ 2 ≤ 2 |a/2|δ
Now for |a/2| > 1, we have the expansion
2(1− cos a) = a2 −
∞∑
k=2
(−1)2 a
2k
(2k)!
= x2 − 2
∞∑
k≥2,k even
a2k
(2k)!
− a
2(k+1)
(2(k + 1))!
= a2 − 2x2(k+1)
∞∑
k≥2,k even
1
(2k)!
{
1
a2
− 1
(2k + 1)((2k + 2)...(2k + k)
}
.
For each k ≥ 2, for |a/2| < 1,{
1
a2
− 1
(2k + 1)((2k + 2)...(2k + k)
}
≥
{
1
4
− 1
(2k + 1)((2k + 2)...(2k + k)
}
≥ 0.
Hence
2(1− cos a) ≤ a2.
But for |a/2| , the function δ ↪→ |a/2|δ is non-increasing in δ, 0 ≤ δ ≤ 1.
Then √
2(1− cos a) ≤ |a| = 2 |a/2|1 ≤ 2 |a/2|δ .
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