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1. Introduction
LetG beaweighteddigraphwithvertex setVG = {v1, v2, . . . , vn}andarc setAG = {a1, a2, . . . , am}.
Recall, if a ∈ AG is an arc then a = uv for some vertices u, v ∈ VG; we also assume that it is oriented
from u to v. Usually, an arc vv, whose end-vertices coincide, is called a loop (for loops the orientation is
unimportant). LetWG ⊂ K be the set of arcweights ofG (hereK is any ﬁeld). The functionωG : AG →
WG is theweight function ofG. Usually, we assume that an arc awith zeroweight does not belong toAG ,
or equivalently, that a non-arc a belongs toAG butwith zeroweight; soAG can be naturally reduced, or
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Fig. 1. The matrix A and its corresponding Coates digraph GA .
extended if necessary. It is also clear that toeachweighteddigraph there correspondsaweight function,
and vice versa. IfWG consists of nonnegative integers then G is called amulti-digraph (then each arc of
weightk canbe substitutedwithkparallel arcswithweightone); inparticular, ifWG = {0, 1} thenG is a
digraph. The adjacency (orweight)matrix ofG is the n × nmatrix A = AG = (aij), where aij = ωG( vivj)
if vivj ∈ AG , and aij = 0 otherwise. If A is symmetric then the arcs uv, vu ∈ AG have the same weights
and represent the edge e = uv of Gwith commonweight. Then, instead of the arc set, we can consider
the edge set of G denoted by EG = {e1, e2, . . . , em}, and G becomes a weighted graph, or amulti-graph
if the weights are (nonnegative) integers; in addition, G is a simple graph if it has no multiple edges,
nor loops. Then we write u ∼ v to indicate that vertices u and v are adjacent. Finally, note that each
weighted graph can be interpreted as a weighted digraph obtained by substituting each edge by two
parallel arcs with opposite directions, and weights equal to the weight of the corresponding edge. In
what follows we shall suppress graph names in our notation if it is understood from the context.
If X is a subset of the vertex set of G, then G − X denotes the weighted digraph induced by the
vertex set V \ X . If X = {v} then we abbreviate the latter to G − v. Similarly, if Y is a subset of the arc
(or edge) set of G, then G − Y denotes the spanning sub-digraph of G whose arc (resp. edge) set is
equal toA \ Y (resp. E \ Y). If Y = {a}(Y = {e}) thenwe use G − a (resp.G − e) instead. This notation
is naturally extended if two or more vertices, or arcs, or edges are deleted from G. Needless to say,
in all these situations the weight functions are the restrictions of the original ones. Given two vertex
disjoint weighted (di)graphs G and H, we denote by G ∪˙H their disjoint union (then, their vertex sets,
and also arc (or edge) sets, are joined together, and weight functions naturally combined).
Following Coates [4] we can associate to any n × n matrix A = (aij) (over a ﬁeld K) the Coates
digraph GA (see, e.g., Fig. 1), that is a weighted digraph deﬁned as follows (see also [3]):
• the vertex set of GA is equal to {1, 2, . . . , n}, where the ith vertex (1 i n) corresponds to the
ith row (or equivalently, to the ith column) of A;
• the arc set of GA consists of all arcs of the form ij with weight aij (1 i, j n); for i = j the
corresponding arc is a loop. If the weight of some arc is zero, then it can be ignored (as already
noted).
In order to state the Coates determinant formula of any squarematrixAweneed to introduce factors
of GA. They are deﬁned as follows:
a factor ofGA is a spanning (weighted) sub-digraphwhose vertices have in-degrees and out-degrees
equal to 1; so it is a disjoint union of (weighted) directed cycles. The set of all factors of GA, i.e. its
factor space, is denoted by FGA (or by FG , or FA).
If F ∈ FA then c(F) is a number of components (i.e. cycles) of F , whereas ωG(F) is the weight of F ,
equal to the product of weights of all arcs of F . More generally, if H is any weighted sub-digraph of G
then ωG(H) (=ωA(H)) is a product of weights of its arcs (or edges for sub-graphs).
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Remark 1.1. Given a weighted digraph G, if A = AG is its adjacency matrix then G = GA. Conversely,
given amatrix A, if G = GA then A = AG . So, weighted digraphs and squarematrices can be considered
as same objects, and this will be used later interchangeably.
We are now in position to introduce the Coates determinant formula (see [4], or [3, p. 65]). It reads:
det(A) = (−1)n ∑
F∈FA
(−1)c(F)ω(F). (1)
Thecharacteristicpolynomialφ(A; x) = det(xI − A)ofanadjacencymatrixAofaweighteddigraph
G is called the characteristic polynomial of G and denoted by φ(G, x) = φ(G).
For all other notation, or deﬁnitions not given here, see [7] (and [5,6] for graph spectra).
The aim of this paper is twofold. First, to promote a combinatorial approach to linear algebra in the
spirit of the book [3], which just recently appeared. Secondly, to extend somewell-known formulas in
the spectral graph theory to weighted (di)graphs (with natural interpretation to matrices).
The rest of the paper is organized as follows: in Section 2 we address some of the well-known
formulas from the spectral graph theorywhich express the characteristic polynomial of (multi-)graphs
in terms of the characteristic polynomial of their sub-graphs; in Section 3we extend the Schwenk-like
formulas to the case ofweighted digraphs, or equivalently, to anymatrix; in Section 4we are concerned
with Rowlinson-like formulas.
2. Some known results
There are several formulas which express the characteristic polynomial of a simple graph in terms
of the characteristic polynomial of its sub-graphs. The very ﬁrst one is due to Heilbronner (see [8]
or [5]), recently extended to weighted graphs [11]. To keep formulas shorter, we omit the variable
whenever its presence is clear from the context.
Theorem 2.1 (Heilbronner’s formula). Let GuvH be the (simple) graph obtained from G and H by adding
a bridge uv, where u ∈ VG and v ∈ VH. Then
φ(GuvH) = φ(G)φ(H) − φ(G − u)φ(H − v). (2)
Its generalization reads:
Theorem 2.2. Let GuvH be the weighted graph obtained from G and H by adding a bridge uv of weight
ω(uv), where u ∈ VG and v ∈ VH. Then
φ(GuvH) = φ(G)φ(H) − ω(uv)2φ(G − u)φ(H − v).
Themost frequently encountered formulas in the literature from the spectral graph theory are those
given by Schwenk [10].
Theorem 2.3 (Schwenk’s formulas). Let G be a (simple) graph. Denote by Cv (Ce) the set of all cycles in G
containing a vertex v (resp. an edge e = uv). Then
φ(G)=xφ(G − v) − ∑
w∼v
φ(G − v − w) − 2 ∑
C∈Cv
φ(G − V(C)); (3)
φ(G)=φ(G − e) − φ(G − v − u) − 2 ∑
C∈Ce
φ(G − V(C)). (4)
We assume that φ(G) = 1 if G is the empty graph (i.e. with no vertices).
Note that (2) is a particular case of (4).
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Fig. 2. A multi-graph G and the graph G[uv].
In [10] Schwenk also proved the following result on the coalescence (or dot product) of two graphs.
Given two disjoint rooted graphs G and H with roots u and v, respectively, then the coalescence of G
and H is the graph G · H obtained by identifying the roots u and v.
Theorem 2.4. Let G and H be two disjoint rooted (simple) graphs with roots u and v, respectively. Then
φ(G · H) = φ(G)φ(H − v) + φ(G − u)φ(H) − xφ(G − u)φ(H − v).
In [2] Borowiecki et al. extended the above formulas to multi-digraphs.
One big disadvantage of Schwenk’s formulas is that one needs to carry out involved computations
over all cycles passing through the ﬁxed vertex (or edge); see the last sum in (3) (resp. (4)). For (4),
this is avoided by Rowlinson in [9]. Given a multi-graph G, denote by G[uv] the multi-graph obtained
from G − uv by identifying vertices u and v; note that vertices adjacent to both u and v will produce
multiple edges, while the loops at u and vwill produce amulti-loop atw (= u = v). This is illustrated
in Fig. 2 (the weights of the arcs not involved in the contraction are not depicted).
The following formula is called in [9] the deletion–contraction algorithm.
Theorem 2.5. Let G be a multi-graph, and let u and v be two vertices in G having m parallel edges between
them (i.e. ωG(uv) = m). Then
φ(G)=φ(G − uv) + mφ(G[uv]) + m(x − m)φ(G − u − v)
−mφ(G − u) − mφ(G − v). (5)
3. Schwenk-like formulas for weighted digraphs
In this section we will extend (to weighted (di)graphs) the formulas from Theorems 2.3 and 2.4.
Note, by Remark 1.1, these formulas can be also considered as matrix formulas. Therefore, in sequel
we assume that φ(G) = φ(A) = det(xI − A), where G = GA. Let B = xI − A. Then GB has a loop of
weight x − aii at vertex i, and an arc of weight −aij between vertices i and j (directed from i to j). We
next assume that
⋃˙k
i=1Fi is a partition of FB. Then from (1) we get
φ(G) = det(B) =
k∑
i=1
⎡
⎣(−1)n ∑
F∈Fi
(−1)c(F)ωB(F)
⎤
⎦ . (6)
This simple observation leads to the following results (some of which can be found also in [1], but now
given in somewhat different forms, and with more precise proofs).
Theorem 3.1. Let A be any square matrix, and let G (= GA) be its Coates digraph. If v is a ﬁxed vertex of
G then
φ(G) = (x − avv)φ(G − v) −
∑
C∈Cv
ωA(C)φ(G − V(C)),
where Cv is the set of directed cycles of G of length  2 passing through v, while ωA(C) = ∏ij∈A(C) aij.
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Proof. Let B = xI − A, and consider GB, the Coates digraph of B, so φ(G) = det(B). To apply (6), we
ﬁrst partition FB. Let F ∈ FB. Then F = Cv ∪˙ F̂ , where Cv is a cycle passing through v, while F̂ a factor
in G − V(Cv). Let l(C) be the length of corresponding cycle. Then we distinguish the following subsets
(partition cells) of FB:
• F1 = {F : l(Cv) = 1};
• F2 = {F : l(Cv) 2}.
Given F = Cv ∪˙ F̂ , then c(F) = c(̂F) + 1 and ωB(F) = ωB(Cv)ωB(̂F). Therefore we have:
(i)
∑
F∈F1(−1)c(F)ωB(F) = −(x − avv)
∑
F̂∈FB̂(−1)c(̂F)ωB̂(̂F), where B̂ = B − v is obtained from B
by deleting its vth row and column. So we have
(−1)n ∑
F∈F1
(−1)c(F)ωB(F) = (x − avv)φ(G − v).
(ii)
∑
F∈F2(−1)c(F)ωB(F) = −
∑
C∈Cv(−1)l(C)ωA(C)
∑
F̂∈FB̂(−1)c(̂F)ωB̂(̂F), where B̂ = B − V(C) is
obtained from B by deleting the rows and columns indexed by vertices fromV(C) (note,ωB(C) =
(−1)l(C)ωA(C)). So we have
(−1)n ∑
F∈F2
(−1)c(F)ωB(F) = −
∑
C∈Cv
ωA(C)φ(G − V(C)).
The rest of the proof easily follows. 
In the case of symmetric matrices we easily deduce the following result:
Theorem 3.2. Let A be any symmetric matrix, and let G (= GA) be its Coates digraph. If v is a ﬁxed vertex
of G then
φ(G) = (x − avv)φ(G − v) −
∑
u /=v
a2uvφ(G − u − v) − 2
∑
C∈Cv
ωA(C)φ(G − V(C)),
where Cv is a set of all undirected cycles of G of length  3 passing through v, while ωA(C) = ∏ij∈E(C) aij.
Remark 3.1. Note that edges (cycles of length two) can be traversed in one direction, while cycles of
length3 in twodirections, and this explains the new structure of this formula. Next, for simple graphs
we have avv = 0, auv = 1 and ωA(C) = 1 for each C ∈ Cv, and so we arrive at (3).
Theorem 3.3. Let A be any square matrix, and let G (= GA) be its Coates digraph. If uv (u /= v) is a ﬁxed
arc of G then
φ(G) = φ(G − uv) − (auvavu)φ(G − u − v) −
∑
C∈C uv
ωA(C)φ(G − V(C)),
where C uv is the set of all directed cycles of G of length 3 passing through uv, while ωA(C) =∏
ij∈A(C) aij.
Proof. Let B = xI − A, and consider GB, the Coates digraph of B. To apply (6), we ﬁrst partition FB. Let
F ∈ FB, and assume that F contains an arc a = uv. Then F = Ca ∪˙ F̂ , where Ca is a cycle passing through
a, while F̂ a factor of G − V(Ca). Let l(C) be the length of corresponding cycle. Then we distinguish the
following subsets (partition cells) of FB:
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• F1 with F ∈ F1 if F does not contain a;• F2 with F ∈ F2 if F contains a = uv and a′ = vu;• F3 with F ∈ F3 if F contains a = uv, but not a′ = vu.
Let F= C ∪˙ F̂ , where F̂ is a factor in G − V(C). Then c(F)=c(̂F) + 1, and ωB(F) = ωB(C)ωB(̂F).
Therefore we have:
(i) (−1)n∑F∈F1(−1)c(F)ωB(F) = φ(G − a);
(ii) (−1)n∑F∈F2(−1)c(F)ωB(F) = −(auvavu)φ(G − u − v);
(iii)
∑
F∈F3(−1)c(F)ωB(F) = −
∑
C∈Ca(−1)l(C)ωA(C)
∑
F̂∈FB̂(−1)c(̂F)ωB̂(̂F),where B̂ = B − V(C) is
obtained from B by deleting the rows and columns indexed by vertices fromV(C) (note,ωB(C) =
(−1)l(C)ωA(C)). So we have
(−1)n ∑
F∈F3
(−1)c(F)ωB(F) = −
∑
C∈Ca
ωA(C)φ(G − V(C)).
The rest of the proof easily follows. 
In the case of symmetric matrices, we easily deduce the following corollary for weighted graphs:
Theorem 3.4. Let A be any symmetric matrix, and let G (= GA) be its Coates digraph. If uv (u /= v) is a
ﬁxed edge of G then
φ(G) = φ(G − uv) − a2uvφ(G − u − v) − 2
∑
C∈Cuv
ωA(C)φ(G − V(C)),
whereCuv is the set of all undirected cycles ofG of length3passing throughuv,whileωA(C) = ∏ij∈E(C) aij.
Proof. Consider the weighted graph G as a weighted digraph, and let e ∈ E(G) be the edge between u
and v (so e = { uv, vu}). From Theorem 3.3 we ﬁrst get
φ(G) = φ(G − uv) − a2uvφ(G − u − v) −
∑
C∈C uv
ωA(C)φ(G − V(C));
applying it once again, we get
φ(G − uv) = φ(G − uv − vu) − ∑
C∈C vu
ωA(C)φ(G − V(C)).
Since G − uv = G − uv − vu, and since
∑
C∈C uv
ωA(C)φ(G − V(C)) +
∑
C∈C vu
ωA(C)φ(G − V(C))=2
∑
C∈Ce
ωA(C)φ(G − V(C)),
the proof immediately follows. 
Remark 3.2. In Theorem 3.3 (3.4) it was assumed that an arc a = uv (resp. an edge e = uv) is not
a loop (recall u /= v was assumed). However, in an analogous way of the proof of Theorem 3.1, i.e.
by taking F1 as the set of factors containing the loop l at v and as F2 as the set of all
remaining factors, we have that φ(G) = φ(G − l) − xφ(G − v) + (x − avv)φ(G − v) = φ(G − l) −
avvφ(G − v).
Remark 3.3. Similarly to Remark 3.1, for simple graphs, we have avv = 0, auv = 1 and ωA(C) = 1 for
each C ∈ Ce, and we get the second Schwenk’s formula from Theorem 2.3.
The coalescence of two rooted graphs G and H (with roots u and v, respectively), given for simple
graphs in Section 2, can be naturally extended to weighted digraphs (including weighted graphs). At
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this place it is only noteworthy to add that loops at u and v give rise to a loop at w (= u = v) in G · H
after identiﬁcation, and that its weight is equal to the sum ofweights of the former two loops (of G and
H). But now, as the next theorem shows, neither weights, nor loops bring any change in the formula
from Theorem 2.4.
Theorem 3.5. Let G · H be the coalescence of two rooted weighted digraphs G and H whose roots are u and
v, respectively. Then
φ(G · H) = φ(G)φ(H − v) + φ(G − u)φ(H) − xφ(G − u)φ(H − v).
Proof. Let A be the adjacency matrix of G · H, and consider the Coates digraph of the matrix B =
xI − A(GB is described above). Let w be the vertex of G · H resulting from u and v by identiﬁcation. To
apply (6), we ﬁrst partition FB. For this aim, note (since w is a cut-vertex) that cycles passing through
w (except loops) will be cycles either in G, or in H. Let C be any such cycle. Then we distinguish the
following subsets (partition cells) of FB:
• F1 with F ∈ F1 if F contains a cycle, other than a loop, passing through w and with all other
vertices in G;
• F2 with F ∈ F2 if F contains a cycle, other than a loop, passing through w and with all other
vertices in H;
• F3 with F ∈ F3 if F contains the loop at w.
Let lu, lv and lw be a loop at u in G, at v in H and atw in G · H, respectively. Then we have: if F ∈ F1
then F = F1 ∪˙ F2, where F1 ∈ FG−lu and F2 ∈ FH−v; if F ∈ F2 then F = F1 ∪˙ F2, where F1 ∈ FG−u and
F2 ∈ FH−lv ; if F ∈ F3 then F = lw ∪˙ F1 ∪˙ F2, where F1 ∈ FG−u and F2 ∈ FH−v. We next have:
(i) (−1)n∑F∈F1(−1)c(F)w(F) = φ(G)φ(H − v) − (x − lu)φ(G − u)φ(H − v).
(ii) (−1)n∑F∈F2(−1)c(F)w(F) = φ(G − u)φ(H) − (x − lv)φ(G − u)φ(H − v).
(iii) (−1)n∑F∈F3(−1)c(F)w(F) = (x − (lu + lv))φ(G − u)φ(H − v).
The rest of the proof easily follows. 
4. Rowlinson-like formulas for weighted digraphs
In this section we give some further results exploiting the ideas of Rowlinson from his deletion–
contraction algorithm (cf. Theorem 2.5). As already noted, one serious disadvantage which appears in
Schwenk-like formulas from Theorem 3.3 (or (3.4)) is the last sumwhich runs over all cycles (of length
3) passing through some ﬁxed arc (resp. edge). Recall, in proving Theorem 3.3, the factor space of the
Coates digraph GB of the matrix B = xI − A was partitioned as follows in respect to some ﬁxed arcs
a = uv and a′ = vu:
(i) F1 with F ∈ F1 if F does not contain a;
(ii) F2 with F ∈ F2 if F contains a and a′;
(iii) F3 with F ∈ F3 if F contains a, but not a′.
The problem announced above appeared only in case (iii). It is resolved by means of contraction of
end-vertices of an arc (or an edge). For this reason we will need some additional notation.
If u and v are two vertices of some digraph, say G, then G[uv] denotes the digraph obtained from
G − { uv, vu} by contracting u and v. More precisely, we have: u and v are identiﬁed (giving rise to a
new vertex, say w); all arcs which were previously in-incident (or out-incident) to u, or to v, are now
in-incident (resp. out-incident) tow; if parallel arcs of the samedirection occur, they are substituted by
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Fig. 3. A weighted digraph G and the graph G〈uv〉.
a single arc (of the same direction) with resulting weight obtained by summing the weights of former
arcs; the same applies for parallel loops at w.
We ﬁrst offer a solution which is related to digraphs. For this aim, we will need some preparatory
modiﬁcations of the digraph G. Denote by u∗( ∗v) the set of arcs (including loops) out-coming from
u (resp. in-coming to v). Let G∗uv = G − u∗ − ∗v − vu. So G∗uv does not have arcs between u and v,
nor loops at u and v. Denote by G〈uv〉 is the digraph obtained from G∗uv by contracting u and v. So
G〈uv〉 = G∗uv[uv]. Similarly we deﬁne G〈vu〉. In Fig. 3 we depict a weighted digraph G and the digraph
G〈uv〉 (the weight of arcs not involved in the contraction are not depicted).
Lemma 4.1. Let A be any square matrix. Under the above notation we have
(−1)n ∑
F∈F3
(−1)c(F)ωB(F) = auvφ(G〈uv〉) − auvxφ(G − u − v).
Proof. Let B = xI − A, and consider GB, the Coates digraph of B, so φ(G) = det(B). Next, let a = uv. If
F ∈ F3 then F = Ca ∪˙ F̂ , where Ca is a cycle (of length3) passing through a. Observe ﬁrst that the arcsut (t /= v), sv (s /= u) and vu do not belong to F . So, they can be ignored, or equivalently,we can assume
that F is a factor of G∗uv + uv (note, G∗uv has no loops at u and v). Let G〈uv〉 be the digraph obtained from
G∗uv by contracting u and v. Note, that after this contraction arcs in-coming tow were those in-coming
to u, and arcs out-coming from w were those out-coming from v; in addition, there are no loops at
w (= u = v). After this contraction, F becomes F ′ = C′w ∪˙ F̂ , where C′w is a cycle passing through w
resulting from Ca by a contraction (note that its length is 2). Let A′ be the adjacency matrix of G〈uv〉
and B′ = xI − A′. So F ′ runs over all factors of B′ containing a cycle at w of length at least two. Then
we have
∑
F∈F3
(−1)c(F)ωB(F) = −auv
∑
F ′∈F ′2
(−1)c(F ′)ωB′(F ′),
whereF ′2 = {F ′ : F ∈ F3} in viewof bijection F ↔ F ′ (note, F ′ ∈ FB′ and l(C′w) 2; in addition c(F) =
c(F ′) and ωB(F) = −auvωB′(F ′)). On the other hand (cf. Theorem 3.1) we have
φ(G〈uv〉) = xφ(G〈uv〉 − w) + (−1)n−1 ∑
F ′∈F ′2
(−1)c(F ′)ωB′(F ′).
Since G〈uv〉 − w = G − u − v we have
φ(G〈uv〉) = xφ(G − u − v) + (−1)n−1 ∑
F ′∈F ′2
(−1)c(F ′)ωB′(F ′).
Therefore we have
(−1)n ∑
F∈F3
(−1)c(F)ωB(F) = auv[φ(G〈uv〉) − xφ(G − u − v)],
as required.
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Theorem 4.2. Let A be any square matrix, and let G (= GA) be its Coates digraph. Let uv (u /= v) be a
ﬁxed arc of G. Then
φ(G) = φ(G − uv) + auvφ(G〈uv〉) − auv(x + avu)φ(G − u − v),
where all graphs in question are deﬁned as above.
Proof. As in the proof of Theorem 3.3, we have to consider the matrix B = xI − A, and to apply (6) to
subsetsF1,F2 andF3, as deﬁned therein (see also items (i)–(iii) from above). The ﬁrst two summands
are resolved as in the proof of Theorem 3.3; the third one is resolved in Lemma 4.1. The rest of the
proof easily follows. 
We now examine the situation when both arcs uv and vu are simultaneously deleted from G. Then
we easily get:
Theorem 4.3. Let A be any square matrix, and let G (= GA) be its Coates digraph. Let uv and vu (u /= v)
two arcs of G. Then
φ(G)=φ(G − uv − vu) + auvφ(G〈uv〉) + avuφ(G〈vu〉)
−[(auv + avu)x + avuavu]φ(G − u − v),
where all graphs in question are deﬁned as above.
Proof. We can proceed as in the proof of Theorem 3.4. Therefore, we will apply Theorem 4.2 ﬁrst to G
(with respect arc uv), and next to G − uv (with respect to arc vu). The rest of the proof easily follows.

From the above theorem we can deduce the following results:
Theorem 4.4. Let A be any symmetric matrix, and let G(= GA) be its Coates digraph. Let uv (u /= v) be a
ﬁxed edge of G of weight ω (= auv = avu). Then
φ(G) = φ(G − uv) + 2ωφ(G〈uv〉) − (2ωx + ω2)φ(G − u − v),
where all graphs in question are deﬁned as above.
Proof. In the symmetric caseweﬁrst put in the formula fromTheorem4.3 thatG − uv − vu = G − uv,
and next substitute auv and avu byω. Thenwe observe that G〈uv〉 and G〈vu〉 are the converse digraphs.
So their adjacency matrices are the transpose of each other. Therefore φ(G〈uv〉) = φ(G〈vu〉), and the
proof follows. 
Remark 4.1. In particular, if G is a simple graph then from Theorem 4.4 we easily get yet another
formula for computing its characteristic polynomial. It reads:
φ(G) = φ(G − uv) + 2φ(G〈uv〉) − (2x + 1)φ(G − u − v).
Note, G〈uv〉 is not a simple graph, namely it is a digraph. (Needless to add, it is assumed here that
vertices u and v are distinct, and adjacent.)
Finally, we will give the deletion–contraction algorithm of Rowlinson in amore general setting. For
this aim we ﬁrst prove the following result:
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Lemma 4.5. Let A be any symmetric matrix, and ω(= auv = avu). Under the above notation we have
(−1)n ∑
F∈F3
(−1)c(F)ωB(F) = ω[φ(G[uv]) + xφ(G − u − v) − φ(G − u) − φ(G − v)],
where F3 is a set of factors of G passing through one of the arcs uv and vu.
Proof. Let B = xI − A, and consider GB, the Coates digraph of B. Let b be one of arcs uv or vu (in GB). If
F ∈ F3 then F = Cb ∪˙ F̂ , where Cb is a cycle (of length 3) passing through b. Consider nowGB[uv], the
contraction of GB. Let B
′ be the adjacencymatrix of GB[uv] (also equal to GB′ ). Let Cw be the contraction
of Cb (so it is a cycle of length  2). Clearly, F ′ = Cw ∪˙ F̂ is a factor in GB′ . Let F ′2 be the set of all such
factors. So we have
(−1)n ∑
F∈F3
(−1)c(F)ωB(F) = ω
⎡
⎢⎣(−1)n−1 ∑
F ′∈F ′2
(−1)c(F ′)ωB′(F ′)
⎤
⎥⎦ .
On the other hand, not every factor of GB[uv] can arise as above. Namely, if F ′′ = Cw ∪˙ F̂ is any other
factor of GB[uv] where Cw is not a loop, then the arcs of Cw in-incident and out-incident to w now
originate from arcs which were both in-incident and out-incident only to u (or only to v) in GB; but
these factors can be considered as factors of GB − v (resp.GB − u). LetF ′′2 be the set of all these factors.
Let B′ − w the matrix obtained from B′ by deleting row and column indexed by w. So we have (cf.
Theorem 3.1):
det(B′) − (x − auu − avv) det(B′ − w)
= (−1)n−1
⎡
⎢⎣ ∑
F∈F ′2
(−1)c(F ′)ωB′(F ′) +
∑
F∈F ′′2
(−1)c(F ′′)ωB′(F ′′)
⎤
⎥⎦ .
Note ﬁrst that det(B′) = φ(G[uv]), while det(B′ − w) = φ(G − u − v). We also have (by Theorem
3.1)
(−1)n−1 ∑
F∈F ′′2
(−1)c(F ′′)w(F ′′)=[φ(G − u) − (x − avv)φ(G − u − v)]
+[φ(G − v) − (x − avv)φ(G − u − v)].
Now the proof easily follows from the above equalities. 
Now we have:
Theorem 4.6. Let A be any symmetric matrix, and let G (= GA) be its Coates digraph. Let uv (u /= v) be
a ﬁxed edge of G, and ω (= auv = avu). Then
φ(G) = φ(G − uv) + ωφ(G[uv]) + ω(x − ω)φ(G − u − v) − ωφ(G − u) − ωφ(G − v),
where all graphs in question are deﬁned as above.
Proof. As in the proof of Theorem 3.3, we have to consider the matrix B = xI − A, and to apply (6) to
subsets F1, F2 and F3, as already deﬁned (see items (i)–(iii) from above). The ﬁrst two summands are
resolved as in the proof of Theorem 3.3; the third one is resolved in Lemma 4.5. The rest of the proof
is straightforward. 
Remark 4.2. As it can be seen, the only difference between Theorems 2.5 and 4.6 is that instead of
multi-graphs we have now weighted digraphs. Clearly, the proof from [9] works in our case. On the
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other hand, our proof is combinatorial (in the spirit of the book [3]), and needless to say once again
we just wanted to promote this approach in our paper.
Some other facts deserve to be commented. Formula from Theorem 4.4 is more compact than
formula from Theorem 4.6. So from computational points of view is more desirable (or efﬁcient). On
the other hand, if we prefer to have multi-graphs in our considerations, then formula from Theorem
4.6 is preferable. Furthermore, we can also offer a formula which is somewhere between. Namely,
instead of digraphs G[uv] and G〈uv〉, we can consider digraphs G[uv〉 and G〈uv] deﬁned as follows: if
G∗u = G − ∗v − vu and G∗v = G − u∗ − uv then G[uv〉 = G∗u[uv] and G〈uv] = G∗v [uv]. By using these
digraphs we can get the formulas which are the hybrid variants of those mentioned above (as are the
corresponding digraphs).
Finally, to conclude this paper, we can add that similar results can be obtained for permanental
polynomials. This will be done in one of our forthcoming papers.
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