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ABSTRACT 
 
Explorations of Iron-Iron Hydrogenase Active Site Models  
by Experiment and Theory. (May 2006) 
Jesse Wayne Tye, B.S., University of Kentucky 
Co-chairs of Advisory Committee: Dr. Marcetta Y. Darensbourg 
                                         Dr. Michael B. Hall 
 
 
 
 This dissertation describes computational and experimental studies of synthetic 
complexes that model the active site of the iron-iron hydrogenase [FeFe]H2ase enzyme. 
Simple dinuclear iron dithiolate complexes act as functional models of the iron-
iron hydrogenase enzyme by catalyzing isotopic exchange in D2/H2O mixtures.  Density 
Functional Theory (DFT) calculations and new experiments have been performed that 
suggest reasonable mechanistic explanations for this reactivity.  Evidence for the 
existence of an acetone derivative of the di-iron complex, as suggested by theory, is 
presented.   
Bis-phosphine substituted dinuclear iron dithiolate complexes react with the 
electrophilic species, H+ and Et+ (Et+ = CH3CH2+) with differing regioselectivity; H+ 
reacts to form a 3c-2e– Fe-H-Fe bond, while Et+ reacts to form a new C-S bond.  The 
instability of a bridging ethyl complex is attributed to the inability of the ethyl group, in 
contrast to a hydride, to form a stable 3c-2e– bond with the two iron centers. 
 Gas-phase density functional theory calculations are used to predict the solution-
phase infrared spectra for a series of CO and CN-containing dinuclear iron complexes 
dithiolate. It is shown that simple linear scaling of the computed C-O and C-N stretching 
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frequencies yields accurate predictions of the experimentally determined ν(CO) and 
ν(CN) values.  
An N-heterocyclic carbene containing [FeFe]H2ase model complex, whose X-ray 
structure displays an apical carbene, is shown to undergo an unexpected simultaneous 
two-electron reduction. DFT shows, in addition to a one-electron Fe-Fe reduction, that 
the aryl-substituted N-heterocyclic carbene can accept a second electron more readily 
than the Fe-Fe manifold. The juxtaposition of these two one-electron reductions 
resembles the [FeFe]H2ase active site with an FeFe di-iron unit joined to the 
electroactive 4Fe4S cluster. 
Simple synthetic di-iron dithiolate complexes synthesized to date fail to 
reproduce the precise orientation of the diatomic ligands about the iron centers that is 
observed in the molecular structure of the reduced form of the enzyme active site. 
Herein, DFT computations are used for the rational design of synthetic complexes as 
accurate structural models of the reduced form of the enzyme active site. 
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CHAPTER I  
 
INTRODUCTION 
 
 
This chapter provides a very broad overview and general review of the activation 
of dihydrogen by homogeneous catalysts and the hydrogenase enzymes.  Each individual 
chapter will review the specific background on the iron-iron hydrogenase enzyme that is 
relevant for understanding that chapter. 
Motivations for Studying H2 Activation 
Why activate H2?1 
Dihydrogen has the potential to act as a "clean" alternative to fossil fuels.1  The 
oxidation of dihydrogen, either electrochemically or via combustion, leads only to the 
production of water.  One of the major drawbacks of solar, hydroelectric, and wind 
power is that periods of peak energy production do not necessarily coincide with periods 
of peak energy consumption.  Solar, hydroelectric, and wind power, however, could be 
used to electrochemically generate H2 that can be stored and later burned to produce 
thermal power or converted back to H+ and e– to produce electrical power.2 
In many industrially important reactions, such as hydroformylation and 
hydrogenation, dihydrogen gas serves as reducing agent and/or hydrogen atom source.  
Even small improvements in the efficiency of these reactions translate into large 
monetary savings. 
                                                 
This dissertation follows the style and format of Inorganic Chemistry. 
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 This review will focus on the homogeneous catalysis of H-H bond cleavage and 
formation by discrete transition metal complexes and enzymes.  These topics have been 
the subject of a number of excellent reviews.3-21  This review will not discuss in detail 
the electrochemical H+ reduction or H2 oxidation,22-24 or the heterogeneous activation of 
H2 by extended systems.25-29    
Why is it so difficult to activate H2? 
The H2 molecule is, in fact, so stable that it was used as an “inert” gas in early 
air-free chemistry.  The following physical properties of H2 combine to make it a very 
unreactive molecule:  (1) The H-H bond is remarkably strong. (2) The H2 molecule is 
completely non-polar.  (3) The frontier molecular orbitals of H2 do not permit most 
direct, concerted reactions between dihydrogen and other non-metals.  (4) The H2 
molecule is a very poor acid.   
The amount of energy required for homolytic cleavage of the H-H bond (H2 → 
2H●) is +103.25(1) kcal/mol.30  As shown in Table I-1,  this value places the H-H bond 
 
 
 
 
 
 
 
Table I-1. Bond Dissociation Energies for H-X Bonds 
bond type average BDEa 
H–F 135(1)b 
H–O 109.60(4) 
H–H 103.25(1) 
H–Cl 102.3(1) 
H–C 98.3(8) 
H–N 92(2) 
a in kcal mol–1.  b Error in last digit is given parenthetically. 
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among the strongest single bonds.31  Since most new H-X bonds will generally be 
weaker than the H-H bond, there is often little or no thermodynamic driving force for the 
cleavage of the H-H bond.     
The polarity of the reacting molecules often enhances the rates of chemical 
reactions.  Scheme I-1 contrasts the proton transfer reaction between the very polar
                    
   
                       Scheme I-1 
 
 
 
reactants MeNH3+ and EtNH2 and the reaction between non-polar reactants H2 and F2 to 
produce HF.  For the reaction between MeNH3+ and EtNH2, the partially positively 
charged ammonium hydrogen atoms of MeNH3+ are attracted to the negatively charged 
nitrogen center of EtNH2.  The polarity of the reactants therefore helps to organize them 
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spatially for effective proton transfer between MeNH3+ and EtNH2.  No such strong 
intermolecular forces exist for the reaction between H2 and F2.  Since the H2 molecule is 
completely non-polar, it a poor target for attack by either electrophiles or nucleophiles, 
resulting in large activation energies for H2 activation.  Even when direct reaction with 
H2 is thermodynamically feasible, the rates of reactions with H2 are often extremely 
slow.   
 The analysis of the frontier molecular orbitals of dihydrogen also suggests that 
direct, concerted reactions between H2 and most non-metals should have high activation 
energies.  In frontier molecular orbital theory, a high activation energy is predicted when 
the symmetry of the HOMO of one reactant does not match the symmetry of the LUMO 
of the second reactant and vice versa.  An illustrative example is the concerted addition 
of dihydrogen to ethylene to yield ethane (C2H4 + H2 → C2H6).  Although the 
hydrogenation of ethylene is a thermodynamically favorable process (ΔH298 ≈ – 32 kcal 
mol–1),32 mixtures of the two gases are stable indefinitely in the absence of an 
appropriate catalyst. The implied high activation energy for the reaction C2H4 + H2 → 
C2H6 may be explained in the context of frontier molecular orbital theory.33  The frontier 
molecular orbitals of H2 are the H-H bonding HOMO and H-H antibonding LUMO and 
the frontier molecular orbitals of ethylene are the C-C π bonding HOMO and C-C π 
antibonding LUMO.  As shown in Figure I-1, the frontier molecular orbitals of H2 and 
ethylene are inappropriate for a direct concerted reaction between these species to yield 
ethane.  In the reaction of ethylene with dihydrogen, the HOMO of ethylene is not a 
match for the LUMO of dihydrogen  (likewise, the HOMO of H2 does not match the 
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LUMO of ethylene.)  The direct reaction of H2 with C2H4 is therefore expected to have a 
large activation barrier. 
 
 
 
 
 
Figure I-1. The shapes of the frontier molecular orbitals of H2 and C2H4 are 
inappropriate for a direct, concerted reaction. The interactions between the LUMO's of 
H2 and C2H4 have no effect on the energy since they are interactions between empty 
orbitals. The interaction between the filled HOMO's of H2 and C2H4 is inherently 
destabilizing, since the interaction is between two filled orbitals.   
 
The uncatalyzed heterolytic cleavage of the H-H bond (H2 → H+ + H–) is also difficult.  
The strength of the H-H bond and its lack of polarity contribute to the poor kinetic and 
thermodynamic acidity of H2.  The pKa values for a series of mono-protic “acids”, 
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dissolved in either tetrahydrofuran or acetonitrile solvent, are given in Table I-2. 
Dihydrogen with an estimated pKa of 49 in tetrahydrofuran solvent is among the weakest 
acids. 
 
 
 
 
 
 
 
 
 
Structure and Bonding of Metal-Bound Hydrogen Atoms 
Why can metal centers react directly with H2, while most non-metals cannot?  
Metal centers have low energy d orbitals.  The nodal character and energy of the 
d orbitals may permit a given transition metal center to react directly with H2 in a 
concerted reaction with a low activation barrier.  As shown in Figure I-2, for the reaction 
between H2 and a d6 ML5 center, the symmetry of the LUMO of the metal complex 
matches the symmetry of the HOMO of H2, and a filled orbital of the metal center 
matches the symmetry of the LUMO of H2.  In the transition state for H2 binding to the 
metal center, there is a synergistic flow of electron density from H2 to the metal center 
and from the metal center to the H2 ligand.  A low energy transition state is therefore 
Table I-2. Proton Dissociation Constants for 
Several Compounds in Organic Solvents 
acid pKa solvent reference 
HH 49 THF 34 
Ph3CH 44 THF 34 
cyclohexane-OH 38 THF 34 
Ph2PH 35 THF 34 
CH3COOH 22.3 CH3CN 35 
CH3(C6H4)SO3H 8.0 CH3CN 36 
CF3SO3H 2.6 CH3CN 36 
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expected for addition of H2 to the ML5 fragment.  (Contrast the reaction of ML5, given in 
Figure I-2, with that of H2 and C2H4 given in Figure I-1. 
 
 
Figure I-2.  The shapes of the frontier molecular orbitals of H2 and ML5 (left) are 
appropriate for a direct, concerted reaction.  In the transition state for M-(η2-H2) bond 
formation, there is a synergistic flow of electron density from the HOMO of H2 into the 
LUMO of ML5, and from an occupied orbital of ML5 to the LUMO of H2.  
 
The bonding of dihydrogen to a transition metal center may be qualitatively 
described using the Dewar-Chatt-Duncanson (DCD) bonding model.37  (The qualitative 
ideas of the DCD bonding model are supported by ab initio quantum chemical 
  
8
calculations.38-42)  The DCD model partitions metal-H2 bonding into two parts: 
H2(σ)→M donation and M→H2(σ*) back-donation.  Dihydrogen to metal donation 
(H2(σ)→M) consists of the transfer of electron density from the H-H bonding orbital to 
an empty orbital on the transition metal center.  Metal to dihydrogen back-donation 
(M→H2(σ*)) consists of the transfer of electron density from a filled orbital on the metal 
center to the H-H antibonding orbital of dihydrogen.  It is noteworthy that both H2→M 
donations and M→H2 back-donation weaken the H-H bond. 
Seminal work: the discovery of metal-bound H2 complexes 
Since the H2 molecule has a very strong H-H bond and possesses no nonbonding 
electrons or “lone pairs”, it was generally believed that an intact dihydrogen molecule 
could not act as a ligand to a transition metal center.  In the early 1980's, however, 
Kubas and coworkers reported evidence for the existence of a transition metal complex 
containing side-on bound H2 as a ligand to a tungsten center.43  They showed that the 
reaction of the coordinatively unsaturated tungsten complex (PPri3)2W(CO)3 with H2 gas 
resulted in the formation of a complex of the form, (η2-H2)(PPri3)2W(CO)3 (η2 reflects 
the fact that both hydrogen atoms of H2 are bound to the W center) (Scheme I-2).  
   
      
     Scheme I-2 
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The molecular structure of (η2-H2)(PPri3)2W(CO)3 as determined by single 
crystal neutron diffraction studies shows that the binding of H2 to the tungsten has led to 
an increase in the H-H distance from 0.74 Å (free H2) to 0.84 Å.  The observed H-H 
distance suggests that coordination to the tungsten center has weakened the H-H bond.  
The metal-ligand distances and ligand-metal-ligand angles of the 6-coordinate (η2-
H2)(PPri3)2W(CO)3 complex are similar to those observed in the molecular structure of 
the 5-coordinate (PPri3)2W(CO)3 derived from x-ray diffraction.  The similarity between 
these two structures suggest that the complex is more accurately described as a six-
coordinate tungsten(0) η2-H2 complex, and not a 7-coordinate tungsten(II) bis-hydride 
complex. 
 
 
             Scheme I-3 
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What are the possible consequences when H2 approaches a coordinatively unsaturated 
transition metal center?   
When a molecule of H2 approaches a coordinatively unsaturated transition metal 
center,   there  are at  least  four  possible  outcomes   (Scheme  I-3):    (1)   There   is   no              
reaction whatsoever.  (2) An essentially intact H2 molecule is bound to the transition 
metal center. (3) The H-H bond is homolytically cleaved, resulting in a bis-hydride 
complex. (4) The H-H bond is heterolytically cleaved, resulting in the formation of a 
metal hydride with loss of H+.  Note: throughout this chapter, (η2-H2) indicates a 
dihydrogen ligand, (H)n, (n = 1,2, ...) denotes n classical hydride ligands, and Hx (x = 
1,2, ...) indicates an unspecified structural form.  
There is often no reaction whatsoever between a coordinatively unsaturated 
metal complex and H2.  The first step in the activation of dihydrogen is the formation of 
a transition state, intermediate, or product structure in which an essentially intact H2 
molecule is bound side-on to the metal center.44  In order for H2 to bind to a 
coordinatively unsaturated metal complex, it must displace any intermolecular and/or 
intramolecular interactions that are stabilizing the "vacant" site.  The formation of an η2-
H2 complex, even transiently, is often a difficult task since intact H2 is generally the 
most weakly binding ligand for a given complex.45    
Once dihydrogen is bound to the metal center, the steric and electronic properties 
of the metal center and ligand set determine whether the complex will exist as a stable 
η2-H2 complex, or whether homolytic or heterolytic cleavage of the H-H bond will 
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result. Homolytic cleavage of the H-H bond to generate the corresponding bis hydride 
complex is favored for electron-rich metal centers and for ligands with a minimum of 
steric bulk.    Heterolytic cleavage of the H-H bond to generate the corresponding 
hydride complex and release H+ is favored for electron-poor metal centers. 
The reactivity of dihydrogen can be explained qualitatively by the DCD bonding 
model.  This model partitions metal-H2 bonding into two parts: H2(σ)→M donation and 
M→H2(σ*) back-donation.  When attached to an electron-poor metal center, H2(σ)→M 
donation dominates, leading to a weakening of the H-H bond and the depletion of 
electron density on the hydrogen atoms.  Therefore, the bonding of dihydrogen to an 
electron-poor metal center increases its acidity relative to free H2.  When attached to an 
electron-rich metal center, M→H2(σ*) back-donation dominates, leading to a weakening 
of the H-H bond and the build-up of electron density on the hydrogen atoms. 
Hall and coworkers have utilized ab initio electronic structure calculations to 
examine the factors that determine the structures of hydride and η2-H2 complexes.46-49   
For 114 polyhydride species,  Hall and Bayse found that the most stable structure 
maximizes use of the n d and (n+1) s orbitals on the metal in the formation of the M-H 
bonds.49  Hall and Lin examined factors which lead to oxidative addition to form a bis-
hydride or association of an intact molecule of H2 to form the corresponding η2-H2 
complex.  They conclude that a bis-hydride is preferred over an η2-H2 complex when 
twice the ionization enthalpy of an electron in the M-H bond is greater than sum of the 
ionization enthalpies of an electron in the H-H bond and one in the metal d orbital.47  
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Hall and Lin have also examined the periodic trends for the formation of stable η2-H2 
complexes.46  They conclude that for neutral phosphine complexes (i. e. M(PH3)x ) a 
diagonal line passing through Ru and Ir divides the periodic table into bis-hydride 
complexes (left) from the η2-H2 complexes (right).  For monocationic complexes, this 
line shifts to between Tc/Ru and Os/Ir.  They find that the stability of η2-H2 complex 
relative to the corresponding bis-hydride complex is directly related to the number and 
type of π-accepting ligands. Successive replacement of PH3 by CO shifts the dividing 
line to the left of the periodic table. 
Morris has shown that the product of the reaction of a coordinatively unsaturated 
metal complex with H2 correlates quantitatively with the electron density available at the 
H2 binding site as determined by the ν(NN) stretching frequency and redox potential of 
the corresponding η1-N2 complex.44,50,51  For η1-N2 complexes with ν(NN) values of less 
than 2050 cm–1 and E1/2 values of less than 0.5 V, the reaction with H2 led to H-H 
cleavage and only the dihydride form was observed.  For η1-N2 complexes with ν(NN) 
values between 2050 and 2200 cm–1 and E1/2 values between 0.5 and 2.0 V, the reaction 
with H2 led to stable η2-H2 complexes.  The η2-H2 complexes became increasingly 
acidic as ν(NN) and E1/2 approached their threshold values of 2200 cm–1 and 2.0 V.  For 
η1-N2 complexes with ν(NN) values greater than 2200 cm–1 and E1/2 values of more than 
2.0 V,  H2 did not react at all or was found to bind only transiently.  
The steric bulk of the ligand set is also important in determining whether a given 
complex will exist in the η2-H2 form or the corresponding bis hydride form.    The 
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higher formal oxidation state and higher coordination number of the bis hydride form 
leads to shorter metal-ligand distances and smaller ligand-metal-ligand angles than in the 
corresponding η2-H2 complex.    The presence of bulky ligands, therefore disfavors the 
bis hydride form. 
 The work of Kubas, Heinekey, and their respective coworkers illustrates the 
importance of the steric properties of the ligand set in determining the relative energies 
of the bis hydride and η2-H2 forms (Scheme I-4).  Although the PCy3, P(i-Pr)3, and PMe3 
                         
                       Scheme I-4 
 
 
ligands are similar in their electron-donating ability, the PCy3, and P(i-Pr)3 ligands are 
much larger.  For the PCy3-, and P(i-Pr)3-containing complex, the 6-coordinate (η2-
H2)W(CO)3(PR3)2 form is in dynamic equilibrium with the 7-coordinate 
(H)2W(CO)3(PR3)2 form with the η2-H2 form being the dominant tautomer.52  The 
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corresponding PMe3-containing complex exists exclusively as the bis hydride 
tautomer.53 
Elongated η2-H2 complexes 
 Complexes with H-H distances between 1.0 and 1.5 Å are often referred to as 
elongated dihydrogen complexes.  The properties of these complexes make it difficult to 
justify their classification as either "true" dihydrogen complexes (dH-H < 1.0 Å), or cis 
dihydride complexes (dH-H > 1.5 Å).  Other authors further categorize these complexes 
as "true" elongated dihydrogen complexes (dH-H < 1.0–1.3 Å) and compressed bis-
hydrides (dH-H < 1.3–1.5 Å).44 
 There is no consensus on the nature of elongated dihydrogen complexes and how 
they should best be described.  While electronic structure calculations generally provide 
accurate H-H distances for true η2-H2 complexes and true cis dihydride complexes, they 
often fail to replicate the H-H distances observed in the molecular structures determined 
by single-crystal neutron diffraction for elongated dihydrogen complexes.  Instead, these 
computations often predict that these complexes should exist as either a true η2-H2 
complex, a true cis hydride complex, or an equilibrium mixture of the two species. 
 Lluch, Lledos, and coworkers have shown that the potential energy surface for 
elongation or contraction of the H-H distance is remarkably flat in the case of elongated 
dihydrogen complexes.54-58  Heinekey, Lledos, and Lluch state, " ...the description of ... 
[certain elongated dihydrogen complexes]... as a dihydrogen or dihydride complex loses 
its significance, and it is more appropriate to describe it as a complex containing two H 
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atoms moving freely in a wide region of the coordination sphere of the metal."20  They 
argue that the elongated dihydrogen complexes cannot, in general, be described by a 
single static structure.  
 The H-H distance in elongated dihydrogen complexes, as determined by the 
value of JHD, is often dramatically affected by small changes in temperature.59-61   This 
result provides strong experimental evidence that the potential energy surface is flat with 
respect to changes in the H-H distance. 
 Hall and coworkers used density functional theory calculations to assign the 
inelastic neutron scattering derived vibrational spectrum of the elongated dihydrogen 
complex,  (Tp*)Rh(H)2(η2-H2) (Tp* = tris(3,5-dimethylpyrazolyl)hydroborate).62  They 
conclude that the H-H distance derived from neutron diffraction for the (Tp*)Rh(H)2(η2-
H2) complex may in fact correspond to the average of the H-H distances of the 
tetrahydride and bis-hydride/h2-H2 species. 
Experimental gauges of the H-H interaction and degree of activation 
 Ever since the discovery of the of the first η2-H2 complex by Kubas, there has 
been the lingering question: After coordination to a metal center, what remains of the H-
H bond?  A series of experimental methods for answering this question are presented 
below.   
 There are several experimental tools available for the determination of the H-H 
distance and the degree of the H-H bonding interaction.  Neutron diffraction studies 
provide an accurate measure of the H-H distance.  The measurement of the spin-lattice 
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proton relaxation time, T1, for an η2-H2 complex or the proton-deuteron coupling 
constant, JHD, for the corresponding isotopically substituted η2-HD complex via 1H-
NMR spectroscopy provides a quantitative measure of the H-H distance.  The frequency 
of the ν(HH) stretching band, as determined by Raman or infrared spectroscopy of η2-H2 
complexes provides semi-quantitative information about the strength of the H-H 
interaction.   
Neutron diffraction 
The two main methods for the determination of the three-dimensional structures 
of molecules are single crystal x-ray diffraction and single crystal neutron diffraction 
studies.63  Single crystal x-ray diffraction generally requires smaller crystals and is 
widely available.  It is the method of choice for determining the three dimensional 
structure of most molecules.  The constituent atoms of the molecule are located by the 
way in which their electron clouds scatter x-ray radiation.  Since hydrogen atoms have 
only a single electron, they are difficult to locate accurately using x-ray diffraction. 
Neutrons are scattered by the atomic nuclei. A property known as neutron cross-section 
of an element determines how well it will scatter neutrons.  Hydrogen atoms have the 
largest neutron cross-section of all elements.  Single crystal neutron diffraction is 
therefore the method of choice for determining the  position of hydrogen atoms.   
1H-NMR studies - HD coupling 
The magnitude of the NMR coupling constant between atoms A and B, JAB, is 
related to the spatial orientation of those atoms.  Non-interacting atoms will have JAB 
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values at or near zero hertz.  The largest values of JAB will occur when atoms A and B 
are connected by a direct chemical bond.  
The JHD coupling constant provides a measure of the H-D interaction in η2-HD 
complexes.  The observed JHD coupling constant for HD gas is 43.2 Hz.64  The 
coordination of HD to a transition metal center leads to weakening of the H-D bond, an 
increase in the H-D distance, and a decrease in the JHD coupling constant.  Morris, 
Heinekey, and their respective coworkers have shown that the value of JHD for a given 
η2-HD complex are linearly related to the H-H distance of the corresponding η2-H2 
complex as determined by neutron diffraction.65,66  The JHD coupling constant is 
expected to range from maximum value of 43.2 Hz for free HD to 0-5 Hz for cis 
hydride-deuteride complexes.44 
1H-NMR studies – proton relaxation time - T1 measurements 
It has been observed that the proton spin lattice relaxation time, T1, measured for 
the hydrogen atoms of the η2-H2 ligand is extraordinarily short (tens of milliseconds) 
when compared to dihydride complexes (hundreds of milliseconds).  Crabtree and 
coworkers have shown that in general the value of T1 is related to the inverse of the sixth 
power of the H-H distance.67-70 Unfortunately the interpretation of T1 can be complicated 
by other factors, such as the magnetogyric ratio of the metal nucleus and the proximity 
of other ligands to the η2-H2 ligand.71,72  
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Infrared and Raman spectral studies – ν(HH) measurements 
 The analysis of the infrared or Raman spectra of the H-H stretching band of η2-
H2 complexes can give qualitative and semi-quantitative information about the strength 
of the H-H interaction, but suffers from several drawbacks.  For infrared spectroscopy, 
the ν(HH) band is often weak and/or obscured by the infrared bands of co-ligands.  
Since both H2→M donation and M→H2 back-donation weaken the H-H bond, the 
ν(HH) stretch does not correlate exactly with the electron density provided by the metal 
center.  The H-H stretch becomes a H-M-H bend as the H-H distance increases.56,73  In 
other words, the ν(HH) band observed in the spectra of an η2-H2 complex is not a pure 
H-H stretch; it contains a mixture of H-H, M-H stretching and H-M-H bending motions.  
The nature of the metal center and the co-ligands exert a large influence on the H-M-H 
bend, and the value of the “ν(HH)” band in the spectra of these complexes. 
 The coordination of H2 to a metal center leads to weakening of the H-H bond as 
evidenced by the ν(HH) stretching frequency.  The ν(HH) stretching frequency of free 
H2 as measured by gas phase Raman spectroscopy is 4161 cm–1.74  As shown in Table 
I-3, the ν(HH) stretching frequencies of η2-H2 complexes are significantly lower than 
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the ν(HH) stretch of free H2.   The comparison of Tp*RuH(η2-H2)2 and Tp*RuH(η2-
H2)(THT) (THT=tetrahydrothiofuran) or W(CO)5(η2-H2) and W(CO)3(PR3)2(η2-H2) 
shows that the presence of better donor ligands in the complex lowers the ν(HH) 
stretching frequency.  The comparison of CpM(CO)3(η2-H2) (M = Nb or V) or 
M(CO)5(η2-H2) (M = Cr, Mo, or W) shows that the heaviest congener has the lowest 
ν(HH) stretching frequency. 
Intramolecular Hydrogen Atom Exchange 
 Metal bound hydrogen atoms undergo a number of unique intermolecular and 
intramolecular exchange processes.  In the words of Greg Kubas: "Transition metal 
complexes containing η2-H2 ligands and hydride ligands are unquestionably the most 
dynamic ligand systems known."4 
Table I-3. Infrared Date for Several η2-H2 
Complexes 
complex ν(HH) ref 
Tp*RuH(η2-H2)(THT) 2250 75 
Tp*RuH(η2-H2)2 2361 75 
CpNb(CO)3(η2-H2) 2600 76 
CpV(CO)3(η2-H2) 2642 76 
W(CO)3(PCy3)2(η2-H2) 2690 77 
W(CO)3(P-iPr3)2(η2-H2) 2695 77 
W(CO)5(η2-H2) 2711 78 
Cr(CO)5(η2-H2) 3030 78,79
Mo(CO)5(η2-H2) 3080 78 
H2 gas 4161 80 
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 In general, the rapid exchange of metal-bound hydrogen atoms benefits from the 
nature of the 1s valence orbital of hydrogen.  The spherical shape of the 1s orbital allows 
hydrogen atom exchange to occur by associative mechanisms (with low barriers) in 
which H-H bond formation coincides with metal-hydrogen bond breaking.   
Theoretical studies of the reductive elimination reactions of Pd(II) and Pt(II) bis-
hydride, bis-alkyl, and cis hydride alkyl complexes illustrate the important role of the 
shape of 1s valence orbital of hydrogen on the rates of these reactions.  It had been 
observed experimentally that CH4 loss from Pt(H)(CH3)(PPh3)2 is quite facile even at –
25 °C,81 while the Pt(CH3)2(PPh3)2 complex is stable against CH3CH3 loss up to 237 
°C.82  Low and Goddard, utilizing electronic structure calculations, demonstrated that the 
observed reactivity (or lack thereof) was a result of the barrier to reductive elimination 
and not the thermodynamics of the reaction.83-86  They argue that while the sp3 
hybridized orbital of CH3 requires nearly completely scission of the M-C bond prior to 
C-C bond formation for Pt(CH3)2(PPh3)2 the spherical nature of the 1s orbital of H 
allows for the formation of the C-H bond to begin without conplete cleavage of M-C and 
M-H bonds of  Pt(H)(CH3)2(PPh3)2. 
Rotation of η2-H2 ligands 
 In many true η2-H2 complexes (H-H distance < 1.0 Å), the hydrogen atoms of the 
η2-H2 ligand rapidly interconvert on the NMR timescale, even at very low temperatures.  
The putative exchange process involves rotation of the η2-H2 ligand about the M-H2 axis 
(viz the rotation of an airplane propellor) (Scheme I-5).   
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 The electronic portion of  the barrier to H2 rotation is directly related to the 
change in M→H2 back-donation between the minimum and transition state structures.17  
The H2 ligand's orientation is largely dictated by M→H2 back-donation.  The H2→M 
portion of η2-H2 bonding is relatively unaffected by the orientation of the H2 ligand with 
respect to the M-H2 axis. 
 Complexes of low-spin d6 metals have the dxy, dxz, and dyz orbitals fully 
occupied.  In η2-H2 complexes of low-spin d6 metals, the dxz, dyz, or a linear combination 
of the  dxz, and dyz orbitals can effectively overlap with the σ* orbital of H2.  Therefore, 
the orientation of the η2-H2 ligand is largely dictated by the π-donating or π-accepting 
abilities of the ligands bound cis to the η2-H2 ligand.  For complexes in which the cis 
ligands are similar to one another, the change in M→H2 back-donation and the barrier to 
H2 rotation is expected to be relatively small.  For complexes in which the cis ligands are 
very different from one another, the change in M→H2 back-donation and the barrier to 
H2 rotation is expected to be relatively large.      
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Complexes such as (η2-H2)W(CO)3(PCy3)2, in which the d orbitals responsible 
for M→H2 back-donation are all filled and have reasonably similar energies, generally 
have low barriers to η2-H2 rotation (ΔG‡ = 2.2 kcal mol–1).40  For complexes that have 
only one filled orbital that is capable of  M→H2 back-donation or in which the filled d-
orbitals have drastically different energies, the barrier to η2-H2 rotation can be quite 
large.  The d2 complexes, [CpTa(CO)(η2-H2)]1+ and [Cp'Nb(CNR)(η2-H2)]1+ (Cp' = 
C5H4Si(CH3)3) have been shown experimentally to have particularly large barriers to η2-
H2 rotation (~10 kcal mol–1).87-89  In these complexes, the low-energy orientation of the 
η2-H2 ligand generally corresponds to that which optimizes M→H2 back-donation 
between the sole filled d orbital on the metal center and the η2-H2 ligand.   In the 
transition state for η2-H2 rotation there is complete loss of   M→H2 back-donation. 
 Electrostatic interactions between the bound η2-H2 ligand and the co-ligands can 
also affect the barrier to H2 rotation.   Upon binding to a transition metal center, the 
hydrogen atoms of the η2-H2 ligand attain a partial positive charge.  The orientation of 
the η2-H2 ligand can be dramatically affected by the presence of anionic co-ligands such 
as hydride or chloride located cis to the η2-H2 ligand.90  This effect is illustrated by the 
computed barriers to η2-H2 rotation for the closely related complexes Ir(Cl)2(H)(η2-
H2)(PH3)2 (ΔG ‡ = 6.5 kcal mol–1 ) and Ir(Cl)(H)2(η2-H2)(PH3)2 (ΔG ‡ = 2.2 kcal mol–1 
).91,92. The difference in the computed barriers is ascribed to the presence of a chloride 
ligand cis to η2-H2 in Ir(Cl)2(H)(η2-H2)(PH3)2. 
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 Eckert and coworkers have used inelastic neutron scattering (INS) experiments to 
measure transitions between the rotational energy levels of the bound H2 ligand, which 
allows the determination of the barrier to rotation of the η2-H2 ligand93-95 and the H-H 
distance.96  One difficulty in INS experiments is that the large number of hydrogen 
atoms present in the co-ligands can obscure the transitions due to the η2-H2 ligands.  
This problem is often remedied by measuring the difference spectrum between the η2-H2 
complex and the corresponding η2-D2 complex or by synthesizing a complex which 
contains per-deuterated co-ligands. 
H2/H– exchange 
 There is often rapid exchange between η2-H2 ligands and neighboring hydrides 
as evidenced by NMR experiments.  Even at very low temperatures, a single "hydride" 
resonance is observed in the 1H-NMR spectra of most of these complexes.  In addition, 
reaction of the protio form of many of these complexes with D2 gas leads to the 
incorporation of deuterium into the complex, and the formation of HD.  
 In one mechanism, the H2/H– exchange process can be considered an example of 
internal heterolytic cleavage of the η2-H2 ligand (Figure I-3).  The protonation of 
hydride ligands by an external acid, and deprotonation of η2-H2 by an external base are 
common processes.  In the H2/H– exchange process η2-H2 acts as an internal acid, and 
the hydride ligand acts as an internal base.  In this process, the η2-H2 ligand transfers H+ 
to the neighboring hydride ligand to afford a new hydride and a new η2-H2 ligand.  The 
transition state structures for this type of rearrangement often feature a linear or nearly 
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linear orientation of the three hydrogen atoms, such that it appears that a H3– ligand 
appears bound to the metal center in the transition state. For example, low-temperature 
protonation of d0 pentahydride complexes of the form [Cp*M(H)5(PR3)]1+ (M = Mo, W) 
leads to thermally unstable "hexahydride" species.97  These complexes display a single 
resonance in the hydride region of their 1H-NMR spectra.  Bayse et al., utilizing 
electronic structure calculations, demonstrated that the lowest energy structure for these 
complexes corresponds to a dihydrogen/tetrahydride  complex of the form 
[Cp*M(H)4(η2-H2)(PR3)]1+.  Both η2-H2 rotation and H2/H– exchange pathways were 
computed to have low activation energies.  The structure of the transition state for 
hydrogen atom exchange between the η2-H2 ligand and its neighboring hydride ligands 
resembles a linear H3– molecule bound to the Mo center.  
An alternative mechanism for H2/H– exchange requires oxidative addition of the 
η2-H2 ligand (also shown in Figure I-3).  The IrX(H)2(η2-H2)(P(i-Pr)3)2 (X = Cl, Br, I) 
complexes undergo rapid hydrogen atom exchange.98-100  Hall and coworkers conclude 
on the basis of density functional theory calculations that the most likely mechanism 
involves oxidative addition of the η2-H2 ligand to form a transient tetra-hydride 
complex, followed by pairwise reductive elimination of hydride ligands. 
Hydride-Hydride exchange  
 There is often rapid exchange between neighboring hydride ligands as evidenced 
by NMR experiments.  Even at very low temperatures, a single hydride resonance is 
observed in the 1H-NMR spectra of most of these complexes. The most common 
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mechanism proposed for hydrogen atom exchange in polyhydride complexes involves 
the formation of transient η2-H2 ligands (Scheme I-6).In this mechanism, a pair of 
neighboring hydride ligands interact to form an η2-H2 ligand.  The η2-H2 ligand can 
undergo rotation about the M-H2 axis before converting back to two hydride ligands.  
When three or more hydride ligands are found to be exchanging, it is generally assumed 
that rapid pair-wise exchange between each neighboring set is involved.   
 
 
Figure I-3.  Possible mechanisms of hydrogen atom exchange for a complex containing 
both an η2-H2 ligand and a single hydride ligand.  In the top mechanism, there is direct 
exchange of "H+" between the η2-H2 and H– ligands.  In the bottom mechanism, the η2-
H2 ligand oxidatively adds to the metal center to yield a tris-hydride species.  Reductive 
elimination of hydrides (b) and (c) yields a "new" hydride/η2-H2 complex.  Either 
mechanism requires η2-H2 rotation for complete hydrogen atom exchange.   
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             Scheme I-6 
 
 
 Although pairwise exchange of hydride ligands via formation of transient η2-H2 
is the most commonly invoked mechanism to explain hydride-hydride exchange in 
polyhydride complexes, other low energy pathways may exist.  In examining possible 
hydride exchange processes for pentahydride complex CpOs(H)5, Bayse, Couty, and 
Hall concluded the hydride ligands of this complex exchange three at a time via a 
trigonal twist mechanism.101   
Non-Classical Hydrogen Bonds  
 
                                         Scheme I-7 
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Hydride ligands as non-classical hydrogen bond acceptors 
The hydride ligand can act as a non-classical hydrogen bond acceptor (Scheme I- 7).  
The non-covalent interaction between hydrogen bond donors and hydride ligands are 
often referred to as protonic-hydridic bonding interactions.  Morris, Crabtree and  their 
respective coworkers reported examples of intramolecular protonic-hydridic                     
interactions, which produce hydrogen-hydrogen distances of 1.7–1.8 Å.102,103  It 
remained difficult for some time to prove definitively that the protonic-hydridic 
interaction is a stabilizing interaction, and not simply a consequence of the steric 
constraints imposed by the ligand set.  Crabtree and coworkers104-107 co-crystallized 
indole and Re(H)5(PPh3)3.  The solid state structure demonstrated the presence of an 
intermolecular non-classical hydrogen bond between the N-H hydrogen of indole and a 
hydride ligand of Re(H)5(PPh3)3. 
η2-H2 as a non-classical hydrogen bond donor  
The donation of electron density from dihydrogen to the metal center depletes the 
electron density of the η2-H2 ligand.  The η2-H2 ligand, therefore, can act as a non-
classical hydrogen bond donor (Scheme I-8).  The η2-H2 ligand may act as an 
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                           Scheme I-8 
 
 
intramolecular hydrogen bond donor to hydrides, halides, and other negatively charged 
ligands.  Neutron diffraction studies often find that the η2-H2 ligand is oriented to place 
its hydrogen atoms as close as possible to cis hydride ligands.  In fact, the preference for 
the hydrogen atoms of the η2-H2 ligand to be coplanar with a cis hydride ligand is so 
common that it has been termed the "cis effect of hydrides".90  The η2-H2 ligand is also 
capable of forming intermolecular hydrogen bonds.  Morris and coworkers have noted 
that one of the fluorine atoms of the BF4– or PF6– counterions is consistently oriented 
toward the η2-H2 ligand in the solid-state structures of a series of cationic η2-H2 
complexes.66,108       
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Reactivity of Metal-Bound Hydrogen Atoms 
How does the reactivity of metal-bound hydrogen atoms compare to that of free H2?  
The binding of dihydrogen to a transition metal center can greatly change its 
reactivity (Scheme I-9).  The H-H bond of an η2-H2 complex is weaker that the H-H  
            
               Scheme I-9 
 
 
bond in free dihydrogen, making cleavage of the H-H more thermodynamically feasible.  
An η2-H2 complex is therefore generally more thermodynamically acidic than free H2.  
When coordinated to an electrophilic transition metal center, in which H2→M donation 
dominates, the hydrogens atoms of the η2-H2 ligand become positively charged,  and 
therefore more kinetically acidic than free H2.  When coordinated to an electron-rich 
transition metal center, in which M→H2 donation dominates, dihydrogen may 
oxidatively add to the metal center to generate bis-hydride complex.  The resulting 
hydride ligands may be either hydridic or protonic in nature.  
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Metal-monohydride species - " hydride ligands can be acidic! " 
Before venturing into the more complicated case of polyhydrides, there is one point that 
should be made about transition metal hydrides in general.  The term hydride is 
sometimes misleading.  To many chemists, this term implies an H– ionically bound to 
metal.  This term may be used with relative impunity for main group hydrides such as 
NaH, (Na+H–).  When applied to transition metal complexes, however, this term is 
sometimes a misnomer.  In terms of their reactivity, transition metal hydrides can 
function as hydride (H–) donors, proton (H+) donors, or be quite covalent in their 
bonding.   
 Morris and coworkers have measured the proton dissociation constants for a 
series of mono-protic species in THF solution ( pKaTHF ) and/or estimated these values 
from pKa measurements in other solvents.  The selected pKaTHF values given in Table I-4 
span 24 pKa units.  The most acidic of these complexes, [(η5-C5Me5)2OsH]1+[OTf]1– is 
significantly more acidic than [HNEt3]1+[BPh4]1– 
 Norton and coworkers examined the thermodynamic and kinetic acidity of a 
series of transition metal complexes.109-114  They found that the rates of H+ transfer from 
transition metal hydrides can be quite slow when compared to organic and mineral acids 
of similar pKa’s.115 
  Walker, Pearson, and Ford attribute the slow rates of H+ transfer from hydride 
ligands to the following factors (illustrated in Scheme I-10) :  (1) Bases generally have a 
partial negative charge on the atom that is to accept H+.  This partial negative charge is 
repelled by the anionic nature of the hydride ligand.  (2) The acid and conjugate base 
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may have very different orientation of the ligand set.  (3) The steric bulk of the co-
ligands may not allow the base to approach to the hydride ligand closely.  
Seminal work: increased acidity of η2-H2 
Dihydrogen gas is a very poor acid (pKa of H2 dissolved in tetrahydrofuran = 49).  
The binding of dihydrogen to a transition metal complex to form a η2-H2 complex can 
greatly increase both its thermodynamic and kinetic acidity.8,16  The thermodynamic 
acidity of an given acid in a given solvent is related to the change in free energy (ΔG) 
upon proton loss in that solvent.  The pKa of an acid, which is measured when the acid 
and its conjugate base have reached equilibrium, is a measure of that acid's 
 
 
 
Table I-4. Proton Dissociation Constants for 
a Series of Compounds in THF Solvent 
compound pKα (THF)
HH 49a 
(η5-C5H5)WH(PMe3)(CO)2 32a 
(η5-C5Me5)FeH(CO)2 31 ± 4 
[PtH(dmpe)2]1+[PF6]1– 21a 
[NiH(dmpe)2]1+[PF6]1– 18a 
(η5-C5H5)MoH(CO)3 17 ± 1 
[PtH(dppe)2]1+[PF6]1– 16a 
[HNEt3]1+[BPh4]1– 12.5 
[(η5-C5Me5)2OsH]1+[OTf]1– 6a 
(a) estimated from pKα in another solvent.
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thermodynamic acidity.  Kinetic acidity deals with the rate of proton transfer.  Acids 
with a high kinetic acidity lose H+ at a fast rate. 
   
                   Scheme I-10 
 
 
The binding of dihydrogen to a metal to form an (η2-H2)[M] can increase the 
thermodynamic acidity of the H2 molecule relative to free H2 in at least two ways: (1) 
The binding of H2 to a metal to form an η2-H2 complex weakens the H-H bond.  (2) The 
metal fragment acts as a built-in hydride acceptor following deprotonation: 
(η2-H2)M + B → BH+ + MH–  
The binding of dihydrogen to a metal to form an (η2-H2)M can increase the 
kinetic acidity of the H2 molecule relative to free H2.  Molecular hydrogen is completely 
non-polar.  Dihydrogen to metal (H2(σ) → M) donation induces a partial positive charge 
on the H atoms, making these atoms more kinetically accessible to nucleophiles (bases). 
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 The binding of dihydrogen to a metal center can lead to highly acidic η2-H2 
complexes.  Although the most acidic of these complexes are generated by protonation 
of a hydride complex by strong acid, a few η2-H2 complexes have been prepared using 
dihydrogen gas.  Morris and Jagirdar and their respective coworkers have demonstrated 
that the coordination of dihydrogen to a RuII center produces an η2-H2 complex that is as 
acidic as triflic acid (CF3SO3H) (Scheme I-11).116,117 
 
      Scheme I-11 
 
 
 Many η2-H2 complexes are in dynamic equilibrium with the corresponding bis-
hydride complexes.  The η2-H2 complex and corresponding bis-hydride complex 
generally differ in terms of thermodynamic and kinetic acidity.  The minor tautomer is 
the stronger thermodynamic acid (lowest pKa).118,119  Deprotonation of either the η2-H2 
complex or bis-hydride complex generally leads to the same mono-hydride complex.  As 
shown in Scheme I-12, the minor tautomer is necessarily less stable in terms of its free 
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energy (ΔG).  Therefore, the difference in free energy between the protonated and 
deprotonated forms is smaller for the minor tautomer, and hence the pKa of the minor 
tautomer is lower than that of the major tautomer.  The hydrogen atoms of an η2-H2 
complex generally have a partial positive charge, while those of a bis-hydride complex     
  
Scheme I-12 
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generally have a partial negative charge. Thus, the η2-H2 complex generally has a higher 
kinetic acidity than the corresponding bis-hydride complex. 
Seminal work: intramolecular heterolytic cleavage of H2 
 Morris,120 Crabtree,121 and their respective coworkers have investigated the 
binding of dihydrogen to transition metal centers which contain "built-in" basic 
functionalities near the H2 binding site (as shown in Scheme I-13).   Using these 
complexes, they observed the intramolecular heterolytic splitting of dihydrogen. 
 
                   Scheme I-13 
 
 
         Scheme I-14 
 
 
 Non-classical hydrogen bonding has an important role in the intramolecular 
heterolytic cleavage of H2 in these complexes (as illustrated in Scheme I-14).  
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Hydrogen-bonding between the internal base and the η2-H2 ligand stabilizes the η2-H2 
complex with respect to H2 loss, and orients the reactant atoms for efficient H+ transfer.  
The stabilization of the η2-H2 form with respect to H2 loss is quite important since the 
most acidic η2-H2 complexes often contain the most labile H2 ligands. Once H+ transfer 
has occurred, a non-classical hydrogen bond between the resulting hydride ligand and 
protonated base adds to the stability of the deprotonated form. 
Enzymatically Catalyzed Dihydrogen Oxidation and Proton Reduction 
 Two major classes of H2 activating and/or producing enzymes are the 
hydrogenases (H2ases)122-124 and nitrogenases (N2ases)125,126.  The H2ase enzymes are 
known to catalyze dihydrogen oxidation, proton reduction, dihydrogen detection, and 
dihydrogen utilization in cells. The N2ase enzymes catalyze the reduction of molecular 
nitrogen to ammonia (nitrogen fixation).   For reasons that are not completely clear, the 
N2ase enzymes couple H+ reduction to the N2 reduction process: ie N2 + 8H+ +8e− → 
2NH3 + H2.  
General information about hydrogenase enzymes 
The H2ase enzymes may be broadly classified by specifying the transition metal 
content of their active sites.  The three main classes of hydrogenase enzymes are the 
nickel-iron ([NiFe])127-129, iron-iron ([FeFe])130,131 and the so called iron-sulfur cluster 
free hydrogenases, which until recently were thought to be "metal-free"132-135. The 
[NiFe] enzymes are primarily utilized for hydrogen oxidation, while the [FeFe] enzymes 
are primarily utilized for proton reduction.  The iron-sulfur cluster free hydrogenases are 
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H2 utilizing enzymes, which activate dihydrogen for use in catabolic processes within 
the cell, but do not catalyze H+ reduction or H2 oxidation.  Certain organisms also 
contain H2-sensing hydrogenases, which regulate H2 oxidation and/or H+ reduction in 
these organisms.136,137 
 
Nickel-Iron hydrogenase enzymes 
 Single-crystal x-ray diffraction studies have defined the basic framework of the 
active site of the nickel-iron hydrogenase enzymes ([NiFe]H2ases) as consisting of an 
iron center and a nickel center bridged by cysteinate sulfur atoms (Scheme I-15).138-142  
 
                                                   Scheme I-15 
 
 
The nickel center is further coordinated by terminal cysteinate sulfur ligands, and the 
iron center is further coordinated by two CN– ligands and one CO ligand.  The nature of 
a third ligand, which bridges the two metal centers in certain redox states of the enzyme, 
is currently a matter of some contention143,144.  A gas access channel145 and a series of 
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ferrodoxin-like iron-sulfur clusters extend from the enzyme active site to the protein 
surface. 
 The use of infrared and electron paramagnetic resonance spectroscopies have 
demonstrated the existence of at least seven different forms of the Ni-Fe center.  EPR 
studies on the enzyme active site have identified three S = 1/2, EPR-active states 
designated as Ni-A, Ni-B, and Ni-C.146-152  Infrared studies on the enzyme identified four 
EPR-silent states with have been designated as Ni-SU, Ni-SII, Ni-SIII, and Ni-SR 
(alternatively known as Ni-R).  
The structures of the various species, their roles in the catalytic cycle, and the 
details of their interconversions remains unclear.  The Ni-A and Ni-B forms correspond 
to over-oxidized species, which are not active in the catalytic cycle for H2 oxidation.  
Both Ni-A and Ni-B may be re-activated by reduction, although the rate of re-activation 
is markedly slower for Ni-A.  Species designated as Ni-C* and Ni-R are believed to be 
intermediates in the oxidation of H2.  Other species designated as Ni-SU, Ni-SII, and Ni-
SIII are presumed to be intermediates in the re-activation of the over-oxidized forms of 
the enzyme, although one of the Ni-SI species may play a role in  the catalytic 
cycle.139,153-159 
 The nickel center is the putative site of H2 activation.  It appears that the iron 
center remains low-spin FeII, while the nickel center takes the electrons and passes 
protons to nearby bases.  In the active cycle, nickel changes from NiIII to NiII, and finally 
to NiI, which has not been observed because of its rapid electron transfer.  All of the 
observed EPR-active species appear to be NiIII, while the remaining, observed species 
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appear to be NiII.  Interestingly, the NiII forms were assumed to be low-spin, but 
calculations suggest that the enzyme structure (ie the twisted ligand arrangement about 
the nickel center) would result in high-spin NiII in all the EPR-silent forms.160 
 
             Scheme I-16 
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The addition of CO gas to preparations of the active enzyme leads to essentially 
no change in the ν(CO) band (~2 cm−1) of the Fe(CO)(CN)2 unit, and the appearance of 
a new ν(CO) band at 2055 cm−1 in the infrared spectrum.158  The CO-inhibited form of 
the enzyme is incapable of catalyzing H+ reduction or H2 oxidation.  The molecular 
structure derived from single-crystal x-ray diffraction studies of the CO-inhibited form 
of the Ni-Fe hydrogenase enzyme from Desulvibrio vulgaris (Miyazaki) clearly shows 
that the exogenous CO ligand is bound to the Ni center, but predicts Ni-C-O angles that 
range from 136.2 to 160.9°.161    
 The synthesis of small-molecule models of the active site of [NiFe]H2ase has 
proven quite difficult.162  A variety of synthetic active site models complexes are 
presented in Scheme I-16.  The majority of [NiFe]H2ase model complexes, synthesized 
to date, are mononuclear models that attempt to model either the Fe site or the Ni site.  
Liaw and coworkers synthesized the mononuclear iron complex [Fe(CO)2(CN)2(η2-
S2COCH2CH3)]1– and found it to be an excellent model of the coordination environment 
of the Fe center of [NiFe]H2ase.163  M. Y. Darensbourg, D. J. Darensbourg and 
coworkers showed that the infrared spectrum of the [CpFe(CO)(CN)2]1– complex is 
similar to the infrared spectra of the oxidized forms of [NiFe]H2ase.164  Sellmann and 
coworkers designed a mononuclear nickel complex capable of catalyzing D2/H2O 
exchange.165  Very recently, Tatsumi and coworkers developed the [(μ-S(CH2)3S) 
[Fe(CO)2(CN)2][Ni(η2-S2CNR2)]1–complex as models of the composition of the 
[NiFe]H2ase active site.166  The laboratory of Dieter Sellmann has also published a series 
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of trinuclear (FeNi2) complexes which (ignoring the extra Ni center) serve as excellent 
models of the structural and compositional models of the [NiFe]H2ase active site.167,168 
Iron-Iron hydrogenase enzymes 
 Single-crystal x-ray diffraction studies have defined the basic framework of the 
active site of the iron-iron hydrogenase enzymes ([FeFe]H2ases) as consisting of two 
iron centers bridged by a novel dithiolate (–SCH2XCH2S–; X = CH2, NH, or O) linker 
(Scheme I-17).130,169-172  Each of the iron centers is further coordinated by one terminal 
CO ligand and one terminal CN– ligand.  The proximal iron center is further coordinated 
by a sulfur atom from a protein-bound cysteinate ligand, which bridges the FeFe active 
site and a nearby ferrodoxin-like [Fe4S4] cluster. (The two iron centers are commonly 
designated as proximal and distal by noting their spatial relation to the nearby [Fe4S4] 
cluster.)  An additional CO ligand either bridges the two iron centers or is terminally 
coordinated to the distal iron center, depending on the redox state of the di-iron center.  
                                         
                                                Scheme I-17 
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A gas access channel173 and a series of ferrodoxin-like iron-sulfur clusters extend from 
the enzyme active site to the protein surface. 
The use of infrared172,174-176 and electron paramagnetic resonance (EPR)177-180 
spectroscopies have demonstrated the existence of at least four different forms of the 
[FeFe]-[Fe4S4] active site.  EPR studies on the enzyme active site have identified two 
S=1/2, EPR-active states designated as Hox(–2.06) and Hox(–2.10). Infrared studies on the 
enzyme identified two EPR-silent states with have been designated as Hoxair and Hred.  
The Hoxair form corresponds to over-oxidized species, which is not an active catalyst for 
H+ reduction or H2 oxidation. The Hoxair form may be re-activated either 
electrochemically or via the introduction of chemical reductants.  In the presence of low 
potential reductants, the H-cluster undergoes a one-electron reduction.  The added 
electron is found to initially localize on the [Fe4S4] portion of the 6-Fe active site, 
generating a species designated as Hox(–2.06).  A conformational change of the protein 
superstructure is believed to initiate the transfer of the electron from the [Fe4S4] cluster 
to the [FeFe] cluster, yielding a species designated as Hox(–2.10).  The addition of high 
potential reductants leads to a second one-electron reduction to yield a species 
designated as Hred. 
The distal iron center is the putative site of H2 activation.  The addition of CO 
gas to preparations of the Hox(–2.10) form of the enzyme derived from Desulfovibrio 
desulfuricans Hildenborough (DdH) or Clostridium pasteurianum I (CpI) leads to an 
inhibited form of the enzyme that is incapable of catalyzing H+ reduction or H2 oxidation 
and the appearance of an additional ν(CO) band.  The molecular structure derived from 
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single-crystal x-ray diffraction studies of the CO-inhibited form of the [FeFe]H2ase  
enzyme shows that the distal iron center is coordinated by an additional CO ligand.  
 The synthesis of small-molecule models of the active site of [FeFe]H2ase have 
contributed to a better understanding of its basic structure and the catalytic mechanism 
of H2 oxidation and H+ reduction.162  A variety of synthetic active site models complexes 
are presented in Scheme I-18.  Simple dithiolate bridged di-iron clusters have been 
found to act as structural and functional models of the active site of [FeFe]H2ase.  
Complexes of the form, [(μ-SCH2XCH2S)[Fe(CO)2(CN)]2]2–  (X = CH2, NH, or O) are 
excellent models of the composition of the [FeFe]H2ase active site.181-185  Darensbourg 
argued for a formal FeIFeI redox state assignment for the Hred form of [FeFe]H2ase on 
based on the similarity of the ν(CO) bands of [(μ-SCH2CH2CH2S)[Fe(CO)2(CN)]2]2–  
and those of the enzyme active site.186  Pickett and coworkers thoroughly explored the 
chemistry of first generation Fe2S3 models, which feature coordination of a pendant 
thioether sulfur (RSR) to one of the iron centers.187-192  Complexes synthesized by 
Pickett, Song and their respective coworkers feature coordination of an external iron-
bound thiolate ligand to one of the iron centers of the Fe2S2(CO)5 core.185,193  A  range of 
simple dithiolate bridged di-iron complexes have been shown to act as solution 
electrocatalysts for H2 production.194-201  Darensbourg and coworkers have demonstrated 
that the [(μ-S(CH2)3S) [Fe(CO)2(PMe3)]2]1+ complex catalyzes isotopic exchange in 
H2/D2 and D2/H2O mixtures, under photolytic, CO loss conditions.202-204 
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Scheme I-18 
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 Cao and Hall utilized the experimentally determined ν(CO) and ν(CN) stretching 
frequencies for the (μ-S(CH2)3S)[Fe(CO)3]2 and [(μ-S(CH2)3S)[Fe(CO)2(CN)]2]2– 
complexes in order to calibrate their computationally derived ν(CO) and ν(CN) 
stretching frequencies.  Using this method, they were able to show that the Has-isolated, 
Hox, and Hred forms of the [FeFe]H2ase enzymes must correspond to the FeIIFeII, FeIFeII, 
and FeIFeI formal oxidation states of the FeFe cluster, rather than the higher formal 
oxidation states initially suggested.205  
 Density functional theory calculations have been applied by several research 
groups to give a better understanding of the molecular details of H2 oxidation and H+ 
reduction at the [FeFe] active site.  The various proposed mechanisms differ mainly in 
the prospective location of H2 binding to the [FeFe] cluster (as shown in Figure I-4).  
Hall205,206 and coworkers have established that a bridgehead N atom provides a 
kinetically and thermodynamically favorable route for the heterolytic cleavage of H2 
bound at the distal iron.  Hu207,208 later reported similar results.  De Gioia209,210 and 
Zhou211,212 and their respective coworkers found an alternative kinetically and 
thermodynamically favorable route for the heterolytic cleavage of bound H2.  In 
mechanisms of De Gioia and Zhou, the active site rearranges from the structure 
observed in the x-ray structures of the enzyme.  Dihydrogen then binds to the proximal 
iron in the area “between” the two iron atoms.  A proton is transferred from the bound 
η2-H2 to a μ-S atom of the dithiolate cofactor to afford heterolytic cleavage. 
 
  
46
 
Figure I-4.  Heterolytic cleavage of H2 using small molecule computational models of 
the [FeFe]H2ase active site.  Hall, and Hu and Liu (a) favor heterolytic cleavage of H2 
bound to the distal iron center and utilizing the central nitrogen of the S-to-S linker as an 
internal base.  De Gioia and Zhou (b) favor heterolytic cleavage of H2 bound to the 
proximal iron and utilizing a bridging thiolate sulfur atom as an internal base. 
 
Conclusions  
 The looming shortage of fossil fuels is a global problem.  We are in immediate  
need of alternative energy sources.  In theory, the generation of dihydrogen and its use as 
a source of thermal and electrochemical energy is a potential contribution to the solution 
of this problem.  In practice, the implication of this so-called hydrogen economy has 
many immediate problems.  The processes of H+ reduction and H2 oxidation are most 
readily accomplished by the noble metals, Pt and Pd, but these metals are expensive and 
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in short supply.  The storage of dihydrogen is a major problem for other applications, 
such as hydrogen-powered automobiles. 
 The new model complexes and other synthetic material inspired by the 
hydrogenase and nitrogenase enzymes hold out the hope of replacing Pt- and Pd-based 
H+ reduction/H2 oxidation catalysts with those constructed from the base metals Fe and 
Ni.  The design of these new catalysts will require the cooperation of scientists from the 
fields of biology/biochemistry, synthetic organometallic chemistry, and theoretical 
chemistry. 
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CHAPTER II  
 
THEORETICAL METHODS 
 
  
Introduction 
 Quantum chemistry is the use of quantum mechanics to solve problems in 
chemistry.  It can be used to explain an experimentally-observed chemical phenomenon 
or to design a new molecule with specific chemical properties. The current widespread 
use of quantum chemistry is based largely on the development of "user-friendly" 
software packages that perform quantum mechanical computations. 
The Schrödinger Equation 
 The total energy and all other observable properties of an atom or molecule are 
determined by the coordinates of the protons and electrons in that atom or molecule.  A 
wavefunction is a function that relates all of the observable properties of an atom or 
molecule to the coordinates of the protons and electrons in that atom or molecule.   If the 
exact wavefunction is known, then all of the observable properties may be computed 
using the appropriate operator.  Schrödinger postulated that the total energy, E, of an 
atom or molecule can be determined from a wavefunction, Ψ, using the energy operator 
known as the Hamiltonian, Hˆ .213  The Schrödinger equation is  shown in eq II-1.  
Ψ=Ψ EHˆ                                                       (II-1)  
Schrödinger's equation shows that the total energy of a system may be 
determined from that system's wavefunction, but does not show how this wavefunction 
may be determined.  The exact form of the wavefunction for a given system is generally 
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not known.  In practice, an approximate wavefunction is used to compute the energy and 
other properties of an atom or molecule.  
The Variational Principle 
The variational principle states that the energy calculated using an approximate 
wavefunction is necessarily higher than or equal to the true energy.  In other words, the 
energy that one computes using an approximate wavefunction can never be lower than 
the true energy.  In this way, the variational principle provides a criterion for evaluating 
approximate wavefunctions: the energy.  When comparing two trial wavefunctions, the 
wavefunction that produces the lower energy is a better approximation to the true 
wavefunction.  Generally, an initial trial wavefunction is constructed by the linear 
combination of two or more functions and the 'best' approximate wavefunction is found 
by systematic minimization of the coefficients of these functions.  
The Born-Oppenheimer Approximation 
The general form of the Hamiltonian for a molecule consisting of M nuclei and N 
electrons is given in eq II-2. The first two terms refer to the kinetic energy of the
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electrons and nuclei in the molecule, respectively. (In this equation, the capital letters (A, 
B, etc.) refer to nuclei and the lower case letters (i, j, etc.) refer to electrons.)  The third, 
fourth, and fifth terms refer to nucleus-electron attractions, electron-electron repulsions, 
and nucleus-nucleus repulsions, respectively.  Since the nucleus-electron attraction term 
depends on the positions of both the nuclei and the electrons, it impossible to separate 
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this Hamiltonian into terms that depend solely on the electronic positions and terms that 
depend solely on the nuclear positions.  In other words, the position of a given electron 
depend on the positions of all of the other electrons and the positions of all of the nuclei 
and the position of a given nucleus depends on positions of all the other nuclei and the 
positions of all of the electrons.  The Born-Oppenheimer approximation seeks a practical 
method to resolve this impasse.  It states that since the nuclei are significantly heavier 
and therefore much slower moving than the electrons the kinetic energy of the nuclei can 
be ignored and the repulsion between the nuclei is effectively constant.214  The resulting 
electronic Hamiltonian is given in eq II-3.  Using eq II-3 the electronic energy of the 
molecule is computed for fixed positions of the nuclei. 
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The Hartree-Fock Approximation 
 An  approximate wavefunction for an atom or molecule can be constructed as a 
product of functions that are referred to as either atomic or molecular orbitals, depending 
on the context.  Pauli showed that an electronic wavefunction must be totally 
antisymmetric with respect to the interchange of any two electrons.215  In general, an n-
electron wavefunction that is totally antisymmetric with respect to the interchange of 
electrons may be constructed by  forming a Slater determinant  (eq II-4)  of one-electron 
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spin  orbitals  where  the χx (χ1, χ2, etc.) are the molecular orbitals and the numbers given 
in parentheses are the labels of the electrons in those orbitals.216-221  The rightmost form 
is a shorthand form of the full matrix given in the center of eq II-4. 
The electronic Hamiltonian, given in eq II-3, cannot be solved exactly.  The 
difficulty lies in the computation of the electron-electron repulsion term (the third term 
in eq II-3).  The energy and position of every electron in an atom or molecule depends 
on the energy and position of every other electron in that atom or molecule.  The main 
idea of the Hartree-Fock approximation is that each electron in atom or molecule resides 
in an orbital, χ, and experiences an average field produced by the other electrons.  The 
Fock operator for energy of the ith electron is given in eq II-5. The application of the  
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Fock operator to an orbital yields the energy of that orbital as shown  in  eq II-6.  The 
use of a Slater determinant construction of the wave function and application of the     
                                                            iiif εχχ =
)
                                                        (II-6) 
Slater-Condon rules yields the total electronic energy, Eelec, shownin eq II-7. The J and 
K terms are referred to as Coulomb and exchange terms, respectively. 
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Basis Sets 
The wavefunction of an atom is composed of the product of atomic orbitals.  The 
functions that the calculation uses to build these optimized atomic orbitals are called 
basis functions.  There are two main types of basis functions that are used.  The Slater-
type basis functions are exact solutions for the orbitals of a hydrogen-like atom (atoms 
with one electron such as H, He+, Li2+, etc).222  These functions are of the mathematical 
form exp(–ζr), where ζ is referred to as the orbital coefficient.  Slater-type basis 
functions are generally considered the best available in terms of accuracy.  The gaussian 
basis function is the more commonly used, however because gaussian basis functions 
reduce the computational cost of evaluating the two-electron Coulomb and exchange 
integrals.  Gaussian functions have the mathematical form exp(–ζr2).223-226  Although a 
single gaussian function is much poorer representation of an atomic orbital that a single 
Slater-type function, the linear combination of several gaussian functions can 
approximate the form of a Slater-type function, while retaining a significant savings in 
computational cost.     
  One measure of the quality of a given basis set is the number of basis functions 
used to represent each atomic orbital.  In general, a basis set that uses N basis functions 
to represent each atomic orbital is referred to as an N zeta or NZ basis set.  For example, 
a basis set that uses five basis functions to represent each atomic orbital is referred to as 
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a five zeta or 5Z basis set.  As the number of basis functions increases, the computed 
energy decreases.   
Two specific types of basis functions are diffuse functions and polarization 
functions.  Diffuse functions are functions that have a small orbital coefficient value, ζ,  
and thus extend a significant distance from the atomic center.  Diffuse functions are 
particularly important for the treatment of anions, since these species have significant 
electron density at distances far from the atomic or molecular center.  Polarization 
functions are important for molecules.  The formation of a molecule can lead to 
polarization of the atomic orbitals of the constituent atoms, relative to their forms in the 
isolated atoms.  Polarization functions allow the atomic orbitals to polarize in the 
formation of a chemical bond.  The polarization functions are empty atomic functions of 
a higher angular momentum than are normally used in the atom.  For example, a set of 
polarization functions for the hydrogen atom are the 2p orbitals. 
Correlation Energy 
 As the number and type of basis functions are increased, the Hartree-Fock energy 
will asymptotically approach a minimum value, known as the Hartree-Fock limit.  The 
Hartree-Fock energy at the infinite basis set limit is larger than the true energy.  The 
difference between the energy calculated at the Hartree-Fock limit and the true energy is 
referred to as the correlation energy (as shown in eq II-8).  This energy arises due to
  Ecorr = Etrue – EHF limit                                                (II-8) 
fact that the Hartree-Fock single determinant wavefunction does not properly describe 
the correlated motion of electrons with different spins.  In a real atom or molecule 
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motions of all of the electrons are correlated, meaning that the negatively charged 
electrons avoid the areas around one another.  The use of a Slater determinant wave 
function in Hartree-Fock theory includes only exchange correlation meaning that only 
the electrons with the same spin are correlated in this method. 
 There are several methods for dealing with the electron correlation problem.  
Configuration interaction (CI) is one method of obtaining the correlation energy.  It 
defines the true, fully correlated wavefunction of a system as a linear combination of the 
ground-state Hartree-Fock determinant and some number of excited state 
determinants.227,228  In accord with the variational principle, the coefficients used in the 
linear combination of these determinants are those that minimize the computed energy.   
Perturbation theory is another method for obtaining the correlation energy.  The central 
idea of this perturbation theory is that the true wavefunction is largely similar to the 
Hartree-Fock single determinant wavefunction.  Perturbation theory treats electron 
correlation as a perturbation of the  Hartree-Fock single determinant wavefunction.  
Mathematically, this entails expanding the true wavefunction as a power series.  The 
most commonly used implementation of perturbation theory is Møller-Plesset 
perturbation theory.229-231  Configuration interaction and Møller-Plesset perturbation 
theory are both computationally intense, and generally intractable for all but  the 
smallest molecules. 
Density Functional Theory 
 Hartree-Fock, configuration interaction, and perturbation theory computations all 
seek to determine the physical properties of an atom or molecule by determining its 
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many-body wavefunction.  This task is quite complicated since the wavefunction is 
determined by the 3N spatial coordinates and N spin coordinates of the N electrons.  
Density functional theory (DFT) seeks to determine the total energy (including the 
correlation energy) and other physical properties of an atom or molecule using only the 3 
spatial coordinates of the electron density.  The major advantage of DFT calculation is 
that it provides an accurate estimate of the total electronic energy at a computational cost 
similar to that of a Hartree-Fock calculation.  
 The work of Kohn, Hohenberg, and Sham provided the foundation for density 
functional theory.  The Hohenberg-Kohn Theorem states that the ground-state electron 
density uniquely specifies the ground-state wavefunction and all other properties, and 
that the ground-state electron density is the one that minimizes the computed energy.232  
Kohn and Sham developed a method for computing the ground-state electron density 
and using it to compute ground-state energy.233  This method relates the system of 
interest to a fictitious system of non-interacting electrons that experience the same 
external potential, υext, as the real system.  The Kohn-Sham Hamiltonian can be written 
as shown in eq II-9.   The first and second terms in eq II-9 are the kinetic energy and 
extXCHKSH υυυ +++∇= 22
1–ˆ                                        (II-9) 
electron-electron repulsions terms.  The third term, υxc, is the exchange-correlation term.  
The exact functional dependence of the υxc term on the electron density is not known.  
The first, second, and fourth terms are computed in much the same way as their 
counterparts in Hartree-Fock Theory.  In theory, DFT obviates the need to compute a 
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wavefunction, however, Kohn and Sham found it convenient to define a wavefunction in 
order to compute the electron density.   
The Hohenberg-Kohn Theorem proves that a relationship exists between the 
physical properties of an atom or molecule and electron density, but does not define this 
relationship.  A major, unsolved problem of density functional theory is to determine the 
precise functional dependence of the energy on the electron density.   In theory, the exact 
exchange energy is given by Hartree-Fock theory and only the functional dependence of 
the correlation energy is not known.  In practice, more accurate energies result from the 
optimization of both exchange and correlation functionals.  Modern correlation-
exchange functionals attempt to approximate the true correlation-exchange functional.  
Most modern DFT functional contain empirical corrections that allow them to more 
accurately reproduce the experimentally-observed thermodynamics of small-molecule 
reactions. 
There are several different types of approximate correlation-exchange functionals 
that are currently used.  Hybrid density functional methods add some fraction of exact 
(Hartree-Fock) exchange to the energy calculated using the exchange functional.  Pure 
density functional methods do not use any exact exchange.  Local functionals directly 
relate the energy and electron density.  Gradient-corrected functionals explicitly consider 
both the density and its first derivative (the gradient). 
The performance of approximate density functionals are typically evaluated by 
their ability to accurately reproduce experimentally determined reaction 
thermodynamics.  In terms of this ability, currently, the best density functionals are 
  
57
hybrid, gradient-corrected exchange-correlation functionals such as B3LYP, which was 
shown to reproduce experimental enthalpies of formation to within 5 kcal mol–1 for a set 
of 376 molecules.234  The B3LYP functional gets its name from the 3-parameter 
exchange functional of Becke (B3)235 and the correlation functional of Lee, Yang, and 
Parr (LYP) 236.  
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CHAPTER III  
 
 
SYNERGY BETWEEN THEORY AND EXPERIMENT AS APPLIED TO H/D 
 
EXCHANGE ACTIVITY ASSAYS IN [FeFe]H2ase ACTIVE SITE MODELS* 
 
 
Introduction 
In view of its application to fuel cell development, research into hydrogen 
activation remains a forefront area for chemists, physicists, and biologists237. A 
rekindling of opportunity and excitement in this field of chemistry has come from the 
delineation of simple catalytic sites of hydrogenase enzymes as displayed by protein 
crystal structures published within the last decade.128,138-141,169-171 These active sites hold 
out promise of using complexes comprised of base metals such as iron or a combination 
of Fe/Ni instead of platinum metal as catalysts for such important technical processes.  
The starting point for the chemist is the preparation of synthetic analogues of 
composition and structure as similar as possible to the natural active site, with the 
expectation that the electronic properties of the latter might be reproduced in the model 
complex, ultimately engendering similar function.238 In the case of [FeFe] and [NiFe] 
hydrogenases, the fortunate presence of diatomic ligands, well known to serve as 
reporters of electron density, has facilitated a comparison between the natural and the 
synthetic active sites by providing credible reference points for the use of spectroscopy 
in assigning redox levels for the enzyme at various stages of catalytic activity or 
                                                 
*
2 Reprinted with permission from "Synergy Between Theory and Experiment as Applied to H/D 
Exchange Activity Assays in [Fe]H2ase Active Site Models" by Tye, J. W.; Hall, M. B; Georgakaki, I. 
P.; Darensbourg, M. Y. Adv. Inorg. Chem. 2004, 56, 1-24. Copyright 2004 by Elsevier Inc. 
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deactivation.172 These comparisons have encouraged a unique synergism between 
computations, spectroscopy and synthetic model development.172,205 The work described 
herein is an attempt to move such interactions even closer to the goal of predicting 
properties needed for synthetic catalysts designed for hydrogen activation.  
Hydrogenases are biological catalysts responsible for H2 uptake or production, in 
which the required H2 cleavage has been established to occur in a reversible and 
heterolytic manner (H+/H−).239 This activity is typically assayed by H/D exchange 
reactivity in H2/D2O or H2/D2/H2O mixtures.239-242 The active site of iron-iron 
hydrogenase, [FeFe]H2ase,169-172 consists of a 2Fe2S butterfly core in which the sulfur 
atoms are linked by three light atoms of undetermined identity, but typically modeled by 
either propane dithiolate (pdt), or −SCH2N(R) CH2S−. The active site is connected to the 
first 4Fe4S cluster of the electron-transport chain via a bridging cysteine. Although 
unusual in nature, the diatomic ligands (CO, CN−) that fill the remaining coordination 
sites of each metal center harken to the genesis of the ancient organisms and the harsh 
terrestrial conditions under which these enzymes evolved.243  
The [FeFe]H2ase enzyme exists in at least three different redox levels. The 
oxidized-active form, assigned as FeIIFeI, is the state that takes up and activates H2.172 In 
this state both metals are in octahedral coordination geometry by virtue of a μ-CO group, 
and the distal Fe (the one further removed from the 4Fe4S cluster), is tentatively 
assigned as FeII. This iron is coordinated by a labile H2O molecule in the oxidized 
form169, and a CO in the CO-inhibited oxidized form170 as shown in Figure III-1.  
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Photolytic (CO-loss) conditions allow the CO inhibited form of enzyme to regain 
activity as assayed by H/D exchange in H2/D2O mixtures.244  
 The rapid development of [FeFe]H2ase active site model chemistry benefited 
greatly from early organometallic studies of (μ-S2)[Fe(CO)3]2, (μ-SRS)[Fe(CO)3]2, and 
(μ- SRS) [Fe(CO)2(L)]2. Reihlen reported the synthesis of (μ-SEt)2[Fe(CO)3]2 in
 
 
Figure III-1.  Stick drawing structures of (a) CO-inhibited oxidized form of 
[FeFe]H2ase active site; and (b) FeIIFeII functional models. The specific orientation of 
the PMe3 ligands is E dependent: E = H, transoid; E = SMe, cisoid. 
 
1929.245 In the 1960s Poilblanc246 examined the ligand exchange process for a series of 
complexes of the form (μ-SR)2[Fe(CO)3]2. Poilblanc246 and Treichel247 investigated the 
attack of electrophiles on the metal–metal bond of (μ-SR)2[Fe(CO)2(L)]2 complexes to 
generate {(μ-E)(μ-SR)2[Fe(CO)2(L)]2}+. In the 1980s, Seyferth248 developed the 
chemistry of the bridged dithiolate complexes of the form (μ-S(CH2)xS)[Fe(CO)3]2.  
Diiron(II) complexes of the type {(μ-E)(μ-pdt)[Fe(CO)2(PMe3)]2}+ (E=H or SMe) 
as seen in Figure III-1 were examined as potential structural/spectroscopic models of the 
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[FeFe]H2ase active site, using PMe3 as a substitute for the reactive cyanide 
ligands.202,203,249  
With the encouragement of Prof. Dieter Sellmann in 2001, and using his 
experimental protocol165 we explored the reactivity of FeIIFeII complexes toward D2 and 
D2/H2O mixtures. In order to establish the factors affecting such reactions, solutions of 
these complexes under various conditions were pressurized with D2 in a medium 
pressure NMR sample tube. The 2H NMR spectroscopic monitor of the reactions 
indicated the build-up of D-incorporated species.202,203,249 Control experiments 
established that the activation of D2 in these reactions was facilitated by light and was 
inhibited by coordinating solvents or the addition of CO.202,203 This last feature is in 
agreement with the CO-inhibition of [FeFe]H2ase activity and strongly suggests the need 
for creation of an open site prior to D2 binding to FeII.  
The relatively simple active site of [FeFe]H2ase and the limited involvement of the 
protein as ligands in the first coordination sphere has appealed to computational 
chemists as an appropriate system to explore by Density Functional Theory.205-209,250 The 
calculations published to date have focused on correlating ν(CO)/ν(CN) vibrational 
frequencies of the different redox levels of the diiron active site with model complexes, 
on defining plausible possibilities for the unique three light-atom S to S linker, and on 
delineating mechanistic possibilities for H2 activation.205,207,209,211,212,250 Until now, none 
of the published computational models have attempted to explore how the [FeFe]H2ase 
active site performs the activity assay, i.e., the H/D exchange reactivity in H2/D2O or 
D2/H2O mixtures. Herein, DFT calculations are described that suggest reasonable 
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mechanistic explanations for the experimentally observed H/D exchange reactivity, not 
of the enzyme active site, but of FeIIFeII functional model complexes. New experiments 
have also been carried out in order to test the hypotheses implied by some of the 
individual steps of the proposed mechanism, which were calculated to be energetically 
feasible.  
Experimental Section 
Reagents used in the preparation of starting materials, procedures, and 
instrumentation have been described earlier.202,203  
 
 
Figure III-2.  Medium pressure NMR sample tubes containing solutions of the diiron 
complexes, pressurized with 10 bar D2 and were exposed to sunlight on the windowsill. 
 
H/D exchange in D2/H2O mixtures with FeIFeI complexes as catalyst 
 
In a typical experiment 0.8 mL portions of solutions made from 0.029 g (μ-
pdt)[Fe(CO)2(PMe3)]2 in 1 mL CH2Cl2 were placed in medium-pressure NMR sample 
tubes (Wilmad, 528-PV-7) together with 2 μL H2O. The tubes were degassed, 
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pressurized with 10 bar D2 and exposed to sunlight as shown in Figure III-2.  2H NMR 
spectra were taken at time intervals to follow the formation of HOD.
Reactions of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+[PF6]− with acetone 
 
A solution made from 0.095 g {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+[PF6]− in 10 mL 
acetone was exposed to sunlight for 50 min. The acetone was removed under vacuum 
and the resulting solid was redissolved in 7–10 mL CH2Cl2. The IR spectrum (ν(CO) 
region only) of this solution showed a mixture of the starting complex (bands at 2031(s) 
and 1978(s) cm−1) and the presumed acetone complex (bands at 2031(s), 1989(m), 
1978(s), and 1945(s) cm−1). After bubbling CO through the solution for 5 min, the IR 
spectrum showed the disappearance of the ν(CO) bands at 2031, 1989, 1978, and 1945 
cm−1, while the ν(CO) bands at 2031 and 1978 cm−1 regained intensity. A similar 
reaction was carried out in an NMR sample tube using 10 mg of {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ [PF6]− in 0.8 mL acetone-d6. After exposure to sunlight for 1 h 
the 1H NMR spectrum showed two sets of resonances in the upfield region. A quartet 
centered at −7.7 ppm with JH–P coupling constants of 29.7 and 21.3 Hz was assumed to 
be the acetone complex, {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)][Fe(CO)(PMe3)(acetone)]}+; and 
a triplet centered at −15.0 ppm with JH–P 22.8 Hz, derived from the parent compound, 
{(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+. The 31P{1H} NMR spectrum displayed a doublet 
centered at 24.3 ppm and another doublet centered at 22.4 ppm, both with JP–P coupling 
of 7.4 Hz. Three microliters of CH3CN were added and the sample was maintained in the 
dark for 30 min. The 1H NMR spectrum of this sample showed the disappearance of the 
hydride resonance at −7.7 ppm and the appearance of a new hydride resonance as a 
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doublet of doublets centered at −10.9 ppm. This hydride signal was identical to that of a 
bona fide sample of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)][Fe(CO)(PMe3)(CH3CN)]}+, whose 
preparation and full characterization was reported earlier.251  
Computational Details 
  
All DFT calculations were performed using a hybrid functional [the three-
parameter exchange functional of Becke (B3)235 and the correlation functional of Lee, 
Yang, and Parr (LYP)236] (B3LYP) as implemented in Gaussian 98252. The iron, sulfur, 
and phosphorus atoms used the effective core potential and associated basis set of Hay 
and Wadt (LANL2DZ)253,254). For iron, the two outermost p functions were replaced by 
the re-optimized 4p functions as suggested by Couty and Hall.255 For phosphorus and 
sulfur, the basis set was augmented by the d polarization function of Höllwarth et al.256 
Dunning’s correlation-consistent polarized valence double zeta basis set (cc-pVDZ)257 
was employed for the CO ligands, H2O, CH2Cl2, the carbonyl group of CH3C(O)CH3, 
the nitrile group of CH3CN, hydridic hydrogens, and dihydrogen. The carbon and 
hydrogen atoms of the ethane dithiolate bridge, the hydrogen atoms of PH3, and the 
methyl groups of CH3CN, CH3C(O)CH3, and P(CH3)3 use Dunning's double zeta basis 
(D95).258,259 Unless otherwise noted, all geometries are fully optimized and confirmed as 
minima or n-order saddle points by analytical frequency calculations at the same level. 
Transition states were fully optimized beginning from either a scan of the metal–ligand 
distance or the Quadratic Synchronous Transit (QST3) method as implemented in 
Gaussian 98.  
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NMR shielding tensors were calculated using the Gauge-Independent Atomic 
Orbital (GIAO) method as implemented in Gaussian 98.260-262 The basis sets and level of 
theory are the same as used in the geometry optimizations and frequency calculations 
mentioned above.  
Results and Discussion 
Homovalent FeIIFeII complexes may be derived from FeIFeI precursors via 
binuclear oxidative addition of electrophiles such as H+ or SMe+ yielding {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ and {(μ-SMe)(μ-pdt) [Fe(CO)2(PMe3)]2}+, respectively, from 
(μ-pdt)[Fe(CO)2(PMe3)]2.202,203,249 The role of the PMe3 ligands in the precursor complex 
(analogues to cyanide in the enzyme active site) is to increase both the basicity of the 
FeIFeI bond and to stabilize the FeIIFeII oxidation level of the resulting compound. The 
protonation of {(μ-pdt)[Fe(CO)2(CN)]2}2− to yield {(μ-H)(μ-pdt)[Fe(CO)2(CN)]2}− is 
complicated by the basicity of the cyanide nitrogen, which leads to decomposition 
presumably via the loss of HNC (or HCN).183,202,263 The {(μ-SMe)(μ-
pdt)[Fe(CO)2(CN)]2}− analogue was prepared by a different route to obviate the 
electrophilic attack on the cyanide nitrogen.264  
Using 2H NMR spectroscopy as an in situ reaction monitor, the FeIIFeII complexes 
were assayed for hydrogenase-like activity. In the presence of D2, the observation of 
incorporation of deuterium into the bridging hydride position of the diiron complex, 
indicated activation of D2. Consistent with this result, even in the absence of added 
water, H2 and D2 mixtures underwent H/D scrambling with {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ as a catalyst, concomitantly with H/D exchange into the μ-H 
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position. Experiments under various conditions showed that in all cases the H/D 
scrambling process was facilitated by light and inhibited by the coordinating solvents, 
CH3CN and acetone, or by the addition of CO. These conclusions suggested that an open 
site is required for H2 activation and that the required open site is created under 
photolytic CO-loss conditions (as in the CO inhibited form of the enzyme). As 
confirmation of this view, 13CO was incorporated into the model complexes under 
similar photolytic conditions.251 From such test reactions, {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ was found to serve as a functional model of [FeFe]H2ase in the 
catalytic isotopic scrambling of D2/H2O mixtures. As in the CO-inhibited oxidized 
enzyme, our model catalysts require photolytic conditions to affect CO-loss and to 
achieve activity.  
Analogous studies found that {(μ-SMe)(μ-pdt)[Fe(CO)2(PMe3)]2}+ can also 
catalyze the H/D exchange reaction in D2/H2O mixtures under similar conditions as the 
μ-H analogue. The μ-SMe derivative, however, does not catalyze the H2/D2 scrambling 
process under standard anhydrous conditions. Neither was there any evidence for 
formation of MeSD or {(μ-D)(μ-pdt)[Fe(CO)2(PMe3)]2}+ when solutions of the μ-SMe 
complex were pressurized with D2. In other words, H/D exchange reactions employing 
{(μ-SMe)(μ-pdt)[Fe(CO)2(PMe3)]2}+ do not proceed via a {(μ-D)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ intermediate. These results taken together suggest that D2/H2O 
scrambling can occur independently of μ-H/D2 scrambling and that the former may 
proceed via reversible deprotonation of {(μ-E)(μ-S(CH2)xS)[Fe(CO)2(PMe3)][Fe(L) 
(L′)(η2-H2)]}+.  
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Based on the above experimental results, and given the lability of the CO ligands 
under photolytic conditions, the mechanism presented in Scheme III-1 was proposed as a 
                                                              
                    Scheme III-1 
 
 
reasonable first attempt to accommodate the observations.265 Scheme III-1 is not 
intended to suggest the location of the open site, but is drawn in this way to accent the 
similarities between our model and the active site of [FeFe] hydrogenase, given in 
Figure III-1. In fact, products isolated from solvent inhibition studies, vide infra, 
suggested that in the case of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+ the open site should be 
cis to the μ-H.251  
The computations presented herein use Scheme III-1 as a starting point to support 
and thoroughly explore such mechanistic possibilities in terms of the energetically 
favorable possibilities for the open site and the detailed steps of the H2 activation.  
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Choice and validation of the computational model 
  
Only minor experimental differences were observed for H/D exchange catalysis 
using different μ-S(CH2)xS bridges in {(μ-H)(μ-S(CH2)xS)[Fe(CO)2(PMe3)]2}+, where x 
= 2 (ethanedithiolate ≡ edt) or x = 3 (propanedithiolate ≡ pdt). It seems therefore likely 
that the reaction proceeds via a similar mechanism for these two dithiolate bridges. The 
molecular structures, derived from X-ray crystallography for the two- and three-carbon 
bridged compounds, overlay very well.203  If only the Fe, S, and P atoms and CO ligands 
are considered, the RMS deviation for the two molecules is 0.098 Å; inclusion of the 
carbon atoms involved in S-C bonding increases the RMS deviation to 0.227 Å. Because 
of the structural and experimental similarities we have used the smaller edt bridge in the 
computations as it is computationally less expensive and the higher symmetry of this 
molecule limits the number of isomers to be considered at each step in the reaction.  
Most of the calculations presented use what we designate as the small model, {(μ-
H)(μ-edt)[Fe(CO)2(PH3)]2}+, where the PMe3 ligand has been replaced by the simple 
phosphine, PH3. In order to test the validity of this model, we have computed the bond 
dissociation energies as defined in eqs III-1 and III-2. 
 [Fe2L]+ → [Fe2]+ + L                                        (III-1) 
ΔE0 = [E0([Fe2]+) + E0(L)] – E0([Fe2L]+)                         (III-2) 
For this process, the ΔE0, is the total energy, including only the zero-point 
correction, of each independently optimized fragment. Values determined for Fe–P, Fe–
COap, and Fe–COba are listed in Table III-1. Calculations comparing the full model, 
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given in Table III-1, {(μ-H)(μ-edt)[Fe(CO)2(PMe3)]2}+, and the small model {(μ-H)(μ-
edt)[Fe(CO)2(PH3)]2}+, show that the Fe-P bond of Fe-PH3 is significantly weaker than 
that of Fe-PMe3. However, the energy of a given Fe-CO bond is very similar for the two 
models. Thus reaction steps that involve PMe3 ligand-loss directly are poorly modeled 
by PH3, while the reactivity of the Fe-CO bond (or other Fe-L bonds) in the small model 
should generally parallel that of the larger model.  
A major supposition of this computational mechanistic study is the separation of 
the photochemical and thermal reaction events. It has been assumed, Scheme III-1, that a 
photochemical reaction takes place to generate a coordinatively unsaturated intermediate 
that subsequently reacts thermally with dihydrogen. In other words, we are assuming 
that the reaction is photochemically initiated but that light plays no role in later steps of 
the reaction (for at least one cycle).  
The iron atoms of the reactant {(μ-H)(μ-S(CH2)xS)[Fe(CO)2(PMe3)]2}+ are both 
electronically and coordinatively saturated. Therefore, even a minimal mechanism must 
call for the first step to be the creation of an open site on one of the iron centers via 
Table III-1. Comparison of the Small and Full Models: Computed Bond 
Energies 
M-L ΔE0 small modela ΔE0 full modelb 
Fe-P +34.2 +50.0 
Fe-COapc +39.6 +39.2 
Fe-CObasc +37.3 +36.6 
a{(μ-H)(μ-edt)[Fe(CO)2(PH3)]2}+. b{(μ-H)(μ-edt)[Fe(CO)2(PMe3)]2}+. c 
Designation of apical and basal derived from such positions in the edge-bridged 
square pyramids present in (μ-edt)[Fe(CO)2(PR3)]2. 
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either an internal rearrangement or ligand loss. Unfortunately, the need for continuous 
photolysis makes it difficult to delineate further mechanistic details by experiment alone. 
As the reaction progress of dark-quenched samples was monitored by 1H or 2H-NMR 
spectroscopy, only the products and reactants were observed. There was no indication of 
intermediates. The displaced ligands, PMe3 and CO, were trapped in the closed system 
of the medium pressure NMR sample tube and, in the absence of photolysis, returned to 
displace weak ligands such as η2-H2. In this context, density functional theory was used 
to examine energetically reasonable intermediates for possible reaction paths.  
Creation of the open site 
 
Figure III-3 shows five possible paths, designated a–e, generating η2-H2 complexes 
from 1 via open site intermediates. Note that paths a–d, leading from 1 to species 7–10, 
are all overall endothermic processes. Paths a–c can be resolved into the endothermic 
creation of the open site, followed by the exothermic coordination of dihydrogen. 
Species 2, 3, and 4 are generated by photo-ejection of either CO or a phosphine ligand 
via paths a, b, and c. In path d, irradiation initiates the shift of the hydride from fully 
bridging between the two irons to terminal on one of the iron atoms. The final path calls 
for photolysis to heterolytically cleave the Fe-S bond in order to convert the face-bridged 
bioctahedral structure of the reactant into the edge-bridged complex indicated in Figure 
III-3.  
 The first three paths in Figure III-3 all involve terminal-ligand dissociation. With 
either the small or the full model, the calculated Fe-CO bond dissociation energies are in 
the order: Fe-COapical>Fe-CObasal. (See Table III-1 for apical/basal definitions. These
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Figure III-3.  Creation of the open site and dihydrogen coordination. The energies 
indicated are relative to E0(1) + E0(H2) = 0 and are given in kcal mol−1. (Species 
corresponding to 5, 6, and 11 were not located.)  
 
energies are calculated as the difference in the total energies, ΔE0, of the separately 
optimized products and reactants, vide supra.) Noted in Table III-1 is the Fe-P bond 
energies for Fe-PH3 and Fe-PMe3 showing that Fe-PMe3 is 10 kcal mol−1 stronger than 
Fe-CO. Due to the large amount of energy available from the sunlight (estimated from 
the cutoff of Pyrex glass at λ = 280 nm to be about 100 kcal mol−1), the bond energies 
alone do little to differentiate the three ligand-loss mechanisms. Three experimental 
facts, however, suggest that CO loss is more likely than phosphine loss.203  First, 
photolysis of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+ under a 13CO atmosphere leads to 
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12CO/13CO exchange with no displacement of PMe3. Second, the photolysis of the 
reactant, in the presence of 1 equivalent of CH3CN, forms {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)][Fe(CO) (CH3CN)(PMe3)]}+. (This complex is shown by X-ray 
crystallography to contain a basal CH3CN.251 These processes most likely occur via 
dissociative mechanisms. Finally, the addition of PMe3 to a solution of the starting 
materials results in deprotonation of the bridging hydride. It is likely, therefore, that a 
mechanism that calls for phosphine loss would lead to decomposition via this route. 
While the formation of DPMe3+ is observed after prolonged photolysis, it does not occur 
on the same time scale as that for H/D exchange. Thus, the basal CO loss mechanisms 
seem the most likely.  
The fourth and fifth paths share several similarities. Both call for a ligand which 
bridges the iron centers in the starting material to shift away from one of the metal 
centers and bind to a single iron. Minima corresponding to complexes 5 and 6 could not 
be located. Unrestrained geometry optimization with a variety of ligand starting 
geometries (both semi-bridging and non-bridging) led back to the fully-bridging {(μ-
H)(μ-edt)[Fe(CO)2(PH3)]2}+ complex 1, Figure III-3.  
The difficulty in optimizing a structure analogous to 5 did not extend to the η2-H2 
adduct, 10. In fact, a transition state has been found that directly connects species 1 and 
10 of Figure III-3. As shown in Figure III-4, species 10, should it be formed, has a very 
low barrier, +0.7 kcal mol−1, to proton exchange via a trihydride transition state. In 
addition, the hydride shift mechanism, forming 10 directly from 1 and H2, can also 
explain the inhibition of H/D exchange by added CO and coordinating solvents, as well
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Figure III-4.  Hydrogen exchange without ligand loss. Complex 10 over a low energy 
C2 symmetric transition state to the structural isomer 10'. Relative energies are given in 
kcal mol−1. 
 
as D2/H2O scrambling if complex 10 is formed. In fact, the process of forming CO or 
acetone analogues of species 10 from complex 1, is less endothermic than formation of 
the η2-H2 species, a result that reflects the better binding ability of CO and acetone to the 
FeII center. Furthermore, the calculated gas phase proton affinity shows that the acidity 
of the bound dihydrogen in species 10 is comparable to that of species 7, 8, and 9.  
For the reasons described above, species 10, if accessible, should be competent for 
H/D exchange of H2/D2 and D2/H2O mixtures. Species 10, however, lies 39.3 kcal mol−1 
above its separated components, complex 1 and dihydrogen, and the transition state from 
complex 1 to 10 lies an additional 5 kcal mol−1 higher. For a normal thermal reaction, 
such a barrier is higher than the energy required to break the M-L bonds and decompose 
the compound. Thus, for this process to occur, the high-energy excited state molecule 
would have to bind dihydrogen more rapidly than it decays by ligand loss. In fact, during 
the short lifetime of an excited state molecule the unimolecular process of ligand loss 
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seems far more likely than the bimolecular process of dihydrogen capture. Furthermore, 
it should be noted that the computed barrier for dihydrogen loss to reform complex 1 is 
only 5 kcal mol−1.  
No minima resembling species 6 or 11 in Figure III-3 were located. All attempts at 
optimization of these potential intermediates resulted in previously optimized species 1 
and 12, respectively. Interestingly, the thermodynamics of 1 + H2 → 12 (+27.8 kcal 
mol−1) represents the lowest energy cleavage of η2-H2, not involving water (Figure 
III-5). 
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Figure III-5.  Insertion of dihydrogen. Complex 12 is formed the formal insertion of H2 
into the Fe-S bond. The energy of complex 12 is relative to the energy of 1 + H2 and 
given in kcal mol−1. 
 
Our conclusion is that paths d and e of Figure III-3 are the least likely and thus 
these paths will not be considered further.  
Dihydrogen complexes 
 
For the first three paths in Figure III-3 the coordination of dihydrogen to the open 
site forming η2-H2 species 7, 8, and 9, are comparably, exothermic processes (−13.1, 
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−14.6, and −13.9 kcal mol−1, respectively). The similarity of these values does not 
permit discrimination between the terminal ligand-loss mechanisms. The binding of 
dihydrogen to complex 1, without ligand loss, to give species 10 is a very endothermic 
process (+39.3 kcal mol−1), vide supra.  
 
 
Figure III-6.  Trapping the open site. The energy released by coordination of a series of 
relevant ligands to the open site of 2. Bond energies are calculated according to eq III-4 
and are given in kcal mol–1. 
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H/D exchange inhibition 
  
 Figure III-6 presents results of binding a variety of potential ligands or solvent 
molecules to the basal open site of 2. The energies, determined according to eqs III-3 
and III-4, include zero-point corrections only. 
 [Fe2]+ + L → [Fe2L]+                                       (III-3) 
ΔE0 = E0([Fe2L]+) – [E0([Fe2]+) + E0(L)]                        (III-4) 
In all these cases, formation of the iron–ligand bond is calculated to be an 
exothermic process. Consistent with their roles as inhibitors of H/D exchange catalysis, 
the coordinating solvents, acetonitrile and acetone, bind some 15–20 kcal mol−1 more 
strongly to the iron center than does dihydrogen. Dichloromethane, on the other hand, is 
similar to dihydrogen. Furthermore, the isolation of a stable acetonitrile complex, vide 
supra, is explained by the fact that the strengths of the Fe-NCMe and Fe-CO bonds are 
similar (ΔE0 = −36.0 vs. −37.3 kcal mol−1). Paradoxically, water, which is known to 
accelerate the rate of H/D exchange into the μ-H position, coordinates to the iron with 
the same affinity as acetone and much more strongly than H2.  
We have not systematically examined the open site capture process for species 3 
and 4. However, it seems reasonable that the same trend as observed for 2, and presented 
in Figure III-6 will be followed for 3 and 4: (i.e. Fe-CO> Fe-NCMe>Fe-O=C(CH3)2≈Fe-
OH2> Fe-H2≈Fe(ClCH2Cl)). In other words, CO, acetonitrile, and acetone (and H2O) 
should be inhibitors of H/D exchange regardless of the location of the open site.  
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Cleavage of the H-H bond 
  
 We have explored both water-free and water-assisted routes to the cleavage of 
the H-H bond in certain η2-H2 species of Figure III-3. For the former route, the bridging 
thiolate sulfur donor and the bridging hydride were considered as possible internal bases 
for the heterolytic cleavage of H2 from each of the dihydrogen species, Figure III-7. In 
the water-assisted routes, H2O is used as an external base to deprotonate H2, Figure III-8.  
 
 
Figure III-7.  Water-free activation of dihydrogen via Path a. The anhydrous activation 
of dihydrogen using the thiolate sulfur (left) or hydride (right). Relative energies in kcal 
mol–1. 
 
The water-assisted mechanism of H-H cleavage is a challenge for our gas-phase  
DFT calculations. An attempt was made to gain a qualitative understanding for the 
energetics of this step by calculating the species with explicit water molecules and the 
resulting "deprotonated species" as given by eqs III-5 and III-6. 
Complexes of the form (μ-H)(μ-edt)[Fe(CO)2(PH3)][Fe(CO)(PH3)(H
H(H2O)x)]}+, where x = 1 or 2 returned to the form (μ-H)(μ-
edt)[Fe(CO)2(PH3)][Fe(CO)(PH3)(η2-H2) · x(H2O))]}+ upon relaxed geometry
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Figure III-8.  Water assisted activation of dihydrogen via path a.  The water-assisted 
cleavage of the H-H bond. Differences in charge does not allow the direct comparison of 
the energies of 19 and 20. Relative energies given in kcal mol–1. 
 
{Fe2(H2)}+ ·x(H2O) → {Fe2H•••H(H2O)x}+                                  (III-5) 
ΔE0 = E0({Fe2H · · ·H(H2O)x}+) – E0({Fe2(H2)}+ ·x(H2O))            (III-6) 
optimization. In other words, either one or two water molecules were insufficient as a 
gas-phase base for deprotonation of species 7. Addition of three water molecules led to 
the optimization of {(μ-H)(μ-edt)[Fe(CO)2(PH3)][Fe(CO)(PH3)(H...H(H2O)3)]}+; the 
latter is shown as its optimized structure in Figure III-7. Using this method we calculated 
the deprotonation of these η2-H2 complexes to be essentially thermoneutral. (Our test 
calculations show that the extremely acidic dihydrogen complex of Morris, {(η2-
H2)Fe[PEt2(CH2)2PEt2]2CO}2+,266 modeled by us as {(η2-H2)Fe[PH2(CH2)2PH2]2CO}2+, 
also requires two water molecules for deprotonation.) While we have not been able to 
address the exact energetics or the activation energy for this process, the results suggest 
that these complexes are sufficiently acidic to be deprotonated by small water clusters or 
perhaps by small clusters of water with other polar molecules.  
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Figure III-7 gives two modes of cleavage of the H-H bond starting from the η2-H2 
species, 2 that do not involve water. The first route is the heterolytic cleavage of 
dihydrogen using the lone pair on the bridging thiolate sulfur to yield 17. The 
thermodynamic difference for this path is 28.5 kcal mol−1. The other route, which uses 
the hydride to effect cleavage of the H-H bond, giving 18, is even higher in energy, 54.4 
kcal mol−1. Although the hydride route is clearly energetically non-viable, the route 
through S is not impossible. However, the water-assisted route is clearly the more 
energetically favorable than either of the water-free routes.  
In all cases heterolytic cleavage of the bound dihydrogen of the apical η2-H2 
species, 8, was high in energy relative to those derived from the basal η2-H2 species, 7. 
The deprotonation of 8 by either an external base or the thiolate sulfur leads to a high 
energy intermediate due to the presence of a trans hydride ligand in the resulting 
intermediate. In addition, experimental data, vide supra, suggest that H/D exchange most 
likely occurs from the basal position.  
H/D exchange into the μ-H position 
  
Theory and experiment, taken together, suggest that the dihydrogen species 7–10, 
Figure III-1 are sufficiently acidic to be deprotonated by small water-containing clusters 
and re-deuterated to affect D2/H2O (or H2/D2O) exchange. This process alone, however, 
does not explain how deuterium gets exchanged into the μ-H position. Experimentally, 
the incorporation of deuterium into the μ-H from the reaction of {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ with D2O, with or without light, is exceedingly slow. In other 
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words, while the bridging hydride exchanges readily with deuterium from D2 or D2/H2O, 
there is a high barrier to exchange with with D2O alone.  
The computations have suggested a somewhat unexpected, but energetically 
reasonable route for H/D exchange into the μ-H position, Figure III-9. As mentioned 
 
 
Figure III-9. Binuclear reductive elimination. The dihydride complex, 20, passes over a 
low energy transition state to form a dihydrogen complex, 21. Relative energies given in 
kcal mol–1. 
 
earlier, the cationic η2-H2* species, 7, can readily be deprotonated to afford the neutral 
species, 20 that contains both a bridging and a terminal hydride. This dihydride can pass 
over a low-energy transition state (ΔE20→TS = +6.6 kcal mol−1) to form the neutral FeIFeI 
η2-HH* species, 21. The formation of μ-H* can then be accomplished in one of two 
ways. The Fe-Fe bond may be reprotonated by {(H2O)xH*}+ to form μ-H*. Another 
possibility is a rotation of the η2-HH* (ΔE21→TS = +4.4 kcal mol−1), followed by 
reformation of the dihydride can also afford μ-H*.  
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The overall mechanism 
  
 When taken together, the theoretical and experimental data suggest a integrated 
mechanism for H/D exchange in D2/H2O mixtures as catalyzed by {(μ-E)(μ-
S(CH2)xS)[Fe(CO)2PMe3]2}+. Figure III-10 presents this mechanism in a way that is 
equally valid for the μ-H and for the μ-SMe complex. The most important feature in the 
main cycle (right side of Figure III-10) is η2-H2 binding at a single FeII site that is 
deprotonated by the external base, D2O. The left side of Figure III-10 shows a binuclear 
reductive elimination process that produces a η2-HD bound to the FeIFeI binuclear 
complex and holds only for the μ-H parent catalyst.  
This mechanism thus invokes a species, 2, whose trapping by exogenous bases or 
ligands might account for inhibition of H/D exchange. It also suggests the possibility of 
H/D exchange facilitated by a η2-H2 complex of FeIFeI. Experiments designed to test 
such implications are described below.  
D2/H2O scrambling catalyzed by (μ-pdt)[Fe(CO)2(PMe3)]2 
 
 While most η2-H2 complexes of iron are in FeII complexes, the results presented 
above suggest that the creation of an open site on the FeIFeI species, (μ-
pdt)[Fe(CO)2(PMe3)]2, might also bind and activate dihydrogen. Gas-phase calculations 
show that binding of H2 to (μ-edt)[Fe(CO)2(PH3)][Fe(CO)(PH3)] to form (μ-
edt)[Fe(CO)2(PH3)][Fe(CO)(η2-H2)(PH3)], 21, is an exothermic process. This complex 
may rearrange, proceeding over a very small barrier (see Figure III-9; ΔE21→TS = +0.6 
kcal mol−1) to form species 20. The reversible conversion between 20 and 21 would lead
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Figure III-10. The general mechanism of H/D exchange.The right cycle for E = H or 
SMe. The left cycle holds only for E = H. D+aq = (H2O)nD+ and RE = reductive 
elimination. 
 
to scission of the H-H or D-D bond but no isotope exchange in the absence of water. The 
deprotonation of a η2-H2 intermediate, like 21, however, could lead to the H/D exchange 
of D2/H2O mixtures.  
In order to establish the viability of the FeIFeI species for activation of dihydrogen 
for H/D exchange in D2/H2O mixtures, an experiment similar to the one performed for 
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{(μ-E)(μ-pdt)[Fe(CO)2PMe]2}+ (E = H and SMe) was carried out using the (μ-
pdt)[Fe(CO)2PMe3]2 complex as a potential H/D exchange catalyst.202,203,249 The 
formation of HOD was monitored by 2H NMR spectroscopy. The 2H-NMR spectra, 
presented in Figure III-11, were recorded before exposure of the solutions to light and at 
intervals during several hours of exposure. For (μ-pdt)[Fe(CO)2PMe3]2, the intensity of 
the resonance at 1.65 ppm corresponding to D-enriched H2O in the solvent increased 
from 1.03 (4 h) to 3.76 (13 h). While this isotopic exchange activity is poorer than that 
emanating from the FeIIFeII catalysts, the fact that the FeIFeI catalyst is competent at all 
is consistent with the computational prediction of an (η2-H2)FeIFeI intermediate.  
Reaction of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+ with acetone 
 
One of our basic assumptions was that the only role of light in the reaction was the 
creation of an open site on one of the metal centers. Our computations showed that an 
η2-H2 intermediate, if formed, could facilitate D2/μ-H exchange thermally in the 
presence of water. In other words, if a basal open site could be generated in the absence 
of light then D2/μ-H exchange should proceed via a dark, thermal reaction.  
 The acetonitrile complex, {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)][Fe(CO)(CH3CN) 
(PMe3)]}+, was not active for thermal H/D exchange. Computations suggested that 
acetone should bind to the iron center somewhat more weakly than acetonitrile. A 
similar experimental approach to the preparation and isolation of {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)][Fe(CO)(CH3CN)(PMe3)]}+ was attempted with acetone, albeit 
with poor results. The prolonged photolysis of mixtures of {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2 }+ and 1–5 equivalents of acetone in CH2Cl2 lead to extensive 
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decomposition. Although attempts to isolate and fully characterize the complex formed 
in this case were unsuccessful, infrared and NMR spectral data support the formation of 
an acetone complex in situ as described below.  
When a solution of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+ in acetone was exposed to 
sunlight for one hour the color gradually changed from orange-red to dark brown-red. 
The IR spectrum showed the presence of the starting (ν(CO) = 2031, 1991 cm−1) 
complex together with a species with ν(CO) stretching frequencies displaced by ca. 50 
cm−1 (Figure III-12). (While few acetone complexes of metal carbonyls have been 
isolated, available data suggest the electron donating ability of (CH3)2C=O is better than 
that of CO,267 consistent with the lower values of ν(CO) observed here.) Bubbling CO 
through this solution led to the disappearance of the new ν(CO) bands and the 
reappearance of the ν(CO) bands of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+, indicating the 
replacement of acetone by CO had reformed the starting complex.  
Further support for the formation of the acetone complex was provided by an 
experiment carried out in an NMR sample tube. When an acetone solution of {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ was exposed to sunlight for one hour, two hydride resonances 
were observed as shown in Figure III-12. The doublet of doublets centered at −7.7 ppm 
with JH–P coupling of 21 and 30 Hz corresponded to the coupling of the bridging hydride 
to two non-equivalent phosphines of the presumed acetone complex, {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)][Fe(CO)(PMe3)(acetone)]}+; a triplet at −15.0 ppm with JH–P of 22 
Hz was characteristic of the starting hydride species {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+.  
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Figure III-11. 2H NMR spectra showing the formation of HOD (δ = 1.64 ppm) in 
CH2Cl2 solution containing (μ-pdt)[Fe(CO)2PMe3]2, 10 bar D2 and 2 mL H2O: (a) before 
exposure to sunlight, (b) after 4 h of photolysis, (c) after 10 h of photolysis and (d) after 
13 h of photolysis. Relative ratios of the intensity of the resonance of CHDCl2 (natural 
abundance) to HOD are given in parentheses. 
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Figure III-12.  (a) Infrared spectra (CO region) and (b) 1H NMR spectra (hydride 
region) of {(μ-H)(μ-pdt)[Fe(CO)2PMe3]2}+ as it reacts with Me2C=O to form {(μ-H)(μ-
pdt)[Fe(CO)PMe3(O=CMe2)][Fe(CO)2PMe3]}+ and acetone displacement upon reaction 
with CO to reform {(μ-H)(μ-pdt)[Fe(CO)2PMe3]2}+ and CH3CN to form {(μ-H)(μ-
pdt)[Fe(CO)PMe3(CH3CN)][Fe(CO)2PMe3]}+, respectively.  
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Addition of CH3CN to this sample in the dark caused the resonance at −7.7 ppm to 
disappear with the appearance of a new signal centered at −10.9 ppm (doublet of  
doublets with JH-P of 21 and 27 Hz) corresponding to the acetonitrile complex, {(μ-H)(μ- 
pdt)[Fe(CO)2(PMe3)][Fe(CO)(PMe3)(CH3CN)]}+. An identical sample of {(μ-H)(μ-
pdt)[Fe(CO)2(PMe3)]2}+ in d6-acetone, maintained in the dark, gave no indication of the 
thermal displacement of CO by acetone; neither did subsequent addition of CH3CN 
result in CO/CH3CN exchange in the dark. We conclude that the acetone complex, 
generated by photolytic CO loss followed by solvent molecule capture, can be converted 
to the acetonitrile complex in a thermal (non-photolytic) ligand exchange process. The 
acetonitrile complex, here generated in situ from the acetone complex, is known to 
contain a basally coordinated CH3CN ligand.251 Since the most likely mechanism for this 
exchange is a dissociative replacement of an acetone molecule by a CH3CN molecule, 
we conclude that the photolysis of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+ in acetone results 
in the formation of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)][Fe(CO)(acetone) (PMe3)]}+.  
Unfortunately, the acetone complex did not give clear answers about the validity of 
a dark, thermal H/D exchange process. Acetone solutions of the complex did not 
catalyze H2/D2 or D2/μ-H exchange. The complex decomposes in the presence of water 
and in solutions other than acetone.  
Calculation of NMR shielding tensors 
 
The experimentally observed 1H-NMR spectrum of the "acetone complex" shows a 
doublet of doublets centered at −7.7 ppm. To help assign this resonance, a series of 
structural candidates for the acetone complex, as well as the known parent hydride, 1, 
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and the CH3CN complex, 12, were geometry optimized and their NMR spectra were 
calculated. (NOTE: The edt/PH3 model was used for these calculations while 
experiments were carried out with the pdt/PMe3 complex.) The NMR chemical shift 
calculation gives absolute shielding values. These values were scaled by setting the 
value for μ-H hydrogen of {(μ-H)(μ-edt)[Fe(CO)2PH3]2}+ equal to the observed 
chemical shift for the hydride of {(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2}+ in acetone (−15.0 
ppm). Accordingly, the chemical shift of the μ-H of the acetonitrile complex, 12, was 
computed to be at −10.5 ppm (experimental value = −10.8 ppm). Examples of structural 
isomers computed for the acetone complex are shown in Figure III-13.  
The experimental value of −7.7 ppm is in good agreement with the basal-
substituted species, 13 that is computed to have a μ-H hydride shift of −7.4 ppm. The 
next closest match is the μ-acetone-terminal hydride species, 22, with a calculated 
hydride chemical shift of −7.2 ppm. This structure is less likely than 13, both for its 
  
 
Figure III-13. Possible isomers for the monosubstituted acetone complex. Calculated 
chemical shifts, given in parentheses, are in ppm and scaled to that of species 2 = –15.0 
ppm. 
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higher energy (+28.7 kcal mol −1 relative to 13), as well as the expected coupling pattern 
for this structure (a doublet is expected for 22, as opposed to the doublet of doublets 
observed experimentally.) The apically substituted acetone species, 23, calculated to 
have a chemical shift of −31.4 ppm, is much too far upfield to be considered a viable 
candidate for the structure of the experimentally observed acetone complex.  
Conclusions 
The growing importance of computational chemistry in mechanistic inorganic 
chemistry may be ascribed to the broad accessibility and application of Density 
Functional Theory and related techniques to large molecules, in this case a diiron 
complex with 10 to 12 coordination sites filled with diatomic or larger ligands. For 
simple substrates, as in the H/D isotopic scrambling process described here, conclusions 
from experimental techniques are typically limited to issues involving the rate-
determining step of the reaction path. While chemical intuition arising from knowledge 
of stable ground state structures assists in formulating experimental tests of reasonable 
scenarios for events prior to and following the highest barrier, experimental proofs of 
these steps are often difficult; here calculation may be critical to formulating a complete 
mechanism.  
The case in point in our studies of simple isotopic exchange in H2/D2O or D2/H2O 
mixtures as facilitated by Fe(II) in dinuclear complexes is a particular mechanistic 
challenge as the catalysis is light-driven and the experiments thus far have been non-
wavelength specific. The critical step of ligand loss preceding a most reasonable step of 
H2 binding draws on the experimental verification and chemical precedence of (η2-
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H2)FeII complexes in organometallic-like coordination environments.266 Experimental 
data suggested CO labilization was the most likely effect of sunlight.  
The observation of inhibition of the H/D exchange reaction by CO and CH3CN 
implicates coordinatively unsaturated intermediates in the H2 capture process. As a part 
of this chapter, we report evidence for the existence of an acetone derivative of the (μ-
H)(FeII)2 complex, as suggested by theory. As it has obvious ramifications for technical 
development of such H2-uptake catalysts, the possibility that water might similarly 
compete for the open site and serve both as a required reagent and a catalyst inhibitor 
deserves a future detailed study.  
The reaction paths explored by theory were closely tied to published experimental 
results, and provided support for previously suggested mechanisms. The predictive 
power of theory beyond what the experimentalist can readily do was displayed in steps 
likely to follow the highest barrier process. Most notably, theory accounted for the 
enhanced H/D exchange into the bridging hydride position of {(μ-H)(μ-
pdt)[Fe(CO)2]PMe3]2}+ from D2/H2O mixtures over either of the individual components, 
D2 or D2O as D-sources independent of each other. An unexpected path (reductive 
elimination) from a terminal hydride/bridging hydride intermediate suggested the 
possibility that the FeIFeI parent complex might facilitate H/D exchange in H2/D2O 
mixtures. This possibility was substantiated by experiment.  
Many issues are involved in decisions as to the detail required to "complete" a 
mechanistic study, i.e., to further test assumptions used to formulate the proposed 
reaction path that have gained credibility from theory. Prominent in decisions to go 
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further are the effective use of time and resources, and the technical feasibility of more 
sophisticated experiments. As development of H2 uptake and activation by base metal 
catalysts, hopefully linked to electrode surfaces, appear to be exceedingly important for 
technological progress, further study of this system seems to be mandated.  
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CHAPTER IV  
 
 
THE REACTION OF ELECTROPHILES WITH MODELS OF IRON-IRON  
 
HYDROGENASE:  A SWITCH IN REGIOSELECTIVITY* 
 
 
Introduction 
The iron-iron hydrogenase enzymes ([FeFe]H2ases) facilitate the reversible 
oxidation of dihydrogen to protons and electrons, H2 → 2H+ + 2e-.130,131,173  The active 
site of these enzymes consists of a dithiolate bridged dinuclear iron assembly,169-172 
which is similar in structure and composition to simple dithiolate-bridged dinuclear 
iron complexes of the form, (μ-SRS)[Fe(CO)2L]2 as shown in Figure IV-1. 248,268  
 
 
Figure IV-1.  A comparison between the active site of the [FeFe]H2ase enzymes (left) 
and closely related dithiolate bridged dinuclear iron clusters (right). 
 
                                                 
* Reprinted with permission from "The Reaction of Electrophiles with Models of Iron-Iron Hydrogenase: 
A Switch in Regioselectivity" by Tye, J. W.; Darensbourg, M. Y.: Hall, M. B. THEOCHEM in press. 
Copyright 2006 by Elsevier, Inc. 
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 The reactions of models of [FeFe]H2ase with electrophilic species are important 
for a number of reasons.  First, the reaction of these complexes with H+ is a critical 
step in the electrocatalysis of H2.  Second, the iron-based reaction of the formally 
FeIFeI complexes with certain electrophiles, generates the corresponding formally 
FeIIFeII complexes, which are capable of binding and activating H2.202  Third, the 
reaction of these complexes with various alkylating agents tunes the reactivity of the 
resulting di-iron complexes by modulating the donor ability of the bridging sulfur atoms.  
Finally, the reaction of these complexes with electrophiles provide another point of 
attachment (in addition to the S-to-S linker and donor ligands) for pendant 
functionalities, which may be used to attach potential electrocatalysts to the surface of an 
electrode.    
Dithiolate-bridged dinuclear iron complexes have been shown to react with a 
range of electrophilic species.  The two main targets for electrophilic attack are the 
sulfur lone pairs of the bridging dithiolate ligand and the Fe-Fe bond, Scheme IV-1. 
                                                      
                                                      Scheme IV-I 
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Most common is the reaction of an electrophile, E+, with the Fe-Fe bond density to 
generate the corresponding [(μ-E)(μ-SRS)[Fe(CO)2L]2]1+.196  In a few cases, however, 
the electrophile adds to a sulfur atom of the dithiolate bridge to form the corresponding 
[(μ-SRSE)[Fe(CO)2L]2]1+ complex. 
Specifically, the (μ-SCH2CH2S)[Fe(CO)2(PMe3)]2 complex has been shown to 
react differently with the electrophiles H+ and Et+, as determined by single-crystal x-
ray diffraction and 1H-NMR and IR spectral studies on the resulting products.203,251  
The reaction of (μ-SCH2CH2S)[Fe(CO)2(PMe3)]2 with H+ leads to the protonation of 
the Fe-Fe bond density (Scheme IV-1) generating the corresponding bridging hydride 
species, [(μ-H))(μ-SCH2CH2S)[Fe(CO)2(PMe3)]2]1+, while its reaction with Et+ leads 
to alkylation of a sulfur atom of the S-to-S linker (Scheme IV-1) generating the 
corresponding bridging thioether/bridging thiolate complex, [(μ-
SCH2CH2SEt)[Fe(CO)2(PMe3)]2]1+. 
 Since experimental studies of reactions between di-iron dithiolate complexes 
and electrophiles are of current interest, qualitative rules for predicting whether the 
reaction will lead to the sulfur-bound or di-iron bound form would be quite useful.  In 
the present study, we utilize density functional theory calculations to determine the 
factors which contribute to the relative stabilities of sulfur-bound and iron-iron 
bridging forms for the electrophiles H+ and Et+.   
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Computational Method 
 All DFT calculations were performed using a hybrid functional [the three-
parameter exchange functional of Becke (B3)235 and the correlation functional of Lee, 
Yang, and Parr (LYP)236] (B3LYP) as implemented in Gaussian 98252.  The iron, 
phosphorus, and sulfur atoms use the effective core potential and associated basis set of 
Hay and Wadt (LANL2DZ).253,254  For iron, the two outermost p functions were replaced 
by re-optimized 4p functions as suggested by Couty and Hall.254  For sulfur and 
phosphorus, the basis set was augmented by the d polarization function of Höllwarth et 
al.256  The carbon and hydrogen atoms of the S-to-S linker, and the hydrogen atoms of 
the PH3 ligand use Dunning's double zeta basis (D95). 258,269  The CO ligands, use 
Dunning's correlation-consistent polarized valence double zeta basis set (cc-pVDZ).257  
Unless otherwise noted, all geometries are fully optimized and confirmed as minima or 
n-order saddle points by analytical frequency calculations at the same level.  All energies 
given in this text are relative electronic energies (zero-point corrected) in kcal mol–1. 
Results and Discussion 
Fundamental properties of (μ-S(CH2)2S)[Fe(CO)2(PR3)]2 
 The coordination geometry about the iron centers of complexes of the form, (μ-
SCH2CH2S)[Fe(CO)2(PR3)]2 may be described as square pyramidal (see Figure IV-2). 
The structure adopted by these complexes forces the bridging thiolate sulfur atoms to 
occupy two of the four positions in the basal plane. In this context, the CO and PR3 
ligands may be conveniently designated as either apical (trans to the Fe-Fe bond) or 
basal (cis to the Fe-Fe bond).  These complexes, react with certain electrophiles, E, to 
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generate the corresponding face bridged octahedral, μ-E species, [(μ-E)(μ-SCH2CH2S) 
[Fe(CO)2(PR3)]2]1+.  For clarity, the apical and basal designations of the parent complex 
will be retained for the octahedral complexes of the form, [(μ-E)(μ-
SCH2CH2S)[Fe(CO)2(PR3)]2]1+.  For these complexes, apical and basal refer to ligands 
which are trans and cis, respectively, to the bridging E group.   
The geometries of the bis-phosphine complexes, presented herein, will be 
designated by indicating the position of the PH3 ligands about each iron center in that 
complex.  For bis-phosphine complexes of the form, (μ-SCH2CH2S)[Fe(CO)2(PR3)]2, 
two basal/basal isomers exist.  These isomers may be conveniently described in relation  
 
 
Fe
S
Fe
S C
PH3
C
C
H3P C
O O
O
O
OC
Fe
S
Fe
S C
PH3
H3P
C
 CO
O
OO
OO
Fe
S
Fe
S PH3
C
H3P
C
 CCO
O
OO
Fe
S
Fe
S C
PH3
C
H3P CCO
0.00.2
1.1 2.8  
Figure IV-2.  Relative zero-point corrected electronic energies for four phosphine 
positional isomers of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2. Energies are reported in kcal  
mol–1. 
 
 
  
97
 to a plane which includes the two iron centers and a point half-way between the two 
sulfur atoms. Complexes in which both PH3 ligands are on the same side of this plane 
will be described as basal/basal cisoid, and complexes in which the PH3 ligands are on 
opposite sides of this plane will be described as basal/basal transoid. 
There are four unique phosphine positional isomers possible for bis-phosphine 
complexes of the form, (μ-SCH2CH2S)[Fe(CO)2(PR3)]2.  Variable-temperature nuclear 
magnetic resonance (VT-NMR) spectral studies performed on the (μ-
SCH2CH2S)[Fe(CO)2(PMe3)]2 complex indicate that it undergoes intramolecular site 
exchange of the CO and PMe3 ligands about the individual iron centers at and below 
room temperature.203 
The four PH3 positional isomers for the complex (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 
were geometry-optimized and their relative energies are given in Figure IV-2.  These 
four isomers are computed to have very similar energies.  The apical/basal PH3 isomer is 
the most stable.  The apical/apical PH3 isomer is nearly isoenergetic with the apical/basal 
isomer with a relative energy of 0.2 kcal mol–1.   The C2 symmetric basal/basal transoid 
geometry and Cs symmetric,  basal/basal cisoid geometry are, respectively, 2.8 and 1.1 
kcal mol–1 less stable than the apical/basal PH3 isomer. 
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The reaction of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 with H+:bridging hydride complexes of 
the form [(μ-H)(μ-SCH2CH2S) [Fe(CO)2(PH3)]2]1+ 
The frontier molecular orbitals of complexes of the form (μ-
SCH2CH2S)[Fe(CO)2(PR3)]2 (R = Me, H) are the HOMO, which is predominately Fe-Fe 
bonding in character and the LUMO, which is predominately Fe-Fe antibonding in 
character.203  The Fe-Fe bond electron density of the (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 
complex may react with H+ to generate a bridging hydride complex of the form, [(μ-
H)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]+.   The relative energies of the four phosphine 
positional isomers of the bridging hydride complex are very similar to one another (as 
shown in Figure IV-3).  The lowest energy structure corresponds to the basal/basal 
transoid PH3 isomer.  The basal/basal cisoid and apical/basal PH3 isomers are 1.1 and 
1.7 kcal mol–1, respectively, less stable than the basal/basal transoid PH3 isomer.  The 
least stable PH3 isomer is the apical/apical PH3 isomer, which is 3.4 kcal mol–1 less 
stable than the basal/basal transoid PH3 isomer. 
The reaction of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 with H+: bridging thiolate/thiol 
complexes of the form [(μ-SCH2CH2SH) [Fe(CO)2(PH3)]2]1+ 
 Alternatively, one could envision protonation of one of the sulfur atoms of the 
dithiolate linker of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 to yield a bridging thiolate/thiol 
complex of the form (μ-SCH2CH2SH)[Fe(CO)2(PH3)]2.  The relative energies of the six 
phosphine positional isomers of the bridging thiolate/thiol complex are very similar to 
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one another.  (The energy of each complex, relative to the most stable isomer of the 
bridging hydride complex, is given in  
Figure IV-4).   All six PH3 positional isomers of [(μ-SCH2CH2SH)[Fe(CO)2(PH3)]2]+ 
are significantly less stable than the bridging hydride complexes (29.0 kcal mol–1 or 
more).  Thus, the most stable isomer of the bridging thiolate/thiol complex is 
significantly less stable than the least stable isomer of the bridging hydride complex. 
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Figure IV-3.  Relative zero-point corrected electronic energies for four phosphine 
positional isomers of [(μ-H)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]1+. Energies are reported in 
kcal mol–1. 
 
The reaction of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 with Et+: generation of [(μ-
SCH2CH2SEt)[Fe(CO)2(PH3)]2]1+ species 
One of the sulfur atoms of the dithiolate linker of the (μ-
SCH2CH2S)[Fe(CO)2(PH3)]2 complex may react with Et+ to generate the corresponding 
bridging thiolate/thioether complex of the form (μ-SCH2CH2SEt)[Fe(CO)2(PH3)]2.  The 
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relative energies of the six phosphine positional isomers of the bridging 
thiolate/thioether complex are very similar to one another (as shown in Figure IV-5).  
The most stable isomer corresponds to an apical/basal configuration of the phosphine 
ligands, in which the ethyl group is furthest from the basal PH3 ligand.  The least stable 
structure corresponds to a basal/basal cisoid orientation of the PH3 ligands, in which, 
both of the PH3 ligands are trans to the bridging thiolate sulfur.  
 
 
 
 
Fe
S
Fe
S C
PH3
C
C
H3P C
O O
O
O
+H
OC
Fe
S
Fe
S C
PH3
C
H3P C
O O
O
+H
O
OO
Fe
S
Fe
S C
C
C
C
 PH3H3P
O
+H
O
OO
Fe
S
Fe
S PH3
C
H3P
C
 CCO
+H
O
O
O
Fe
S
Fe
S C
C
H3P
C
 PH3CO
+HH +
O
O
O
Fe
S
Fe
S C
PH3
H3P
C
 CCO
32.4
34.435.7 36.6
33.5 32.7
 
 
Figure IV-4.  Relative zero-point corrected electronic energies for six phosphine 
positional isomers of [(μ-SCH2CH2SH)[Fe(CO)2(PH3)]2]1+. Energies are relative to the 
most stable isomer of [(μ-H)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]1+ from Figure IV-3 and 
reported in kcal mol–1. 
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Figure IV-5.  Relative zero-point corrected electronic energies for six phosphine 
positional isomers of [(μ-SCH2CH2SEt)[Fe(CO)2(PH3)]2]1+. Energies are reported in kcal 
mol–1. 
 
The reaction of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 with Et+: generation of [(μ-Et)(μ-
SCH2CH2S)[Fe(CO)2(PH3)]2]1+ species 
Alternatively, one could envision the reaction of Et+ with the Fe-Fe bond density 
of (μ-SCH2CH2S)[Fe(CO)2(PH3)]2 to generate a “bridging” ethyl complex, [(μ-Et)(μ-
SCH2CH2S)[Fe(CO)2(PH3)]2]1+.  A complex with a fully bridging ethyl group (i.e., a 
complex with approximately equal distances between the methylene carbon of the ethyl 
group and the two iron centers) is not a stable minimum on the potential energy surface 
of complexes of the general formulation [(μ-Et)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]1+.  
Repeated attempts at the optimization of a species with a fully bridging ethyl group 
yielded structures with unequal distances ( ≈ 2.1 Å and ≈ 2.5 Å) between the methylene 
carbon of the ethyl group and the two iron centers, and a short distance ( ≈ 1.8 Å) 
between one of the methylene hydrogen atoms and the adjacent iron center.  The 
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complex may be forced to optimize with a symmetrically bridging ethyl group by 
requiring Cs symmetry throughout the geometry-optimization. This symmetrically 
bridged structure corresponds to a transition state for shifting the Fe-C bond of ethyl 
group from one iron center to the adjacent iron center.  Thus, in the stable structures the 
ethyl group forms one 2c-2e– Fe-C bond with one iron center and an agostic interaction 
with the adjacent iron center rather and one 3c-2e– Fe-C-Fe bond.      
 The relative energies of the nine phosphine positional isomers of the iron-ethyl 
complexes are similar to one another.  The lowest energy structure corresponds to a 
basal/basal cisoid PH3 isomer which orients the CH3 of the ethyl group away from the 
PH3 ligands.  This structure is 13.9 kcal mol–1 less stable than the most stable structure 
of [(μ-SCH2CH2SEt)[Fe(CO)2(PH3)]2]1+. (The energy of each isomer of [(μ-
SCH2CH2SEt)[Fe(CO)2(PH3)]2]1+, relative to the most stable isomer of the bridging 
thiolate/thioether complex, is given in Figure IV-6).   All nine PH3 positional isomers of 
[(μ-Et)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]1+ are less stable than (8.0 kcal mol–1 or more) 
the bridging thiolate/bridging thioether complexes, of the form [(μ-
SCH2CH2SEt)[Fe(CO)2(PH3)]2]1+. In other words, the most stable isomer of the iron- 
ethyl complex is significantly less stable than the least stable isomer of the bridging 
thioether complex. 
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Figure IV-6.  Relative zero-point corrected electronic energies for nine phosphine 
positional isomers of [(μ-Et)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]1+. Energies are relative to 
the most stable isomer of [(μ-SCH2CH2SEt)[Fe(CO)2(PH3)]2]1+ from Figure IV-5 and 
reported in kcal mol–1. 
 
Decomposition of energy contribution leading to difference between H+ and Et+ 
In agreement with the experimental results, the computations show that the 
bridging hydride complexes are far more stable than the corresponding bridging 
thiolate/thiol complexes, and that the bridging thiolate/thioether complexes are much 
  
104
more stable than the corresponding “bridging” ethyl complexes.  The origin of the 
differences, however, is not clear.  For example, are the relative energies of these 
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Figure IV-7.  Fragment analysis is accomplished by breaking the formally FeIFeI 
dithiolate complex into an dicationic FeII fragment and a dianionic Fe0 fragment. 
 
complexes due to inherent differences in the Fe-E and S-E for E = H and E = Et) bond 
energies or other factors?  The presence of two iron centers in close proximity to one 
another makes a simple analysis of the Fe-E and S-E bonding interactions difficult.  In 
order to estimate the importance of the Fe-E and S-E interactions in the absence of the 
complicating bridging interaction, the [Fe(CO)2(PH3)]2+ fragment was removed from (μ-
SCH2CH2S)[Fe(CO2(PH3)]2 to yield a simple, mononuclear iron complex of the form 
[(μ-SCH2CH2S)Fe(CO2(PH3)]2–, as shown in Figure IV-7.  After examining formation of  
these Fe-E and S-E bonds with this mononuclear fragment, the [Fe(CO)2(PH3)]2+ will be 
returned to the fragments to form the final products. 
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Reaction of H+ and Et+ with the mononuclear iron fragment, [(μ-
SCH2CH2S)Fe(CO)2(PH3)]2– 
 Mononuclear iron complexes of the forms, [(η2-SCH2CH2SE)Fe(CO)2(PH3)]1– 
and [(η2-SCH2CH2S)Fe(CO)2(PH3)(E)]1– were geometry-optimized for E = H and E = 
Et.  The [(η2-SCH2CH2SE)Fe(CO)2(PH3)]1– complex optimizes to five-coordinate, 
trigonal bi-pyramidal structures, while the [(η2-SCH2CH2S)Fe(CO)2(PH3)(E)]1– 
complexes optimize to six-coordinate octahedral structures.  These optimized 
mononuclear iron complexes are shown Figure IV-8 and Figure IV-9.  These 
computations show that the [(η2- SCH2CH2S)Fe(CO)2(PH3)(E)]1– forms are significantly 
more stable than the corresponding  [(η2-SCH2CH2SE)Fe(CO)2(PH3)]1– forms for both E 
= H and E = Et.  Thus, the origin of the instability of the [(μ-Et)(μ-
SCH2CH2S)[Fe(CO)2(PH3)]2]1+ must arise from the di-iron character. 
Reforming the full di-iron complexes from the fragments 
 Figure IV-10 and Figure IV-11 illustrate a computational experiment in which 
one isomer oeach of the di-iron complexes given in Figure IV-3, Figure IV-4, Figure 
IV-5, and Figure IV-6 are built-up from the mononuclear fragments given in Figure 
IV-8 and Figure IV-9 via the formal addition of a [Fe(CO)2(PH3)]2+ fragment.  For both 
the mononuclear and dinuclear species, given in Figure IV-10, the metal hydride species 
is more stable than the corresponding protonated sulfur species.  For the species arising 
from the addition of Et+, given in Figure IV-11, the situation is quite different.  While 
the mononuclear iron-alkyl complex is more stable than the corresponding alkylated 
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sulfur complex,  the dinuclear iron-alkyl complex is much less stable that the 
corresponding species with an alkylated sulfur.  
 
 
 
 
 
 
Figure IV-8.  Relative zero-point corrected electronic energies for DFT geometry-
optimized mononuclear iron complexes, derived by addition of H+ to 
[(SCH2CH2S)Fe(CO)2(PH3)]2–. 
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Figure IV-9.  Relative zero-point corrected electronic energies for DFT geometry-
optimized mononuclear iron complexes, derived by addition of Et+ to 
[(SCH2CH2S)Fe(CO)2(PH3)]2–.  
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Figure IV-10.  Building up the H+ containing di-iron complexes from mononuclear iron 
fragments. The energy change to reform the dimer was not calculated as only the relative 
energies of the species are important. 
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Figure IV-11.  Building up the Et+ containing di-iron complexes from mononuclear iron 
fragments. The energy change to reform the dimer was not calculated as only the relative 
energies of the species are important.   
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  If we assume that protonation and alkylation of a sulfur atom have a similar 
effect on the Fe-S bond energies, then the difference observed for H and Et must lie in 
their differing abilities to bridge the two iron centers.  The spherical nature of the 1s 
orbital of hydrogen allows for it to form a strong 3c-2e– bond with the two iron 
centers.  The 18-electron count of the two iron centers are satisfied by virtue of this 3c-
2e– bond.  The empty sp2 hybridized orbital on the Et+, however does not allow for the 
formation of a strong 3c-2e– bond between the carbon of Et+ and the two iron centers.  
As a result, it is more energetically favorable to form one strong 2c-2e– bond between 
carbon and one of the iron centers, and to satisfy the valence of the adjacent iron center 
by forming a weak agostic interaction.  This weak agostic interaction cannot 
compensate for the loss of the bonding between the iron centers. 
Conclusion 
 One may ask why it is more energetically favorable for the di-iron dithiolate 
complexes presented in this chapter to form a single Fe-C bond and an agostic 
interaction to the adjacent Fe center, while main group alkyls such as organo-aluminum 
compounds generally contain symmetrically bridging alkyl ligands.  The nature of the 
bonding in the [(μ-Et)(μ-SCH2CH2S)[Fe(CO)2(PH3)]2]1+ complex is very covalent, while 
the nature of the bonding in a complex such as (μ-CH3)2[Al(CH3)2] is quite ionic.  
Strong covalent bonding requires large overlap between the orbitals of the ethyl group 
and the iron centers, and the very directional nature of the sp3 hybrid orbital of the ethyl 
group does not allow for large overlap with both iron centers simultaneously.  Since the 
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bonding in (μ-CH3)2[Al(CH3)2] is very ionic, it much less directional.  Therefore, the 
largely ionic μ-CH3 group of (μ-CH3)2[Al(CH3)2] can effectively bond to the two 
aluminum centers simultaneously. 
 In general, we believe that the nature of the thermodynamic product resulting 
from attack of an electrophile, E, on complexes of the form, (μ-
SCH2CH2S)[Fe(CO)2(PR3)]2 is determined by the ability of the resulting E– to bridge the 
two iron centers.  This contention is supported by computations on a mononuclear iron 
dithiolate complex, which show that for E = H or Et, Fe-E bond formation leads to more 
stable complexes that S-E bond formation.  Therefore, the thermodynamic preference for 
S alkylation and Fe-Fe protonation is not due to some inherent difference in the Fe-E 
bond, but rather the differing ability of Et– and H– to effectively bridge the two iron 
centers. 
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CHAPTER V  
 
CORRELATION BETWEEN COMPUTED GAS-PHASE AND  
 
EXPERIMENTALLY DETERMINED SOLUTION-PHASE INFRARED  
 
SPECTRA: MODELS OF THE IRON-IRON HYDROGENASE ENZYME  
 
ACTIVE SITE* 
 
Introduction 
Infrared (IR) spectroscopy is a powerful tool for studying metalloproteins that 
contain metal-bound diatomic ligands.  When a diatomic ligand, such as CO, CN–, or 
NO is bound to a transition metal center, it becomes a sensitive indicator of its 
environment and its characteristic frequency is modulated by changes in the metal 
oxidation state, in the nature of nearby residues such as their protonation state, and in 
its hydrogen bond network.270  These diatomic ligands may be extrinsic (such as the 
NO and CO ligands present in the NO and CO inhibited forms of hemoglobin271,272) or 
intrinsic (such as the CO and CN– ligands present in the hydrogenase enzymes173,273) to 
the protein or enzyme being studied.   
Infrared spectroscopy has proven particularly useful in the study of the 
hydrogenase (H2ases) enzymes.  All H2ases, studied to date, have been shown to 
contain iron-bound CO ligands.  The nickel-iron ([NiFe]) and iron-iron ([FeFe]) 
enzymes contain both CO and CN– as intrinsic ligands to their iron 
                                                 
* Reprinted with Permission from "Correlation Between Computed Gas-Phase and Experimentally- 
Determined Solution Phase Infrared Specrea: Models of the Iron-Iron Hydrogenase Enzyme Active Site" 
by Tye, J. W.; Darensbourg, M. Y.; Hall, M. B. J. Comput. Chem. submitted. Copyright 2006 by Wiley 
Periodicals, Inc. 
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centers.130,138,139,142,169-171  When exposed to CO gas, both the [NiFe] and [FeFe] H2ases 
bind an additional CO ligand that inhibits catalysis.  This extrinsic CO appears as a 
new ν(CO) band in their infrared spectra, and as an additional CO ligand in their solid-
state structures (as determined by EXAFS or single-crystal x-ray diffraction).158,161,172 
Protein crystallography has defined the basic framework of the [FeFe]H2ase 
active site (shown in Figure V-1), as consisting of a typical [4Fe-4S] cluster bridged 
 
 
Figure V-1. Consensus structure for the active site of [FeFe]H2ases.  The two iron 
centers are commonly designated by their spatial relation to the [4Fe4S] cluster, and thus 
are referred to as the distal iron (left) and proximal iron (right).  The nature of the L 
ligand and the "bridging" CO ligand (fully bridging vs. semi-bridging vs. terminal to the 
distal iron) apparently depends on the redox state of the FeFe cluster.   
 
via a cysteinyl sulfur to a unique [FeFe] center.169,171,172  The two iron centers are 
bridged by the two sulfur atoms of a five-atom dithiolate linker.  Each iron of the di-
iron cluster is further coordinated by one terminal CO ligand and one terminal CN– 
ligand.  A third CO ligand is found to either bridge the two iron centers or is terminally 
bound to the distal iron center.  (The two iron centers are generally designated as either 
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proximal or distal to the [4Fe-4S] cluster.)  The nature of the L ligand bound to the 
distal iron center and the orientation of the bridging CO ligand apparently depends on 
the crystallization conditions and the redox state of the enzyme active site.172 
At least four distinct forms of the di-iron active site of [FeFe]H2ase enzyme have 
been identified by the application of IR spectroscopy.  Aerobic purification of the 
enzyme results in an over-oxidized, catalytically inactive form of the enzyme, known 
alternatively as Has-isolated or Hoxair.172,186,274  Reduction of the enzyme (electrochemically 
or chemically using H2 gas or chemical reductants such as dithionite), leads to a reduced, 
catalytically active form of the enzyme, known as Hred.172,186,274  Oxidation of the Hred 
form (electrochemically or chemically by auto-oxidation via H2 loss or reaction with 
mild chemical oxidants) produces a species of intermediate oxidation state, known as 
Hox (i. e. Hox is more reduced than Hoxair, but more oxidized than Hred).172,186,274  The 
addition of CO gas to preparations of the catalytically active, Hox form, yields a 
catalytically inactive, CO-inhibited form, known as Hox-CO.170,172  
Although the single-crystal x-ray diffraction studies of Peters, Fontecilla-Camps 
and their respective coworkers have defined the basic structure of the [FeFe]H2ase active 
site, important questions remain.  Which, if any, spectroscopically observed form of the 
[FeFe] cluster (Hoxair, Hox, Hred)  do each of the solid-state structures represent?  Electron 
density centered at a distance of ~2.6 Å from the distal iron in the native enzyme from 
Clostridium pasteurianum I (CpI) was modeled by the crystallographers as a terminally 
bound water molecule.169  A recent re-evaluation of the x-ray structure of the Ni-A form 
of [NiFe] hydrogenase enzyme derived from Desulfovibrio fructosovorans showed that 
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the metal center is most likely bridged by a OOH– ligand rather than the OH– ligand that 
was originally proposed.144  Could a similar species form at the [FeFe] active site?  
Single-crystal x-ray diffraction studies are generally unable to accurately locate 
hydrogen atoms.  Therefore, what are the protonation states of the iron centers and iron-
bound ligands in the various forms of the [FeFe]H2ase active site? 
The goal of this study is develop and test a computational methodology for 
predicting the infrared spectra of di-iron complexes that are similar in composition and 
structure to the active site of the [FeFe]H2ase enzyme.  In the present study, predicted IR 
spectra are used determine the best molecular structure for a spectroscopically observed 
intermediate in the electrochemical production of H2 by a synthetic model of the active 
site of [FeFe]H2ase and to predict the structure of one spectroscopically observed form 
of the [FeFe]H2ase active site.  This methodology will used in a subsequent study to 
discriminate between a series of structural candidates for various spectroscopically 
observed forms of the [FeFe]H2ase enzyme.   
Computational Details 
All DFT calculations were performed using a hybrid functional [the three-
parameter exchange functional of Becke (B3)235 and the correlation functional of Lee, 
Yang, and Parr (LYP)236] (B3LYP) as implemented in Gaussian 03275.  The iron, 
phosphorus, and sulfur atoms use the effective core potential and associated basis set of 
Hay and Wadt (LANL2DZ)253,254.  For iron, the two outermost p functions were replaced 
by reoptimized 4p functions as suggested by Couty and Hall254 and an f polarization 
function276 was added.  For sulfur and phosphorus, the basis set was augmented by the d 
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polarization function of Höllwarth et al.256  The CO, CN– ligands, the nitrile CN unit of 
the CNMe ligands, amine nitrogens, and hydrogen atoms attached to amine nitrogens 
use the 6-31G(d',p') basis set.277-279  All other atoms use the 6-31G basis set.280  
Solvation calculations use the Onsager model as implemented in Gaussian 03.281-286  
Unless otherwise noted, all geometries are fully optimized and confirmed as minima or 
n-order saddle points by analytical frequency calculations at the same level.  
Generation of simulated infrared spectra 
 The DFT calculations yield values for the energy (in cm–1) and relative IR 
intensity of each ν(CX) stretching mode.  The absolute intensity and width of the IR 
bands is not determined by the DFT calculation, and differs from experiment to 
experiment based on a number of experimental factors, such as concentration of the 
species, the solvent, and the nature of counterions for charged species.  We simulate 
these computed IR bands by centering a gaussian function of the form y = I*exp[–S*(C–
x)2] (I and C, respectively, are the computed relative intensity and energy of the IR band; 
S is a scaling factor that adjusts the width of the gaussian function) about the value of the 
computed IR band, C.  The width of an IR band at one-half of its maximum intensity, 
known as the half-width, is a commonly used measure of the width of experimentally-
determined IR bands.  Using the relation S = (4/h2)*ln(1/2), y = I*exp[–S*(C–x)2] can be 
written in terms of the half-width, h to yield y = I*exp[–(4/h2)*ln(1/2)*(C–x)2].  In order 
to plot n IR bands, n gaussian functions are summed to yield                            
y = ∑
=
n
i 1
2
i
2
i ]}x)–(C*ln(1/2)*)exp[–(4/h*{I .  In general, we find it convenient to 
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define the same half-width for all of the IR bands in a given simulated IR spectrum.  
Infrared spectra are plotted using Microsoft Excel. 
Results and Discussion 
Selection of the training set 
 In order to be able to predict experimentally-determined solution-phase IR 
spectra from DFT-derived gas-phase values, we must determine a scaling factor between 
the experimental and theoretical values.  This scaling factor is determined using a 
training set of complexes in which both the structure of the complex and its infrared 
spectrum is known.  The selection of an appropriate training set is critical to the 
prediction of accurate ν(CO) and ν(CN) stretching frequencies. Three factors were 
considered in the selection of each member of this training set:  (1) The total charge and 
chemical composition of the molecule is similar to the molecule of interest.  Since the 
scaling factor adjusts the theoretically-determined values for the effects of solvation and 
systematic error in the experimental and theoretical values,  the use of a scaling factor 
determined for molecules that are drastically different from the molecule of interest is 
ill-advised.  For example, the use of a series of ruthenium carbonyl complexes to 
determine the scaling factor for ν(CO) bands for an iron carbonyl complex may yield 
poor results since the systematic error arising from the Ru basis set is different than that 
arising from the Fe basis set.  (2) The solvent used for the experimentally-determined IR 
spectra are non-protic.  (3) For charged species, only complexes with large, weakly-
coordinating counterions were considered.  Small, strongly coordinating counterions and 
highly polar, protic solvents may form strong interactions with the CO and CN– ligands, 
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shifting their values, relative to the same complex with large, weakly coordinating 
and/or non-protic, weakly-polar solvent.  Obviously, the latter conditions are more 
appropriate for predicting solution-phase spectra based on gas-phase calculations of the 
"naked"  complex ion.  The training set used in this chapter is presented in Table V-1 
and Figure V-2. 
 
 
Figure V-2. Structures for a series of synthetic models for the active site of [FeFe]H2ase.  
PR3 and PR’3 refer, respectively, to singly N-protonated and N-methlylated 1,3,5-triaza-
7-phosphaadamantane.  References to the experimental data are given in Table V-1. 
 
Assignment of the computed spectra 
 Three cases are observed in examination of experimentally-determined IR 
spectra:  (1) The number of ν(CX) bands is the same as the number of CX ligands in the 
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complex.  (2) The number of ν(CX) bands is less than the number of CX ligands in the 
complex.  For highly symmetric molecules, two or more of the C-X stretching modes 
may be degenerate (same ν(CX) value) or have no IR intensity by symmetry.  (A 
stretching mode does not result in a change in the molecular dipole moment is not 
observed by IR spectroscopy.)  Alternatively, one or more of the experimentally 
observed ν(CX) "bands" may in fact correspond to the accidental degeneracy 
(degeneracy that is not required by the symmetry of the molecule) of two or more 
fundamental stretching modes, or the concentration of the sample may be such one or 
more low-intensity ν(CX) bands are indistinguishable from the spectral baseline.  (3) 
The number of ν(CO) or ν(CN) bands is more than the number of CO and CN ligands in 
the complex.  This situation occurs when there is a mixture of two or more CX-
containing species present in the sample solution.   
 For case 1 situations, each of the computed ν(CX) stretching frequencies should 
correlate in a one-to-one manner with the experimentally observed ν(CX) bands, and the 
spectra should be simple to assign.  The [(μ-S(CH2)3S)[Fe(CO)3][Fe(CO)2(CN)]]1– 
complex (3) provides an example of case 1.  The experimentally determined IR spectrum 
of [(μ-S(CH2)3S)[Fe(CO)3][Fe(CO)2(CN)]]1– features five ν(CO) bands and one ν(CN) 
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band.287  Each of the six C-X stretching frequencies of the computed spectrum of 3 is 
assigned to one of the bands of the experimentally-determined IR spectrum (as shown in 
Figure V-3).  These six vibrations correspond to the group vibrations of the six CX 
ligands in the following manner: (see legend in Figure V-3(c) for labels) 2022 cm–1 
[r2−r6]; 2037 cm–1 [r1−r5−r6]; 2044 cm–1 [r2−r4−r5+r6]; 2067 cm–1 [r1−r4+r5]; 2105 cm–1 
[r1+r2+r4+r5+r6]; 2223 cm–1 [r3]. 
 For case 2a situations, the assignment of the spectra should be simple if the 
"missing" bands correspond to degenerate stretching modes, or stretching modes that are 
Table V-1.  Counterions and Solvent Used for the 
Experimentally-Determined IR Spectra 
complex1 counterion(s) solvent reference 
1 [18-crown-6-K]1+ CH3CN 182 
2 [18-crown-6-K]1+ CH3CN 190 
3 [NEt4]1+ THF 181,287 
4 [NEt4]1+ CH3CN 190 
5 n/a CH3CN 203 
6 n/a CH3CN 190 
7 n/a hexanes 181,288 
8 n/a hexanes 184 
9 n/a CH3CN 263 
10 n/a CH3CN 263 
11 [F3CSO3]1– CH3CN 195 
12 [PF6]1– CH3CN 195 
13 n/a THF 196 
14 [PF6]1– CH3CN 203 
15 [BF4]1–  CH2Cl2 249 
1. Chemical structures of these complexes given in 
Figure V-2. 
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not IR active by symmetry.  In other words, for case 2a, the number of ν(CX) bands is 
the same as that one would predicted by analyzing the molecule by group theory.  In the 
case of degenerate vibrations, the computation should predict that two or more of the 
fundamental stretching modes will occur at approximately the same energy.  In the case 
of vibrations that are not IR active, the computation should predict that these vibrations 
have little or no IR intensity.  The (μ-S(CH2)3S)[Fe(CO)3]2 complex (7) provides one 
example of case 2.  Simple group theoretical analysis of this pseudo-C2v molecule 
predicts five IR-active bands, and five ν(CO) bands are observed in the experimentally 
determined IR spectrum of 7 in hexanes.288  Consistent with these results, five of the 
sixν(CO) bands are computed to have non-negligible IR intensities (The six computed 
intensities, given in order of increasing intensity, are 0.02, 35.81, 571.60, 828.89, 
1180.05, and 2217.82).  The band with a computed intensity of 0.02 is the C-O stretch 
mode predicted by group theory to have no intensity in the IR spectrum.  The assignment 
of the computed ν(CO) bands of 7 is given in Figure V-4.  These six vibrations 
correspond to the group vibrations of the six CO ligands in the following manner: (see 
legend in Figure V-4(c) for labels) 2083 cm–1 [r1−r2+r3−r4−r5+r6]; 2089 cm–1 (no IR 
intensity) [r1−r2−r3+r4]; 2093 cm–1 [r1+r2+r3+r4−r5−r6]; 2105 cm–1 [r1+r2−r3−r4]; 2111 
cm–1 [r1−r2+r3−r4+r5−r6]; 2157 cm–1 [r1+r2+r3+r4+r5+r6] 
 For other case 2 examples, the situation is more complex when one or more of 
the experimentally observed ν(CX) "bands" corresponds to the overlap of two or more 
accidentally degenerate, fundamental C-X vibrational modes (case 2b), or when one or
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Figure V-3. Simulation of the IR spectrum of [(μ-S(CH2)3S)[Fe(CO)3][Fe(CO)2(CN)]]1– 
(3).  In (a), a line diagram of the experimental spectrum of 3 is reproduced from 
reference 41. In (b), the simulated IR spectrum of 3 is presented.  A half-width of 5 cm–1 
was used in the simulation of each ν(CX) band.  The unscaled computed energy of each 
C-X stretching mode is given above the simulated ν(CX) band.  The value of the 
corresponding experimentally-determined ν(CX) band from ref 40 is given in 
parentheses.  In (c), the labeling scheme for CO and CN ligands complex 3 is given.    
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Figure V-4.  Simulation of the IR spectrum of (μ-S(CH2)3S)[Fe(CO)3]2 (7).  In (a), the 
experimental spectrum of 7 is reproduced from reference 41. In (b), the simulated IR 
spectrum of 7 is presented.  A half-width of 5 cm–1 was used in the simulation of each 
ν(CO) band.  The unscaled computed energy of each C-X stretching mode is given 
above the simulated ν(CO) band.  The value of the corresponding experimentally-
determined ν(CO) band from reference 43 is given in parentheses.  In (c), the labeling 
scheme for CO ligands complex 7 is given. 
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Figure V-5. Simulation of the IR spectrum of (μ-S(CH2)3S)[Fe(CO)(PMe3)2]2 (5).  In 
(a), the experimental spectrum of 5 is reproduced from reference 42. In (b), the 
simulated IR spectrum of 5 is presented.  A half-width of 5 cm–1 was used in the 
simulation of each ν(CO) band.  The unscaled computed energy of each C-X stretching 
mode is given above the simulated ν(CO) band.  In (c), the labeling scheme for CO 
ligands complex 7 is given.    
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more bands with low relative intensities are present (case 2c).  The (μ-
S(CH2)3S)[Fe(CO)2(PMe3)]2 complex (5) provides such an example.  The 
experimentally-determined IR spectrum of 5 features ν(CO) bands at 1979, 1942, and 
1898 cm–1.203  The computed ν(CO) stretching frequencies (and corresponding 
computed IR intensities) are 2060 cm–1 (22.47), 2040 cm–1 (1877.01), 2006 cm–1 
(950.11), and 1990 cm–1 (568.45).   In the absence of a graphic of the experimental IR 
spectrum,  one might be tempted to assign the three experimentally-observed ν(CO) 
bands to the three computed C-O stretching frequencies with large relative intensities.  
The direct comparison of experimentally-determined spectrum and the computed 
spectrum of 5 clearly shows that 1979, 1942, and 1898 cm–1 bands in the experimental 
spectrum correspond to the 2060, 2040, and 2006 cm–1 C-O stretching frequencies of the 
computed spectrum (shown in Figure V-5).  These four vibrations correspond to the 
group vibrations of the six CO ligands in the following manner: (see legend in (c) for 
labels) 1990 cm–1 [r1−r2+r3−r4]; 2006 cm–1 [r1+r2−r3−r4]; 2040 cm–1 [r1−r2−r3+r4]; 2060 
cm–1 [r1+r2+r3+r4]. 
In general, we find that the best method to accurately assign these spectra is to 
simulate the computed spectrum and visually compare it to the experimentally-
determined spectrum.  Even when only ν(CX) values are reported and no graphic of the 
experimentally-determined spectrum is available, simulation of the computed spectrum 
is  beneficial for estimating which fundamental C-X stretching modes contribute to each 
ν(CX) band observed in the experimentally-determined spectrum. 
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Figure V-6. A plot of experimentally-determined ν(CX) frequencies versus computed 
ν(CX) frequencies.   
 
Evaluation of the training set 
 The experimentally-determined ν(CO) and ν(CN) values are plotted versus the 
corresponding computed C-X stretching frequencies as shown in Figure V-6.  We use a 
standard method of scaling computed frequencies in which a multiplicative scaling 
factor (i.e. a linear regression in which the y-intercept is set to 0; y = mx) in order to 
scale the computed ν(CX) frequencies.289-291  This method gave the equation y = 
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0.9526x  with an r2 value of 0.9477 (The r2 value is a measure of how well a regression 
line represents a series of data.  Mathematically, it is the ratio of regression varience to 
total variance.) 
Two other linear regressions have been performed on this data set and they will 
be discussed for illustrative purposes (see Figure V-6).  If the slope is set to 1.0 and the 
y-intercept is optimized, this gives the equation y = x – 99.50 with an r2 value of 0.9431.  
If both the slope of the line and the y-intercept are allowed to optimize, this gives the 
equation y = 0.9319x + 43.246 with an r2 value of 0.9481.  It is interesting that 
optimizing the y-intercept and slope, optimizing only the y-intercept, and optimizing 
only the slope give comparable descriptions of this data set in terms of the r2 value of the 
linear regression.  In terms of basic statistics, these results show that the x and y values 
highly correlated, and there is no unique values of the y-intercept and slope of the line 
that define the data set.  This phenomenon occurs when one is plotting a narrow set of 
values especially for deterministic data.  Deterministic data is data that contains only 
systematic errors (i. e. no random errors).  The standard procedure for scaling frequency 
data (y-intercept = 0) will be used throughout the text. 
The value of the scaling factor, 0.9526 (σ = standard deviation = 0.0067), 
calculated using the experimentally-determined and computed values for the entire 
training set (complexes 1–15 in Figure V-2), is similar to the value that one may 
compute for the various subsets of molecules from the training set.  The values vary 
from 0.9491 (σ = 0.0048) for the monocationic FeIIFeII complexes 14 and 15 to 0.9556 
(σ = 0.0033) for monocationic FeIFeI complex, 10.  The experimentally-determined 
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infrared spectra used in this correlation were measured using solvents with a wide range 
of polarity: hexane (dielectric constant at 20° C = ε20 = 1.9), THF (ε20 = 7.5), CH2Cl2 
(ε20 = 8.9), CH3CN (ε20 = 36.6).292  The value of the scaling factor determined for the 
subsets based on solvent vary from 0.9502 (σ = 0.0055) for complex 15 in CH2Cl2 
solvent to 0.9566 (σ = 0.0059) for complexes 7 and 8 in hexanes solvent.  These results 
indicate that there are no large systematic errors introduced by correlating computed gas-
phase IR spectra with experimentally-determined IR spectra in solvents with a wide 
range of polarity (ε20 values range from 1.9 to 36.6) or by using the same scaling factor 
for species of different charge. 
The prediction of ν(CO) frequencies for bridging CO ligands 
For terminal CO and CN– ligands, the experimentally-determined ν(CO) and 
ν(CN) stretching frequencies are reproduced remarkably well by simple scaling of the 
computed ν(CO) and ν(CN) stretching frequencies.  For bridging CO ligands, 
however, the predictions become more difficult.  For example, the [(μ-CO)(μ-
S(CH2)2S)[Fe(CNMe)3]2]2+ and [(μ-CO)(μ-S(CH2)3S)[Fe(CNMe)3]2]2+ complexes have 
been shown, experimentally to have a ν(CO) stretching frequencies of 1914 cm–1 and an 
Fe-Fe distances of ~ 2.5 Å.293  Full geometry optimization of these complexes leads to 
predicted ν(CO) stretching frequencies of 1960 and 1985 cm–1 and Fe-Fe distances of 
2.57 and 2.65 Å, respectively, for the [(μ-CO)(μ-S(CH2)2S)[Fe(CNMe)3]2]2+ and [(μ-
CO)(μ-S(CH2)3S)[Fe(CNMe)3]2]2+ complexes.  Partial geometry optimization of these 
complexes with the Fe-Fe distance frozen at its experimentally determined distance of 
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~2.5 Å led to predicted ν(CO) stretching frequencies of 1949 and 1951 cm–1, 
respectively, for the [(μ-CO)(μ-S(CH2)2S)[Fe(CNMe)3]2]2+ and [(μ-CO)(μ-
S(CH2)3S)[Fe(CNMe)3]2]2+ complexes.  The predicted ν(CN) stretching frequencies of 
the terminal CNMe ligands are very similar to the experimental determined ν(CN) 
stretching frequencies in both cases, and are essentially unaffected by this small change 
in the Fe-Fe distance.  The improved Fe-Fe distance improved agreement and brought 
the frequencies to the same value, but the calculated ν(CO) values for the bridging CO 
bands are still a little too high in part because the test set does not have any bridging CO 
ligands.  Other functionals need to be tested to determine if another functional will yield 
a better Fe-Fe distance and improved ν(CO) frequencies for bridging CO ligands.  For 
example, it is likely that a functional could be found that gives a slope of 1.0 for the 
ν(CO) training set and therefore does not need scaling. 
Application 1: structural assignment of a transient, electrochemically-generated species 
The close structural analogy between simple di-iron dithiolate complexes and the 
active site of [FeFe]H2ase has led several research groups to examine the ability of di-
iron dithiolate assemblies to act as functional models of [FeFe]H2ase.194-199,294  The (μ-
S(CH2)3S)[Fe(CO)3]2 complex, 7, has been shown to function as a simple and robust 
electrocatalyst for proton reduction.194,294  In this context, the molecular details of the 
electrochemical reduction process of complexes such as complex 7 are of current 
interest.   
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Darensbourg, Best and Pickett, and their respective coworkers have undertaken 
in-depth studies of the species generated upon reduction of 7 and related complexes at a 
graphite electrode.194,294  These workers present evidence that complex 7 undergoes a 
one-electron reduction at  ~ –1.1 V vs. SCE (SCE = standard calomel electrode) to form 
a one-electron reduced, odd-electron species.  The early results of Darchen and 
coworkers on the electrochemistry of 7 at a mercury drop electrode suggests that this 
complex undergoes a simultaneous two-electron reduction at –1.17 V vs SCE.295   
Best, Pickett, and coworkers utilized thin-layer spectroelectrochemical 
techniques to obtain infrared spectroscopic data for a short-lived species resulting from 
the reduction of complex 7.294    Four possible structural candidates for this 
spectroscopically-observed species are presented in Figure V-7.  Species [7-I]1– and [7-
III]2–, respectively, are one- and two-electron reduced species in which both  
 
 
Figure V-7. Structural candidates for a spectroscopically-observed species resulting 
from the electrochemical reduction of complex 7 . 
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Figure V-8. A comparison of an experimentally-determined IR spectrum (reproduced 
from reference 59) for a species resulting from the reduction of complex 7, (a), and 
DFT-derived simulated spectra for various structural candidates for this species (b)-(e). 
Simulated spectra use a half-width of 10 cm–1 and the computed ν(CX) values are scaled 
using a factor of 0.9526.   
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bridging thiolate sulfur atoms are fully bridging (i.e. a structure that is largely similar to 
7).  Species [7-II]1– and [7-IV]2–, respectively, are one- and two-electron reduced species 
in which a thiolate sulfur atom and one CO ligand bridges the two iron centers and the 
other thiolate sulfur is terminally coordinated to one of the iron centers.  The 
experimentally-determined IR spectrum of this species is given in Figure V-8(a), and the 
DFT-derived simulated spectra of four structural candidates for this species are given in 
Figure V-8(b)-(e).    A comparison of the experimentally determined IR spectrum 
(Figure V-8(a)) and the DFT-derived simulated IR spectra clearly shows that the [7-I]1– 
species (given in Figure V-8(b)) is the best match to experimentally-determined 
spectrum in terms of both the range and relative intensities of the ν(CO) bands. 
Comparison of the sum of the squares of the differences between the computed and 
experimentally-determined ν(CO) bands of the electrochemically-generated product and 
the candidate species shows that [7-I]1–(sum of the squares of the difference for the CO 
ligands = b = 587) is a mcuh better structural candidate for this product form than the [7-
II]1– (b = 8178), [7-III]2– (b = 26065), or [7-IV]2– (b = 13227) structural candidates. 
The six vibrations of each model correspond to the group vibrations of the six CO 
ligands in the following manner: (see legend in Figure V-7 for labels) [7−I]1− 1896 cm–1 
[r5−r6]; 1904 cm–1 [r4−r5−r6]; 1907 cm–1 [r1−r2−r4]; 1911 cm–1 [r1−r2−r3+r4]; 1928 cm–1 
[r1+r2−r3−r4]; 1985 cm–1 [r1+r2+r3+r4+r5+r6], [7−II]1− 1805 cm–1 [r6]; 1924 cm–1 
[r1+r2−r3−r4+r5]; 1932 cm–1 [r1−r2+r3−r4−r5]; 1937 cm–1 [r2−r4]; 1958 cm–1 [r3+r5]; 1995 
cm–1 [r1+r2+r3+r4], [7−III]2−1805 cm–1 [r2−r3+r5−r6]; 1811 cm–1 [r1−r5−r6]; 1834 cm–1 
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[r1+r2−r3−r4]; 1843 cm–1 [r1−r2−r3+r4]; 1887 cm–1 [r1+r2−r3+r4−r5+r6]; 1909 cm–1 
[r1+r2+r3+r4+r5+r6], [7−IV]2− 1698 cm–1 [r6]; 1842 cm–1 [r1+r2−r4]; 1848 cm–1 [r1−r2+r4]; 
1866 cm–1 [r3−r5]; 1883 cm–1 [r1+r2−r3+r4]; 1933 [r2+r3+r4] cm–1 
Application 2: structural assignment of a IR spectroscopically-observed form of the 
active site of the [FeFe]H2ase enzyme 
The solid-state structure of the [FeFe]H2ase enzyme derived from CpI indicates 
the presence of a water molecule "coordinated" to the distal iron center with a rather 
long Fe-O distance of 2.6 Å.169  Although there is no definitive proof, it has been 
suggested on the basis of the crystallization conditions that this structure corresponds to 
the mixed valent, S = 1/2, Hox form of this enzyme.172  Four potential structural models 
for the Hox form were geometry-optimized and their predicted ν(CO) and ν(CN) 
stretching frequencies were computed. (The CH3SH ligand is used to model the Cys-S-
[Fe4S4] portion of the enzyme active site.) The geometry-optimized H2O-containing 
models do not show coordination of the water molecule to the iron center (Fe-O distance 
> 3 Å).  Representation of these four structural candidates for the Hox form are given in 
Figure V-9.  The experimentally-determined IR spectrum of the EPR-active, S = 1/2, 
Hox form of the [FeFe]H2ase enzyme derived from CpI is compared to the predicted 
spectra for four structural candidates of the Hox form in Figure V-10.  In terms of their 
predicted stretching frequencies and relative intensities of the ν(CO) bands, all four of 
the structural candidates are qualitatively similar to one another and a fairly good match 
to the experimentally-determined IR spectrum.  The computed C-X bands correspond to 
the vibrations in the same manner for all four models (see legend in Figure V-9 for 
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labels).  The highest energy bands correspond to uncoupled vibrations of the cyanide 
ligands r4 and r1, respectively.  The highest and intermediate energy CO bands 
correspond to r2 and r3, respectively.  The lowest energy CO band corresponds to the 
bridging CO ligand, r5. Comparison of the sum of the squares of the differences between 
the computed and experimentally-determined terminal ν(CO) band shows that Hox(I) 
(sum of the squares of the difference for the terminal CO ligands = a = 29.7) is a slightly 
better structural candidate for the Hox form than the Hox(II) (a = 36.1), Hox(III) (a = 
38.3), or Hox(IV) (a = 35.5) structural candidates. In addition, Mulliken spin analysis 
shows  that the unpaired electron density is localized on the distal iron center in all of 
these models, which agree with the EPR studies performed on  the Hox form of the 
enzyme. 
 
 
Figure V-9. Structural candidates for the spectroscopically-observed Hox form of the 
[FeFe]H2ase enzyme derived from CpI .  
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Figure V-10. A comparison of the experimentally-determined Hox form of the 
[FeFe]H2ase enzyme from CpI (reproduced from reference 11) and predicted infrared 
spectra for various structural candidates.  Simulated spectra use a half-width of 10 cm–1 
and the computed ν(CX) values are scaled using a factor of 0.9526.   
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 These computations show that the FeIFeII formal oxidation state, in which the 
unpaired electron is localized on the distal iron center is a good model for the Hox form 
of the active site of the [FeFe]H2ase enzyme derived from CpI in terms of the predicted 
IR spectra.186,274  In this context it is interesting to not that recent computations of 
Brunold and coworkers recently found that a model similar to ours fails to reproduce the 
experimentally-observed magnetic properties of the Hox and Hox-CO forms of the 
[FeFe]H2ase active site and that inclusion of the proximal [4Fe4S] is necessary to 
accurately reproduce the magnetic properties.296  Geometry-optimization of the H2O-
containing forms do not show as short Fe-O distance as that determined in the x-ray 
diffraction study. However, the absence or presence of a water molecule near the distal 
iron center does not have a profound effect on the predicted IR spectra.  Therefore, it is 
not clear if this water molecule is an important and intrinsic part of the active site of this 
[FeFe]H2ase. 
Conclusions 
 We have been demonstrated that gas-phase DFT calculations can yield accurate 
estimates of experimentally-determined solution-phase ν(CO) and ν(CN) stretching  
frequecies for a series of di-iron dithiolate complexes when multiplied by a scaling 
factor.  The scaling factor that we determine for this series of complexes appears to be 
quite robust, but depends on the basis set and DFT functional.  The value of the scaling 
factor predicted by each sub-set of complexes is very similar and demonstrates no 
obvious effect of the total charge or the formal oxidation states of the irons centers.  
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Studies of these model complexes can improve the value of IR calculation on a larger, 
more complex model of the [FeFe]H2ase enzyme.   
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CHAPTER VI  
 
DUAL ELECTRON UPTAKE BY SIMULTANEOUS IRON AND LIGAND 
 
REDUCTION IN AN N-HETEROCYCLIC CARBENE SUBSTITUTED [FeFe] 
 
HYDROGENASE MODEL COMPOUND* 
 
 
Introduction 
 The hydrogenase enzymes catalyze the reversible reduction of protons to 
dihydrogen: 2H+ + 2e– ↔ H2,237 utilizing dinuclear active sites comprised of sulfur-
bridged [NiFe] or [FeFe] assemblies.  In a non-biological setting, proton reduction and 
H2 oxidation are normally most readily accomplished at a platinum electrode.  Almost 
immediately after their discovery, the prospect of replacing such expensive catalysts by 
these base metal-containing enzymes was recognized.  In fact, when absorbed onto a 
graphite electrode the [NiFe] hydrogenase enzyme from Allochromatium vinosum has 
been shown to function as a heterogeneous catalyst for H2 oxidation.297  Although the 
[NiFe] enzymes are generally more thermally and O2 stable,237 the [FeFe] enzyme active 
site has proven more amenable to small molecule model studies due to its resemblance 
to well-known organometallic complexes of the type (μ-SR)2[FeI(CO)2L]2.181-183  We 
and others have found that these complexes function as solution electrocatalysts for H2 
production.194-196,294   
                                                 
*
3Reprinted with permission from "Dual Electron Uptake by Simultaneous Iron and Ligand Reduction in an 
N-Heterocyclic Carbene Substituted [FeFe] Hydrogenase Model Compound" by Tye, J. W.; Lee, J.; 
Wang, H.-W.; Mejia-Rodriguez, R.; Reibenspies, J. H.; Hall, M. B.; Darensbourg, M. Y. Inorg. Chem. 
2005, 44, 5550-5552. Copyright 2005 by American Chemical Society.  
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 The model complexes, synthesized to date, require strong acids and/or much 
more negative reduction potentials to produce H2.  The difference could lie in the 
substitution pattern and donor strength of the non-CO ligands, as shown in Figure VI-1.
 
(a) (b) (c)  
Figure VI-1. Comparison of the enzyme active site (a), symmetrically substituted model 
complexes (b), and an asymmetrically substituted model complex (c). 
 
DFT calculations suggest that an asymmetrically substituted complex which has one end 
locked in position by a sterically encumbered ligand with excellent donating ability 
might have special features conducive to H2 electrocatalysis.298  We have thus prepared 
the N-heterocyclic carbene-containing model compound, (μ-S(CH2)3S)[Fe(CO)3] 
[Fe(CO)2IMes], 1-IMes, Figure VI-1(C). (IMes = 1,3-bis(2,4,6-
trimethylphenyl)imidazol-2-ylidene).  The x-ray derived molecular structure of 1-IMes 
is given in Figure VI-2. 
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Figure VI-2.  Molecular structure of 1-IMes (TEP at 50% probability). Hydrogen atoms 
are omitted for clarity. 
 
 Herein we report that the asymmetric 1-IMes complex in the presence of weak 
acid (HOAc) shows electrocatalytic activity. This complex is particularly exciting as an 
electrocatalyst because it appears that the conjunction of Fe and IMes ligand valence 
orbitals permits the uptake of 2 electrons at the same potential. 
Experimental 
Synthesis of 1-IMes 
 The procedure of Arduengo et al. was followed for deprotonation of 1,3-
bis(2,4,6-trimethylphenyl)imidazolium chloride and isolation of the neutral IMes 
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ligand.299  The IMes ligand was dissolved in THF (15 mL) and a solution of (μ- 
S(CH2)3S)[FeCO)3]2, (0.779 g, 2.02 mmol in 4 mL THF) was added via cannula. This 
solution was heated in a water bath (50 ºC for 1.5 hr). The reaction mixture was filtered 
through celite and the solvent was removed under vacuum. After prolonged drying under 
vacuum (ca. 12 hr), 1-IMes was obtained as a red solid in 75% isolated yield. IR (ν(CO) 
region in THF, cm-1) 2035(s), 2027(sh), 1969(vs), 1947(m), 1916(w); in toluene, 
2039(m), 2029(m), 1973(vs), 1949(m), 1914(w); 1H NMR (ppm, acetone-d6) 4.51 (s, 6 
H), 4.13(s, 6H), 1.99 (t, 4 H, SCH2, J = 5.9 Hz), 1.77 (q, 2 H, CCH2C, J = 5.9 Hz). 
Elemental analysis found (calculated) %: C 52.1 (52.6), H 4.17 (4.56), N 4.65 (4.23). 
X-ray structure determination 
 The X-ray diffraction data were collected on a Bruker Smart 1000 CCD 
diffractometer and covered a hemisphere of reciprocal space by a combination of three 
sets of exposures.  The space groups were determined based on systematic absences and 
intensity statistics.  The structures were solved by direct methods.  Anisotropic 
displacement parameters were determined for all non-hydrogen atoms.  Hydrogen atoms 
were placed at idealized positions and refined with fixed isotropic displacement 
parameters.  The following is a list of programs used: for data collection and cell 
refinement, SMART,300 data reduction, SHELXTL,301 structure solution, SHELXS-97 
(Sheldrick),302 structure refinement, SHELXL-97 (Sheldrick),303 and molecular graphics 
and preparation of material for publication, SHELXTL-Plus, version 5.1 or later 
(Bruker).304 
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 Crystal data for 1-IMes·0.5 THF: Crystals suitable for X-ray analysis were 
grown from a layered THF-hexanes solution maintained at –5 °C.  A single crystal was 
mounted on a glass fiber with epoxy cement at 110 K in a N2 cold stream. 
Fe2C29H30N2O5S2, M = 644.2, monoclinic, space group I2/a, with a = 19.158(17) Å, b = 
11.432(10) Å, c = 30.15(3) Å, α = 90°, β = 107.148(17)°, γ = 90°, and Z = 4, R1 = 
0.0720 and wR2 = 0.1426 for 13741 reflections. 
Electrochemistry 
 Cyclic voltammograms were recorded on a BAS-100A electrochemical analyzer 
using three electrodes.  The working electrode was a glassy carbon disk (0.071 cm2), the 
reference electrode was Ag/Ag+ prepared by anodizing a silver wire in an CH3CN 
solution of 0.01 M AgNO3/0.1 M n-Bu4NBF4, and the counter electrode was a coiled 
platinum wire.  The glassy carbon working electrode was polished with 15, 3, and 1 μm 
diamond pastes, successively, and then sonicated in ultrapure (Millipore) water for 10 
min.  Deaeration of all solutions was accomplished by bubbling argon through the 
solution for 5-10 min  (or CO bubbling for ~15 min) and then maintaining a blanket of 
argon (or CO) over the solution during the electrochemical measurements. All 
experiments were performed on CH3CN solutions containing 0.1 M n-Bu4NBF4 at room 
temperature.  Cp2Fe or Cp*2Fe for the samples whose oxidation peaks were overlapped 
with Cp2Fe/Cp2Fe+ redox wave served as internal reference.  The measured potential 
difference between Cp2Fe/Cp2Fe+ and Cp*2Fe/Cp*2Fe+ was 505 mV.  Thus, all 
potentials are able to be reported relative to the normal hydrogen electrode (NHE) using 
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Cp2Fe/Cp2Fe+ as standard (E1/2 = 400 mV vs NHE in CH3CN).  During the 
electrocatalytic experiments under Ar, increments of glacial acetic acid were added by 
microsyringe.  Controlled potential coulometry for the determination of the number of 
electrons transferred per molecule was carried out using BAS 100A potentiostat and 
BAS bulk electrolysis cell containing ca. 40 mL of CH3CN which was 1.0 mM in 1-
IMes and 0.1 M in n-Bu4NBF4 under an argon atmosphere.  The working electrode of 
BAS bulk electrolysis cell was a reticulated vitreous carbon working electrode. 
Control experiment 
 In order to further confirm the two-electron assignment for the first reduction 
wave of 1-IMes, a control experiment was performed: when the total charge (Q) passed 
during bulk electrolysis at an applied potential of –1.80 V approached calculated values 
for the passage of 1.25, 1.50, 1.75, and 2.10 electrons, respectively, per molecule of 1-
IMes, the bulk electrolysis was stopped and CV’s were obtained on this solution.  The 
CV obtained at the theoretical value of 1.25 electrons per molecule of 1-IMes still 
showed a noticeable reduction wave at -1.70 V, indicative of the incomplete reduction of 
the molecules of 1-IMes present in the bulk solution.  The CV’s obtained at the 
theoretical values of 1.50 and 1.75 electrons per molecule of 1-IMes also showed a 
reduction wave at –1.70 V, although the size of this wave continued to decrease.  A CV 
obtained at the theoretical value of 2.10 electrons per molecule of 1-IMes did not show 
any reduction wave at –1.70 V, indicating the complete reduction of the bulk solution. 
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Computational Details 
 All DFT calculations were performed using a hybrid functional [the three-
parameter exchange functional of Becke (B3)235 and the correlation functional of Lee, 
Yang, and Parr (LYP)236] (B3LYP) as implemented in Gaussian 03305.  The iron, and 
sulfur atoms use the effective core potential and associated basis set of Hay and Wadt 
(LANL2DZ)253,254.  For iron, the two outermost p functions were replaced by 
reoptimized 4p functions as suggested by Couty and Hall254.  For sulfur, the basis set 
was augmented by the d polarization function of Höllwarth et al.256.  For the model (μ-
S(CH2)3S)[Fe(CO)3][Fe(CO)2(IMes)] all carbon, nitrogen, oxygen, and hydrogen atoms 
are represented using Dunning's double zeta valence basis (D95V)269. The smaller model 
complex, (μ-S(CH2)3S)[Fe(CO)3][Fe(CO)2(IH)], employed Dunning's correlation-
consistent polarized valence double zeta basis set (cc-pVDZ)257 on the CO ligands and 
the carbene ligand.  The carbon and hydrogen atoms of the propane dithiolate bridge, 
used Dunning's double zeta basis (D95)258,269.  Unless otherwise noted, all geometries are 
fully optimized and confirmed as minima or n-order saddle points by analytical 
frequency calculations at the same level. 
Results and Discussion 
 In the absence of a proton source, 1-IMes in CH3CN undergoes one irreversible 
reduction at –1.70 V (vs NHE) and two irreversible oxidations at 0.51 V and 1.12 V.  
The observed irreversibility of the reduction peak at –1.70 V is most likely not due to 
CO loss.  Even at low temperature (–15°C) and fast scan rates (20 V s–1), CO-saturated 
solutions of 1-IMes show no sign of reversibility.  The 1-IMes complex was 
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investigated as an electrocatalyst for dihydrogen production from a weak acid.  The 
addition of 1 to 5 equivalents of HOAc to a 2.0 mM CH3CN solution of 1-IMes (Figure 
VI-3) shows an enhancement of the peak current for the reduction wave at –1.70 V, 
while having very little effect on the remainder of the cyclic voltammogram (CV).  This 
result is consistent with electrocatalytic H2 production.158,195   
 Controlled-potential coulometry for 1-IMes demon-strated the event at –1.70 V 
to be a two-electron reduction process in the absence of added acid.  The two-electron 
assignment for 1-IMes was confirmed by the following control experiment: when the
 
 
Figure VI-3. CV's of 1-IMes (2.0 mM) with HOAc (0-10 mM) in a CH3CN solution 
(0.1 M n-Bu4NBF4) with a glassy carbon electrode at a scan rate of 200 mV s–1. 
 
  
146
 
total charge (Q) passed during the bulk electrolysis at an applied potential of –1.80 V 
approached a calculated value of ~1.25 electrons per 1-IMes molecule, the bulk 
electrolysis was stopped and a CV was obtained on this solution.  The CV still showed a 
noticeable reduction wave at –1.70 V indicating incomplete reduction of the bulk 
solution (Figure VI-4).  Interestingly, this is in contrast to one-electron reduction 
previously observed for a series of FeIFeI dithiolate complexes.194,196 For direct 
comparison, the controlled-potential experiment was performed for the analogous mono-
phosphine complex, 1-PTA (PTA = 1,3,5-triaza-7-phosphaadamantane), under identical 
conditions, and clearly showed a one-electron reduction process, as previously 
reported.196 
 
 
Figure VI-4. CVs of 1-IMes (1.0 mM) in a CH3CN solution (0.1 M n-Bu4NBF4) before 
bulk electrolysis (blue), after the passage of a total charge equivalent to 1.25 electrons 
(red), and after the passage of a total charge equivalent to 2.10 electrons (green). 
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  DFT has proven itself a valuable tool for addressing the molecular details of 
electrochemical problems.306,307  In order to better understand the nature of 1-IMes and 
the reduced species [1-IMes]1– and [1-IMes]2–, DFT calculations were undertaken on 
these species. The optimized structure of 1-IMes overlays well with the molecular 
structure derived from x-ray crystallography.  The HOMO and LUMO of 1-IMes are 
predominantly Fe-Fe bonding and Fe-Fe antibonding, respectively.  Since the first added 
electron occupies an Fe-Fe antibonding orbital, the main structural change upon 
geometry optimization of [1-IMes]1– is elongation of the Fe-Fe bond from 2.52 Å to 
2.80 Å.  From the unpaired Fe spin densities of 0.22 and 0.99 of the Fe(CO)3 and 
Fe(CO)2(IMes) units, respectively, the [1-IMes]1– species is assigned as an 
Fe0FeI(IMes0) species.  That is, the added electron is localized on the Fe(CO)3 moiety, 
benefiting from the delocalization of three CO ligands.   
 The addition of a second electron to 1-IMes can conceivably lead to either an 
second iron-iron based reduction or an IMes ligand-based reduction. If the second 
reduction is iron based, then a singlet state should result from the two thiolate bridged 
low-spin pseudo trigonal pyramidal Fe0 centers.  If the second reduction is IMes ligand 
based, then a triplet state should result from the unpaired electrons in the IMes ligand 
and the Fe-Fe manifold. Single-point energy calculations on species formed on addition 
of a second electron, [1-IMes]2–, constrained at the [1-IMes]1– geometry, show that the 
lowest energy triplet state is 5.3 kcal mol–1 more stable than the lowest energy singlet 
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state, column II of Figure VI-5.  Geometry-optimization of the singlet and triplet 
structures of [1-IMes]2– reverses this energy difference and finds the triplet structure 7.0 
kcal mol–1 higher in energy than the singlet structure, column III of.  Geometry 
optimization of the singlet state of [1-IMes]2–, which has formal Fe-Fe bond order of 0, 
leads to a non-bonding Fe-Fe distance of 3.39 Å.  The singlet structure of [1-IMes]2– is 
therefore assigned as an Fe0Fe0(IMes0) species.  Geometry optimization of the triplet 
state of [1-IMes]2–, which has a formal Fe-Fe bond order of ½, leads to an Fe-Fe 
distance of 2.95 Å. It is noteworthy that the Fe-Fe distance in the triplet structure of [1-
IMes]2– lies much closer to that of [1-IMes]1– than that of singlet [1-IMes]2–.  Mulliken 
spin  analysis of the optimized triplet structure computes unpaired spin densities of 0.07 
and 1.23 on the irons of the Fe(CO)3 and Fe(CO)2(IMes) units, respectively. A total spin 
density of is 0.91 on the IMes ligand;  8.0 % on the carbenoid carbon and 79.7 % on the 
carbon atoms of the aryl rings.  A total spin density of –0.20 is spread over the five CO 
ligands.  The triplet state of [1-IMes]2– is therefore assigned as an Fe0FeI(IMes–1) 
species.   
 In other words, the [1-IMes]1– immediately produced at the electrode surface on 
reduction of 1-IMes, represented as I in Figure VI-5, may then accept a second electron 
into the redox active NHC ligand.308 Alternatively, [1-IMes]1– may accept a second 
electron into the Fe-Fe bond antibonding orbital, yielding a singlet state.  The former 
possibility is more likely, since electron transfer is a fast process and the lower energy 
triplet state of [1-IMes]2– results in only a small overall structural change from [1-
IMes]1–; whereas production of the singlet state results in a major structural change.  In 
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support of this hypothesis, the FeIFe0 + e– → Fe0Fe0 reduction is not observed for the 
mono-phosphine complex.195   
 
 
 
Figure VI-5. Energies and Fe-Fe distances for the geometry-optimized [1-IMes]1– (I), 
singlet and triplet states for [1-IMes]2– at the [1-IMes]1– geometry (II), and fully 
optimized structures of [1-IMes]2– (III). 
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 The extended π system present in the IMes ligand is apparently a requirement for 
this type of carbene-based reduction to occur. Computations on a simplified model of [1-
IMes]2–, in which the 2,4,6-trimethylphenyl rings have been replaced by hydrogen 
atoms, predict the lowest energy triplet state to arise from a high-spin Fe0 center, and not 
from one-electron reductions of the Fe-Fe manifold and the IMes ligand. 
 Capon et al. published a synthetic and electrochemical study of an apically 
substituted N-heterocyclic carbene complex of the form, (μ-
S(CH2)3S)[Fe(CO)3][Fe(CO)2(LMe)], (LMe = 1,3-bis(methyl)imidazol-2-ylidene).309  
Their complex undergoes one-electron reduction at −1.66 V vs NHE in CH3CN. Their 
finding of a single one-electron reduction for the bis-methyl carbene is consistent with 
our computation on the small model of the IMes ligand. 
 From previous electrochemical results on the mono-phosphine complex, 1-PTA, 
we proposed an ECCE mechanism for H2 production by 1-PTA in the presence of the 
weak acid, HOAc.196  For 1-IMes, however, it is more likely that a two-electron 
reduction (one electron at the Fe-Fe center and one electron on the IMes ligand) precede 
protonation at iron to yield an [HFeFe]1– moiety.  A second protonation and internal 
electron transfer from the reduced IMes ligand to the iron center results in the release of 
dihydrogen and regeneration of the FeIFeI starting material.  Overall the electrochemical 
process is described as an EECC mechanism.  A similar mechanism was proposed for H2 
production by cofacial bisorganometallic diruthenium and diosmium porphyrins.310  
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Conclusion 
 In summary, the use of the IMes ligand permits the uptake of two electrons at the 
same reduction potential, resulting in a change in mechanism from that observed for the 
closely related mono-phosphine and mono-carbene complexes. DFT calculations suggest 
that this difference in mechanism arises from the involvement of the IMes ligand as an 
electroactive participant.  By analogy to the [FeFe]H2ase site, the electroactive IMes 
ligand may serve as a model for the electroactive 4Fe4S cluster.  
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CHAPTER VII  
 
DE NOVO DESIGN OF SYNTHETIC  DI-IRON(I) COMPLEXES AS 
STRUCTURAL MODELS OF THE REDUCED FORM OF  
IRON-IRON HYDROGENASE* 
Introduction  
 Hydrogenase enzymes are used by many microorganisms in nature to facilitate 
the reversible oxidation of dihydrogen to protons and electrons, H2 ↔ 2H+ +                 
2e–.124,173,273  The structurally-characterized hydrogenase enzymes can be broadly 
divided into [NiFe]127,128,311,312 and [FeFe]130,131 hydrogenases based on the metal content 
of their active sites.  In nature, the [NiFe] enzymes generally function as hydrogen 
oxidation catalysts, while the [FeFe] enzymes generally catalyze the production of 
dihydrogen.   
 These enzymes are of considerable interest because of their potential uses in 
biotechnological applications.313  A major drawback is the fact the organisms that 
produce hydrogenase enzymes are generally anaerobic extremophiles that require high 
temperatures, high pressures, and the exclusion of oxygen to live.  The [NiFe] enzymes 
are generally considered more thermally and O2 stable than the [FeFe] enzymes, and 
therefore potentially more suitable to act large-scale bio-catalysts for H2 oxidation and 
H+ reduction.  On the other hand, the synthesis of small molecule analogues of the 
[FeFe] enzyme active site, has proven to be more straightforward due to limited direct
                                                 
* Reprinted with permission from "De Novo Design of Synthetic Di-Iron(I) Complexes as Structural 
Models of the Reduced Form of Iron-Iron Hydrogenase" by Tye, J. W.; Darensbourg, M. Y.; Hall, M. B. 
Inorg. Chem. 2006, 45, 1552–1559. Copyright 2006 by American Chemical Society. 
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 involvement of the protein in the enzyme active site and its resemblance to the 
previously known organometallic complex (μ-S(CH2)3S)[Fe(CO)3]2.248   
 Darensbourg, Pickett, Rauchfuss, and their respective coworkers have 
synthesized simple dinuclear iron complexes that have structural, spectroscopic, and 
functional properties similar to the active site of [FeFe]H2ase.  Darensbourg and 
coworkers have examined the ability of formally FeIFeI complexes (synthetic analogues 
of the reduced form, known as Hred) to function as solution electrocatalysts for H2 
production in the presence of acid.194,195  Pickett and coworkers presented infrared 
spectral data for the formation of a short lived FeIIFeI species derived from the oxidation 
of the FeIFeI complex [Fe2{MeSCH2C(Me)(CH2S)2}(CN)2(CO)4]2–.189  The resulting 
FeIIFeI complex contains a bridging CO ligand as evidenced by infrared spectroscopy, 
and the ν(CO) and ν(CN) values of this complex are very similar to those observed for 
the Hox form of the active site of [FeFe]H2ase.170,172,173  Rauchfuss and coworkers have 
synthesized a series of FeIIFeII complexes that contain bridging CO ligands, and serve as 
models of the Hoxair form of the enzyme active site.293     
 The FeIFeI complexes synthesized to date require much harsher conditions than 
those employed in the enzymatic catalysis in order to afford proton reduction.  Direct 
electrochemistry performed on the [FeFe]H2ase enzyme from Megasphaera elsdenii 
shows that this enzyme catalyzes H2 production at pH 7 and at a mild overpotential of 
−0.421 ± 0.010 V vs. SHE (SHE  =  standard hydrogen electrode).314  In general, these 
complexes require reduction to the FeIFe0 or Fe0Fe0 formal oxidation state to produce 
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H2, while the enzyme apparently utilizes the FeIFeI formal oxidation state.  In addition, 
the FeIFeI complexes synthesized to date require either strong acids (i. e. tolunesulfonic 
acid) and moderate overpotentials (≈ −1.0 to –1.2 V vs. SHE)196-199,294 or weak acids (i.e. 
acetic acid) and even more negative overpotentials (≈ −1.3 to −1.9 V vs. SHE) to 
produce H2. 194,195 
 The FeIFeI complexes, synthesized to date, also fail to mimic the precise 
orientation of the diatomic ligands about the Fe2S2 core (Figure VII-1) that is observed 
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Figure VII-1.  A comparison between the putative FeIFeI form (Hred) of the active site of 
[FeFe]H2ase from Desulfovibrio desulfuricans (left) and closely related synthetic FeIFeI 
complexes (right).  The major structural difference is the placement of a CO ligand on 
the left-most iron in each complex (known as the distal iron in the enzyme). 
 
in the reduced form of the enzyme.172  It may be that this unique orientation of the 
diatomic ligands about the distal iron of the active site of [FeFe]H2ase promotes H+ 
acceptance.  This unique structure may be due to a combination of the electronic effect 
of ligands bonded directly to the iron centers and specific interactions between the first 
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and second coordination spheres (such as hydrogen bonds between the cyanide nitrogens 
and the remainder of the protein).  The precise placement and orientation of hydrogen 
bond donors observed in the protein is difficult to reproduce with small synthetic 
analogues. As an alternative strategy, changes to the primary coordination sphere of the 
synthetic compounds may be able to compensate for the lack of specific interactions 
provided by the protein. 
 Here, we use computational chemistry to design viable FeIFeI complexes that 
more closely resemble the structure of the active site of [FeFe]H2ase.  Specifically, we 
determine modifications of S-to-S linker and donor ligands that act to stabilize a 
structure similar to that observed in the molecular structure of the enzyme active site.  In 
this text, we will refer to structures in which one of the CO ligands resides in the area 
“between” the two iron centers, structures which more closely resemble the enzyme 
active site, as rotated structures  and structures where the Fe(CO)2L units roughly 
eclipse one another with no ligand in the area “between” the two iron centers, as in all 
FeIFeI complexes synthesized to date, as unrotated structures.  Thus, we are trying to 
predict designs for abiotic, FeIFeI complexes with this observed biological structural 
feature.  Previous computational work in this area has focused on the catalytic 
mechanism for H+ reduction/H2 oxidation, 207-211 the nature of  the S-to-S linker in the 
enzyme active site,206 the electronic structure and reactivity of synthetic analogues of the 
[FeFe]H2ase active site,193,196,263,293,315-317 and factors that influence the active site 
structure.298 
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Computational Details  
 All DFT calculations were performed using a hybrid functional [the three-
parameter exchange functional of Becke (B3)235 and the correlation functional of Lee, 
Yang, and Parr (LYP)236] (B3LYP) as implemented in Gaussian 03318.  The iron, 
phosphorus, and sulfur atoms use the effective core potential and associated basis set of 
Hay and Wadt (LANL2DZ)253,254.  For iron, the two outermost p functions were replaced 
by re-optimized 4p functions as suggested by Couty and Hall.255  For sulfur and 
phosphorus, the basis set was augmented by the d polarization function of Höllwarth et 
al.256.  The carbon and hydrogen atoms of the dithiolate and bis-thiolate ligands, and the 
hydrogen atoms of the PH3 ligand use Dunning's double zeta basis (D95)258,269.  The CO 
and CN– ligands, and the BHx (x = 1,2), NHx (x = 1,2), OHx (x = 0, 1) components of the 
dithiolate bridges use Dunning's correlation-consistent polarized valence double zeta 
basis set (cc-pVDZ)257.  Unless otherwise noted, all geometries are fully optimized and 
confirmed as minima or n-order saddle points by analytical frequency calculations at the 
same level. 
Results and Discussion 
Fundamental Properties of (μ-SR)2[Fe(CO)3]2 
 Knowledge of the different conformational isomers observed for the                           
(μ-SRS)[Fe(CO)3]2 and (μ-SR)2[Fe(CO)3]2 complexes is important to the following 
discussion.  For the S-to-S linked complexes such as (μ-SCH2CH(R)CH2S)[Fe(CO)3]2 
there are two conformations which differ in the orientation of the R group. These 
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orientations will be labeled as the up and down orientations as shown in Figure VII-2(a). 
For the (μ-SR)2[Fe(CO)3]2 complexes, three conformational isomers are possible, which 
differ in the orientation of the carbon atom α to the thiolate sulfur.  These isomeric 
forms will be labeled as anti, syn, and syn' as shown in Figure VII-2(b).  For 
monosubstituted complexes such as (μ-SRS)[Fe(CO)3][Fe(CO)2(PH3)], there are two 
PH3 positional isomers.  These PH3 positional isomers will be labeled as apical and 
basal isomers as shown in Figure 2(c).  In general, all of these isomeric forms have 
similar energies, and readily interconvert at and below room temperature. 
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Electronic effect in (μ-SC(R)C(R)S)[Fe(CO)3]2 
 In order to determine how the electronic characteristics of the dithiolate linker 
might affect the energy difference between the most stable rotated form and most stable 
unrotated form, the rotated and unrotated forms of a series of complexes, (μ-
SC(R)C(R)S)[Fe(CO)3]2  (R = CF3, F, H, or CH3) were geometry-optimized.  The 
computed energy differences (Scheme VII-1) show no correlation to the electron 
donating ability of the R group as measured by its Hammett constant319 and are very 
similar for the series (ΔG = 14.3-15.3 kcal mol–1).  The ethylenedithiolate framework 
was chosen for the S-to-S linker because it directs the steric bulk of the R groups away 
from the Fe(CO)3 rotors, allowing one to determine the way in which the energy 
difference between the most stable rotated form and most stable unrotated form is 
affected by electronic character of the S-to-S linker by minimizing competing steric 
effects.  The energy difference between the most stable rotated form and most stable 
unrotated form is shown to be invariant to the electron donating or accepting nature of 
the S-to-S linker. 
Linked versus non-linked sulfurs  
 In order to determine how the electronic characteristics of the non S-to-S linked 
bis-thiolate affect the energy difference between the most stable rotated form and most 
stable unrotated form, complexes of the form, (μ-SR)2[Fe(CO)3]2 (R = CH3, H, or F), 
complexes were geometry optimized.  Although the nature of the R group has a large 
effect on the relative energies of the anti, syn, and syn′ isomers, the energy difference 
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between the most stable rotated structure and most stable unrotated structure is similar 
for all of these complexes (Scheme VII-2).  Therefore, the energy difference between the 
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most stable rotated form and most stable unrotated form for non-S-to-S linked 
complexes of the type (μ-SR)2[Fe(CO)3]2 are also unrelated to the electron-donating or 
accepting ability of the R group. 
 It is useful to compare the isomeric forms of non-linked (μ-SCH3)2[Fe(CO)3]2, 
with the closely related S-to-S linked (μ-S(CH2)2S)[Fe(CO)3]2 complex.  The (μ-
S(CH2)2S)[Fe(CO)3]2 complex has a computed energy difference between the most 
stable rotated form and most stable unrotated form of 14.7 kcal mol–1.  The difference 
between the most stable rotated form and most stable unrotated form is 13.1 kcal mol−1 
for (μ-SCH3)2[Fe(CO)3]2.  Therefore, the non-linked complexes lead to a small relative 
stabilization of the rotated structures with respect to the unrotated structures.  
S(CH2)xS linkers (x = 2, 3, 4, or 5) 
 In order determine the role of the length of the dithiolate linker in the 
stabilization or destabilization of the rotated structure, the rotated and unrotated forms of 
a series of complexes (μ-S(CH2)xS)[Fe(CO)3]2 (x = 2−5; Scheme VII-3) were geometry 
optimized.  For the x = 3 complex and certain conformations of the dithiolate linker for 
the x = 4 and x = 5 complexes, the two Fe(CO)3 rotors are inequivalent.  The energy 
difference between the most stable rotated form and most stable unrotated form for the 
less hindered end of the molecule (the Fe(CO)3 unit furthest from the central methylene 
unit(s) of the dithiolate linker) are very similar to one another for x = 3−5 species and to 
that of the x = 2 species.  The energy difference between the most stable rotated form 
and most stable unrotated form of the more hindered end of the molecule (the Fe(CO)3 
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unit nearest to the central methylene unit(s) of the dithiolate linker) is shown to be 
directly related to the length of the S-to-S linker.  Increasing the length of the S-to-S 
linker leads to an increased steric repulsion between the nearby apical CO ligand and the 
central methylene unit(s) of the S-to-S linker in the unrotated structure.  This steric 
repulsion is alleviated by rotation of  the Fe(CO)3 unit, leading to a lower relative energy 
for the rotated structures.  In addition, the longer S-to-S linkers may also allow the 
formation of a stabilizing agostic interaction between the hydrogen atoms of the bridge 
and the "open  site"  present on the iron center in the rotated structures.  The longer S-to-
S linker alone lowers the energy difference between the most stable rotated form and 
most stable unrotated form from 14.7 kcal mol−1 for the x = 2 complex down to 7.4 kcal 
mol−1 for x = 5 complex.  
 The replacement of one or more of the hydrogen atoms of S-to-S linker by larger 
alkyl groups should further destabilize the apical ligands of the unrotated forms. The x = 
3 linker provides the best framework for the addition of steric bulk.  Figure VII-3 
compares the geometry optimized structures for x = 3 and x = 5 complexes.  For the x = 
3 complex, either orientation of the central methylene unit of the S-to-S linker places it 
near one of the apical CO ligands.  The substitution of the central hydrogen atoms of the 
x = 3 by larger groups will result in destabilization of the apical CO of the unrotated 
form.  The situation for the x = 5 complex is quite different.  While certain 
conformations of the x = 5 complex direct the central methylene groups of the bridge 
toward the apical CO, low energy transition states convert these structures into other low 
energy structures which direct the steric bulk away from the apical CO.  For the x = 5 
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linker, the steric interaction with the apical ligands can be easily relieved by reorienting 
the S-to-S linker.  Therefore, the x = 4 (not shown in Figure VII-3) and x = 5 linker 
provide a poor framework for forcing a strong interaction with the apical CO ligand.   
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SCH2CH(R)CH2S linkers 
 In order determine the role of the steric bulk of the S-to-S linker in the 
stabilization or destabilization of the rotated structure, the rotated and unrotated forms of 
a series of complexes, (μ-SCH2CH(R)CH2S)[Fe(CO)3]2 were geometry-optimized.  Two 
conformations are possible for the S-to-S linker in complexes of this form (Scheme VII-
4).  The “down” conformation directs the R group down and toward one of the Fe(CO)3  
 
x = 3
x = 5  
Figure VII-3.  DFT-optimized structures for the (μ-S(CH2)xS)[Fe(CO)3]2 series for x = 
3,5.  Either orientation of the x = 3 bridge places the central methylene unit near one of 
the apical CO ligands.  While some orientations of the x = 5 bridge places the central 
methylene units near one of the apical CO ligands, other structures, which are computed 
to have comparable energies, orient the central methylene groups away from either 
apical CO ligand.   
                                  
                                   
  
164
 
                        Scheme VII-4 
O
O
OC O
O
O
Fe
S
Fe
S C
CC
C C
R
OC
O
C
O
O O
O
Fe
 
Fe
 
C
C
C
 C
S
S
R
R = H
R = Me
R = t-Bu
0.0
0.0
0.0
12.2
9.4
7.4
 
 
units, while the “up” conformation directs the R group up and away from the Fe(CO)3 
units.  For the down orientation of the R group, the energy difference between the most 
stable rotated form and most stable unrotated form decreases as the steric bulk of the R 
group increases. Surprisingly, even the sterically demanding tert-butyl group does not 
force the rotated structure to be lower in energy.  Instead, the Fe(CO)3 unit tips away 
from the tert-butyl group to ease this interaction.  The energy difference between the 
most stable rotated form and most stable unrotated form is nearly invariant to the nature 
of the R group for the up orientation of the R group.  
SCH2XCH2S linkers 
 The identity of the central atom(s) of 3-atom dithiolate linkers of the form, 
SCH2XCH2S (X = CH2, NHdown, or O) has very little effect on the energy difference 
between the most stable rotated form and most stable unrotated form (as shown in 
Scheme VII-5). (We were unable to optimize a structure in which the NH hydrogen was 
oriented up.  Multiple attempts at the geometry optimization an NHup species resulted in 
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optimization of the NHdown species.  This phenomenon has been observed and discussed 
previously.263) The 3-atom bridge directs the central atom(s) of the bridge away from the 
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apical ligands in the unrotated structures and away from the iron center in the rotated 
structures.  The rigid structure of these bridges limits the central atom(s) ability to 
destabilize the unrotated structures and/or to stabilize the rotated structures.  The energy 
differences between the rotated and unrotated structures of the X = CH2 and X = NHdown 
species are slightly smaller than that of the X = O species, because the hydrogen atom of 
the central X = CH2 and X = NH species destabilizes the apical CO of the unrotated 
structures. 
S(CH2)2X(CH2)2S  linkers 
 The identity of the central atom(s) of dithiolate linkers of the form, 
S(CH2)2X(CH2)2S (X  =  BH, CH2, NH, or O) has a dramatic effect on the energy 
difference between the most stable rotated form and most stable unrotated form (as 
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shown in Scheme VII-6).  The 5-atom bridge allows the central atom(s) of the bridge to 
interact strongly with the apical CO in the unrotated structures and/or the iron center in 
the rotated structures.  The X = CH2 and X = O complexes give similar results. The 
lowest energy structures 2a-CH2 and 2a-O place the central CH2 or O close to one of 
the apical CO ligands.  Related structures in which the central CH2 or O (2b-CH2 and 
2b-O) is oriented away from the apical CO and the C2 symmetric structures (2c-CH2 
and 2c-O) are slightly less stable.  The most stable rotated structures  (2d-CH2 and 2d-
O) have short Fe-X distances and μ-CO, but are still 7.4-7.8 kcal mol−1 less stable than 
2a. The 2d-CH2 and 2d-O complexes are shown by vibrational analysis (frequency 
calculations) to be minima on the B3LYP potential energy surface. 
 The X = BH complex has the largest energy difference between the most stable 
rotated structure and most stable unrotated structure for this series of 5-atom S-to-S 
linked complexes (10.9 kcal mol–1).  As with the other species the most stable rotated 
structure is 2d-BH, which has a bridging CO ligand and a short Fe-B distance, but in 
contrast to the other species the most stable structural isomer of the unrotated form is 2b-
BH. 
 For X = NH the most stable structure, 2d-NH, corresponds to the one which has 
a short Fe-N distance and a bridging CO ligand. This structure represents a minima on 
the potential energy surface as indicated by vibrational analysis. This result is markedly 
different from those found for the X = BH, CH2 or O.  The  2a-NH complex is nearly 
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isoenergetic with this species.  The energies of the other relevant species are given in 
Scheme VII-6.  
SCH2CH(X)CH2S linkers – pendant functionalities 
 The nature of the pendant group attached to the central atom of the 3-carbon S-
to-S linker has a dramatic effect on difference in energy between the rotated and 
unrotated structures (as shown in Scheme VII-7).  For X = BH2 and X = CH3, the energy 
differences are 7.2 and 9.4 kcal mol-1.  Pendant NH2 and OH groups give energies of 3.9 
and 11.7 kcal mol-1 for the rotated, μ-CO structures relative to the energies of the 
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respective unrotated structures.  Vibrational analysis shows that the rotated, μ-CO 
structures for X = NH2 and X = OH correspond to minima on the B3LYP potential 
energy surface.   
Ligand effects - monosubstituted complexes  
 We316 and others298 have discussed the role of the donor strength of non-CO 
ligands in stabilizing structures of small molecule analogues that resemble those of the 
enzyme active site.  We found that Fe(CO)3 rotation in (μ-S(CH2)3S)[Fe(CO)3]2 induces 
the transfer of electron density from the unrotated Fe(CO)3 unit to the rotated Fe(CO)3 
unit.  In this context, the replacement of CO by a better donor ligand, L, facilitates the 
rotation of the Fe(CO)3 unit and hinders the rotation of the Fe(CO)2L unit.  The 
replacement of CO by a poorer donor ligand than CO, L', facilitates the rotation of the 
Fe(CO)2L' unit and hinders the rotation of the adjacent Fe(CO)3 unit. 
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Oxidized and reduced species 
 The frontier molecule orbitals of the (μ-S(CH2)2S)[Fe(CO)3]2 complex are the 
HOMO, which is primarily Fe-Fe bonding in nature, and the LUMO which is primarily 
Fe-Fe antibonding in nature.  The addition or removal of one electron from this complex 
will reduce the Fe-Fe bond order from 1 to ½, and therefore weaken the Fe-Fe bond.  
 Since the rotation of the an Fe(CO)3 unit of (μ-S(CH2)2S)[Fe(CO)3]2 requires 
breaking the Fe-Fe bond, the energy difference between the most stable rotated form and 
most stable unrotated form is lowered by the addition or removal of electrons from (μ-
S(CH2)2S)[Fe(CO)3]2.  The neutral (μ-S(CH2)2S)[Fe(CO)3]2 complex has a computed 
energy difference between the most stable rotated form and most stable unrotated form 
of 14.7 kcal mol–1.  The rotated structures of the one-electron reduced complex, [(μ-
S(CH2)2S)[Fe(CO)3]2]1–, and one-electron oxidized complex, [(μ-
S(CH2)2S)[Fe(CO)3]2]1+ are, respectively, 8.0 and 1.4 kcal mol–1 less stable than the 
unrotated structures.  For the two-electron oxidized complex, [(μ-
S(CH2)2S)[Fe(CO)3]2]2+, the rotated structure is 8.8 kcal mol–1 more stable than the 
unrotated structure.  These results are not unexpected since Pickett, Rauchfuss, and their 
respective coworkers have synthesized FeIIFeII and FeIIFeI complexes, which contain 
bridging CO ligands.189,293  
Additivity - ligand effects - disubstituted complexes  
 A series of bis-PH3 complexes of the forms (μ-S(CH2)2S) [Fe(CO)2(PH3)]2 and 
(μ-S(CH2)2S)[Fe(CO)3][Fe(CO)(PH3)2] and their respective Fe(CO)3 Fe(CO)2(PH3), and 
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Fe(CO)(PH3)2 rotated structures are given in Scheme VII-8.  For the symmetrically 
substituted bis-PH3 complexes of the form (μ-S(CH2)2S) [Fe(CO)2(PH3)]2, the most 
stable rotated structure lies at 14.1 kcal mol-1 relative to the most stable unrotated 
structure.   This value is larger than the energy difference between the most stable 
rotated form and most stable unrotated form for mono-PH3 complexes, (μ-
S(CH2)2S)[Fe(CO)3][Fe(CO)2(PH3)], (12.6 kcal mol-1) and comparable to the value of 
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14.7 kcal mol–1 computed for all-CO complex (μ-S(CH2)2S)[Fe(CO)3]2, due to the 
symmetric substitution pattern of the PH3 ligands.  For the asymmetrically substituted 
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bis-PH3 complexes of the form (μ-S(CH2)2S) [Fe(CO)3][Fe(CO)(PH3)2] complexes, the 
most stable rotated structure lies at 9.4 kcal mol–1 relative to the most stable unrotated 
structure.  The difference is these structural isomers lies in the substitution pattern.  In 
the mono-PH3 complex, the transfer of electron density from the [Fe(CO)2(PH3)] unit 
stabilizes rotation of the adjacent Fe(CO)3 unit.  The substitution of one of the CO 
ligands of the Fe(CO)2(PH3) unit to yield the asymmetrically substituted (μ-
S(CH2)2S)[Fe(CO)3][Fe(CO)(PH3)2]2 complexes, lowers the relative energy of the 
Fe(CO)3 rotated structures relative to the unrotated structures by further facilitating the 
transfer of electron density from the Fe(CO)(PH3)2 unit into the adjacent Fe(CO)3 unit. 
Symmetrical substitution of the PH3 ligand stifles the transfer of electron density 
between the two iron centers.  
Additivity – the combination of ligand and linker effects 
 With the exception of oxidation or reduction, the most stabilizing modifications 
for the FeIFeI complexes were the addition of an borane or amine functionality, the 
addition of a tertiary butyl group to the central methylene unit of the propanedithiolate 
linker, and the substitution of the CO ligand by a better donor ligand, L, to yield 
asymmetric complexes of the forms (μ-SRS)[Fe(CO)3][Fe(CO)2L] and (μ-
SRS)[Fe(CO)3][Fe(CO)L2].  
 The replacement of CO by better donor ligands and the amine functionalized 
bridges are incompatible for the stabilization of the rotated form.   The amine-
functionalized bridge lowers the relative energy of the rotated structures by donating 
  
172
 
electron density to stabilize the “open site” created upon the Fe center by Fe(CO)3 
rotation.  A good donor ligand, L,  also lowers the relative energy of the rotated 
structures by making the unrotated Fe(CO)2L unit a better electron donor to the rotated 
Fe(CO)3 unit (Figure VII-4(a)).  When both the amine functionalized bridge and a good  
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Figure VII-4.  The combination of effects.  In (a)–(c), the CN– ligand stabilizes the 
rotated structure by the making the unrotated Fe(CO)2(CN) unit a better donor to the 
rotated Fe(CO)3 unit.  In (a) the amine nitrogen atom competes with the Fe(CO)2(CN) 
unit to donate into the rotated Fe(CO)3 unit.  In (b), the borane makes the Fe(CO)3 unit a 
better electron density acceptor.  In (c), the unrotated form is destabilized by the 
interaction with the tertiary butyl group.   
 
donor ligand are present in the same complex, they compete for donation into the rotated 
Fe(CO)3 unit.  For the all-CO complex (μ-S(CH2)2NH(CH2)2S)[Fe(CO)3]2, the most 
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stable rotated structure and most stable unrotated structure are isoenergetic.  The most 
stable rotated structure and most stable unrotated structure remain isoenergetic for the 
mono-cyanide complex, [(μ-S(CH2)2NH(CH2)2S)[Fe(CO)3][Fe(CO)2(CN)]]1–.  The 
replacement of one CO ligand of (μ-S(CH2)2NH(CH2)2S)[Fe(CO)3]2 by CN– therefore 
imparts no additional stabilization to the amine-stabilized rotated structures.   
 The replacement of CO by better donor ligands and the borane functionalized 
bridges are compatible for the stabilization of the rotated form.   The borane-
functionalized bridge lowers the relative energy of the rotated structures by making the 
rotated Fe(CO)3 unit a better electron acceptor (Figure VII-4(b)).  A good donor ligand, 
L,  lowers the relative energy of the rotated structures by making the unrotated Fe(CO)2L 
unit a better electron donor to the rotated Fe(CO)3 unit.  When both the borane 
functionalized bridge and a good donor ligand are present in the same complex, they 
cooperate to facilitate the transfer of electron density from the unrotated Fe(CO)2L unit 
into the rotated Fe(CO)3 unit. The energy difference between the most stable rotated 
form and most stable unrotated form is 10.9 kcal mol–1 for the all-CO complex (μ-
S(CH2)2BH(CH2)2S)[Fe(CO)3]2.  The energy difference between the most stable rotated 
form and most stable unrotated form is 2.4 kcal mol–1 for the mono-cyanide complex, 
[(μ-S(CH2)2BH(CH2)2S) [Fe(CO)3][Fe(CO)2(CN)]]1–.  The replacement of one CO 
ligand of (μ-S(CH2)2BH(CH2)2S)[Fe(CO)3]2 by CN– therefore imparts additional 
stabilization to the borane-stabilized rotated structures. 
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 The replacement of CO by better donor ligands and addition of steric bulk to the 
propanedithiolate framework are compatible for the stabilization of the rotated form. The 
addition of steric bulk to the propanedithiolate bridge destabilizes the unrotated forms by 
forcing a strong steric repulsion between the bridge and the apical ligands of the 
unrotated structures.  A good donor ligand, L,  stabilizes the rotated structures by making 
the unrotated Fe(CO)2L unit a better electron donor to the rotated Fe(CO)3 unit.  These 
two factors work together to lower the relative energy of the rotated structures with 
respect  to the unrotated structures (Figure VII-4(c)).  The energy difference between the 
rotated and unrotated structures for the down orientation of the tert-butyl group of the 
all-CO complex (μ-SCH2C(t-Bu)HCH2S)[Fe(CO)3]2 is 7.4 kcal mol–1.  The replacement 
of one CO ligand by CN– to yield the monocyanide complex, [(μ-SCH2C(t-
Bu)HCH2S)[Fe(CO)3][Fe(CO)2(CN)]]1–, lowers this value to 1.9 kcal mol–1. 
Conclusions 
 In order for a synthetic complex with the rotated structure to be isolated 
experimentally, at least one conformation of the rotated form must be more stable than 
the most stable conformation of the unrotated form.  For this reason, all conformations 
of a given dithiolate bridge, anti, syn, and syn′ orientations of bis-thiolates, and all 
possible orientations of the ligands must be considered.  The (μ-
SCH2CH(CH3)CH2S)[Fe(CO)3]2 complex, 1, provides an illustrative example:  The 
down orientation of the methyl group of the S-to-S linker of complex 1 leads to a small 
energy difference between the most stable rotated form and most stable unrotated form 
(ΔG = 9.4 kcal mol–1) for the Fe(CO)3 unit nearest to the methyl group.  Complex 1,  
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however, can rearrange to the lower energy structure 1′ in which the methyl group is 
oriented up and away from the Fe(CO)3 units via a low energy transition state which 
exchanges the axial and equatorial equatorial groups of the FeS2C3 ring (viz. the 
exchange of axial and equatorial hydrogens in cyclohexane).  The up orientation of the 
methyl group leads to energy difference between the most stable rotated form and most 
stable unrotated form of 12.1 kcal mol–1 for rotation of the Fe(CO)3 unit nearest to the 
central methylene hydrogen of complex 1′.  The 2,2-dimethyl-propane-1,3-dithiolate 
bridge would be more appropriate for generating a stable rotated structure 
experimentally, since either conformation of this bridge leads to steric repulsion with an 
apical ligand. 
 The combination of a sterically demanding dithiolate bridge and asymmetric 
substitution of strong donor ligands is the most viable method of making better synthetic 
di-iron complexes that will serve as both structural and functional models of active site 
of [FeFe]H2ase.  The amine and borane functionalized complexes stabilize the rotated 
form, but potentially block the site of H+ acceptance on the selfsame iron center. 
 There are sufficient synthetic precedents for the ready synthesis of the preceding 
complexes or derivatives thereof.  Rauchfuss184,263 , Sun and Äkermark199,320 , and their 
respective coworkers have reported the synthesis of a whole range of sterically 
demanding tertiary amine functionalized dithiolate bridges based on the (μ-
SCH2N(R)CH2S) framework and their conversion into the corresponding ammonium 
salts of the form (μ-SCH2N+(R)2CH2S).  Darensbourg,181,195 Pickett,193,187 
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Rauchfuss181,321 and their respective coworkers have reported the synthesis of 
asymmetrically substituted complexes.   Our study suggests that the combination of 
these features into one synthetic complex will generate a better structural and functional 
model of the active site of [FeFe]H2ase. 
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CHAPTER VIII  
 
 
CONCLUSIONS 
 
 The frontier in iron-iron hydrogenase model chemistry is the development of 
functional synthetic models of the enzyme active site into working catalysts for 
dihydrogen uptake and production. Computational chemistry provides a necessary link 
between the enzyme active site and inorganic/organometallic synthetic analogs.  This 
dissertation describes research projects that have focused on the computation of viable 
reaction pathways for isotopic scrambling of D2/H2O and D2/H2 mixtures using dinuclear 
FeIIFeII complexes as catalysts, the reaction of FeIFeI complexes with electrophiles, the 
calculation of infrared spectra for CO- and CN- containing di-iron complexes and the 
role of asymmetry in creating a flexible coordination sphere about iron in FeIFeI 
complexes which serve as solution electrocatalysts for H2 production.   
 Bis-phosphine substituted di-iron dithiolate hydride complexes of the form [(μ-
H)(μ-SRS)[Fe(CO)2(PMe3)]2]1+ (R = CH2CH2, CH2CH2CH2, CH2(C6H4)CH2) have been 
shown experimentally to catalyze isotopic exchange in H2/D2 and D2/H2O mixtures 
under continuous exposure to sunlight.  Density Functional Theory (DFT) calculations 
are described in Chapter III that suggest reasonable mechanistic explanations for the 
experimentally observed H/D exchange reactivity of these FeIIFeII functional model 
complexes. A combination of experimental and computational data suggests that the 
singular role of sunlight is CO ligand labilization to create an open site on the di-iron 
catalyst for D2 binding.  The calculations suggest that a reasonable path for D2/H2O 
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scrambling involves deprotonation of iron-bound η2-D2 by a water cluster, (H2O)n, to 
generate a bridging hydride, terminal deuteride species.  This complex may then 
reductively eliminate HD to generate a η2-HD bound FeIFeI complex.  The Fe-Fe bond 
may then be protonated by D+ from [D(H2O)n]1+ to afford D2/μ-H exchange.   
 These results have an important implication for the development of H2 uptake 
catalysts.  While the cleavage of H2 is generally believed to occur from the FeIFeII or 
more oxidized form of the [FeFe]H2ase active site, these computational results suggest 
that the formally FeIFeI bis-phosphine complexes may be able to catalyze H-H bond 
cleavage subsequent to CO loss (as shown in Scheme VIII-1).  1H- or 2H-NMR spectra 
should be useful to examine the ability of these complexes to catalyze isotopic exchange 
of D2/H2O mixtures.  These results show that simple dithiolate-bridged di-iron 
complexes in low oxidation states are capable of binding and activating dihydrogen.  As 
these FeIFeI complexes are also starting points for electrocatalysis of H2 production, the 
intermediates suggested by the H2 activation analysis are expected to be appropriate to 
H2 production mechanisms.  This raises the point of whether the electrocatalysis might 
benefit from coordinative unsaturation, i. e., photolysis coupled with electrolysis. 
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 The dithiolate-bridged dinuclear iron complex, (μ-SCH2CH2S)[Fe(CO)2(PMe3)]2, 
has been shown experimentally to react with the electrophilic species, H+ and Et+ (Et+ = 
CH3CH2+) with differing regioselectivity; H+ reacts to form a 3c-2e– FeII-H-FeII bond, 
while Et+ reacts to form a new C-S bond, creating a bridging thioether and leaving the 
iron oxidation states as FeIFeI.  In Chapter IV, DFT calculations are described that 
examine the reaction of these two electrophilic species using the computational model 
(μ-SCH2CH2S)[Fe(CO)2(PH3)]2.  In agreement with the experimental results, 
protonation of the Fe-Fe bond density is found to yield a much more stable complex than 
protonation of a bridging sulfur atom, while alkylation of a sulfur atom of the bridging 
thiolate is found to yield a much more stable complex than alkylation of an iron center.  
Additional computations show that a mononuclear iron(II) complex with an Fe-E bond 
(E = H or Et) is significantly more stable than its constitutional isomer with iron(0) and 
an S-E bond.  The instability of a bridging ethyl complex is attributed to the inability of 
the ethyl group, in contrast to a hydride, to form a stable 3c-2e– bond with the two iron 
centers.  Nevertheless these dinuclear iron(II) complexes can form a third bridge with an 
additional μ-SR, accounted for by the excellent bridging ability of the electron-rich 
thiolate. 
 One of the forefront areas in the study of synthetic models of iron-iron 
hydrogenase active site is the study of the electrochemistry and electrocatalytic 
mechanisms for proton reduction catalyzed by these complexes.  Since these complexes 
contain CO ligands, they often can be conveniently monitored by in situ infrared 
  
180
 
spectroscopic monitoring (IR spectroelectrochemistry).  Gas-phase density functional 
theory calculations are described in Chapter V that are used to predict the solution-phase 
infrared spectra for a series of well-characterized CO and CN-containing di-iron 
complexes. These results show that simple linear scaling of the computed C-O and C-N 
stretching frequencies yields accurate predictions of the experimentally determined 
ν(CO) and ν(CN) values for a set of related complexes. The 0.9526 scaling factor (i. e. 
νobserved = 0.9526νcomputed) correlation is used to assign structures to spectroscopically-
observed species. This methodology may be used to discriminate between a series of 
structural candidates for species that have been observed by IR spectroscopy, but not 
structurally characterized.  One should exercise caution in the use of this scaling factor 
for systems that are very different that those in the training set.  The basis set used to 
describe the CX ligands is the most important determinant since different basis sets can 
lead to significant changes in the computed C-X distance and ν(CX) stretching 
frequencies.    
  Simple synthetic di-iron dithiolate complexes provide good models of the 
composition of the active site of the iron-iron hydrogenase enzymes. However, the 
formally FeIFeI complexes synthesized to date fail to reproduce the precise orientation of 
the diatomic ligands about the iron centers that is observed in the molecular structure of 
the reduced form of the enzyme active site. This structural difference is often used to 
explain the fact that the synthetic di-iron complexes are generally poor catalysts when 
compared to the enzyme.  Our assumption is that rotation of one of the Fe(CO)2L units 
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computations to generate a structure more like the enzyme active site creates an electron-
rich "open site" on that iron center, making it a better acceptor for protons in the 
proton/electron coupling process (as shown for rotation of one Fe(CO)3 unit of (μ-
SCH2CH2CH2S)[Fe(CO)3]2 in Scheme VIII-2). 
 
                               Scheme VIII-2 
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 The differing ability of the (μ-pdt)[Fe(CO)3][Fe(CO)2L] and (μ-
pdt)[Fe(CO)3][Fe(CO)2L'] complexes (where L' is a better electron donor than L) to 
stabilize the μ-CO transition states is best understood beginning with an analysis of the 
electronic structure and properties of (μ-pdt)[Fe(CO)3]2, and {(μ-pdt)(μ-
CO)[Fe(CO)2][Fe(CO)3]}‡.  The effects of substitution of CO on the Fe(CO)3 units by a 
better donor can then be gauged. 
 Population analysis by the Natural Bonding Orbital (NBO) method shows that 
rotation of one Fe(CO)3 unit leads to the transfer of charge from the unrotated Fe(CO)3 
to the rotated Fe(CO)3 unit.  The NBO method yields charges of –0.340 and –0.354 for 
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the iron atoms of (μ-pdt)[Fe(CO)3]2 and total charges of +0.034 and +0.018 when the Fe, 
C, and O charges are summed for each of the Fe(CO)3 units.  A similar analysis of the 
NBO results for rotated structure gives charges of –0.313 and –0.346 for the iron atoms 
and –0.054 and +0.149 for the rotated and unrotated Fe(CO)3 units, respectively.  In 
other words, the rotated Fe(CO)3 gains 0.088 electrons and the unrotated unit loses 0.131 
electrons.   
 The metric data from the geometry-optimized structures of unrotated and rotated 
are in agreement with the NBO assigned charges.  The NBO charge analysis predicts 
that M (dπ) → CO (π*) should increase for the rotated Fe(CO)3 unit and decrease for the 
unrotated Fe(CO)3 unit as electrons are transferred from the unrotated to the rotated 
Fe(CO)3 unit.  The expected shortening of the Fe-C bonds and lengthening of C-O bonds 
of the rotated Fe(CO)3 unit and the concomitant lengthening Fe-C bonds and shortening 
of the C-O bonds of the unrotated Fe(CO)3 unit are observed in the optimized structures. 
 The assignment of the NBO charges of {(μ-CO)(μ-pdt)[Fe(CO)2][Fe(CO)3]}‡ 
shows the (μ-CO)Fe(CO)2 unit to be an electron acceptor and the unrotated Fe(CO)3 unit 
to be an electron donor.  The substitution of one CO of the unrotated Fe(CO)3 unit by a 
better donor ligand would make the resulting Fe(CO)2(L) unit a better donor to the (μ-
CO)Fe(CO)2 unit, and this would stabilize the transition state species.  Conversely, the 
substitution of one CO of the (μ-CO)Fe(CO)2 unit by  better donor ligand would raise 
the relative energy of the this species by making it a poorer electron acceptor. 
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 The analysis of the molecular orbitals and computed charges demonstrated the 
chameleon-like nature of the electronic structure of these di-iron complexes. Scheme 
VIII-3 highlights four possible ways of describing of the electronic structure of the 
         
       Scheme VIII-3  
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rotated form of (μ-pdt)[Fe(CO)3]2.  In the first structure, a normal covalent bond is 
drawn between the two iron centers.  In the second structure, the Fe-Fe bond is polarized 
toward the leftmost iron so that the complex is simplistically, in terms of oxidation 
states, described as Fe0FeII rather than FeIFeI. This type of electronic structure should be 
stabilized by the attaching an electron-acceptor to the leftmost iron center.  In the third 
structure, the Fe-Fe bond is polarized toward rightmost iron so that the complex is 
simplistically described as FeIIFe0 rather than FeIFeI. This type of electronic structure 
should be stabilized by the attaching an electron-donor to the leftmost iron center.  In the 
last structure, the Fe-Fe bond is polarized toward rightmost iron but the rightmost iron is 
donating into the "bridging CO" ligand. As shown in Chapter VII, the attachment of 
either an electron donor or electron acceptor to rotated Fe(CO)3 unit lowers its energy 
relative to the unrotated form. 
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 DFT computations were used to examine how the nature of L in a series of 
mono-substituted complexes of the form {(μ-SRS)[Fe(CO)3][Fe(CO)2L]}n− affects the 
energy difference between the rotated and unrotated forms of a series of di-iron 
complexes.  The computed energy differences for rotation of the Fe(CO)3 and Fe(CO)2L 
units are shown to be directly related to the donor strength of L.  As the donor strength 
of L is increased, the energy difference for Fe(CO)3 rotation decreases and the energy 
difference for Fe(CO)2L rotation increases.  Analysis of the calculated atomic charges 
and molecular orbitals shows that rotation of the Fe(CO)3 unit leads to transfer of 
electron density from the unrotated Fe(CO)2L unit to the rotated Fe(CO)3 unit (similar to 
that shown in Scheme VIII-2). 
 Since the N-heterocyclic carbenes are among the strongest neutral donor ligands, 
one of them was chosen for the synthesis of an asymmetrically substituted model 
complex.  The sterically-encumbered and commercially-available 1,3-bis(2,4,6-
trimethylphenyl)-imidazol-2-ylidene (IMes) ligand was reacted with (μ-
SCH2CH2CH2S)[Fe(CO)3]2 in order to generate a monosubstituted complex, (μ-
SCH2CH2CH2S)[Fe(CO)3][Fe(CO)2(IMes)] (as described in Chapter VI).  This complex, 
whose X-ray structure displays an apical carbene, shows an unexpected two-electron 
reduction to be involved in its electrocatalytic dihydrogen production. Density functional 
calculations showed, in addition to a one-electron Fe-Fe reduction, that the 
arylsubstituted N-heterocyclic carbene can accept a second electron more readily than 
the Fe-Fe manifold. (N. B., the methyl-substituted NHC does not follow this pathway). 
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The juxtaposition of these two one-electron reductions resembles the [FeFe]H2ase active 
site with an FeFe di-iron unit joined to the electroactive 4Fe4S cluster.  It suggests that 
the attachment of electroactive ligands should facilitate electrocatalysts. 
 In Chapter VII, density functional theory computations are used for the rational 
design of synthetic complexes as structural models of the reduced form of the enzyme 
active site. These computations suggest several possible synthetic targets. The synthesis 
of complexes containing five-atom S-to-S linkers of the form S(CH2)2X(CH2)2S (X = 
CH2, NH, or O) or pendant functionalities attached to the three-carbon framework is one 
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method. The complex given in Scheme VIII-4 is computed to be one of the best 
candidates.  Another approach is the synthesis of asymmetrically substituted complexes, 
in which one iron center has strongly electron donating ligands and the adjacent iron 
center has strongly electron accepting ligands. The combination of a sterically 
demanding S-to-S linker and asymmetric substitution of the CO ligands is predicted to 
be a particularly effective synthetic target.  Two potential synthetic targets that 
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incorporate strong donor ligands and a sterically-demanding S-to-S linker are given in 
Scheme VIII-5. 
               
                Scheme VIII-5 
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 The complexes proposed in Scheme VIII-6 are expected to be better catalysts for 
H2 production that the unrotated di-iron dithiolate complexes.  The protonation of the 
unrotated FeIFeI complex requires strong acids, and the resulting bridging hydride resists 
protonation even by the strongest acids.  In other words, protonation of the unrotated 
FeIFeI complex results in a bridging hydride ligand that is thermodynamically and 
kinetically a very poor base.   Protonation of one of the Fe(CO)3 centers of the 
complexes given in Scheme VIII-5, however, should result in the production of a 
terminal hydride ligand.  In general, terminal hydride ligands are much more basic 
(thermodynamically and kinetically) than the analogous bridging hydrides. 
 A mechanism for H2 production using one of these proposed di-iron catalysts is 
given in Scheme VIII-6.  In the first step, the FeIFeI complex is protonated by an acid to
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yield an FeIIFeII terminal hydride ligand.  In the second step, the hydride ligand is 
protonated to yield an η2-H2 ligand bound to the FeIIFeII complex.  This complex will 
then undergo two one-electron reductions to release H2 and regenerate the FeIFeI starting 
complex.  One might expect the reverse of this process to proceed with possibly greater 
facility.  
 In the simplest sense, the electrocatalytic production of dihydrogen requires 
getting two protons and two electrons onto the catalyst.  The total energy that is required 
to yield this doubly-protonated, doubly reduced species is a constant given by eq VIII-1, 
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1prodH 2
ΔΔΔ ++=     (VIII-1) 
where ΔpKa1 and ΔpKa2 are the differences in the pKa of the single and doubly 
protonated catalyst and that of the acid that is used as the proton source.  This relation 
shows the interdependence of the reduction potential and the pKa of the acid used as a 
proton source.  In laymen's terms, this can be stated as follows:  As the catalyst is 
protonated, its increasing positive charge will make it easier to reduce, and as the 
catalyst is reduced the increasing negative charge will make it more basic.  In other 
words, in the limit of a very strong acid, the catalyst should be protonated and relatively 
easy to reduce, and highly reduced species should be basic and relatively easy to 
protonate.     
 The solvent will have a major influence on the reduction potential and the 
strength of acid required to protonate the catalyst.  Polar, protic solvents such as water 
will lower the reduction potential of a neutral molecule by stabilizing the anionic 
product.  Likewise, these solvents will promote protonation of the catalyst by stabilizing 
the cationic, protonated form.    
 The Darensbourg group has investigated the effects of added water on the 
electrochemistry of complexes of the forms, (μ-pdt)[Fe(CO)3][Fe(CO)2(PTA)] and (μ-
pdt)[Fe(CO)2(PTA)]2.195  In these investigations, they have found that the addition of 
water to acetonitrile solutions of these complexes leads to a positive shift in the 
reduction potential. These complexes were found to serve as solution electrocatalysts for 
H2 production from the weak acid, HOAc.  
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 The (μ-pdt)[Fe(CO)3][Fe(CO)2(PTA)] and (μ-pdt)[Fe(CO)2(PTA)]2 complexes 
are soluble in acetonitrile:water mixtures up to 1:3 by volume, but are insoluble in pure 
water.  To my knowledge, the only totally water-soluble iron-iron hydrogenase model 
complex sythesized to date is the [NEt4]2[(μ-pdt)[Fe(CO)2(CN)]2].182  The [NEt4]2[(μ-
pdt)[Fe(CO)2(CN)]2] complex, however, does not function as a solution electrocatalyst 
for H2 production in water over the pH range 8.4-4.0. 
 Recently, I have synthesized a series of hydroxy-functionalized di-iron 
complexes that when converted to the PTA derivatives are totally soluble in water. The 
(μ-SCH2CH2OH)2[Fe(CO)3]2 starting complex is not totally soluble in water, but is 
soluble and stable in alcohols and alcohol/water mixtures. Reaction of the (μ-
SCH2CH2OH)2[Fe(CO)3]2 complex with the PTA ligand yield the bis-substituted 
complex of the form (μ-SCH2CH2OH)2[Fe(CO)2(PTA)]2.  This complex  is more soluble 
in water than in organic solvent such as acetonitrile. 
 Cyclic voltammetry of (μ-SCH2CH2OH)2[Fe(CO)3]2 and (μ-SCH2CH2OH)2 
[Fe(CO)2(PTA)]2 in CH3CN is also very similar to (μ-SCH2CH3)2[Fe(CO)3]2 and (μ-
SCH2CH3)2[Fe(CO)2(PMe3)]2 analogues. In water, the reduction (μ-SCH2CH2OH)2 
[Fe(CO)2(PTA)]2 is not observed within the solvent window.  In other words, the 
reduction of (μ-SCH2CH2OH)2[Fe(CO)2(PTA)]2 occurs at a potential more negative than 
the reduction of water.  However, the addition of acetic acid leads to an increase in the 
peak potential near –1.14 V vs methyl viologen.  This increase is much less dramatic in 
the absence of the di-iron catalyst.  These results are consistent with the (μ-
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SCH2CH2OH)2[Fe(CO)2(PTA)]2 acting as an electrocatalyst for H2 production. The 
value of the reduction potential shows that this particular complex only offers a small 
improvement on the uncatalyzed reduction of water. 
 Simple dithiolate bridged di-iron complexes can act as functional models of the 
[FeFe]H2ase enzyme albeit under harsher conditions.  Hydride-bridged FeIIFeII 
complexes are shown to bind and activate dihydrogen, but require continuous photolysis 
in order to remain catalytically active.  The FeIFeI complexes are shown to catalyze the 
reduction of protons to produce dihydrogen, but require either strong acids or high 
reduction potentials to do so.  Therefore, an important goal of future work is the design 
of new di-iron catalysts that function under less harsh conditions.  For the dihydrogen-
binding FeIIFeII complexes, this process entails stabilization of an "open site" on one of 
the iron centers to obviate the need for continuous photolysis.  This stabilization may 
entail site isolation or the synthesis of a complex with a very labile ligand coordinated to 
one of the iron centers. A prerequisite for the design of FeIFeI complexes as better 
catalysts for proton reduction is a better understanding of the catalytic mechanism.  The 
use of computed infrared spectra for possible catalytic intermediates in this process, as 
described in Chapter VI, may aid in the elucidation of this mechanism. 
 While we and others have been diligently working on the development of small-
molecule analogues of the hydrogenase enzyme active sites as functional catalysts for H2 
uptake and H2 production, other workers have been searching for more robust enzymes 
to use directly as catalysts.  In 2002, Armstrong, Albracht and coworkers reported that 
graphite electrodes that had been coated with a [NiFe] hydrogenase enzyme derived 
  
191
 
from Allochromatium vinosum performed as well as platinum for the oxidation of 
dihydrogen.322  An attractive feature of this hydrogenase enzyme-modified electrode as 
compared with a platinum electrode is that, when exposed to CO, the former quickly 
regain catalytic activity once the CO gas is removed. Unfortunately, this [NiFe] 
hydrogenase enzyme, derived from Allochromatium vinosum, reacts with dioxygen to 
generate an "overoxidized", catalytically inactive form of the enzyme, which does not 
immediately regain catalytic activity once the O2 gas is removed.  The reactivation of 
this enzyme is possible, but requires an extended period.  More recently, Armstrong, 
Friedrich, and coworkers examined the reaction of a [NiFe] hydrogenase enzyme 
derived from the aerobic bacterium Ralstonia eutropha.323  They found that enzyme-
modified electrodes derived from this enzyme are capable of oxidizing H2 in the 
presence of large concentrations of CO.  This enzyme is inhibited by  the addition of O2, 
but immediately regains function when the O2 gas is removed. Such impressive 
discoveries suggest the synergy between biology, experimental chemistry, and 
computational chemistry should continue to provide a fertile research area, with results 
of potential use to mankind. 
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