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Abstract
We study how the solution of the two-dimensional Dirichlet boundary problem
for smooth simply connected domains depends upon variations of the data of the
problem. We show that the Hadamard formula for the variation of the Dirichlet
Green function under deformations of the domain reveals an integrable structure.
The independent variables corresponding to the infinite set of commuting flows are
identified with harmonic moments of the domain. The solution to the Dirichlet
boundary problem is expressed through the tau-function of the dispersionless Toda
hierarchy. We also discuss a degenerate case of the Dirichlet problem on the plane
with a gap. In this case the tau-function is identical to the partition function of
the planar large N limit of the Hermitean one-matrix model.
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1 Introduction
The subject of the Dirichlet boundary problem in two dimensions [1] is a harmonic
function in a domain of the complex plane bounded by a closed curve with a given value
on the boundary and continuous up to the boundary. The question we address in this
paper is how the harmonic function in the bulk varies under a small deformation of the
the shape of the domain.
Remarkably, this standard problem of complex analysis possesses an integrable struc-
ture [2, 3] which we intend to clarify further in this paper. It is described by a particular
solution of an integrable hierarchy of partial differential equations known in the litera-
ture as dispersionless Toda (dToda) hierarchy. Moreover, related integrable hierarchies
arise in the context of 2D topological theories and just the same solution to the dToda
hierarchy emerges in the study of 2D quantum gravity [4, 5] (we do not elaborate these
relations in this paper).
Let D be a simply connected domain in the complex plane bounded by a smooth
simple curve γ. The Dirichlet problem is to find a harmonic function u(z) in D such that
it is continuous up to the boundary and equals a given function u0(z) on the boundary.
The problem has a unique solution written in terms of the Green function G(z1, z2) of
the Dirichlet boundary problem:
u(z) = −
1
2π
∮
γ
u0(ξ)∂nG(z, ξ)|dξ| , (1.1)
where ∂n is the normal derivative on the boundary with respect to the second variable,
and the normal vector ~n always looks inside the domain, where the Dirichlet problem is
posed. Equivalently, the solution is represented as u(z) =
1
πi
∮
∂D
u0(ξ)∂ξG(z, ξ)dξ, where
∂D is understood as γ run anticlockwise with respect to the domain.
The main object to study is, therefore, the Dirichlet Green function. It is uniquely
determined by the following properties [1]:
(G1) The function G(z1, z2) − log |z1 − z2| is symmetric, bounded and harmonic every-
where in D in both arguments;
(G2) G(z1, z2) = 0 if any one of the variables belongs to the boundary.
The definition implies that G(z1, z2) is real and negative in D. The Green function can
be written explicitly through a conformal map of the domain D onto some “reference”
domain for which the Green function is known. A convenient choice is the unit disk. Let
f(z) be any bijective conformal map of D onto the unit disk (or its complement), then
G(z1, z2) = log
∣∣∣∣∣ f(z1)− f(z2)f(z1)f(z2)− 1
∣∣∣∣∣ , (1.2)
where bar means complex conjugation. Such a map exists by virtue of the Riemann
mapping theorem [1].
It thus suffices to study variations of the conformal map f(z) under deformations of
the boundary. This problem was discussed in [2, 3], where it was shown that evolution
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of the conformal map under changing harmonic moments of the domain is given by the
dToda integrable hierarchy1. The study of the Dirichlet problem approaches this subject
from another angle.
Our starting point is the Hadamard variational formula [7]. It gives variation of the
Green function under small deformations of the domain in terms of the Green function
itself:
δG(z1, z2) =
1
2π
∮
γ
∂nG(z1, ξ)∂nG(z2, ξ)δh(ξ)|dξ|. (1.3)
Here δh(ξ) is the thickness between the curve γ and the deformed curve, counted along
the normal vector at the point ξ ∈ γ. We show that already this remarkable formula
reflects all integrable properties of the Dirichlet problem.
A smooth closed curve γ (for simplicity, we may assume it to be analytic in order
to have an easy sufficient justification of some arguments below) divides the complex
plane into two parts having the common boundary: a compact interior domain Dint,
and an exterior domain Dext containing∞. Correspondingly, one recognizes interior and
exterior Dirichlet problems. The main contents of the paper is common for both of them.
To stress this, we try to keep the notation uniform calling the domain simply D. We
will show that (logarithms of) the tau-functions, introduced in [2, 3] and further studied
in [8], for the interior and exterior problems are related to each other by a Legendre
transform.
The exterior Dirichlet problem makes sense when the interior domain degenerates into
a segment (a plane with a gap). We will show that in this case a deformation problem is
described by the dispersionless limit of the Toda chain hierarchy and discuss its relation
to the planar limit of the Hermitean matrix model.
2 Deformations of the boundary
LetD be a simply-connected domain in the extended complex plane bounded by a smooth
simple curve γ. Consider a basis ψk(z), k ≥ 1, of holomorphic functions in D such that
ψk(z0) = 0 for some point z0 ∈ D. We call z0 the normalization point. The basis is
assumed to be fixed and independent of the domain. For example, in case of the interior
problem one may assume, without loss of generality, that the origin is in D and set
z0 = 0, ψk(z) = z
k/k, while a natural choice for the exterior problem is z0 = ∞ and
ψk(z) = z
−k/k. Throughout the paper, these bases for interior and exterior problems are
refered to as natural ones.
Let tk be moments of the domain D defined with respect to the basis ψk:
tk = κ
1
π
∫
D
ψk(z) d
2z , k = 1, 2, . . . (2.1)
where κ = ± for the interior (exterior) problem. We also assume that the functions ψk
for domains containing ∞ are integrable, or the integrals are properly regularized (see
below). Besides, we denote by t0 the area (divided by π) of the domain D in case of the
1A relation between conformal maps (of slit domains) and special solutions to some integrable equa-
tions of hydrodynamic type was earlier observed by Gibbons and Tsarev [6].
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interior problem and that of the complementary (compact) domain in case of the exterior
problem:
t0 =


1
π
∫
D
d2z for compact domains
1
π
∫
C\D
d2z for non-compact domains
Let us note that the moments (except for t0) are in general complex. We call the quantities
tk, t¯k and t0 harmonic moments of the domain D. The Stokes formula represents the
harmonic moments as contour integrals
tk =
1
2πi
∮
γ
ψk(z)z¯dz , k = 0, 1, 2, . . .
(where it is set ψ0(z) = 1) providing, in particular, a regularization of possibly divergent
integrals (2.1) in case of the exterior problem. Throughout the paper the contour in
∮
γ
is run in anticlockwise direction both for interior and exterior problems.
The basic fact of the theory of deformations of closed analytic curves is that the (in
general complex) moments tk supplemented by the real variable t0 form a set of local
coordinates in the space of smooth closed curves [9] (see also [10]). This means that
under any small deformation of the domain the set {t0, t1, . . .} is subject to a small
change and vice versa. More precisely, let γ(t) be a family of curves such that ∂ttk = 0
in some neighborhood of t = 0, then all the curves γ(t) coincide with γ = γ(0) in this
neighborhood.
The family of differential operators
∇(z) = ∂t0 +
∑
k≥1
(
ψk(z)∂tk + ψk(z)∂t¯k
)
(2.2)
span the complexified tangent space to the space of curves. They are invariant under
change of variables in the following sense: let t˜k be harmonic moments defined with
respect to another basis, ψ˜k, of holomorphic functions in D; then ∇˜(z) = ∇(z). Note
that ∇(z0) = ∂t0 since ψk(z0) = 0. The operator ∇(z) has a clear geometrical meaning
described below.
Let us consider a special deformation of the domain obtained by adding to it an
infinitesimal smooth bump (of an arbitrary form) with area ǫ located at the point ξ ∈ γ.
Our convention is that ǫ > 0 if the bump looks outside the domain in which the Dirichlet
problem is posed, as is shown in Fig. 1.
Let A be any functional of a domain that depends on the harmonic moments only.
The variation of such a functional in the leading order in ǫ, is given by
δǫ(ξ)A = κ
ǫ
π
∇(ξ)A , ξ ∈ γ, (2.3)
Indeed, combining δA = ∂t0Aδt0 +
∑
k≥1
(∂tkAδtk + ∂t¯kAδt¯k) and
δtk = κ
1
π
∫
bump
ψk(z)d
2z = κ
ǫ
π
ψk(ξ)
4
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Figure 1: Action of the operator ∇(ξ) in the case of interior Dint (left) and exterior Dext
(right) domains. In our convention bump always looks outside the (interior or exterior)
domain.
we obtain (2.3). So, the result of the action of the operator ∇(ξ) with ξ ∈ γ on A is
proportional to the variation of the functional under attaching a bump at the point ξ.
To put it differently, we can say that the boundary value of the function ∇(z)A is given
by the l.h.s. of (2.3). For functionals A such that the series ∇(z)A converges everywhere
in D up to the boundary, this remark gives a usable method to find the function ∇(z)A
everywhere in the domain. This function is harmonic in D with the boundary value
determined from (2.3). It is given by (1.1):
ǫ
π
∇(z)A = κ
1
2π
∮
γ
|dξ|∂nG(z, ξ)δǫ(ξ)A. (2.4)
This gives the result of the action of the operator ∇(z), when the argument is anywhere
in D.
For example, given any regular function f in a domain containing the interior domain
D, set Af =
∫
D f(z)d
2z. We have: δǫ(ξ)Af =
ǫ
π
∇(ξ)Af = ǫf(ξ), ξ ∈ γ. If the function f
is harmonic in D, then ∇(z)Af = πf(z) for any z ∈ D.
The subject of the deformation theory of the Dirichlet boundary problem is to com-
pute ∇(z)G(z1, z2) through the conformal map or the Green function of the original
domain. In the next section, we do this using the Hadamard variational formula.
3 Hadamard variational formula and dispersionless
integrable hierarchy
3.1 The Hadamard integrability condition
Variation of the Green function under small deformations of the domain is known due to
Hadamard [7], see eq. (1.3). Being specified to the particular case of attaching a bump
of the area ǫ, it reads:
δǫ(ξ)G(z1, z2) = −
ǫ
2π
∂nG(z1, ξ)∂nG(z2, ξ), ξ ∈ γ. (3.1)
To find how the Green function changes under a variation of the harmonic moments,
we use (2.4) to employ the harmonic continuation procedure explained in the previous
5
section. The harmonic function in D with a boundary value given by the Hadamard
formula is
∇(z3)G(z1, z2) = κ
1
4π
∮
γ
∂nG(z1, ξ)∂nG(z2, ξ)∂nG(z3, ξ)|dξ| (3.2)
It is obvious from the r.h.s. of (3.2) that the result of the action of the operator ∇(z)
on the Green function is harmonic and symmetric in all three arguments, i.e.,
∇(z3)G(z1, z2) = ∇(z1)G(z2, z3). (3.3)
This is our basic relation. It has the form of integrability condition. In the rest of the
paper we will draw consequences of this symmetry and underlying algebraic structures.
Note also that despite the Green function vanishes on the boundary, its derivative (the
l.h.s. of eq. (3.3)) with respect to the deformation of the domain does not.
The basic equation (3.3) is a compressed form of an integrable hierarchy. To unfold
it, let us separate holomorphic and antiholomorphic parts of this equation.
Let E be the exterior to the unit disk. Given a point a ∈ D, consider a bijective
conformal map fa : D → E such that fa(a) =∞. The Dirichlet Green function then is
G(a, z) = − log |fa(z)|. (3.4)
Under a proper normalization of the map the integrability condition (3.3) becomes holo-
morphic:
∇(b) log fa(z) = ∇(a) log fb(z) (3.5)
for all a, b, z ∈ D.
The following normalization will be convenient: the overall phase is chozen to be
argfa (z0) = π− arg (z0− a) if a 6= z0, where z0 ∈ D is the normalization point. If a = z0
we set lim
z→z0
(
(z − z0)
2f ′(z)
)
to be real and negative. Under these conditions
fa(z) =
(
(a¯− z¯0) f(a)
(a− z0) f(a)
)1/2
f(z)f(a)− 1
f(a)− f(z)
(3.6)
(for a, z0 6=∞). In the vicinity of the point a (a 6=∞)
fa(z) = e
iω(a,z0)
ra
z−a
(
1 +
∑
k≥1
pk(a)(z−a)
k
)
, (3.7)
where the real constant ra is called conformal radius of the domain [11] with respect to
the point a, and ω is a phase determined from the normalization condition. In particular,
they read ω(z0, z0) = 0. Similarly, the map fa(z) can be defined in the case when either
a or z0 lies at infinity.
To verify (3.5), we note that the holomorphic function ∇(b) log fa(z)−∇(a) log fb(z)
is also antiholomorphic (in z) by virtue of (3.3), and thus must be a constant. Setting
z = z0 we find that the latter is zero:
∇(b) log |fa(z0)| − ∇(a) log |fb(z0)|+
+ i∇(b) arg fa(z0)− i∇(a) arg fb(z0) = 0
(the first line vanishes due to (3.3), the second one vanishes because the normalization
does not depend on the shape of the domain).
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3.2 Harmonic moments as commuting flows
Equation (3.5) suggests to treat log fa(z) as a generating function of commuting flows
with respect to spectral parameter a. The expansion
log fa(z) = H0(z) +
∑
k≥1
(
ψk(a)Hk(z)− ψk(a) H˜k(z)
)
(3.8)
defines generators Hk, H˜k of the commuting flows. Clearly, H0(z) = log f(z). It implies
evolution equations for f(z),
∂ log f(z)
∂tk
=
∂Hk(z)
∂t0
,
∂ log f(z)
∂t¯k
= −
∂H˜k(z)
∂t0
and integrability conditions:
∂Hk(z)
∂tj
=
∂Hj(z)
∂tk
,
∂H˜k(z)
∂t¯j
=
∂H˜j(z)
∂t¯k
,
∂Hk(z)
∂t¯j
= −
∂H˜j(z)
∂tk
. (3.9)
The real part of (3.8) vanishes on the boundary (as it is the Dirichlet Green function),
therefore, the boundary values of H˜k and Hk are complex conjugated:
H˜k(z) = Hk(z) , z ∈ γ. (3.10)
The structure of integrable hierarchy becomes explicit if instead of functions of z one
passes to functions of its image w under the map fz0 : w = fz0(z) ≡ f(z).
Using the chain rule, one can write
∇(a) log fb(z) = ∇(a) log fb(z(w))
∣∣∣
w
+ (∇(a) log f(z))w∂w log fb.
In the last term we observe that ∇(a) log f(z) = ∂t0 log fa(z) (using (3.5) at b = z0).
Subtracting the same equality with a, b interchanged, we come to equation of the zero-
curvature type:
∇(a) log fb −∇(b) log fa − {log fa, log fb} = 0,
where the Poisson brackets are defined as {f, g} ≡ w
∂f
∂w
∂g
∂t0
− w
∂g
∂w
∂f
∂t0
and tk-derivatives
are taken now at fixed w.
Let z(w) be the map inverse to w = f(z). Equation (3.5) at b = z0, being rewritten
for the inverse map, has the form of a one-parametric family of evolution equations of
the Lax type labeled by the spectral parameter a. They are
∇(a)z(w) = {log fa(z(w)), z(w)}. (3.11)
We refer to them as to deformation equations. The zero-curvature conditions ensure
that these equations are consistent, i.e. flows with different values of spectral parameter
commute.
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The integrability conditions (3.9) in the new variable acquire the form of the zero-
curvature equations
∂tjHi(w)− ∂tiHj(w) + {Hi(w), Hj(w)} = 0,
∂t¯j H˜i(w)− ∂t¯iH˜j(w) + {H˜j(w), H˜i(w)} = 0,
∂tj H˜i(w) + ∂t¯iHj(w) + {H˜i(w), Hj(w)} = 0.
(3.12)
From (3.6) it is easy to see that Hk are polynomials in w while H˜k are polynomials in
w−1. Furthermore, for any basis such that ψk(z) = O( (z−z0)
k ) these polynomials are
of degree k. In other words, the generators are meromorphic functions on the Riemann
sphere with two marked points at w = 0 and w = ∞. This is a particular case of the
universal Whitham hierarchy [12], known as dispersionless Toda lattice. In [13], it is
proved that the full set of zero-curvature conditions (3.12), together with the polynomial
structure of the generators, already imply existence of the Lax function and Lax-Sato
equations.
For a particular choice of the basis, the Lax function can be expressed through the
inverse conformal map. Consider the interior problem, set z0 = 0 ∈ D and fix the basis
of holomorphic functions in D to be the natural one: ψk(z) = z
k/k. From (3.7) and
(3.8) it follows that H˜k are holomorphic in D while Hk are meromorphic with the k-th
order pole at 0 so that Hk = z
−k +O(1) as z → 0. Combining these properties with the
polynomial structure of the generators as functions of w, and taking into account (3.10),
one gets
Hk =
(
z−k(w)
)
>0
+
1
2
(
z−k(w)
)
0
,
H˜k =
(
z¯−k(w−1)
)
<0
+
1
2
(
z¯−k(w−1)
)
0
,
(3.13)
where z(w) is the map inverse to f(z) and z¯(w) = z(w¯) is its Schwarz double. The sym-
bols (f(w))>0, (f(w))<0 mean truncated Laurent series, where only terms with strictly
positive (negative) powers of w are kept, while (f(w))0 is the free term (w
0) of the
series. The free terms in (3.13) are found with the help of an easily proved identity
log
w(z)
z
=
∑
k≥1
1
k
(z−k(w))0z
k valid for any series of the form w(z) = z + w1z
2 + . . . .
Similar formulas hold for the exterior problem with the choice z0 =∞, ψk(z) = z
−k/k.
3.3 Deformation equations and dispersionless Toda hierarchy
Expending the deformation equations (3.11) in spectral parameter we obtain the Lax
representation of the dToda hierarchy. To see this, we recall that the dToda hierarchy is
an infinite set of evolution (Lax-Sato) equations for two Lax functions
L(w) = rw +
∑
k≥0
ukw
−k,
L˜(w) = rw−1 +
∑
k≥0
u˜kw
k.
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The equations are
∂L(w)
∂tk
= {Hk(w), L(w)} ,
∂L(w)
∂t¯k
= {L(w), H˜k(w)}
and the same for L˜(w). Here the Poisson brackets with respect to w and t0 are defined
as above, and
Hk(w) =
(
Lk(w)
)
>0
+
1
2
(
Lk(w)
)
0
H˜k(w) =
(
L˜k(w)
)
<0
+
1
2
(
L˜k(w)
)
0
are generators of the flows. One may also introduceH0(w) = logw. They obey the disper-
sionless zero-curvature conditions (3.12) which express consistency of the Lax equations
and generate an infinite set of partial differential equations for coefficients of the Lax
functions.
To summarize, we have the following identification of the Lax functions with conformal
maps:
• For the interior problem (z0 = 0 with the natural basis):
L(w) =
1
z(w)
, L˜(w) =
1
z¯(w−1)
, (3.14)
where z(w) is the function inverse to w = f0(z);
• For the exterior problem (z0 =∞ with the natural basis):
L(w) = z(w) , L˜(w) = z¯(w−1) , (3.15)
where z(w) is the function inverse to w = f∞(z)
So the inverse map, z(w), and its Schwarz double, z¯(w−1), both obey the Lax equations.
Let us comment on another choice of basis. Suppose λ−1 is a local parameter at the
normalization point z0, i.e.,
λ =
1
z−z0
+ c0 + c1(z−z0) +O( (z−z0)
2) , z0 6=∞
λ = z + c0 +
c1
z
+O(z−2) , z0 =∞.
with some domain-independent coefficients cj . Assuming that λ
−1(z) is a well defined
local parameter in a domain that containsD, we choose the basis of holomorphic functions
in D to be ψk(z) = λ
−k(z)/k. This results in a linear change of times with the help of a
triangular matrix. Repeating the above arguments, one identifies the Lax function with
λ(z): L(w) = λ(z(w)). This Lax function provides a solution to an equivalent hierarchy
in the sense of [14].
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3.4 String equations
A customary way to fix a solution to a dispersionless hierarchy is to impose an additional
constraint on the Lax functions (sometimes called string equation [15]). We are going to
show that not only the deformation equations but the string equation, too, is an easy
consequence of the Hadamard formula and our basic relation (3.3).
By r = rz0 denote the conformal radius of the curve γ with respect to the normaliza-
tion point z0. Let us calculate δǫ(ξ) log r in two different ways. The first one is to use the
Hadamard formula (3.1) when both arguments tend to the normalization point:
δǫ(ξ) log r =
2ǫ
π
|∂ξG(z0, ξ)|
2 =
ǫ
2π
|∂ξf(ξ)|
2
(recall that |f(ξ)| = 1 for ξ ∈ γ). The second one is obtained from (3.3) in the limit
z1 → ξ ∈ γ, z2, z3 → z0:
δǫ(ξ) log r = −
ǫ
π
∂t0 log |f(ξ)| ,
where we have used (2.3). Combining the results, we obtain the relation
∂t0 log |f(z)|
2 = −|∂zf(z)|
2 , z ∈ γ.
Passing to the variable w = f(z), one rewrites this equation as
2Re
(
w
∂z(w)
∂w
∂z(w)
∂t0
)
= 1 , |w| = 1 ,
where z(w) is the inverse map, as before. Being analytically continued from the unit
circle, it reads
{z(w), z¯(w−1)} = 1.
This is the customary form of the semiclassical string equation. Similar arguments in
case of the exterior problem lead to the same equation.
For the natural basis, let us rewrite the string equation in terms of the Lax functions
L, L˜. Using the identifications (3.14) and (3.15), we have:
{L−1(w), L˜−1(w)} = −1 for the interior problem
{L(w), L˜(w)} = 1 for the exterior problem
(3.16)
So, although the string equation in terms of z(w) is the same, the interior and exterior
problems correspond to two different solutions of the same (dToda) integrable hierarchy
(cf. [16]).
4 Tau-function and dispersionless Hirota equations
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4.1 Tau-function
Symmetry relation (3.3) implies that there exists a real-valued function of harmonic
moments F (t0, t, t¯) = F (t0; t1, t2, . . . ; t¯1, t¯2, . . .) such that
G(z1, z2) = g0(z1, z2) +
1
2
∇(z1)∇(z2)F,
where the function g0 does not depend on the domain, i.e., on moments (the coefficient
1
2
is set for future convenience). Note that adding to F a quadratic form in tk, t¯k amounts
to changing the function g0 only.
From the definition of the Green function it follows that g0(z1, z2) is symmetric and
harmonic in D in both arguments with the only singularity log |z1− z2| as z1 → z2, or, in
terms of a local parameter λ−1, log |λ−1(z1)−λ
−1(z2)|. In case of the interior problem, D
can be any domain not containing the point of infinity. The function g0 must be the same
for all such domains. Therefore, singularities of g0 in the extended complex plane, other
than the logarithmic singularity at merging points, may occur only at infinity. In other
words, g0 is of the form g0(z1, z2) = log |λ
−1(z1)−λ
−1(z2)|+h0(z1, z2) where h0 is regular
and harmonic in both arguments everywhere in the complex plane but at infinity. The
function h0 is in fact a matter of definition of the tau-function. For some particular basis
we are free to choose it to be zero. Hence we obtain the following important relation:
G(z1, z2) = log |λ
−1(z1)− λ
−1(z2)|+
1
2
∇(z1)∇(z2)F , z1, z2 ∈ D (4.1)
Changing the normalization point or passing to another local parameter results in mod-
ifying the function g0. As is already pointed out, this is equivalent to adding to F a
quadratic form in times. Taking into account the remark at the end of Sec. 3.4, one
sees that this agrees with the relation between tau-functions of equivalent hierarchies
discussed in [17]. It is easy to see that in this form the relation holds true for the exterior
problem as well.
For clarity, let us specify the above equation for the natural basis. Instead of the dif-
ferential operator∇(z) defined for arbitrary basis, it is convenient to use its specialization
for the natural basis
D(z) = ∂t0 +
∑
k≥1
(
z−k
k
∂tk +
z¯−k
k
∂t¯k
)
(4.2)
so that ∇(z) = D(z) for the exterior problem and ∇(z) = D(z−1) for the interior one.
Eq. (4.1) is then rewritten in the form
G(z1, z2) =


log |z1 − z2|+
1
2
D(z−11 )D(z
−1
2 )F for the interior problem
log |z−11 − z
−1
2 |+
1
2
D(z1)D(z2)F for the exterior problem
(4.3)
The function F plays a central role in what follows. It is the tau-function of curves
discussed in [2, 3, 8]. It is a dispersionless limit of logarithm of tau-function of an
integrable hierarchy or dispersionless tau-function [12]. For brevity we refer to it simply
as tau-function. A relation between the tau-function and the Green function of the type
(4.3) has been emphasized by L.Takhtajan [10]. In sect. 5 we give a few explicit integral
representations for the tau-function.
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4.2 Conformal maps and tau-function
In this section, we use the natural basis. To unify formulas for the interior and exterior
cases, we write ψk(z) = λ
−k(z)/k, where λ(z) = z−1 for the interior problem and λ(z) = z
for the exterior one. (Correspondingly, z0 is either 0 or∞.) We also employ the notation
f(zj) = fj, λ(zj) = λj,
D(z) =
∑
k≥1
z−k
k
∂
∂tk
, D¯(z¯) =
∑
k≥1
z¯−k
k
∂
∂t¯k
, (4.4)
so that D(z) = ∂t0 +D(z) + D¯(z¯).
Representations of the conformal map through the tau-function can be obtained from
(4.3) by separating holomorphic and antiholomorphic parts in z1 and z2 of the Green
function. Holomorphic parts in both variables yield
log
f1 − f2
λ1 − λ2
= D(λ1)D(λ2)F −
1
2
∂2t0F. (4.5)
Terms holomorphic in z1 and antiholomorphic in z2 yield
log
(
1−
1
f1f2
)
= −D(λ1)D¯(λ2)F. (4.6)
Various specifications of (4.3), (4.5) and (4.6) lead to representations of the conformal
maps through the tau function. Tending, for example, z2 → z0 in (4.3) and extracting
holomorphic parts in z1, we get the following expressions for the conformal maps through
the tau-functions:
f(z) = λ(z) exp
(
−
1
2
∂2t0F − ∂t0D(λ(z))F
)
. (4.7)
The leading coefficients as z → z0 give formulas for the conformal radius:
2 log r = −κ∂2t0F (4.8)
(recall that the sign factor κ is introduced in Sec. 2 to distinguish between interior and
exterior problems). Limits z2 → z0 in (4.5), (4.6) give other representations for the
conformal maps,
f(z) = e−
1
2
∂2t0
F
(
λ(z)− ∂2t0t1F −D(λ(z))∂t1F
)
,
1
f(z)
= e−
1
2
∂2t0
FD(λ(z))∂t¯1F
(4.9)
and another representation of the conformal radius:
r−2κ = ∂2t1 t¯1F. (4.10)
These formulas agree with (4.8) provided F satisfies the dispersionless Toda equation
∂2t1 t¯1F = e
∂2t0
F . (4.11)
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In fact all coefficients of the Taylor expansion of the conformal map around the normal-
ization point can be easily read from (4.9).
Merging the points z1 and z2 in (4.5), (4.6), we get formulas for the derivative and
the modules of the conformal maps:
f ′(z) = λ′(z)eD
2(λ(z))F− 1
2
∂2t0
F
1− |f(z)|−2 = exp
(
−D(λ(z))D¯(λ(z))F
)
.
(4.12)
It is easy to see that the generators of commuting flows introduced in (3.8) are ex-
pressed through the tau-function as follows:
Hk(z) = λ
k(z)−
(1
2
∂t0 +D(λ(z))
)
∂tkF,
H˜k(z) =
(1
2
∂t0 +D(λ(z))
)
∂t¯kF,
H0(z) = log λ(z)−
(1
2
∂t0 +D(λ(z))
)
∂t0F .
As is seen from (4.3), coefficients of the Laurent series of the regular part of the Green
function are second order derivatives of the tau-function. The formula
2(z1∂z1 + z2∂z2)G(z1, z2) =
1
2πi
∮
∂D
d log fz1(z) d log fz2(z)
d log z
can be easily proved by substituting (3.4) and evaluating residues at the poles z1, z2.
The left hand side of this formula could be thought of as a dispersionless analog of the
Gelfand-Dikii resolvent. Expanding both sides in power series in z1, z2 using (4.3) and
(3.8), we obtain
∂2F
∂tn∂tm
=
1
2πi(n+m)
∮
γ
dHn dHm
d log z
, n ≥ 0, m ≥ 1
∂2F
∂tn∂t¯m
= −
1
2πi n
∮
γ
dHn dHm
d log z
, n,m ≥ 1
(in the last formula we used (3.10)).
In addition to the relations above, we point out that the tau-function provides new
representations for some classical objects of complex analysis. Consider, for example, the
Schwarz derivative S(f, z) = f
′′′(z)
f ′(z)
− 3
2
(
f ′′(z)
f ′(z)
)2
of the conformal map f . A non-singular
part of lim
ζ→z
∂z∂ζG(z, ζ) is
1
12
S(f, z), so equation (4.3), with z0 =∞ and λ(z) = z, yields [3]
S(f, z) = 6(∂zD(z))
2F.
where ∂zD(z) = −
∑
k≥1
z−k−1∂tk . The reproducing kernel [11] of the (exterior) domain D,
K(z, ζ¯) = 2∂z∂ζ¯G(z, ζ), is given by
K(z, ζ¯) = ∂zD(z)∂ζ¯D¯(ζ¯)F. (4.13)
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4.3 Dispersionless Hirota equations
The tau-function obeys an infinite set of non-linear differential equations. They can be
obtained by excluding f from the identities of the type (4.5, 4.6) by means of eq. (4.7).
Equations obtained in this way are dispersionless limits of the Hirota bilinear relations
[18] obeyed by the tau-functions of integrable hierarchies.
For example, consider eq. (4.5) for pairs of points (z1, z2), (z2, z3) and (z3, z1). Expo-
nentiating and summing the equations one gets the identity
(z1 − z2)e
D(z1)D(z2)F + (z2 − z3)e
D(z2)D(z3)F + (z3 − z1)e
D(z3)D(z1)F = 0. (4.14)
obeyed by the tau-function F for both interior and exterior problems. This is the sym-
metric form of Hirota’s equation for the dKP hierarchy. It encodes algebraic relations
between the second order derivatives of the tau-function. These relations are obtained
on expanding the Hirota equation in powers of z1, z2, z3 and comparing coefficients
2 The
operators D(z) and D¯(z¯) are defined in (4.4). Equation (4.14), as well as other Hirota
equations given below, are the same for interior and exterior problems.
More general equations obtained in a similar way include derivatives with respect to
t0 and t¯k. These are equations of the dToda hierarchy:
(z1 − z2)e
D(z1)D(z2)F = z1e
−∂t0D(z1)F − z2e
−∂t0D(z2)F , (4.15)
1− e−D(z1)D¯(z¯2)F =
1
z1z¯2
e∂t0 (∂t0+D(z1)+D¯(z¯2))F . (4.16)
Note that eq. (4.15) can be obtained from (4.14) in the formal limit z3 → 0 if to un-
derstand limz→0D(z) as −∂t0 . These equations allow one to express the second order
derivatives ∂2tmtnF , ∂
2
tm t¯n
F with m,n ≥ 1 as certain functions of the derivatives ∂2t0tkF ,
∂2t0 t¯kF . The dispersionless Toda equation (4.11) is the limit of (4.16) as z1, z2 →∞. Each
side of this equation is the squared conformal radius as one can see from (4.8, 4.10).
In the same manner one can derive other equivalent forms of the Hirota equations:
z1(z3 − z2)e
−D(z3)(D(z1)−D(z3))F − z2(z3 − z1)e
−D(z3)(D(z2)−D(z3))F =
= z3(z1 − z2)e
(D(z1)−D(z3))(D(z2)−D(z3))F ,
(4.17)
1− e−(D(z1)−D(z3))(D¯(z¯2)−D¯(z¯3))F =
= (z−11 − z
−1
3 )(z¯
−1
2 − z¯
−1
3 )e
D(z3)(D(z3)+D(z1)−D(z3)+D¯(z¯2)−D¯(z¯3))F ,
(4.18)
where the operator D(z) is defined in (4.2). Eqs. (4.17), (4.18) may be interpreted as
analogs of eqs. (4.15, 4.16) with the normalization point moved to z3, in which case
∂t0 should be substituted by D(z3). In the limit z3 → ∞ they convert into eqs. (4.15),
(4.16) respectively. In (4.18) z¯3 can be regarded as an independent formal variable, not
necessarily complex conjugate to z3. We stress that the full set of differential equations
for F obtained by expanding the Hirota equations (4.15, 4.16) or (4.17,4.18) is the same.
The special case of (4.18) z2 = z1 is worth mentioning:
1− e−(D(z)−D(ζ))(D¯(z¯)−D¯(ζ¯))F = |z−1 − ζ−1|2eD(ζ)D(z)F .
2In [19, 20], the Hirota equation for the dKP hierarchy was obtained in an equivalent but less sym-
metric form. It follows from (4.14) in the limit z3 →∞.
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Further specialization ζ → z yields
|z|4∂zD(z)∂z¯D¯(z¯)F = e
D2(z)F , (4.19)
This equation is especially remarkable. On the one hand, it looks like the dispersion-
less Toda equation (4.11) where ∂t0 , ∂t1 , ∂t¯1 are replaced by D(z), z
2∂zD(z), z¯
2∂z¯D¯(z¯)
respectively (moreover, (4.19) becomes (4.11) as z → ∞). On the other hand, (4.19) is
equivalent to the Liouville equation. Indeed, eq. (4.19) tells us that the field
χ(z) = D2(z)F − log |z|4
obeys the Liouville equation
∂z∂z¯χ = 2e
χ
for z ∈ D. (Here we imply that D contains ∞, but similar equations can be written for
the interior problem, too.) By virtue of (4.3), (4.12), the solution to this equation can
be written as follows:
χ(z) = 2 lim
z′→z
[G(z, z′)− log |z − z′|]
or
eχ(z) =
|f ′(z)|2
(|f(z)|2 − 1)2
Note that ds2 = eχdzdz¯ is the pull back of the Poincare metric with constant negative
curvature Rds2 = −2e
−χ∂z∂z¯χ = −4 in D. We also note that the Liouville field χ
equals the value of the reproducing kernel [11] of the domain D at merging points:
χ(z) = logK(z, z¯), where K(z, ζ¯) is the reproducing kernel (4.13).
4.4 Residue formulas
In this section we present formulas for third order derivatives of F . Formulas of this type
are known in the theory of dispersionless integrable hierarchies and are referred to as
residue formulas [12]. They are used, in particular, to prove the associativity equations
for tau-functions of Whitham hierarchies [21, 22, 23].
The basic relation to derive the residue formulas is (3.2). By virtue of (4.1), its left
hand side is a generating function for third order derivatives of the tau-function. Let us
first rewrite this formula in holomorphic terms. To do that we note that ∂nG(z, ξ) =
−2|∂ξG(z, ξ)| for ξ on the boundary (the vector gradG is normal to the boundary).
Further, since G vanishes on the boundary, ∂ξG(z, ξ)dξ + ∂ξ¯G(z, ξ)dξ¯ = 0. Therefore,
|∂ξGdξ| = −κi∂ξGdξ holds on the boundary. Taking all this into account, we rewrite
(3.2) as
∇(a)∇(b)∇(c)F =
4
πi
∮
γ
∂zG(a, z)∂zG(b, z)∂zG(c, z)
dzdz¯
(dz)3.
Finally, using G(a, z) = − log |fa(z)|, where fa(z) is a holomorphic functions of z (see
(3.6)), we get
∇(a)∇(b)∇(c)F = −
1
2πi
∮
γ
d log fa(z) d log fb(z) d log fc(z)
dzdz¯
.
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Let us expand the both sides in the basis ψk in each argument using (2.2), (3.8). Com-
paring the coefficients, we come to the residue formulas for third order derivatives of the
tau-function:
∂3F
∂tl∂tm∂tn
= −
1
2πi
∮
γ
dHldHm dHn
dzdz¯
, l,m, n ≥ 0,
∂3F
∂tl∂tm∂t¯n
=
1
2πi
∮
γ
dHldHm dHn
dzdz¯
, l,m ≥ 0 , n ≥ 1.
(4.20)
The formulas (4.20) were first obtained by I.Krichever [9] by other means.
5 Integral representations of the tau-function
In this section we discuss integral representations of the tau-functions and connection
between the tau-functions for the interior and exterior Dirichlet problems. We employ
the special notation Dint for the interior domain bounded by the curve γ and Dext for
the exterior one. We use the natural basis, i.e., the normalization points are 0 ∈ Dint
and ∞ ∈ Dext, and the basis functions are z
k/k and z−k/k respectively. At last, the
tau-functions are denoted as F int, F ext.
5.1 Electrostatic potentials
Let us begin with the exterior problem. Our starting point is eq. (4.3) which we rewrite
here introducing the auxiliary function (potential)
Φext(z) = D(z)F ext . (5.1)
Eq. (4.3) then reads
D(z)Φext(ξ) = 2G(z, ξ)− 2 log
∣∣∣z−1 − ξ−1∣∣∣
for both z and ξ being in Dext. (We recall that D(z) = ∂t0 +D(z)+ D¯(z¯).) This function
admits an electrostatic interpretation explained below. When one of the points reaches
the boundary, the Green function vanishes and one has
D(ξ)Φext(z) = −2 log |z−1 − ξ−1|, ξ ∈ γ.
The last formula makes sense of the variation of the function Φext under the bump
deformation of the domain (see sect. 2). According to (2.3), the variation is
δǫ(ξ)Φ
ext(z) =
2ǫ
π
log |z−1 − ξ−1|
and, therefore, one may write the integral representation
Φext(z) = −
2
π
∫
Dint
d2ζ log
∣∣∣z−1 − ζ−1∣∣∣ (5.2)
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up to a harmonic function that do not depend on shape of the domain. Adding to (5.2)
harmonic functions independent of times amounts to redefinition of the tau-function
by terms linear in times, which contribute neither to the Green functions nor to the
formulas for conformal maps (4.7), (4.9), and leave Hirota equations unchanged. We set
all such terms to vanish. In a similar way, for the interior problem we get δǫ(ξ)Φ
int(z) =
2ǫ
π
log |z − ξ| and
Φint(z) =
2
π
∫
Dext
d2ζ log |z − ζ | − c,
where the constant c is necessary for regularization of the divergent integral overDext. Let
us cut off the integral at a big circle of radius R and set c = c(R) =
2
π
∫
|ζ|<R
d2ζ log |ζ | =
R2 logR2 − R2. Then we get
Φint(z) = lim
R→∞
(
2
π
∫
Dext
d2ζ log |z − ζ | − c(R)
)
=
2
π
∫
Dext
d2ζ log |1− zζ−1| − v0, (5.3)
where we introduced
v0 =
1
π
∫
Dint
log |z|2 d2z.
Formulas (5.2), (5.3) present the potentials Φext, Φint in the form of an integral over
the complementary domain, since by definition (5.1) the functions Φext, Φint are harmonic
in Dext, Dint respectively. One may use these formulas to extend the functions Φ to the
whole complex plane. For example, (5.2) defines a function Φext which is harmonic in the
exterior domain and satisfies the Poisson equation −∂z∂z¯Φ
ext(z) = 1 − πt0δ(z) in Dint.
This function is the potential generated by a uniformly distributed charge in Dint and a
compensating point-like charge at the origin. The expansions of Φext at small and large
z read:
Φext(z) = −|z|2 + 2t0 log |z|+
∑
k>0
(textk z
k + t¯extk z¯
k) , z → 0,
Φext(z) = v0 +
∑
k>0
(tintk z
−k + t¯intk z¯
−k) , z →∞,
(5.4)
where the additional superscripts are set to distinguish between exterior and interior
moments. Under our assumptions, these series converge in Dint and Dext respectively.
The functions Φext and ∂zΦ
ext are continuous at the boundary.
5.2 Integral formulas for the tau-function
Using the same strategy, we set z in (5.1) to the boundary and interpret this formula as
a result of the bump deformation of the domain. It is easy to check that the variation of
F ext =
1
2π
∫
Dint
d2zΦext(z) = −
1
π2
∫
Dint
d2z
∫
Dint
d2ζ log
∣∣∣∣∣1z −
1
ζ
∣∣∣∣∣ (5.5)
is
δǫ(ξ)F
ext =
ǫ
2π
Φext(ξ) +
1
2π
∫
Dint
d2zδǫ(ξ)Φ
ext(z) =
=
ǫ
2π
Φext(ξ)−
ǫ
π2
∫
Dint
d2z log |z−1 − ξ−1| =
ǫ
π
Φext(ξ).
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Eq. (5.5) presents the tau-function for the exterior Dirichlet problem as a double integral
over the domain complement to the Dext [8].
Similar arguments give the tau-function of the interior problem:
F int = lim
R→∞
(
−
1
π2
∫
Dext
d2z
∫
Dext
d2ζ log |z − ζ |+ C(R)− c(R)t0
)
with c(R) as in (5.3), and
C(R) =
1
π2
∫
|z|<R
d2z
∫
|ζ|<R
d2ζ log |z − ζ | =
1
4
R4(2 logR2 − 1).
It is implied that the integral over Dext is cut off at R. Note the relation
F int + F ext =
1
π2
∫
Dint
d2z
∫
Dext
d2ζ log |1− zζ−1|2 (5.6)
In fact, the tau-functions admit other useful integral representations. Let us mention
some of them. In terms of the potential Φext, extended to the whole complex plane
as explained above, the tau-function of the exterior problem may be represented as a
(regularized) integral over the whole complex plane:
F ext = lim
ε→0
(
1
2π
∫
C\Dε
∣∣∣∂zΦext∣∣∣2 d2z + t20 log ε
)
(5.7)
where Dε is a small disk of radius ε centered at the origin. In the electrostatic interpreta-
tion, the tau-function is basically the energy of the system of charges mentioned above.
Stokes formula gives an integral representation through a contour integral:
F ext = −
1
4
t20 +
1
2π
∮
γ
Φext(z)
z¯dz − zdz¯
4i
(5.8)
Similar formulas can be written for the interior problem.
5.3 Legendre transform F int ↔ F ext
The tau-functions for the interior and exterior problems are connected by a Legendre
transform. The former is the function of the interior moments tintk and the area t0, while
the latter is the function of the exterior moments textk and the area. From (5.1) we read
that first order derivatives of the tau-function for the Dirichlet problem in Dint or Dext
with respect to the harmonic moments are (up to the factor k) harmonic moments of the
complimentary domain:
∂F int
∂tintk
= ktextk ,
∂F ext
∂textk
= ktintk (5.9)
and
∂F ext
∂t0
= −
∂F int
∂t0
= v0.
Using (5.6), we obtain the relation
F int(t0, t
int, t¯int) =
∞∑
k=1
(
k tintk t
ext
k + k t¯
int
k t¯
ext
k
)
− F ext(t0, t
ext, t¯ext).
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By virtue of (5.9), it means that the functions F int and F ext are related by Legendre
transforms with respect to all variables but t0:
F int =
∞∑
k=1
(
textk
∂F ext
∂textk
+ t¯extk
∂F ext
∂t¯extk
)
− F ext,
F ext =
∞∑
k=1
(
tintk
∂F int
∂tintk
+ t¯intk
∂F int
∂t¯intk
)
− F int.
(5.10)
5.4 Homogeneity properties of the tau-function
Expansion of the potential Φext(z) around the origin (5.4) allows one to prove another
important property of the tau-functions. Integrating both sides of it over Dint and using
(5.9), we obtain a quasihomogeneity condition for F ext. A similar condition for F int is
most easily derived from (5.10). They are:
4F int = t20 + 2t0∂t0F
int +
∑
k>0
(2 + k)(tk∂tkF
int + t¯k∂t¯kF
int),
4F ext = −t20 + 2t0∂t0F
ext +
∑
k>0
(2− k)(tk∂tkF
ext + t¯k∂t¯kF
ext).
(5.11)
These formulas reflect the scaling of moments as z → λz with real λ: textk → λ
2+ktextk ,
tintk → λ
2−ktintk . The logarithmic moment v0, under the same rescaling, exhibits a more
complicated behaviour: v0 → λ
2v0+ t0λ
2 log λ2. To get rid of the “anomaly term” t20 one
may modify the tau-function by subtracting 1
4
t20 log t
2
0.
6 Dirichlet problem on the plane with a gap
Consider the case when the domain Dint shrinks to a segment of the real axis. Then the
interior Dirichlet problem does not seem to make sense anymore but the exterior one
is still well-posed: find a bounded harmonic function in the complex plane such that it
equals a given function on the segment. The problem admits an explicit solution (see e.g.
[24]). Possible variations of the data are variation of the function on the segment and
the endpoints of the segment. Solution of this problem as well as its integrable structure
may be obtained from the formulas for a smooth domain as a result of a singular limit
when a smooth domain shrinks to the segment.
The tau-function, obtained in this way, is a partition function of the Hermitean one-
matrix model for the one-cut solution in the planar large N limit [25].
6.1 Shrinking the domain: the limiting procedure
Let us consider a family of curves γ(ε) obtained from a given curve γ by rescaling of the
y-axis as y → εy. (If the curve γ is given by an equation P (x, y) = 0, then γ(ε) is given
by P (x, y/ε) = 0.) We are interested in the limit ε → 0, γ(0) being a segment of the
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∆ y(x)
x
xa β
ρ (x)
Figure 2: A thin domain stretched along the real axis with thickness ∆y(x) shrinks into
a segment with density ρ(x).
real axis. We denote the endpoints by α, β. Let ∆y(x) be the thickness of the domain
bounded by the curve γ(ε) at the point x (see Fig. 2).
We introduce the function
ρ(x) = lim
ε→0
∆y(x)
ε
.
It is easy to see that in case of general position this function can be represented as
ρ(x) =
√
(x− α)(β − x)M(x), (6.1)
whereM(x) is a smooth function regular at the edges. So, instead of the space of contours
γ we have the space of real positive functions ρ(x) of the form (6.1) with a finite support
[α, β] (the endpoints of which are not fixed but may vary).
Let us use the first equation in (5.4) to define times as coefficients of the expansion
of the potential Φ(x) = Φext(x) generated by the thin domain with a uniform charge
density (and with a point-like charge at the origin). In the leading order in ε the rescaled
potential is
φ(x) ≡ lim
ε→0
Φ(x)
ε
= −
1
π
∫ β
α
dx′ρ(x′) log
(1
x
−
1
x′
)2
= T0 log x
2 +
∑
k≥1
Tkx
k. (6.2)
Comparing this with (5.4), we get
T0 = lim
ε→0
ε−1t0 ,
Tk = lim
ε→0
ε−1(textk + t¯
ext
k ) , k ≥ 1, k 6= 2,
T2 = lim
ε→0
ε−1(text2 + t¯
ext
2 − 1).
(6.3)
Note that T0 =
1
π
∫ β
α
ρ(x)dx but similar integral representations for other times, Tk =
2
πk
∫ β
α
ρ(x)x−kdx, which formally follow from (6.2), are ill-defined. On the other hand,
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harmonic moments of the interior behave, in the scaling limit, as tintk = εk
−1µk + O(ε
2),
where µk are well-defined moments of the function ρ on the segment:
µk =
1
π
∫ β
α
ρ(x)xkdx . (6.4)
Using integral formula (5.5), it is now straightforward to find the scaling limit of the
tau-function F ext for the exterior problem. Taking into account (6.3), we introduce the
function F cut as follows:
F ext(εt0; εt1,
1
2
+εt2, εt3, . . . ; εt¯1,
1
2
+εt¯2, εt¯3, . . . ) =
= ε2 F cut(T0; T1, T2, T3, . . .) +O(ε
3),
(6.5)
where T0 = t0, Tk = tk+ t¯k. Since the second order derivatives of F
ext are invariant under
the rescaling (6.5), the function F cut obeys the Hirota equations (4.14)–(4.16) (as F ext
does) where one has to set ∂tk = ∂t¯k = ∂Tk . The latter means that F
cut is a solution of
the reduced dToda hierarchy (see e.g. [12]). This sort of reduction is usually referred to
as dispersionless Toda chain. We conjecture that other types of reduction correspond, in
the same way, to shrinking of Dint to slit domains of a more complicated form.
An integral representation for the F cut (obtained as a limit of (5.5)) reads:
F cut = −
1
π2
∫ β
α
∫ β
α
ρ(x1)ρ(x2) log |x
−1
1 − x
−1
2 |dx1dx2
Represent this as F cut =
1
2π
∫ β
α
ρ(x)φ(x)dx =
1
2
∑
k≥0
µkTk, where µk are defined in (6.4)
and
µ0 =
1
π
∫ β
α
ρ(x) log x2dx .
It is clear from the limit of (5.9) that µk = ∂TkF
cut for k ≥ 0. Therefore, we obtain the
relation
2F cut =
∑
k≥0
Tk∂TkF
cut, (6.6)
which means that F cut is a homogeneous function of degree 2. This formula also means
that the tau-function F cut is “self-dual” under the Legendre transform with respect to
T0, T1, T2, . . .. However, the analog of the Legendre transform (5.10) we discussed in
sect. 5.3 does not include T0, so the analog of the function F
int is the function
Ecut =
∑
k≥1
Tkµk − F
cut = F cut − T0
∂F cut
∂T0
=
= −
1
π2
∫ β
α
∫ β
α
ρ(x1)ρ(x2) log |x1 − x2|dx1dx2,
which is the electrostatic energy of the segment with the charge density ρ on it, regarded
as a function of the variables T0, µ1, µ2, . . .. Properties of this function and its possible
relation to the Hamburger 1D moment problem are to be further investigated.
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6.2 Conformal maps
The conformal map f : C \ [α, β] −→ E from the plane with the gap onto the exterior E
of the unit disk is given by the explicit formula
f(z) =
2z − α− β + 2
√
(z − α)(z − β)
β − α
.
All formulas which connect conformal maps and tau-function remain true in this case,
too. In particular, expanding f(z) as z → ∞, f(z) =
4z
β − α
−
2(α + β)
β − α
+O(z−1), we
read from (4.9) formulas for the endpoints of the cut:
β − α = 4 exp
(1
2
∂2T0F
cut
)
, β + α = 2∂2T0T1F
cut.
The Green function is expressed through the f(z) by the same formula (1.2).
Set w = f(z), then the inverse map is
z(w) =
β − α
4
(w + w−1) +
β + α
2
.
Clearly, z(w) = z¯(w−1), so the constraint on the Lax functions is now L(w) = L˜(w)
which signifies the reduction to the dispersionless Toda chain.
6.3 Relation to matrix models
In analogy with variations of the data of the Dirichlet problem discussed in Sec. 3, we
can consider the following problem: given a set of Tk, k ≥ 0, to find endpoints α, β of
the segment and the density ρ(x) as functions of these parameters. This problem has
ben appeared in studies of the planar N →∞ limit of the Hermitean matrix model. In
this case the function ρ(x) is a density of eigenvalues [25]. For completeness, we recall
the basic points.
Taking derivative of (6.2), we get the equation which connects the set of Tk with α, β
and ρ(x):
2
π
v.p.
∫ β
α
ρ(x′)dx′
x′ − x
= V ′(x) ,
where
V (x) = φ(x)− T0 log x
2 =
∑
k≥1
Tkx
k . (6.7)
Consider the function
W (z) =
1
π
∫ β
α
ρ(x)dx
z − x
.
It is analytic in the complex plane with the cut [α, β]. As z →∞, it behaves as W (z) =
T0z
−1+O(z−2). On the cut, its boundary values are W (x± i0) = −1
2
V ′(x)∓ iρ(x). The
function W (z) is uniquely defined by these analytic properties. So, to find ρ one should
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find the holomorphic function from its mean value on the cut. The result is given by the
explicit formula
W (z) =
1
4πi
∮
dζV ′(ζ)
ζ − z
√
(z − α)(z − β)√
(ζ − α)(ζ − β)
, (6.8)
where the contour encircles the cut but not the point z. The endpoints of the cut are
fixed by comparing the leading terms of (6.8) with the required asymptote of the W (z)
as z →∞. This leads to the hodograph-like formulas
1
2πi
∮
V ′(z)dz√
(z − α)(z − β)
= 0,
1
2πi
∮
zV ′(z)dz√
(z − α)(z − β)
= −2T0,
which implicitly determine α, β as functions of Tk.
It follows from the above that F cut coincides with the one-cut free energy of the
Hermitean one-matrix model with potential (6.7) in the planar large N limit. (As a
matter of fact, it was shown in [26] that the partition function of the matrix model at
finite N is the tau-function of the Toda chain hierarchy with dispersion.) Combining
(6.6) with the ε→ 0 limit of the second relation in (5.11), we obtain∑
k≥1
kTk∂TkF
cut + T 20 = 0.
This identity is known as the Virasoro L0-constraint on the dispersionless tau-function
F cut [26, 12]. Other Virasoro constraints can be obtained in the ε → 0 limit from the
W1+∞-constraints on the tau-function F
ext. We do not discuss them here.
6.4 An example: Gaussian matrix model
If only first three variables are nonzero (i.e., T0, T1, T2 6= 0) function F
cut can be found
explicitly. Consider a family of ellipses with axes l and εs centered at some point x0 on
real axis:
(x− x0)
2
l2
+
y2
ε2s2
=
1
4
.
The harmonic moments, as ε → 0, are (see Appendix in ref. [3]): t0 =
1
4
εsl, text1 =
2εx0sl
−1 +O(ε2), text2 =
1
2
− εsl−1 + O(ε2) and all other moments of the complement to
ellipse vanish. From (6.3) we read values of the rescaled variables:
T0 =
1
4
(β − α)s , T1 = 2
β + α
β − α
s , T2 = −
2
β − α
s ,
and all the rest are zero. Here we have expressed times through the endpoints α = x0−
1
2
l,
β = x0 +
1
2
l of the segment and the extra parameter s. The density function is
ρ(x) = −T2
√
(β − x)(x− α).
(Note that T2 < 0.)
Using explicit form of the tau-funtion for ellipse [3, 8],
F ext
∣∣∣
ellipse
=
1
2
t20 log
t0
1− 4t2t¯2
−
3
4
t20 + t0
t1t¯1 + t
2
1t¯2 + t¯
2
1t2
1− 4t2t¯2
,
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and the scaling procedure (6.5), we find
F cut(T0, T1, T2, 0, 0, . . .) =
1
2
T 20 log
(
T0
−2T2
)
−
3
4
T 20 −
T0T
2
1
4T2
.
This is expression for the free energy of the Gaussian matrix model in the planar large
N limit [25]. The same result can be obtained from the integral formula for F cut.
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