Abstract: In this report, a new interpretation of the main part of our study on asymptotic behaviour of reduced-order lters in 6] is given. Approximate lters are proposed for semi-linear and nonlinear stochastic systems with colored noises. Basically these lters are de ned as those which are optimal when the noises are white. Their long time behavior is investigated and their asymptotic optimality is shown in two cases under some reasonable assumptions. At rst the case of a system where the signal and observation dynamics are linear with respect to the state is considered; the approximate lter is a Kalman lter and the asymptotic analysis relies on a representation of the optimal lter which extends a formula known for a linear system with white noises and nonGaussian initial condition. Then the case of a nonlinear system with limiting ergodic behavior is analyzed; here the approximate lter appears as the optimal lter corresponding to an incorrect prior distribution and the asymptotic study uses the results of Ocone and Pardoux on the asymptotic stability of optimal lters with respect to their initial condition. 
Filtres approch s asympotiquement optimaux pour des syst mes avec bruit color s 
Here b and h are functions from IR d into IR d and IR p respectively. Moreover X 0 stands for some F 0 -measurable random initial condition for X, with a given distribution 0 , and = ( t ; t 0) and = ( t ; t 0) are (F t )-adapted noise processes. Let us assume that the system (1) has a uniquely de ned solution.
Supposing that only Y is observed but one wishes to know X, the classical problem of ltering the signal X at time t from the observation of Y up to time t occurs. The solution to this problem is the conditional distribution t of X t given Y t = (fY s ; 0 s tg) which we shall call the exact lter.
It is well known that if in model (1) the functions b and h are linear, the processes and are (F t )-Brownian motions and the distribution 0 is Gaussian with mean m 0 and covariance Q 0 , then the exact lter is a Kalman lter. More precisely it is a Gaussian distribution whose mean and covariance are the unique solutions to Kalman ltering equations initialized with m 0 and Q 0 . Moreover when the initial condition X 0 in (1) is non-Gaussian, then the exact lter can be expressed in terms of some family of Kalman lters (see e.g. Makowski 7] and Ben s, Karatzas 1] ). Actually Ocone and Pardoux 8] showed that, under stabilizability and detectability assumptions, whatever is the distribution of X 0 provided that IE jX 0 j 2 ] < +1, asymptotically in time the exact lter is approached by a Kalman lter, i.e. a Gaussian distribution whose mean and covariance are governed by the Kalman ltering equations initialized with any vector in IR d and any symmetric nonnegative de nite d d matrix. In the same paper Ocone and Pardoux proved also that in the case of a signal with limiting ergodic behavior observed in additive white noise through a nonlinear channel, the solution to the ltering equations initialized with an incorrect prior distribution approaches the exact lter as time goes to in nity.
In the present paper we consider the ltering model (1) when the processes and are possibly non-independent and non-Gaussian colored noises. We assume that ) for some given symmetric nonnegative (resp. positive) definite matrix V (resp. W , which actually without loss of generality will be taken as the p p identity matrix I p ). Moreover = ( t ; t 0) is a (F t )-adapted perturbation process taking values in IR k and of course b and h are functions from IR k into IR d and IR p respectively. We suppose also that the pair ( ; X 0 ) is independent of (V; W). Of course in model (1)-(2) the exact lter t for X is nothing but the marginal distribution of the exact lter for the pair ( ; X). The determination of t , which is in general an in nite dimensional problem, requires the complete knowledge of the joint probabilistic structure of ; X and Y and leads to computations in a space dimension which is larger than that of the system of interest. Hence it is interesting to elaborate approximate lters which ignore a part of the actual structure of the system, and then are more easily computable, but may have a long time behavior close to that of the exact lter. Here this question is addressed under the assumptions that (A 0 ) b (0) = 0, h (0) = 0, and the perturbation process converges to zero in some appropriate sense which will be made precise later. We propose approximate lters which are basically the optimal lters when the noises are independent white noises, i.e. 0 since then, from (A 0 ), V and W. The asymptotic optimality of these approximate lters is shown in some cases under reasonable additional assumptions.
The paper is organized as follows. At rst in Section 2 some notations are xed, preliminaries concerning the model and lters are discussed and a particular case where all functions b, b , h and h in model (1)-(2) are linear INRIA is analyzed. Then in Section 3 we consider what we call the semi-linear case where the functions b and h are still linear but functions b and h may be nonlinear. We derive a representation of the exact lter which extends the formula obtained by Makowski 7] and Ben s and Karatzas 1] for a linear system with white noises and non-Gaussian initial conditions. Here the approximate lter can be taken as a Kalman lter and the asymptotic analysis is led under some stabilizability and detectability assumptions. Finally in Section 4 a nonlinear case where the signal has a limiting ergodic behavior is investigated. Here the approximate lter appears as the optimal lter corresponding to an incorrect prior distribution and the asymptotic study uses the results of Ocone and Pardoux 8] on the asymptotic stability of optimal lters with respect to their initial condition.
Preliminaries.
Throughout, concerning the ltering model (1)- (2) Then we can assert that the solution process (X; Y ) of the system described by (1)- (2) is uniquely de ned on the given stochastic basis.
Filters.
Actually it is convenient to work on the canonical probability space of the process ( ; X; Y 
applying the Girsanov Theorem, we get that with respect to the probability e IP the process e V and f W are independent standard Brownian motions. Moreover the pair ( ; X 0 ) is independent of ( e V ; f W) and the distribution of ( ; X 0 ) under e IP is the same as under IP, IP ( ;X 0 ) say. Then of course the marginal distribution of e IP on 1 2 is nothing but the probability P. 
The next lemma shows that actually if and X 0 are independent then both the numerator and the denominator in the right hand side of (8) 
where ( (10) where IP denotes the law of and, for all z = (z t ; t 0) 2 0 , the symbol z t stands for the conditional distribution of (X t ; f K t (z)) given Y t in model (9) taken under the probability e But from (4)- (5), (6)- (7) and the de nition of f K t (z) in (9) 
Now since we assume that and X 0 are independent, is also independent of (X 0 ; V; W) under e IP. Hence, due to (9), and ( e V ; f W; X; Y ) are also independent under e IP. Since moreover the distribution of under e IP is the same as under IP, taking into account the de nition of < K > t in (6) and the de nition (12) of f K t , the representation (10) (14) In particular the statement in Lemma 2.1 holds without any change, but of course in that case the process e V de ned in (7) and appearing in (9) 
Obviously under the probability IP 0 , which here corresponds to the initial condition 0 = 0, the system may be reduced to 8 < : dX t = BX t dt + dV t ; t 0; X 0 ; dY t = HX t dt + dW t ; t 0; Y 0 = 0:
It is well known that if the pair ( 0 ; X 0 ) is Gaussian then both the exact lter t and the basic approximate lter 0 t are Kalman lters. Of course the Kalman ltering equations governing the mean and covariance for t (resp. 0 t ) are in dimensions k + d and (k + d) (k + d) (resp. d and d d). If the initial condition is non-Gaussian, t and 0 t are not Kalman lters but they can be expressed in terms of appropriate modi ed Kalman lters (see Makowski 7] and Ben s and Karatzas 1]).
INRIA
In the sequel the notation N( ; ) will be used for the Gaussian law on some space IR l with mean 2 IR l and a symmetric nonnegative de nite l l-matrix matrix ( 0) as the covariance. Moreover for every ' 
Obviously under the probability IP 0 , which corresponds to 0, the system may be reduced to the linear system (16). Therefore again if 0 = N(m 0 ; Q 0 ), the basic approximate lter 0 t in model (23) is the Kalman lter de ned as above by (17)- (18) initialized with (m 0 ; Q 0 ). Actually whatever is the prior distribution 0 , all Kalman lters x;R t = N(X x;R t ; Q R t ); x 2 IR d ; R 0 are candidates as approximate lters. The asymptotic study of these lters will rely on a representation of the exact lter t which we derive now.
Representation of the exact lter.
The approach is similar to that used by Ocone and Pardoux 8] to study the case of a linear system with a non-Gaussian initial condition. >From (23) we may decompose the signal X as X t = t + X t ; t 0; 
It can be seen as a version of model (1)- (2) with X in place of X and ( ; ) in place of . Notice that since ( ; X 0 ) is independent of (V; W) the pair ( ; ) is also independent of (V; W 
Moreover, since here X 0 = 0 and ( ; ) is independent of (V; W) and consequently (X 0 ; ; ) is independent of (V; W), we may apply Lemma 2.1 (see also and H = (HjO). De ne also V t = (V 0 t ; 0) 0 ; t 0 such that, under IP , the process V = (V t ; t 0) is a Brownian motion independent of W and
Then the system (32) appears as the following conditionally linear Gaussian system for (Z t (z; x 0 ); Y ) 8 < : dZ t = B t Z t dt + G t dY t + dV t ; t 0; Z 0 = 0; dY t = H Z t dt + dW t ; t 0; Y 0 = 0; where the dependences on (z; x 0 ) are omitted as it will be done often from now on. Hence the conditional distribution n z;x 0 t is nothing but n z;x 0 where the meanẐ t (z; x 0 ) and the covariance C t (z; x 0 ) are governed by the Kalman ltering equations where R t is the transition matrix associated with B ? Q R t H 0 H.
To prove (52) it su ces to establish the bound for each of the terms in the above right-hand side. The rst two terms can be treated as in (48) and the bound for the last two terms is easily obtained. This completes the proof of (41).
INRIA
;R n and to sup n t n+1 jX t ?X x;R t ? (X n ?X x;R n )j, we can easily obtain thatX t ?X x;R t converges to 0 almost surely. Since lim t ! 1 Q t = Q 1 = lim t ! 1 Q R t ; according to Lemma 3.1 and the dominated convergence Theorem, we obtain lim t ! 1 IE jN(X t ; Q t )(') ? N(X x;R t ; Q R t )(')j 2 ] = 0 : Therefore it remains to show that lim t ! 1 IE j t (') ? N(X t ; Q t )(')j 2 ] = 0 ; Decompose the integral in the numerator of (55) into the sum of the integral over the region fj( t + S t )(z; x 0 )j < g and the integral over the region fj( t + S t )(z; x 0 )j g. We obtain j t (') ? N(X t ; Q t )(')j 
The determination of the exact lter t is, in general, an in nite dimensional problem. Actually the evolution in time of t can be described by the so-called Zakai equation (cf. 10] or e.g. 9], 2]) where of course the spatial dimension is k + d and the initial condition is IP ( 0 ;X 0 ) which will be denoted by 0 . Under the probability IP 0 , which here corresponds to 0 = 0, the system may be reduced to 8 < : dX t = b(X t )dt + dV t ; t 0; X 0 ; dY t = h(X t )dt + dW t ; t 0; Y 0 = 0:
INRIA Then the evolution in time of the approximate lter 0 t is described by a Zakai equation for which numerical computations are easier since the spatial dimension is d only and the initial condition is the distribution 0 of X 0 .
Here the asymptotic study of the approximate lter will use results of Ocone and Pardoux 8] on the asymptotic stability of optimal lters with respect to perturbations to their initial condition for systems with ergodic limiting behavior. So now we summarize the material we need from 8], restricting to a speci c situation which is appropriate to our purpose. where W is a IR p -valued standard Brownian motion independent of Z and H is a bounded continuous function from IR n into IR p . Let us work as before on the canonical stochastic basis, which here can be taken as = C(I R + ; IR n ) C(I R + ; IR p ). We denote by IP the distribution on corresponding to the above model speci ed by the initial condition . We denote also by IE : ] an expectation computed with respect to IP so that the optimal lter t for Z t corresponding to the prior distribution is de ned by introduce some conditions which in the present case may be stated as follows.
Let C b (IR n ) be the set of those functions in M b (IR n ) which are continuous and let (S t ; t 0) denote the transition semigroup of the process Z. Of course we may look at model (56) as a signal-observation model of the type which has just been discussed in Section 4.1. The process Z = ( 0 ; X 0 ) 0 is the IR k+d -valued Markovian signal with initial condition 0 = IP ( 0 ;X 0 ) . The exact (resp. approximate) lter t (resp. 0 t ) is the optimal lter 0 t (resp. 0 t ) corresponding to the true (resp. incorrect) prior distribution 0 (resp. 0 = 0 0 where 0 is the distribution of X 0 , i.e. the second marginal of 0 ). Now we shall prove that the Theorem 4.1 can be applied to obtain the asymptotic optimality of the approximate lter 0 t in the following sense : Proof Under our assumptions, it is well known that (S t ) t 0 is a strongly continuous semigroup satisfying the Feller property. Moreover, from the discussion above about the consequences of (A 3 ) for the rst equation in (57), it is straightforward to show that the measure = 0 0 , where 0 is the unique invariant measure of (S 0 t ; t 0), is an invariant measure of (S t ; t 0). The uniqueness of 0 implies the uniqueness of and from (59), (H 1 ) can be easily obtained. On the other hand, since the law 0 S t of Z t under IP 0 = IP 0 coincides with the law 0 ( 0 S 0 t ) on 0 1 , the condition (H 2 ( 0 )) is directly obtained from (59). It remains to verify that (H 2 ( 0 )) is ful lled. Since (S t ; t 0) admits a unique invariant measure it su ces to show that the family of laws fI P Zt ; t 0g where IP Zt = 0 S t , is uniformly tight i.e. for any " > 0, there is a compact set K IR n such that IP( Z t 2 K]) 1 ? " ; for all t 0 : But from (A 2;1 ) ? (A 2;2 ), converges to 0 in probability under IP. Then, denoting IP Xt the distribution of X t under IP, it su ces to prove that the family fI P Xt ; t 0g is uniformly tight.
Let us use the notations introduced in Section 2. Then, for 0 = IP ( 0 ;X 0 ) and 0 = 0 0 , the distribution R 0 is absolutely continuous with respect to R 0 .
