Abstract-We show an interesting pairwise balanced design (PBD)-closure result for the set of lengths of constant-composition codes whose distance and size meet certain conditions. A consequence of this PBD-closure result is that the size of optimal constant-composition codes can be determined for infinite families of parameter sets from just a single example of an optimal code. As an application, the size of several infinite families of optimal constant-composition codes are derived. In particular, the problem of determining the size of optimal constant-composition codes having distance four and weight three is solved for all lengths sufficiently large. This problem was previously unresolved for odd lengths, except for lengths seven and eleven.
I. INTRODUCTION
O NE generalization of constant-weight binary codes as we enlarge the alphabet from to is the concept of constant-composition codes. The class of constantcomposition codes includes the important permutation codes and has attracted recent interest due to its numerous applications, such as in determining the zero error decision feedback capacity of discrete memoryless channels [1] , multiple-access communications [2] , spherical codes for modulation [3] , DNA codes [4] , [5] , powerline communications [6] , [7] , and frequency hopping [8] .
While constant-composition codes have been used since the early 1980s to bound error and erasure probabilities in decision feedback channels [9] , their systematic study only began in late 1990s with Svanström [10] . Today, the problem of determining the maximum size of a constant-composition code constitutes a central problem in their investigation [6] , [7] , [11] - [19] .
A -ary code of length is a set . The Hamming distance between two codewords is denoted by then is said to be of (constant) weight . The composition of a codeword is the tuple such that contains exactly occurrences of . A -ary code has (constant) composition if every codeword in has composition . A -ary code of length , distance , and composition is referred to as an -code. The maximum size of an -code is denoted and the -codes achieving this size are called optimal. Note that the following operations do not affect distance and weight properties of an -code: i) reordering the components of , and ii) deleting zero components of . Consequently, throughout this paper, we restrict our attention to those , where . We note that our notation for constant-composition codes differs from that in the literature in that we do not explicitly specify , the number of occurrences of zero in each codeword. The reason is that can be inferred from and , so there is no need to specify . Besides the advantage of being more succinct, our notation for constant-composition codes seems more natural and convenient for the investigation of their combinatorial properties.
Our starting point is the problem of determining the size of optimal ternary constant-composition codes of distance four and weight three, that is, the determination of . This problem was first investigated by Svanström . We claim that the resulting code is an -code. Indeed, any two codewords arising from the same block in the PBD are distance at least apart. So we need only check the distance between codewords arising from different blocks. Since any two blocks intersect in at most one point, the supports of two codewords arising from two different blocks intersect in at most one point. So these two codewords must be at least distance apart. Since , the resulting code is an -code. It remains to compute the size of this code.
Let denote the number of blocks of size in . Since every -subset of is contained in exactly one block, we have
Now, on each block of size , we placed a code of size at least . So the size of the resulting code we constructed is at least By comparing with (1), we see that this quantity is equal to . Consequently, . Hence, is PBD-closed.
For a positive constant , and , the construction in the proof of Theorem 1 still yields a constantcomposition code, although its size cannot be determined without more precise knowledge of the number of blocks of each size in the PBD. To have this additional knowledge, we focus on PBDs coming from the class of group divisible designs. [24] ): The necessary conditions in Table I 
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IV. BOUNDS
Since Theorem 1 is applicable only for codes whose size meets bounds of a specific form, we list here upper bounds for the size of some codes of interest in this paper. Except for the bound on when , the bounds presented are all consequences of inequalities (2) and (3). 
A. Bounds on
Lemma 6 (Chu et al. [18]):
If is a refinement of , then .
V. SHORT CODES
The ingredients we need in order to apply the PBD-closure result and GDD-based constructions are short optimal codes. We give the existence of some of these in this section. The methods used to construct these codes fall into three categories. i) Manual or exhaustive search: The really short codes can be constructed by hand or exhaustive search. ii) Clique-finding for cyclic codes: Here, the orbits of codewords of length and composition are represented by vertices of a graph . We disregard orbits that contain two codewords having distance less than . An edge exists between two vertices if and only if the corresponding orbits do not contain two codewords that are of distance less than apart. The set of orbits corresponding to a clique in then gives an -code. A maximum clique finding program (Cliquer [26] ) is used to determine the largest cyclic -code. We then check to see if this code is optimal. iii) Stochastic local search where others fail: When an optimal cyclic code does not exist, or if the graph becomes large, the clique-finding approach becomes inapplicable. In this scenario, we use a stochastic local search method to construct the code. Our results can be summarized as follows.
Lemma 7:
when .
Lemma 8: when
Lemma 9: when
Lemma 10: when .
Lemma 11:
Lemma 12:
and .
All the optimal codes proving the lemmas above can be obtained from the first author's website at
The optimality of the codes in Lemmas 7-11 comes from the upper bounds given in Section IV. Optimality of the codes in Lemma 12 is established by exhaustive search (see also [15] ). We summarize the results of this section as follows.
VI. OPTIMAL CONSTANT-COMPOSITION CODES
Theorem 10:
for all odd sufficiently large.
As a consequence, the exact value of is now known for all sufficiently large.
C. Some Optimal -Codes
Svanström et al. [12] showed that and . Hence, using Theorem 3, we obtain and for all . (Mullin et al. [30] ): A PBD exists for all integers and not in Table III .
Theorem 12 (Colbourn and Ling [31] ): A PBD exists for all integers and not in Table IV . 
B. The Case of Distance Four
We know from Lemma 5 that when is odd. We also know from Lemma 9 that when . Hence, using Theorem 3, we obtain for all . The PBD-closure of has not been determined precisely, but Theorem 4 gives the following. iv)
It follows that the size of constant-composition codes of weight three is now determined for all sufficiently large lengths. Previously, only was determined for even [11] .
X. CONCLUSION
In this paper, we established an interesting PBD-closure result for the set of lengths of constant-composition codes having size of the form , for some constant , provided its distance is not too small. As a consequence of Wilson's theory of PBD-closure, the size of optimal constant-composition codes can be determined for infinitely many from just an example of an optimal code. More precise constructions based on group divisible designs are also given, which enabled us to determine the size of several families of optimal constant-composition codes. In particular, the size of optimal constant-composition codes of weight three is determined for all lengths sufficiently large.
The main purpose of this paper was to introduce the approach of PBD-closure as a technique for determining the size of optimal constant-composition codes. The reader may notice the following: i) the size of optimal codes are determined only for sufficiently large lengths, and ii) coverage of the application of our approach is not comprehensive. First, it is indeed possible to derive concrete bounds on the length of codes, and often even we are able to derive a specific finite set of possible exceptions, for which the size of optimal codes can be determined. However, such derivations are usually highly technical, require deep methods in combinatorial design theory, and would present a distraction from the main method of this paper if pursued. Second, it is impossible to be comprehensive in covering the application of our approach due to its general nature. We have illustrated this by determining the size of some families of optimal constant-composition codes. Moreover, the technique does not only work for optimal constantcomposition codes. It can also be applied to the construction of "good" nonoptimal constant-composition codes. We are certain that the approach taken in this paper will yield exact determination or better lower bounds of for more parameter sets through the construction of larger classes of group divisible designs and the discovery of more optimal constant-composition codes.
