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Resumen
En el presente trabajo se estudia la influencia del desorden estructural y quı´mico sobre la
distribucio´n de separacio´n de niveles electro´nicos vecinos de un conjunto de nanopartı´culas de
plata, cuyo nu´mero de a´tomos corresponde a los llamados nu´meros ma´gicos (los cuales varı´an
de 147 hasta 5083 a´tomos). Este estudio se realiza con el fin de conocer como sera´ el compor-
tamiento electro´nico de estas nanopartı´culas bajo la influencia de estos tipos de desordenes, ya
que dependiendo de que´ distribucio´n de separacio´n de niveles presente el sistema, se le puede
asociar a este un cara´cter meta´lico, aislante o cercano a estos. Las nanopartı´culas de plata fueron
obtenidas mediante simulacio´n de dina´mica molecular empleando un potencial tight-binding. El
desorden estructural fue producido aplicando diferentes velocidades de enfriamiento a las na-
nopartı´culas de plata en estado lı´quido y el desorden quı´mico fue provocado introduciendo una
energı´a aleatoria en la energı´a de sitio del Hamiltoniano electro´nico tipo tight-binding. Los resul-
tados indican que, independientemente de las velocidades de enfriamiento usadas en este trabajo,
las nanopartı´culas de plata presentan un comportamiento tipo meta´lico para todos los taman˜os,
ya que tienen una distribucio´n de separacio´n de niveles cercana a la distribucio´n de Wigner. Por
otro lado, se tiene que el cara´cter meta´lico de las nanopartı´culas de plata se va perdiendo a me-
dida que se aumenta el grado de desorden quı´mico, adquiriendo finalmente un cara´cter aislante.
Es decir, la distribucio´n tipo Wigner cambia a una de tipo Poisson, como es de esperarse para
sistemas fuertemente desordenados.
XVI Abstract
Abstract
In the present work I study the influence of the structural and chemical disorder on the nea-
rest neighbor level spacings distribution of a set of silver nanoparticles, whose number of atoms
correspond to the well known magic numbers (which vary from 147 to 5083 atoms). The main
goal of this work is to know how strong is the influence of disorder on the electronic behavior of
these nanoparticles. Thus, we can associate the level spacing distribution to a metallic or insula-
ting character. The silver nanoparticles were obtained by molecular dynamics simulation using a
tight-binding potential. The structural disorder was produced by applying different cooling rates
to the silver nanoparticles in liquid state, and the chemical disorder was introduced by adding
a random energy in the site energy of the tight-binding Hamiltonian of the electrons. The re-
sults indicate, that independent of the cooling rates used in this work, silver nanoparticles have
a metal-like behavior for all sizes, i. e. the level spacing distribution is close to the Wigner dis-
tribution. Furthermore, this metallic character changes after increasing the degree of chemical
disorder acquiring finally an insulating character; i. e., the Wigner-like distribution changes to a
Poisson-like one, as expected for strongly disordered systems.
XVIII Abstract
Capı´tulo 1
Introduccio´n
Durante las pasadas de´cadas, las nanopartı´culas meta´licas (agregados finitos que contienen
hasta unos pocos miles de a´tomos) han sido objeto de extensas investigaciones teo´ricas y expe-
rimentales debido a sus peculiares propiedades fı´sicas y quı´micas [Eberhardt 02, Krutyakov 08,
Pereiro 07, Yeshchenko 07], las cuales, en algunos casos, difieren bastante de sus contrapar-
tes so´lidas. Estas investigaciones se han ido incrementando con el transcurso de los an˜os de-
bido a que estos materiales son la base para el desarrollo de la nanotecnologı´a [Eberhardt 02,
Baletto 05]. Particularmente, las nanopartı´culas de plata tienen un alto potencial para aplicacio-
nes tecnolo´gicas en diferentes campos, los cuales incluyen la electro´nica, medicina y biologı´a
[Shrivastava 07, Gurunathan 09]. Estas aplicaciones se han producido en su mayorı´a debido a
que estas nanopartı´culas presentan un cara´cter antibactericida.
La razo´n de que materiales a escala nanome´trica presenten propiedades inusuales se debe prin-
cipalmente a su taman˜o pequen˜o, lo cual hace que la superficie de las nanopartı´culas juegue un
papel importante a diferencia de lo que sucede con sus contrapartes so´lidas. Es decir, las pro-
piedades de las nanopartı´culas (como por ejemplo la energı´a de enlace, temperatura de fusio´n,
entre otras) dependen dra´sticamente de su estructura ato´mica [Baletto 02]. Ya que, a parte de
existir nanopartı´culas meta´licas con un gran porcentaje de estructuras cristalinas, tambie´n exis-
ten nanopartı´culas con estructuras no-cristalinas: icosahedrales y decahedrales [Baletto 05]. Por
tal motivo, se tiene que obtener un mejor conocimiento sobre la estructura de las nanopartı´culas,
tanto en situaciones estables como en meta-estables . Dentro de este campo, al que se refiere el
estudio de la estructura de nanopartı´culas meta´licas bajo diferentes condiciones, se han realizado
una gran variedad de investigaciones empleando simulaciones de Dina´mica Molecular (DM), ya
que este me´todo se encuentra entre los ma´s efectivos en la investigacio´n de materiales a escala
ato´mica, la cual es difı´cil de llevar a cabo experimentalmente. Por mencionar algunos de los estu-
dios realizados con DM, se tiene - por ejemplo - estudios hechos a nanopartı´culas en condiciones
de estabilidad (mı´nima energı´a) [Grigoryan 06, Kabir 04, Erkoc 99a, Qi 06] y estudios sobre la
evolucio´n estructural de nanopartı´culas durante los procesos de calentamiento y enfriamiento en
determinadas condiciones (como son la presio´n y la velocidad de enfriamiento o calentamiento
segu´n sea el caso) [Celik 08, Chen 04, Zhang 09, Hoang 08]. Especı´ficamente, en nanopartı´culas
de plata se han realizado ultimamente investigaciones sobre la evolucio´n estructural durante el
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proceso de enfriamiento [Tian 08, Qi 08, Tian 09]. Adema´s, recientemente Lobato y colabora-
dores, a parte de estudiar la evolucio´n estructural, han estudiado la variacio´n de la densidad de
estados electro´nicos en el proceso de enfriamiento [Lobato 09]. En estos trabajos se encontro´ que
las propiedades estructurales de las nanopartı´culas dependen fuertemente de su taman˜o y de la
velocidad de enfriamiento a la cual ha sido expuesta. Contrariamente, las propiedades electro´ni-
cas so´lo dependen del taman˜o de ellas. Esta afirmacio´n acerca de la dependencia de la estructura
ato´mica sobre la velocidad de enfriamiento, fue tambie´n comprobada por Tian et. al. [Tian 08],
quienes, adema´s, encontraron una velocidad de enfriamiento crı´tica de ∼ 10 K/ps para la forma-
cio´n de cristal. Por estos y otros motivos, el estudio de nanopartı´culas meta´licas todavı´a es un
campo muy amplio que necesita mayor investigacio´n para dar conclusiones finales que permitan
un desarrollo ma´s consistente de la nano-tecnologı´a.
Otro punto importante de remarcar es el hecho de que los avances en la nano-tecnologı´a, los
cuales han permitido manufacturar dispositivos electro´nicos donde los electrones quedan confi-
nados en estructura finitas, requieren de procesos muy sofisticados que no esta´n libres de ciertas
dificultades te´cnicas, que llevan en algunas ocasiones a desviaciones del prototipo ideal, so-
bre todo si se piensa en la produccio´n en serie [Medrano 09]. Estas desviaciones van a afectar
(en menor o mayor grado) las propiedades electro´nicas de tales dispositivos. Entonces, el es-
tudio de los efectos de desorden en estos sistemas puede ayudar a ahondar en la comprensio´n
de los resultados experimentales en dispositivos electro´nicos reales (con menor o mayor grado
de desorden dependiendo de las limitaciones experimentales). Por ejemplo, existen reportes que
indican que en sistemas con presencia de desorden se produce el feno´meno de localizacio´n de
Anderson, lo cual se evidencia con la transicio´n metal-aislante (o mayormente conocida como
transicio´n de Anderson) [Amanatidis 09, Evers 08, Evangelou 96]. Dentro del estudio de mate-
riales desordenados existen diferentes tipos de desorden, dos de ellos son el desorden estruc-
tural y el desorden quı´mico. Por ejemplo, se han realizado una gran variedad de trabajos don-
de hay evidencia de desorden estructural en nanopartı´culas de plata [Qi 08, Tian 08, Tian 09],
el cual ha sido producido realizando un enfriamiento de la partı´cula en estado lı´quido a una
velocidad dada, ya que es conocido que la estructura de la nanopartı´cula tiene una fuerte de-
pendencia de e´sta velocidad, como se menciono´ anteriormente. Por otro lado, existen reportes
[Shklovskii 93, Hofstetter 93, Zharekeshev 95] que indican que cuando uno agrega una energı´a
aleatoria, distribuida uniformemente en un intervalo de energı´as de anchoW , a la energı´a de sitio
del Hamiltoniano electro´nico del sistema bajo estudio, se produce un desorden quı´mico que pue-
de alterar las propiedades electro´nicas del sistema. Dichos autores han encontrado un para´metro
de gran importancia como es el desorden crı´tico WC , donde para un desorden W < WC se con-
sidera que el sistema presenta un cara´cter meta´lico y para un desorden W > WC se dice que el
sistema tiende a comportarse como un aislante. Dentro del estudio de la influencia de desorden
sobre las propiedades de materiales se suele emplear una propiedad estadı´stica llamada: la distri-
bucio´n de separacio´n de niveles energe´ticos ma´s cercanos, P (s), con la cual se puede conocer el
comportamiento electro´nico del sistema [Mirlin 00, Grossi 99, Higareda 06, Yi 01, Grimm 00].
Para poder utilizar e´sta propiedad estadı´stica es necesario realizar previamente el me´todo de re-
escalado (del ingle´s, unfolding) al espectro de energı´as del sistema. De esa manera podremos
comparar nuestros resultados con aquellos esperados dentro de la teorı´a de matrices aleatorias
3(RMT, del ingle´s random matrix theory) [Molina 01].
Dentro del contexto indicado lı´neas arriba, en el presente trabajo se analizara´ co´mo influye el
desorden estructural y quı´mico sobre P (s) de un conjunto de nanopartı´culas de plata con nu´me-
ros de a´tomos constituyentes especiales (por ser los ma´s estables, adema´s de que corresponden
a los llamados nu´meros ma´gicos [Wang 05]) que varı´an de 147 a 5083 a´tomos. Las nanopartı´cu-
las sera´n formadas mediante simulacio´n DM empleando un potencial tight-binding de muchos
cuerpos desarrollado por Cleri y Rosato [Cleri 93]. Los tipos de desorden sera´n introducidos
haciendo variar la velocidad de enfriamiento (desorden estructural) y agregando una energı´a
aleatoria al Hamiltoniano tight-binding usado aquı´ (desorden quı´mico). Para el ana´lisis estructu-
ral se utilizara´ la funcio´n correlacio´n de pares (FCP) y la te´cnica de ana´lisis de pares, que han
sido ampliamente usadas para realizar este tipo de estudios [Chen 04, Tian 08, Honeycutt 87,
Stillinger 82, Baletto 02]. Por otro lado, para el ana´lisis de las propiedades electro´nicas de las
nanopartı´culas, se calculara´ la densidad de estados electro´nicos, la razo´n de participacio´n y la
distribucio´n de separacio´n de niveles.
El trabajo esta´ organizado de la siguiente manera: en el capı´tulo 2 se desarrolla una teorı´a breve
sobre las nanopartı´culas meta´licas poniendo e´nfasis en las nanopartı´culas de plata. En el capı´tulo
3 se discutira´ las cantidades fı´sicas que se esta´n tomando en cuenta para estudiar la estructura
ato´mica y electro´nica de las nanopartı´culas. En el capı´tulo 4 se explicara´ con ma´s detalles todo
lo relacionado a la estadı´stica de separacio´n de niveles electro´nicos, principalmente se discu-
tira´ ma´s sobre la distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos y su aplicacio´n
al estudio de sistemas unidimensionales y bidimensionales conocidos. En los capı´tulos 5 y 6 se
discutira´n los resultados obtenidos para los diferentes tipos de desorden (estructural y quı´mico)
introducidos a las nanopartı´culas de plata utilizadas en este trabajo. Finalmente, las conclusiones
y perspectivas del trabajo son dadas en la capı´tulo 7.
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Capı´tulo 2
Nanopartı´culas meta´licas: Nanopartı´culas
de plata
En el presente capı´tulo se presentara´ una breve descripcio´n sobre las nanopartı´culas meta´li-
cas, como por ejemplo, la relacio´n que existe entre estos materiales con la nanociencia y la
nanotecnologı´a, los me´todos de obtencio´n de nanopartı´culas, y adema´s, se mostrara´ como afecta
el taman˜o y la geometrı´a de estos materiales a algunas de sus propiedades fı´sicas.
2.1. Nanociencia, nanotecnologı´a y nanopartı´culas
Es bien conocido que en las u´ltimas de´cada se ha podido observar un explosivo desarrollo de
un nuevo campo, ahora conocido como nanociencia. Este campo se extiende a la fı´sica, quı´mi-
ca e ingenierı´a abarcando un gran nu´mero de temas, los cuales varı´an desde temas de estudio
fundamental hasta aplicaciones tecnolo´gicas (en el u´ltimo caso, la palabra nanotecnologı´a es
frecuentemente utilizada). El propo´sito de la nanociencia y la nanotecnologı´a es entender, con-
trolar, y manipular materiales de unos pocos nano´metros en taman˜o (es decir, 1-100 nm). Estos
materiales (o nano-materiales) son sistemas intermedios entre a´tomos, mole´culas simples y ma-
teriales macrosco´picos (conocidos como bulk). Dentro de las tecnologı´as que u´ltimamente han
tenido mayor impacto en la sociedad tenemos a los nanorobots (ver figura 2.1a), los cuales son
ma´quinas moleculares de reparacio´n que tienen la capacidad de actuar sobre el ADN, modificar
proteı´nas o incluso destruir ce´lulas completas (en el caso de tumores). Algunas tecnologı´as que
se tiene y se espera obtener con un mayor estudio de los nanomateriales son: los celulares a es-
cala nano, la creacio´n de computadoras cua´nticas, pantallas hechas con nanotubos de carbono,
etc [Web site 1]. Es interesante indicar que tambie´n se esta´n realizando aplicaciones extras con
estos nanomateriales para la mejora del equipamiento militar y la construccio´n de edificios.
Dentro de la gran cantidad de nano-materiales que existen en el mundo, las nanopartı´culas ocu-
pan un lugar muy importante, puesto que ellos son los bloques de construccio´n de la nanociencia
[Baletto 05]. Las nanopartı´culas son agregados de a´tomos de taman˜o nanome´trico, que contie-
nen un nu´mero de partı´culas que varı´an desde ∼ 10 a 106. Las nanopartı´culas no tienen taman˜o,
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Figura 2.1: (a) Nanorobots. Aplicaciones de nanopartı´culas de plata en (b) electrodome´sticos y
(c) industria textil.
estructura y composicio´n fija, y pueden estar unidas por una variedad de interacciones. Por ejem-
plo, pueden ser homoge´neas, esto es, compuestos de un solo tipo de a´tomo, o heteroge´neas, es
decir, compuestos por ma´s de un tipo de a´tomo. Adema´s, tambie´n pueden ser meutros o cargadas
[Baletto 03]. Debido a su pequen˜o taman˜o, las propiedades de las nanopartı´culas, en general,
son diferentes de su fase macrosco´pica correspondiente. En particular, las nanopartı´culas pueden
presentar propiedades que varı´an drama´ticamente con el taman˜o, abriendo ası´ la posibilidad de
controlar estas propiedades manipulando precisamente su proceso de formacio´n; esto conlleva
a una gran variedad de potenciales aplicaciones tecnolo´gicas [Eberhardt 02]. Este es el motivo
principal por el cual la mayorı´a de cientı´ficos han puesto su intere´s en la investigacio´n de estos
materiales, lo que trajo como consecuencia un aumento del nu´mero de te´cnicas experimentales y
me´todos teo´ricos para la preparacio´n y estudio de las nanopartı´culas. Algunos de estos me´todos
de preparacio´n de nanopartı´culas sera´n discutidos brevemente en la siguiente seccio´n.
Este trabajo estara´ enfocado en el estudio de nanopartı´culas meta´licas1, en particular, se estu-
diara´ nanopartı´culas de plata, las cuales en la actualidad esta´n siendo usadas en una gran variedad
de campos, como por ejemplo:
Electrodome´sticos.- Prolonga la conservacio´n de los alimentos (refrigeradora, ver figura
2.1b) y elimina las bacterias (lavadora).
Industria textı´l.- Ropa que repele bacterias, virus y contaminacio´n (ver figura 2.1c)
Energı´a solar.- Aumenta en un 12 % la energı´a ele´ctrica generada por los paneles solares.
Medicina.- Impide la angiogene´sis [Gurunathan 09].
Tratamiento de agua.- Filtro que elimina de 98 a 100 % de contaminantes bacteriolo´gicos.
1Los clusters meta´licos presentan fuerzas interato´micas que no son simples, debido a que el efecto de muchos
cuerpos llega a ser importante en - por ejemplo- la cohesio´n meta´lica. Adema´s es conocido que la fuerza de los
enlaces en este tipo de clusters varı´a de moderado (0.5 eV/at) a fuerte (3 eV/at) [Alonso 05].
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Por estas y otras aplicaciones no mencionadas aquı´, las nanopartı´culas de plata han sido obje-
to de diversos estudios en los u´ltimos an˜os, tanto en la parte experimental [Lue 01, Balan 07,
Siwach 08, Mahapatra 07] como en la teo´rica [Tian 08, Qi 08, Tian 09, Lobato 09]. Todos estos
estudios se han realizado con la finalidad de tener un mayor conocimiento de este material, lo
cual posiblemente conlleve a una mejora o a nuevas aplicaciones tecnolo´gicas.
2.2. Me´todos de preparacio´n de nanopartı´culas
Con el transcurso de los an˜os se han estado desarrollando una gran variedad de me´todos
para obtener nanopartı´culas meta´licas. Dentro de estos me´todos existen dos tipos bien definidos:
por un lado esta´n los me´todos experimentales, con los cuales se busca formar nanopartı´culas de
diferentes dia´metros y que sean bien definidos2, y por el otro lado, se encuentran los me´todos
teo´ricos, con los cuales podemos obtener una informacio´n ma´s detallada sobre las nanopartı´culas
obtenidas experimentalmente. En esta seccio´n se desarrollara´n, de una manera breve, algunos de
los me´todos experimentales y teo´ricos empleados para la obtencio´n de nanopartı´culas meta´licas,
en particular se mostrara´n los me´todos que se han utilizado para la obtencio´n de nanopartı´culas
de plata y que adema´s han sido publicados en algunas revistas cientı´ficas, pero es necesario
recalcar que estos me´todos tambie´n son efectivos para formar nanopartı´culas de otro material
haciendo los cambios respectivos.
2.2.1. Me´todos experimentales
En la actualidad existe una gran variedad de me´todos experimentales para la preparacio´n de
nanopartı´culas meta´licas. Estos me´todos se han estado mejorando con el fin de optimizar este
proceso y, en consecuencia, poder manipular las propiedades de las nanopartı´culas, lo cual nos
llevara´ a nuevas aplicaciones tecnolo´gicas. A continuacio´n se mostrara´ algunos de los me´todos
ampliamente estudiados por la comunidad cientı´fica dentro de e´sta lı´nea de investigacio´n. Estos
me´todos son:
Me´todo Sol-Gel
El me´todo Sol-Gel es una herramienta experimental utilizada en la ciencia de materiales, para
el desarrollo de nuevo materiales con aplicaciones tecnolo´gicas importantes. Este procedimiento
quı´mico consiste en transformar una solucio´n, que contiene un io´n meta´lico, en una gelatina o
un precipitado, mediante reacciones quı´micas en condiciones sencillas (presio´n y temperatura
ambiente). La ventaja principal de este me´todo sobre los otros es que puede producir materiales
con alta pureza sin un gasto elevado de energı´a. Otra de las ventajas de este me´todo es que los
materiales se pueden disen˜ar desde el principio, basa´ndose en las caracterı´sticas deseadas del ma-
terial final. Ası´, es posible obtener materiales porosos o densos (no porosos), so´lidos cristalinos,
amorfos, brillantes u opacos, etc. Ya que se trabaja inicialmente con soluciones, el producto se
puede moldear, da´ndole tantas formas y usos como la imaginacio´n y las necesidades lo requieran.
2Dependiendo del me´todo experimental que se use, estara´ restringido el taman˜o promedio de la nanopartı´cula.
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Empleando el me´todo Sol-Gel se han obtenido pelı´culas, membranas (pelı´culas porosas), fibras,
monolitos (so´lidos), polvos, nanopartı´culas, etc. Por ejemplo, Lue et. al. [Lue 01] usaron este
me´todo para producir nanopartı´culas de plata. Ellos mezclaron la solucio´n AgNO3 con tetra-
ethylorthosilicate (Si(OC2H5)4, TEOS), etanol y agua, y luego echaron unas pocas gotas de
HNO3, el cual cumplı´a una funcio´n similar a la de un catalizador. Despu´es la solucio´n mezclada
fue dispersada y secada. De ahı´, los geles secos fueron reducidos a una temperatura de 400 0C
por 30 min en una atmo´sfera de gas de hidro´geno. Ası´ se obtuvieron partı´culas de plata con un
taman˜o alrededor de 5-10 nm, con un perfil de distribucio´n de taman˜o en la forma de distribucio´n
lognormal. Para ma´s detalles sobre la preparacio´n de nanopartı´culas de plata mediante el me´todo
sol-gel ver la ref. [Ma 96].
Me´todo de irradiacio´n de electrones
Este es uno de los u´ltimos me´todos que ha sido desarrollado para formar materiales. Una
de las primeras publicaciones donde se ha utilizado este me´todo para formar nanopartı´culas fue
desarrollada por Mahapatra et. al. [Mahapatra 07]. A continuacio´n se explicara´ de manera breve
los pasos que se siguen en e´sta te´cnica para la obtencio´n de nanopartı´culas de plata:
Primero se tiene que disolver polvo puro deAgNO3 ∼170 mg en 100 ml de agua destilada,
luego se pasa a mezclar con una solucio´n acuosa de alcohol polivinı´lico (PVA).
Expandir unas pocas gotas de la solucio´n PVA-AgNO3 sobre cinco platos de cuarzo y
cuatro platos de silicio, cada uno de dimensiones ∼ 15mm× 15mm× 0,5mm, formando
delgadas capas de un grosor de ∼ 10µm.
Fijar una capa de plata sobre la copa de Faraday montada dentro de la ca´mara del sistema
de irradiacio´n de electrones 3 antes de empezar con la irradiacio´n de electrones.
Cerrar los bordes, hacer las conecciones ele´ctricas y evacuar la ca´mara a una presio´n de
∼ 10−6 mbar.
Irradiar la capa con el haz de electrones (dia´metro del haz ∼ 15 mm y energı´a 5 keV ).
Durante la irradiacio´n, la corriente del haz fue considerada constante en 100 nA.
Apagar el haz de electrones tan pronto como la capa reciba un flujo de electrones de ∼
1015 ecm−2.
Llevar la presio´n de la ca´mara a condiciones atmosfe´ricas y mover la capa irradiada de
electrones de la ca´mara.
De esa manera Mahapatra et. al. obtuvieron nanopartı´culas de plata con un taman˜o que varı´a
dentro del rango de 150 a 40 nm.
3Para mayores detalles del arreglo experimental para esta´ te´cnica ver la ref. [Mahapatra 07, Mahapatra 05].
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Figura 2.2: Patro´n de difraccio´n de rayos X de nanopartı´culas de plata preparadas mediante la
te´cnica de alambre electro-explosivo; dentro de e´sta se muestra la imagen TEM correspondiente.
Figura tomada de [Siwach 08].
Alambre electro-explosivo (electro-exploding wire, EEW)
Otra nueva te´cnica que se ha implementando para formar nanopartı´culas es el alambre electro-
explosivo. Esta te´cnica, consiste en hacer explosionar un alambre delgado de plata sobre un plato
delgado de plata, haciendo pasar una densidad de corriente por un perı´odo de tiempo. El proceso
para la obtencio´n de nanopartı´culas mediante la te´cnica del alambre electro-explosivo es como
sigue: primero, un flujo de corriente a trave´s del sistema plato-hilo de plata hace calentar el punto
de contacto hasta que se logra la fundicio´n. Luego, el metal de plata fundido en el punto de con-
tacto es calentado por el continuo incremento de la densidad de corriente debido al incremento
de la resistencia, con lo cual se obtiene la evaporacio´n del metal de plata y subsecuentemente la
formacio´n del plasma. El plasma formado es contenido por el campo magne´tico auto-inducido.
Cuando la presio´n de vapor del plasma sobrepasa el campo magne´tico auto-inducido, la explo-
sio´n ocurre y productos de plasma son dispersados en el medio, lo cual conduce a la formacio´n
de nanopartı´culas de plata. Las nanopartı´culas de plata son ası´ sintetizadas por fragmentacio´n del
metal de plata patro´n en un medio de agua. Adema´s, se tiene que las nanopartı´culas sintetizadas
mediante esta te´cnica no presentan impurezas, debido a que no se ha usado elementos quı´micos
en la sı´ntesis de nanopartı´culas. P. Siwach y P. Sen utilizaron esta´ te´cnica para obtener nano-
partı´culas de plata [Siwach 08] y obtuvieron nanopartı´culas de forma esfe´rica, con un taman˜o
promedio de ∼ 10 nm. En la figura 2.2 se muestra el patro´n de difraccio´n de rayos X que ob-
tuvieron y dentro de e´sta figura se muestra la imagen de microscopı´a electro´nica de transmisio´n
(TEM), donde se puede observar la forma esfe´rica de las nanopartı´culas de plata. Adema´s, las
posiciones de los picos de difraccio´n coinciden con los correspondientes al bulk de plata en la
fase cu´bica de cara centrada.
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Figura 2.3: Nanopartı´culas de (a) Cu con 13 a´tomos y (b) Ag con 2869 a´tomos que fueron
simuladas mediante el me´todo de dina´mica molecular.
2.2.2. Me´todos teo´ricos
Como hemos podido observar, el taman˜o de las nanopartı´culas depende del me´todo experi-
mental que se utilice y, adema´s, no se ha podido llegar a realizar estudios experimentales a escala
ato´mica. Para dar solucio´n a este problema de escala, se desarrollaron una serie de me´todos teo´ri-
cos con los cuales se puede simular una gran variedad de propiedades de materiales a diferentes
escalas4, incluyendo la escala ato´mica. En consencuencia, en la actualidad se tiene que el uso
de te´cnicas de simulacio´n por computadoras esta´ comenzando a ser cada vez ma´s importante
en el entendimiento del comportamiento microsco´pico de materiales. Con la sofisticacio´n de los
me´todos de simulacio´n atomı´stica y el incremento de poder computacional, se puede desarrollar
una mejor descripcio´n de las interacciones interato´micas en materiales cristalinos, y ası´ se logra
tener una mejor certeza de las propiedades de los materiales. Algunos de estos me´todos te´oricos
utilizados para simulacio´n atomı´stica son el me´todo Monte Carlo (MC) y Dina´mica Molecular
(DM), los cuales presentan enfoques radicalmente opuestos. Mientra que MC, considerado como
un proceso estoca´stico, provee informacio´n tal como el coeficiente de difusio´n o el factor de co-
rrelacio´n, DM, considerado como un proceso determinista, caracteriza el comportamiento total
y fı´sico del sistema [Soule 01]. Estos dos me´todos han sido ampliamente usados en el estudio de
nanopartı´culas, y a continuacio´n se discutira´ de forma general sobre ellos.
Dina´mica Molecular
La simulacio´n con el me´todo de dina´mica molecular (DM) es un me´todo para calcular las
propiedades de transporte y equilibrio de un sistema cla´sico de muchos cuerpos. En este contexto,
la palabra cla´sico significa que el movimiento de cada a´tomo i en un sistema constituido por N
a´tomos obedece las leyes de la meca´nica cla´sica, y sobre todo la 2da. ley de Newton:
~Fi = mi~ai (2.1)
Aquı´, mi es la masa del a´tomo “i”, ~ai = d2~ri/dt2 su aceleracio´n, y ~Fi la fuerza actuando sobre
e´ste, debido a las interacciones con los otros a´tomos. E´sta es una excelente aproximacio´n para
4El taman˜o del sistema y la certeza de las propiedades dependera´ del poder de computacio´n con el que se cuente.
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un amplio rango de materiales. So´lo cuando consideramos movimiento traslacional o rotacional
de a´tomos ligeros o mole´culas (He, H2, D2) o movimiento vibracional con una frecuencia ν tal
que hν > kBT deberı´amos preocuparnos de los efectos cua´nticos [Frenkel 02]. Como fue men-
cionado antes, a la simulacio´n por dina´mica molecular se le considera un me´todo determinista
ya que, dado un conjunto inicial de posiciones y velocidades, la subsecuente evolucio´n en el
tiempo queda en principio determinada completamente [Ercolessi 97]. Para medir una cantidad
observable en una simulacio´n por dina´mica molecular, primero se tiene que ser ha´bil de expresar
este observable como una funcio´n de la posicio´n y el momento de las partı´culas del sistema.
Como dato histo´rico, se tiene que este me´todo fue primero utilizado para un sistema de esfe-
ras duras, por Alder y Wainwright en 1957. En este caso, las partı´culas se mueven a velocidad
constante entre colisiones perfectamente ela´sticas y era posible resolver el problema dina´mico
sin hacer ningu´na aproximacio´n, dentro de los lı´mites impuestos por la precisio´n de las ma´qui-
nas. Unos an˜os despue´s, un afortunado intento fue desarrollado para resolver las ecuaciones de
movimiento para un conjunto de partı´culas Lennard-Jones. Aquı´, fue necesario hacer la apro-
ximacio´n paso-por-paso, puesto que las fuerzas cambian continuamente con el movimiento de
las partı´culas. Con el pasar de los an˜os, se desarrollo´ ra´pidamente la simulacio´n por computado-
ras y se comenzo´ ha estudiar lı´quidos con simulacio´n por dina´mica molecular, siendo el agua
el ma´s interesante y difı´cil lı´quido a estudiar [Allen 87]. En las u´ltimas dos de´cadas, se han
incrementado las a´reas donde la simulacio´n por dina´mica molecular ha dado o podrı´a dar con-
tribuciones importantes. Algunas de ellas son: lı´quidos, defectos, fracturas, superficies, friccio´n,
nanopartı´culas, biomole´culas, propiedades electro´nicas, y dina´mica de sistemas. En particular,
los estudios de nanopartı´culas meta´licas usando simulacio´n dina´mica molecular ha estado en un
constante incremento [Zhang 09, Zhang 08, Liu 08]. Un caso especial son las nanopartı´culas de
plata que han sido estudiadas en una gran variedad de situaciones; por ejemplo, en estabilidad
[Qi 06, Erkoc 99a] y enfriamiento [Tian 08, Qi 08, Tian 09, Lobato 09]. En la figura 2.3a y 2.3b
se muestran nanopartı´culas de cobre (con 13 a´tomos) y plata (con 2869 a´tomos) respectivamente,
las cuales han sido simuladas mediante dina´mica molecular.
Para desarrollar una simulacio´n de dina´mica molecular esta´ndar, los pasos a seguir son los si-
guientes:
1. Introducir la informacio´n general del sistema, tal como el nu´mero de a´tomos, el tipo de
ato´mo, masa y co´mo son las interacciones ato´micas. Esta u´ltima informacio´n es de vi-
tal importancia, ya que el realismo y precisio´n de los resultados que se obtendra´n de la
simulacio´n va a depender de co´mo es el potencial de interaccio´n entre los a´tomos. Exis-
ten varios tipos de potencial que son usados para investigar nanopartı´culas meta´licas, por
ejemplo, el ma´s conocido y estudiado es el potencial del me´todo del a´tomo incrustado
(EAM) [Johnson 89]; por mencionar otros, tenemos potenciales de pares, potencial de Si
de Stillinger-Weber, potencial de Si-C de Tersoffs, entre otros. En el presentre trabajo se
utilizo´ un potencial semi-empı´rico basado en la aproximacio´n del segundo momento del
esquema tight-binding desarrollado por Cleri y Rosato [Cleri 93]5.
2. Especificar la configuracio´n inicial del sistema, esto incluye las posiciones de los a´tomos
5Este potencial es explicado con mayores detalles en el ape´ndice B.
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y sus velocidades en el tiempo t = 0. Las posiciones inciales son obviamente definidas
dependiento de la estructura cristalogra´fica del material que se esta´ estudiando. Las velo-
cidades iniciales son establecidas como una funcio´n de la temperatura incial dada. Es ma´s,
usando una aproximacio´n termodina´mica estadı´stica, las velocidades pueden ser calcula-
das para una temperatura dada usando la distribucio´n de Maxwell-Boltzmann.
3. Definir un paso de tiempo ∆t, el cual corresponde a la variable de integracio´n. Este valor
tiene que ser bajo comparado a las altas frecuencias de movimiento de las partı´culas para
poder integrar con precisio´n las ecuaciones de movimiento, pero tan grande como sea
posible para incrementar el tiempo de las corridas. Este paso de tiempo mayormente se
encuentra en unidades de los femtosegundos (10−15s).
4. Calcular las fuerzas aplicadas a los a´tomos en t = 0. Las fuerzas son obtenidas mediante
los gradientes del potencial con respecto a los desplazamientos ato´micos:
~Fi = −∇~riV (~r1, ...., ~rN) (2.2)
5. Calcular las posiciones, fuerzas y velocidades en el tiempo t = t + ∆t. Esto se logra me-
diante la integracio´n nume´rica de las ecuaciones de movimiento de Newton (2.1), usando
la informacio´n obtenida en los pasos previos. Los algoritmos de integracio´n ma´s populares
para realizar simulacio´n por dina´mica molecular son el algoritmo de Verlet y el algorit-
mo predictor-corrector de Gear. Para ma´s destalles sobre algoritmos de integracio´n revisar
[Allen 87].
6. Guardar las posiciones y velocidades en cada paso de tiempo ∆t si es que se desea hacer
un estudio de la evolucio´n del sistema durante el proceso de simulacio´n.
7. Repetir el proceso hasta que el nu´mero de iteraciones escogido es alcanzado.
8. Calcular y analizar las propiedades fı´sicas deseadas que se puedan obtener con esta´ in-
formacio´n, como por ejemplo, funciones de distribucio´n radial, coeficientes de difusio´n,
movimientos vibracionales, etc.
En la figura 2.4 se muestra el diagrama de flujo del proceso descrito anteriormente.
Me´todo Monte Carlo
El me´todo Monte Carlo fue desarrollado por Von Neumann, Ulam, y Metropolis en el final
de la Segunda Guerra Mundial para estudiar la difusio´n de neutrones en materiales fisionables.
El me´todo se llamo´ ası´ en referencia al Casino de Montecarlo (Principado de Mo´naco) por ser
”la capital del juego de azar”, ya que en este casino la ruleta era un generador simple de nu´meros
aleatorios, y para realizar ca´lculos con este me´todo es necesario el uso extensivo de nu´meros
aleatorios. Este es el motivo por el cual el me´todo Monte Carlo es conocido como un proce-
so estoca´stico, como fue mencionado anteriormente [Haile 92]. Existen muchos tipos de me´to-
do Monte Carlo (MC), los cuales son construidos por un algoritmo de generacio´n de nu´meros
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Figura 2.4: Diagrama de flujo para realizar una simulacio´n de dina´mica molecular.
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aleatorios especı´fico. En este contexto, una simulacio´n MC es una en la cual la localizacio´n,
orientacio´n, y tal vez geometrı´a, de un conjunto de partı´culas pueden ser escogidas de acuerdo
a una distribucio´n estadı´stica. Por ejemplo, se podrı´an examinar todas las posibles configuracio-
nes ato´micas de un conjunto de partı´culas haciendo variar las posiciones de cada una de ellas
aleatoriamente. Los pasos para realizar una simulacio´n Monte Carlo son los siguientes:
1. Escoger un conjunto inicial de posiciones ato´micas.
2. Calcular la energı´a para el sistema.
3. Escoger aleatoriamente un movimiento de prueba para el sistema. Esto podrı´a ser mo-
viendo todos los a´tomos, pero mayormente esto implica mover un a´tomo o mole´cula por
razones de eficiencia.
4. Calcular la energı´a del sistema en la nueva configuracio´n.
5. Decidir si aceptas la nueva configuracio´n. Existe un criterio de aceptancia basado en las
energı´as viejas y nuevas, el cual asegura que los resultados reproduzcan una distribucio´n
de Boltzmann.
6. Iterar pasos 3 a 5 hasta que el sistema se encuentre equilibrado.
7. Continuar iterando y coleccionar datos para calcular la propiedad deseada. El valor espera-
do de cualquier propiedad es su valor promedio (suma dividido por el valor de iteraciones
sumadas). Esto es correcto siempre y cuando el criterio de aceptancia en el paso 5, ase-
guro´ que la probabilidad de una configuracio´n de ser aceptada es igual a la probabilidad de
que sea incluido en una distribucio´n de Boltzmann.
Existen unas pocas variaciones sobre este procedimiento en los cuales se reducen el nu´mero de
iteraciones requeridos para obtener la precisio´n de resultados. Ellos involucran cambios en los
detalles de como son ejecutados los pasos 3 y 5. Para ma´s informacio´n ver el libro de Allen y
Tildesly [Allen 87]. Es necesario hacer recalcar que las simulaciones Monte Carlo requieren me-
nos tiempo de computadora para ejecutar cada iteracio´n que una simulacio´n dina´mica molecular
sobre el mismo sistema. Sin embargo, las simulaciones Monte Carlo son mas limitadas, ya que
ellas no pueden producir informacio´n dependiente del tiempo, tal como coeficientes de difusio´n
o viscosidad. Por otro lado, se tiene que con el me´todo Monte Carlo se ha estudiado la estabilidad
estructural y energe´tica de cluster meta´licos [Erkoc 99b, Hsing 09], similar a lo que se realiza
con simulacio´n por Dina´mica Molecular.
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Figura 2.5: Variacio´n del momento magne´tico promedio por a´tomo con la cantidad de a´tomos de
los clusters de plata. Datos tomados de [Pereiro 07].
2.3. Propiedades fı´sicas
En la seccio´n anterior vimos que existen diversos me´todos para obtener nanopartı´culas. Con
estos me´todos nosotros podemos manipular las caracterı´sticas de las nanopartı´culas, como el ta-
man˜o, que es la que tiene ma´s importancia ya que es bien conocido que la reduccio´n de taman˜o
de materiales trae como consecuencia la modificacio´n de sus propiedades fı´sicas. Por tal mo-
tivo, en esta seccio´n se mostrara´n ejemplos donde se ha encontrado la dependencia de algunas
propiedades fı´sicas sobre el taman˜o de la nanopartı´cula:
Propiedades ele´ctricas
Es bien conocido que los materiales meta´licos nobles en fase bulk como la plata, el oro
y el cobre son buenos conductores de corriente ele´ctrica. En estos materiales, a escala
macrosco´pica, existen las bandas de energı´as6, las cuales hacen posible la conduccio´n de
electrones. Aquı´ nace la siguiente pregunta: ¿ Co´mo sera´ el comportamiento electro´nico
de estos metales a escalas nanome´tricas? ¿ Existira´n bandas a esa escala ? La mayorı´a de
investigadores dentro de e´sta a´rea de estudio han encontrado que clusters meta´licos pre-
sentan niveles discretos de energı´a, determinados por su taman˜o y geometrı´a. Pero en el
lı´mite de clusters muy grandes, la diferencia de energı´a entre los niveles discretos llega a
ser despreciable y la banda discreta puede ser con toda seguridad aproximada a una banda
continua, como en el bulk [Eberhardt 02]. Una cantidad fı´sica que ayuda a entender mejor
esta situacio´n es la densidad de estados electro´nicos, la cual se puede calcular experimen-
talmente mediante Espectroscopı´a de Fotoemisio´n y sera´ discutida con mayor detalle en el
siguiente capı´tulo.
6Se les llama bandas de energı´a a un conjunto de niveles donde la separacio´n entre los niveles energe´ticos se
hace muy pequen˜a.
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Figura 2.6: Variacio´n de la temperatura de fusio´n con el dia´metro promedio de nanopartı´culas de
cobre incrustadas en una matriz de silicio. Datos tomados de [Yeshchenko 07].
Propiedades magne´ticas
Es bien conocido que algunos metales no son magne´ticos, por ejemplo la plata en fase bulk
es diamagne´tica. Pero recientemente un estudio teo´rico de clusters de Ag usando teorı´a
densidad funcional [Pereiro 07], ha encontrado que los a´tomos de este material pueden ser
magne´ticos cuando son agrupados en clusters (ver figura 2.5). Adema´s, obtuvieron que el
cluster Ag13 con simetrı´a icosahedral7 tiene el ma´s alto momento magne´tico por a´tomo
entre los clusters que se estudiaron. Un caso parecido ha sido comprobado, tanto teo´rica-
mente como experimentalmente, en el cluster de Al con 13 a´tomos, el cual es magne´tico a
pesar de que el bulk de aluminio no muestra un comportamiento magne´tico [Eberhardt 02].
Como vemos la simetrı´a del cluster y el nu´mero de coordinacio´n reducido para pequen˜os
clusters son factores fundamentales para este feno´meno.
Propiedades o´pticas
Metales como el oro o´ la plata, cuando su taman˜o es muy pequen˜o, presentan peculiarida-
des. Por ejemplo, en una nano-partı´cula de Au los electrones pueden moverse libremente
debido a que esta´n deslocalizados [Eberhardt 02], pero bajo ciertas condiciones se pueden
producir oscilaciones colectivas de estos. Estas oscilaciones colectivas de electrones se de-
nominan plasmo´n y su existencia da lugar al efecto de coloracio´n en las nano-partı´culas.
Este color dependera´ de la naturaleza del metal, del taman˜o, morfologı´a de la partı´cula y
de su concentracio´n [Krutyakov 08].
Propiedades termodina´micas
El feno´meno ma´s conocido en e´sta a´rea de investigacio´n es la disminucio´n de la temperatu-
7Esta´ simetrı´a es prohibida por la cristalografı´a cla´sica ya que con una estructura de este tipo no se puede teselar
todo el espacio. La configuracio´n ato´mica de este cluster es similar a la que se muestra en la figura 2.3a.
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ra de fusio´n con la disminucio´n del taman˜o de la nanopartı´cula. Por ejemplo, Yeshchenko
et. al. [Yeshchenko 07] encontraron este feno´meno en nanopartı´culas de cobre incrustadas
en una matriz de silicio. Los valores que ellos obtuvieron se muestran en la figura 2.6,
donde se observa claramente que las nanopartı´culas presentan una temperatura de fusio´n
menor a la del bulk cobre, la cual es de 1357.5 K.
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Capı´tulo 3
Conceptos ba´sicos
En el capı´tulo anterior se dio a conocer por que´ es importante estudiar las nanopartı´culas
meta´licas y co´mo se puede manipular sus caracterı´sticas para obtener las propiedades deseadas.
En particular, se discutio´ sobre las nanopartı´culas de plata, las cuales sera´n estudiadas teo´rica-
mente en el presente trabajo. Con el fin de lograr este objetivo, el presente capı´tulo estara´ enfo-
cado en dar a conocer brevemente algunas de las “herramientas” que se utilizan en la actualidad,
y que se usara´n en este estudio, para conocer la estructura ato´mica y electro´nica de las nano-
partı´culas.
3.1. Estructura ato´mica
Como se mostro´ en el capı´tulo 2 las diferentes propiedades fı´sicas de las nanopartı´culas
meta´licas dependen considerablemente de su estructura y taman˜o, esto se debe a que las nano-
partı´culas no presentan una estructura ato´mica bien definida como si la tienen sus correspon-
dientes contrapartes macrosco´picas. Adema´s, en el estudio de nanopartı´culas se ha encontrado
que la estructura ato´mica varı´a conforme aumenta el taman˜o [Reinhard 97]. Este es el motivo
principal por el cual se han desarrollado una gran cantidad de investigaciones que tratan de tener
un mayor conocimiento de la estructura ato´mica de nanopartı´culas; en el caso partı´cular de las
investigaciones teo´ricas se han utilizado “herramientas” como - por ejemplo - la curva calorı´fica,
la te´cnica de ana´lisis de pares y la funcio´n de distribucio´n de pares1, las cuales sera´n detalladas a
continuacio´n.
3.1.1. La curva calorı´fica
La curva calorı´fica es la dependencia de la energı´a total del sistema (tambie´n llamada energı´a
interna) con la temperatura, E(T ). Esta funcio´n es una herramienta importante para tener co-
nocimiento de cuando ocurren las transiciones de fase, lo cual implica un salto de E(T ), si la
transicio´n es de primer orden, o en la derivada de E(T ) si corresponde a una transicio´n de orden
mayor [Ercolessi 97]. Las transiciones ma´s comunes de primer orden que se pueden observar
1En algunos textos esta funcio´n es conocida como la Funcio´n de Distribucio´n Radial.
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Figura 3.1: Curvas calorı´ficas para los proce-
sos de fusio´n (color rojo) y solidificacio´n (co-
lor azul) de un bulk de oro con 864 partı´culas.
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Figura 3.2: Funcio´n de distribucio´n de pares
para un bulk de oro con 864 partı´culas, en es-
tado lı´quido a 1600 K (color verde) y so´lido a
300 K (color azul).
fa´cilmente mediante simulacio´n son la fusio´n y la solidificacio´n. En el caso particular de la fu-
sio´n, el salto que se observa en la curva calorı´fica corresponde al calor latente de fusio´n. Esto
usualmente ocurre a una temperatura un poco ma´s alta que la temperatura de fusio´n del modelo,
debido a que se necesita esperar la aparicio´n de una semilla de la fase lı´quida por fluctuaciones
esponta´neas. So´lo cuando la semilla lı´quida contiene unos pocos a´tomos, la fase lı´quida puede
comenzar a crecer a expensas de la fase so´lida. Un proceso similar es llevado a cabo en la so-
lidificacio´n de un material. Por ejemplo, en la figura 3.1 se muestra las curvas calorı´ficas para
la fusio´n y solidificacio´n de un bulk de oro con 864 a´tomos2 (simulado por dina´mica molecu-
lar), en esta figura se puede observar claramente que la temperatura de fusio´n y cristalizacio´n no
coinciden como sı´ sucede en su contraparte macrosco´pica.
3.1.2. Funcio´n de distribucio´n de pares
La Funcio´n de Distribucio´n de Pares (FDP) fue originalmente utilizada en el estudio de sis-
temas en estado lı´quido, los cuales estan caracterizados por la ausencia de cualquier estructura
permanente. Sin embargo, en estos sistemas existen correlaciones estructurales bien definidas
que pueden ser medidas experimentalmente para proveer detalles importantes acerca de su orga-
2A este sistema con poca cantidad de a´tomos se le llama bulk ya que en el proceso de simulacio´n ha estado
sometido a condiciones de fronteras perio´dicas.
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nizacio´n molecular promedio. La expresio´n de la funcio´n distribucio´n de pares general es:
g(~r1, ~r2) =
Nm(Nm − 1)
∫
e−U(~r1···~rNm )/Td~r3 · · ·~rNm
ρ2
∫
e−U(~r1···~rNm )/Td~r1 · · ·~rNm
, (3.1)
donde la integral en el denominador es la funcio´n particio´n (con kB = 1), y la integral del
numerador difiere con respecto al numerador so´lo en que ~r1 y ~r2 son excluidos de la integracio´n.
En el caso de sistemas espacialmente homoge´neos3, so´lo la separacio´n relativa es significante, lo
cual nos lleva a una suma sobre pares de a´tomos,
g(~r) =
2V
N2m
〈∑
i<j
δ(~r − ~rij),
〉
(3.2)
y si el sistema, adema´s, es isotro´pico la funcio´n puede ser promediada sobre a´ngulos sin perder
informacio´n. El resultado (ecuacio´n (3.2)) es la funcio´n de distribucio´n de pares g(r) (FDP),
una funcio´n que describe la organizacio´n local esfe´ricamente promediada alrededor de cualquier
a´tomo dado; g(r) juega un rol central en la fı´sica del estado lı´quido y en todas las funciones
que dependen sobre la separacio´n de pares, ası´ como la energı´a potencial y presio´n, las cuales
pueden ser expresadas en te´rminos de integrales donde interviene g(r) [Rapaport 95]. Adema´s,
se tiene que la funcio´n de distribucio´n de pares esta´ relacionada al factor de estructura S(~k)4, el
cual es medible experimentalmente; e´sta relacio´n se da mediante la transformada de Fourier. El
resultado general, cuando no se asume isotropı´a, es
S(~k) = 1 + ρ
∫
g(r)e−i
~k·~rd~r, (3.3)
y para lı´quidos isotro´picos esto se simplifica a
S(k) = 1 + 4piρ
∫
sin kr
kr
g(r)r2dr. (3.4)
La ecuacio´n (3.4) nos da como resultado una importante unio´n entre los ca´lculos teo´ricos y los
datos experimentales. Por otro lado, tenemos que de la definicio´n de g(r) en ec. (3.2), es evidente
que la FDP puede ser medida usando un histograma de separaciones de pares discretizados 5. Si
hn es el nu´mero de pares de a´tomos (i, j) para el cual
(n− 1)∆r ≤ ri,j ≤ n∆r, (3.5)
entonces, asumiendo que ∆r es suficientemente pequen˜o, tenemos el siguiente resultado
g(rn) =
V hn
2piN2mr
2
m∆r
, (3.6)
3Presentan las mismas propiedades en todas las partes del sistema.
4S(~k) es una cantidad importante en la interpretacio´n de las mediciones de dispersio´n de rayos X.
5Esto se debe a la funcio´n delta.
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donde
rn =
(
n− 1
2
)
∆r. (3.7)
Si las mediciones de FDP se extiende a un rango ma´ximo re, el nu´mero de histogramas es re/∆r.
Utilizando esta funcio´n para el estudio estructural de materiales, se encontro´ que la FDP corres-
pondiente a estructuras cristalinas exhibe picos agudos, los cuales dependen del tipo de estructu-
ra. Por otro lado, tambie´n es conocido que en la FDP de estructuras amorfas, estos picos agudos
desaparecen, excepto el primero de ellos. La presencia de este pico, el cual es similar al de las
estructuras cristalinas, es debido al orden local que presentan las estructuras amorfas [Qi 08]. Un
ejemplo de lo mencionado anteriormente se muestra en la figura 3.2, donde se tiene la FDP para
una estructura cristalina tipo fcc, conteniendo 864 partı´culas en estado lı´quido a 1500 K (color
verde) y so´lido a 300 K (color azul). En esta figura se puede observar que la posicio´n del primer
pico de la FDP correspondiente a la estructura fcc en estado so´lido, es la distancia de los prime-
ros vecinos, ya que para el oro esta distancia es
√
2a0/2 = 0,288 nm siendo a0 = 0,408 nm el
para´metro de red [Ashcroft 76].
3.1.3. Te´cnica de ana´lisis de pares
La curva calorı´fica E(T ) y la FDP g(r) so´lo proveen la informacio´n estadı´stica sobre la es-
tructura de un sistema. Para monitorear la estructura local en el sistema, se tiene que emplear
una te´cnica de ana´lisis de pares. Esta te´cnica fue usada por primera vez por Blaisten-Farojas,
pero fue generalizada por Honeycutt y Andersen [Honeycutt 87], desde entonces ha sido am-
pliamente utilizada para analizar las estructuras de lı´quidos, amorfos, y cristales [Tian 08]. En
esta te´cnica, los pares de a´tomos son clasificados por (i) si son o no vecinos cercanos 6, (ii) el
nu´mero de vecinos cercanos que ellos tienen en comu´n, y (iii) la cantidad de vecinos cercanos
entre los vecinos compartidos. Para poder realizar un mejor estudio con esta te´cnica, primero se
propuso una caracterizacio´n gra´fica para representar los posibles tipos de pares de a´tomos. En
un diagrama particular (ver figura 3.3), los cı´rculos blancos representan los a´tomos en el par de
intere´s (“par raı´z”), mientras que los cı´rculos negros representan los vecinos ma´s cercanos que
estos a´tomos tienen en comu´n. Los a´tomos que son vecinos cercanos el uno del otro, determi-
nados por la distancia de corte especificada, son conectados por lı´neas (“enlaces”). No´tese que
dos cı´rculos blancos aparecen en todos los diagramas de este tipo y que, por definicio´n, cada
cı´rculo blanco esta´ enlazado a cada cı´rculo negro. En algunos diagramas se eliminan los cı´rculos
blancos del diagrama ya que su presencia es entendida. Debido a que e´sta caracterizacio´n no es
suficiente para poder distinguir todos los tipos de estructuras, se planteo´ nombrar a los digramas
de dos formas: tipo I, si los a´tomos que conforman el par raı´z esta´n conectados directamente por
un enlace, o tipo II, si no lo estan. Pero como esta nomenclatura es muy extensa se planteo´ una
nomenclatura ma´s compacta que caracteriza cada diagrama por una secuencia de cuatro ı´ndices
enteros (i, j, k, l), que significan lo siguiente:
El primer entero i, indica el tipo de diagrama y puede tomar el valor de 1 o´ 2, dependiendo
de si los a´tomos que comprenden el par raı´z son vecinos cercanos o no lo son.
6Dos a´tomos son llamados vecinos cercanos si su separacio´n esta´ dentro de una distancia de corte especificada.
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Figura 3.3: Caracterizacio´n gra´fica para re-
presentar los posibles tipos de pares ato´mi-
cos. Figura tomada de ref. [Honeycutt 87]
Figura 3.4: Pares de ı´ndices y sus res-
pectivos diagramas. Figura tomada de ref.
[Honeycutt 87]
El segundo entero j, representa el nu´mero de vecinos cercanos compartidos por el par
raı´z.
El tercer entero k, representa el nu´mero de enlaces entre los vecinos compartidos.
El cuarto entero l, es usado para distingir los pares cuyos tres ı´ndices primeros son ide´nti-
cos.
Siguiendo esta nomeclatura se tiene que el par 1551 caracteriza a una estructura local tipo ico-
sae´drica, la cual se presenta con mayor abundancia en sistemas lı´quidos y amorfos, mientras
que los pares 1421 y 1422 representan las estructuras locales tipo fcc y hcp, respectivamente.
Adema´s, las estructuras icosae´drica y fcc con defectos esta´n caracterizadas por lo ı´ndices 1541 y
1431, respectivamente. Estos y otros ı´ndices de pares, con sus respectivos diagramas, son mos-
trados en la figura 3.4.
3.2. Estructura electro´nica
El ca´lculo de la estructura electro´nica de los so´lidos ha sido un campo de investigacio´n fe´rtil
desde los primeros dı´as de la teorı´a cua´ntica, no so´lo porque la estructura electro´nica es una
a´rea de investigacio´n importante, sino porque constituye, adema´s, una informacio´n esencial para
poder comprender las propiedades o´pticas, ele´ctricas, magne´ticas y de transporte de los materia-
les. Durante el transcurso de los an˜os, en el campo de la estructura electro´nica ha habido grandes
avances en teorı´as fundamentales y me´todos conputacionales. Por este motivo, en la actualidad es
factible determinar una gran variedad de propiedades de los materiales directamente al desarro-
llar las ecuaciones fundamentales para los electrones y, adema´s, se puede proveer nuevas visiones
en problemas vitales de la fı´sica, quı´mica, y ciencia de materiales. Esta es una de las principales
razones por la cual en las u´ltimas de´cadas los ca´lculos de estructura electro´nica esta´n llegando a
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ser herramientas importantes, usadas tanto por experimentalistas como por teo´ricos para enten-
der las caracterı´sticas esenciales de los materiales reales. Pero para obtener la informacio´n sobre
las propiedades fı´sicas de los materiales, se tiene que resolver la ecuacio´n de Schro¨dinger del
sistema 7, que en la notacio´n de Dirac8 esta´ dada por:
HTotal|Ψ〉 = E|Ψ〉 (3.8)
donde |Ψ〉 es el vector de estado correspondiente a los iones y electrones, y HTotal es el Ha-
miltoniano total del sistema, el cual contiene toda la informacio´n relevante de e´ste, y se expresa
ası´:
HTotal =
∑
i
~p2i
2m
+
1
2
∑
i 6=j
e2
|~ri − ~rj| +
∑
I
~P 2I
2M
+
1
2
∑
I 6=J
ZIZJe
2
|~RI − ~RJ |
−
∑
I
ZIe
2
|~r − ~RI |
(3.9)
donde los dos primeros te´rminos son la energı´a cine´tica de los electrones y el potencial de in-
teraccio´n entre electrones; el tercero y cuarto te´rmino son la energı´a cine´tica de los iones y el
potencial de interaccio´n entres ellos; y el u´ltimo y ma´s importante te´rmino es el potencial de
interaccio´n entre los electrones y los iones, el cual permite la formacio´n del so´lido [Grosso 00].
Al resolver la ecuacio´n9 (3.8) obtendremos las autoenergı´as y las autofunciones del sistema, que
nos servira´n para calcular una gran variedad de cantidades fı´sicas como por ejemplo la densi-
dad de estados electro´nicos, la razo´n de participacio´n, la distribucio´n de separacio´n de niveles
electro´nicos, y la conductancia, etc. Estas cantidades sera´n de gran utilidad para entender cual
sera´ el comportamiento del electro´n dentro del sistema. Sin embargo, intentar resolver esta ecua-
cio´n analı´ticamente es muy complicado (casi imposible) ya que en HTotal intervienen N(Z+1)
partı´culas interactuantes (N iones y NZ electrones), donde N es del orden del nu´mero de Avoga-
dro para los materiales reales (NA = 6.022×1023)10. Por tal motivo se han creado ciertas aproxi-
maciones que permitan resolver la ecuacio´n (3.8) sin perder informacio´n importante del sistema.
Dentro del desarrollo de este trabajo se utilizaron la aproximacio´n de Born-Oppenheimer y la
aproximacio´n tight-binding, las cuales sera´n discutidas brevemente en la siguiente seccio´n. Pero
au´n haciendo estas aproximaciones la resolucio´n analı´tica es demasiada trabajosa; este fue el
problema principal que dio origen a los me´todos nu´mericos11, los cuales dependiendo del po-
der computacional con el que se cuente, pueden abarcar hasta una cierta cantidad de partı´culas.
Por ejemplo, la resolucio´n de la ecuacio´n de Schro¨dinger en este trabajo se realizo´ mediante la
diagonalizacio´n directa del Hamiltoniano del sistema utilizando la librerı´a Lapack [Web site 3].
3.2.1. Hamiltoniano tight-binding
Como se menciono´ anteriormente, la resolucio´n de la ecuacio´n de Schro¨dinger para el so´lido
(ecuacio´n (3.8)) es imposible si es que no se realizan ciertas aproximaciones y se utilizan algu-
7So´lo se tomara´ en cuenta la ecuacio´n de Schro¨dinger independiente del tiempo.
8En la notacio´n de Dirac la ecuacio´n de Schro¨dinger es conocida como el problema de Valor Propio.
9La resolucio´n de esta ecuacio´n puede realizarse tanto de forma analı´tica como nu´merica dependiendo de la
complejidad del sistema bajo estudio.
10Este es el motivo por el cual este problema es conocido como un problema de muchos cuerpos.
11Te´cnicas y procedimientos basados en operaciones arime´ticas simples que nos permiten resolver una ecuacio´n
mediante una serie de evaluaciones sucesivas, todas ellas nume´ricas.
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Figura 3.5: Representacio´n esquema´tica del rango de alcance de la interaccio´n entre los a´tomos.
Para sistemas (a) unidimensionales y (b) bidimensionales.
nos me´todos nume´ricos. Una de estas aproximaciones es la aproximacio´n de Born-Oppenhaimer
[Sutton 04], donde se considera que la masa del electro´n es demasiado pequen˜a comparada con la
del io´n y que la velocidad del electro´n es mucho mayor que la velocidad del io´n. Considerando es-
ta aproximacio´n se obtiene que el Hamiltoniano total del so´lido (ecuacio´n (3.9)) se puede dividir
en dos: uno ato´mico y otro electro´nico. Donde el Hamiltoniano electro´nico, el cual se usara´ para
todos los sistemas que se estudiara´n aquı´, va ha depender parame´tricamente de las posiciones de
los iones 12. Despu´es de realizar esta operacio´n se utiliza la aproximacio´n tight-binding, la cual
consiste en expresar la funcio´n de onda del sistema Ψ(~r) = 〈~r|Ψ〉 en una combinacio´n lineal de
orbitales ato´micos13 [Ashcroft 76].
Para el desarrollo de este trabajo se utilizo´ un conjunto orto-normal de vectores base de tipo
ato´mico centradas en el sitio ~R, {|~R〉}. Adema´s, so´lo se considero´ que existen interacciones entre
los vecinos ma´s cercanos (primeros vecinos). La representacio´n de Hamiltoniano tight-binding
esta´ dado por [Lobato 09]:
H =
∑
~R
∑
~R′
|~R〉HR.R′〈 ~R′| (3.10)
y los elementos de la representacio´n matricial del Hamiltoniano son definidos como:
HR,R′ =

ε0 si ~R = ~R′
t si |~R− ~R′| ≤ rc
0 si |~R− ~R′| > rc
(3.11)
con:
ε0, energı´a de sitio ato´mico.
t, para´metro hopping que representa la interaccio´n entre el electro´n y un a´tomo vecino; por
e´sta razo´n t es negativo. Sin embargo, su valor (independiente del signo) nos da una medida
del grado de acoplamiento entre los a´tomos. Justamente esta caracterı´stica es la que nos
interesa incluir en nuestro modelo, por esta razo´n de aquı´ en adelante se considerara´ t > 0.
12Estas posiciones se pueden obtener por diferentes me´todos, por ejemplo, Dina´mica Molecular o Monte Carlo.
13Conocido como me´todo LCAO, del ingle´s Linear combination of atomic orbitals.
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Figura 3.6: Representacio´n esquema´tica de la densidad de estados electro´nicos para un (a) metal,
(b) semiconductor y (c) aislante.
rc, distancia promedio que contiene a los primeros a´tomos vecinos con respecto a un a´tomo
arbitrario, dicha distancia nos indicara´ el rango de interaccio´n del electro´n con los a´tomos
vecinos. Por ejemplo en la figura 3.5a y 3.5b, se tiene una representacio´n esquema´tica del
rango de interaccio´n para un sistema unidimensional y bidimensional, respectivamente.
3.2.2. Densidad de estados electro´nicos
La manera ma´s sencilla de incluir toda la informacio´n del espectro de energı´as de un sistema
cua´ntico en una sola magnitud fı´sica es mediante la densidad de estados electro´nicos (en ingle´s
electronic density of states, EDOS), que contabiliza el nu´mero de estados accesibles (N(E)) por
intervalo de energı´a ∆E. Para un espectro discreto, la densidad de estados se puede escribir como
[Yaro 08]
η(E) =
dN(E)
dE
=
N∑
m=1
δ(E − Em) (3.12)
donde Em son las autoenergı´as obtenidas al resolver el problema del valor propio (ecuacio´n
(3.8)), y la suma se extiende sobre todos los niveles del espectro. Debido a limitaciones de
cara´cter nume´rico, se hace la siguiente aproximacio´n [Torres 09]:
η(E) =
N∑
m=1
δ(E − Em) ≈
N∑
m=1
1
γ
√
2pi
e
−
1
2
E − Em
γ
2
(3.13)
donde γ controla el ancho de la distribucio´n de Gauss centrada alrededor de Em. La ecuacio´n
(3.13) es la que se utilizara´ en este trabajo para calcular la EDOS de los sistemas a estudiar. La
densidad de estados presenta dos situaciones extremas: una es cuando la densidad de estados
es continua y la otra es cuando presenta regiones de energı´as prohibidas conocidas como gaps.
Dependiendo de la magnitud del gap y la ubicacio´n de la energı´a de Fermi14, el sistema tendra´ un
14La energı´a de Fermi es la energı´a que separa los niveles ocupados de los desocupados.
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Figura 3.7: Representacio´n esquema´tica de la funcio´n de onda cuando se encuentra (a) extendida
y (b) localizada.
comportamiento meta´lico, semiconductor o aislante. Lo mencionado anteriormente se representa
esquematicamente en las figuras 3.6a, 3.6b y 3.6c, respectivamente.
Por otro lado, a partir de la ecuacio´n (3.12) se define la integral de la densidad de estados
electro´nicos (Integrated Density of States, IDOS), que contabiliza el nu´mero de niveles que hay
hasta una energı´a E, esto es:
N(E) =
∫ E
−∞
dxη(x) (3.14)
3.2.3. Razo´n de participacio´n
La razo´n de participacio´n (RP) nos indica co´mo es la distribucio´n espacial de la funcio´n de
onda y se define por la expresio´n:
P (Em) =
1
N
(
N∑
n=1
|ϕn(Em)|4
)−1
(3.15)
donde ϕn(Em) son autofunciones normalizadas que se obtuvieron al solucionar el problema del
valor propio. Existen dos casos lı´mites de esta cantidad fı´sica:
Primer caso.- Cuando todos los sitios de la red tienen igual densidad de probabilidad
|ϕn(Em)|2 = 1/N ∀n, entonces P (Em)→ 1, este caso corresponde a un funcio´n de onda
completamente extendida (ver figura 3.7a).
Segundo caso.- Cuando existe so´lo un sitio de la red con densidad de probabilidad |ϕn(Em)|2 6=
0, tenemos entonces que P (Em) tiende a 1/N y cuandoN →∞ tenemos que P (Em)→ 0.
En tal caso se dice que la funcio´n de onda esta´ completamente localizada (ver figura 3.7b).
Para valores intermedios de razo´n de participacio´n se tiene que la funcio´n de onda se distribuye
en forma compleja dentro del material.
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Capı´tulo 4
Estadı´stica de separacio´n de niveles
4.1. Introduccio´n
Segu´n los principios ba´sicos de la meca´nica cua´ntica el espectro de energı´a de una partı´cula
en un volumen limitado es discreto. Los valores precisos de la energı´a dependen de las condicio-
nes de frontera y las interacciones en el sistema. En muchos casos estas cantidades pueden ser
calculadas con cierta precisio´n. Sin embargo, frecuentemente las interacciones son tan compli-
cadas que desarrollar estos ca´lculos llega a ser imposible. Por otro lado, la complejidad de las
interacciones puede conducir a la idea de una descripcio´n estadı´stica, en la cual la informacio´n
acerca de los niveles por separado es despreciada y so´lo se estudian cantidades promediadas.
Una teorı´a estadı´stica de niveles no describe la secuencia detallada de los niveles de energı´a en
cualquier sistema dado, sino lo que se espera describir es la apariencia general y el grado de
irregularidad de la estructura de niveles que esta´ ocurriendo en un sistema complejo. lo cual es
tan complicado para ser entendido y/o estudiado en detalle.
La idea de una descripcio´n estadı´stica de los niveles de energı´a fue propuesta primero por Wigner,
para el estudio de niveles nucleares altamente excitados en un nu´cleo complejo. Desde entonces
se ha evidenciado como una herramienta importante para estudiar muchos sistemas complejos
[Mirlin 00]. En esta teorı´a estadı´stica de niveles existen propiedades estadı´sticas (o conocidos
tambie´n como estadı´sticos) basadas en la separacio´n de niveles electro´nicos de sistemas simples
o complejos, los cuales son:
Distribucio´n de separacio´n de niveles de energı´a, P (s).
Funcio´n de probabilidad integrada, I(s).
Rigidez espectral, ∆3.
Coeficiente de correlacio´n.
Segundo momento de la distribucio´n de separacio´n.
Pero antes de realizar el calcu´lo de estos estadı´sticos, se tiene que realizar el me´todo de reescalado
al espectro de energı´as del sistema, el cual sera´ explicado a continuacio´n.
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4.2. Me´todo de reescalado
Para realizar cualquier tipo de ana´lisis estadı´stico del espectro de energı´as de un sistema
cua´ntico es necesario realizar una transformacio´n del espectro para poder comparar nuestros
resultados con aquellos esperados dentro de la Teorı´a de Matrices Aleatorias (RMT). Esta trans-
formacio´n se denomina reescalado (del ingle´s, unfolding) [Molina 01]. Sin ella es imposible una
comparacio´n directa entre sistemas que tienen energı´as y comportamientos muy diferentes.
La idea principal de este me´todo consiste en descomponer la densidad de estados (ecuacio´n
(3.12)) en una parte media η(E) y una parte fluctuante η˜(E). Esta densidad media es una propie-
dad especı´fica de cada sistema cua´ntico y debe ser sustraı´da para comparar resultados de sistema
distintos. Para realizar esto, se necesita reescalar el espectro de tal manera que la densidad media
sea la unidad, es decir; η(E) = 1. La forma ma´s sencilla y eficaz de eliminar la contribucio´n de
η(E) en el espectro es transformando la secuencia de niveles Ei (estas son las autoenergı´as del
sistema) en una nueva secuencia adimensional i de la manera siguiente:
donde N es la dimensio´n del espectro1, y N(Ei) es la densidad media integrada,
N(E) =
∫ E
∞
dxη(x) (4.1)
Esta funcio´n es una aproximacio´n suave a la funcio´n pasoN(E) (ecuacio´n 3.14) que da el nu´me-
ro verdadero de niveles hasta una energı´a E. Despu´es, la separacio´n de niveles de energı´a ma´s
cercanos estara´ definida por si = i+1− i, donde i vendrı´an a denominarse las energı´as reesca-
ladas.
El procedimiento de reescalado requiere entonces el conocimiento de la funcio´n η(E) y esta
es la principal dificultad. En el caso de las matrices aleatorias sı´ se conoce una expresio´n para
la densidad media (ver Ape´ndice C), pero en la mayorı´a de los casos esto no es ası´, y la densi-
dad media debe determinarse u´nicamente a partir de la informacio´n que proporciona el espectro.
En esta situacio´n existen diversos me´todos para realizar el reescalado, y estan agrupados en los
llamados me´todos locales y globales. Los me´todos locales son aquellos en los que se determina
la densidad media en forma local en un entorno de cada nivel. En algunos casos estos me´todos
pueden llevarnos a conclusiones equivocadas en el ana´lisis del espectro, por tanto, es ma´s con-
veniente utilizar otros tipos de me´todos. En los me´todos globales se calcula la densidad media
utilizando el espectro completo. Lo que se hace habitualmente es intentar ajustar la densidad acu-
mulada a una funcio´n suave. En algunos casos se conoce una forma funcional que depende de
un cierto nu´mero de para´metros y que se obtiene a partir de conocimientos teo´ricos del sistema.
En otros casos no se dispone de esta informacio´n y lo que suele hacerse es ajustar la densidad
utilizando un conjunto de funciones ortonormales como, por ejemplo, los polinomios de Chebys-
hev. En esta situacio´n hay que tener mucho cuidado con el nu´mero de para´metros libres que se
manejan, ya que si se utilizan demasiados para´metros en el ajuste puede que la densidad media
obtenida este´ incluyendo parte de las fluctuaciones. En la figura 4.1 se muestra gra´ficamente el
1Este te´rmino se refiere a la cantidad de niveles de energı´a que constituyen el espectro.
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Figura 4.1: Ajuste de la integral de la densidad
de estados electro´nicos para realizar el proce-
dimiento de reescalado.
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Figura 4.2: Distribucio´n de separacio´n de ni-
veles de Wigner, PW (s), y de Poisson, PP (s).
procedimiento de reescalado.
Por tanto, el procedimiento de reescalado, a no ser que se conozca la expresio´n exacta de la
densidad media, es una tarea nada trivial y debe realizarse con sumo cuidado si se quiere con-
seguir un ana´lisis correcto del espectro de energı´as. En este trabajo, para realizar el me´todo de
reescalado, se ajustara´ la integral de la densidad de estados (IDOS), N(E), mediante una expan-
sio´n polinomial similar a la realizada en la ref. [Grossi 99]2.
4.3. Distribucio´n de separacio´n de niveles electro´nicos
Luego de aplicar el me´todo de reescalado al espectro de energı´as ya se esta´ en la posibili-
dad de realizar un buen estudio estadı´stico de los niveles de energı´a. Para lograr este propo´sito
en el presente trabajo se va a calcular la distribucio´n de separacio´n de niveles electro´nicos ma´s
cercanos, P (s), el cual es el estadı´stico ma´s importante que se utiliza para caracterizar las corre-
laciones de corto alcance en el espectro y la repulsio´n de niveles [Pere´z 04]. Dependiendo de la
estructura que tenga esta distribucio´n se podra´ obtener informacio´n importante para entender el
comportamiento del sistema que se esta´ estudiando. Por ejemplo, si en un espectro de energı´as
existe repulsio´n de niveles, la probabilidad de que existan espaciamientos nulos (o lo que es lo
mismo, la probabilidad de que dos niveles de energı´a tengan el mismo valor) es cero; en cambio,
si no existe repulsio´n, los niveles esta´n descorrelacionados y la probabilidad de que ellos tengan
el mismo valor es diferente de cero, es decir, hay una cierta probabilidad de que existan espacia-
mientos nulos. En el estudio de este estadı´stico se ha encontrado dos distribuciones extremas con
significado fı´sico claro, estas son las distribuciones de Wigner y Poisson, pero tambie´n se cono-
ce que algunos sistemas presentan distribuciones que se encuentran entre estos lı´mites. Por otro
2Tambie´n existen reportes donde han usado cubic splines para ajustar la IDOS [Grimm 00, Schreiber 99].
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lado, se tiene que la transicio´n entre estas dos distribuciones ha sido ampliamente estudiada por
la comunidad cientı´fica. Todo esto sera´ discutido con mayor detalle en las siguientes secciones.
4.3.1. Distribucio´n de Wigner
La distribucio´n de Wigner se presenta mayormente en sistemas de´bilmente desordenados
(re´gimen meta´lico) donde el te´rmino de interaccio´n en el Hamiltoniano es el dominante y pro-
duce hibridizacio´n de estados, y por consiguiente originara´ repulsio´n entre niveles de energı´a
adyacentes [Grimm 00]. Adema´s, se tiene que en estos sistemas su longitud de localizacio´n es
ma´s grande que su taman˜o, lo cual corresponde a estados electro´nicos con un considerable sola-
pamiento mutuo [Batsch 95]. Por otro lado, se tiene que esta distribucio´n es una buena aproxima-
cio´n al P (s), correspondiente al Ensamble Gaussiano Ortogonal (GOE) de RMT. La distribucio´n
de Wigner se muestra en la figura 4.2 (curva de color rojo) y se expresa de la siguiente manera:
PW (s) =
pi
2
s exp(−pi
4
s2). (4.2)
4.3.2. Distribucio´n de Poisson
Si el sistema presenta una longitud de localizacio´n muy pequen˜a comparada con el taman˜o
del sistema, se tiene que los autoestados del sistema son exponencialmente localizados puesto
que el solapamiento entre las funciones de onda es muy pequen˜o [Batsch 95]. Esta situacio´n se
presenta cuando existe un fuerte desorden en el espectro de energı´a (re´gimen aislante), donde no
existe interaccio´n entre los niveles [Grimm 00]. Esto se produce debido a que para grandes gra-
dos de desorden los elementos de la diagonal del Hamiltoniano sera´n dominantes y el espectro
estara´ esencialmente dado por las energı´as de sitio aleatorias. Esto refleja el hecho que para un
gran desorden las interferencias cua´nticas conducen - por ejemplo - a la supresio´n del proceso
difusivo del electro´n [Hofstetter 93]. La distribucio´n que corresponde a sistemas con estas carac-
terı´sticas es una de tipo Poisson (ver figura 4.2, curva de color azul), y esta´ dada por la siguiente
ecuacio´n:
PP (s) = exp(−s). (4.3)
4.3.3. Distribuciones intermedias
Para estadı´sticas intermedias se han desarrollado numerosas distribuciones que interpolan en-
tre los dos casos extremos mencionados arriba. Aunque ninguna es completamente satisfactoria
teo´ricamente, sirven para evaluar cuantitativamente el grado de caos de un sistema cua´ntico. La
distribucio´n ma´s importante y ma´s utilizada para la caracterizacio´n de la transicio´n de una distri-
bucio´n tipo Wigner a una tipo Poisson habituales, es la distribucio´n de separacio´n de niveles de
Brody [Brody 81],
P (s, β) = α(β + 1)sβ exp(−αsβ+1), (4.4)
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Figura 4.3: Distribucio´n de Brody para β = 0 (lı´nea discontinua, equivalente a una distribucio´n
de Poisson), β = 0.25, 0.5, 0.75 (lı´neas continuas, el ma´ximo se desplaza hacia la izquierda) y
β = 1 (lı´nea de puntos, distribucio´n de Wigner).
con α =
(
Γ
β + 2
β + 1
)β+1
y Γ la conocida funcio´n Gamma. Adema´s, se tiene que el para´metro
β de la ecuacio´n (4.4) esta´ relacionado con la repulsio´n energe´tica entre los niveles [Meyer 97].
Como se menciono´ anteriormente esta distribucio´n interpola entre los dos casos extremos: la dis-
tribucio´n de Poisson, con β = 0, y la distribucio´n de Wigner, con β = 1. Por otro lado, se tiene
que la P (s) exacta para el GOE presenta un β = 0,957 [Brody 81]. En la figura 4.3 se muestra
la distribucio´n de Brody para β = 0, 0.25, 0.5, 0.75 y 1.
Otra distribucio´n que se ha desarrollado para estudiar estadı´sticas intermedias es la distribu-
cio´n de Izrailev [Izrailev 88], que interpola tambie´n entre PP (s) y PW (s), pero incluyendo ma´s
tipos de simetrı´as3 que dan lugar a repulsiones ma´s intensas. Esta distribucio´n se expresa de la
siguiente manera
P (s, βef ) = Aβef s
βef exp
(
−pi
2βef
16
s2 −
[
Bβef −
piβef
4
]
s
)
(4.5)
En esta expresio´n, βef puede variar entre βef = 0, que corresponde a la distribucio´n de Poisson,
y βef =∞, que da lugar a una repulsio´n infinita, esto es, a un espectro equiespaciado. Adema´s,
los valores βef = 1, 2, 4 corresponden a la distribucio´n para el GOE, GUE y GSE4, respectiva-
mente. Las dos constantes de la ecuacio´n (4.5), Aβef y Bβef se determinan por las relaciones de
normalizacio´n:
∫∞
0
dsP (s, βef ) = 1 y
∫∞
0
ds sP (s, βef ) = 1.
3Estas simetrı´as se refieren a las colectividades gaussianas discutidas en el Ape´ndice C.
4Para mayor detalle de estas colectividades ver Ape´ndice C.
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4.3.4. Transicio´n metal-aislante
Bajo el enfoque de la teorı´a estadı´stica de niveles de energı´a, la transicio´n metal-aislante (o
transicio´n de Anderson5) se produce cuando la distribucio´n de separacio´n de niveles electro´nicos
cruza de una distribucio´n tipo Wigner a una tipo Poisson. El estudio de esta transicio´n fue una de
las razones principales que motivo´ el surgimiento de las estadı´sticas intermedias discutidas an-
teriormente. Por otro lado, existe amplia evidencia que cuando se introduce desorden al sistema
se produce una transicio´n metal-aislante [Amanatidis 09, Evangelou 96] como lo predijo Ander-
son, pero esta transicio´n tambie´n ha sido encontrada cuando se aumenta el taman˜o del sistema
[Batsch 95]. Para una discusio´n ma´s detallada sobre la transicio´n de Anderson revisar [Evers 08].
4.4. Estudio de sistemas simples
En esta seccio´n estudiaremos co´mo influye el desorden quı´mico6 en las propiedades electro´ni-
cas de sistemas unidimensionales y bi dimensionales ampliamente estudiados, como son el ca-
so de la cadena unidimensional finita e infinita [Yaro 08], y las mallas cuadrada y hexagonal
[Torres 09]. El desorden quı´mico en estos sistemas sera´ producido colocando una energı´a alea-
toria rn a la energı´a de sitio ato´mico del Hamiltoniano tight-binding definido en la seccio´n 3.2.1.
Esta energı´a rn sera´ distribuida uniformemente dentro de un rango de energı´a de ancho 2W
(siendo W la intensidad del desorden), tal que la nueva energı´a de sitio sera´:
εn = ε0 + rn , rn ∈ [−W,W ] . (4.6)
4.4.1. Sistemas unidimensionales
Una forma de afrontar el problema de describir un sistema fı´sico complejo es mediante los
modelos unidimensionales, los cuales deben presentar las caracterı´sticas esenciales del sistema
en estudio. Nuestros modelos unidimensionales son la cadena lineal perio´dica7 finita (ver figura
4.4) e infinita de a´tomos (ver figura 4.5), este u´ltimo modelo se obtiene sometiendo a condiciones
de frontera perio´dicas a la cadena lineal finita y es conocido como el anillo de a´tomos. De aquı´ en
adelante cada uno de estos a´tomos va a estar asociado con un estado |~R〉 = |i〉 de tal manera que
el conjunto de estos estados va a formar una base ortonormal que se utilizara´ para expresar el
Hamiltoniano tight-binding como se indico´ en la seccio´n 3.2.1. Los para´metros que se utilizaron
para el ca´lculo de las cantidades fı´sicas se muestran en el cuadro 4.1, donde ∆s es el intervalo de
separaciones donde se cuenta cuantas s existen, y apartir de esto se forma P (s), este intervalo es
adimensional debido a que s resulta ser adimensional luego de aplicar el me´todo de reescalado
(ver seccio´n 4.2).
5Se le dio´ este nombre debido a que Anderson fue el primero en mostrar que en ciertos campos aleatorios, la
localizacio´n de la funcio´n de onda del electro´n puede ocurrir si la componente aleatoria es lo suficientemente grande
[Anderson 58].
6Mayor explicacio´n sobre el desorden quı´mico sera´ dada en el capı´tulo 6.
7Los a´tomos esta´n equiespaciados en una distancia a = 1.
4.4 Estudio de sistemas simples 35
0 0.5 1 1.5 2
S
0
1
2
3
4
5
P
(S
)
0a a (i-1)a ia (i+1)a (N-1)a Na
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Figura 4.5: Cadena lineal finita sometida a
condiciones de frontera perio´dicas (anillo de
a´tomos) y su respectiva P (s).
Antes de empezar a analizar las propiedades de estos sistemas tenemos que encontrar una canti-
dad de a´tomos representativa. Este taman˜o del sistema se presenta cuando la densidad de estados
no presenta fuertes distorsiones ocasionadas por el efecto de borde, el cual es producido por los
a´tomos en los extremos de la cadena. La cantidad de a´tomos en la que ya no es muy notoria la
presencia de este efecto es N = 1000 a´tomos, dado que para sistemas con mayor cantidad de
a´tomos no se encontro´ ninguna diferencia significativa en la DOS (ver figura 4.6).
Cadena perio´dica
Se sabe que la principal caracterı´stica de los cristales es su simetrı´a de traslacio´n, entonces
estos materiales pueden ser modelados por barreras equidistantes de potencial constante. Para
ello, asignamos a la energı´a de sitio ato´mico εn en nuestros modelos unidimensionales (cadena
lineal finita e infinita) un valor constante (ver cuadro 4.1):
εn = ε0 , ∀n = 1, 2, . . . , N (4.7)
Esta situacio´n inicial se puede considerar como el caso correspondiente a W/t = 0.0, es decir,
el sistema no presenta desorden. En este trabajo se mostrara´ solo resultados obtenidos para la
candena unidimensional finita, ya que si se observa las figuras 4.4 y 4.5, se puede notar que sus
distribuciones de separacio´n de niveles electro´nicos ma´s cercanos serı´an iguales si no fuese por
la alta degeneracio´n que existe en la P (s) correspondiente a la cadena unidimensional infinita8.
8La alta degeneracio´n se nota cuando P (0) presenta una alta magnitud en comparacio´n con las dema´s separaci-
cones.
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Cuadro 4.1: Para´metros empleados para realizar el ca´lculo de la estructura electro´nica de los
sistemas unidimensionales, t0 y a son tomados como la energı´a y longitud de referencia, respec-
tivamente.
Para´metro Valor
Energı´a de sitio (ε0/t0) 2.0
Hopping (t0) 1.0 eV
Separacio´n entre a´tomos (a) 1A˚
Distancia entre 1ros vecinos (rc/a) 1.0
Ancho de la Gaussiana (γ/t0) 0.01
Energı´a Mı´nima (Emin/t0) -10.0
Energı´a Ma´xima (Emax/t0) 15.0
Paso de Energı´a (∆E/t0) 0.01
Grado del polinomio noveno
Paso de Separacio´n de Niveles (∆s) 0.0448
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Figura 4.6: Variacio´n de la densidad de estados electro´nicos con la cantidad de a´tomos en la
cadena lineal perio´dica finita.
Esta degeneracio´n es una consecuencia de la simetrı´a que presenta este sistema.
Para este grado de desorden (W/t0 = 0.0), se obtuvo una densidad de estados electro´nicos que no
presenta gaps (ver figura 4.7), esto nos dice que este sistema presenta una gran disponibilidad de
estados accesibles para los electrones de conduccio´n. Adema´s, el valor de la razo´n de participa-
cio´n (ver figura 4.8) es cercano a 1, indicando que los estados esta´n aceptablemente extendidos.
Segu´n estos resultados obtenidos de DOS y PR, se puede afirmar que este modelo presenta al-
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Figura 4.7: Variacio´n de la densidad de estados electro´nicos con el grado de desorden W/t0 para
la cadena lineal perio´dica finita.
gunas caracterı´sticas importantes de los metales, como son el gran nu´mero de electrones que
participan en el transporte electro´nico y el cara´cter extendido de los electrones de conduccio´n.
Ahora, enfoca´ndonos en el ana´lisis de la distribucio´n de separacio´n de niveles electro´nicos, se
tiene que la P (s) para la cadena unidimensional finita con W/t0 = 0.0 presenta un ma´ximo de
probabilidad mayor pero muy cercano a la separacio´n media. Esto se debe a que gran parte de las
energı´as reescaladas se encuentran casi equiespaciadas, especialmente las que corresponden a las
autoenergı´as del centro del espectro, ya que a medida que se aumenta el taman˜o del sistema las
autoenergı´as se van repeliendo, pero esta repulsio´n de niveles causa que las autoenergı´as se acu-
mulen ma´s en los extremos de la banda, haciendo que la separacio´n media sea ma´s influenciada
por estas que por las que se encuentran en el centro de la banda, por tal motivo es que en la P (s)
correspondiente se tiene una mayor probabilidad de separacio´n mayor que la separacio´n media.
Para este caso no se puede realizar un buen ajuste con la distribucio´n de Brody ya que el para´me-
tro de Brody β obtenido no tiene un significado fı´sico y adema´s el χ2 9 del ajuste realizado es
muy grande (ver cuadro 4.2). Por otro lado, la distribucio´n de separacio´n de niveles electro´nicos
obtenida para este caso es un poco semejante a la correspondiente P (s) del caso del electro´n
libre unidimensional, donde so´lo existe probabilidad para la separacio´n media10 [So¨rensen 91].
Introduciendo grados de desorden a la cadena unidimensional perio´dica finita, se produce
una repulsio´n entre los niveles de energı´a, lo cual origina un incremento en el rango de energı´as
del sistema y genera la aparicio´n de estados en nuevas zonas de energı´a, ocasionando una dis-
minucio´n en la magnitud de la densidad de estados (ver figura 4.7), lo cual es una caracterı´stica
9El chi-cuadrado (χ2) es un para´metro estadı´stico que nos dice cuan bueno es el ajuste realizado a una curva.
10Este caso tambie´n sucede en el oscilador armo´nico unidimensional, donde las autoenergı´as se encuentran
equiespaciadas.
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Figura 4.8: Variacio´n de la razo´n de participacio´n con el grado de desorden W/t0 para la cadena
lineal perio´dica finita.
principal de los sistemas desordenados. Adema´s, el valor de la razo´n de participacio´n se aproxi-
ma ma´s ra´pido a cero en los extremos (ver figura 4.8), esto nos dice que las funciones de onda
correspondiente a estas energı´as son muy sensible al desorden y tienden a localizarse con mayor
rapidez. Pero para W/t0 > 10.0 se tiene una razo´n de participacio´n igual a cero, esto nos dice
que el sistema no es apto para la conduccio´n de electrones debido a que su funcio´n de onda se
ecncuentra completamente localizada en una regio´n de la red. Por otro lado, se tiene que el com-
portamiento de la distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos es el que se
esperaba, ya que para sistemas de´bilmente desordenados se obtiene una distribucio´n muy cerca-
na a una tipo Wigner y para sistemas fuertemente desordenados se obtiene una distribucio´n tipo
Poisson (ver figura 4.9). Esta afirmacio´n se comprueba analizando la tendencia del para´metro
de Brody para los diferentes grados de desorden (ver cuadro 4.2). Como se puede observar en
este cuadro para grados de desorden W/t0 menores que 0.2 se tiene distribuciones que no se
pueden ajustar muy bien con la distribucio´n de Brody (ver figura 4.9), pero para 0.2 < W/t0 <
0.4 se tiene una distribucio´n cercana a una tipo Wigner y para W/t0 > 10.0 el sistema presenta
distribuciones tipo Poisson. Un proceso similar ocurrio´ en el modelo unidimensional estudiado
por So¨rensen [So¨rensen 91]. Este resultado fortalece el resultado que se obtuvo con la razo´n de
participacio´n, ya que la distribucio´n de Poisson se da en sistemas donde la funcio´n de onda se
encuentra exponencialmente localizada (re´gimen aislante). Estos resultados indican una alta re-
sistividad ele´ctrica de la red, la cual es una caracterı´stica muy frecuente en materiales amorfos
no-meta´licos. Sin embargo, vale la pena indicar que ello no es suficiente para que se produz-
ca la transicio´n metal-aislante como lo indican las teorı´as de escala para el caso 1D (mire ref.
[Mirlin 00]).
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Figura 4.9: Distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos de la cadena lineal
finita para los grados de desorden (a) W/t0 = 0.0, (b) W/t0 = 0.1, (c) W/t0 = 0.2, (d) W/t0 =
0.4, (e) W/t0 = 0.8, (f) W/t0 = 1.4, (g) W/t0 = 10.0 y (h) W/t0 = 20.0. Adema´s, se muestra la
distribucio´n de Wigner (lı´neas punteadas), la distribucio´n de Poisson (lı´neas cortadas) y el ajuste
respectivo con la distribucio´n de Brody (lı´neas rojas).
Cuadro 4.2: Variacio´n del para´metro de Brody a medida que aumenta el grado de desorden en la
cadena unidimensional finita.
W/t0
0.0 0.1 0.2 0.4 0.8 1.4 10.0 20.0
β 7.439 3.523 1.578 0.624 0.208 0.094 -0.019 -0.017
χ2 387.221 21.393 5.237 1.242 0.625 0.470 0.301 0.350
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Figura 4.10: Mallas bidimensionales (a) cuadrada y (b) hexagonal.
Cuadro 4.3: Para´metros empleados para realizar el ca´lculo de la estructura electro´nica de los
sistemas bidimensionales, t0 y a son tomados como la energı´a y longitud de referencia, respecti-
vamente.
Para´metro Valor
Energı´a de sitio (ε0/t0) 0.0
Hopping (t0) 1.0 eV
Separacio´n entre a´tomos (a) 1A˚
Distancia entre 1ros vecinos (rc/a) 1.0
Ancho de la Gaussiana (γ/t0) 0.06
Energı´a Mı´nima (Emin/t0) -10.0
Energı´a Ma´xima (Emax/t0) 10.0
Paso de Energı´a (∆E/t0) 0.02
Grado del polinomio noveno
Paso de Separacio´n de Niveles (∆s) 0.0448
4.4.2. Sistemas bidimensionales
Con los modelos unidimensionales que se mostraron en la seccio´n anterior se alcanzo´ el
objetivo de entender de una manera no complicada co´mo afecta el desorden quı´mico en las pro-
piedades electro´nicas de los materiales cristalinos; en esta parte del trabajo pretendemos estudiar
la influencia de este tipo de desorden en algunas mallas (como son la cuadrada y hexagonal) que
esta´n siendo muy estudiadas en la actualidad por la comunidad cientı´fica. Los ca´lculos que se
mostrara´n en esta seccio´n fueron realizados con los para´metros que se muestran en el cuadro 4.3.
Malla cuadrada
En la seccio´n 4.4.1 se realizo´ el estudio de una cadena lineal perio´dica finita. Ahora imagine-
mos que a esta cadena la expandimos perio´dicamente (el mismo perı´odo que tiene la cadena) en
una direccio´n perpendicular de tal manera que logremos formar una malla cuadrada (ver figura
4.10a).
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Figura 4.11: Variacio´n de la densidad de estados electro´nicos con el taman˜o de la malla. Malla
(a) Cuadrada y (b) Hexagonal.
Como se puede observar en la figura 4.11a, antes de comenzar a estudiar las propiedades
electro´nicas de la malla cuadrada se tiene que encontrar una cantidad de a´tomos necesaria para
que el sistema presente las caracterı´sticas de una malla cuadrada infinita. Para lograr esto la den-
sidad de estados no tiene que presentar fuertes distorsiones ocasionadas por el efecto de borde.
Ello se obtuvo para N = 2500 a´tomos (caso similar a lo que se hizo en la cadena lineal perio´di-
ca). Una caracterı´stica importante de esta malla es la ausencia de gaps, lo que nos indica que este
sistema presenta una gran cantidad de estados accesibles para la conduccio´n. Es necesario recor-
dar que estos ca´lculos son para una malla finita, ya que en el caso ideal de una malla cuadrada
infinita en el centro de la DOS existe una singularidad [Sutton 04]. Adema´s, para e´sta cantidad
de a´tomos se obtuvo una distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos que
presenta una mayor abundancia de separaciones pequen˜as pro´ximas a cero (ver figura 4.13a para
W/t0 = 0.0), que es ocasionado por la degeneracio´n de las autoenergı´as producida por la alta
simetrı´a de la malla cuadrada, similar al caso del anillo de a´tomos (cadena lineal infinita) en los
modelos unidimensionales. Esta degeneracio´n es el motivo por el cual no se puede hacer un buen
ajuste con la distribucio´n de Brody, y produce un χ2 de 1050.9 y un β = -0.569 como se muestra
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Figura 4.12: Variacio´n de la densidad de estados electro´nicos con el grado de desorden W/t0
para las mallas (a) cuadrada y (b) hexagonal.
en el cuadro 4.4. Con la cantidad de a´tomos establecida se realizo´ los ca´lculos de la densidad
de estados electro´nicos η(E) y de la distribucio´n de separacio´n de niveles electro´nicos ma´s cer-
canos P (s) para diferentes grados de desorden.
En la figura 4.12a se observa que a medida que el desorden aumenta en el sistema, la densi-
dad de estados disminuye en cantidad y el rango de energı´as permitidas aumenta, caso similar
a la cadena perio´dica. Para un cierto grado de desorden (W/t0 = 10.0) se tiene una EDOS casi
constante, entonces con esto se puede intuir que la P (s) correspondiente a este grado de desor-
den serı´a una distribucio´n cercana a una tipo Poisson. Esto se comprueba observando la figura
4.13a, donde a medida que aumenta el grado de desorden en la malla cuadrada la degeneracio´n
de las autoenergı´as va desapareciendo y para W/t0 ∼ 2.5 se tiene una distribucio´n tipo Wigner
que mantiene las propiedades meta´licas, mientras que para grados de desorden mayores, la P (s)
cruza a una distribucio´n tipo Poisson (similar a lo que obtuvo So¨rensen [So¨rensen 91]), como es
esperado para sistemas fuertemente desordenados. Por ejemplo, para W/t0 = 10.0 se tiene una
distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos con un para´metro de Brody igual
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Figura 4.13: Variacio´n de la distribucio´n de separaciones de niveles electro´nicos ma´s cerca-
nos con el aumento del grado de desorden W/t0 para las mallas (a) cuadrada y (b) hexago-
nal. Adema´s, se muestra la distribucio´n de Wigner (lı´neas punteadas), la distribucio´n de Poisson
(lı´neas cortadas) y el ajuste respectivo con la distribucio´n de Brody (lı´neas azules).
a β = 0.079 y un χ2 = 0.206 indicando que esta distribucio´n es cercana a una tipo Poisson y que
la distribucio´n obtenida ajusta bien con la distribucio´n de Brody correspondiente a este valor de
β (ver cuadro 4.4 y figura 4.13a). Con esto corroboramos el resultado obtenido con la densidad
de estados electro´nicos para este grado de desorden.
Malla hexagonal
La malla con mayor estudio en la actualidad (debido a que e´sta es la estructura del grafeno)
es la malla hexagonal o a veces conocida como ’panal de abejas’ (ver figura 4.10b). Similar al
procedimiento realizado para la malla cuadrada, primero se encontro´ una cantidad de a´tomos re-
presentativa. Para este caso en particular se encontro´ que en mallas hexagonales con una cantidad
de a´tomos alrededor de los 2300, el efecto de borde en la densidad de estados es despreciable
(ver figura 4.11b) debido a que la malla hexagonal tiene mayor simetrı´a que la malla cuadrada,
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Cuadro 4.4: Variacio´n del para´metro de Brody a medida que aumenta el grado de desorden en
las mallas cuadrada y hexagonal.
Malla cuadrada Malla hexagonal
W/t0 β χ
2 β χ2
0.0 -0.569 1050.860 0.020 6.8733
0.1 0.028 55.040 0.412 6.409
3.0 0.880 0.376 0.140 0.277
10.0 0.079 0.206 0.044 1.424
pero para fines comparativos entre estas dos mallas se realizo´ los ca´lculos con la misma cantidad
de a´tomos N = 2500. La caracterı´stica principal que presenta la EDOS para la malla hexago-
nal es la existencia de estados en el nivel de la energı´a de Fermi (en este caso corresponde a
EF/t0 = 0). Como se puede observar en la figura 4.11b, la magnitud de este pico se hace menor
en comparacio´n a los otros picos a medida que se aumenta las dimensiones de la malla (tam-
bie´n aumenta la cantidad de a´tomos). Entonces, en un caso lı´mite es de esperarse que el pico
no existira´, o posiblemente suceda un proceso cı´clico como se reporto´ en la ref. [Torres 09], es
decir, el pico disminuye y aumenta en su magnitud a medida que las dimensiones de la malla se
incrementen. Por otro lado, se ha reportado que la existencia de este pico se debe al corte que se
le haga a una malla hexagonal infinita [Torres 09], pero como ese estudio escapa del objetivo del
presente trabajo, aquı´ solo nos centraremos en una malla hexagonal con un corte cuadrado. Para
esta malla se obtuvo una distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos, P (s),
semejante a una distribucio´n tipo Poisson con un β = 0.02 (ver figura 4.13b para W/t0 = 0.0)
y un χ2 = 6.87, asocia´ndole al sistema un comportamiento aislante. El valor alto del χ2 se debe
a las fluctuaciones que presenta P (s), las cuales se originan debido a que el sistema tiene pocos
niveles de energı´a. El comportamiento aislante del sistema se va perdiendo cuando se introduce
el desorden quı´mico, ya que para grados pequen˜os de desorden (W/t0 ∼ 1.0) se tiene que el sis-
tema adquiere un comportamiento meta´lico similar a lo que sucedio en la malla cuadrada, ya que
su P (s) es cercana a una distribucio´n tipo Wigner. Pero si se observa los valores del para´metro
de Brody para los diferentes grados de desorden en el cuadro 4.4, se tiene que la malla hexagonal
adquiere el comportamiento meta´lico ma´s rapido que la malla cuadrada. Esto es debido a que la
malla cuadrada presentaba una alta degeneracio´n de autoenergı´as. Pero, similarmente al estudio
realizado en la malla cuadrada, se obtuvo que para un grado de desorden W/t0 = 10.0, la P (s)
correspondiente tiene un para´metro de Brody cercano a cero (β = 0.044), es decir presenta una
distribucio´n cercana a una tipo Poisson. Para este β se obtiene un χ2 = 1.42, este valor difiere
en gran magnitud al obtenido para la malla cuadrada en W/t0 = 10.0 (ver cuadro 4.4), ya que la
distribucio´n de Brody correspondiente a β = 0.044 no coincide con la P (s) que se obtuvo para
la malla hexagonal en este grado de desorden a partir de s > 2, caso contrario ocurrio´ en la malla
cuadrada como se indico´ lı´neas arriba. Con esta P (s) cercana a una distribucio´n tipo Poisson se
obtendrı´a una densidad de estados electro´nicos casi constante como se muestra en la figura 4.12b
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para W/t0 = 10.0. Un resultado similar fue reportado por Amanatidis et. al. en un estudio que
realizo´ sobre grafeno desordenado [Amanatidis 09]. Adema´s, en esta figura se puede observar
que el pico en el centro de la EDOS, va desapareciendo con el aumento del desorden. Lo cual
evidencia que cuando el grado de desorden aumenta, la repulsio´n entre los niveles de energı´a es
mayor hasta llegar a un punto donde los niveles no se encuentran correlacionados.
4.5. Consideraciones finales del capı´tulo
Como se pudo apreciar en este capı´tulo, una teorı´a estadı´stica de niveles de energı´a nos ayuda
a comprender el comportamiento electro´nico del sistema. De manera equivalente a las cantidades
fı´sicas calculadas tradicionalmente, como son la densidad de estados electro´nicos y la razo´n de
participacio´n. Pero en este capı´tulo so´lo se ha mostrado una parte del potencial de e´sta teorı´a,
ya que se ha desarrollado un u´nico estadı´stico como es la distribucio´n de separacio´n de niveles
electro´nicos ma´s cercanos, P (s). Au´n ası´, con solo e´sta cantidad estadı´stica se ha podido obtener
valiosa informacio´n de los sistemas estudiados. Por tal motivo, en los capı´tulos siguientes, se
aplicara´ esta teorı´a estadı´stica para estudiar un sistema ma´s complejo, como son las nanopartı´cu-
las de plata.
Sin embargo, hay que tener siempre presente que para el ca´lculo de cualquier estadı´stico (P (s),
I(s), ∆3, etc.), el principal problema que se tiene sera´ co´mo ejecutar un buen me´todo de rees-
calado al espectro de energı´as, ya que el resultado que se obtendra´ depende considerablemente
de este proceso, como se menciono´ anteriormente. Por eso, hay que tener mucho cuidado en la
decisio´n que se tome para el desarrollo de este me´todo.
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Capı´tulo 5
Desorden estructural en nanopartı´culas de
plata
Como se ha mencionado anteriormente, el estudio de las nanopartı´culas trae como conse-
cuencia una gran variedad de potenciales aplicaciones tecnolo´gicas. Pero, para llegar a desarro-
llar estas aplicaciones se tiene que tener un control del proceso de formacio´n de estos materiales.
Durante el control de este proceso, no se esta´ libre de fallas que conllevan a la formacio´n de
defectos en las nanopartı´culas. Por tal motivo, este capı´tulo estara´ enfocado en estudiar co´mo
afectan los defectos estructurales (vacancias, dislocaciones, lı´mites de fase, etc.) a las propieda-
des electro´nicas de las nanopartı´culas de plata; en particular, se discutira´ los efectos del desorden
estructural.
5.1. Desorden estructural
Se dice que un sistema es ordenado estructuralmente cuando existe una celda unitaria de tal
manera que realizando rotaciones y traslaciones se pueda llenar todo el espacio. Esta situacio´n se
da mayormente en los so´lidos cristalinos, los cuales presentan simetrı´a de traslacio´n y rotacio´n.
Por ejemplo, en la figura 5.1a se muestra una malla bidimensional1 con una celda unitaria de
dos a´tomos (cuadrado de color verde), la cual tiene un orden estructural ya que presenta tanto la
simetrı´a de rotacio´n como la de traslacio´n. Por otro lado, se tiene que un sistema es desordena-
do estructuralmente cuando no presenta los tipos de simetrı´as mencionadas anteriormente. Por
ejemplo, en la figura 5.1b se puede notar claramente que no existe una celda unitaria que permita
llenar todo el espacio, por tal motivo se dice que esta malla presenta un desorden estructural2.
Estas definiciones de orden y desorden estructural presentan una variacio´n cuando se estudia na-
nopartı´culas, debido a la presencia de la superficie, ya que a causa de esta una nanopartı´cula no
puede tener un solo tipo de estructura. En el estudio de estos materiales, se introduce el te´rmino
1Esta malla bidimensional corresponde a un plano de a´tomos de una estructura cu´bica de cara centrada.
2Vale la pena recalcar que para que un material sea ordenado no es necesario la periodicidad (o simetrı´a de
traslacio´n). Un sistema puede tener simetrı´a de rotacio´n y reglas de inflecio´n/deflaccio´n que lo hagan ordenado pero
sin periodicidad. Un ejemplo de estos sistemas son los cuasicristales (para mayores detalles mire ref. [Janot 94].
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(a) (b)
Figura 5.1: Malla bidimensional (a) ordenada y (b) desordenada estructuralmente.
de porcentaje de un tipo de estructura; es decir, una nanopartı´cula es ordenada estructuralmente
cuando un tipo de estructura presenta un mayor porcentaje en comparacio´n con las otras, y caso
contrario, una nanopartı´cula es desordenada estructuralmente cuando todos los tipos de estructu-
ra presentes en este material presentan porcentajes similares.
5.2. Preparacio´n de las muestras
El conjunto de nanopartı´culas de plata con nu´mero de a´tomos contituyentes iguales a N =
147, 309, 561, 923, 1415, 2057, 2869, 3871, 5083, fueron preparadas mediante simulacio´n de di-
na´mica molecular, empleando el potencial de muchos cuerpos desarrollado por Cleri y Rosato
[Cleri 93] sobre la base de la aproximacio´n del segundo momento en el esquema tight-binding3.
Estas cantidades de a´tomos fueron escogidas debido a que corresponden a una familia de nu´me-
ros ma´gicos icosahedrales, los cuales son los ma´s estables [Wang 05, Baletto 03]. Para que las
nanopartı´culas presenten un desorden estructural lo primero que se realizo´ fue llevarlas a una
temperatura ma´s alta que su temperatura de fusio´n4 y mantenerlas ahı´ por 400 ps. Luego se
guardo´ 11 configuraciones ato´micas cada picosegundo. Despue´s, a las nanopartı´culas obteni-
das se les realizo´ procesos de enfriamiento a diferentes velocidades. Estas velocidades variaron
de 50 a 0.8929 K/ps. En total se probaron con 12 velocidades pero en e´sta parte del trabajo
so´lo se mostrara´n los resultados obtenidos para las velocidades extremas5, ya que en estos casos
se evidencian cambios significativos en las diversas cantidades que se analizaron. A partir de
aquı´ nos referiremos a k1 = 50 K/ps y k12 = 0.8929 K/ps. La idea de hacer este estudio con
las velocidades extremas surgio´ debido a que existe amplia evidencia de que cuando se realiza
un enfriamiento a velocidades altas se obtiene materiales con estructura similar a las de una fase
3Para mayores detalles del Potencial tight-binding ver Ape´ndice B.
4Las temperaturas a las que fueron llevadas eran diferente para ciertas nanopartı´culas.
5En el ape´ndice A se muestran algunos resultados sobre las otras velocidades de enfriamiento.
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Cuadro 5.1: Dia´metro (d) y distancia a primeros vecinos (rc) para las nanopartı´culas de plata.
N d/A˚ rc/A˚
147 16.78 3.12
309 21.67 3.16
561 26.57 3.15
923 31.36 3.15
1415 36.20 3.17
2057 41.03 3.18
2869 45.90 3.19
3871 50.74 3.20
5083 55.49 3.20
Cuadro 5.2: Para´metros empleados para realizar el ca´lculo de la estructura electro´nica de las
nanopartı´culas de plata, t0 es tomada como la energı´a de referencia.
Para´metro Valor
Energı´a de sitio (ε0/t0) 0.0
Hopping (t0) 1.0 eV
Distancia entre 1ros vecinos (rc) ver cuadro 5.1
Ancho de la Gaussiana (γ/t0) 0.15
Energı´a Mı´nima (Emin/t0) -15.0
Energı´a Ma´xima (Emax/t0) 16.0
Paso de Energı´a (∆E/t0) 0.02
Grado del polinomio noveno
Paso de Separacio´n de Niveles (∆s) 0.0448
amorfa; y a velocidades bajas se obtiene materiales con un mayor porcentaje de orden estructural
[Qi 08, Tian 08, Tian 09].
5.3. Definicio´n del Hamiltoniano
Para realizar el ca´lculo de las cantidades fı´sicas como la densidad de estados electro´nicos
(EDOS) y la distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos (P (s)) de las nano-
partı´culas de plata, primero se necesita obtener las autoenergı´as de estas, como se menciono´ an-
teriormente. Para lograr este objetivo se realizo´ la diagonalizacio´n directa6 del Hamiltoniano
tight-binding descrito en la seccio´n 3.2.1. En este caso el Hamiltoniano electro´nico para las
6Esto se llevo´ a cabo usando las subrutinas LAPACK [Web site 3].
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Figura 5.2: Variacio´n de la configuracio´n ato´mica para la nanopartı´cula Ag2057 en el proceso de
enfriamiento a k1 y k12, respectivamente.
nanopartı´culas de plata va a estar escrito en la base local (ortonormal) de orbitales ato´micos
|R〉 = |Rs〉 con un solo orbital s por sitio ato´mico. Esta simplificacio´n es posible debido a
que la plata (con nu´mero ato´mico 47) presenta una configuracio´n electro´nica 7 de [Kr]4d105s1
([Kr] representa la configuracio´n del Kripton), donde el orbital d se encuentra lleno y se tiene
un solo electro´n de valencia en el orbital s. Adema´s, los efectos de muchos cuerpos ya fueron
considerados en el potencial de interaccio´n para la simulacio´n de dina´mica molecular.
5.4. Discusio´n de resultados
Esta seccio´n se divide en dos partes: en la primera parte se discutira´n los resultados obtenidos
para la estructura ato´mica de las nanopartı´culas de plata y en la segunda parte se estudiara´ la
7La configuracio´n que se esperarı´a es [Kr]4d95s2, pero la configuracio´n obtenida es energe´ticamente ma´s favo-
rable.
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Figura 5.3: Variacio´n de la energı´a total con la temperatura en el proceso de enfriamiento de las
nanopartı´culas de plata a (a) k1 y (b) k12, y con el tiempo de relajacio´n a 300 K despue´s de ser
enfriadas a (c) k1 y (d) k12.
estructura electro´nica de estas nanopartı´culas, la cual a su vez depende de la estructura ato´mica8.
Todos los resultados que se mostrara´n en esta seccio´n, tanto en la parte ato´mica como en la
electro´nica, son el promedio de las 11 configuraciones que se usaron en la simulacio´n dina´mica
molecular descrita lı´neas arriba.
5.4.1. Estructura Ato´mica
Como se menciono´ anteriormente, cuando se realiza un proceso de enfriamiento a una velo-
cidad alta (del orden de 10 K/ps), la estructura final del material se asemeja a la de un amorfo
(estructura desordenada). Esto se debe a que los a´tomos no tienen el tiempo suficiente para al-
8Hay que recordar que para calcular la estructura electro´nica se necesitan las posiciones de los iones.
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Figura 5.4: Variacio´n de la funcio´n de correlacio´n de pares en el proceso de enfriamiento a a) k1
50 K/ps y b) k12 = 0.8929 K/ps de la nanopartı´cula Ag2869, y en el proceso de relajacio´n a 300
K despue´s de ser enfriadas a c) k1 y d) k12.
canzar su situacio´n de mı´nima energı´a y ası´ llegar a su estructura ma´s estable [Chen 04]. Por
ejemplo, la configuracio´n ato´mica de la nanopartı´cula Ag2057, despue´s del proceso de enfria-
miento a k1 = 50 K/ps (a 300 K), se mantiene casi igual a su correspondiente en el estado
lı´quido (ver figura 5.2). Lo opuesto sucede con la nanopartı´cula enfriada a k12 = 0.8929 K/ps,
cuya configuracio´n ato´mica presenta facetas, las cuales son una caracterı´stica principal de nano-
partı´culas en su configuracio´n ma´s estable. Sin embargo, despue´s del proceso de relajacio´n a 300
K las dos configuraciones presentan facetas; es decir, ambas han logrado alcanzar su configura-
cio´n ma´s estable. No obstante, estudiar so´lo la configuracio´n ato´mica en esta forma no es lo ma´s
adecuado para tener un buen conocimiento de la estructura de las nanopartı´culas. Informacio´n
complementaria puede obtenerse de las curvas calorı´ficas. En efecto, realizando un enfriamiento
a k1 las curvas calorı´ficas para todas las nanopartı´culas no presentaban cambios significativos
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Figura 5.5: Abundancia de los ı´ndices de pares para las nanopartı´culas de plata en 300 K des-
pue´s de ser enfriadas a a) k1 = 50 K/ps y b) k12 = 0.8929 K/ps, y despue´s de sus respectivas
relajaciones a 300 K por 1000 ps c) y d), respectivamente.
que evidencien una transicio´n de fase (ver figura 5.3a), que para este caso serı´a la solidificacio´n.
Todo lo contrario ocurre cuando se realiza el enfriamiento a k12 (ver 5.3b), donde se obtiene una
caı´da abrupta en las curvas calorı´ficas al disminuir la temperatura, debido a que esta´ ocurriendo
la transicio´n de la fase lı´quida a so´lida. Adema´s, se observa que la temperatura de solidificacio´n
aumenta cuando el taman˜o del sistema crece. Este feno´meno ha sido verificado en nanopartı´cu-
las, tanto en estudios teo´ricos [Tian 09] como experimentales [Yeshchenko 07]. Otra situacio´n
interesante que sucede en estas curvas es que a medida que el taman˜o de la nanopartı´cula aumen-
ta la energı´a total disminuye, esto se debe principalmente a que la nanopartı´cula es ma´s estable
cuando el taman˜o aumenta. Tambie´n, el salto de energı´a que evidencia la solidificacio´n se hace
ma´s pronunciado cuando aumenta el taman˜o de la nanopartı´cula, esto es debido a que los efec-
tos termodina´micos se hacen ma´s notorios cuando la nanopartı´cula se acerca a su contraparte
macro´scopica, ya que para las nanopartı´culas ma´s pequen˜as lo que influye mayormente son los
efectos de la superficie [Qi 08]. Por otro lado, se obtuvo que las nanopartı´culas de plata, despue´s
del enfriamiento a k1, no estaban en su estado de mı´nima energı´a (a 300 K), ya que con el paso
del tiempo de relajacio´n la energı´a presenta caı´das en su valor que se estabiliza recie´n despue´s de
600 ps; es decir, la nanopartı´cula alcanzo´ su configuracio´n ato´mica ma´s estable (ver figura 5.3c).
Caso contrario sucede con las nanopartı´culas que fueron enfriadas a k12, ya que sus energı´as no
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Figura 5.6: Variacio´n de la densidad de estados electro´nicos con la temperatura de la nanopartı´cu-
la Ag2869 en un proceso de enfriamiento a a) k1 = 50 K/ps y b) k12 = 0.8929 K/ps.
presentan ninguna disminucio´n significante en su valor (5.3d).
Todo lo explicado con las curvas calorificas y el proceso de relajacio´n, se ve reflejado en la
figura 5.4, donde se tiene la variacio´n de la funcio´n distribucio´n de pares, g(r), para la nano-
partı´cula Ag2869 en todos los procesos mencionados anteriormente. Por ejemplo, con las figuras
5.4a y 5.4b se puede concluir que en el proceso de enfriamiento con k12 se da la cristalizacio´n de
la nanopartı´cula, ya que existen picos agudos en su respectiva g(r) a 300 K; lo contrario ocurre
en la g(r) a 300 K correspondiente al proceso de enfriamiento con k1, donde existen picos anchos
caracterı´sticos de materiales en estado lı´quido o amorfas [Tian 08]. Adema´s, la transformacio´n
de fase lı´quida a so´lida ocurre entre los 500 K y 700 K (∼ 640 K). Por otro lado, en la figura
5.4c, la cual corresponde al proceso de realajacio´n a 300 K despue´s de un enfriamiento a k1, se
puede observar que a medida que el tiempo de relajacio´n aumenta, g(r) va tomando la forma
correspondiente a una estructura cristalina. Luego de 1000 ps de relajacio´n se obtiene una g(r)
con picos bien agudos indicando la presencia de un orden a corto y largo alcance como en los
cristales, pero siempre teniendo en cuenta que las nanopartı´culas son sistemas finitos. Por u´ltimo,
en el proceso de relajacio´n despu´es de un enfriamiento a k12 no se observo´ cambios significativos
en la g(r) (ver figura 5.4d), lo que indica que la nanopartı´cula estaba en la situacio´n de mı´nima
energı´a, lo cual es consistente con las curvas calorı´ficas.
De lo mencionado lı´neas arriba se tiene que despu´es de haber enfriado las nanopartı´culas de
plata con una velocidad k1, todas ellas independiente del taman˜o, presentaban una estructura
desordenada caracterı´stica en materiales amorfos. Esto se puede entender mejor observando la
figura 5.5a, donde tenemos la abundancia de pares vecinos para el conjunto de nanopartı´culas a
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Figura 5.7: Variacio´n de la densidad de estados electro´nicos con el taman˜o de la nanopartı´cula
de plata luego de ser enfriadas a k12 y relajadas a 300 K por 1000 ps.
300 K despue´s de haberse realizado el enfriamiento a esta velocidad. En esta figura observamos
que todos los ı´ndices de pares presentan poca abundancia (< 18 %), por lo tanto no hay un tipo
de estructura que predomine, esto se debe a que la velocidad de enfriamiento es muy alta y los
a´tomos no tienen el suficiente tiempo para reagruparse y alcanzar la configuracio´n de mı´nima
energı´a [Qi 08]. Lo contrario se observa en la figura 5.5b donde se muestra la abundancia de pa-
res vecinos a 300 K despue´s del enfriamiento a k12. En esta figura podemos observar claramente
dos situaciones: la primera es que las nanopartı´culas de plata presentan una mayor abundancia
de estructuras cristalinas tipo fcc (1421) y hcp (1422), lo cual adema´s ha sido reportado para ve-
locidades de la misma magnitud por Tian et. al. [Tian 08]; la segunda situacio´n es que a medida
que aumenta el taman˜o de la nanopartı´cula la estructura fcc se va haciendo ma´s abundante, lo
cual es de esperarse ya que la plata so´lida (o´ bulk de plata) presenta este tipo de estructura. Esta
transicio´n estructural se produce alrededor de los 2000 a´tomos (∼ 4 nm de dia´metro), la misma
cantidad de a´tomos fue reportado por Torres et. al. para nanopartı´culas de cobre en su estado ma´s
estable [Torres 09]. Las figuras 5.5c y 5.5d muestran la abundancia de ı´ndices de pares para las
nanopartı´culas de plata despu´es de haber sido relajadas en 300 K por 1000 ps. Se puede observar
claramente que independiente de la velocidad con la cual se realizo´ el proceso de enfriamiento,
las nanopartı´culas presentan una mayor abundancia de la estructura cristalina fcc (ı´ndice 1421).
56 5. Desorden estructural en nanopartı´culas de plata
0.0
0.2
0.4
0.6
0.8
1.0
0 1 2 30.0
0.2
0.4
0.6
0.8
P(
s)
0 1 2 3
s
0 1 2 3 4
1500 K 300 K Relajación en 300 K
a)
b)
Figura 5.8: Variacio´n de la P (s) en el proceso de enfriamiento a una velocidad de a) k1 y b) k12.
Adema´s, se muestra la distribucio´n de Wigner (lı´neas punteadas) y el ajuste respectivo con la
distribucio´n de Brody (lı´neas rojas).
5.4.2. Estructura Electro´nica
Como se ha podido observar, la velocidad de enfriamiento afecta dra´sticamente a la estruc-
tura ato´mica de las nanopartı´culas de plata. Sin embargo, ello no es tan dra´stico en la estructura
electro´nica de estos materiales. Por ejemplo, se encontro´ que la densidad de estados electro´nicos
(EDOS) independientemente de la velocidad de enfriamiento usada no sufre cambios significati-
vos con la disminucio´n de la temperatura (ver figura 5.6 para el caso particular de la nanopartı´cula
Ag2869), como fue reportado por Lobato et. al. [Lobato 09] para nanopartı´culas de plata. La u´nica
particularidad se da cuando se realiza el enfriamiento a k12, en este caso la EDOS a temperatura
ambiente es ma´s cercana a la EDOS de una estructura tipo fcc (mostrada en figura 5.7, curva
de color rojo), especialmente por el pico principal a ∼ −3t0, el cual no es observado en el caso
de k1 (ver figura 5.6a). Esta aparicio´n de picos en la EDOS cuando se disminuye la temperatura
tambie´n fue reportada por Kirchhoff et. al. para el oro [Kirchhoff 01]. Otro detalle que resaltar
es que la EDOS correspondiente a la configuracio´n ato´mica despue´s del enfriamiento a k12 no
sufre ningu´n cambio despue´s del relajamiento a 300 K por 1000 ps. Lo contrario sucede para el
caso con k1 (ver figura 5.6b), donde despue´s de la relajacio´n presenta una densidad de estados
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Figura 5.9: Variacio´n del para´metro de Brody con la cantidad de a´tomos por nanopartı´cula N en
300 K despue´s del enfriamiento a a) k1 = 50 K/ps y b) k12 = 0.8929 K/ps, y despue´s de sus
respectivas relajaciones a 300 K por 1000 ps c) y d), respectivamente.
electro´nicos cercana a la correspondiente de una estructura tipo fcc. Esto se debe a que la estruc-
tura ato´mica de las nanopartı´culas no sufrio´ cambios cuando se realizo´ el proceso de relajacio´n a
las nanopartı´culas obtenidas despue´s del enfriamiento a k12. Esta situacio´n ocurrio´ para todo el
conjunto de nanopartı´culas estudiadas aquı´. Adema´s, en un estudio hecho al conjunto de EDOS
correspondientes a las nanopartı´culas despue´s de un enfriamiento a k12 y su respectiva relajacio´n
a 300 K, se obtuvo que estas empiezan a tener las caracterı´sticas de la EDOS correspondiente a
un estructura tipo fcc a partir de los 2000 a´tomos (ver figura 5.7).
Debido a que la densidad de estados electro´nicos no presenta cambios singnificativos en el
proceso de enfriamiento y relajacio´n, entonces es de esperarse que la distribucio´n de separacio´n
de niveles electro´nicos ma´s cercanos, P (s), no sufra cambios fuertes, ya que como fue menciona-
do en el capı´tulo 4 esta cantidad depende de la EDOS promedio. Esta afirmacio´n se puede corro-
borar observando la figura 5.8, donde a primera vista se concluirı´a que las P (s) (correspondientes
a la nanopartı´cula de plata Ag2869) no han sufrido ningu´n cambio despue´s del enfriamiento a la
velocidad de k1 (figura 5.8a) y k12 (figura 5.8b); tampoco despue´s de la relajacio´n por 1000 ps,
ya que todas se asemejan a una distribucio´n tipo Wigner (gra´fica de lı´neas punteadas en la figura
5.8), la cual presentan los materiales meta´licos [Grimm 00]. Pero en un ana´lisis cuantitativo rea-
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Cuadro 5.3: Valores del para´metro de Brody y su respectivo error para las nanopartı´culas de plata
en 300 K despue´s del enfriamiento a k1 = y k12 = , y despue´s de sus respectivas relajaciones a
300 K por 1000 ps.
Enfriamiento a k1 Enfriamiento a k12
A 300 K
Despue´s de
la relajacio´n
A 300 K
Despue´s de
la relajacio´n
N β
147 0.948 ± 0.188 0.792 ± 0.174 0.761 ± 0.157 0.836 ± 0.108
309 0.894 ± 0.078 0.886 ± 0.109 0.783 ± 0.065 0.877 ± 0.119
561 0.925 ± 0.081 0.877 ± 0.060 0.918 ± 0.071 0.835 ± 0.087
923 0.943 ± 0.050 0.927 ± 0.051 0.903 ± 0.042 0.855 ± 0.039
1415 0.916 ± 0.043 0.930 ± 0.053 0.902 ± 0.043 0.919 ± 0.053
2057 0.937 ± 0.037 0.943 ± 0.041 0.935 ± 0.047 0.923 ± 0.051
2869 0.938 ± 0.032 0.936 ± 0.035 0.916 ± 0.032 0.939 ± 0.051
3871 0.951 ± 0.029 0.945 ± 0.027 0.921 ± 0.030 0.935 ± 0.037
5083 0.941 ± 0.021 0.928 ± 0.031 0.913 ± 0.026 0.934 ± 0.027
lizado mediante el estudio de la variacio´n del para´metro de Brody se obtiene que existen ligeras
variaciones. Por ejemplo, si se observa la figura 5.9 la cual muestra los para´metros de Brody con
su respectivo error (error por configuracio´n inicial) en funcio´n de la cantidad de a´tomos que con-
forman las nanopartı´culas de plata en 4 diferentes situaciones: a 300 K despue´s del enfriamiento
con k1 (figura 5.9a) y k12 (figura 5.9b), y despue´s de la relajacio´n en 300 K por 1000 ps para cada
velocidad (figura 5.9c y figura 5.9d respectivamente), se puede obtener dos regiones importantes
de estudio. La primera corresponde a las nanopartı´culas con N < 1200, donde el para´metro de
Brody promedio es influenciado por la velocidad de enfriamiento y por el proceso de relajacio´n.
Esto se debe a que estas nanopartı´culas todavı´a son influenciadas por la superficie; adema´s, la
presencia de una barra de error grande nos dice que son muy inestables a cualquier cambio y
que no se puede hacer una buena estadı´stica debido a que se tiene pocos niveles de energı´a. La
segunda regio´n es para las nanopartı´culas conN > 1200, donde independientemente del proceso
realizado, el para´metro de Brody promedio no presenta una variacio´n fuerte en su magnitud, y
la barra de error correspondiente es menor que el de las nanopartı´culas con menor taman˜o. Ello
es consistente con lo reportado anteriormente de que a medida que aumenta el taman˜o de la na-
nopartı´cula el efecto de la superficie es menos notorio en sus propiedades [Qi 06]. En el cuadro
5.3 se indican los valores del para´metro de Brody para cada nanopartı´cula. Del ana´lisis de dicho
cuadro se nota que las nanopartı´culas de plata, independientemente del proceso de enfriamiento
y del taman˜o, presentan una distribucio´n de separacio´n de niveles cercana a una tipo Wigner, ya
que estos valores se encuentran dentro del rango propuesto por Meyer et. al. para considerar una
distribucio´n cercana a una tipo Wigner [Meyer 97]. Esto quiere decir que las nanopartı´culas de
plata presentan un cara´cter meta´lico, como lo presenta su contraparte macrosco´pica. Pero hay
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Figura 5.10: Distribucio´n de separacio´n de niveles ma´s cercanos para todos los taman˜os de las
nanopartı´culas de plata luego de sufrir un enfriamiento a k12 y su respectiva relajacio´n a 300 K
por 1000 ps. Adema´s, se muestra la distribucio´n de Wigner (lı´neas punteadas) y su respectivo
ajuste con la distribucio´n de Brody (lı´neas rojas).
que remarcar que este cara´cter meta´lico de las nanopartı´culas tiene mayor presencia para nano-
partı´culas con ma´s de 2000 a´tomos, ya que para ello β ∼ 0,95 el cual es el para´metro de Brody
exacto para el GOE [Brody 81]. Este resultado contradice al obtenido por Batsch et. al. para el
modelo bidimensional de Anderson [Batsch 95], ya que a medida que aumenta el taman˜o de la
nanopartı´cula la distribucio´n de separacio´n de niveles de energı´a ma´s cercanos no cruza a una
distribucio´n tipo Poisson (ver figura 5.10). Cabe mencionar que la P (s) para las nanopartı´culas
en su fase lı´quida presentan un β alrededor de 0.95; este valor se debe al desorden estructural
que se presenta en ese estado. Pero este desorden no es tan fuerte como para que la P (s) presente
una distribucio´n tipo Poisson, como es esperado para sistemas fuertemente desordenados.
5.5. Conclusiones del capı´tulo
En lo que respecta al estudio de la influencia del desorden estructural sobre las nanopartı´culas
de plata se puede concluir lo siguiente:
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La estructura ato´mica varı´a significativamente con la velocidad de enfriamiento, obtenien-
do nanopartı´culas de plata con estructuras tipo amorfa despue´s de un enfriamiento a una
velocidad alta (k1 = 50 K/ps), y con estructura fcc predominante despue´s de un enfria-
miento a una velocidad baja (k12 = 0.8929 K/ps).
La densidad de estados electro´nicos no presenta fuertes variaciones con la velocidad de
enfriamiento y la temperatura. Sin embargo, a medida que aumenta el taman˜o de la nano-
partı´cula la EDOS se va asemejando a una estructura tipo fcc.
La distribucio´n de separacio´n de niveles ma´s cercanos es independiente de la velocidad de
enfriamiento y del taman˜o de las nanopartı´culas y cercana a una distribucio´n tipo Wigner,
lo cual es esperado para sistemas en el re´gimen meta´lico.
Capı´tulo 6
Desorden quı´mico en nanopartı´culas de
plata
En el capı´tulo anterior se llego´ a la conclusio´n de que el desorden estructural no influye
dra´sticamente sobre las propiedades electro´nicas de las nanopartı´culas de plata. En este capı´tu-
lo se estudiara´ co´mo influye el desorden quı´mico en la distribucio´n de separacio´n de niveles
electro´nicos ma´s cercanos, con el fin de poder conocer el comportamiento electro´nico de las
nanopartı´culas de plata en esta situacio´n particular.
6.1. Desorden quı´mico
Se dice que un material es quı´micamente desordenado cuando, pese a tener una estructura
ordenada, los tipos de a´tomos constituyentes esta´n distribuidos aleatoriamente en los puntos de
la red. Este tipo de desorden es producido mayormente cuando se dopa a un material con una
concentracio´n alta o cuando el material presenta varias impurezas. Por ejemplo, en la figura 6.1a
se tiene una malla bidimensional ordenada estructural y quı´micamente, ya que so´lo contiene un
tipo de a´tomo (color negro) en toda la malla. Al contrario, la malla de la figura 6.1b presenta
a´tomos de diferentes colores, indicando que no son el mismo elemento; es decir, este sistema
presenta una variedad de impurezas, por lo tanto la malla es desordenada quı´micamente.
6.2. Preparacio´n de las muestras
Para esta parte del trabajo se utilizaron las nanopartı´culas de plata con N = 147, 2057 y
5083 a´tomos, las cuales fueron obtenidas despue´s del proceso de enfriamiento con una velocidad
de k12 = 0.8929 K/ps y su respectiva relajacio´n a 300 K por 1000 ps. Debido a que estas
presentan una menor energı´a total que las obtenidas por los otros procesos estudiados en el
capı´tulo anterior. Adema´s, ellas tienen un alto porcentaje de estructura tipo fcc (ver seccio´n
5.4.1). Las configuraciones ato´mica de estas nanopartı´culas se muestran en la figura 6.2.
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(a) (b)
Figura 6.1: Malla bidimensional (a) ordenada y (b) desordenada quı´micamente.
(a) (b) (c)
Figura 6.2: Configuraciones ato´micas de las nanopartı´culas de plata sin desorden quı´mico. (a)
Ag147, (b) Ag2057 y (c) Ag5083.
6.3. Definicio´n del Hamiltoniano
El Hamiltoniano que se usara´ para estudiar la influencia del desorden quı´mico en la estructura
electro´nica de las nanopartı´culas de plata es similar al que se describio´ en la seccio´n 5.3. La u´nica
diferencia es que para estudiar este tipo de desorden se le tiene que agregar a la energı´a de sitio
ato´mico una energı´a aleatoria rn. Esta energı´a rn sera´ distribuida uniformemente dentro de un
rango de energı´as de ancho 2W (siendo W la intensidad del desorden), tal que la nueva energı´a
de sitio sera´:
εn = ε0 + rn rn ∈ [−W,W ] . (6.1)
Todos los resultados que se mostrara´n a continuacio´n son el promedio realizado sobre 30 confi-
guraciones de desorden correspondientes a la misma intensidad W .
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Figura 6.3: Variacio´n de la razo´n de participacio´n con el grado de desorden W/t0 para la nano-
partı´cula Ag2057. a) W/t0 = 0.0, b) W/t0 = 0.1, c) W/t0 = 6.0, d) W/t0 = 10.0 y e) W/t0 =
20.0.
6.4. Influencia del desorden
Para poder conocer co´mo influye el desorden quı´mico en el comportamiento electro´nico de
las nanopartı´culas de plata nos concentramos en el estudio de la distribucio´n de separacio´n de
niveles electro´nicos ma´s cercanos, P (s). Complementariamente tambie´n se estudio´ la variacio´n
de la densidad de estados electro´nicos y la razo´n de participacio´n a medida que se incrementa el
grado de desorden W/t0 en la energı´a de sitio del Hamiltoniano tight-binding definido anterior-
mente.
6.4.1. Razo´n de participacio´n
La razo´n de participacio´n (RP), como se menciono´ anteriormente, es una cantidad que nos
dice cuan localizados o extendidos esta´n los autoestados del sistema (ver seccio´n 3.2.3). En el
caso particular de la nanopartı´cula de plata Ag2057 sin desorden quı´mico (W/t0 = 0.0), se tiene
una razo´n de participacio´n compleja (ver figura 6.3a), ya que los estados pertenecientes a las
autoenergı´as de un extremo de la banda se encuentran ma´s localizados (RP cercana a cero) que
los otros. Pero a medida que se aumenta el grado de desorden W/t0 (ver figura 6.3), la RP va
disminuyendo en su valor y el rango de autoenergı´as se incrementa, lo cual indica que todos
los estados se esta´n localizando (la conduccio´n electro´nica en esta nanopartı´cula es cada vez
menor) y que existe una repulsio´n entre los niveles de energı´a; similar resultado fue reportado por
Amanatidis et. al. para grafeno desordenado [Amanatidis 09] y por Yaro et. al. para una cadena
unidimensional desordenada [Yaro 08]. Cabe mencionar que para un grado desorden W/t0 =
0.1, la razo´n de participacio´n no sufrio´ una alteracio´n fuerte (ver figura 6.3b); es decir, que para
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Figura 6.4: Variacio´n de la densidad de estados electro´nicos con el grado de desorden W/t0 para
la nanopartı´cula Ag2057. a) W/t0 = 0.0, b) W/t0 = 0.1, c) W/t0 = 1.0, d) W/t0 = 6.0, e)
W/t0 = 15.0 y f) W/t0 = 20.0.
desordenes de´biles se sigue manteniendo las propiedades de las partı´culas sin desorden, como es
de esperarse.
6.4.2. Densidad de estados electro´nicos
Continuando con el estudio de la influencia del desorden quı´mico sobre el comportamiemto
electro´nico de las nanopartı´culas de plata, ahora analizamos como influye e´ste sobre la densidad
de estados electro´nicos (EDOS). En el capı´tulo anterior se encontro´ que para nanopartı´culas ma-
yores a 2000 a´tomos, las EDOS son bastante similares a las de sus correspondientes contrapartes
so´lidas (ver figura 5.7). Por tal motivo, en esta seccio´n solo se analizara´ la manera en que influye
el desorden en la EDOS de la nanopartı´cula Ag2057, como un caso representativo de todo el con-
junto de nanopartı´culas. Para grados de desorden de´biles (W/t0 < 10.0) no se encontro´ fuertes
alteraciones en la EDOS (ver figura 6.4). Pero para altos grados de desorden (W/t0 > 10.0), el
rango de las autoenergı´as comienza a ensancharce (similar a lo ocurrido en la razo´n de partici-
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Figura 6.5: Variacio´n de la distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos con
el grado de desorden W/t0 para la nanopartı´cula Ag5083. a) W/t0 = 0.0, b) W/t0 = 0.1, c)
W/t0 = 1.0, d) W/t0 = 6.0, e) W/t0 = 8.0, f) W/t0 = 10.0, g) W/t0 = 15.0 y h) W/t0 = 20.0.
Adema´s, se muestra la distribucio´n de Wigner (lı´neas punteadas), la distribucio´n de Poisson
(lı´neas cortadas) y el ajuste respectivo con la distribucio´n de Brody (lı´neas rojas).
pacio´n) y la densidad de estados electro´nicos promedio disminuye en su valor para todo el rango
de energı´as.
En consecuencia, se espera que la conductividad disminuya [Behera 07]. Adema´s, se tiene que
para un fuerte desorden (W/t0 = 20.0), la EDOS es casi constante so´lo con pequen˜as variacio-
nes las cuales son asociadas al factor estadı´stico (ver figura 6.4f) ya que, como fue mencionado
anteriormente, esta cantidad es un promedio de solo 30 configuraciones aleatorias. Vale men-
cionar adema´s que EDOS casi constante es caracterı´stico de sistemas fuertemente desordenados
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Figura 6.6: Variacio´n del para´metro de Brody con el grado de desorden W/t0 para las nano-
partı´culas a) Ag147, b) Ag2057 y c) Ag5083. Adema´s, se muestra la superposicio´n de las 3 curvas
mencionadas anteriormente (gra´fica d).
y ha sido encontrado en nanopartı´culas de cobre en su estado de mı´nima energı´a [Medrano 09]
y en grafeno desordenado [Amanatidis 09]; como se noto´ en los sistemas uni-bidimensionales
estudiados en el capı´tulo 4 (ver figuras 4.7 y 4.12).
6.4.3. Distribucio´n de separacio´n de niveles electro´nicos
De lo mencionado lı´neas arriba se tiene que para grandes grados de desorden la funcio´n de
onda tiende a localizarse y la densidad de estados electro´nicos disminuye en su cantidad am-
plia´ndose el rango de autoenergı´as, con esto se podrı´a esperar que las nanopartı´culas tengan un
comportamiento tipo aislante cuandoW/t0 sea suficientemente grande. Esto se puede comprobar
con la distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos. En el capı´tulo anterior
se encontro´ que todas las nanopartı´culas, independiente del taman˜o y del proceso de formacio´n,
presentaban una P (s) cercana a la distribucio´n de Wigner (ver figura 5.9). Pero cuando a las
nanopartı´culas se les introduce desorden quı´mico, se tiene que P (s) tiende de una distribucio´n
tipo Wigner a una tipo Poisson, como es de esperarse para sistemas desordenados [Grimm 00].
Por ejemplo, en la figura 6.5 se tiene la P (s) de la nanopartı´cula Ag5083 y su respectivo ajuste
con la distribucio´n de Brody (lı´neas rojas) para diferentes grados de desorden. Aquı´ se puede
observar que para grados de desorden de´biles (W/t0 ∼ 1.0) la distribucio´n de separacio´n de ni-
veles se ha acercado ma´s a una distribucio´n tipo Wigner (lı´neas punteadas), pero a medida que
sigue aumentando W/t0 la P (s) cruza a una distribucio´n tipo Poisson (lı´neas cortadas, ver figura
6.5h), como fue reportado por Shklovskii et. al. para sistemas tridimensionales [Shklovskii 93]
y por Medrano et. al. para sistemas cero-dimensional1 [Medrano 09]. Para realizar un mejor
1Las nanopartı´culas son consideradas sistemas cero-dimensional.
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Cuadro 6.1: Para´metro de Brody y su respectivo error para las nanopartı´culas de plata Ag147,
Ag2057 y Ag5083 a diferentes grados de desorden.
Ag147 Ag2057 Ag5083
W/t0 β
0.0 0.836 ± 0.108 0.923 ± 0.051 0.934 ± 0.027
0.1 0.967 ± 0.056 0.907 ± 0.015 0.950 ± 0.015
1.0 0.831 ± 0.079 0.930 ± 0.025 0.945 ± 0.016
6.0 0.814 ± 0.097 0.865 ± 0.022 0.866 ± 0.014
8.0 0.665 ± 0.072 0.749 ± 0.019 0.780 ± 0.015
10.0 0.551 ± 0.051 0.615 ± 0.021 0.600 ± 0.015
15.0 0.360 ± 0.043 0.303 ± 0.014 0.284 ± 0.010
20.0 0.268 ± 0.052 0.149 ± 0.010 0.123 ± 0.008
30.0 0.168 ± 0.053 0.059 ± 0.011 0.037 ± 0.005
40.0 0.122 ± 0.037 0.035 ± 0.009 0.025 ± 0.007
estudio de este cambio de distribuciones, se tiene que realizar un ana´lisis cuantitativo, esto se
puede hacer mediante el estudio del para´metro de Brody, similar a lo realizado por Hofstetter
et. al. [Hofstetter 93]. Este ana´lisis se realizo´ a nanopartı´culas de tres diferentes taman˜os (Ag147,
Ag2057 y Ag5083), ver figura 6.6. A primera vista, en la figura 6.6 se puede observar que para
grandes W/t0 el para´metro β tiende hacia cero como es de esperarse, ya que ello nos dice que
las nanopartı´culas esta´n adquiriendo un cara´cter aislante a medida que W/t0 aumenta. Adema´s,
se puede notar que para desordenes de´biles se obtiene distribuciones cercanas a la de Wigner
(β = 1) o a la de GOE (β = 0,95); es decir, para estos grados de desorden las nanopartı´culas de
plata mantienen su cara´cter meta´lico (son buenos conductores de corriente). Pero en esta´ regio´n
de desordenes pequen˜os, ocurre que el para´metro de Brody promedio para las tres nanopartı´culas
alcanza su ma´ximo, el cual para la nanopartı´culaAg147 se produce enW/t0 = 0.1 y para las otras
dos en W/t0 = 1.0 (ver cuadro 6.1). Aparte de este resultado importante obtenido en la regio´n de
pequen˜os grados de desorden, se tiene la existencia de una regio´n intermedia donde se esta´ pro-
duciendo lentamente el cruce (o mayormente conocido como crossover) de una distribucio´n tipo
Wigner a una tipo Poisson, el cual es ampliamente conocido como la transicio´n metal-aislante o
el feno´meno de localizacio´n de Anderson (ver seccio´n 4.3.4). Este feno´meno ha sido ampliamen-
te observado en sistemas bi- y tridimensionales [Batsch 95, Zharekeshev 97], pero existen pocas
referencias que reporten este feno´meno en nanopartı´culas meta´licas [Medrano 09]. Por ejemplo,
Yi et. al. han encontrado una posible transicio´n metal-aislante en jellium clusters a medida que
aumenta las interacciones dentro del Hamiltoniano del sistema [Yi 01]. Como se menciono´ an-
teriormente dentro del estudio de la transicio´n metal-aislante se ha reportado que el desorden
crı´tico es WC/t0 ∼ 16.5 [Shklovskii 93, Hofstetter 93, Zharekeshev 95]. Sin embargo, en este
trabajo debido a que netamente no se produce una transicio´n no se puede calcular este valor
crı´tico. Ya que este tipo de transiciones mayormente se da en sistemas bi- y tridimensionales.
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Aunque no se produzca esta transicio´n, sı´ se pudo observar que a medida que el taman˜o de la
nanopartı´cula aumenta, la gra´fica β vs W/t0 se va asemejando a una funcio´n escalo´n, lo cual
es esperado en el lı´mite termodina´mico [Hofstetter 93]. Este efecto se debe exclusivamente al
taman˜o pequen˜o y finito de las nanopartı´culas [So¨rensen 91] ya que si se observa la figura 6.6d,
se tiene que las nanopartı´culas con mayor taman˜o tienden ma´s ra´pido a una distribucio´n tipo
Poisson (β = 0.0), que las de menor taman˜o, a medida que el grado de desorden aumenta. Esto
se puede comprobar con lo valores del para´metro de Brody indicados en el cuadro 6.1.
6.5. Conclusiones del capı´tulo
En el presente capı´tulo se llegaron a la siguiente conclusiones:
A medida que aumenta el grado de desorden, las nanopartı´culas de plata van adquiriendo
un cara´cter aislante, ya que la razo´n de participacio´n y la densidad de estados electro´nicos
disminuyen en su magnitud.
Cuando se introduce grados de desorden pequen˜os, la distribucio´n de separacio´n de niveles
se acerca ma´s a una distribucio´n tipo Wigner y para grados de desordenes grandes tiende
a una distribucio´n tipo Poisson, como es de esperarse para sistemas de´bil y fuertemente
desordenados, respectivamente.
La rapidez con la cual se produce el cruce de la distribucio´n tipo Wigner a Poisson con el
incremento del desorden depende claramente del taman˜o de la nanopartı´cula.
La distribucio´n de separacio´n de niveles electro´nicos ma´s cercanos, es una buena herra-
mienta para estudiar el cruce de un sistema con cara´cter meta´lico a uno con cara´cter ais-
lante, ya que mediante el para´metro de Brody se puede realizar un estudio cuantitativo de
este cruce.
Capı´tulo 7
Conclusiones y perspectivas
7.1. Conclusiones
En el presente trabajo de tesis se estudio´ la influencia de desorden quı´mico y estructural sobre
las propiedades electro´nicas de las nanopartı´culas de plata mediante el ana´lisis de la distribucio´n
de separacio´n de niveles electro´nicos ma´s cercanos, P (s). Del resultado de dicho estudio se
llegaron a las siguientes conclusiones:
La teorı´a estadı´stica de separacio´n de niveles de energı´a es una herramienta que permite
estudiar el comportamiento electro´nico del sistema de manera equivalente a los estudios
realizados empleando cantidades fı´sicas calculadas tradicionalmente, como son la densi-
dad de estados electro´nicos y la razo´n de participacio´n.
El desorden estructural afecta considerablemente a la estructura ato´mica de las nano-
partı´culas de plata pero no a su estructura electro´nica.
Nanopartı´culas de plata que contienen 2000 o´ ma´s a´tomos (∼ 4 nm), tienen propiedades
electro´nicas bastante similares a las de su contraparte macrosco´pica.
El desorden estructural y el taman˜o de las nanopartı´culas no influencian apreciablemente
la distribucio´n de separacio´n de niveles, ya que siempre presenta una distribucio´n cercana
a la de Wigner; es decir, conserva las propiedades meta´licas de la plata bulk.
Cuando el desorden quı´mico aumenta en las nanopartı´culas de plata estas van adquiriendo
un cara´cter aislante, el cual se nota ma´s ra´pido en las nanopartı´culas de mayor taman˜o.
Para desordenes de´biles, la distribucio´n de separacio´n de niveles se acerca ma´s a una dis-
tribucio´n tipo Wigner y para desordenes grandes tiende a una distribucio´n tipo Poisson,
como es de esperarse para sistemas de´bil y fuertemente desordenados.
El ana´lisis realizado con el para´metro de Brody permite un estudio cuantitativo de la tran-
sicio´n de las distribuciones de tipo Wigner a Poisson.
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7.2. Perspectivas
Por otro lado, durante el desarrollo del trabajo surgieron una gran variedad de ideas para tra-
bajos futuros, con el fı´n de complementar y ampliar lo estudiado en el presente trabajo. Algunas
de estas perspectivas son:
Estudiar la influencia del desorden quı´mico sobre la distribucio´n de separacio´n de niveles
electro´nicos ma´s cercanos de nanopartı´culas de plata en su estado de mı´nima energı´a.
Realizar un estudio similar al desarrollado en el presente trabajo para las nanopartı´culas de
cobre y oro para determinar comportamientos generales en sistemas meta´licos.
Realizar el ca´lculo de otras propiedades estadı´sticas como la rigidez espectral, el coefi-
ciente de correlacio´n, la varianza, etc. para las nanopartı´culas de plata, cobre y oro con
desorden estructural y quı´mico, y en su situacio´n de mı´nima energı´a.
Ape´ndice A
Complemento de la estructura ato´mica de
las nanopartı´culas de plata
En el presente ape´ndice se da a conocer algunos resultados adicionales de la estructura ato´mi-
ca de las nanopartı´culas que no se mostraron en el capı´tulo 5.
A.1. Configuracio´n ato´mica
La configuracio´n ato´mica de una nanopartı´cula nos da un panorama general de en que´ esta-
do se encuentra la nanopartı´cula, por ejemplo, si la configuracio´n presenta facetas entonces se
puede intuir que tiene un buen porcentaje de estructuras cristalinas en su estructura, pero en el
caso de que no presentara estas facetas entonces la nanopartı´cula se encuentra desordenada es-
tructuralmente; es decir, se encontrarı´a en un estado lı´quido o tendrı´a una estructura tipo amorfo.
Mediante el uso del software AtomEye [Web site 4] podemos obtener una mayor informacio´n de
las configuraciones ato´micas, por ejemplo, se puede conocer cual es el nu´mero de coordinacio´n
de todas los a´tomos dentro de la nanopartı´culas ya que este programa le asigna un color a cada
a´tomo con un nu´mero de coordinacio´n especı´fico (ver cuadro A.1). De esta manera se podrı´a
saber si se ha formado una estructura cristalina o no ya que en la cristalografı´a cla´sica son cono-
cidos los nu´meros de coordinacio´n de las estructuras cristalinas (ver cuadro A.2).
Basa´ndonos en estos colores, se realizo´ un estudio de co´mo influı´a la velocidad de enfriamiento
en la configuracio´n ato´mica de la nanopartı´cula Ag5083 (ver figura A.1). En este estudio se obtu-
vo que despue´s del enfriamiento a k1, a 300 K existı´an a´tomos de diversos colores; es decir, no
habı´a una estructura local que predomine, lo cual da a entender que la nanopartı´cula tiene una
estructura tipo amorfo. Al contrario, cuando se realizo´ el enfriamiento con k12, a 300 K se obtuvo
una gran porcentaje de a´tomos con nu´mero de coordinacio´n 12 (ver figura A.1 (c)), evidenciando
la formacio´n de estructuras cristalinas. Pero despue´s de realizar el proceso de relajacio´n en 300
K por 1000 ps, las nanopartı´culas obtenidas por los dos diferentes procesos tenı´an un porcentaje
alto de a´tomos de color amarillo (ver figuras A.1 (d) y A.1 (e)), lo que dio a conocer la existencia
de estructuras cristalinas tipo fcc o hcp.
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Cuadro A.1: Colores de la configuracio´n ato´mica asignados a un nu´mero de coordinacio´n es-
pecı´fico.
Color Nu´mero de coordinacio´n
rojo 5
marro´n 6
purpura 7
verde 10
violeta 11
amarrillo 12
azul 13
rosado 14
Cuadro A.2: Estructura cristalina y su correspondiente nu´mero de coordinacio´n.
Tipo de estructura Nu´mero de coordinacio´n
Cu´bica simple (sc) 6
Cu´bica de cuerpo centrado (bcc) 8
Cu´bica de cara centrada (fcc) 12
Hexagonal Compacta (hc) 12
A.2. Energı´a total
En el capı´tulo 5 solo se dio a conocer el comportamiento de la curva calorı´fica de las nano-
partı´culas de plata a las velocidades de enfriamiento k1 y k12. Pero como se menciono´ en ese
capı´tulo, el estudio que se realizo´ fue ma´s amplio ya que en realidad se estudio´ co´mo variaba la
curva calorı´fica para 12 velocidades de enfriamiento diferentes, las cuales se encuentra en el cua-
dro A.3. Dentro de este estudio se obtuvo que la velocidad de enfriamiento crı´tica1 estaba entre
8.3 - 3.1 K/ps. Esta velocidad es cercana a la encontrada por Tian et. al. en su estudio realizado
sobre la dependencia de la velocidad de enfriamiento de microestructuras de plata [Tian 08]. La
velocidad crı´tica se evidencia cuando la curva calorı´fica comienza a tener el salto caracterı´stico
de una transicio´n de fase lı´quida a so´lida. Esto se puede observar en la figura A.2, donde se tie-
ne las curvas calorı´ficas para las nanopartı´culas Ag309 (ver figura A.2 (a)) y Ag2869 (ver figura
A.2 (b)) en el proceso de enfriamiento a diferentes velocidades. En estas figuras se tiene que el
salto empieza a evidenciarse entre las curvas de color rojo y azul, las cuales corresponden a las
velocidades k2 y k4, respectivamente.
1La velocidad de enfriamiento crı´tica es la velocidad lı´mite del proceso de amorfizacio´n o solidificacio´n; es
decir, para velocidades mayores se forma una estructura amorfa, y para velocidades menores se obtienen estructuras
cristalinas.
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(a)
(b) (c)
(d) (e)
Figura A.1: Configuracio´n ato´mica interna de la nanopartı´cula Ag5083. (a) A 1600 K, (b) y (c)
A 300 K despue´s del enfriamiento a k1 y k12 respectivamente, (d) y (e) despue´s del proceso de
relajacio´n a 300 K por 1000 ps.
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Cuadro A.3: Velocidades de enfriamiento usadas en este estudio.
Simbologı´a valor (K/ps)
k1 50
k2 8.3333
k3 4.5454
k4 3.1250
k5 2.3810
k6 1.9231
k7 1.6129
k8 1.3889
k9 1.2195
k10 1.0870
k11 0.9804
k12 0.8929
Por otro lado, en el proceso de relajacio´n a 300 K por 1000 ps realizado a estas nanopartı´culas
despue´s del enfriamiento a las velocidades mostradas en la figura A.2, se obtuvo que a medida
que la velocidad disminuı´a en su valor, las caı´das en la energı´a eran de menor magnitud (ver
figura A.3); es decir, cuando se realizan procesos de enfriamiento a velocidades bajas la estruc-
tura de las nanopartı´culas es ma´s estable que cuando se efectu´an enfriamientos a velocidades
altas, ya que se tiene ma´s tiempo para que los ato´mos puedan alcanzar su posicio´n de equilibrio
[Chen 04]. Este proceso de alcanzar la situacio´n de mı´nima energı´a depende del taman˜o de la
nanopartı´cula, ya que si se observa detenidamente las figuras A.3 (a) y A.3 (b), se podra´ no-
tar que la nanopartı´cula Ag2869 demora ma´s en obtener su energı´a mı´nima que la nanopartı´cula
Ag309. Esto se debe principalmente al efecto de superficie, el cual es relevante en nanopartı´culas
pequen˜as [Qi 08].
A.3. Abundancia de pares vecinos
Un ana´lisis de abundancia de pares vecinos es una herramienta muy u´til para conocer el tipo
de estructura que presenta un material, en nuestro caso particular, para las nanopartı´culas. Una
parte de este ana´lisis ya fue mostrado en el capı´tulo 5, pero para complementar ese estudio en
esta seccio´n se mostrara´ la variacio´n de la abundancia de pares vecinos con la temperatura en el
enfriamiento a k1 y k12, y en el proceso de relajacio´n a 300 K por 1000 ps para la nanopartı´cula
Ag3871 (ver figura A.4). En este estudio se obtuvo que a medida que la temperatura disminuye
en el enfriamiento a k1 no se observa ningu´n cambio dra´stico (ver figura A.4), es decir, no ocu-
rre una transicio´n de fase [Lobato 09]. Sin embargo, cuando se realiza el enfriamiento a k12 se
produce la transicio´n de fase lı´quida a so´lida, esto se evidencia con el salto de gran magnitud de
la abundancia de los ı´ndices de pares. Como era de esperarse, el ı´ndice correspondiente a la es-
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Figura A.2: Variacio´n de la curva calorı´fica con la velocidad de enfriamiento para las nano-
partı´culas (a) Ag309 y (b) Ag2869.
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Figura A.3: Variacio´n de la energı´a en el proceso de relajacio´n a 300 K para las nanopartı´culas
(a) Ag309 y (b) Ag2869, las cuales fueron enfriadas a diferentes velocidades.
tructura tipo fcc (ı´ndice 1421) fue el que aumento´ considerablemente en su magnitud (ver figura
A.4 (b)), ya que como el enfriamiento es a una velocidad baja entonces se va a producir la cris-
talizacio´n, y este tipo de estructura es la que tiene la plata en fase bulk. Adema´s, esta transicio´n
de fase ocurre a una temperatura de ∼ 620 K, lo cual esta´ dentro del rango encontrado con el
ana´lisis de la curva calorı´fica y la funcio´n de distribucio´n radial. Por otro lado, cuando se realiza
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Figura A.4: Variacio´n de la abundancia de pares vecinos en el proceso enfriamiento a (a) k1 y (b)
k12, y en el proceso de relajacio´n a 300 K ((c) y (d)) para la nanopartı´cula Ag3871.
el proceso de relajacio´n a 300 K se obtiene que en la nanopartı´cula obtenida con k1, el ı´ndice
1421 comienza a aumentar en su porcentaje (ver figura A.4 (c)) y los ı´ndices que corresponden
a defectos o estructuras amorfas disminuyen (ı´ndices 1551, 1541, 1531.). Esto se debe a que
la energı´a de la nanopartı´cula comienza a disminuir en este proceso como se nota en la figura
A.3(b) para la nanopartı´cula Ag2869. Esta disminucio´n en la energı´a provoca la estabilidad de la
estructura ato´mica de las nanopartı´culas. No obstante, en la nanopartı´cula obtenida con el enfria-
miento a k12 no se produce ningu´n cambio significativo en la abundancia de sus pares vecinos
durante la relajacio´n (ver figura A.4 (d)); es decir, esta nanopartı´cula ya estaba en su situacio´n de
mı´nima energı´a antes de empezar este proceso, como era de esperarse ya que el enfriamiento se
realizo´ a una velocidad baja.
Ape´ndice B
Complementos de simulacio´n de Dina´mica
Molecular
En este ape´ndice se ampliara´ la informacio´n respecto al procedimiento utilizado para realizar
las simulaciones de dina´mica molecular (MD) de las nanopartı´culas de plata. Por ejemplo, se
discutira´ la teorı´a del potencial de muchos cuerpos que se utilizo´. Adema´s, se hara´ una breve
descripcio´n de co´mo implementar este potencial en el software XMD el cual sirve para realizar
las simulaciones MD y tambie´n se tratara´ sobre los comandos que se utilizan en este software.
B.1. Potencial tight-binding
Un esquema relativamente simple para relacionar la estructura ato´mica y electro´nica, sin re-
currir al tratamiento complejo de ca´lculos a primeros principios, es el me´todo tight binding (TB),
en el cual la interaccio´n io´n-io´n es descrita mediante la suma de un te´rmino de banda efectivo
ma´s un potencial par repulsivo de corto alcance. La aproximacio´n de segundo momento del es-
quema tight binding (TB-SMA1) como propuso Tomanek, Aligia, y Balseiro esta´ basada sobre
un pequen˜o conjunto de para´metros ajustables y, al menos en principio, es disponible para la
extensio´n a aproximaciones de orden ma´s alto a trave´s de la extensio´n a momentos ma´s altos de
la densidad de estados electro´nicos (EDOS) [Cleri 93].
Es bien conocido que las propiedades cohesivas de los metales de transicio´n y sus aleaciones
se origina en la banda d de la densidad de estados. La descripcio´n de la densidad de estados
electro´nicos en te´rminos de sus momentos es una herramienta natural para relacionar la estruc-
tura electro´nica a la topologı´a de la red puesto que los momentos son obtenidos del ca´lculo de
productos de elementos de matrı´z del Hamiltoniano electro´nico asociado con caminos cerrados
de longitud definida. Cada momento µk puede entonces ser interpretado como la contribucio´n a
la DOS procedentes de todos los posibles caminos electro´nicos cerrados de k pasos. En particu-
lar, el primer momento µ1, relacionado al centro de la banda de energı´a, fija la escala de energı´a
y puede ser establecida a cero en sistemas homoge´neos (sistemas formados de un solo tipo de
1Del ingle´s, second-moment approximation of the tight-binding scheme.
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a´tomo). Por otro lado, se tiene que las energı´as de enlace obtenidas experimentalmente para me-
tales de transicio´n resultan ser aproximadamente proporcional al ancho promedio de la DOS, el
cual es descrito por
√
µ2.
Debido a que las integrales de hopping son funciones que dependen solamente de la distancia
radial entre los a´tomos i y j, la energı´a de banda, proporcional a la raı´z cuadrada de µ2, puede
ser escrita para un a´tomo i como
EiB = −
{∑
j
ξ2e−2q(rij/r0−1)
}1/2
, (B.1)
donde rij representa la distancia entre los a´tomos i y j, r0 es la distancia de primeros vecinos en
la red, ξ es una integral de hopping efectiva, y q describe la dependencia de e´sta integral sobre la
distancia interato´mica relativa. Con el fin de poder asegurar la estabilidad del cristal, es necesario
agregar un te´rmino de interaccio´n repulsivo al lado de la contribucio´n de enlace EB mostrada en
la ec. (B.1). Se asume que esta interaccio´n es de pares y se describe por una suma de repulsiones
io´n-io´n tipo Born-Mayer
EiR =
∑
j
Ae−p(rij/r0−1) (B.2)
originada por el aumento, en energı´a cine´tica, de los electrones de conduccio´n limitados en la
regio´n de aproximacio´n de dos iones. Ası´, el para´metro p, au´n depende de los tipos de interaccio´n
ato´mica, y deberı´a estar relacionado a la compresibilidad del metal bulk [Cleri 93].
Sumando las ecuaciones (B.1) y (B.2), se obtiene que la energı´a cohesiva total del sistema es:
EC =
∑
i
(
EiB + E
i
R
)
(B.3)
En el trabajo de Cleri y Rosato [Cleri 93], los para´metros libres A, ξ, p, q, y r0 del esquema
SMA son ajustados a los valores experimentales de la energı´a cohesiva, para´metros de red, y
constantes ela´sticas independientes para cada sistema homoge´neo, en la apropiada estructura
cristalina a una temperatura T = 0 K, y tomando en cuenta condiciones de equilibrio2. En este
trabajo, la sumatoria sobre j de las ecuaciones (B.1) y (B.2) son extendidas hasta los quintos
vecinos para estructuras fcc y hasta novenos vecinos para la estructura hcp3. Los para´metros del
potencial TB que ellos obtuvieron para los metales de transicio´n con estructura fcc y metales
simples como Al y Pb son mostrados en el cuadro B.1.
B.2. Software XMD
Para el desarrollo de la simulacio´n de dina´mica molecular, se utilizo´ el software conocido
como XMD [Web site 2], el cual es de libre acceso. Este programa fue escrito en el lenguaje
2Por esta´ razo´n se conoce a este potencial como un potencial semi-empı´rico.
3El autor escogio´ esta cantidad de vecinos porque ya ha sido probado por otros investigadores que las extensiones
del esquema para incluir una suficiente cantidad de vecinos interactuando mejora considerablemente la calidad de
los resultados.
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Cuadro B.1: Para´metros del potencial TB para metales de transicio´n fcc y para metales simples
Al y Pb.
A(eV ) ξ(eV ) p q
Ni 0.0376 1.070 16.999 1.189
Cu 0.0855 1.224 10.960 2.278
Rh 0.0629 1.660 18.450 1.867
Pd 0.1746 1.718 10.867 3.742
Ag 0.1028 1.178 10.928 3.139
Ir 0.1156 2.289 16.980 2.691
Pt 0.2975 2.695 10.612 4.004
Au 0.2061 1.790 10.229 4.036
Al 0.1221 1.316 8.612 2.516
Pb 0.0980 0.914 9.576 3.648
de programacio´n C por John Rifkin y esta´ disen˜ado para la simulacio´n de metales y cera´micos.
Este software utiliza el algoritmo de Gear para integrar las ecuaciones de movimiento. Adema´s,
este algoritmo usa hasta el quinto orden para determinar las derivadas respecto al tiempo de las
posiciones de las partı´culas.
Cuando uno descarga el software XMD de internet, este programa viene so´lo con algunos ti-
pos de potenciales para algunos elementos, como por ejemplo: Potencial EAM para Au, Cu,
NbAl, NiAl, RuAl y Fe. Pero este software permite la opcio´n de realizar estudios de dina´mica
molecular con el potencial que uno desee, vea la siguiente seccio´n.
B.2.1. Implementacio´n del potencial
Para desarrollar esta tesis se tuvo que implementar el Potencial tight-binding para la plata en
el software XMD4. Lo que se tiene que hacer para lograr esto es colocar las ecuaciones (B.1) y
(B.2), y sus correspondientes valores de para´metros para la plata (ver cuadro B.1) de la siguiente
manera:
#Parameters for Ag
eunit eV
potential set eam 1
calc A=0.1028
calc Y=1.178
calc p=10.928
calc q=3.139
4Esto se realizo´ con ayuda del laboratorio de simulacio´n de nanomateriales (UNMSM) dirigido por el Prof. Justo
Rojas.
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calc a0=4.085
calc r0=a0*sqrt(2.0)/2
potential formula pair 1 1 5000 1.0 5.8
2*A*exp(-p*(r/r0-1.0))
potential formula dens 1 5000 1.0 5.8
Y*Y*exp(-2*q*(r/r0-1.0))
potential formula embed 1 50000 1e-8 2000
-sqrt(r)
B.2.2. Archivo de control
Para generar una simulacio´n de dina´mica molecular el archivo esta´ndar que se usa tiene la
siguiente estructura:
# Generamos una caja de dimensiones dadas
box 80 80 80
# aqui es necesario dar la ruta donde estan el archivo
# con las posiciones
read ./init/1415/T1500/rc11
# Seleccionamos las particulas
select all
# Escalamiento al parametro de red del Ag
scale 1
# Definimos unidades de la energia
eunit eV
# Masa del Ag en unidades atomicas
select type 1
mass 107.8683
typename 1 Ag
# Paso de tiempo de integracion
dtime 2e-15
#sin Condiciones de frontera periodica
surface on x y z
erase ag.e
erase ag.cor
# Temperatura inicial del cual se hace el enfriamiento
calc T = 1500
# inicializamos el tiempo
step 0
# guardar la variacion de la energia
esave 10 ag.e
# El enfriamiento de 1500 a 300 con DT=10
# requiere 121 repeticiones
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repeat 121
write T
clamp T
cmd 2000
write cor +ag.cor
calc T = T - 10
end
# comando para guardar la configuracion atomica final
write pdb cf.pdb
# comandos para guardar las posiciones y velocidades finales
write file rv300 posvel
write file r300 particle
B.3. Programa CMD
Para realizar el procesamiento de datos obtenidos en la simulacio´n con el me´todo de dina´mica
molecular se utilizo´ el programa CMD desarrollado por el Instituto Peruano de Energı´a Nuclear
(IPEN) [Lobato 08].
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Ape´ndice C
Teorı´a de matrices aleatorias
En el capı´tulo 4 de esta tesis se introdujo la Teorı´a de Matrices Aleatorias (RMT) como
modelo para la descripcio´n de las fluctuaciones del espectro de energı´a de los sistemas cua´nticos
cao´ticos. En este ape´ndice incluimos algunos detalles que se obviaron en los capı´tulos anteriores
para facilitar su lectura.
C.1. Introduccio´n
Esta teorı´a nace a finales de los an˜os cincuenta y principio de los sesenta de la mano del fı´si-
co hu´ngaro E. P. Wigner. Durante este perio´do, e´poca de la guerra frı´a, era importante entender
con claridad los procesos de fusio´n y esto pasaba por entender bien las resonancias de 238Th
y 238U . El estudio analı´tico de estas resonancias era imposible ya que un nu´cleo fisionable era
un problema de muchos cuerpos. Por esto y dado el desconocimiento de los detalles nucleares,
Wigner desarrollo´ una teorı´a estadı´stica sobre los niveles de energı´a, llamada Teorı´a de Matrices
Aleatorias. La idea fundamental de esta teorı´a es la siguiente: no nos interesan las propiedades
de un espectro nuclear (un solo sistema), si somos capaces de calcular propiedades que caracteri-
cen a un conjunto de espectros nucleares (muchos sistemas distintos). Por ello la RMT renuncia
al conocimiento del propio sistema, calculando por ejemplo propiedades como la media sobre
todos los sistemas permitidos.
Justificacio´n breve de esta teorı´a: El estudio de los niveles energe´ticos a trave´s de una teorı´a es-
tadı´stica viene motivado por la gran complejidad tanto del nu´cleo ato´mico como de la interaccio´n
nuclear. Utilizamos matrices ya que estas resonancias representan las energı´as de los autoestados
del Hamiltoniano que representa el sistema. Estas matrices son aleatorias, ya que al tratarse de
sistemas tan complejos, de alguna manera la forma del Hamiltoniano no es importante, ya que
desconocemos co´mo interactu´an las partı´culas. Finalmente, y en analogı´a con la fı´sica estadı´sti-
ca, representaremos “todas las interacciones posibles” a trave´s de una colectividad de matrices
aleatorias. No todas las matrices aleatorias son va´lidas; al representar un Hamiltoniano, han de
adecuarse a la simetrı´a del sistema, y al suponer aleatoriedad en la interaccio´n exigimos tambie´n
distribucio´n de ma´xima incertidumbre a los elementos de matriz.
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Dadas estas restricciones encontramos distintos tipos de colectividades de matrices aleatorias:
Colectividades gaussianas, Circulares, Ginibre, etc. Las que tienen un significado fı´sico ma´s re-
presentativo son las colectividades gaussianas. Esto se debe a la gran cantidad de simetrı´as que
poseen. Ellas son hermı´ticas, como debe ser todo observable cua´ntico.
Pese a que en sus inicios la RMT fue usada para explicar las resonancias de alta energı´a, con
el paso de los an˜os se ha ido aplicando a multitud de ramas de la ciencia, llegando a considerarse
una disciplina en sı´ misma [Molina 01]. Ejemplos de dichas aplicaciones son, por ejemplo, la
teorı´a de so´lidos desordenados, gravitacio´n cua´ntica en 2d, lattice QCD, y otras muchas ramas
de la fı´sica, entre las que destaca el caos cua´ntico.
C.2. Colectividades gaussianas
Dyson [Dyson 62] demostro´ que existen tres clases de universalidad para las matrices alea-
torias dentro de la ecuacio´n de Schro¨dinger esta´ndar. Para clasificar un sistema dentro de una
de ellas necesitamos conocer sus propiedades fundamentales de simetrı´a. En este trabajo solo se
ha discutido sobre el ensamble gaussiano ortogonal (GOE), el cual corresponde a Hamiltonia-
nos con simetrı´a bajo inversio´n temporal y simetrı´a bajo rotaciones y se pueden representar por
matrices reales invariantes bajo el grupo de tranformaciones ortogonales. Este tipo de matrices
tambie´n pueden representar sistemas con simetrı´a bajo inversio´n temporal y espı´n entero, aunque
la invariancia bajo rotaciones no se cumpla. Como las descripciones de los ensambles gaussiano
unitario y simple´ctico (GUE y GSE, respectivamente) escapan de este trabajo no se dara´n de-
talles, pero para mayor informacio´n de estas clases de universalidad se recomienda revisar las
referencias [Molina 01, Mun˜oz 08].
C.3. Distribucio´n de autovalores
La distribucio´n de autovalores es una funcio´n muy u´til, debido a que nos permite una com-
paracio´n directa con los datos experimentales, ya que en estos experimentos se puede acceder
al espectro de energı´as. La expresio´n para todas las colectividades se puede incluir en una u´nica
fo´rmula
P (E1, ...., EN) = cte
1,N∏
n>m
|En − Em|α exp
(
−A
∑
n
E2n
)
, (C.1)
donde N es la dimensio´n del sistema y α es el ı´ndice de la clase de universalidad. Donde se
tiene α = 1, 2, 4 para el GOE, GUE y GSE, y α = 0 para la colectividad de Poisson. El factor
|En − Em|α produce la repulsio´n entre niveles, ma´s fuerte segu´n el valor de α.
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C.4. Densidad de estados
La densidad de estados de un sistema cua´ntico esta´ definida por la ecuacio´n (3.12). En el
caso de las colectividades gaussianas no estamos interesados en la densidad de estados de una
sola matriz sino en el promedio sobre toda la colectividad. Es decir, si generamos un conjunto
de matrices pertenecientes a una colectividad obtendremos a partir de ellas un conjunto de es-
pectros distintos cuyos niveles de energı´as seguira´n la distribucio´n de probabilidad de la seccio´n
anterior para la colectividad correspondiente. Por tanto, el conjunto de densidades de estados,
que obtendremos a partir de los espectros, sera´n tambie´n distintos pero la media de todas ellas
sera´ caracterı´stica de la colectividad.
Wigner derivo´ la densidad media de estados para las colectividades gaussianas y obtuvo lo que
se llama la ley del semicı´rculo de Wigner [Mun˜oz 08]:
〈ηα(E)〉 =

2A
piα
√
αN
A
− E2 |E| <
√
βN
A
0 |E| >
√
βN
A
(C.2)
C.5. Estadı´sticos espectrales
Con el objetivo de analizar las fluctuaciones de los distintos tipos de espectros, tanto de
matrices aleatorias como cualesquiera otros obtenidos experimental o nume´ricamente, se definen
los estadı´sticos espectrales. Segu´n la definicio´n de Mehta [Pere´z 04], un estadı´stico se define
como un nu´mero Q que puede calcularse a partir de una secuencia finita de nu´meros (en este
caso, de una secuencia finita de niveles, que es la informacio´n que se dispone en un experimento
o en un ca´lculo teo´rico) y para el cual su media 〈Q〉 y su varianza VQ = 〈(Q − 〈Q〉)2〉 son
conocidas a partir de un modelo teo´rico.
C.5.1. Correlaciones de corto alcance
Distribucio´n de separacio´n de niveles
La P (s) correspondiente a las colectividades gaussianas puede calcularse a partir de las dis-
tribuciones de autovalores correspondientes, pero dicho ca´lculo es muy complicado. En lugar de
considerar matrices de dimensio´n arbitaria, Wigner lo realizo´ para matrices de dimensio´n 2x2 y
obtuvo las expresiones siguientes:
Para el GOE:
P (s) =
pi
2
s exp
(
−pi
4
s2
)
, (C.3)
Para el GUE:
P (s) =
32
pi2
s2 exp
(
− 4
pi
s2
)
, (C.4)
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Figura C.1: Distribucio´n de separacio´n de niveles para el GOE (color azul), GUE (color rojo)
GSE (color verde) y PE (color marro´n).
Para el GSE:
P (s) =
218
36pi3
s4 exp
(
− 64
9pi
s2
)
, (C.5)
que resultan ser muy buenas aproximaciones para matrices de dimensio´n arbitraria. En ellas
observamos que sı´ existe repulsio´n (P (0) = 0). En la figura C.1 se representan las curvas de las
distribuciones de separacio´n de niveles de las tres colectividades gaussianas, GOE, GUE, GSE,
y la correspondiente a la ley de Poisson. En ella podemos observar como existe repulsio´n en los
casos del GOE, GUE y GSE (P (0) = 0) y no hay repulsio´n en el caso Poisson. Adema´s, para
valores pequen˜os de s la curva que crece ma´s despacio es la del GSE, la siguiente serı´a la GUE
y la que crece ma´s ra´pido es la GOE, ya que segu´n las ecuaciones anteriores el comportamiento
de e´stas para s pequen˜o es sα, donde α se denomina exponente de repulsio´n y se dice que GOE
presenta repulsio´n lineal (α = 1), GUE repulsio´n cuadra´tica (α = 2) y GSE repulsio´n cua´rtica
(α = 4). A α se le llama tambie´n ı´ndice de universalidad, puesto que distingue las tres clases de
universalidad. En el caso de niveles descorrelacionados su valor es α = 0.
C.5.2. Correlaciones de largo alcance
Rigidez espectral
La rigidez espectral es el estadı´stico ma´s utilizado para medir las correlaciones de largo
alcance. Se define a partir de la densidad acumulada de estados, ec. (3.14), y teniendo en cuenta
que en un espectro reescalado el espaciamiento medio entre niveles es 1, como se explico´ en la
seccio´n 4.2. Si hacemos un ajuste de la densidad de estados acumulada a una recta en un intervalo
de longitud L, [ε− L/2, ε+ L/2], el valor de χ2 obtenida en el ajuste es la rigidez espectral y se
escribe como
∆3(L) = mina,b
∫ ε+L/2
ε−L/2
dx(N(x)− a− bx)2. (C.6)
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Como se ha anticipado en la notacio´n, ello depende solo de la distancia L entre los dos niveles
entre los cuales se quiere estudiar la correlacio´n y es independiente de la posicio´n concreta de
los mismos en el espectro.
Por tanto, segu´n su definicio´n, la rigidez espectral mide cua´nto se desvı´a el espectro estudia-
do de un espectro uniforme (equiespaciado). Cuanto ma´s uniforme es el espectro, ma´s se parece
la densidad acumulada a una recta y, por tanto, menor es el χ2 obtenido en el ajuste. Por lo tanto,
un valor pequen˜o de ∆3 nos indica que el espectro es bastante uniforme, con una cierta estruc-
tura rı´gida, de ahı´ su nombre. Esta estructura aparece debido a las correlaciones; es decir, a la
repulsio´n de niveles. En el caso de los espectros de niveles descorrelacionados, que se compor-
tan como variables aleatorias independientes, no es de esperar que haya una organizacio´n de los
niveles para que le confiera algu´n tipo de estructura al espectro.
Entonces, valores pequen˜os de ∆3 para un valor de L dado indican que existe repulsio´n entre
pares de niveles separados una distancia L. Por lo tanto, con este estadı´stico se pueden medir
correlaciones entre niveles que esta´n alejados, a diferencia de P (s), que mide correlaciones u´ni-
camente entre primeros vecinos.
En el caso de espectros de niveles descorrelacionados, cuyos sistemas esta´n regidos por la es-
tadı´stica de Poisson, se obtiene
∆3 =
L
15
. (C.7)
En el caso de las colectividades gaussianas, que corresponden a los sistemas cao´ticos, se tiene
que
∆3(L) =
1
αpi2
log(L) + bα +O(L
−1) L 1, β = 1, 2, 4, (C.8)
donde α es el ı´ndice de universalidad y bα depende tambie´n de la clase de universalidad.
Varianza
Una forma habitual de medir las correlaciones a largo alcance es la que se describe a conti-
nuacio´n. Sea un espectro cualquiera εi. Conside´rese el nu´mero de niveles que hay en una ventana
de longitud L centrada en una energı´a ε
n(ε, L) =
∫ ε+L/2
ε−L/2
dxρ(x); (C.9)
el proceso de reescalado garantiza que
〈n(ε, L)〉 = L, (C.10)
ya que la densidad de niveles media esta´ normalizada a la unidad (ver seccio´n 4.2). Una manera
esta´ndar de medir las correlaciones a largo alcance es mediante la varianza de n(E,L), definida
segu´n
Σ2(L) = 〈(n(ε, L)− L)2〉. (C.11)
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En un sistema integrable, el estadı´stico Σ2(L) es trivial debido a que la secuencia de separaciones
es equivalente a una secuencia de variables aleatorias independientes
Σ2(L) = L. (C.12)
En los sistemas cao´ticos, por el contrario, se tiene que [Pere´z 04]
Σ2(L) =
2
αpi2
log(L) + aα +O(L
−1) L 1 (C.13)
donde aα depende de la simetrı´a general del Hamiltoniano.
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