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The magnets are typically classified into Stoner and Heisenberg type, depending on itinerant or
localized nature of the constituent magnetic moments. In this work we investigate theoretically
the behaviour of the magnetic moments of iron and cobalt in their B2-ordered alloy. The results
based on local spin density approximation for the density functional theory (DFT) suggest that the
Co magnetic moment strongly depends on the directions of the surrounding magnetic moments.
Although this seems to indicate the Stoner-type magnetism of Co, it is shown that this can be
understood as due to the strong ferromagnetic exchange coupling between Fe and Co atoms. Within
the disordered local moment (DLM) picture of the paramagnetic state, the magnetic moment of
cobalt get substantially suppressed. The DLM, however, provides an incomplete description, due
to the absence of strong on-site electron correlations. In order to correct it, we have performed a
series of DFT calculations combined with dynamical mean-field theory. Our results suggest that
local correlations play an essential role in stabilizing a robust moment on Co at high temperatures.
The results are relevant for constructing more accurate thermodynamical models of the B2 FeCo
alloy.
I. INTRODUCTION
The ferromagnetic (FM) alloys formed by mixing of
iron and cobalt and are situated at the maximum of
the Slater-Pauling (S-P) curve.[1] The latter suggests
that from the band filling arguments these alloys pos-
sess the maximal possible saturation magnetization for
binary 3d alloys (for Fe1−xCox it is reached for x≈0.28
[2]). This fact together with extremely high magnetic
transition temperatures make this family of metals par-
ticularly promising for future technological applications.
In particular, these metals would be excellent for the data
storage in spintronic devices and/or permanent mag-
nets applications if possessed larger magnetocrystalline
anisotropy.[3, 4] Thus, nowadays a great effort is done
both on theoretical and experimental fronts to achieve
this by inducing tetragonal distortions, which have been
predicted to vastly improve this property.[5–9] In thin
films, the distortion is stabilized by means of epitaxial
strain and in the bulk the interstitial doping with light
elements is being proposed.
From the theory side, first-principles electronic struc-
ture calculations, based on density functional theory
(DFT) were quite successful in predicting the magnetic
properties of Fe-Co alloys. In 1984 Schwarz et al.[10]
have done a systematic study of ordered Fe-Co alloys and
demonstrated that the S-P behaviour is captured by the
DFT calculations and that the spin magnetic moments
are in excellent agreement with experimental data[2, 11].
Later this result was also confirmed for atomically disor-
dered alloys of this family [12, 13].
Equiatomic FeCo alloys have a strong tendency to form
an ordered B2 (CsCl) structure (see Fig. 1) at the temper-
atures below 1000 K.[14–16] In this bcc-based structure,
atom A (e.g. Fe) occupies vertices of the cube and atom
B (e.g. Co) sits in its centre. Each atom of a given type is
then surrounded by eight atoms of the other type. Upon
an increase of temperature, the system undergoes an
order-disorder transition to a bcc (α) phase and remains
FM. However, at around 1230 K, another transition takes
place, which brings the material into a non-magnetic fcc
phase. Hence the actual Curie temperature (Tc) of the
material remains unknown and is often referred to as
”virtual” one (see e.g. Ref. 17). The structural sta-
bility of FeCo has been extensively studied using first-
principles methods and the importance of magnetism has
been reported.[18] Rahaman and co-workers[19] have cal-
culated the order-disorder transition temperature by ex-
tracting the effective cluster interactions from different
magnetic states. In order to model finite-temperature
magnetic properties, they used partial disordered local
moment (DLM) approach.[20] They found that the best
agreement with experimental transition point is found for
a reduced magnetization of m ≈ 0.83 (where m = 1 cor-
responds to the FM state). This result clearly suggests
that in order to address thermodynamical properties of
this system, one needs a more rigorous theory of the ther-
mally excited magnetic state.
The Heisenberg exchange parameters (Jij), calculated
in the FM CsCl phase, predicted strong Fe-Co nearest
neighbour interactions.[17, 21, 22] The estimated Tc was
always found well above 1200 K, which does not contra-
dict the experimental observations. An important issue
here is that the calculated values of Tc are obtained upon
assumption that the exchange parameters and the mag-
netic moments remain relatively robust up to the mag-
netic transition point. However, it has been shown that
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2FIG. 1. Schematic crystal structure of the B2 FeCo alloy.
the magnetic moment of elemental bcc Fe is quite de-
pendent on the environment[23], putting the applicabil-
ity of the low-temperature Jij ’s to describe its PM state
into question.[24] At the same time, elemental bcc Co
shows a very robust Heisenberg behaviour of its mag-
netic excitations.[23] The question is whether the same
behaviour takes place, when the two elements are mixed
into ordered B2 structure.
In this work we study the nature of Fe and Co mag-
netic moments in the B2 FeCo alloy in an attempt to
describe their behaviour at elevated temperatures. First,
we demonstrate on the level of DFT that mCo strongly
depends on its magnetic environment, while Fe has a very
stable magnetic moment. Next, we study how this dras-
tically different behaviour of the two constituent atoms
affects the PM properties of the material. The PM phase
is simulated by employing two different models. The first
one is the DLM state and the second one is based on a
combination of DFT and dynamical mean-field theory
(DMFT)[25] in order to capture the effect of strong elec-
tron correlations in the d band. We discuss the differ-
ences and elucidate the differences between the two ap-
proaches and the results they deliver. Finally, we inves-
tigate whether the Co moment gets stabilized in the PM
phase and what is the mechanism behind its formation.
II. COMPUTATIONAL DETAILS
The DFT calculations were carried out for the equi-
librium experimental structure (a=2.856 A˚). Most of
the calculations were performed using full-potential lin-
earized augmented plane wave method, as implemented
in Elk software[26, 27]. The spin-spirals calculations were
performed by using standard DFT in the local spin den-
sity approximation (LSDA) taking advantage of the Gen-
eralized Bloch theorem.[28] Those calculations were done
with an increased accuracy which was achieved by setting
the RMT ∗Kmax parameter to 8.5 and Gmax in the expan-
sion of the potential (and density) in the interstitial to
14.0. Non-magnetic calculations were used for the band
structure wannierization. The non-relativistic DLM state
was modelled using coherent potential approximation
(CPA)[29], as implemented in Korringa-Kohn-Rostocker
(KKR) method in the atomic sphere approximation[30].
The LDA+DMFT calculations were performed in sev-
eral steps. In order to take into account the correla-
tion effects for the Fe-d and Co-d states, a tight-binding
Hamiltonian in a localised basis was constructed. For
this purpose, we have interfaced the Elk code with
Wannier90[31, 32] software, which is used to produce
the maximally localized Wannier functions[33]. Once the
DFT band structure was parameterized in terms of Wan-
nier orbitals, it was used by AMULET[34] toolbox to
solve the DMFT equations. All these steps and the rele-
vant technical details are described in the next few sub-
sections.
A. Interface of Elk and Wannier90
The electronic structure information provided by Elk
code [26] is used to generate the maximally-localized
Wannier functions (MLWF) using Wannier90 code [31,
32]. MLWFs will provide a compact tight-binding pa-
rameterization of the original material’s band structure
and in our study will be utilized to address strong corre-
lation effects.
Wannier functions are defined as the Fourier trans-
forms of Bloch functions [35]:
|WRn 〉 =
V
(2pi)3
∫
e−ikR
J∑
m=1
U (k)mn|ψmk〉dk, (1)
where V is a unit cell volume, k is a wave vector inside
1st Brillouin zone, U
(k)
mn is a unitary matrix, m and n are
bands indices, J is the total number of bands, |ψmk〉 is
the wave function.
However, there is no general rule for choosing U
(k)
mn,
therefore, it is required to impose an additional con-
straint on the Wannier functions: to replace the ac-
tion of the U
(k)
mn by the action of projection operator
Pˆk =
∑J
m=1 |ψmk〉〈ψmk| on the seed function |gn〉; or
define U
(k)
mn from conditions of minimizing their spread:
Ω =
∑
n
[〈W 0n |r|W 0n〉 − |〈W 0n |r|W 0n〉|2]. (2)
The latter is called maximally-localized Wannier func-
tions [36, 37] and are currently the most widely used type
of Wannier functions.
To choose optimal mixing matrix U
(k)
mn we need to cal-
culate a gradient dU/dΩ. The first required quantity are
the overlap matrices between the periodic parts of the
Bloch states |un,k〉, calculated on the neighbouring k-
points:
3M (k,b)mn = 〈um,k|un,k+b〉, (3)
where |un,k〉 = ψn,ke−ikr, b is a vector, which connects
a given k-point with its neighbours.
Since the Elk code is based on full-potential linearized
augmented plane wave method (FLAPW), the space is
partitioned into two regions: muffin-tin (mt) spheres
around each atom and the interstitial region (ir). Thus,
the wavefunctions are explicitly separated into the two
corresponding parts. In order to obtain the M
(k,b)
mn ma-
trix, we should start with the calculation of the second-
variational spinor wavefunctions in the mt and ir regions
for every state of a particular k-point and for every neigh-
boring (k+ b)-points. Then, on the basis of these wave-
functions, we compute the complex charge density be-
tween a k-point and its neighbor, defined as:
ρ(k,b)(r) = exp (−ib · r)ψ∗k(r)ψk+b(r). (4)
Finally, the overlap matrix is computed as:
M (k,b)mn =
4piY 00
∑
a
∫
mt
r2ρ
(k,b)
mt,a (r)dr +
∫
ir
ρ
(k,b)
ir (r)φ(r)dr,
(5)
where ρ
(k,b)
mt,a and ρ
(k,b)
ir are the overlap charge densities
inside the mt sphere around atom a and in the ir region,
respectively, and φ(r) is a characteristic function, which
cuts out the mt’s (i.e. it is zero inside the muffin-tins and
unity outside).
The second quantity required to optimize the mixing
matrix is the projection of the Bloch states |ψn,k〉 onto
some trial localised orbitals |gn〉:
A(k)mn = 〈ψm,k|gn〉, (6)
The algorithm to compute A
(k)
mn is similar to the one
described above for M
(k,b)
mn , but instead of wavefunctions
for (k + b)-points trial wave functions in the muffin-tin
and interstitial regions for every state of a particular k-
point must be used.
We chose to define the trial wavefunctions as the first
APW function from the DFT basis set. They are cen-
tered at a given atom, localized and have a pure angu-
lar momentum character. Linear combinations including
various hybrid orbitals such as sp3, which are supported
by the Wannier90 library, can also be formed.
We should note that the MLWF can be extracted from
other FPLAPW-based codes and the present implemen-
tation is not unique in this sense. For instance, Wan-
nier90 has been interfaced with FLEUR [38] and Wien2k
[39] codes. Our implementation is similar to those and is
even more straightforward, since it is based on the direct
calculation of the generalized density ρ(k,b).
B. Wannierization
To build an effective Hamiltonian in the basis of Wan-
nier function we have started with an LDA calculations
using (25,25,25) Monkhorst-Pack k-point grid. Once the
potential is converged and the positions of the bands
are accurately identified, the wannierization can be effi-
ciently performed using a coarser mesh. Here, the Wan-
nier functions were built using the Kohn-Sham states on
a (16,16,16) ~k-point mesh. We projected the bands on s,
p and d character of iron and cobalt. Thus, we had 18
projections in total (the states are spin-degenerate).
Since the bands near the Fermi level are not isolated,
i.e., we are dealing with partially occupied bands of a
metal, a disentangling procedure [40] was applied. We
took a substantial amount of unoccupied bands (42 in
total) and specified the energy windows for the disentan-
glement procedure. The first (outer) window covers all
the 42 bands. The second window, the so-called frozen
”inner” window, spans from -8.5 eV up to 1 eV and con-
tains the desired spd states around the Fermi level.
C. DMFT calculation
The wannierized band structure of non spin-polarized
calculation was used for setting up the non-interacting
Green’s function for the impurity problem. The magnetic
DMFT calculations were done in the LDA+DMFT man-
ner, where the magnetic field is used to break the spin
degeneracy of the starting self-energy Σ. Thus the mag-
netism comes entirely from Σ, while the non-interacting
Hamiltonian remains non-magnetic.
The DMFT calculations of d electrons of iron and
cobalt were carried out. We used the following Hubbard
parameters UFe = 2.6 eV and UCo = 3.7 eV. The Hund’s
exchange parameter was set to J = 0.9 eV for both atomic
species. These values were taken with respect to the pre-
vious studies - experimental ones [41], where parameters
were obtained using the X-ray photoelectron spectrome-
ter.
We also used the segment version of hybridization
expansion continuous-time quantum Monte Carlo (CT-
QMC-HYB) solver [42] to solve the impurity problem.
In case of FeCo impurity problem has to be solved twice
at each iteration: one impurity problem for iron and one
for cobalt.
Since the Coulomb interaction is already taken into
account in the LDA Hamiltonian, some interaction con-
tributions would be counted twice within LDA+DMFT
scheme. So, we have to avoid a so-called double-counting
(DC) contribution of such interactions and a double-
counting correction has to be included.
We have used a DC correction, which is based on
Friedel sum rule and postulates that the total number of
correlated electrons on each impurity site is the same as
in non-interacting problem. In practice, we chose the DC
4chemical potential in such a way that the total impurity
occupation coincided with that in LDA calculation[43].
In our calculations DC corrections for iron and cobalt
were set to µdc(Fe) =-12.2 eV and µdc(Co) =-21.2 eV,
respectively.
We also tried FLL type of DC correction instead of fix-
ing it on the certain values, but it led to strong deviation
of the occupation and thus to unphysical values of the
fluctuating moments.
To perform analytic continuation from the Matsubara
to real energy axis Green’s function and the spectral func-
tions from the LDA+DMFT simulations, we used the
maximum entropy method [44–46].
III. RESULTS AND DISCUSSION
A. LSDA
We began our study by addressing the question of how
localized (or itinerant) the magnetic moments in the or-
dered FeCo alloy. This can be verified by performing
the calculations for various hypothetical magnetic orders.
Usually, the itinerant moments on band ferromagnets
strongly depend on the orientation of the neighbouring
spins, while the opposite behaviour is found for Heisen-
berg magnets. In order to effectively explore a large num-
ber of different magnetic configurations, we employed
spin spiral calculations. Here we considered planar spin
spirals, which means that the Fe and Co magnetic mo-
ments rotate in the plane perpendicular to the propaga-
tion vector of the spin spiral q. The initial phase shift
between Fe and Co moments is commensurate with the
chosen q and thus it can be viewed as a single spin-spiral
propagating through both sublattices (see Fig. 2(a)).
The results of these calculations are shown in Fig. 2.
In the panel (b), the total energy as a function of the
spin spiral wavevector q is shown. The minimum at Γ
point and a parabolic dependence in its vicinity clearly
indicates a strong tendency to ferromagnetism. There is
a local minimum at the R point (q = (1/2, 1/2, 1/2)),
which corresponds to the AFM(111) solution. In order
to understand this result, we should analyse the data
shown in the panel (c) of the same figure. Here we show
the self-consistent values of the Fe and Co magnetic mo-
ments (mFe and mCo, respectively), obtained in these
calculations. First of all, one can see that mFe is practi-
cally independent of q and roughly retains its value cor-
responding to the FM state (2.75 µB). At the same time,
mCo shows a strong variation. In particular, for the R
point the Co moment completely vanishes.
It is tempting to attribute such behaviour of Co to
its itineracy. Indeed, for instance, the magnetic mo-
ments of Pt or Pd atoms in Co-Pt and Fe-Pd alloys show
similar sensitivity to the magnetic environment (see e.g.
Ref. 47). The latter is clear from the fact that these el-
ements are non-magnetic in their pure elemental forms,
but acquire induced magnetization when placed next to
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FIG. 2. (a) Considered family of spin spiral states with the
propagation vector being perpendicular to the magnetization.
(b) Relative total energies of the considered spin spiral states
with respect to that of the FM state. (c) The magnitude of
Fe and Co magnetic moments in the corresponding configu-
rations.
3d element. Co, on the other hand, is a well-behaving
ferromagnet and therefore we believe the interpretation
is different here. It has been shown previously[17, 21, 22]
that the nearest-neighbour Fe-Co exchange interaction
(JFe-Co) in the ordered FeCo alloys is very strong and
is FM. When the q vector of the spin spiral is set, it
defines a certain angle between neighbouring mFe and
mCo. For an angle Θ, the energy cost of such spin spiral
configuration with respect to the FM solution becomes :∑
nn JFe-ComComFe(1 − cos(Θ)). If this energy penalty
is larger than the energy gained due to the formation of
the moment, it is energetically favourable to decrease or
even to shrink one of the moments. Since the exchange
splitting of Fe is larger than that of Co[10], the latter
can be sacrificed at smaller cost. Similar discussion is
presented in Ref.23 for the study of a single spin rotation
in the bcc Co.
The emergence of the local minimum in Fig. 2(b) at
the R point is related to this trade off between inter-
atomic and intra-atomic exchange, described above. If
the Co moment was still finite, the relative energy of
this state would be much higher. The same argument
applies to all other spin spiral states, where the mCo is
substantially reduced as compared to its value in the FM
state. One can notice, however, that mCo does not go
5to zero for the X and M high-symmetry points, as it
does for R point. In all these three states, the angle be-
tween Fe and Co is 90◦, but the difference is in relative
orientation of the Co moments on different sites. For
the spin spirals with R wavevector, mCo is antiparallel
with respect to all six next-nearest neighbour Co mo-
ments. Since the corresponding coupling JCo-Co is weak,
but also ferromagnetic[17, 22], formation of the moment
is completely unfavorable. On the contrary, for the q
corresponding to X and M points, mCo is ferromagnet-
ically aligned at least to some of its second neighbours
spins[48]. Therefore, the JCo-Co comes into play and com-
petes against JFe-Co-derived term. This results into finite
Co magnetization for these spin spiral states.
Thus, it is shown that the strong dependence of the Co
moment on the spiral wavevector is actually related to the
strong exchange coupling between Fe and Co (relative to
the Co intra-atomic exchange).
B. Disordered local moments
Next, we investigated whether such sensitivity of Co
moment to its magnetic environment has implications for
the PM phase. A widely used model of the PM state is
based on the disordered local moment approximation. It
can be realized by considering the following binary alloy
Fe↑0.5Fe
↓
0.5Co
↑
0.5Co
↓
0.5, where each sublattice is occupied
with equal probability by Fe or Co atoms with the mag-
netic moments pointing along/opposite to the direction
of the field. The averaging is done by using CPA the-
ory, which is the best single-site approach for modelling
uncorrelated disorder.
The calculated DLM magnetic moments are equal to
2.6 µB for iron, which agrees with LSDA results for ferro-
magnetic configuration (2.66 µB obtained with the KKR
method). At the same time, the magnetic moment on
cobalt shrinks to zero, which is usually a sign of itinerant
character of magnetism. Such a behaviour has been re-
ported before for B2 FeCo, but not analyzed in detail[49].
In order to get insight into this behaviour, we have per-
formed a series of DLM calculations for the B2 FeCo alloy
by constraining the magnetic moment on Co site. The
results are shown in Fig. 3. The calculations were done
with LSDA (as in all other simulations in this work) and
also with the functional based on generalized gradient ap-
proximation (GGA) [50]. For LSDA, one can see that the
total energy has a minimum at zero Co moment, which
corresponds to the global minimum of the unconstrained
DLM calculation. Therefore, we witness the same be-
haviour of mCo what we found for the magnetically or-
dered states presented in subsection III A. Being placed
in a spin unpolarized background, Co moment tends to
vanish. However, the situation is slightly different for the
GGA functional. The total energy profile is extremely
shallow, but has a minimum at finite value of the Co
magnetization, roughly 0.45 µB . This value is substan-
tially smaller than that in the FM ground state (∼1.75
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FIG. 3. Top panel: Relative total energies (in K per Co atom)
of the DLM calculations with various prescribed values of the
Co magnetization (in µB per atom). Bottom panel: DLM-
derived temperature-dependent Co local moment, obtained
using Eq. (7). Red colour - LSDA, Blue colour - GGA results.
µB). The differences between LSDA and GGA demon-
strate that in the paramagnetic state the Co moment is
close to the instability in the Anderson sense[51, 52].
Within the DLM framework, finite magnetic moment
on Co in the PM state emerges from the temperature-
induced longitudinal spin fluctuations[51]. This effect
can be captured using fixed spin moment formalism on
top of the DLM state[53]. For instance, taking into ac-
count longitudinal fluctuations in addition to the Heisen-
berg interactions has been shown to substantially affect
the estimates of the Tc of disordered Fe1−xCox alloys[54].
Here we apply this formalism in an attempt to improve
the description of magnetism of Co.
The converged constrained solutions, shown in the top
panel of Fig. 3 can be interpreted as excited states of
paramagnetic FeCo. These states will become accessible
due to finite temperature and will give induce magne-
tization on the Co site. We calculate the temperature-
dependent Co local moment using the scheme described
in details in Ref.55. Using the DLM total energies pre-
sented in the top panel of the Fig. 3, the thermal average
of the local moment amplitude on the Co sites, may be
6calculated as follows:
〈m(T )〉 =
∫
m3 exp (−EDLM (m)/kBT )dm∫
m2 exp (−EDLM (m)/kBT )dm (7)
According to the obtained results, shown in Fig. 3 (bot-
tom panel) at the temperatures above 1200 K (suppos-
edly paramagnetic regime for this phase), the magnetic
moment on cobalt will be substantially temperature-
dependent. It shows no signs of approaching the satura-
tion even at higher temperatures (above 2000K), which
also indicates its itinerant character. As we will see
in the next section, the obtained values are somewhat
smaller than those obtained with LDA+DMFT method-
ology, which we attribute to an incomplete description of
the correlation effects.
C. LDA+DMFT
In order to examine the impact of correlation effects be-
yond LDA on the paramagnetic moments, we performed
LDA+DMFT calculations. Fig. 4 shows a band structure
of non-magnetic B2 FeCo alloy using LDA approach. To
parametrize these LDA electornic structure we have con-
structed low-energy model in the Wannier functions ba-
sis. Maximally localized Wannier functions of spd char-
acter were obtained with Elk to Wannier90 programming
interface, described above in II A. From Fig.4 one can see
that the low-energy model reproduces the full LDA band
structure near the Fermi level. By using the constructed
low-energy model we have performed paramagnetic and
ferromagnetic LDA+DMFT calculations.
In Fig. 5 we present paramagnetic LDA+DMFT re-
sults in comparison with LDA ones. The DMFT sim-
ulations were carried out at T=1450 K. Spectral func-
tions of paramagnetic FeCo without external magnetic
field obtained with the maximum entropy method. One
can see that the LDA+DMFT spectral functions ob-
tained at finite high temepratures are characterized by
a smearing in comparison with LDA results. Neverthe-
less, the energies of the main excitations of metallic LDA
and LDA+DMFT spectra are close to each other. From
the comparison of the spectral functions for eg-Co states
one can conclude on the renormalization of the electronic
spectra close to the Fermi level due to the Coulomb cor-
relations.
The performed LSDA calculations have demonstrated
a strong dependence of the cobalt magnetization on the
interaction with surrounding iron atoms. However, being
a static mean-field approach, LSDA is unable to provide
information on the local magnetic moments in the real
quantum system. Such local moments are theoretically
described with the average value of the squared spin oper-
ator that can be calculated with a many-body approach,
for instance DMFT. To explore the local magnetic mo-
ments of the iron and cobalt atoms in FeCo alloy we
have calculated the average value of the squared mag-
netic moment operator, 〈mˆ2z〉 = 4µ2B〈Sˆ2z 〉 as well as uni-
form magnetic susceptibility in the paramagnetic DMFT
calculations.
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FIG. 4. Comparison of non-magnetic band structures of
B2 FeCo alloy calculated using the full-potential linearised
augmented-plane-waves (black lines) and low-energy model in
Wannier functions basis of spd character (green dotted lines).
The Fermi level corresponds to the zero energy.
The next step of our investigation was to simulate the
ferromagnetically ordered FeCo alloy with DMFT. For
that we apply the external magnetic field of 0.01 eV on
the level of the Hubbard model. For T=1000K (the low-
est temperature in our LDA+DMFT calculations), it was
found that the following magnetic moments are stabi-
lized: 2.23µB (iron atoms) and 1.67µB (cobalt atoms).
These values are in good agreement with previous theo-
retical and experimental studies [56–58]. Then, we have
simulated the FeCo system with selective application of
the local magnetic fields either on iron or cobalt atoms.
These calculations confirmed our conclusions on the ro-
bust magnetic state of cobalt in collinear configuration.
In contrast to LSDA and DLM approaches the DMFT
can be used to explore temperature behaviour of the sys-
tem in question. For instance, one can detect the Curie
temperature. For that we used the following procedure.
First, we stabilized the magnetic solutions for B2 FeCo
system by applying an external magnetic field of 0.01 eV
at different temperatures from 1000 K to 2200 K. Then,
starting with spin-polarized self-energies the calculations
without magnetic field were conducted. It was found that
below 2023 K each solution remained spin-polarized. At
the same time at T > 2023 K the magnetizations of both
atoms shrink to zero. These results are shown in Fig. 6.
Thus, the estimated critical temperature can be associ-
ated with Curie temperature.
The overestimation of the experimental value of Tc by
30% can be explained by the fact that we use the density-
density form of the Coulomb interaction U in the DMFT
calculations that breaks the rotational invariance of the
system. The latter has been shown to result into overes-
timation of the magnetic transition temperatures in Hub-
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bard model with DMFT in particular [59–62].
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FIG. 6. Magnetic moments on Fe (blue line) and Co (red
line) atoms in B2 FeCo alloy as a function of temperature
from LDA+DMFT calculations.
The transition from ferromagnetic to paramagnetic
phase can also be traced with temperature dependence
of 〈mˆ2z〉. As it follows from Fig.7 this magnetic quantity
has a nonlinear temperature dependence for T<2023 K.
At the same time, it becomes constant at higher temper-
atures, where it reaches the values of 5.0 and 3.3 µ2B for
Fe and Co, respectively. However, due to the symmetry
breaking introduced by the density-density approxima-
tion, the fluctuations along various directions are differ-
ent even above Tc (see e.g. [62]). As a result, the 〈mˆ2z〉
presented above can not be used to estimate the actual
paramagnetic moments on Fe and Co. The latter can be
extracted from paramagnetic susceptibility.
The uniform magnetic susceptibility was calculated
directly in LDA+DMFT by computing the derivative
of the magnetization, induced by applied external field
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FIG. 7. Instant squared z-projected magnetic moments on
Fe (blue line) and Co (red line) atoms in B2 FeCo alloy as a
function of temperature from LDA+DMFT calculation.
(χ(T ) = ∂M∂H |T ). The obtained χ−1(T ) in FeCo is
shown in Fig. 8. For the temperatures above 2000K it
can be fitted according to the Curie-Weiss (C-W) law:
χ−1(T ) = 3(T − θ)/µ2eff , where θ is the Weiss constant
and µeff is the effective paramagnetic moment. The ex-
tracted Weiss constant has a value of about 1970K, which
agrees well with the value of Tc (2023K) previously ob-
tained from the calculated ordered moments as a function
of temperature. The effective moment µeff from the C-
W fit equals 2.56µB with the contributions coming from
Fe and Co being equal to 1.94µB and 1.68µB , respec-
tively. Thus, these results also confirm the presence of
rather large Co moments (with similar values as in the
ordered phase) existing above Tc.
The predicted values of the paramagnetic moments can
be verified experimentally, if the Tc is reduced so that it
is much lower than the chemical order-disorder critical
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FIG. 8. Inverse uniform magnetic susceptibility in B2 FeCo
alloy as a function of temperature from LDA+DMFT calcu-
lation.
temperature. Based on first-principles calculations[22],
it has been suggested that the Tc in the B2 FeCo alloy
can be tuned applying strain. If this strategy is success-
ful, then the total effective moment above Tc can po-
tentially be extracted from susceptibility measurements.
The element-resolved information can be obtained em-
ploying Kβ x-ray emission spectroscopy[63].
IV. CONCLUSION
By using an arsenal of first-principles methods and
many-body approaches we explored the magnetic prop-
erties of FeCo alloy. Non-collinear LSDA calculations
have revealed that the cobalt magnetization value is sen-
sitive to magnetic configuration of the surrounding iron
atoms. It becomes zero only in the artificial orthogonal
case. However, one could expect that such a regime is
not realized in real experimental conditions due to the
high energy costs. The ”bare” DLM calculations quali-
tatively support this picture and predict Co to be non-
magnetic in the paramagnetic state. Taking into account
temperature-induced longitudinal fluctuations are neces-
sary to restore finite Co magnetization in the calcula-
tions based on this method. The resulting values of mCo
are much smaller than in LSDA and show a very strong
temperature-dependence even at T>2000K. At the same
time, LDA+DMFT approach demonstrates a robust lo-
cal magnetic moment of cobalt in the paramagnetic state
and a reasonable estimate of the Tc. Thus, the latter ap-
proach provides the most complete and physically sound
model of the considered system. We argue that strong lo-
cal correlations are necessary to properly describe finite
temperature behaviour of ordered FeCo alloy.
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