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Abstract 
Because of information digitalization and the correspondence of digits and the coordinates, Information 
Science and high-dimensional space have consanguineous relations. With the transforming from the 
information issues to the point analysis in high-dimensional space, we proposed a novel computational 
theory based geometry liner algebra, named High Dimensional information Geometry. Some 
computational algorithms of High Dimensional information Geometry have been realized and proved, and 
how to combine with groups of information operators to implement the geometrical computations in high-
dimensional space is demonstrated in this paper. As the applications, kinds of experiments of High 
Dimensional information Geometry are given, and the results are satisfying. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
Information Science is a rising and highly cross-disciplinary field, including computer science, 
cybernetics, bionics, systems engineering, and artificial intelligence and so on. For this subject, 
information is the researched objects, and the rules and applications of information are the researched 
contents. Today, computers are extremely fast and precise at executing sequences of instructions that 
have been formulated for them. However, humans are more efficient than computers at computationally 
complex tasks such as recognizing images, speech understanding. Moreover, not only humans, but even 
animals, can process visual information better than the most advanced computers. Therefore, we have to 
review our research in Information Science and reconsider this subject, especially for artificial 
intelligent.Digitization is the important trait of the current Information Science. In computers, all 
information are stored and processed as numbers, such as an image, a song, a decision, a message and so 
on. Therefore, for Information Science, how to deal with these numbers is the main issue. If each number 
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is regarded as a coordinate value, a group of numbers could correspond to a vector in a high-dimensional 
vector space. Moreover, if we define a coordinate system, the group of numbers also could correspond to 
a point in the high-dimensional Euclidian space. Therefore the analysis of information is transformed to 
the study of the properties and relations of point sets in the high-dimensional space.  
Considering the affinity of Information Science and information geometry in the high-dimensional 
space, we proposed a new geometry theory—High Dimensional information Geometry, to analyze pattern 
information set theory. It must be explained that the information geometric theory is not a strict 
mathematical theory and some concepts and theories maybe could not be proved now. Nevertheless, the 
High Dimensional information Geometry is effective in practices.  
2. The Method of High Dimensional information Geometry in High-Dimensional Space 
In general, High Dimensional information Geometry has two significations on different layers. One is 
regarding the information issues as the point analysis in high-dimensional space and researching the 
subjects via a geometrical viewpoint. The other meaning is describing the geometrical approaches to the 
problems with a standard mode, which could be implemented with computer software easily.  
In this section, a summary of High Dimensional information Geometry will be introduced firstly. Then, 
practical instances of high dimensional information geometry will be shown.  
2.1.  The General Concepts of High Dimensional information Geometry 
Definition 2.1  if the matrix 1 2[ , ,..., ]
T
nA α α α=
uur uur uur
, which 1 2, ,..., nα α α
uur uur uur
 is the column vector of m 
length, ,and it is the pixel value matrix of the image A, definition the i line and j column as ijA ，and its 
pixel value is information. 
Definition 2.2 if there is image A and image B, and its corresponding matrix information is the same, as 
ij ijA B= ,that is defined as the matrix A and the matrix B are equal, that is, image A and the image B is 
the same image, that as A B= .
By definition 2.2, can be concluded
Definition 2.3 in the Euclidean space m nE ∗ , there are images A and image B, its corresponding matrix A 
and matrix B are：
1 2 1 2[ , ,..., ] , [ , ,..., ]
T T
n nA Bα α α β β β= =
uur uur uur uur uur uur
Which , ( 1, 2,..., )i i i nα β =  is the column vector of m length 
The angle between the matrix A and the matrix B is defined as: 
, arccos ,0 ,
A B






                                                                （2.1）
The cosine of the angle corresponding to Matrix A and the matrix B is defined as:
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Definition 2.3 in the European space m nE ∗ , when the angle between the matrix A and the matrix B 







 the cosine of the angle 







, called matrix A and the matrix B are equal and the same direction, that is, 
the difference between the image A and the image B is the smallest.
Definition 2.4 in the European space m nE ∗ , when the angle between the matrix A and the matrix B 








 the cosine of the angle 







, the direction between matrix A and the matrix B is opposite, that is, the 
pixel value of images A and image B is the opposite image.
Corresponds with the definition of 2.4, by definition 2.5, it can be concluded
Definition 2.5  In the European space m nE ∗ , when matrix A and the matrix B corresponding to the image 
















Claimed that the 
difference between image A and the image B is the biggest.
By definition 2.6, we have: 
Definition 2.7  In the European space m nE ∗ , when the angle between the matrix A and the matrix B 
corresponding to the image A and the image B is , ,0A B θ θ π≤ ≤ ≤  the cosine of the angle is 
cos , , 1 1A B a a≥ − ≤ ≤ , We define the image A and the image B is similar and images A and 
image B belong to the same image.Image noise is added to the image A and result in blurred image 
B.C.D , shown in Figure 1. 
We can use the MATLAB software to calculate the cosine of the angle between blurred image B.C.D and 
image A.
cos , 0.9698A B = ， cos , 0.9903A C = ，cos , 0.9902A D =
Can be concluded that the image after adding noise, its cosine of the angle between the image and original 
image is relatively large, that is, the angle between the matrixes is relatively small, showing that the noise 
is not significantly affected for this classification.
Take the same class of image A, image B, images C, and images D, shown in Figure 2. For this article all 
of the following images have been a 2DPCA processed to extract the features of each
image for the comparison.
We can use the MATLAB software to calculate the cosine of the angle between blurred image B.C.D 
and image A. 
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                      (a)                                                     (b)                                              (c) 
     Figure 1(a) Image noise is added to the image A and result in blurred image B.C.D 
Figure 1(b) the recursive nature of Image
Figure1© nature of Image 
cos , 0.2527A B = ， cos , 0.5158A C = ，cos , 0.2664A D =
Can be concluded that from the, just select the appropriate classification and discrimination conditions, 
different images belong to the same type image have little effect for classification.
Continue to examine the four images in Figure 2, we know from the above results, images A and image 
B.C.D belong to the same type image, in the same classification and discrimination conditions, 
considering the Cosine between any two of image B.C.D. 
cos , 0.4239B C = ， cos , 0.3417B D = ，cos , 0.3593C D =
By the definition 2.7 and above calculation results, we have
Properties 2.1 (similar recursive) in Euclidean space m nE ∗ , when the images A and B are the same type 
image. While the images B and C are the same type image. then the image A and C are the same type 
image.
For more images, the recursive nature of 2.8  still meets.Corresponds with the definition of 2.7. 
Definition 2.8 in the European space m nE ∗ , when the angle between the matrix A and the matrix B 
corresponding to the image A and the image B is , ,0A B θ θ π≥ ≤ ≤  the cosine of the angle is 
cos , , 1 1A B a a≤ − ≤ ≤ , We define the image A and the image B is not similar that is, the image A 
and the image B belonging to different types images.
Correspond with the nature of 2.1, we have:
Properties 2.2 (heterogeneous recursive) in Euclidean space m nE ∗ , when the images A and B are the same 
type image. while the images B and C are not the same type image. then the image A and C are not the 
same type image.
For multiple images still meet the nature of 2.2.
Take the same images A and images B, different types images C and image D, Shown in Figure 3. 
We can use the MATLAB software to calculate the cosine of the angle between images A.B.C.D of 
any two.
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cos , 0.5158A B = ， cos , 0.3601A C = − ，cos , 0.0882A D =
cos , 0.2413B C = − ， cos , 0.2302B D = ，cos , 0.2200C D = −
We can see from the above results, select the appropriate classification conditions, different types of 
images can be correctly classified into different categories, but also meet the nature of 2.2.
As images of the various positions and other conditions influence， the selection conditions become 
very important, difference in classification conditions result in difference in categories, requiring the 
integration of training algorithm. 
Three processes are included in out experiments: feature extraction, samples training, and samples 
recognition .We choose ten classes’ 242 face images in the ORL database add in white noise. To reduce 
computational complexity, each face image is downsampled to 64*64 pixels for experiments, and then 
normalize them. Figure 4 shows images of a few subjects. These images include facial contours, and 
variations in pose.. The results are shown in Table.I.  
The results are shown in Table.I. 
Training sample amount in each class HIG RBF 
4 0.87 0.85 
5 0.91 0.87 
6 0.95 0.93 
7 0.97 0.94 
8 0.984 0.94 
3. Conclusions 
The information geometry are used to analyze the problems found in pattern recognition effectively. 
We research the property of high information geometry and propose biomimetic pattern recognition based 
on high dimensional space theory. The experiment result proves the efficiency of our theory, and lays the 
foundation for next job.   
Acknowledgements: This work is supported by the Natural science Funds of Shenzhen University 
No.21,and  Foundational investigated  Funds of Shenzhen city  
References 
[1]  Wenming Cao, Hao Feng, Shoujue Wang: The application of DBF neural networks for object 
recognition. Inf. Sci. 160(1-4): 153-160 (2004) 
[2] W Shoujue, Z Xingtao,Biomimetic pattern recognition theory and its applications, Chinese Journal 
of Electronics, 2004,Vol.13,No.3,373-377 
[3] Shoujue Wang, Jiangliang Lai: Geometrical learning, descriptive geometry, and biomimetic pattern 
recognition. Neurocomputing 67: 9-28 (2005) 
[4] Wenming Cao, Xiaoxia Pan, Shoujue Wang, Jing Hu: Digits Speech Recognition Based on 
Geometrical Learning. ADMA 2005: 415-422 
[5]Wenming Cao ,Nengheng Zheng, Hao Feng, High dimensional Information Geometry and Speed 
analysis, Science Press, Beijing , 2011 
