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Abstract
A method for extracting maximal resolution power spectra from
microwave sky maps is presented and applied to the 2 year COBE
data. By using orthogonal basis functions that fall o smoothly near
the galactic cut, it is found that the spectral resolution ` can be more
than doubled at ` = 15 and more than tripled at ` = 20 compared to
simply using spherical harmonics. The reason that the improvement
is so large is basically that functions with a sharp edge exhibit consid-
erable \ringing" in the Fourier domain, whereas smooth functions do
not. The method reveals interesting C
`
features in the 2 year COBE
data that were unresolved in previous power spectrum estimations.
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1 Introduction
There has been a surge of interest in the cosmic microwave background
radiation (CMB) since the rst anisotropies of assumed cosmological origin
were detected by the COBE DMR experiment (Smoot et al. 1992). On the
experimental front, scores of new experiments have been carried out and
many more are planned or proposed for the near future. On the theoretical
front, considerable progress has been made in understanding how the CMB
power spectrum C
`
depends on various cosmological model parameters { see
Hu & Sugiyama (1994), Bond et al. 1994 and references therein for recent
reviews of analytical and quantitative aspects of this problem. This aim of
this Letter is to strengthen the bridge between these to fronts, by presenting
a method allowing more accurate estimation of the power spectrum from
experimental data.
Pioneering work on this problem (Peebles 1973; Hauser & Peebles 1973)
has recently been extended and applied to the 2 year COBE data (Wright
et al. 1994b, hereafter referred to as W94). When estimating power spectra,
it is customary to place both vertical and horizontal error bars on the data
points, as in Figure 1. The former represent the uncertainty due to noise and
cosmic variance, and the latter reect the fact that that an estimate of C
`
inadvertently also receives contributions from other multipole moments. As
is well-known, this unavoidable eect is caused by incomplete sky coverage,
which destroys the orthogonality of the spherical harmonics. For typical
ground- and balloon-based experiments probing degree scales, the spectral
blurring `=` tends to be of order unity, which makes it dicult to resolve
details such as the number of Doppler peaks. A much better method is that
presented in W94, where the spectral resolution `=` is brought down to the
order of 25% by using the COBE sky map. In this Letter, we will see how
to reduce the horizontal error bars still further, down to their theoretical
minimum, which for the COBE data is seen to be `  1.
This Letter is organized as follows. The problem is formalized in Section
2 and solved in Section 3 for the most general case. In Section 4, the method
is applied to the special case of the 2 year COBE DMR data.
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2 The problem
Since the computations that follow are all linear algebra, vector and matrix
notation will be used as extensively as possible. If the introduction of some
notation is found too cursory, the reader is referred to Tegmark & Bunn
(1994, hereafter referred to as TB94) for more details. Let us write the













is a unit vector in the direction of the i
th
pixel. N = 6144 for the all-sky
COBE DMR map. For reasons that will become clear later, we dene a new
vector z  Ax, where A is some completely arbitrary N
0
N matrix. Using
equation (2) from TB94, we obtain
z = A(Y a + ") (1)
by choosing the matrix A to have all its row vectors orthogonal to the
monopole and the dipole, thus eliminating the \nuisance contribution" from
these multipoles. The N  1-dimensional spherical harmonic matrix Y








), where we have combined ` and m into the
single index   `
2
+ ` + m + 1 = 1; 2; 3; :::. (Throughout this letter, we
use real-valued spherical harmonics, which are obtained from the standard






2 cosm form < 0,
m = 0, m > 0 respectively.) Making the standard assumption that the
CMB is Gaussian on the scales probed, a is an innite-dimensional Gaussian

















is the experimental beam function. The N -











(for the COBE case, see Lineweaver et al. 1994), where 
i
is the rms noise of pixel i.
We wish to estimate the power spectrum C
`
from z. As C
`
tends to











for some weights 
`
that make the coecients D
`
of similar magnitude. We
will leave 
`
arbitrary for now, and estimate D
`
. The most general estimate
of D
`















matrix. Let us expand
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6= 0 (we simply omit vanishing eigenvalues from the sum, so
that N
00
is the rank of the matrix). Since D
`
is by denition positive,
we clearly want E
(`)
to be positive semidenite, i.e., 
k
> 0. Substituting






































































































and V  AY . This merely reects the well known fact that if we subtract
o the noise contribution B, the expectation value of any quadratic com-
bination of pixels is just the power spectrum convolved with some window































for an arbitrary function f , we can write this normalization condition as








but this is impossible to achieve if the sky coverage is incomplete. Given
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this limitation, we simply want the window function to be as narrow as
possible, centered around `. We may for instance choose to minimize its









i for some positive exponent . Let us allow for complete freedom of
preferences by minimizing hp
`
0




. We thus arrive at the following optimization problem:





i subject to the constraint that
h1i = 1.
3 The solution
We will now solve this constrained minimization problem. It is easy to see
that an optimal solution can always be found where the matrix E
(`)
has
rank 1. Below we will nd a set of N
0
















 k = 1 corresponds to an optimal solution, k = 2 is the second best
solution, etc.
If the only objective were to minimize the horizontal error bars in Figure 1,







. However, we clearly also
want to keep the vertical error bars as small as we can. Since both cosmic
variance and noise variance drops as we average many dierent estimates, it
is in general better to choose E
(`)
to be some weighted average of the above-









We clearly face a trade-o between vertical and horizontal error bars: as
we increase N
00
, the vertical error bar decreases, but since we are including
increasingly wide window functions, the horizontal error bar increases. With
reasonable sky coverage, the choice of N
00
turns out to be quite an easy one:
the best (2` + 1) rank one matrices clearly stand out in front of the rest
of the pack, and all give quite similar error bars. Once we have xed N
00
,
changing the weights 
k
leaves the horizontal error bars fairly unaected,
and we can choose 
k
so as to minimize the vertical error bars. In the limit
of complete sky coverage, these (2`+1) best vectors e
k
approach the (2`+1)
spherical harmonics in question, just as we would expect.
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implied), we solve the constrained minimization problem for e
k
using the
standard method of Lagrange multipliers. Dening
L  hp
`
i+ B   (h1i   1) (12)


























































Here we have added the term B to the target function to make the noise
bias B (and thus the vertical error bars) small. The choice of  is discussed
below. Since both Q and R are symmetric, this generalized eigenvalue prob-
lem has N
0
orthogonal solutions, which we normalize so that h1i = 1 and
sort by their eigenvalues (the smallest eigenvalue corresponds to k = 1, the
best solution, etc.). Most standard eigenvalue packages (such as the public-
domain package EISPACK, or that included in NAG) provide a specialized
routine for precisely this problem: the generalized eigenvalue problem where
Q and R are real and symmetric, and R is positive denite.
Once we have solved this and chosen N
00






































































When M is almost diagonal (as is the case in Section 4; the second term
causing a slight o-diagonality because of heteroscedasticity), the variance






as in equation (11).
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The above treatment was very general, leaving the choice of the matrix
A, the weights , the penalty function p
`
and the constant  to be chosen
according to the preferences of the user. Let us conclude this section by
discussing some aspects of the choice of these free parameters.
The matrix A. A is conveniently constructed in two steps:
1. One makes some natural choice such as the spherical harmonic matrix
Y
t
, the noise-weighted ditto introduced by Gorski (1994), the time-
saving matrix described in the next section, or the identity matrix if
one prefers to simply use the pixel values for a brute-force approach
a la TB94, obtaining the best possible result at a high computational
cost.
2. One makes all the row vectors orthogonal to the monopole and the
dipole.
The weights . This is basically the choice of what to label the y-axis
with in Figure 1. If we probe a linear function with a symmetric and cor-
rectly centered window function, the estimates will be unbiased. However,
if we are probing the power spectrum C
`
, which is generally believed to have
convex shape (the second derivative of say 1=`(`+ 1) is positive), then our
estimates tend to be biased high, since the upward bias from coupling to
lower multipoles is stronger than the downward bias from coupling to lower
multipoles. For instance, when attempting to estimate C
20
, even a very
slight sensitivity to the quadrupole C
2
is likely to dwarf the signal one is
trying to measure, as pointed out in e.g.W94. A simple strategy for reducing
such problems is to choose 
`
proportional to the expected power spectrum
(multiplied by the experimental window function), so that the coecients
D
l
will all be of the same order of magnitude.








to be quite adequate. However, if one is particularly worried about say
non-cosmic contamination from a particular multipole like ` = 2, one can
increase the value of p
2




is that other unwanted window function entries increase.
The constant . Since there is a trade-o between vertical and hori-
zontal error bars, we minimize a combination of them. The larger we make
, the greater the emphasis on the vertical ones.
It should be stressed that these free parameters reect a strength rather
than a weekness of the method. The goal is to nd optimal window functions,
and the choices of , p and  simply reect what we mean by \good".
Dierent choices give slightly dierent error bars on the resulting plots, but
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even if one criterion for \good" is used in the optimization process and a
dierent one is used when judging the results, the optimization tends to
improve the situation greatly over simply using spherical harmonics.
4 An example: the COBE power spectrum
We now apply the method to the two year COBE DMR data, combining
the 53 and 90 GHz channels and removing all pixels less than 20

from the









is the COBE beam window function published by Wright et al.
(1994a). For estimating D
`







the COBE signal-to-noise is quite good, we simply chose  = 0 here. As the







and the optimal hori-
zontal error bars ` are of order unity, a natural alternative choice would
be say  = 1=5B

. This choice would mean roughly that we value a 1% re-
duction in the horizontal error bar as much as a 5% reduction in the vertical
error bar. We choose A to be the rst 961 rows of Y
t
, which corresponds
to the spherical harmonic components up to ` = 30. By comparing Gorski
(1994) and TB94, we know that z contains almost all the cosmological in-
formation in x. We then throw out the rst four rows, corresponding to the
monopole and dipole. Because the galactic cut preserves reection symme-
try about the galactic place, even and odd multipoles remain orthogonal to
one another (to very good accuracy, the only slight correction arising from
pixelization eects). When estimating the D
`
corresponding to an even `,
we thus throw out all rows corresponding to odd `, and vice versa.
Although diagonalizing 400  400 matrices is numerically straightfor-
ward, the solution of the eigenvalue problem given by equation (13) can
be simplied further. Since the galactic cut preserves azimuthal symme-
try, spherical harmonics with dierent m-values are also orthogonal to each
other, so by simply regrouping the rows of A by m-values, the matrices Q
and R become block-diagonal. In other words, we can do the following:
1. Pick some m-value and choose A to be the rows of Y
t
that are not
orthogonal to the row corresponding to Y
`;m
. For say m = 0 and `












2. Compute Q and R, truncating the sums (14) and (15) at say `
0
= 60.
3. Find the smallest eigenvalue of equation (13), normalize the corre-




4. Repeat the corresponding procedure for the other m-values, nally ob-
taining the N
00
= 2`+ 1 vectors fe
m
g.
5. Compute the matrixM (as with all other methods, error bar estimation
of course requires assuming some reasonable power spectrum { here the
spectrum n = 1, Q
rms;ps







and the vertical and horizontal error bars.
7. Repeat everything for all other `-values of interest.
This is what has been done to produce Figure 1. Notice how cosmic variance
dominates the vertical error bars for low `, whereas noise dominates for high
`.
5 Discussion
A method for extracting maximal resolution power spectra from CMB sky
maps has been presented and applied to the 2 year COBE DMR data. The
horizontal error bars resulting from this method are contrasted with those
obtained by the generalized Hauser-Peebles method (W94, de Oliveira-Costa
& Smoot 1994) in Figure 2. It is seen that the former gives error bars `  1,
whereas the latter gives ` up to six times larger, increasing strongly with
`. As the low multipoles C
`
are intrinsically much larger, the latter method
probes an eective `-value h`i < ` for large `, as pointed out in W94.
Figure 2 can be easily understood from an analogy with quantum me-
chanics. Consider a free particle constrained to the surface of a sphere. If
its wavefunction is required to vanish in some region, then it cannot be in
an angular momentum eigenstate, and the Heisenberg uncertainty principle
tells us that ` must be bounded from below by some positive constant
`

. Which wavefunction minimizes ` given this constraint? Basically,
e
k
does. So when the forbidden region is a 20

strip above and below
the equator, `

corresponds to half the height of the double-shaded strip.
If the wave-function is abruptly truncated at the edge of this strip (as is
the case if we simply use spherical harmonics or orthogonalized versions
thereof), this sharp edge causes considerable ringing in Fourier space, which
is why the the single-shaded region is so much wider. Like the Gaussian
minimum-uncertainty states, the optimal set of orthogonal functions e
k
fall
o smoothly rather than abruptly as they approach the galactic cut. For
the COBE case, this reduction in horizontal error bars tends to leave the
8
vertical error bars relatively unaected, so that the improvement in spectral
resolution is essentially \free".
Comments on the perhaps surprising appearance of the power spectrum
in Figure 1 are deferred to a future paper.
The author wishes to thank Ted Bunn, George Efstathiou, Carlos Frenk
and Joseph Silk for useful comments on the manuscript.
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Figure 1: The power spectrum observed by COBE.




are plotted with 1   error bars.
The vertical error bars include both pixel noise and cosmic variance, and
the horizontal error bars show the width of the window functions used. If
the true power spectrum is given by n = 1 and Q
rms;ps
= 20K (the heavy
horizontal line), then the shaded region gives the 1    error bars and the
double-shaded region shows the contribution from cosmic variance.
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Figure 2: Horizontal error bars before and after optimization.
The shaded region shows the range of `-values h`i` probed by the window
function devised to estimate D
`
, the heavy line showing the mean h`i. The
wide, jagged region is the result of using spherical harmonics, whereas the
narrow strip results from the optimal method described.
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