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1Abstract
We study the BPE (Brownian particle equation) model of the Burgers equa-
tion presented in the preceeding article [6]. More precisely, we are interested in
establishing the existence and uniqueness properties of solutions using proba-
bilistic techniques.
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21 BPE Model for the Burgers equation
In this article, we are concerned with the stochastic representation for the Burgers
equation. For this purpose we presented in the preceeding article [6] the two BPE
models, one of which is as follows;
@tu(t;x) + ² _ W@xu(t;x) = 1
²f(u(t;x)) _ W; f(x) = x2
u(0;x) = u0(x):
Here t 2 [0;T], x 2 IR, u(t;x) = E(u(t;x)) and _ W denotes the white noise process.
We already know by [6] (see Theorem 2.1) that for f regular (smooth with bounded
derivatives) this problem has one and only one solution. This requirement is needed
so that one can use classical results in the theory of PDEs.
Here, we would like to establish the result for f(x) = x2 via a probabilistic method
so as to make the discussion self- contained and this is the principal objective of the
present note. More precisely, we are to show that the solution can be constructed
through a system of stochastic integral equations that can be obtained by applying
the method of stochastic characteristics to the Cauchy problem (1). We will in
general present a heuristic solution for the following equation
@tu(t;x) + (a + ¾ _ W)@xu(t;x) = ºf(u(t;x)) _ W; f(x) = x2
u(0;x) = u0(x):
(1)
For two smooth coe±cients a and ¾: In particular the above example will follow from
using a = 0, ¾ = " and º = 1=".
A di®erent stochastic representation has already been obtained by Bossy and
Talay [1], [2].
2 Preliminaries { Noncausal Stochastic Calculus
Since the stochastic integral of noncausal type, introduced by S.Ogawa in 1979 [11],
plays an essential role in the BPE theory, we will brie°y introduce it following [7] so
that the discussion is self-contained. For more details of the noncausal calculus we
refer the reader to [7], [9].
2.1 Causal functions and B-di®erentiability
In It^ o's theory, the stochastic integral, say with respect to the Brownian motion
fWt(!); t 2 [0;T]g, denoted by
Z
f(t;!)d
+Wt, is de¯ned only for integrands f(t;!)
that are causal (or non anticipative) with respect to the history of the Brownian
motion. Namely, f(t;!) is supposed to be adapted (sometimes also called \causal" )
to the ¯ltration fFt; t ¸ 0g where the Ft = ¾fWs;0 · s · tg. In many situations one
meets problems of noncausal character, therefore there is a need for another theory
3of stochastic calculus which is free from the restriction of causality. The noncausal
calculus is one of such theories.
In what follows, we will ¯x the probability space (­;F;P) on which is de¯ned
the IR- valued Brownian motion. We denote by H the totality of all random func-





2dt < 1g = 1, and by M+
p is the subset of H containing all Lp-
causal random functions, that is, the set of functions f(t;!) such that they are;
(M.1) measurable in (t;!) with respect to the ¯eld B(IR+) ­ F, and especially
(M.2) adapted to the family of ¾-¯elds fFtg; where Ft = ¾fWs;0 · s · tg,





An H-class random function g(t;!) is said to be di®erentiable in Lp(­) with re-
spect to the Brownian motion Wt (or B+
p - di®erentiable) provided that supt Ejg(t)jp <
1 and there exists an M+
p -class random function say ^ g(t;!) such that, for any small
enough h > 0,
sup
t;s;jt¡sj<h










+W stands for It^ o's stochastic integral. The function ^ g(r;!)
is called the B+
p - derivative1 of g and denoted by
@+g
@W(r). It is not di±cult to see that if
the function g(t;!) is B+
p -di®erentiable then its B+
p -derivative is uniquely determined
as soon as its derivative is in L2([0;T]£­)(see [12]) and that it satis¯es a chain rule
when g is adapted. That is, let f 2 C2 with bounded second derivative and g be B+
p
di®erentiable for p ¸ 4, then the B
+








The proof of this assertion is not di±cult to obtain if one uses Ito's formula
appropiately. The B+
p -di®erentiability of the random function with respect to the
multi-dimensional Brownian motion is de¯ned in a similar way. Also one can de¯ne
similarly the processes adapted to the ¯ltration of the backward Wiener process,
which we will denote by M¡
p . The backward stochastic integral will be denoted by R
¢d¡Ws. Then one de¯nes the B¡
p -derivative with respect to backward integration









were ¯rst introduced by S. Ogawa in ([6],[7]).
But the de¯nitions given in those papers do not coincide with the ones given here.
1The notion of the B+
p -derivative is di®erent from the "stochastic derivative" which was intro-
duced by A.Skorokhod
42.2 Noncausal stochastic integral
Given a random function f(t;!) 2 H and an arbitrary complete orthonormal system









The stochastic integral of noncausal type was introduced by S. Ogawa in 1979
([11]), in the following form:
De¯nition 1 A random function f(t;!) 2 H is said to be integrable with respect to
the basis fÁng (or Á-integrable) when the random series above converges in probability
and the sum, denoted by
Z T
0
f(t;!)dÁWt, is called the stochastic integral of noncausal
type with respect to the basis fÁng.
Obviously when f 2 M+
p for some p > 0, then the above integral and the stochastic
Ito integral coincide.
2.3 Relation between symmetric and noncausal integrals
We call a random function, f(t;!); a semimartingale, when it admits the decompo-




+Ws where ^ f 2 Lp([0;T]£­) for some p ¸ 2 and
a(¢) is such that almost every sample path is of bounded variation in t over [0;T].
Notice that if sup
t2[0;T]
Eja(t)j




p=2) then f is
B+
p -di®erentiable. Note that a does not need to be adapted to the ¯ltration in order
to have that f is B+
p -di®erentiable and
@+f
@W(t) = ^ f(t).
Next we give some basic results about the relation between the symmetric integrals
and the noncausal integral. Let H denote the Haar basis.
Theorem 2 ([10]) Every causal B+
p - di®erentiable function (for some p > 0) is
integrable in noncausal sense with respect to the system of Haar functions and the















A similar relationship is satis¯ed if f is adapted with respect to the backward
¯ltration except that the stochastic integral becomes the backward stochastic integral
which we denote by
R
d¡W and the Lebesgue integral term has a negative sign in
front. The advantage of the above representation is that the integral on the left side of
the above equation is always well de¯ned and that we can use it in various situations
without having to explain which integral we are using. One can generalize the above
5integrals to a broader class of basis. We say that a c.o.n.s. fÁng is regular provided













Theorem 3 ([10]) Every semimartingale (causal or not) is Á-integrable, i® the basis
fÁng is regular. In this case, the noncausal integral coincides with the symmetric
integral.
From now on we denote the above integral by
R
¢dÁW and we will always assume














ds, if f 2 M
+














ds, if f 2 M
¡
p for some p > 0:
3 Description of the stochastic representation
In this section we give the main theorem where the method of stochastic characteris-
tics is applied to the case of linear BPEs. This idea could eventually be used to solve
a Cauchy-type stochastic partial di®erential equation. From now on we denote the
essential supremum norm by j ¢ j1.
Another important ingredient in the description of the stochastic representation
is the solution of the stochastic equation
X
(t;x)










u )dÁWu (0 · s · t · T; x 2 IR):
The solution X exists for Lipschitz coe±cients. If the coe±cients are smooth with
bounded derivatives then its density function p exists, is smooth and has an upper
bound of Gaussian type due to the uniform ellipticity of ¾. That is, for s < t · T
and any ®, ¯ 2 I N, there exists a positive constant M = M(®;¯) such that we have




































2¼(t ¡ s)(®+1)=2: (2)
We assume without loss of generality that the constant M is increasing in ® and ¯.











where b(t;x) = a(t;x) ¡ 1
2¾¾0(t;x).
6Theorem 4 Suppose that the initial data u0(x) satis¯es the condition,
u0 2 C





Furthermore suppose that a(t;¢), ¾(t;¢) 2 C1
b (IR) uniformly in t 2 [0;T] and that
there exists positive constants c0 and c such that for all (t;x) 2 [0;T]£IR , j¾(t;x)j ¸











have only one global solution u. The average of u, u(t;x) = Eu(t;x) solves the















M is a constant that will depend on the smoothness of the coe±cients a and ¾
as well as in the constant c0. The restriction on the size of cºC(0)M3=2(2;2) can be
explicitly characterized but as it depends on other constants that appear later in the
proofs we will state it explicitly in the proof of Lemma 6.
Note that in the above theorems the integral
R
¢dÁWs is the stochastic integral of
noncausal type which, applied to the causal (or non anticipating) integrand, coincides
with the integrals of symmetric type (i.e. the so called Stratonovich's integral or the
I1=2 integral introduced by S.Ogawa ([13])). Suppose that f(u)(t;x) = f(E(u(t;x)))

























We easily see from the equations above that the B¡
p -derivative of the integrand is





















































74 Proof of the Main Theorem
From now we use the following notation for the constants which will be ¯xed troughout
the proof. In particular, we ¯x j¾j1 + j¾0j1 < c, ju0j1 + ju0
0j1 + ju00
0j1 < C(0). We
carry out this proof in several steps:
4.1 Successive approximation
For the construction of the solution we apply the Picard's method to our integral
equations. Let fukg be a sequence of random functions de¯ned inductively by






(t;x)(s))dÁWs (k ¸ 0);
where u0(t;x) = u0(x):
(6)
The following lemma states some simple di®erentiability properties of ¹ uk(t;x) =
E(u(t;x)) in order to be able to apply the chain rule. Later in Lemma 7 and 8
these properties will be re¯ned.
Lemma 5 If u0 2 C2(IR) with ju0j1+ju0
0j1+ju00
0j1 < C(0) , then uk 2 C1;2([0;T]£
IR); jukj1 + ju0
kj1 + ju00
kj1 < C(k) 8k for some positive constants C(k) .
Proof. The proof is done by induction. Suppose that the result is true for k. Then

















@y (s;y). Therefore we have the following representation for the




















Taking this into account, we get from equation (6) the following equation for the
average uk(t;x) = Euk(t;x);






























k(s;y)pt;x(s;y) = 0, for each ¯xed k; s < t
and x. Therefore one has that























Therefore one obtains bounds for ju0












For this "diagonal" derivative we will apply the estimate (2). Using a change of






































































































On the other hand, using properties of the derivatives of the °ow X(t;x)(0) and
the hypotheses on u0, one obtains that there is a positive constant C such that
j @2
@x2Eu0(X(t;x)(0))j · C. Finally using inequality (2) we have
ju
00









































We will show the convergence of the sequence fukg. The key is to show the next two
lemmas.
9Lemma 6 For any two positive constants C(0) and c such that cºM3=2C(0) is small
enough and any 0 < t0 < 1 the following Volterra equation has a unique bounded
solution y(t) up to t · t0




















k=2 and substitute this into the equation (8), then we




k=2 = C(0) + cº







































Comparing the coe±cients on both sides of the equation above, we can ¯nd the




















On the other hand, we can see (using Stirling's approximation for the Gamma func-






































































for any k ¸ 0. In fact, for k = 0 and k = 1
the result is trivial if
p
2cºM3=2C(0) < 1 (®1 = cºM3=2C(0)2).












































Note that the restriction on the constant cºM3=2C(0) is explicit and ¯xed by the












converges absolutely over the interval [0;t0] with t0 < 1 and this completes the proof of
existence. For uniqueness one follows the usual proof of taking the di®erence between
the two solutions and using the boundedness together with Gronwall's inequality. 2
Lemma 7 For small enough t (· t0) it holds that sup
t2[0;t0];x;k
juk(t;x)j · C1 where







Proof. From the equation (7) we get,





















































This, in turn, implies the following inequality,
sup
x

















The next step consists of proving that for any k 2 N; we have that
sup
x
juk(t;x)j · y(t) (8t · t0):
11By applying induction we have ¯rst that supxju0(t;x)j · C(0) · y(t). Now suppose
the inequality is satis¯ed for k: Then using the above inequality and the previous
Lemma 6 we have that the inequality is satis¯ed for k + 1. 2
Following a similar discussion to that given in the proof of the Lemma 6, we can
establish the following result;





k(t;x)j < C2 :




















As before the proof follows by induction. First we have that supx; t2[0;t0]ju0
0(t;x)j











































k(t;x)j is bounded. Without loss of generality we assume that C2 > C1.
4.3 Convergence of the sequence fukg
Proposition 9 The sequence fuk(t;x)g converges to u(t;x) uniformly in (t;x) 2














Proof. From the equation (7) and Lemma 7, we get for t · t0 ^ 1 the following,










































12Put Bk(t) = sup
x











































































































































we see that the series
P
k Bk(t) converges uniformly for t < t0 ^1. This ¯nishes the
proof. 2
Following the similar discussion and taking the Lemma 8 into account, we also
establish the next result.
Proposition 10 The sequence fu0
k(t;x)g converges uniformly on any ¯nite slab



































































As before one also proves in this case that
P
k B0
k(t) converges uniformly for t < t0^1.
Denote the limit of u0














The convergence being uniform also gives that u is di®erentiable in x. The above
equation has a unique solution which is also satis¯ed by u0 if one di®erentiates (10).
This ¯nishes the proof. 2
Based on these Propositions, we let k tend to in¯nity on both sides of the ¯rst









Proposition 11 The solution, bounded in x, of the equation (13) is unique.
Proof Let u; v be the solutions that are bounded in x. Then we have,



























By applying the Gronwall's lemma (see the Appendix) to this inequality we get the
conclusion. 2
Similarly as in the previous arguments one can also prove the convergence and




























































2¼(t ¡ s)1=2 dyds:
The conclusion follows by Gronwall's lemma.




























(t;x)(s))dÁWs converges (in the L2(­) £ L2






(t;x)(s))dÁWs, uniformly in t 2 [0;t0]. Consequently we have
lim
k!1








Since Ev(t;x) = ¹ u(t;x) by virtue of the Proposition 11, we see that the limit v(t;x)
is the unique solution of the integral equation (4).
In fact suppose that we are given two solutions to (4), say v1 and v2, then by
Proposition 11 one has that E(v1(t;x)) = E(v2(t;x)) = ¹ u(t;x). Therefore if one
replaces this into the equation (4) one has that v1(t;x) = v2(t;x) = u(t;x).
Thus we have shown the existence and uniqueness of the local solution u(t;x); 0 ·
t · t0 · T. The proof of the Theorem 4 is completed when we show that the discus-
sion can be extended to the case t 2 [t0;T]. But this is an immediate consequence







(t;x)(s))dÁWs; t ¸ t0: 2
In order to carry this step one has to note that u(t0;x) is independent of ¾fWs ¡
Wt0; s ¸ t0g and that t0 < 1 is independent of all constants as stated in Lemma 6.
Also the constants found in Lemmas 7 and 8 do not explode in a ¯nite number of
iterations therefore the extension of the previous arguments follow.
4.5 Veri¯cation of Equation (5)
It is trivial that the initial condition is satis¯ed as ¹ u(0;x) = Eu0(X
(0;x)
0 ) = u0(x).
Repeating the same arguments as we have done previously, one proves that u(t;x) is
two times di®erentiable in space. That is, one proves that the sequence u00
k converges
uniformly and that its limit is u00(t;x). From (13) and (3) we have that u(t;x) is

























































Here we have obtained a new stochastic representation formula for the solution of the
Burgers equation. This is called a particle equation because its possible approximation
process will require the use of a particle method to approximate the expectation in
the equation. We hope that this representation will allow numerical simulation of
the process u and the study of other properties related with this process for small
values of º. We have assumed here that the coe±cients a and b are bounded but
one could derive the above results with linear growth conditions doing appropiate
changes in the arguments given for the proofs. In comparison with the stochastic
representation obtained in [1] and [2] we do not require any integrability properties
of u0. In particular, one may have that
R
IR ju0(x)jdx = 1 and still the stochastic
representation in Theorem 4 is valid.
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17One studies the above quantities in the cases k even and odd. We will do one case
leaving the other for the reader. For k = 2n; n 2 N, we have by properties of the
gamma function that ¡(k


































































In the other case k = 2n + 1 one proceeds similarly ¯nding the same limit. 2
The Gronwall inequality we used here is of some particular type due to the fact
that the kernel function is degenerate. For this reason we give a brief account of this
inequality
Lemma 12 Ley y(t) be a real, non-negative function such that it satis¯es






ds; t 2 [0;T];
for two positive constants A1 and A2. Then
y(t) · A1 exp(2A2
p
t):





t ¡ s + ²
obtain the Gronwall inequality that will depend on ² and then take limits as ² goes
to 0.2
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