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A b s t r a c t
This thesis is devoted to the qualitative analysis of solutions of partial differential
\
equations and delay partial differential equations with applications to population 
biology.
The first part deals with the problem of finding the length scales for the Navier- 
Stokes system on a rotating sphere and for a class of generalized reaction-diffusion 
system on a planar domain. Since the reaction-diffusion system under investigation 
has many biological and physical applications, it is crucial to be able to prove a 
positivity preserving property for solutions of this system. Motivated by its applica­
tions, the question of asymptotic positivity of solutions, as well as positivity for all 
time for a reaction-diffusion model is investigated. The presence of the fourth-order 
derivative in the equation makes the application of the maximum principle impossi­
ble. It w ill be shown that with the help of the ladder method, a positiv ity preserving 
property for this type of system can be proved. In all calculations, the application 
of interpolation inequalities of the Gagliardo-Nirenberg type with explicit and sharp 
constants gives the best possible results, and all calculations contain only known 
constants. Next, nonlinear analysis of the Extended Burgers-Huxley equation on 
a planar domain with periodic boundary conditions is performed. The geometric 
singular perturbation theory is then used to prove persistence of the travelling wave 
solutions in the case when a small perturbation parameter multiplies the fourth- 
order derivative.
The second part of this thesis considers partial differential equations with time 
delay. We propose and study two mathematical models of stage-structured popu­
ii
lation. F irst, we study a nonlocal time-delayed reaction-diffnsion population model 
on an infinite one-dimensional spatial domain. Depending on the model parameters, 
a non-trivial uniform equilibrium state may exist. We prove a comparison theorem 
for our equation for the case when the b irth function is monotone, and then we 
use this result to establish nonlinear stab ility of the non-trivial uniform equilibrium 
state when it exists. A  certain class of non-monotone birth functions relevant to 
certain species is also considered, namely, b irth functions that are increasing at low 
densities but decreasing at high densities. In this case we prove that solutions still 
converge to the non-trivial equilibrium, provided the b irth function is increasing at 
the equilibrium level.
Then we derive a stage-structured model for a single species on a finite one­
dimensional lattice. There is no migration into or from the lattice. The resulting 
system of equations, to be solved for the total adult population on each patch, is 
a system of delay equations involving the maturation delay for the species, and 
the delay term is nonlocal involving the population on all patches. We prove that 
the model has a positiv ity preserving property. The main theorem of the paper is 
a comparison principle for the case when the b irth function is increasing. Using 
this theorem we prove that, when the model admits a positive equilibrium, the 
positive equilibrium is a global attractor. Then we establish a comparison principle 
that works for very general b irth functions, and then we use this theorem to prove 
convergence theorems in the case when the b irth function qualitatively resembles 
one used in the Nicholson’s blowflies equation. We conclude by solving system 
numerically, using D D E  tool in M A T LA B .
The thesis is concluded by a discussion of some open problems.
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XIt seems to me now that mathematics is capable of an artistic excellence as great 
as that of any music, perhaps greater; not because the pleasure it gives (although very 
pure) is comparable, either in intensity or in the number of people who feel it, to that 
of music, but because it gives in absolute perfection that combination, characteristic 
of great art, of godlike freedom, with the sense of inevitable destiny; because, in fact, 
it constructs an ideal world where everything is perfect but true.
B. Russell
The mathematician does not study pure mathematics because it is useful; he 
studies it because he delights in it because it is beautiful.
H. Poincare
I n t r oduction
_  1 _
Almost every natural process (physical, biological, chemical, etc.) in this world can 
be modelled and studied with the help of differential equations. W hile ordinary 
differential equations are very useful and interesting, it  is more challenging and is 
often more realistic in some cases to describe natural processes by partial differen­
tia l equations. Moreover, in recent years it  has been realized that the inclusion of 
time delay in models helps one to represent more adequately different processes in 
medicine, biology, physics, etc. There are many effects whose current state does 
depend on the previous ones, so in such cases there is always a need for an inclusion 
of a time delay.
This thesis has two parts: the first considers dissipative partial differential equa­
tions and the second is concerned w ith delay partial differential equation.
1.1 T h e  ladder m e t h o d
The objective of the first part of this thesis is a better understanding of solutions of 
PD Es (length scales and positiv ity of solutions) using the so-called ladder method.
The ladder method is usually applied to the partial differential equation, and 
it consists in replacing the original P D E  by a hierarchy of ordinary differential 
inequalities. These inequalities are then used to control the norms of all spatial 
derivatives of the solutions of the equation under the assumption that one can obtain 
an upper bound on the ’’ bottom” rung of the ladder. In other words, using the ladder 
method one can find time-asymptotic upper bounds for time-dependent functionals. 
These estimates include L 2-norms of solutions which give a spatial average, as well
1
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as L^-norm  of solutions, which give the maximum amplitude. If one can control 
the ’’ bottom” rung of the ladder, then one can find bounds for a ll rungs w ithin the 
ladder, and this fact proves that all functionals are bounded. If we can prove that 
the ladder exists, and if  there is a bound 011 the ’’ bottom” rung or energy [83] for all 
times, then this can be used to find estimates on the dissipative length scales and to 
prove positivity of solutions (asymptotic and for all times) for equations with higher 
order derivatives than that of the Laplacian. It is well known that upper bounds on 
higher-order derivatives have direct interpretation linked to the length scales.
The method was first developed and applied to the Complex Ginzburg-Landau 
equation [5]
du
—  — Ru + (1 + iv )A u  -  (1 + if i)\u\ u,
where u =  u (x , t) is a complex function, R >  0 is the driving parameter, and (i and 
v are real parameters of either sign. The cubic complex Ginzburg-Landau equation 
which appears in different contexts, for example, in nonlinear optics with dissipation 
or the theory of superconductivity, and has been studied as a generic amplitude 
equation near the onset of instab ility [70, 77], The review of some developments 
in the theory of the Ginzburg-Landau equation as a modulation equation has been 
done by M ielke in [68].
Since the ladder method involves deriving a set of differential inequalities and 
estimating them, there is a need for applications of interpolation inequalities. One 
of the most classical is the Gagliardo-Nirenberg inequality [33, 71]
\\Dj f \ \ p <  C \\Dmf \ \ “ \\f \\ l~a, 1 < r <  00, and 0 < j  <  m
with
1 j  (1  m \  1 — a
_  _  _j_ a  ( ------------ j _j----------
p d \ r  d )  q
and
—  < a < 1 m
for smooth, square integrable, mean zero periodic function /  on f i = [0, L\d. This 
inequality is widely used when applying the ladder method. There are other interpo­
lation inequalities, but the main disadvantage of many of them is that they involve
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unknown constants. This problem does not allow one to find sharp estimates and 
therefore, to make arising conditions less restrictive. Recent developments in the 
area of interpolation inequalities provide inequalities w ith sharp and, sometimes, 
best possible constants. These can be found, for example, in [91, 49, 50, 51]. Some 
results on the best constants for the Gagliardo-Nirenberg type inequalities were 
proved by Del P ino et al in [22],
1.1.1 Length scales
It is generally believed that there exists a length scale which measures the size of the 
smallest significant structure in a viscous fluid, i.e. it gives an accurate information 
about the smallest features of the flow. On the distances smaller that this length, 
viscosity effects dominate the inertial effects and thus control the dynamics, while at 
the larger distances, the dynamics is inviscid. To make mathematical and physical 
sense, these scales should arise naturally out from the solutions of the equation. In 
the theory of global attractors in dissipative PD Es one measure of the dissipation 
length scale can be found using upper bounds on the Lyapunov dimension of the 
universal attractor [20]. The upper bound is usually interpreted as the number of 
degrees of freedom (relevant modes) in the P D E  under consideration.
The incompressible Navier-Stokes equations for fluid flow has the form
^  + u  • V u  + V p  = z 'Au  + /, d iv u  = 0
ot
on Cl — [0, L ]d. Among the first length scales to be derived for this system is the 
famous dissipation length scale obtained by Kolmogorov [58, 23]
where ck is a dimensionless constant, and e denotes the average energy dissipation 
rate per unit mass:
which was obtained using a scaling argument for the Navier-Stokes equations under 
a few heuristic assumptions.
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Since Kolmogorov’s picture agrees well with experimental and numerical data, 
to these days every new theory in this direction is judged against it. It is one of 
the fundamental problems in the study of the Navier-Stokes equations to determine 
the length scale in terms of viscosity, force and other available quantities. The first 
application of the ladder method to the Navier-Stokes system was performed by 
Bartuccelli et al [7]. In their paper they have addressed problems concerned with 
the length scales arising in turbulence. Ladder theorems for the 2-D and 3-D Navier- 
Stokes equations on a finite periodic domain were proved by Bartuccelli et al in 
[8, 23]. In this paper the authors have found long time upper bounds for all spatial 
derivatives of the solution without any assumptions in the 2-D case. But in the 
3-D case one has to make some a p r io r i assumptions to obtain these upper bounds. 
The smallest scale estimates for the Navier-Stokes system were also investigated by 
Henshaw et al in [47]. Their results were later improved by Kulcavica [60]. Using a 
ladder theorem, it has been proved to be a success to estimate inverse length scales 
for the 2-D and 3-D thermal convection equations on periodic boundary conditions, 
and these estimates were derived directly from PD Es under investigation [35].
W ith  the help of the ladder method technique, it was possible to generalize and 
in certain cases improve estimates of Sobolev norms of solutions of the generalized 
Complex Ginzburg-Landau equation [6] which has the form
—  = Ru  + (1 + iv)/Au — (1 + ip )\u \2au.C/C
Later study by Mielke [67] has shown that using the weighted ZAnorms approach, 
one can find sharper bounds on the bottom rung, and therefore, subsequently, im ­
prove the bounds on all functionals of the ladder. More detailed research on appli­
cations of the ladder method and length scales for the Complex Ginzburg-Landau 
equation can be found in [72].
Length scales also can be defined and discussed with regards to systems describ­
ing population dynamics. In population models, they are a measure of the smallest 
scale in which spatial fluctuations of the population occur. In particular, the length
Introduction 5
ut =  - a V Au -  (3V2u +  7V 2(u29+1) A X u - 5u\u\, (1.1.1)
where u =  u (x , t ), t  > 0 and x £ SI =  [0, L ]d with periodic boundary conditions, 
and in d spatial dimensions. When q — 1, this model was studied by Cohen et al 
[19]. They proposed the model in an attempt to question whether spatial structure 
could be maintained by means of a diffusive mechanism more general than Fickian 
diffusion [69]. In [9], length scales are based on ratios of norms, which involve a set 
of differential inequalities, and the lower bounds are derived for the time average of 
these length scales.
W ith  the help of the ladder method the length scales were also investigated for 
a scalar reaction-diffusion equation with delay [37]:
du d2u . .
f t = a d F +u{1- u)+3{x)'
where the spatial and temporal averaging u is defined by
/ t r+oo
/ G(x  — y, t  — s)u(y, s)dyds
■oo J—oo
with
I
<?(*.*) = u n a ty /2 e x p ( -s 2/4 a f)7 e xp (-7 f).
For equations with delay, the ladder method involves a derivation of delay differential 
inequalities. Gourley et al [37] avoid this problem by replacing their original delayed 
equation by a system of reaction-diffusion equations with equal diffusion coefficients. 
Their work shows how the ladder method can also be successfully applied to coupled 
systems.
1.1.2 Positivity of solutions
Another application of the ladder-type method can be seen in systems where one 
has to prove positiv ity of solutions, which is both a deep and a challenging problem. 
These systems usually arise from different biological (e.g. population biology) or
scales were investigated for the generalized diffusion model [9]:
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physical (e.g. particle dynamics) applications. It is always crucial in these appli­
cations to be able to show positivity of solutions, since these solutions represent 
quantities whose meaning prevent them from being negative, for example, popu­
lation density. Therefore, it is a basic requirement of any realistic model to have 
a positivity preserving property. Positivity of solutions means that solutions with 
positive initial data will remain positive for all times. It is often not possible to 
prove positivity for all positive initial data. Some restrictions on the initial data is 
often needed.
It is a difficult problem to establish results on positivity of solutions for semi- 
linear dissipative partial differential equations which include differential operators 
of order higher than tha t of the Laplacian. The main problem consists in the fact 
tha t such equations do not allow an application of the maximum principle usually 
used to prove positivity when the highest order differential operator is the Lapla­
cian [75]. And even with the help of the ladder method it is not always possible to 
prove positivity of solutions for arbitrary positive initial data. Questions regarding 
positivity preservation by solutions of PDEs were addressed in different contexts. 
Bartuccelli et al considered generalized diffusion model (1.1.1), and they have es­
tablished asymptotic positivity of solutions for a particular value of parameter of 
the system [9], For the case of q =  1, they have shown that provided the solution is 
initially positive and a >  cX, c is a constant, then the solutions remain positive for 
all time.
The same authors in [10] have proved asymptotic positivity of solutions for a 
class of dissipative partial differential equations represented by
ut =  — a ( —l ) kWku +  u — \u\2qu , q >  0,
where a  is a positive parameter, k is a positive integer, u is a scalar valued function 
of (x,t )  G [0, l]d x [0, oo), and d is the number of spatial dimensions. They have 
proved tha t under a certain condition, in particular, a >  c(k,q,d), solutions are 
eventually (or asymptotically) positive.
Another example when it was possible to show positivity of solutions for the
Introduction 7
W t  -—  T U xxxx  ±
PDE with fourth-order derivative under periodic boundary conditions can be found 
in [14]. The equation they considered has the following form
w2X
W
and it arises in the study of interface fluctuations. These authors have established 
a strong connection between positivity of solutions and their existence. Although 
they were able to show tha t the solutions will have positivity preserving property 
under various restrictions on the initial data, the authors did not show positivity 
preserving property for any positive initial data.
Some other important contributions and studies on the positivity preserving 
property of solutions were done in [13, 21]. Of a particular interest is the study 
done by Bartuccelli et al in [11]. The authors have addressed questions of global 
convergence, asymptotic positivity of solutions as well as positivity for all time 
and fractal dimension of the global attractor for the fourth-order reaction-diffusion 
equation
du d4u d2u . 2.
M = - a w ~ M + u { l - u ) ’
where u =  u(z, t), t > 0, x G [0, L]  with periodic boundary conditions. This equation 
is similar to the Swift-Hohenberg equation [85], which appears in the form
d n  d 2 \ 2 3—  =  — I 1 +  — -  u +  yu — W , 7  > 1
dt V ®x2,
and is well known in physics.
Bartuccelli et al in [11] have used recently proved sharp interpolation inequal­
ities, which have helped to achieve sharp results on time-asymptotic bounds of 
solutions. They have also established a two-sided estimate for the fractal dimension 
of the global attractor, which is sharp in terms of the physical parameters.
Stability of solutions of reaction-diffusion systems similar to the ones described 
above can be also studied using the energy method. A thorough and comprehensive 
exposition of this method and its applications is presented in Straughan [83].
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1 . 2  N a v i e r - S t o k e s  e q u a t i o n s  o n  a  r o t a t i n g  s p h e r e
The Navier-Stokes equations (NSEs) is probably the most powerful system in fluid 
dynamics. Problems concerning this system have always been the most challenging 
ones, and even now there are a lot of interesting and unanswered questions regarding 
this system. In particular, the problem of existence and uniqueness of solutions for 
NSE system in 3-dimensional case remains in the list of open prize problems [17].
Of particular interest for meteorologists is the Navier-Stokes system in the case 
when domain under consideration is a rotating two-dimensional sphere which rotates 
about its axis with an angular velocity f2. This equation has the form
dva
— i/Au +  V „u -f in  x u  +  Vp =  f  on S2,
ot
d ivu  =  0, u !£—o =  Uq on S2,
where u  is a vector field on S2 with values on T S 2, v > 0 is the viscosity constant, 
i  — 2Qcos,0 is the Coriolis parameter, |^| <  |  is a latitude, n is the outward unit 
normal vector to S'2, p is pressure, and f  is a given body force. This system represents 
a simple model of a large scale atmospheric dynamics and plays an important role 
in an understanding large-scale terrestrial and planetary circulations. The NSEs in 
the vorticity formulation on a sphere serve as a basic model used in meteorology.
The questions of global stability of strong solutions of the NSEs on a sphere have 
been investigated by many authors [30, 34, 52, 53]. In [52], the author has presented 
theorems on existence and uniqueness of generalized solutions of steady state, and 
has proved some time-dependent problems. He also proved the existence of the 
maximal attractor for the Navier-Stokes system on a manifold, and for the case 
of a 2-D sphere an estimate for the Hausdorff dimension of the attractor was also 
obtained. In [53], Il’in has found estimates on the attractor dimension, and provided 
explicit values of the constants for the integral inequalities on the sphere improving 
all presented results. The study done by Cao et al in [18] concerns the question 
of regularity of strong solutions. The authors have proved a Gevrey class global 
regularity for the Navier-Stokes system on a two-dimensional rotating sphere. They
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also established an upper bound for the number of asymptotic degrees of freedom. 
A proof of an attractor dimension using the latest developments in interpolation 
inequalities was done by Ilyin [55] for the vorticity formulation of the Navier-Stokes 
equations on a rotating sphere:
( u 2 \— +  V —  — u x rotn u +  n£ x u -P v rot rotn u +  Vp =  f , div u =  0.
ot \ 2 /
In this thesis we shall study the Navier-Stokes equations on a rotating sphere, and 
apply recently found interpolation inequalities on a sphere to find the best possible 
time-asymptotic averages on energy and length scales.
1 . 3  P e r s i s t e n c e  o f  t r a v e l l i n g  w a v e  s o l u t i o n s
The next part of this thesis considers a problem of persistence of travelling wave front 
solutions connecting two uniform steady states of a reaction-diffusion system with 
fourth order derivative. Travelling waves play an important role in many sciences, 
and there are many studies about their properties. Some of these studies include 
existence, stability, and speed with which a wave is propagating. Many authors have 
found it helpful when modelling long range diffusion effects to include a fourth order 
derivative in the system under investigation.
One of the fundamental equations of population biology is the KKP-Fisher equa­
tion [31, 69, 57, 44] of the form
du d2u . .
~dt d F  +  Ut
where D  >  0 is the diffusion rate. It was proposed to model a spatial spread 
of a gene in a population. It is well known that this equation admits travelling 
front solutions which connect two uniform steady states u =  0 and u — 1 [29]. It 
has been established tha t these solutions propagate with a wave speed above some 
value c >  2\fD [69], The KPP-Fisher equation can be modified by inclusion of a 
fourth order spatial derivative, time delay and higher order nonlinearities, in order 
to account for processes under consideration [73, 69].
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Inclusion of time delay and spatial averaging acting on the nonlinearity in the 
KPP-Fisher equation has, for example, the form [16, 43, 40]:
du d2u . .
~dt =  da? +  U ~  * X 6
where
/ t  p + o o/  g(x  — — t ) u (£} r)d£dr, (1.3.2)
-OO j  — OO
and the kernel g{x,t )  is any integrable non-negative function satisfying
g (—x, t) =  g (x , t) and g * *1 =  1 .
In [4] the authors considered the equation (1.3.2) with a class of kernels of the form
g(x, t) =  p ■ e~x2/4te~bt, where b >  0,
V47rk
and also a kernel
g(x,t )  — 5(x)6(t — T), T  >  0,
which gives an equation with a discrete time delay T.
It is often difficult to address existence of travelling wave solutions when systems
involve higher-order derivatives or time delays. Some of these difficulties can be
avoided, for example, by recasting a delayed partial differential equation into a 
system of partial differential equations without delay. Conversion to travelling wave 
form then produces a system of ODEs. This system is then used to search for a 
heteroclinic connection with the help of a singular perturbation theory [56].
Wu et al [89] have shown that a delayed Fisher equation admits travelling 
wave front solutions connecting two equilibria when the delay time is sufficiently 
small. Their study was further numerically investigated by Ashwin et al [4], and 
the authors were able to establish tha t the monotonicity of the wave fronts can 
be lost and periodic waves may develop . For small temporal delays they have 
shown, by characterizing the front as a heteroclinic connection and using above- 
mentioned singular perturbation theory, tha t these fronts persist for every c >  2, 
and are qualitatively the same as the non-delayed KPP-Fisher front. For larger delay, 
the authors established, by computing the heteroclinic connection numerically, that
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these fronts persist and change qualitatively when the temporal delay exceeds a 
critical speed-dependent value. This study shows tha t for larger delay these fronts 
lose monotonicity and develop oscillations but remain positive for all i G l
A work by Gourley [39] was concerned with a scalar reaction-diffusion equation 
containing a nonlocal term:
du d2u
+ u ( l -  J  g { x -  y )u(y, t)dy^j , x € R, t  >  0.
dt dx1
The author has proved tha t wave fronts persist under the inclusion of spatial av­
eraging if the averaging is sufficiently localized, and has constructed an asymptotic 
expression for the travelling front when speed tends to infinity.
The question of persistence of travelling fronts for KPP-Fisher equation with 
fourth order derivative can be found in [38, 2], where authors have considered equa­
tion of the form
du 2 d2u d2u . .
m = - e w  +  d j  +  u { 1 - u ) -
A slight generalization of KPP-Fisher equation with fourth order derivative term 
du d4u d2u d2 . 3n . .
at =  +  } +  A“  ~  % l “
has been studied by Cohen et al [19] as a possible model for pattern formation in 
a single species population.
Later in the thesis we shall investigate persistence of travelling wave fronts con­
necting two steady states for the generalized Burgers-Huxley equation. It is a mod­
ification of the Burgers-Huxley equation with fourth order derivative term. It was 
proven tha t the Burger-Huxley equation admits travelling wave solutions. Using 
symbolic computations and relevant nonlinear transformations the analytical ex­
pression for these travelling waves and wave speed were found in [27, 86]. Unlike the 
KPP-Fisher equation, these travelling wave solutions are known for only a particu­
lar value of a wave speed, and we shall prove their persistence for this value. The 
generalized Burgers-Huxley equation reduces for different values of parameters to 
the Burgers equation, the FitzHugh-Nagumo equation, and the Newell-Whitehead 
equation [32, 48, 65].
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1 . 4  D e l a y e d  r e a c t i o n - d i f f u s i o n  e q u a t i o n s  a n d  
t h e i r  a p p l i c a t i o n s  t o  p o p u l a t i o n  b i o l o g y
Over the years it was seen tha t inclusion of time delays in equations when modelling 
population dynamics plays an important role in more natural representation of the 
key features of the model. Time delays in such models help one to include a time 
lag between the time an action took place and the present time. And it plays a 
crucial role for population models. Delays can represent a spatial dispersal and 
incorporation of age-structure. Time delay can be continuous or discrete, and it 
arises not only in a state variable but also in coefficients, with equilibria depending on 
time delays. Miscellaneous books on equations with time delays in biological models 
were written, and these include, in particular, Hale [46], Kuang [59], Gopalsamy 
[36] and Wu [90]. In many situations, age-structure of population can influence its 
dynamics, and here delay arises in maturation time, i.e. population is divided into 
mature and immature individuals. An example of single species ODE model with 
delay can be found in [1]. They established positivity of solutions, and then proved 
global stability of non-trivial steady state. Some modifications of this model with 
constant harvesting of the mature population were considered in [82]. These authors 
later converted their model into one for two competing species [81].
By adding a Ficldan diffusion in the system gives an inclusion of motion of species 
in the system. This type of diffusion is the simplest random walk, i.e. population 
flux is proportional to the concentration gradient [69]. Some studies on delay PDEs 
were done in, for example, [15, 40].
1.4.1 Nonlocal delayed reaction-diffusion model on an infi­
nite domain
Of a particular interest to this thesis is work done by So et al [79] and Gourley et al 
[41]. In [79] the authors have derived and studied a scalar reaction-diffusion equation 
for a single species population with time delay and nonlocal spatial effects. They 
divided population into immature and mature classes. The key assumption was that
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every individual matures with the same maturation time. They also assumed that 
the diffusion and death rates for mature population are constants, and arrived at 
the following model for the total matured population w(x, t) at time t and position 
x along an infinite one dimensional domain:
^  =  D r r X ^  -  dmw +  e f  b(w(t -  r0,y ) )~^===e~ix~y)2/4ady, 
ot dx2 J.oo V47ra
where D m and dm are the diffusion and death rates for matures, ro is a maturation
time, b f )  is the birth function, and e is given by
e =  exp J  di(a)da^ , 
where dr is the death rate of the immature species, and
pro
a =  Di(a)da,
Jo
with D i  being the diffusivity of the immatures. The main result of this paper is 
tha t of existence, for small maturation delay time, of travelling wavefront solutions 
connecting the zero steady state with a positive one. A general approach to proving 
the existence of travelling fronts was developed by Wu et al [89].
Since not all individuals mature at the same age, and m aturation could occur 
at any age, their model was modified by Gourley et al in [41]. They have also 
introduced a probability density function /(a ) , which specifies the probability of 
maturing at age a, and this function is zero at the age a =  0 and a =  oo. Using this 
function, they derived an expression for the total number of matures w(x,t ) ,  and a 
PDE satisfied by this number w. Their model has the form
dw
~dt
d2w r°°
=  D - Q - y - d w  +  J  f (a )e~da J  b(w(t -  a ,y ) )F (a ,x  -  y)dyda,
where
The factor e~da in the integrand reflects the fact tha t not all immatures survive to 
maturity. The authors have found tha t existence of a positive equilibrium and its 
value depend on the density function f (a ) .  They established existence and posi­
tivity of solutions for their equation. In the case when there is no strictly positive
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equilibrium, they have proved global stability of the zero (extinction) equilibrium. 
Finally, under the assumption tha t there exist two equilibria, trivial and non-trivial, 
using the geometric singular perturbation theory, they have shown the existence 
of a travelling front connecting these equilibria. Motivated by their study, we will
show that under realistic assumptions made on the parameters in the equation, and 
the birth function, the non-zero positive equilibrium may exist. We will first prove 
a comparison principle for a monotone birth function, and then using this theorem, 
we will show that a positive equilibrium is a global attractor. In a case when the 
birth function is non-monotone, we prove global stability under the assumption that 
the birth function is increasing at the equilibrium level.
1.4.2 Stage-structured population model on an isolated fi­
nite lattice
Of particular interest for us are population models on lattices. There has recently 
been some interest in the study of age-structured population models on lattices. In 
a work by So et al [80] the authors have derived from an age-structured population 
model a system of delay differential equations to describe the interaction of spatial 
dispersal (over the two patches) and time delay, arising from the maturation period:
corresponds to the dispersal of the species at age a from patch j  to patch i with 1 <
consider in the thesis a nonlocal time-delayed model, which they have derived. We
where dfia) is the death rate of the individuals of age a in patch i , Dj (a )w j (t ,a )
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rr
i f  j  < 2 ,  and the term e* / ® ^ daDj(6)d9 denotes the fraction of the mature
Jo
population which was born at the time t — r in the j- th  patch and is in the i-th patch 
at the current time t. The authors have done their study for the case when the two 
patches are identical. The model analysis has established that varying the immature 
death rate can alter the behaviour of the homogeneous equilibria. This leads to the 
transient oscillations around an intermediate equilibrium and complicated dynamics 
in the form of the coexistence of possibly stable synchronized periodic oscillations 
and unstable phase-locked oscillations near the largest equilibrium.
Another study done by Zhang et al [92] concerns with questions of permanence 
and global stability for a two-species non-autonomous cooperative system with time 
delays and diffusion in a two-patch environment:
•o \  - 1
Xi(t) -  nxi(t) 1 — xt lift) +  bi(t) J  Ki(s )yi (t  +  s)ds^ -  a(t )x i (t )
yi(t) =  nyi(t) Vi +  bi{t) J  Ki(s )xi (t  +  s )dsSj  -  Ci(t)yi(t)
+  ~  Vi(t)}> (hJ =  1 , 2, i j ),
and it is assumed that functions ri(t) ,ai(t) ,bi(t)  and fi (t) ,di (t ),bi (t )  (i =  1 , 2) are 
continuous and bounded from above and below by positive constants, functions 
di(t) and dft )  are continuous, nonnegative and bounded by positive constants, and 
kernels ZQ(s) and K i(s )  have the property:
/0 p0Ki(s )ds =  1 and / Ki(s)dt -r J —v 1 , i =  1,2.
Their system represents the cooperation between two within-patch species, each 
of which can disperse randomly and independently between the two patches in a 
heterogeneous environment. Using a Lyapunov functional approach the authors have 
established the upper and lower bounds for positive solution at a sufficiently large 
time, i.e. the system is permanent under some conditions. Biologically, this means 
tha t population will survive in the long term. Again, with the help of Lyapunov 
functionals they have proved a global asymptotic stability of positive steady state.
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Of a particular relevance to our study is a model derived and studied by Weng 
et al [88]:
=  Zl  ^ 2  Ba{ j  -  k)b(wk{t -  r ) )  +  D m [wj+1(t)  +
k= — oo
-  dmWj(t), t >  0, j  e  Z, (1.4.3)
where j 6 Z := {0, ±1, ± 2 ,. . .}  are the integer nodes of an infinite one-dimensional 
lattice. The r-dependent parameters p and a are given by
p =  exp J  d(a) da^ , a =  J  D (a )  da (1.4.4)
with d(a), D (a )  and r defined below, and the function (the kernel) Ba(l) in (1.4.3), 
is given by
Ba{l) =  2e~2a [  cos(luj)e2acosoJ dco, (1.4.5)
Jo
which expresses the fact tha t the adults are those of age at least r.
In (1.4.3) the parameter r  measures the time from birth until reaching maturity 
and Wj(t) denotes the total number of adults (i.e., the total number of age at least 
r) in the j - th patch. The function &(•), which always satisfies 6(0) =  0, is the 
birth function and the positive constants D m and dm are, respectively, the diffusion 
coefficient and death rate for the mature population.
In (1.4.4), the functions D (a )  and d(a) are the diffusion coefficient and death 
rate for the immature population. For the immature population these rates can 
depend on age a, but for the mature population the diffusion coefficient and death 
rate must be independent of age and they are taken as D m and dm.
Weng et al [88] derived their model from the following von Foerster type of 
equation:
Su * on *
~dt +  ~da =  a ) +  a) “  2u3 ^  a )l “  a ) (1.4.6)
with D (a )  =  D m and d(a) =  dm for a >  r. Equation (1.4.6) incorporates a discrete 
representation of diffusion. Von Foerster equations for the case of continuous space 
have been considered also, in which case the Laplacian operator can be used to
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model Fickian diffusion (see [66]). In (1.4.6), Uj(t, a) is the density of age a at time 
t in the j - th patch. Furthermore
p o o
Wj(t) —  / Uj(t,a)da.
J r
In [88] the interest is mainly in the existence of travelling front solutions connecting 
two distinct equilibria. The highly nontrivial m atter of the stability of these fronts 
is also investigated. Gourley et al [42] continued the study of [88] by providing con­
ditions under which the population will go extinct, and conditions for the existence 
of periodic travelling waves.
1 . 5  O u t l i n e
Below we describe how this thesis is organized.
In Chapter 2, we consider the Navier-Stokes equations on a rotating two- 
dimensional sphere. First, we derive a scalar vorticity equation, which is well-known 
in theoretical studies in meteorology. Then, using the ladder technique, as well as 
recently obtained sharp interpolation inequalities with the best possible constants , 
we investigate length scales for this system. It is worth noting th a t our results do 
not contain any unknown constants, and therefore are sharp.
Chapter 3 deals with a class of reaction-diffusion equations with periodic bound­
ary conditions on a one-dimensional spatial domain. The sharpest interpolation 
inequalities so far available are used here to find a set of length scales for solu­
tions of the system under consideration. Furthermore, we establish the asymptotic 
positivity of solutions, as well as positivity for all times, under certain reasonable 
restrictions on the initial data. The class of equations addressed in this chapter 
reduces for some particular values of the parameters to classical models such as, 
for example, KPP-Fisher equation which appears in various contexts in population 
dynamics.
In Chapter 4, we consider the Extended Burgers-Huxley equation with fourth 
order derivative. First, the convergence to the uniform steady state in proved. This 
result means tha t the solutions of equation with positive initial data will remain
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positive for all time t sufficiently large. The Burgers-Huxley equation is a particular 
case of the equation under consideration when the coefficient multiplying the fourth 
order derivative term is zero. For the Burgers-Huxley equation the analytical expres­
sion for the travelling wave solutions is known for a certain value of wave speed. As 
a perturbation of this equation, we consider the Extended Burgers-Huxley equation 
showing tha t the travelling wave solutions persist for small perturbation by using a 
perturbation argument together with the Fredholm orthogonality theory.
Chapter 5 concerns with the study of a nonlocal time-delayed reaction-diffusion 
population model on an infinite one-dimensional spatial domain. We show that de­
pending on the model parameters, a non-trivial uniform steady state may exist. We 
prove a comparison theorem for our equation for the case when the birth function 
is monotone, and then we use this to establish nonlinear stability of the non-trivial 
equilibrium state when it exists. A certain class of non-monotone birth functions 
relevant to certain species is also considered, namely, birth functions that are in­
creasing at low densities but decreasing at high densities. In this case we prove that 
solutions still converge to the non-trivial equilibrium, provided the birth function is 
increasing at the equilibrium level.
In Chapter 6 we derive a stage-structured model for a single species on a finite 
one-dimensional lattice. We assume that there is no migration into or from the 
lattice. The resulting system of equations, to be solved for the total adult population 
on each patch, is a system of delay equations involving the maturation delay for the 
species, and the delay term is non-local involving the population on all patches. We 
prove tha t the model has a positivity preserving property. The main theorems of this 
chapter are comparison principles for the cases when the birth function is increasing 
and when the birth function is a non-monotone function. Using these theorems we 
establish that, when the model admits a positive equilibrium, this equilibrium is 
a global attractor. Finally, using MATLAB we perform numerical simulations of 
the system under consideration. They show that as the delay time, i.e. maturation 
time, is increasing the solutions undergo a Hopf bifurcation, and we observe the 
oscillatory behaviour in the system.
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Chapter 8 concludes this thesis with the summary of results obtained and indi­
cates some open problems, and suggests further directions of this research.
2L e n g t h  s c a l e s  f o r  t h e  N a v i e r - S t o k e s  e q u a t i o n s  
o n  a  r o t a t i n g  s p h e r e
2 . 1  I n t r o d u c t i o n
The material of this chapter is published as a research paper; see Kyrychko & 
Bartuccelli [61].
The Navier-Stokes equations is a fundamental model which naturally arises in 
different aspects of meteorology. This system on a rotating sphere is a simple model 
of the large scale atmospheric dynamics and is often used in meteorological modelling 
in the vorticity formulation. In particular, it has been used to study the two- 
dimensional turbulence on a rotating sphere in the context of atmospheric circulation 
on large planets [84].
The concern of this chapter is to find the length scales estimates for the solutions 
of the Navier-Stokes system on a rotating sphere using the vorticity formulation of 
the equation and the best to date interpolation inequalities on the sphere. As it was 
explained in the introduction, the length scales serve for better understanding the 
spatio-temporal dynamics of the solutions of dissipative PDEs, providing informa­
tion about the smallest features of the flow. In order to find the estimates for the 
length scales we use the ladder method [6, 7].
Consider the Navier-Stokes equations of an incompressible fluid on a two- 
dimensional sphere S2 which rotates with its angular velocity to:
du
—  =  vAu  — V uu — in x u — Ap  +  / ,  div u — 0. 
dt
Let TS  denote the tangent vector space of S2 and T S L be the normal vector 
space of S2. Now we define the following two operators: rotn : TS  -* T S 1- and
20
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r o t : T S 1  - A  T S  as follows ([53]):
D efin ition . L e t  u  be a s m o o th  v e c t o r  f i e ld  o n  S  w ith  v a lu e s  i n  T S ,  a n d  le t  ip be a  
s m o o th  v e c t o r  f ie ld  o n  S  w ith  v a lu e s  in  T S 4- ,  i .e .  ip =  ip n , w h e re  f t  is  a n  o u tw a rd  u n i t  
n o r m a l  v e c t o r  t o  S  a n d  ip is  a  s m o o th  s c a la r  f u n c t i o n .  T h e r e f o r e ,  w e s h a l l  id e n t i f y
—ft A
th e  v e c t o r  f ie ld  ip w ith  th e  s c a la r  f u n c t i o n  ip . L e t  u  a n d  ip be s m o o th  e x te n s io n s  o f  
u  a n d  ip in t o  a  n e ig h b o u r h o o d  o f  S  in  R3 s u c h  th a t  fils' =  u ,  ip\s — ip . F o r  x  £  S ,  
y  £  R3; w e s e t
rotnu(a;) =  (ro tu ( y )  • n ( y ) ) n ( y ) \ y= x ,
rot i p ( x )  =  rot i p ( x )  =  rot ip (y )\ y= x ,
w h e re  th e  o p e r a t o r  “r o t ”  th a t  a p p e a rs  o n  th e  r ig h t  h a n d  s id e s  is  th e  c la s s ic a l  r o t  
o p e r a t o r  i n  R3.
It has been shown that the definitions of rotn u  and rot ip are independent of the 
extensions (see [53]). Moreover, one has
rot ip =  — n  x A  ip , rotnv =  —ndiv(n  x v ),
aV u u  =  A  I —  J -  u  X rotn u ,
A  u  =  V  d i v u  — rot rotn u ,
where x is the standard vector product. Following this notation, the Navier-Stokes 
equations can be rewritten as follows [30, 55, 54, 18]: 
d u  __ f  u*
d t
+  z/rotrotn u  +  V  — u  x +  M x  u  +  Vp =  /, (2.1.1)
divu =  0, (2.1.2)
where v  >  0 is the viscosity constant, it is a velocity vector in the tangent vector 
space T S 2, p  is a scalar function for pressure, / is a forcing term, “ x ” denotes 
the standard vector product, R  is the radius of the sphere, £ —  2wsin <p is the 
Coriolis parameter, oj is an angular velocity, |^ | <  | is a latitude, 9 is a longitude 
( 0 < ^ <  27r), n is the outward unit normal vector to S 2. By definition, the operator 
rotn u  is [54]
rotn u  =  — f t  d i v ( n  x u )  =  (rot u  • n ) n
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and
rot h — —-ft x V/i,
where u  is a vector field and h  is a scalar function. It is easy to see that
rotn rot h =  —n(Ah) .
The inner products for the lAspaces of scalar functions denoted by L 2 ( S 2) and the
L2-spaces of the tangent vector fields on S 2 denoted by L 2( T S 2)  are given by [18]:
(A v ) l 2(s2) — /  u v d S ,  for u , v  G L 2 ( S 2) ,
JS2
(u ,  v ) L2 ( t s 2) =  [  u - v d S ,  for u ,  v  € L 2 ( T S 2) .
Js2
Whenever we integrate by parts we shall use the following formulas [18]
( V ( p , v )  =  (V ^,v )L2(Tjs2) =  — (cf, d i v v ) L 2(s 2) ,  (2.1.3)
(rot ip , v )  =  (rot ip , v ) L2(TS2) =  ( ip , rotn w)l2(s2)- (2.1.4)
The first identity is easy to prove, and the second is:
(ro tip,v) =  —(ft x A ip,v) =  (A ip,n x v)  =  —(ip,div(n x v ) )  =  (ip,rotnv ).
For our purposes it will be more convenient to work with the scalar equation. There­
fore, introducing ip as a stream function for u : u  =  n x V ^, ip  — A -1 (it • rotn «), 
substituting this in the equation (2.1 .1 ), and applying the operator rotn we obtain 
a vorticity equation [55]:
dtAip ±  J(ip, Aip +  I) — v A 2ip =  n • rotn / ,  (2.1.5)
where we followed the notations from [54, 55]: J (a , b) — nxVa-Wb,  and in particular 
J(tp, Aip +  Z) =  U '  S7(Aip +  I). The function J(a, b) has the property [54]:
/ J ( a , b ) d s  —  0,
Js2
/ J ( ip ,  p ) (p d s  =  0, / J ( ip , l )S 7 ip d s  =  0.
J s 2 J s 2
and it can also be proved that
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Indeed, we have
f  J(ip, p)pds — f  Jfij), V  f f V  f)ds =  i  f  Jigj), (Vip )2)ds — 0.
/ 52 J s 2 2 J 52
dib
Furthermore, since =  2w— , we have
0(7
[  J(il>,£)Vil>ds =
Js2
. 2 *  « r / 2  df j  (  I 3  (  d l p \  1  <92 l A  f
=  2w / / —   —  cos#?—  + — —  -^-r- cos<##d0
Jo J-ir/2 dQ \C0Slpd(p \ d p )  cos2pd02 )
r2n r /2 d ( d i p \ 2 f 2lT r /2 d fd ipVdpdO  n
~  U J0 J -n/2 de U J  C0S<^  ^  +CJ,/0 J-n/2 d 6 \ d d )  cosp
Finally, let </? =  A“0 and introduce spaces U  =  T2(52) U {(p '■ f  pds — 0} and 
#1 =  i J 1© 2) U H.  Hence, the equation (2.1.5) takes the form
dtp +  J(A ~ V , v? +  I) -  v A p  =  n • rot„ / ,  y>(0) =  y>0. (2.1.6)
In order to calculate the length scales we define the following time-dependent func­
tionals iJjv, T n  and FN as
H n  : =  ||V " ¥ > | | 1  =  [
Js2
F n - - =  f  |V w( n - r o t„ / ) |2dS 
J s 2
and
F n  =  H n  +  t 2T n , (2.1.7)
where r  is defined by r  =  R 2v~l which is based on the radius of the sphere i? and
the viscosity
We assume a forcing to be time-independent and such th a t the forcing function 
f ( x )  has a cut-off in its spectrum such that it has the smallest length scale
A/ =  sup • (2-1 .8)
n  \  H n  J
Now we define an inverse squared length scale:
Aq2 =  A J 2 +  R - 2. (2.1.9)
In all the future calculations the domain of integration is assumed to be S2.
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2 . 2  L a d d e r  e s t i m a t e s
Let us start with H q. By definition,
H 0 =  J  (p2dS = > \ h 0 =  J  (pi'fidS.
After substitution of (pt from equation (2.1.6) we obtain
i s . - . /  (pA(pdS — /  i p j (A V , (p-\-l)dS +  J  (n • rotn f)<pdS. (2.2.10)
The last term in (2.2.10) can be estimated with the help of the Cauchy-Schwarz 
inequality as follows,
J ( n - v o t n f ) ipdS<  ( J ( n  ■ rot„ /)2ds) '  ( J  <p2ds\ '  =  /2h / 2.
Now applying equality (2.1.3) to the Laplacian term in (2.2.10) one obtains:
i/ J  ipAifidS =  v J  V  div VtpdS =  —v J  (V<p)2dS =  - v H i .
The last term we need to estimate is the nonlinear term in (2.2.10). Using the 
properties of J ( a ,  b ) and recalling that A ~l <p =  ip gives us the following result:
-  f  ¥>J(A"V. V +  l)dS =  -  J  tp)dS -  J  J(tp, l)ipdS =  0.
Adding all the above calculations we can write the inequality for the “bottom” rung 
of the ladder as
=  - v H 1 +  (2.2.1 1 )
This form of ladder is inconvenient to leave because of the way the forcing term is 
expressed in here. Later on, we will want to divide through by H 0 and the square 
root of forcing will cause complications. For this reason we introduce £o> and we 
need to rewrite our inequality in terms of F.  First, we add and subtract a vr2/F\ 
term to obtain:
o
= -v F ,  +  (F0- 1/2^ 01/2 + vt1 F\Fol )Fo.(2.2.12)
if lo  =  - v H ,  +  F o/2H / 2 +  vt2Fi -  v t2T,  <  +  F01/2F 01/2 +
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Since we know that
and
Fi
—  <  r -2
F0 -
AJ2 =  ( j | r  ) , Ao2 =  AJ
the expression (2.2.12) can be further rewritten as:
- H o  ^  —vF\ +  1 +  ^ +  ('7" 1 4- v\^2) F q,
where expression in brackets is simplified as
t 1 +  v\f 2 =  R  2v A  X02v — R  2v =  X02v.
Therefore, returning to (2.2,11) gives
i q ,  < - i <FX +  u ^ 2F0. (2.2.13)
As before, consider the next quantity H \ . Substituting ipt from the equation (2.1.6) 
one gets:
I f f 1 =  J v < p V < p td S  = v  J  V A < p V p d S -  f  V J ( A ~ V ,  <p + 1 )V ip d S
+  J  V ( n -  rotn fWtpdS. (2.2.14)
The Laplacian term in (2.2.14) can be treated as follows,
J  V A < p V < p d S  =  - v  J  A i p d W V i p d S  =  - v  J  (A <p)2d S  =  - v H 2.
The second term in (2.2.14) is:
— J  V J(A -1<^ , ip +  l)V<pdS =  J  J (A ~ 1p, <p 4-1) div V p d S  
— J  J (A ~ 1p, <p +  l)A<pdS =  / j ( A - V ,  <p)A<pdS +  J  J (A ~ 1<p,l)ApdS.
By definition, J ( a , b )  =  n  x Va • V 6. This gives,
f  J ( A ~ 1< p ,< p )A < p d S =  f  n x V i > - V i p -  A ip d S  <  j  |VV>||Vv||Ap|dS.
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After application of Cauchy-Schwartz and then Holder inequalities, we obtain
f  J { A r l V ,<p)A<pdS <  W (A<p)2d S  +  l i m i t  I ( V < p ) 2d S
=  ~ B 2 +  ^llWlllo-ffi- (2.2.15)
With the help of interpolation inequality [51] and then Poincare’s inequality the 
second term in (2.2.15) becomes
nvviiSo < j i i w y  w n »  < ™ ||a v - i i 2i i w i i 2.
Substituting the last estimate into (2.2.15) gives 
Consequently,
J  A A - ^ ^ A v d S  <
Moreover, it can be established that
J  J(ip,l)Atpd,S =  J  =  0. (2.2.16)
We know that
A 2dg,ip =  d g A 2ijj and J(4>,1) — 2Lodgtf).
After integration by parts with respect to 0, we obtain
(d g l f ) ,A 2ll)) =  - ( i p , d g A 2ip) =  -(V>, A 2dglp).
On the other hand, using the fact that the Laplacian is a self-adjoint operator, gives
{dgi/j, A 2Ip) =  ( A 2dg'lp,'lp) =  ( ll) ,A 2dgf)).
This proves the orthogonality relation (2.2.16) and concludes computation of the 
second term in (2.2.14). Finally, consider the last term in (2.2.14)
J  V (n  • rotn/)V<pdS <  ( J ( V ( n - i o t „ f ) 2d s \  ( / A v A )  = R 2h 112.
Navier-Stokes equations on a rotating sphere 27
By virtue of all the above calculations one has
\6x < - V- H g  +  (2.2.17)
or, in terms of FN , this ladder inequality becomes:
\ f , <  ~ F 2 +  - F - f / 2F 2' 2 +  A? vFx. (2.2.18)
2 . 3  L e n g t h  s c a l e s
In [6] and [7] the length scales for the Navier-Stokes equations on a planar domain 
and for the complex Ginzburg-Landau equation were derived using the Fourier 
expansion of the solution in order to obtain the number of relevant modes ttjv.r-
D efin ition  1 [23]. Define the “wavenumbers” as the following ratio
/  F m \ w - * )
KN,r {t) -  [ j r j  » with N  =  1> 2, r =  0, 1 .
If we divide the ladder inequality for Fq (F i )  through by F q (£i), then the square 
of Kip (ft2,i) appears in the first term on the right hand side of inequality (2.2.13) 
and (2.2.18), respectively.
D efin ition  2 [23]. We will now define the length scales as the time average of the 
inverse squared wavenumbers
where the time average (g)  is defined as
{ 9 ) = } / S o i l 3{r)dT■
Recasting the estimate (2.2.11) in the following form
^  , with N  — 1 ,2, r =  0,1,
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and using the Poincare inequality we obtain
Jt ( 5 I M I 2)  <  -'f\\V'(>\\l + l\\n-  r o t „ / 111-
The application of Gronwall’s lemma to the last expression gives
lim \\cp\\l <  ~\\n • rotn f\\\. (2.3.19)
t - Y O O  I S *
The expression (2.3.19) is only a part of what we need in order to obtain the estimates 
for the bottom rung of the ladder, i.e. for F0. Prom (2.1.7) one recalls that
F0 =  \\p\\l +  is~2R 4\\n • rotn/III- 
Together with (2.3.19) this gives
lim F0 <  • rotn /||2 +  J'~2R 4:\\n ■ rotn f\\2. (2.3.20)
tftoo IS
Returning now to the ladder estimate for Fo in form of (2.2.13), we may time average 
this ladder to obtain (jF\) or divide by Fo and then time average to find For
both cases the results are the following
<*i> <  ^ V P - r o t „ / | | 2(4 +  Ji4) (2.3.21)
IS
and
A j — (^i,o) — — ^ ° 2- (2.3.22)
It is worth noting that the estimate (2.3.21) includes Aq2 and, therefore, takes 
account of spectral information of the forcing.
Using the same technique as before and employing now (2.2.18) we again are 
able to find the time average estimate for 0) as follows,
5 ?  =  <4i> < ( f r )  <  ^ ( 4  +  A W | | n  • rotB /||1  +  2A^2. (2.3.23)
From the last expression it can be seen tha t our estimates for the length scales 
depend on the radius of the sphere R. The larger R  we consider, the smaller length
scales will be. If to compare this result with the result of Bartuccelli et al [7],
where authors found a set of the length scales for the Navier-Stokes equations on
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a planar domain with periodic boundary conditions the expected impact of the 
Coriolis term cannot be traced in the expression (2.3.23) for the length scales. This 
can be explained by the fact tha t system (2.3.19) is defined for 2-D and not 3-D 
sphere.
3L e n g t h  s c a l e s  a n d  p o s i t i v i t y  o f  s o l u t i o n s  o f  a  
c l a s s  o f  r e a c t i o n - d i f f u s i o n  e q u a t i o n s
3 . 1  I n t r o d u c t i o n
The material of this chapter is published as a research paper; see Bartuccelli et al 
[12].
The problems addressed in this chapter concern the analysis of the length scales 
and the positivity of solutions for a class of nonlinear dissipative partial differential 
equations (PDEs). We consider the class of PDEs
fc-i
Ut =  - a k{-l+  y ^ a 3-(—1)JV 2,« +  V 2(uro) +  u (l -  u2p), (3.1.1)
3= 1
in one spatial dimension, where ajt >  0, ag > 0, k,m,p  positive integers, k > 1 , 
m >  1, p > 1 and u — u(x ,t ), t >  0, x G Q =  [0, L]  with periodic boundary 
conditions. A particular case of this equation with k =  2, m — 0,p  =  1 is known in 
physical literature as the Swift-Hohenberg equation [85], which is used to describe 
the Rayleigh-Benard convection. A similar equation has been used by Pomeau and 
Manneville [74] in the study of cellular flows just past the onset of instability. For 
the same values of parameters and positive second term, this is the Extended Fisher- 
Kolmogorov equation used as a model of phase transitions, onset of spatio-temporal 
chaos and other phenomena in bistable physical systems [73].
First we will obtain a set of dissipative length scales directly involving the so­
lutions of the PDEs. We then prove tha t the solutions of the class of PDEs under 
investigation preserve positivity. Here it is important to stress tha t in many of 
the models used in population dynamics the highest order spatial derivative term 
is the Laplacian. As it was mentioned in the introduction, in this case, the posi-
30
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tivity preservation result can be established by using the maximum principle [75]. 
However, the maximum principle does not apply in the study of dissipative partial 
differential equations which contain differential operators of higher order than that 
of the Laplacian. A number of important contributions to the study of positivity of 
solutions in higher-order equations can be found in the literature (see, for example, 
[13, 14, 21], and references therein). In this chapter we investigate a particular class 
of dissipative partial differential equations which possess a uniform steady state so­
lution. For this class, we shall prove tha t under certain restrictions on initial data 
solutions are asymptotically stable, as well as positive for all times.
The class of PDEs under consideration represents a generalized diffusion model 
of population dynamics [3, 10]. In such a model, the smallest length scale is a 
measure of the smallest scale in which spatial fluctuations of a population occur.
In the context of population dynamics, an illustrative example with k =  2, m =  3 
has been considered by Cohen and Murray [19]. They showed that the balance 
between the stabilizing —akUxxxx term and a destabilizing —ajUxx term leads to the 
existence of stationary spatially periodic solutions for ctj sufficiently positive.
We note that the first term in (3.1.1) always has a stabilizing effect, while the 
second term can be stabilizing or destabilizing. In order to have spatially structured 
solutions, for which the introduction of the length scales makes sense, we choose otj to 
be positive. The balance between k and m  (which is the order of nonlinearity in the 
equation) produces the necessary “slaving” of the dynamics by the dissipation. In 
what follows we use this model as a representative example of a dissipative nonlinear 
PDE incorporating the features of a certain class of systems.
3.2 L a d d e r  e s t i m a t e s
In this section we derive the set of ladder inequalities for (3.1.1) and use them to 
find the absorbing balls needed for the estimates of the length scales. Below we shall 
use the following notation: for 1 <  s <  oo we define Ls-norm as
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This is the space of equivalence classes of functions tha t are s-integrable over the 
bounded domain Cl. Also for s — oo we define
HtiMlloo =  sup  M M )I < °°-
x€Q
We shall especially make frequent use of the following set of quantities in one spatial 
dimension:
2 /> / r\M \ 2' m
L 2 — norm of the N-th derivative: Jn  — / ( S O * .dxN
II |j2 /  t \ 1/2N
length scales : IT 1 <  U 00 < ( - y - ) =  C^1.
Jo \ J o J
These time-dependent quantities contain the most important information for any 
dissipative partial differential equation [9, 23]. We also define the time-asymptotic 
upper bound of the function f { x , t )  as
/  =  sup lim sup f ( x , t) ,
X(z&> t—^OO
and the time average as
  1 C
( f )  =  lim sup -  /  f (x ,r )dr .
t-Yoo 3, ^  t  J o
We use the following properties of time average:
( / > - 7 ’ (3.2.3)
( f g ) <  ( f p) H g q)* if p + J  =  i.
We shall start with the ladder inequality defining the temporal dynamics of J^ . 
Differentiating the Jn  with respect to time and inserting the time derivative from 
equation (3.1.1) one obtains:
U N =  - a k{ - l ) h j ’7 Nu V N+2kudx +  ' y 2 aj ( - 1) :i f  V Nu V N+2iudx 
J  j = l  J
+  f  V Nu V N+2(um)dx +  J ( V Nu )2dx -  J  (3.2.4)
Integrating by parts fc-times the first term  in (3.2.4) gives:
-o>k( - 1)* J  V Nu V N+2kudx =  - a k J { V N+ku)2dx =  - a kJN+k.
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In a similar manner the second term in (3.2.4) can be transformed into 
k - 1  r  k - 1
5 > j ( - i y  v Nu v N^ u d x C X g  JN + J '
j=  1 ^  J = 1
In order to estimate the third term in (3.2.4) we first integrate it by parts obtaining
J (V "u ) (V N+2u m ) d x  =  -  f  V N+1u V N+1( u m ) d x .  (3.2.5)
Performing a Leibnitz-expansion on V N+1( u m) we obtain:
E  r r a f t i v * . ) .
e&Nm iU - l \ aD- f-l 
|0|=iV+l
Therefore,
|VJV+1(um)| <
esNm lli=iTO - i=1 
|0|=AT+1
Substituting this into (3.2.5), applying the Cauchy-Schwarz inequality, an m-fold 
Holder inequality and then the Gagliardo-Nirenberg inequality [33, 71, 93] on each 
term of the sum above, one obtains:
f ( V N u ) ( V N+2u m ) d x < d  J 2  4+1 ( n i l v N u )
J  6€N'n \l= 1 /
|0|=JV+1
< d 4 + iliV 'V+1«l|2E£l6‘ ■ IM llF ‘ (1- ,,‘) =  r f4 + i^ + i l l “ llL. (3.2.6)
where d  is a constant arising from the Leibnitz expansion and the Gagliardo-
Nirenberg inequality, and 7 and 5 can be found as
7 =  i  and 6 =  m  — 1.
Therefore,
J  V N u V N+2{ u m) d x  <  dJw+iHull” - 1. (3.2.7)
Using the interpolation inequality (see [23])
J n  <  (3-2.8)
with s  =  1 and r  — k  — 1 and then applying the Holder inequality we obtain
fe—1 i  , (y. k(m-l)
dJ-ff+illull” - 1 <  d J N> J£+*IMISTl <  f j N + h  +  , (3.2.9)
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where
, 2 \*= r f d \ ^
d
Oik J \  k J \  k 1
In [49] the following sharp interpolation inequality was proved
W lo c < c (0 V 'U / ',  l > \ ,  (3-2.10)
c{l)
(21 — l)(2i_1)/2i sin Yi,
Applying this inequality with I — N  to the last term in (3.2.9) we have
(Vu . 1 | m- 1 ( 2 J V - l ) ( m - l )
d J ^ M Z - 1 <  - f J N+k +  d lC( N ) m- 1 J 1*  J 0 ™ .
Similar argument applied to the last term in (3.2.4) gives:
-  J  V N u V N ( u 2p+1) d x  c / f f  (3.2.11)
Summarizing these calculations we have:
ft—1
\jN < -  Y  JN+k +  J 2  <XjJNH  +  Jn +
3- 1
1 I 771-1 (2 iV  — l ) ( m — 1)
+ d i c {N )m~1j j  4N J0 4N . (3.2.12)
W ith the help of the inequality (3.2.8) and the Holder inequality one obtains
\jN < --j.JN+k +  ^ + E  Jn+
1
1 I m — 1 (2Af —  l ) ( m — 1)
+ d 1c ( N ) m- 1j  j  4N J0 4"  , (3.2.13)
where the constants (j), are defined as
^  = — “1 ( “ ft, J ■
By using inequality (3.2.8) with r  — k  and s  — N  the ladder transforms into:
2/v-i.. jl+k/N  / fc-1 \
J * + cJY n r ' F
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,  1 | m - 1 ( 2 J V - l) ( m - l)
+ d lc ( N ) m~1Jffr 4JV J0 4N . (3.2.14)
Since we are looking for the length scales, we need to have control over the terms 
giving the largest contribution to the value of the length scales. This means that 
without loss of generality we can neglect the second term in the above expression. 
Comparing the last two terms in the ladder (3.2.14), we distinguish between the 
following possibilities:
Case A . This is defined by the inequality m >  2p +  1 . In this case the last term in
(3.2.14) gives the largest contribution, and therefore all the smaller order terms can 
be neglected. Therefore, the ladder becomes
1  • QU. ( 2 N —  l) (m —1)
T ^  k  N . J  „ (  ] \ T \ m — l T 4N  T  4N
2 J n  - — 4— f k ] j r  +  d i c ( N )  J N J Q
Jo
One can easily see that an absorbing ball can be found only for m <  4k +  1 as
4 N
—  f  4 d^c(N'\m~ 1 \  4 fc -m + l 4fc-j-(2jV —l)(m —1)
J n  <   J  J 0 4k_m+1 » 2P  +  1 <  m  <  +  L
Case B . This is the situation when m <  2p +  1, and therefore the fourth term in
(3.2.14) dominates. The ladder then takes the form:
1  j N< +  (3.2.15) 
Now, an absorbing ball can be found as
2 N
  /  A p  \  2k— p  ___ 2 (N  —  l)p— 2k
Jn <  f —  j  J 0 2fe ' P  > rn <  2p +  1 , p <  2k. (3.2.16)
Case C. When m =  2p +  1 the last two terms in (3.2.14) give contributions of the 
same order, and therefore they can be combined. The absorbing ball in this case 
has the form
7 ^ ( 4 [ W - 1 +  o ] ^ 7 ^ i m  =  2p +  1> p < 2 k
In order to have the regularity of solutions, we need to have a control over 11^ 11^ , 
which can be estimated by using the inequality (3.2.10) with I =  N.  Thus, one 
can see tha t this control is obtained by some form of dynamical control of J^.  The 
bounds for this quantity are given by the expressions of the absorbing ball in the 
cases considered above. The estimate of Jq is performed in the next section.
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3 . 3  E s t i m a t e s  f o r  t h e  b o t t o m  r u n g
We have just obtained the absorbing balls through the time-asymptotic bound for 
the bottom  rung Jo- In order to find this quantity we differentiate it with respect 
to time and insert for Ut the right-hand side of (3.1.1)
-  Jo =  — aic(—l ) k f  u V 2kudx +  ^  o?j-(—l )-7 f  u V 2judx
2 J j=1 J
+  J  u V 2(um)dx +  J  u2dx — J  u2p+2dx. (3.3,17)
Now, integrating by parts the first and the second terms in (3.3.17) k and j-times 
respectively, estimating the third term as
J  u V 2{um)dx =  {  integrating by parts } =  —m J (V u ) 2um~ldx <  mJi||ii||™-1 ,
and the last term as
-  f  u 2p+2dx<  (3.3.18)
we finally obtain
1 A:—1
-  j 0 <  - a k J k +  ] T  o t j j j  +  Jo +  m J i llt t lir1 -  L - pJ $ +1. (3.3.19)
7=1
Substituting inequality (3.2.8) with s =  N  =  1 and r  =  k — 1 in (3.3.19) yields
I  Jo<  - a k J k +  a j J j  +  J o -  L ~ pJ p+ +  m J i / k 4 h- 1 ) / i \\u\\S "1. (3.3.20)
7=1
Applying to the last term the Holder and then Young’s inequalities we can see tha t
k— 1
I  Jo <  ~ Y J k + J 2 a i J i  +  J o -  +  a/olMIST1. (3-3.21)
7=1
where 1
k — 1 j .  /  2 
a =  —-— ra *-1
k V kdk
Estimating |M|oo from (3.2.10) with I — k one obtains
1 . rVf, , 1 , 4 * + (2 fe - l) ( ro - l)  m - 1
7: J o < - ^ - Jk +  Y , c‘iJ j  +  J o - J ~ PJ V  + ^ ( ' c )  Jo "  - V *  ■ (3-3.22)
7=1
Class of reaction-diffusion equations 37
For m <  4k +  1 we can apply Young’s inequality to the last term  in (3.3.22):
1 • d u  ^  . i 4 fc + (2 fe - l) (m -l)
2 Jo <  ~ - f ' +  E  +  ~  L ’ PJ» +  4fc" m+1 ’ (3.3.23)
j - 1
where 771— 1
4 f c - m + l  / / m  -  1 \  4fe“m+1
-  =  — 4 F — (“cW  ) + l ^ r j
Substituting (3.2.8) with s =  N  =  j  and r  =  & — j  in the second term in (3.3.23) 
and applying Young’s inequality to every term in the sum, one obtains
1  • Oil, t i  , 1 4fe+(2fc—l)(m —1)
2 Jo <  - y  Jfc +  ^  J 0 +  Jo -  J j +1 +  o’ 4*"m+1 5 (3-3-24)
J=i
with
tzief t  ( M L z A W
3 k  j\ to* '
Neglecting the first term in (3.3.24), which is negative definite, we obtain
1 4 fc + (2 fe -l)(m -l)
- j 0 < J 2 ^ J o  +  Jo - L - ”JS+1 +  aJ0 “ - ” +‘ :=/(■/„). (3.3.25)
In order to control the time average of J0 we have to choose the power of J 0 in the 
last term less than (p +  1 ), and therefore we require m  < 1 +  Since < 2p, 
then m <  2p +  1, and we have the Case B from the previous section. Therefore, in 
subsequent calculations we will appeal to the formula (3.2.16) for the absorbing ball 
(under the condition p <  2k) .
By the standard theory the solutions of the above inequality are bounded above 
by the solutions of the one-dimensional ordinary differential equation Jo =  2/(Jo ). 
Provided m <  1 +  the function /  is positive for Jo small and negative for Jq 
large. Hence, it has a positive root. Thus, we can write tha t
Jo < J*, (3.3.26)
where J* is the smallest positive root of
4fc+(2fe—l)(m  —1)
f (Jo )  =  J 2 Ki Jo +  J° - L ~VJ° +1 +  °Jo ‘k~m+1 = 0 - (3-3.27)
3- 1
Substitution of the bound for Jq in the absorbing ball (3.2.16) gives
2 JV
  I Ar. \  2k~ p  2 ( N - i ) p - 2 k  4kn
J N <( —  ) (J*) » - r  , m  <  1 +  V <  2*. (3.3.28)
\ a kJ 2
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3 . 4  L e n g t h  s c a l e s
In this section we investigate the length scales appearing in our flow. As it was 
mentioned in the introduction, information on the length scales is crucial in obtaining 
the picture of the dynamics involved in the solutions of any dissipative flow. A set of 
length scales is usually obtained through a set o f ’’relevant modes” defined through 
the Fourier expansion of the solutions of the equation [72, 23].
We now have to study the dynamics content of the length scales. First we note 
that
is a function of time; thus it is natural to say tha t it defines a dynamic length scale. 
Since its dynamic evolution cannot be easily obtained in general, it is useful to define 
a time-independent length scale. This is normally achieved by taking time averages 
or time asymptotic bounds.
We start with the. time average estimates of our length scales. To do it we use 
the ladder (3.2.15):
\ j N< + (3.4.29)
Dividing this inequality through by Jjv and taking time average, as (Jn / J n ) van­
ishes, one obtains
1/2 JV\ / ,  X l/2fc/  4c \  /  -s_
< f — J U f f NJ o 4kN V (3-4.30)
Now applying the Holder inequality for p <  2k to the time-averaged term on the 
right-hand side of (3.4.30) we finally obtain the estimate for the time-averaged length 
scales x
( r l>  -  (2 Y 1{ r ) ^ ’ m < 1 + w h ' p < 2 k - (3-4-31)
3 . 5  A s y m p t o t i c  p o s i t i v i t y  o f  s o l u t i o n s
In order to study the positivity we center the equation (3.1.1) on the uniform steady 
state solution u =  1 and then show that under certain assumptions concerning the
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initial data, solutions of the transformed equation are bounded (in absolute value) 
by 1. Therefore, we introduce v (x ,t )  defined by
u (x , t) — 1 +  v (x , t), (3.5.32)
where u satisfies (3.1.1). If the function v(x, t) satisfies
IK Y Iloo  <  1
then clearly u(-, t) is a non-negative function for all t. Moreover, if we can show tha t 
IM-jiJHoo -> 0 as t —»■ oo then we have a uniform convergence.
We introduce the following time-dependent quantities:
dNv 2 f  f d Nv \ 2
h n -
dxN dxN )
dx, (3.5.33)
where the integration is over the spatial domain Cl := [0, L\. Substituting (3.5.32) 
into (3.1.1) we obtain for v the equation
k— 1 n
Vt =  - a k( - l ) kV 2kv  +  ^ a , ( - l ) 3V23u +  ^
j = 1 5=0
m
v V )
-  y ;
i=o x '
(3.5.34)
We start our analysis by investigating the evolution of the lA norm  of the solution 
v of (3.5.34), namely H 0. Differentiating H 0 with respect to time, and inserting the 
right hand side of (3.5.34), we obtain
k — 1 771
-H o  — -o^kHk  +  ^ 2  cxjH j -f-
3 =1 5=0
vV (vs)dx
J y2p 1+1 J y2p l+2dx (3.5.35)
Let us consider the second term in the last expression. Substituting (3.2.8) with 
s =  N  =  j  and r =  k — j  in the second term in (3.5.35) and applying Young’s 
inequality to every term in the sum, one obtains
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( T )  J y2p 1+1 J y2p 1+2
(3.5.36)
_  k ~  3 (  2i ( fe ~ l ) \  h~j a
kk-j
where
k V kak
Next, we consider the third term in (3.5.35):
E ( T ) / » V V ) * .  < £ ( : ) * «  MB."-
In [11] the following version of the inequality (3.2.10) was proved (the constants c(k) 
are the same as in (3.2.10))
(3.5.37)
(3.5.38)
JL_ 2fc —1 , I
Halloo < c ( k ) H ^ H Q4k + L - H > , (3.5.39)
Substituting this estimate in (3.5.38) and using the binomial expansion we can 
rewrite it as
S — 1
(  S — 1  ^ £
l0 x±kE  E ( s “
S = 1  '  '  7 1 = 0  '
By introducing the variable W (s,n) as
and expressing Hi  via H 0 and H k from (3.2.8), we obtain:
E
5 = 0
m ™> s~i ,. ,*----  ^ 4+n 2 k s+ 2k — 4 —n o _ i _ n
vW2(v 3)dx <  ^ 2 y 2 w ( s , n ) H ktk H0 L — 2—
s=l n=0 
771 5 — 1 __ 2fcs+2fc—4—n
< Y ^  +  E E ^ 8’" ) ^  “ ~4'"  . (3-5.40)
5=1 71=0
where in the last step we have used the Holder inequality for m <  4k — 3 and
a(s ,n ) =
4k — 4 +  n 
4k
m (m  +  1)(4 +  n)
2kak
4+n
4k— A— n  4fc 2fc(l+n—s)
W ( S ,  n )  4 fc - 4 - n  f,  4fc—4—n
Now, we estimate the last two terms in the (3.5.35) as
2p—1
-  j r  ( 2p)  f  [u2',- !+1 +  v2p- l+2]dx =  - 2 p H 0 -  L - ”H P+1 
1= 0  ^ 7 J
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2 p - 2  , v 2 p —1 ,  v
+ E m  inirm + E (f) imis-"4- ©-5-41)
1=0 x '  1=1 '  '
Applying the inequality (3.5.39) and then the binomial expansion to the last two
terms in (3.5.41) one finally obtains
-  ( 7 )  J { v 2v~m  +  v2p~M \dx =  - 2 p H 0 -  L~pH q+1
2 p - 2  2p ~ l + l 4 kp -2 k l + 2 k - s  2 p ~ *  2p ~ T 2 4&p-2fc(+4fc-.s
+E E +E E 4‘" ,
1=0 5=0 1=1 s=0
where
v4fc 4a(2p-l)(p+3)
c (/;)4fc 4sp(2p+7)
4fc-a ,  2 fc (2 p -(- fl-a )
fj 4k-a
4k— a 2fc(2p l~h2 a)
L  4k— s
By virtue of all the above calculations we can rewrite (3.5.36) in the following form
1 CV, (  - \  . 771 . E l l  i . 2ks-2k
± H 0 <  - ° fH k -  (  2p-53 f t  - c ( 1 , 0 )  )  H 0 +  E E <7( s ’ " ) H o  "
j=l / s=2 n=0
2p  2 2  p  H I 4 kp - 2 k l + 2 k - s  2p  1 2p  4fep—2fc(+4fc—a
+  E E ^ s)ffo + E  E  - L ~PHo
1=0 5=0 £=1 s=0
/  Y d  \  m  f - 1 -■ ■ 2ks-2k
<  -  \2p -  5 3  Kj -  ( 7 ( 1 , 0) H„ -  L~”HS+l +  E  E  a(-s ’«) V " ~ 4“"
\ 3 = 1  J  8 =2 71=0
2 p - 2  2 p - £ + l  4fcp-2fcH-2fc-.s 2 p - l  2p - l + 2 4 k y -2 kl +4 k- a
+  E  E  o 4“ s + E E & M f f o  : = /(H o). (3.5.42)
£— 0 s=0 [=1 5=0
Solutions of this differential inequality are bounded from above by the solutions of 
the autonomous ODE H 0 =  2f (Ho ) .  Provided 2p >  E j= i  ft' +  cr(l, 0), function 
f ( H 0) is negative for iTo small, and for H q large, and positive for some intermediate 
values. We note here that the absorbing ball for H 0 should exist, what gives a 
restriction on possible values of k, m  and p. As it can be easily shown, this condition 
has the form
4p(k — 1) f ^
m < 1 +  ~(3-5-43)
If this condition holds, it guarantees tha t f { H 0) will be negative for large values of 
H q. If also p <  2k then the above inequality ensures the possibility of application
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of Holder inequality in (3.5.40). Therefore, we can state tha t if (3.5.43) holds and 
H Q(t =  0) <  H*,  where H*  is the smallest positive root of the equation f ( H )  =  0, 
then H q -> 0 as t —» oo.
We have to estimate H^ Hoo? and afterwards show that it tends to zero under 
some assumptions on the initial condition. In order to estimate |M|oo, we start by 
considering the dynamics of H p .
k—1 m p
■fix =  - a kH k+1 +  Y i  1 +T -
2
j —1 5=0
2p— 1
— i J  vx \ i ? - P l ) y2p 1 1 4  (2p — l l ) v 2p l]dx.  (3.5.44)
Calculation of the second term  similar to the one in (3.5.35) allows to rewrite the 
above equation as
k —1 m-• K ± 111 / \ /»
- H i  =  ~ Y Hk+1 +  X > i f f 0 +  X  ( j /
j =  1 s=0 V 5 /  ^
-  E  ( Y *) / K2p  -  + (?p -  +  i y p-']
1=0
with
fc — j  / 2(fc -  1 )Q' +  1 ) \  f t  g*  
fc +  l \  a*(ft +  l)  /  3'
The third term can be estimated as above
m / \ n m / \ m 5— 1 2fc,s4“234*2fc —171 / \ r /  \ j
E  ( 7 )  /  vxV 3vsdx <  Y  (™ )s H 2|M |s_1 <  Y ff f c + i + E E r (s’ ” ) f fo
. _ 3  ( 3 . 5 . 4 5 )
where
4(fc+l)
A h  — A  — m m l  nm -1- 1 ) I n  4- R \ 4ft—4 —n / m  \  I  q — I \ u __
r(s,n) = 4  n (m  +  1 ) ( n  +  8)
n-t-8 
fc [ M /
+  1) 2a&(& +  l) [ \ s ) \
c(k +  l ) nsL 1+2~s
n
4ft—4—n
Substituting this in (3.5.44) one obtains
1 rvi - I  . A  f \  2fcs+2s+2ft-n-6
H l< — ± h m  +  E E r (s’B)ff» a‘"4"”
4/e—4—n
j= l s=l ra=0
7 v*-3
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The last two terms in (3.5.44) can also be estimated in a similar manner
Y ,  ( 2^ l 1)  J  Vx ~  l )v2p~l~l +  (2p — l +  l ) v 2p~l] dx
1=0
2 p — l
^ E
/=o
2 p -  1
Hi  [ (2p - 0 I M I S  ‘ 1  +  (2p  —  +  1) I M I S ]  ']
2 p —1 2 p —s —1 2fc—7t+4fcp—2fca+4p— 2s — 2 
4(&+l)
s=0 71=0
2 p —1 2 p —s 4A: — n+4fcp— 2fca+4p—2s 
4(fc+l)
+  E E ^ ( 8’" ) h o
S=0 71=0
where we first used the interpolation inequality (3.5.39), then the Holder inequality 
for p <  2k, and pi(s,n) ,  p2{s,n)  are given by
pi{s,n) =
p2{s,n ) =
4k — n 
4(k T  l)
4k — n
4 p{n +  4)(2p +  1)
4{k + 1 )
4p(n  +  4) (2 p ■+■ 3)
4 k - n  2(2p—a —1 —n)(fc+l)
q\L 4k~n
n+4
4k~ n  2(2p—a—»){fc+l)
4k — n
Ql
2p — 1\ f2p — s — 1
J { n
q2 =
(2p — s)c(A; -f l )71 
(2p — s +  l)c(/c ■+■ l ) n
4(fe+l) 4 k — n
4(fc+l) 
4 k — nf2p — 1\  / 2p — s'
8 ) \  n
Substituting this in (3.5.46) and using the interpolation inequality (3.2.8) with s =  
N  — 1 , r =  k, we obtain
i , rv, u k+i E J  JZL £_i
2 * 1  <  - Y / r  +  E t t ff» +  E E T(s ' n )ff«
0 7=1 5=1 71=0
2fca+2a+2fc— n  —  6 
4fc—4—n
f P  1  ^p 5 1 2fc —n+4fcp—2fca+4p—2a —2 2P 1 2^ S 4 fc-n-f4fcp-2fc3+ 4p-2a
+  E  E  4<‘+1) + E E f > ( s’" ) ff« 4“ +1)
s = 0 71=0 S = 0  71=0
(3.5.47)
Taking into account that, under the previously stated conditions, H q —j► 0 as t —> oo, 
we find from (3.5.47) that
#i(£) E const, Vt > 0.
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Now we can appeal to the inequality (3.5.39) with k =  1 to obtain
117/ ||oo Y I f )  H q -f- L  2 H q —^ 0 as t —y oo,
and therefore from (3.5.32) lim^oo «(&,£) =  1, uniformly in x.
Now we can summarize our finding in the following theorem, tha t gives a con­
dition on the initial conditions which is sufficient for convergence. The existence of 
J* is guaranteed by earlier remarks.
T h eo rem  1 If  p <  2k, m <  1 +  4p(k -  I ) / (2k  +  p), 2p — 2 j= i  f t  “  0) >  ft
where
2m2(m +  l) 1
kak
and /3j are defined in (3.5.37), and the initial data satisfies
( u ( x , Q ) - l ) 2d x < H \  (3.5.48)
fJo
where H* is the smallest positive root of f ( H )  =  0 with f ( H )  defined in (3.5.42), 
then the solution u(x ,t ) of (3.1.1) satisfies
lim u(x, t) — 1
t —¥ OO
uniformly for x G [0, L].
3 . 6  P o s i t i v i t y  o f  s o l u t i o n s
We have shown that under certain restrictions on the L2-norm of the initial data, 
the solution of (3.1.1) converges uniformly to 1. The fact tha t the convergence is 
uniform allows to deduce tha t the solution must be positive for all t sufficiently 
large, but not necessarily for all t. In this section we want to show that under 
certain restrictions on the initial data, one can establish that, for all values of t (not 
only t —> oo)
|M -,£) “  l||oc < 1 .
This inequality ensures tha t u (x , t) >  0 for all x and t , and therefore it provides the 
preservation of positivity.
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We suppose that the hypotheses of the Theorem 1 hold. This means, in partic­
ular, that 2p — f t  — 0) > 0 and that
fL
H 0(t =  0 ) =  /  ( v { x ) ) 2dx <  H \
Jo
where H * is defined above. Under this assumption, we have tha t
H 0(t) <  H \  Vi >  0. (3.6.49)
W ith this estimate (3.5.47) reduces to
m s— 1
' ' 7= 1 s=l ra=0
2fc3-f-23*4*2fc—h—6 
4fc—4—n
2p—l  2p—s —l
+ E E
s=0 n=0
2k—n+dkp—2ks+4p—2s — 2
4(ft+l)
2p— 1 2 p —s
4k —  n + 4 k p — 2fcs+4p—2s 
4(ft+ l)+  E E f t t 8- " ) ^ ’)'
—0 n=0
(3.6.50)
which is an autonomous differential inequality, whose solutions are bounded from 
above by solutions of the corresponding differential equation. In particular, it is 
easy to see tha t if
Hfft =  0) <
then
Hfft)  <
8G
Oik
8G
*\k
* \ k(ST)
(H ‘)
fc+1
, Vi > 0, (3.6.51)
where by G  we denoted the right-hand side of (3.6.50) except for the first term. 
Recall that u — 1 =  v, and tha t we have the interpolation inequality
(3.6.52)
and therefore it is sufficient to show that the right-hand side of (3.6.52) is bounded 
above by 1 for all t >  0. In view of the bounds for H 0 and Hi  given by (3.6.49) 
and (3.6.51) respectively, positivity of the solutions will be established provided the 
following inequality holds
(ZT)
'8G
o k
*\k 4(fc+l) (3.6.53)
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Previously H*  was defined as the smallest positive root of / ( # )  =  0 with the function 
f ( H )  defined in the statement of the Theorem 1. Inequality (3.6.53) may or may 
not hold for a particular combination of parameters. Our findings are summarized 
in the following theorem.
T h eo rem  2 Let p <  2k, m  <  1 +  2p(k — 1 ) /k,  2p — YfjJi Pj “  >  0> where
‘ 2/ ii \ " h J {fz — 1)
cr(l, 0) =  ^  kaT and Pj are defined in (3.5,37), and let the initial data
satisfy
fJo (u{x , 0) — l ) 2dx <  H *,
where H* is the smallest positive root of f ( H )  =  0, where f { H )  is as in the statement 
of Theorem 1. Assume that the initial data also satisfies
8G
. ak
*\k
and that the parameters a\, ...,ak,L  are such that the following inequality holds
'8 G
(jFT)* *\k—  (JT)
®k
4 ( f c + l )
+  L~2{H*)Z <  1,
where G  is the right-hand side of (3.6.50) except for the first term. Then the solution 
u(x,t )  of (3.1.1) satisfies u (x,t )  >  0 for a l l t >  0 and all x £ [0, £].
4P e r s i s t e n c e  o f  t r a v e l l i n g  w a v e  s o l u t i o n s  o f  a  
f o u r t h  o r d e r  d i f f u s i o n  s y s t e m
The material of this chapter is accepted as a research paper; see Kyrychko et al [62].
4 . 1  B a c k g r o u n d
Almost all branches of mathematics and physics are associated with problems involv­
ing nonlinear partial differential equations. These equations model diverse real-life 
phenomena in biology, chemistry, physics etc., and understanding the behaviour 
of their solutions provides an important insight in the dynamics of the underly­
ing problem. A fundamental equation used in modelling of diffusion processes is 
the KPP-Fisher equation [69], which admits travelling front solutions connecting 
the two steady states. An area of recent active interest is the improvement of this 
model by including temporal delay, long-range diffusion and higher order nonlinear­
ities [69, 73]. One of possible generalizations of the Fisher equation is the so-called 
Burgers-Huxley equation which has the following form
ut =  uxx -  auux -  fiuiu -  l ) ( u  -  7 ), (4.1.1)
where the real parameters a , (3 are positive and 7  can be of either sign. This equation 
includes as particular cases several known evolution equations: when (3 — 0 it 
reduces to the Burgers equation; when a =  0 it is the FitzHugh-Nagumo equation 
[32, 48], and when a =  0 and 7  =  — 1 it is the Newell-Whitehead equation [65]. 
Symmetries and integrability of this equation have been addressed by Estevez and 
Gordoa [25] (see also [24, 26]). The following analytical expression for the travelling 
wave solutions connecting the two steady states u — 0 and u — 1 of equation
47
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Figure 4.1: Profile of the analytical solution (4.1.2) with the parameter values a  =  
(3 =  1.
(4.1.1) has been recently found with the help of symbolic computations and relevant 
nonlinear transformations [27, 87]:
P. . 1 1  . u (x , t) — -  — -  tanh 
z z r — a
(x  — ct) (4.1.2)
where r =  \J cx2 +  8/3, and the wave speed is defined as
(a — r)(27 — 1) + 2a:
c = (4.1.3)
Typical profile of solution (4.1.2) is shown in Figure 4.1.
In this chapter we consider the extended Burgers-Huxley equation
ut -  - 5 u xxxx +  uxx -  auux -  (3u(u -  l ) ( u  -  7 ), (4.1.4)
with the parameters o :>  0,(3 >  0, 7 < 0,J  > 0, where the fourth-order derivative 
term  is added to account for long-range effects as they appear, for example, in 
the studies of population dynamics [69, 19]. The questions to be addressed are as 
follows. First, we consider the equation (4.1.4) on a finite domain with periodic 
boundary conditions and prove the convergence result, namely, tha t under certain 
restrictions on the initial data  u(x, 0), the solutions of (4.1.4) tend to 1 uniformly in 
x. Then we use the geometric singular perturbation theory to prove the persistence 
of the travelling wave solutions (4.1.2) of the equation (4.1.1) in the presence of a
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small fourth-order derivative term (5 <C 1). These travelling waves are qualitatively 
similar to those of the Burgers-Huxley equation.
4 . 2  N o n l i n e a r  s t a b i l i t y  o f  t h e  u n i f o r m  s t e a d y  
s t a t e  u  =  1 .
In this section we employ the technique used by Bartuccelli et al. [11] to prove the 
convergence result for the equation (4.1.4) in the following setting:
ut =  - 6 u xxxx +  uxx -  auux -  /3u(u -  1) ( w  -  7 ) ,  0 <  x <  L, t >  0,
initial condition u(#,0) =  no(^)> (4.2.5)
periodic boundary conditions at x — 0, L.
We center equation (4.2.5) on the uniform steady state u =  1 by introducing a 
function v (x ,t )  as
u(x,t )  — 1 +  v(x, t), (4.2.6)
and the following time-dependent functionals
dNv 2
Jn  :=
r 1 a " v \
~  Jo \ d * P )
dx.
dxN
Substituting (4.2.6) in (4.2.5) we obtain an equation for the function v in the form
Vt =  - 5 v xxxx +  vxx -  avx -  avvx -  (3(1 -  f ) v  -  /3(2 -  y )v2 -  (3vd. (4.2.7)
If one can show tha t \\v(-} £)||oo —> 0 as t -+  00 then this implies a uniform con­
vergence of solutions of the equation (4.2.5) to the non-trivial steady state u — 1. 
Thus, we start the analysis by investigating the evolution equation for the L2-norm 
of v , namely, Jo- Differentiating J 0 with respect to time and inserting the right hand 
side of (4.2.7) after some computations give
1 j 0 =  —dJ2 — J\ — (3(1 -  y)Jo — (3(2 — 7) /  vzdx — (3 [  v4dx, (4.2.8)
2 Jo Jo
where the a-terms vanish under the periodic boundary conditions. By using the 
fact that
~(3(2 - 7 ) /*  v3dx <  f i (2 - ^ W v WooJq, 
Jo
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and
—j3 f  vAdx <  —/JL^Jq,
Jo
the equation (4.2.8) turns into
I  Jo< - S J 2 - J,9(1 -  7) Jo +  9(2 -  7)|MU</o -  Jo- (4-2.9)
Now, the last term to be estimated is ||'u||00. This can be achieved using the following 
recent interpolation inequality with the sharp and explicit constant [49]
IMIco <  cJ21/84 /8 +  L - ' / Z j 1/ 2, C =  ( J ) 1/8 . (4.2.10)
Applying this inequality to the fourth term in (4.2.9) we arrive at 
<  - S J 2 -  j, -  9(1 -  7) Ji> +  9c(2 -
+9(2 -  i ) L ~ 1/2Jl/2 -  . ( 4 . 2 . 1 1 )
Next, we employ Young’s inequality to split the term /3c(2 — 7) J ^ 8 J<Y8 into two as 
follows,
9c(2 -  7  ) 4 /84 i/8 < ^
Substituting this expression in (4.2.11) one obtains
1 f- 76 T T nh-> T I 7 (/3c(2 _ t))8/7 91'7-  — £"42 ~  Jl~9(1 -  7J-'o +  g  7^7-Jo
+ 9 ( 2 - 7 ) i - 1/24o/2- ^ " V o 2-
By neglecting the first two negative-definite terms one gets the following inequality 
for Jo
1 ;  .  ,.u  , 7  (9C(2 -  7))s/7 ,11/7
2 Jo <  - p (  1 -  7) Jo +  g  ^1/7------J0
+9(2 -  7 )L~1/2 Jq/2 -  9 i - 1402 :=  / W -  (4.2.12)
From assumption f5 >  0,7 <  0 it follows that /3( 1 — 7) >  0, and we may conclude
that for J0 small, and for J0 large the function /(Jo) is negative. It is easy to check
that f ( L )  =  -  ^  7)) ■ T 11 /7 >  0, hence /(Jo) is positive in some intermediate
8 o1/'
range. Therefore, if Jo(0) <  J*, where J*  is the smallest positive root of /(Jo) =  0, 
then Jq —> 0 as t -7 00.
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Next, we differentiate the equation (4.2.7) with respect to x and obtain the 
following evolution equation for Ji\
Y p L  p L  p L  p L
~ J i =  5 j  xxxxx^x ±  I vxvxxxdx Oi I vxvxxdx cx I vvxvxxdx 
2 Jo Jo Jo Jo
p L  p L  p L  p L
- a  / v^dx — /3( 1 — 7 ) / v2xdx — 2/3(2 -  7 ) / vv^dx — 3/3 v2v\dx.
Jo Jo J o J o
After some computations we obtain
7 ( a c y n  n/7 . /3 ( 2 - 7  )2
j 3 ~ j 2  +  W n \ Y )  J l 3
Finally, combining the last two terms gives
i f  ^ 15 t r 1 7 ( a c y
2 -  - J j * ~ J2 +  W n  I T i  Jl +  3 Jl-
J3
By omitting the second negative-definite term and using the fact tha t — J 3 <  — ~
J 0
we arrive at
As it was previously proved, Jo -> 0 as t -7 00, and consequently, we may conclude 
that
Ji(t)  < const, t > 0.
W ith the help of the interpolation inequality for |M|oo in the form
M U  < j 1/V 01/4 +  l - 1/2j 01/2,
and employing the above-mentioned results we have that ||u||oo —>• 0 as £ —^ 00, and 
accordingly lim *-^ u (x , t) =  1 uniformly in x.
Below, we summarize our findings in the following theorem which represents a 
condition on the initial data tha t is sufficient for convergence.
Theorem  3 S u p p o s e  t h a t  a ,  /3, 5 >  0 a n d  7 <  0. I f  th e  i n i t i a l  da ta  sa t i s f y
f  ( u ( x ,  0) -  1 )2d x  <  J*,
Jo
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/(Jo ) =  -0 (1  -  7 ) Jo +  f V ))8V 7 +  ^  “  * L_1/2J»/2 -  pL ~KJ° =  0
with c =  ( ^ ) 1/^ 8> then the solution u(x ,t )  of (4-2.5) satisfies
lim u (x , i) =  1t—>00
uniformly in x E [0, L].
4 . 3  T r a v e l l i n g  w a v e s
In this section, the geometric singular perturbation theory and Fenichel’s invariant 
manifold theory [28, 56] are used to prove the persistence of the travelling wave 
solutions for the equation (4.1.4) on an infinite domain. Similar techniques have 
been used to prove persistence for the delayed Fisher equation in Ashwin et al. [4] 
and also for the fourth-order diffusion equation in Alcveld and Hulshof [2].
It is known that the Burgers-Huxley equation (4.1.1) admits travelling wave 
solutions of the form (4.1.2) connecting the two steady states u — 0 and u — 1. 
We intend to show that for the extended Burgers-Huxley equation with the small 
perturbation parameter multiplying the fourth-order derivative term these travelling 
wave solutions persist. Let 5 =  e2 with e C l ,  then (4.1.4) becomes
lit ~~ £ 'M'xxxx "Y~ 'U’xx cruUx f)u(u l ) ( ,i4 x ^ ( oo, oo). (4.3.14)
Looking for the travelling wave solutions of the form
u(x, t) =  U (z ), where z — x — ct,
and inserting this into (4.3.14) we obtain
e2U ""  +  U" -  a U U ’ +  cU' -  /3U(U -  1 ) (U  -  7 ) =  0. (4.3.15)
By defining U'  =  v ,v '  =  y and ey1 =  w one can rewrite (4.3.15) as the following
where J* is the smallest positive root of
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system of O D E s
or, equivalently,
v =  V,
y' =  - w ,
w' =  - ( y -  aUv +  c v -  [JU(U  -  1)(C/ -  7 )) 
6
(4.3.16)
Yz =  F ( Y ) ,  F ( Y )  —
y
1
- w
€
-  (y — aUv  +  cv — /3U(U — 1)(?7 — 7 )) 
\  £
V
, Y  =
y
( w  )
The equilibrium steady states for this system are E° =  ( U , v , y , u/) =  (0,0,0,0) and 
E 1 =  (U,v ,y ,w ) =  (1 , 0, 0,0). The linearization near the steady state E° has the 
following properties. Let
/  n , n n \
4 0 =  £»F(E°) =
1 0 0
0 1 0
0 0 1/e
 ^ ~P 'y /6 c! e i / £ 0 j
and the characteristic equation for A q is
£2A4 — — cA +  /±y =  0. (4.3.17)
For e =  0, this equation has two roots in the left complex half-plane. Recalling that 
7  < 0, one has to require c >  to ensure tha t both of these roots are real
(for sufficiently small c). Violation of this condition would result in oscillations of 
U  about the origin, which should be excluded since we restrict ourselves to the case
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Figure 4.2: Qualitative positions of the eigenvalues A. Left: Spectrum of A 0. Right: 
Spectrum of A\.
of U >  0. For e > 0, the qualitative positions of the eigenvalues A are pictured in 
Figure 4.2 (left). Similarly, the linearization near the steady state E 1 is
(
A ,  d=  DFE1)
0 1 0 0
0 0 1 0
0 0 0 1/s
- l ) / e (c — a ) /s 1/s 0
\
with the corresponding characteristic equation for A\
£2A4 — A2 +  (a  — c)A — $(7  — 1) =  0. (4.3.18)
Positions of A in this case are displayed in Figure 4.2 (right). From Figure 4.2 one 
can gain tha t for e sufficiently small there are the following situations. Let c >  0 be 
defined by (4.1.3). Then, for a  > 0, (3 >  0,7  < 0 the equation (4.3.17) has four real 
roots: three negative and one positive. Likewise, for the same range of parameters, 
the eigenvalues at the steady state E 1 determined by equation (4.3.18) are also all 
real: two positive and two negative. Therefore, the sum of the dimensions of stable 
and unstable manifolds is five, while the phase space has the dimension four. For 
this reason these manifolds can in principle intersect along one-dimensional curve in 
R4, and we must check tha t this is what actually happens. Below we shall prove the 
existence of a connection between E° =  (0,0,0,0) and E 1 =  (1 ,0,0,0). We rewrite
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the system (4.3.16) in the following way: 
dU
dz V
dv
T z = v
dy
£ —  =  W
dz
(4.3.19)
e - f -  =  y -  aUv  +  c v -  /3U(U -  1 -  7 ),
dz
and with C =  z/e, it becomes 
dU
~j t = £ V
d (
dv
dC,
(4.3.20)
dy
1 7 = wd (
±  =  y- aUv +  c v -  p U (U  l ) ( t /  -  7 ).
“C
We call this system the “fast system” associated with (4.3.19). If in (4.3.19) e — 0, 
then U  and v are governed by
d2U  dU TTdU OTT,Tr lWrr , n dU
while y and w must lie on the set
Mo := {([/, v, y, w) £ M4 : w =  0 and y — aUv  +  cv — /3U(U — 1 ) (U  — 7 ) =  0},
which is a two-dimensional submanifold of R4.
We claim that for e sufficiently small there exists a two-dimensional sub-manifold 
M e of R4 which is within 0 ( s )  of M0 and which is invariant for the flow (4.3.19). 
By Fenichel’s invariant manifold theory such a perturbed invariant manifold Me
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will exist if M0 is “normally hyperbolic” .
D efin ition  (Fenichel [28]). The manifold M0 is said to be normally hyperbolic if 
the linearization of the fast system, restricted to Mo, has exactly dim M0 eigenvalues 
on the imaginary axis, with the remainder of the system hyperbolic.
The linearization of the fast system (4.3.20), restricted to M q (i.e. £=0) has the 
matrix
^ 0 0 0 0 ^
0 0 0 0
0 0 0 1
s — av c — a U  1 0\
(4.3.21)
/
with
s =  297U  -  30U 2 +  2/3/7 -  97 .
This matrix has eigenvalues 0 ,0 ,—1,1. Thus, M0 is normally hyperbolic, and the
perturbed manifold M £ exists.
Next, we determine the dynamics on M e. In order to do it let us write
M s =  {(U,vyw)6 R4 : w =  g {U ,v ,e ) ,y  =  h (U ,v ,e )
+  aUv — ao +  fSU{U — 1)(/7 — 7 )}, (4.3.22)
where the functions g and h (to be found) satisfy
g (U ,v ,0 )  =  h(U,v,0 ) =  0.
Substitution of (4.3.22) into (4.3.19) gives that g (U ,v ,e )  and h(U,v ,e )  satisfy the 
following system
£ v ~ z  +  ~  (h +  aUv — cv +  (3U(U — 1 ) (U  — 7)) — ch +  c2v — acUv . oU  ov
—/3cU(U -  1 ) (U  -  7 ) -  3/3U2v +  2j3'yUv +  2(3Uv -  (3yv 9,
v w  +  i jv^h + a U v  ~ c v + p u ( u  ~ w ~  4 )
Now, we expand g and h in Taylor series in the variable e:
g (U ,v ,e )  =  g (U ,v ,0 )  +  £ge(U,v ,0 )  +  ^e2g££(U,v,  0) +  ...
=  h .
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h(U, v, e) =  h(U, v, 0) +  ehs(U, v, 0) +  \e2hce{U, v, 0) +  ...
Powers of s°  give
g(U ,v ,0 )  =  h {U , v ,0 ) = 0 ,  
as expected. At the next order of e we obtain
ge{U, v , 0) =  c2u -  acUv  -  c0Z7(17 - ! ) ( [ / -  7) -  fdv [3U 2 -  27U -  217 +  7] , 
fre( t/ ,v ,0) =  0,
and powers of £2 give 
gEe(U,v,  0) =  0,
h££(U, u, 0) =  v [c(—av -  3/3U2 +  2/317(7 +  1 ) -  /37 ) -  6/3C7 +  2/37  +  2/3]
+  [-cu +  aUv  +  (3U{U - I  ) ( U -  7)] [c2 -  acU -  3/3U2 +  2:/3jU +  2/3C7 -  /37] .
Thus,
h ( U , v , e ) = e 2hi(U,v ,e ) ,
where
hi (U ,v ,e )  =  i / i ee([/,u,0) +  0(£),
and the system (4.3.19) becomes 
dU
dz ~ V)
(4.3.23)
dv
—  =  aHt) -  cw +  /3C/(a -  l)(t/ -  7) +  s ^ h ^ U . v . s ) .
CbZ
These equations determine the dynamics on the “slow” manifold M £.
4 . 4  T h e  f l o w  o n  t h e  m a n i f o l d  M e
When 6 =  0, system (4.3.23) reduces to a system of coupled first-order ODEs for the 
travelling front solution of the Burgers-Huxley equation (4.1.1). This system has 
the following equilibria of interest: (U ,v )  =  (0,0) and (U ,v )  =  (1,0). Let (Uq, v0) 
be the solution of (4.3.23) when e — 0, then in the (JJ, v)  phase plane this solution 
is a connection between (1,0) and (0,0). We now employ the Fredholm theory to
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show tha t for e > 0 sufficiently small there exists a heteroclinic connection between 
the critical points (1,0) and (0, 0) of (4.3.23). This connection corresponds to a 
travelling wave solution of (4.3.14).
To seek such a connection, set
U  =  Uo +  e2U, v =  i/o +  e2v,
and substitute into (4.3.23). To the lowest order in e the system governing (U,v) is
T f  " 1v) \hi(Uo,v0,0) J
(4.4.24)
and we want to prove this system has a solution satisfying
U, v —» 0 as z -* ±oo.
By Fredholm theory, the system (4.4.24) has a square-integrable solution if and only 
if the following compatibility condition holds
r  f x © ,  (  ° ) ' ) d » = o ,
■/-oo y ^ h1(U0(z),v0(z),0) j  J
for all functions x(^) in the kernel of the adjoint of the operator defined by the 
left-hand side of (4.4.24). The adjoint system for (4.4.24) has the form
dx _  (  0 - 3 pu l  +  2/5(7 +  1)V0 -  M  -  av0
* 1 - 1  c -  aUo
As z —> oo we have Uq —t 0, —> 0, and the matrix in (4.4.25) is then a constant
matrix with eigenvalues A satisfying
A2 -  cA -  07 =  0. (4.4.26)
From (4.4.26) we can see tha t both eigenvalues are positive or have a positive real 
part (since 7  < 0,/5 > 0), and as z -A 00 any solution of (4.4.25), other then the 
zero solution, must grow exponentially. The only solution in L 2 is therefore the zero 
solution x(.z) =  0, and consequently the Fredholm orthogonality condition holds. 
Thus, we have proved the existence of the desired connection on the manifold M e. 
These results are summarized in the following theorem.
x. (4.4.25)
± ( u \ (  0 1
d% \ v  J -  2^(7 +  1)U0 +  $ 7  +  avQ aUQ -  c
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T h eo rem  4 For c >  0 defined in (4.1.3), there exists e0 such that for every e G 
(0,£o]> equation (4-3.14) admits a travelling wave solution u(x ,t )  =  U (z ) satisfying 
U ( —oo) =  1 and U ( oo) =  0, where z =  x — ct.
5C o m p a r i s o n  a n d  c o n v e r g e n c e  t o  e q u i l i b r i u m  i n  
a  n o n l o c a l  d e l a y e d  r e a c t i o n - d i f f u s i o n  m o d e l  o n  
a n  i n f i n i t e  d o m a i n
5 . 1  I n t r o d u c t i o n
The material of this chapter is submitted for publication as a research paper; see 
Kyrychko et al [64].
In a recent paper, Gourley &; So [41] derived a partial differential equation satisfied 
by the total number of mature adult members of a population on an infinite one­
dimensional domain. In the situation when no positive equilibrium exists, they 
proved global attractivity of the zero equilibrium. Extending their study, we shall 
consider their equation and prove the attractivity of the non-zero steady-state when 
it exists.
The equation considered by Gourley and So [41] is
p o o  p o o
wt -  Dwxx +  dw =  / f (a )e~da b(w(t -  a, x -  y ) )T(a, y) dijda, (5.1.1)
Jo J — oo
where w(t,x )  is the total number of mature adults at ( t ,x),  D  >  0 and d >  0 are 
the diffusion and death rates respectively, b(w) is the birth function, which satisfies
6(0) =  0, / (a )  > 0 is a probability density function satisfying
ro 
and
p o o
Jo
f ( a )  d a =  1
V(a,x )  = - FL = e - * 2/iD^ (5 1 2 -)
V Y rD a
The initial data for this problem has the form
w(s, x) =  Wq(s, x) for (s, x) G (—oo, 0], x ( —oo,oo)
60
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where u/oY %) >  0 is a prescribed function.
Obviously, w =  0 is one equilibrium solution of (5.1.1). In this chapter, we shall 
consider the case when the equation also possesses a positive equilibrium w* >  0.
5 . 2  M o n o t o n e  b i r t h  f u n c t i o n
Let w* be a positive equilibrium for (5.1.1). The existence of such aw* > 0  depends 
on the death rate d, the birth function b(w) and the kernel / .  If such an equilibrium 
exists then it must satisfy the equation
b (w* )f (d )  =  dw\ (5.2.3)
where f (d )  denotes the Laplace transform of / .  In this section we will prove tha t 
if b(w)  is a monotonically increasing function and a positive equilibrium w* exists, 
then w(t, x)  —> w* as t —> oo.
We shall make the following assumption:
A ssu m p tio n  A l:  The distribution f ( a ) satisfies f (a )  >  0 and J0°° f (a)da =  1. The 
birth function b(w) satisfies 6(0) =  0 and is an increasing differentiable function with 
b'(w) <  B  for all w >  0 where B  is some positive constant. Also, there exists an 
equilibrium w* > 0 of (5.1.1) such that b (w )f (d )  >  dw when 0 < w <  w* and 
b (w )f (d )  <  dw when w > w*.
These assumptions are biologically reasonable. It follows from Assumption A l  
tha t f (d )  b' (0) > d, and it can be shown under these circumstances that the zero 
equilibrium of (5.1.1) is linearly unstable.
We can now prove the following comparison theorem.
T h eo rem  5 Let Assumption A l  hold and let T(a, x) be given by (5.1.2). Let 
w+ (t, x) and w~(t,x)  be bounded functions such that
P O O  P O O
wf — Dwfx +  dw+ — / f (a )e~da /  b(w+ (t — a, x — y) )T(a, y) dyda
Jo J—oo
P O O  P O O
>  wf  -  Dwfx +  dw~ -  / f (a )e~da / b(w~(t -  a, x -  y ) )T(a, y) dyda (5.2.4)
J 0 J—oo
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for t >  0, x £ R and
w+ (s : x) >  w~(s ,x )  for s <  0, s G R  
Then w+ (t , x) >  w~(t, x) for all t >  0, x €. R
P ro o f. The proof of this result borrows ideas from the proof of the Phragmen-
f (a )e  da / [b(w+ (t — a, x — y ) )  — b(w (t — a,x — y ) ) ]T (a ,y )dyda  >  0.
Applying the mean value theorem to the integrand in the LHS of the above, we have 
ojt — Dtoxx +  doj
poo poo (5.2.5)
— f (a )e  b'(9(t — a, x — y))co(t — a,x — y)T (a,y )  dyda >  0,
J  0 J —oo
where 9(t,x)  is between w~(t ,x )  and w+ (t,x) .  By hypothesis w+ (s,x )  >  w~(s,x) 
for s G (-oo ,0] so tha t w(s,a;) >  0 for all s G (—oo, 0]. We want to show that 
u)(t, x) >  0 for a lH  >  0, x G R  For a fixed c > 0 introduce the function v (t ,x )  
defined by
Lindelof principle for uniformly parabolic operators (see Protter and Weinberger 
[75], p .183). Define lj =  w+ — w~. Then (5.2.4) can be rewritten as
ojt — D ojxx +  dtu
‘OO
—oo
(5.2.6)
where (3 >  0 and 7  >  0 are to be determined. In the first instance we shall show 
that v(t, x)  (and hence co(t, x ) )  is positive on the time interval [0, 7 / 2c] for a suitable 
7-
In terms of v(t, x), the differential inequality (5.2.5) becomes
x T (a ,y) dyda.
Nonlocal delayed reaction-diffusion model on an infinite domain 63
Thus, (5.2.7) becomes
vt -  D v xx -  ! ^PfBctVx +  {(3 +  d -  x l ^ b c t ]  v
poo ca_2 pOO c(x-y)2
> / f (a )e~dae~l3ae~1-*Dct / b'(0(t — a, x — y ) ) v ( t  — a, x — y )e1~4Dc(-t~a'>
J  0 J  —oo
x r (a ,  y) dy da
(5.2.8)
and our intention at this stage is to show tha t v ( t , x) >  0 for t € (0, l / 8£c]. Suppose
this is false and tha t v goes strictly negative for some such t and some i e l ,  Since
v (t ,x )  —* 0 as |a;| —¥ oo it follows tha t v must attain a negative global minimum
^min <  0 at some point (£*,£*) € [0, l / 8£c] x R. This cannot be at t =  0 (since
v(0, a;) >  0). Therefore (t*,#*) is either an interior point of [0, l / 8£c] x  R, or at
t — l / 8£ c . In either case we have vt < 0, vx =  0 and vxx >  0 at (£*,#*)• From
(5 .2.8) we deduce that, at (£*,£*)>
( o ,  2Dc \
Y + d  i - 4 0 r f » r min
r ° °  j  oxi r ° ° c(x,-p)2
> / f (a )e  e pae (Q(U — a,x* — y) )v (t *  -  a,x* -  y)e
J 0 J—oo
xT(a, y) dyda
r ° ° . cxl r ° °  c(x*-v)2
>  Vmin /(a )e  dae ?ae !-«**. / b'(0(U -  a, a* — y))e i-4£>C(t.-«)
«/ 0 J —oo
xT(a,y) dyda.
Since i;mjn <  0, this implies that 
2Dc
(3 +  d —
7°° , /□ I 00 . c(^-y)2
<  / f (a )e~dae~Pae~ i -u te  / b'(6(t* — a, x* — y))e1- 4£>cti*-a>r(a, y) dyda
J 0 7 — oo
Z*00 j a ca:* /*°° c(g!<i —3/)2
< B  f (a )e  e~pae~ i—i-oct* / e 1- 4£,c<t*-a)F(a, y) dy da.
J o 3—oo
Since r ( a ,  a;) is given by (5.1.2) we can evaluate the inner integral exactly. After 
some algebra, we conclude that
2Dc poo / l  — 417c£* +  4£ca  .
P +  d - T = W F N B L  /(a )e  e V i - i D c t .  da- ( 5 -2 -9 )
We do not know £* exactly, and £* could depend on /3. However, we do know that 
t* is confined to the interval (0, l / 8£c]. In the light of this fact, a contradiction
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can now be obtained from (5.2.9) by taking fi sufficiently large. This contradiction 
shows that v(t, x)  >  0 (and hence also w(t,x)  > 0) for ( t ,x )  G (0, 1/8jDc] x R.
The whole of the above argument can now be repeated with t — 1 /8Dc  as the ini­
tial time instead of t =  0, and we conclude that co(t, x) >  0 for t G [1/8Dc, 2(l/8Z9c)]. 
This process can be continued to include arbitrarily large times, and so the proof of 
the theorem is complete.
C o ro lla ry  5.2.1 Let w+ (t,x )  be the solution of (5.1.1) corresponding to the initial 
function Wq ( s, x ) and assume that Wq ( s, x ) >  w0(s,x )  for all ( s ,x )  G (—oo, 0] x R. 
Then w+ (t , x) >  w(t , x) for all (t, x) G (0, oo) x R.
P ro o f. In Theorem 5 let w~(t ,x )  =  w(t,x) .  Since w+ and w are both solutions 
of (5.1.1) the differential inequality (5.2.4) trivially holds (both sides of it are zero).
C o ro lla ry  5.2.2 Let w~(t ,x ) be the solution of (5.1.1) corresponding to the initial 
function u)q ( s, x) and assume that wq (s, x) <  Wq(s, x) for all (s, a;) G (—oo, 0] x R. 
Then w~(t ,x )  <  w(t ,x )  for all (t,x) G (0,oo) x R.
P ro o f. In Theorem 5 let w+ (t,x )  =  w(t,x).
C o ro lla ry  5.2.3 Let w* >  0 be a positive equilibrium for (5.1.1), and assume that 
wo(s,x)  >  w* for all {s,x)  G (—oo, 0] x R. Then w(t ,x )  >  w* for all (t ,x )  G 
(0, oo) x R.
P ro o f. In Theorem 5 let w+ (t, x) =  w (t , x)  and w~(t , x) =  w*.
C o ro lla ry  5.2.4 Let w* >  0 be a positive equilibrium for (5.1.1), and assume that 
w0(s ,x )  <  w* for all {s,x )  G (—oo,0] x R. Then w(t ,x )  <  w* for all (t ,x )  G 
(0, oo) x R.
P ro o f. In Theorem 5 let w~(t , a;) =  w(t , x). and w+ (t, x) =  w*.
In summary, if Wq ( s, x ) <  w0(s ,x ) <  w^(s,a/) then w~(t,x )  <  w (t ,x )  <  
w+ (t,x).  Hence, if w~(t ,x )  and w+ (t, x)  both approach w* then so does w(t,x).
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5.2.1 Convergence to w*
Let Wq( s, x ) be the initial data for (5.1.1). Define w f (s ,x )  and -lUg"©#) by
wQ ( s ,x ) =  min{u/o(s, a;), w*}, for (s, x)  G (-o o , 0] x l ,
W q ( s , x ) = m a x{wQ(s ,x ) ,w* } ,  for (s,a?) G (—oo, 0] x M, 
and let w~(t , :r) and w+ (t , a;) be the solutions of (5.1.1) corresponding to the initial 
conditions x)  and Wq(s,x)  respectively. Obviously w f (s ,x )  <  w0(s ,x ) <
lu ffs ,a ), and hence w~(t,x)  <  w(t,x )  <  w+ (t,x).  In order to show that w(t ,x )  —>■ 
w* it is therefore sufficient to show that w~(t,x)  —> w* and w+ (t,x )  —> w*.
We shall start by showing w~(t, x)  -+ w*. This will be achieved in three stages: 
Propositions 6 and 7 below, and then Theorem 5.2.5. We shall then state the corre­
sponding result for w+ (t, x) in Theorem 5.2.6. The reader may note in advance tha t 
the key assumptions on the model parameters are encapsulated in Assumption A l. 
The further assumptions needed for Propositions 6 and 7 (and for corresponding 
omitted propositions tha t lead to Theorem 5.2.6) are assumptions on the initial 
data, and these assumptions essentially state tha t W q ( s ,  x) — w* must be L2 in x for 
each s <  0. Thus, in particular, the initial data must approach w* as |rr| -> oo.
Now tu?(s, x) <  w* so by Corollary 5.2.4 it follows that w~(t, x)  <  w*. Introduce 
the function v~ defined by
Then v > 0  and our aim is to show that v (t, x) —>■ 0 as t oo. We deduce 
from (5.1.1) that v~ satisfies
v f  -  D v xx +  dv -  dw* =  ~  f (a )e  da / b(w* - v  ( t -  a , x -  y) )T(a, y)dyda
JO J —oo
(5.2.11)
V =  w* — w .
with initial data
v 0 (s, x)  := w* — wQ (s, x ) >  0, ( s ,  x)  G (—oo, 0] x M.
P ro p o s itio n  6 Let Assumption A l  be satisfied and let the initial data v f ( s ,  •) G 
L 2( —oo,oo) for each s < 0. Assume also that
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Then the following estimate holds:
/ t  j  p o o  p OI K W I I I d s <  l l « o ' ( 0 ) l l l  +  7(d) Jo | | « ^ ( s ) | | | d s d a .
(5.2.12)
P ro o f. Multiplying equation (5.2.11) by v~(t, x), integrating with respect to x over 
(—oo, oo) and then with respect to time over [0, t\ yields:
IKOOII2 +  2d [  \\vx (s)\\lds +  2d [  ||v"(s)||£ds 
Jo Jo
p t  P O O
-2dw*  /  v - { s , x )d x d s  =  \\vg(0)\\l +  2I1, (5.2.13)
Jo J —oo
where
U  p o oP t P O O  P O O  P O O
Ii  =  — / / i;- (s,a;) / f (a )e~da b(w* — v~ (s  — a,x — y))Y(a,y)dydadxds.
Jo J—oo Jo J—oo
From Assumption A l  we know (since v~ >  0) that
b(w* — v ~ ) f (d )  >  d(w* — v~). (5.2.14)
Therefore,
U  P O O  P O O  P O OP t
h < -  / v ~( s , x )  / f ( a ) e ~da - ( w * - v ~ ( s —a, x —y))Y(a,  y )dydadxds
Jo J —oo Jo j -oo f \ d )
p t  P O O  P O O  P O O
7 , A / / V~(s ,x) / f ( a ) e ~da / T( a , y )dydadxds
fyd) Jo J-oo Jo J-oo
dw* rt
lifl
" t  P O OP t  P O O  P O O
— / / v~ (s ,x )  / f (a )e~da / v~(s  — a,x — y)T(a,y)dydadxds
I) J 0 J —oo Jo J —oo
— Jq +  h -
m
One can further simplify J0 as
p t  P O O
I q =  —dw* / / v~(s,x)dxds.
J  0 J —oo
Now let us estimate I 2:
' t  P O O
I  -  d19. — "=■
<
p t  P O O  P O O
/  V~(s ,x )  f (a )e~da /  v~(s  -  a,x -  y)T(a,y)dydadxds
J(d) J0 J- 00 Jo J- 00
J  p t  P O O  P O O  ,  P O O  P O O  .
/ / f (a )e~da r(o,2/)| / ( v ~ )2(s ,x )dx+ ( v~ )2(s -a ,x -y )dx\dydads
Jq Jo J—00 ' . / —oo 7—oo2/(<0
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j  p t  p o o  p o o
= 2 / ( d )  / o  Jo f ( a)e~da JI X < b 2 / ) { I K W I I l  +  I K ( s - a ) l l l }
=  t j 0 2J ( d ) j o  L  / (a) e~ 7 li r (S ~ a)ll2Cia(:iS-
We need to estimate the second integral in the above. We have
noo p o o  p tf ( a ) e ~ da\ \ v~( s  — a)\ \2 d a d s  =  / f ( a ) e ~ da \ \v ~(s  -  a ) \ \ l  d s  d aJo Jo
p o o  p t —a  p o o  p t
=  / f { a ) e ~ da \ \ v ~ ( s ) \ \ l d s d a <  / f ( a ) e ~ da ||*r(s)||^dsda 
J q J —a  Jo J  —a
p o o  p 0 p o o  p t
=  / f ( a ) e ~ da / ||U(7(s)|^dsda+ / f ( a ) e ~ da / \ \ v~[s ) \ \ l  d s  d a
Jo J - a  Jo Jo
p o o  p O  p t
=  / f { a ) e ~ da / \ \ v f ( s ) \ \ l d s d a  +  f ( d )  / ||u- (s)||^ds .
Jo J — CL J  0
Therefore,
p t  p o o
I i  <  —dw* / / v ~ ( s , x ) d x d s
J O  J —oo
+  2 7 (d ) f t , f  I K ( s ) l l i d s d a  +  d j ^  ||?T(s)||ds.
Inserting this estimate into (5.2.13) we have
p t  p t  p t  p o o
lb~Wll2 +  2D / \ \ v ; ( s ) \ \ l d s  +  2d  / \ \ v - ( s ) \ \ l d s - 2 d w *  / / v ~ ( s , x ) d x d s
Jo Jo Jo J - oo
p t  p o o j p o o  p O
< —2dw* / / v ~ ( s ,  x ) d x d s  +  -  / f ( a ) e ~ da / ||(s)|||dsda
Jo J - oo / W  Jo j-a
+ 2d f  ||u“ ( s ) | |^ s +  |K ( 0)||1 .
Jo
Finally, one has
||«-(t)||* +  2 D  J )  ||»-WIIJ* <  IKo (0)||1 +  ^ 1 ° °  / M e " * f  IK  («)|||cfoda,
(5.2.15)
and the proof of Proposition 6 is complete.
Proposition 7 L e t  th e  h y p o t h e s e s  o f  P r o p o s i t i o n  6 be sa t i s f i ed , to ge th er  w i t h
p o o  p  0
/ f ( o ) e ~ da \ \ v f x ( s ) \ \ l d s d a  <  oo.
Jo J  —a
T h e n  t h e  f o l l o w i n g  e s t im a t e  h o ld s :
[  IK tW II* d s  +  D \ K x (t )\\ l +  d \\ v - { t )\ \ l <  £ 11^ ( 0 ) II2  +  d | |^ (0 )lli
Jo
| |w - ( 0 ) | | 2  + J ( d j j 0 IK M H ad sd a
p o o  p O
+ B 2f ( d )  / f ( a ) e ~ da / \\v^x {s)\\2 d s  d a , (5.2,16)
Jo J - a
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2 D
'0
w h e r e  B  is  d e f in e d  i n  A s s u m p t i o n  Al.
P ro o f. Differentiating (5.2.11) with respect to x  gives
p o o  p o o
v f t - D v f x x + d v f =  f ( a ) e ~ da / b ' ( w * - v ~ ( t - a , x - y ) ) v f { t - a , x - y ) T ( a , y ) d y d a .
Jo  J  — oo
(5.2.17)
Multiplying (5.2.17) by v f t and integrating with respect to x  over (—0 0 , 0 0 ) and 
then with respect to time over [0, t ] yields
2  /  IteM iU d s  +  B l t e W I I I  +  W ill =  r i K x J 0) ^  +  J IK x W II 2  +  2 /3 >
Jo
(5.2.18)
where
p t  p o o
h  =
 p o o  p o o
/ / v f t ( s i x )  / f i a ) e ~ da / b ' [ w * — v ~ ( s — a, x — y ) ] v f ( s — a, x — y ) T ( a ,  y ) d y d a d x d s
JO J —00 Jo J —00
p t  p o o  p o o  p o o
< B  / / f ( o ) e ~ daT ( a , y ) \ v f t ( s , x ) v f ( s  -  a , x  -  y ) \ d y d a d x d s
Jo J —00 J 0 J —00
no o  P O O  P O Of ( a ) e ~ da / r (a , y )  / |v f t ( s ,  x ) v f { s  - a , x -  y )\ d x d y d a d sJ —00 J—00
~ B I o L  d y d a d s
=  B  L  Jo f ^ 6~ da +  \ B h d^ V*'<S “  d a d s
=  \ J  I K t M l l l *  +  -  a ) f 2d a d s .r0 *  * 0  *0
Consider the double integral in the above:
n  p o on  Pt
f ( a ) e ~ da\ \ v f (s  -  a )\ \ ld a d s  <  f { d )  / ||u“ (s)||ids
Jo
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p o o  p  0
+  / f { a ) e ~ da / \ K , x ( s )\\ldsda■
7o 7 —a
We can estimate | | a ;~ (s ) f r o m  (5.2.15):
/
t -I r j  poo pq
I M s)ll2 rfs <  TjIK  ( ° ) l l l +  ll«o (« )lla *r f“
By virtue of all the above estimates one has
d s -
j  p o o  p O
Ifro (0)111 +  J { d j j 0 f(a)eJ K ( s)ll2 rfsci£!
1 p o o  p O
+  2 B 2 f ( d ) J  / ( » ) e - * y  I I V ( s)ll2 dsda>
and the use of this estimate in (5.2.18) will complete the proof of Proposition 7.
Th eorem  5.2.5 L e t  A s s u m p t i o n  A l  h o ld ,  a n d  l e t  v ( f  =  w *  — W q s a t i s fy  a l l  t h e  
h y p o th e s e s  o f  P r o p o s i t i o n s  6  a n d  7. T h e n  v ~ ( t , x )  0 as t  —> oo, u n i f o r m l y  i n  x ,
s o  t h a t  w ~ ( t , x )  —> w * .
P ro o f. Estimate (5.2.16) tells us that
P O O
/ I t e (s ) l l 2 rfs <  O O  
7o
while estimate (5.2.12) implies
P O O
/ IteM lla d s  <  00.
7o
Now let
Then
Also,
/ oo -oo
P O O  P O O
/ Iv ( t ) \ d t =  ||o-(*)||^dt < o o .
Jq Jq
P O O  P O O  P O O
/ \ y ' { t ) \ d t  =  I  / 2 v f ( t , x ) v ~ t ( t , x ) d x
Jo  J o  7 —oo
/*oo />oo
<  / / ( (A  )2(*, ®) +  f c ) 2(^3&)) d t
Jo  7 —oo
/*oo P O O
=  / ll«*W lla < *+  / K t M I I I *
7o 7o
<  oo.
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It is known that if a function y { t )  satisfies
p o o  p o o
/ \ y ( t )\ d t  <  o o  and / \ y ' ( t )\ d t  <  oo,
Jo  Jo
then y ( t )  - »  0 as t  -+ oo. Therefore lim^oo ||wj(t) | | 2  — 0. Next, we shall make use 
of the inequality
ii/iioo <  v w i i / . n i ' * -
Estimate (5.2.12) tells us ||u- (t)||2 is bounded independently of t , and we have just 
shown ||u“ (i)||2 —»■ 0 as t  oo. Hence ^ “ (tJHoo —> 0 as t  - »  oo and the proof of 
the theorem is complete.
We now need to show that w + ( t , x )  —> w *  as t  —> oo. Recall that u/+ (t, a;) is the 
solution of (5.1.1) corresponding to initial data ^ ( s , ® )  with
w/ofts,#) =  m & x { w 0 ( s , x ) , w * } : for ( s , x )  G (—oo, 0] x R.
Note that W q ( s ,  x )  >  w * . From Corollary 5.2.3 it follows that w + ( t , x )  >  w *  for all 
t  >  0,£ G R. Introduce the function u+ defined as u+ =  w +  — w *. From (5.1.1) we 
find that the equation for v +  is
p o o  p o o
v )  — D v + X +  d v +  +  d w *  =  / f ( a ) e ~ da / b (w *  +  v + ( t  -  a ,  x  -  y ) ) T ( a ,  y ) d y d a
Jo  J —oo
(5.2.19)
with initial data
Uofts, x )  :=  u/oftsjz) — w *  >  0, Vs G (—oo,0].
We know that v + ( t ,  x )  >  0 for all ( t , x )  G (0, oo) x R, and we need to show that 
v + ( t , a;) —>■ 0 as t  —> oo.
Equation (5.2.19) has the same structure as (5.2.11), except that the latter has a 
minus sign in its right hand side and in its d w *  term. However, we are now dealing 
with the function w + ( t ,  x), which always remains above w*, and thus the inequality 
from Assumption A l  that is applicable here is b ( w ) f ( d )  <  d w . More precisely, after 
multiplying through by u+ and integrating, the nonlinear term in (5.2.19) will be 
estimated using
b (w *  +  v + ( t  — a , x  — y ) ) f ( d )  <  d ( w *  +  u+ (£ — a, x  — y ) ) .
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This inequality is in the opposite sense to the corresponding inequality (5.2.14) from 
the proof of Proposition 6, but on the other hand we have noted the above point 
about the minus signs. The overall effect is that the analysis leading up to our 
convergence result for w ~  ( t , a;) goes through with no changes other than notational 
ones.
We may now state the following theorem, analogous to Theorem 5.2.5.
T h eorem  5.2.6 L e t  A s s u m p t i o n  A l  h o l d , a n d  l e t  t h e  h y p o t h e s e s  o f  P r o p o s i t i o n s  6  
a n d  7 h o l d  w i t h  Vq r e p la c e d  by Vq =  lo f — w * .  T h e n  v + ( t , x )  —>• 0 as t  -+■ oo, 
u n i f o r m l y  i n  x ,  s o  t h a t  w + ( t ,  x ) —¥ w * .
With w ~  and w +  both tending to w *  as t  —> oo, our comparison theorem yields 
that w  w *  as previously explained, provided the model parameters satisfy As­
sumption A l  and the initial data w q ( s ,  x )  satisfies the hypotheses of Propositions 6 
and 7 together with the analogous results for v+ . These conditions on the initial 
conditions essentially state that u>o — w *  has to be L 2 in x  and so in particular the 
initial data has to be “localised” and decay towards w *  as \x\ —> oo.
5.3 N o n - m o n o t o n e  birth function
In many insect populations it is considered more realistic for the birth function b ( w )
in (5.1.1) to be increasing for values of w  up to a certain value u>max} and then
decreasing for larger w .  The particular choice
b ( w )  =  P w e ~ Aw (5.3.20)
is commonly seen in the literature, and the delayed ordinary differential equation
=  - d w ( t )  +  P w ( t  -  T ) e - Aw(* - T>, (5.3.21)
a t
proposed by Gurney, Blythe and Nisbet [45] and now commonly known as the 
Nicholson’s blowflies equation, has been particularly well studied.
What we shall do in this section is work with a class of birthrate function that 
qualitatively resembles (5.3.20), but without actually restricting to that particular
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Figure 5.1: Graph illustrating Assumption A2. We assume that the equilibrium w *  
satisfies w *  <  w max where w max is the value at which b ( w )  attains its maximum.
functional form. Therefore, for the present section, we shall modify Assumption A l  
to:
Assum ption  A2 . T h e  d i s t r i b u t i o n  f ( a )  s a t is f i e s  f ( a )  >  0 a n d  J0°° f ( a ) d a  =  1. T h e  
b i r t h  f u n c t i o n  b ( w )  s a t is f i e s  6(0) =  0 a n d  b ( w )  >  0 f o r  a l l  w  >  0 a n d  is  a n  i n c r e a s in g  
f u n c t i o n  f o r  0 <  w  <  w max, w i t h  b ' ( w max)  =  0, a n d  d e c r e a s in g  f o r  w  >  w max. 
A ls o ,  t h e r e  e x is t s  a n  e q u i l i b r i u m  w *  >  0 o f  ( 5 . 1 . 1 )  s u c h  t h a t  b ( w ) f ( d )  >  d w  w h e n  
0 <  w  <  w *  a n d  b ( w ) f ( d )  <  d w  w h e n  w  >  w * .  F u r t h e r m o r e ,  w *  <  w max.
Rem arks. Fig. 5.1 illustrates the assumptions in A 2  concerning the birth function. 
These assumptions are satisfied by the Nicholson’s blowflies birthrate (5.3.20) for 
suitable values of the model parameters. Note in particular the assumption
w  <[ ,mmax
above. This states that the equilibrium w *  is within the interval of values of w  for 
which b ( w )  is increasing. This is the case we shall concentrate on. What we shall 
show is that in this case solutions are attracted to the interval [0, w max] so that, after 
a sufficient amount of time, the results of the previous section (for increasing b ( w ) )  
become applicable and the solution finally converges to w * .
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I f w *  >  it/max we expect that equation (5.1.1) should be able to generate dif­
ferent dynamics. Indeed, it is well known that in this situation even the simpler 
equation (5.3.21) can exhibit oscillatory dynamics [45].
Let us define
£ == W Wmax.
From equation (5.1.1) one has
p o o  p o o
ft -  D £ xx +  d (f +  u/max) =  / f ( a ) e ~ da / b { w ( t  - a , x -  y ) ) T { a , y )  d y d a ,
J  0 J  —oo
so that
r ° °  pOO T Ann 1
T(a, y )  d y  d at t - D ^ + d ^  r / («> - * •  j
p o o  p (
<  J  f ( a ) e - d“ J  
where we have used the inequality
oo
oo
i l l  w  d w
b ( w ( t  — a , x  — y ) )  ■=
b [w maj;) -
) J
d w■'max
f (.d) .
r (a , y )  d y d a , <  0
7i \ d w '6(u/max) <
f ( d )
the truth of which can be easily seen from the graph in Fig. 5.1. We have thus 
established that
ft — D £ xx +  d f <  0, t  >  0, s G l ,  (5.3.22)
Let f  ( t , x )  be the solution of
ft =  D £ xx -  d f, t  >  0, x  G R
satisfying f(0 , x )  =  u;(0, x )  — u/max. Then
( f  — “  D ( f  “  i ) x x  +  d (f  — f )  <  0, t >  0, I G I
and ( f  — f)(0,a;) =  0. By the Phragmen-Lindelof principle [75], f  ( t ,  x )  — f  ( t , x )  <  0 
so that f  ( t , x )  <  i ( t , x ) .  But
1 poo j.
f  ( t ,  a;) =  —p = e ~ dt / w(0, x  +  2z V D t )  —
V 77 J —oo
Wr e~z2 dz.
Hence
f  (t, a;) 0, as t  —> oo uniformly in a;.
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Thus,
limsup£(i,a;) <  lim i ( t } x )  — 0, i.e. limsupw(t, x )  <  w max,
t — HO O  t — H O O  t —Y O O
so that w  is attracted to the interval [0, w max] as claimed. Since b ( w )  is increasing 
on [0, w max] the results of the previous section are then applicable and thus w  —>• w *  
as t  —► oo.
D y n a m i c s  o f  a  s t a g e - s t r u c t u r e d  p o p u l a t i o n  
m o d e l  o n  a n  i s o l a t e d  f i n i t e  l a t t i c e
There has recently been some interest in the study of age-structured population
where j  € Z :=  {0, ±1, ± 2 , . . . }  are the integer nodes of an infinite one-dimensional 
lattice. The r-dependent parameters f i  and a  are given by
with d ( a ) ,  D ( a )  and r defined below, and the function B a ( l ) in (6.0.1), which we 
shall sometimes refer to as the k e r n e l , is given by
In their paper, Weng e t  a l [88] actually used the symbol (3 for their kernel. However, 
it is important that their kernel should not be confused with the corresponding kernel 
for a finite lattice (which we are calling (3 in this chapter); thus we shall refer to 
Weng et al’s infinite lattice kernel as B .
In (6.0.1) the parameter r  measures the time from birth until reaching maturity 
and Wj(t) denotes the total number of adults (i.e., the total number of age at least
models on lattices. The following model, which is of particular relevance to the
present chapter, was derived and studied by Weng e t  a l [88]:
~  dmWj(t), t > 0, j  £  Z, (6.0.1). 1
( 6 .0 .2 )
(6.0.3)
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r ) in the j -th patch. The function 6(-), which always satisfies 6(0) =  0, is the birth 
function and the constants D m  and d m  are, respectively, the diffusion coefficient and 
death rate for the mature population,
In (6.0.2), the functions D ( a )  and d ( a )  are the diffusion coefficient and death 
rate for the immature population. For the immature population these rates can 
depend on age a , but for the mature population the diffusion coefficient and death 
rate must be independent of age and they are taken as D m  and d m .
Weng e t  a l [88] derived their model from the following von Foerster type of 
equation:
f h i • chi •
=  D ( a )  [u j + 1 ( t , a )  +  U j - f f t ,  a )  -  2u f i t ,  a)] -  d ( a ) u j ( t , a )  (6.0.4)
with D ( a )  =  D m and d ( a ) =  d m  for a > r .  Equation (6.0.4) incorporates a discrete 
representation of diffusion. Von Foerster equations for the ease of continuous space 
have been considered also, in which case the Laplacian operator can be used to 
model Ficldan diffusion (see [66]). In (6.0.4), U j ( t , a )  is the density of age a  at time 
t  in the jth  patch. Furthermore
/ oo U j ( t ,  a )  da .
In [88] the interest is mainly in the existence of travelling front solutions connecting 
two distinct equilibria. The highly nontrivial matter of the stability of these fronts 
is also investigated. Gourley and Wu [42] continued the study in [88] by provid­
ing conditions under which the population will go extinct, and conditions for the 
existence of periodic travelling waves.
We aim in the present chapter to derive and study an equation analogous 
to (6.0.1) for the case when the lattice is finite, with the nodes being given by 
j  =  1 ,2 ,..., N .  As we shall see, the model changes in two main respects. The first 
is that the discrete representation of diffusion will only be u ) j + i ( t )  +  W j - i ( t )  — 2w f f t )  
at “interior” points of the lattice (i.e. the nodes j  — 2 ,3 ,.. .,  N  — 1) with a different 
expression for the nodes j  —  1 and j  =  N .  We shall use the expression appropriate 
for an isolated lattice which individuals cannot escape from or enter into; this is
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the analogy of the homogeneous Neumann problem (i.e. no flux at boundaries) in 
the case of continuous space. The second and more complicated difference between 
the model of the present chapter and (6.0.1) is that the term with the time delay 
assumes a rather different appearance. The function B a ( l )  given by (6.0.3) is com­
pletely inappropriate for the case for a finite lattice. Additionally, as we shall see, 
in the case of a finite lattice the time delay term no longer assumes a “convolution” 
structure (i.e. depending on the lattice index through the variables j  — k  and k  with 
summation over k ) .  This convolution formulation cannot allow for interactions with 
the endpoints of a finite lattice and therefore is strictly for infinite lattices only.
The derivation in [88] relies heavily on the fact that their lattice was infinite 
(their derivation utilises a discrete Fourier transform technique). For a finite lattice 
a different model derivation is required and this will be the subject of the next 
section.
6.1 Finite lattice: m o d e l  derivation
Let U j ( t , a )  denote the density of the population of the species at the j - i h  patch at 
time t  >  0 and age a  >  0. Let D ( a )  and d ( a )  denote the diffusion and death rates of 
the population at age a . Assume that the patches are located at the integer nodes 
j  —  1 ,2 ,..., N  of a one-dimensional lattice and that spatial diffusion occurs only at 
the nearest neighbourhood and is proportional to the difference of the densities of 
the population at adjacent patches. These assumptions lead to the model
' U\ (£, a )  ’
u 2( t ,  a )
U N - i ( t ,  a )  
y  u N { t ,  a )  y
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D ( a )
0  0  0
0  0  0
-1 1 0
1 -2 1
0  0  0
0  0  0
1  - 2  1
0 1 -1
u f f t ,  a )  
u f f t ,  a )
u N - i ( t , a )
\^  u N ( t ,  a )  )
d ( a )
u f f t ,  a )  
u 2( t , a )
u N - i ( t ,  a )
for t  >  0, subject to
\ u N ( t , a )  J  
(6.1.5)
(6 .1 .6 )u f f t ,  0)  =  b { w f f t ) ) ,  
where W j ( t ) is the total mature population at the j -th patch, given by
poo
w j ( t )  —  / u f f t ,  a )  da , (6.1.7)
J T
and 6(*) is the birth function, which satisfies 6(0) =  0. Furthermore, it is natural to 
assume that
u f f t ,  oo) =  0, t  >  0, j  =  1 ,.. . ,  N .
Note that, at the node j  =  1, the diffusion term is D ( a ) ( u 2 — u f f  with a similar 
expression for the other “end” node j  =  N .  In this way the model (6.1.5) has been 
set up so as to be the discrete analogue of what is commonly called the homogeneous 
Neumann problem in the continuous case, in which no-flux boundary conditions are 
applied. For the heat equation u t =  A u  on a finite domain with homogeneous 
Neumann boundary conditions d u / d n  =  0 on d f l ,  it is well known that u ( t ,  x )  d x  
is constant. An analogous result holds for (6.1.5) in the case when there are no 
births or deaths (i.e 6(-) =  d(-) =  0). Indeed, in this case,
i i  j £ \ M *  -  i c ^ - i l
d u j  (t, a )  
d a
d a
t o ta l  p o p u la tio n  
N —lJV i />oO
+  / F ( a ) ( u j ^ . i ( t ,  a )  — 2 u j ( t ,  a )  +  U j + f f t ,  a )) d a
j= 2
poo poo
+  / D ( a ) ( — u f f t ,  a )  +  u f f t ,  a ) )  d a  +  / D ( a ) ( u N - f f t , a )  — u N ( t , a ) )  d a
Jo Jo
N
-  ) =  °-
7— 1 = 0  = 0  i f  no  b ir th s
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Our intention is to derive from (6.1.5,6.1.6) a
total matured population wfft) j  =  1 ,2 ,... ,7
(  W lW  ^ {  u f f t ,  a )  ^
w f f t ) u 2 ( t ,  a )
d r°° d
d t
WN - i ( t )
\  W N  ( t )  j
J r  d t
U N - f f t ,  a )  
y u N ( t , a )  j
da - [
d_
d a
4 - D ( a )
-1 1 0
1  - 2  1
0 0 
0 0
^ {  u f f t , a )  ^ 
u 2{ t ,  a )
\
0  0  0  
0  0  0
- 2  1
1 -1
u i s f - i ( t ,  a )  
u N ( t , a )  )
d ( a )
u f f t ,  a )  
u 2( t ,  a )
U N - i ( t) a)
u N ( t ,  a )
u f f t ,  a )  ^  
u f f t ,  a )
u N - f f t ,  a )
\ y U N ( t , a )
d a .
(6 .1 .8 )
Assume that the diffusion and death rates of the mature population are age- 
independent, i.e.
D m =  D ( a ) ,  d m  —  d ( a )  for a  G [ r ,  oo) 
are constants, we obtain from (6.1.5) and (6.1.8) that
/
d_
d t
w f f t )
w f f t )
\
WN - i ( t )
\  w N {t) )
t u f f t ,  r )  
u f f t , r )
\ (
+ D r
u N - f f t , r )  
\ u N ( t , r )  )
(
-1 1 0
1  - 2  1
0 0 
0 0
0  0  0  
0  0  0
- 2  1
1 -1
^ (  w f f t )  
w f f t )
w N -fft)
\  W N { t )  J
— dr
w f f t )  
w f f t )
W N - i  ( t )
V )
i for t >  0. (6.1.9)
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In order to have a complete system for Wj(t) we need to calculate Uj(t,r),  j
1 ,2 ,..., AT. For fixed s <  0 let
V f  ( t )  =  U j ( t , t  — s )  for s <  t  <  s +  r .
Since only the mature population can reproduce, we have
( 6 .1 .1 0 )
where b :
V j { s )  =  U j { s , 0 )  =  b { w j ( s ) ) ,
M+ is the birth function. From (6.1.5) we have
( 6 .1 .1 1 )
d
d t
( V f ( t )  \
V 2° ( t )
v S - iW
v t®  y
d  d  
d t  d a
(  -1  1 0 
1  - 2  1
=  D ( t  — s)
0 0 
0 0
0 0 0 
0 0 0
-2  1
1 -1
 ^ U i ( t , a )   ^
u 2 ( t , a )
U N - l i t ,  a )  
yuN{t,a) J
\
a = t —s
y
V?(i)
vs®
\  J
(6 .1 .1 2 )
Before solving system (6.1.12) let us introduce the function ( 3 { t , k , j )  defined by
1=1
( y  - 1)
I f
2 N
cos ( 2 /fc -  1 ) . (6.1.13)
We will prove the following result which is useful for later calculations.
P rop os ition  8 T h e  f u n c t i o n  ( 3 ( t , k , j )  d e f in e d  by ( 6 . 1 . 1 3 )  h a s  th e  f o l l o w i n g  p r o p e r ­
t i e s :
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( i )  it satisfies
(
A
dt
P(t,k,l)
- 1 1 0  
1 - 2  1
0 0 
0 0
V
0  0  0  
0  0  0
- 2  1
1 -1
\ P ( t , k , N )  }
(6.1.14)
( i i )  / 3 ( 0 , k , j )  is  t h e  K r o n e c k e r  d e l ta :
P { 0 , k , j )  =  <
1 i f  j  =  k  
0 i f  j  ^  k.
(6.1.15)
N
( H i )  k , j )  —  1 f o r  e a c h  j  —  1 ,2 ,..., N  a n d  a l l  t  >  0.
k = i
( i v )  ( 3 { t , k , j )  >  0 f o r  a l l  t  >  0 a n d  a l l  1 <  k , j  <  N .
Proof. Property (i) is straightforward. The proof of (iv) is deferred until later. Let 
us prove (ii), beginning with the case j  =  k , i.e.
9(0, k ,  k )  =  !  +  |  g c o s 2(2ft - 1 ) ^  =  4  +  ^ E ( 1 +  cos(2fc -  *) J f )
?i (2 k —1) ^
I l  /  ( l  _  e *(2k -l)ir\  e i (2 f c - l ) ^ \  X 2 /  e ^ 2* -1 ) ^
=  V  +  1  +  iv R e (  1  -  p p f t f  + 1  +
=  { z  =  e W - V * }  =  !  +  1 +  |rRe [ j f f f )  =  t  since W =  U  =  ^  +  1
^ (l -  2)+ — Re
+  iV V ( i - * ) ( i - * )
- 1  \
1 2 / 2 ( 1  — z )  \  1
—  + + — Re ( 2 _ 2Re^ j )  -  J j  +
■ -  Rc | -  - 1 -  1  | !  | 2  ReW  -  1  -  1
N  V 2 - 2 R e ( « ) )  N  2(1 -  Re ( « ) ) N
+  1  =  1 .
N
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Therefore, we have proved statement (ii) in the case when j  =  k . Next, we shall 
prove statement (ii) for the case j  % k . Consider (3 (0 ,  k ,  j ) :
0 (0,k , j )  =  1  +  ^ E c o s (2 j  -  1)±C0S(2,k -  1 ) ±  =  1
Z=1
1 *  
+ - EAF c o s ( j + k -  1 )^  +cos(j - f c ) ^
+ E .  ( g . ® - * 1* )  J -  (  «  b !>™  }  -  i  +  i j  -  1 ( 1  -  ( - 1 ) ' * * - )
4 ( - ( - ^ > } 4 4 { - '+lzlH± e:i+1
i ) ;
= 1 + 1  / - i  -  + u n i
N  N  \  2 2 )
Therefore, the proof of statement (ii) is complete.
To show statement (iii) it is clearly sufficient to prove that
i_  _  JL -  n
N ~ N ~  ‘
N
If
£ c o s ( 2 f c - l ) —  =  0.
k=1
But
y ^ co s ( 2 k  — J =
e * &  (1 -  e iln)
k=1
=  Re
. k = l
(1 _ ( - ! ) ' )  Re I T
e<v 1 -  e-2^
X   g—2i</> 2 -  2Re (e2^ )
2 i  sin (p
=  0 .
2 — 2 cos 2y?
This completes the proof of Proposition 8.
Let us return to system (6.1.12). We want to solve this system subject to (6.1.11). 
First, let
V f ( t )  =  V p t ) e ~
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then the system (6.1.12) becomes
V f ( t )  A (  _x 1 0 •• 0
d
V 2s ( t )
=  D(7 — 5 )
1 -2 1 •• 0
d t
y » - i  w 0 0 0
v& w  / 1 0 0 0 ■ • 1
Making further transformation of time t as
t
p t —s
=  / D ( z ) d z  
Jo
i.e.
d t
d t
=  D { t
we obtain the following system
< v y (f )  N f - i 1 0 0 0 ^
d
1 --2 1 0 0
d t
0 0 0 -2 1
I  0 0 0 1 - 1 /
^ t  V { { t
Vj{t
V S , - i  W
V ?»(*) )
'  V ? ( t )
% s ( i )
(6.1.16)
(6.1.17)
V V&ffl
which has to be solved subject to the initial condition (6.1.11) in the form
V ? { 0 )  =  b ( w f f s )), j  =  1 , 2 , N .
We look for a solution of (6.1.16) in the form
N
Vj( t )  =  J 2 c kfi { t , k, j ) ,
k=1
where the function f i ( t , k , j )  is defined in (6.1.13) and c& are unknown constants to 
be found using the initial condition (6.1.17). That is, with 7 =  0 one gets
N
n. H\(C\ Is1 o') — i
'3V ? ( O )  =  J 2 c h0 ( O , k , j )  =  c j
k = l
by (ii) of Proposition 8. Consequently,
Cj =  K w f f s ) ) ,
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and the solution of the system (6.1.16) is given as follows,
N
V j { t )  =  i)>
fc=i
or, in terms of £,
N
V js { t )  =  ( / D ( z ) d z , k , j  ) .
k- 1
t—s
Hence,
u s )  =  V p t )  =  ( [  3 D ( z ) d z k , j )  ,
k = l
i.e.
N
(6.1.18)
U j ( t ,  a )  =  e  &  d{z)dz Y  b { w k { t  ~  a ) ) (3 ( / D ( z ) d z , fc, j  ) .
k=l
Finally, the function U j ( t , r )  becomes
N
U j { t , r) =  /LA 6(wfc(£ -  r))£(o:, A:, j ) ,
&=1
where b ( w k ( t ) )  is the birth function introduced above, and pi and a  are given by
^ _  e ~  Jo d(z)dz^ a  =  [  D ( z ) d z .
Jo
Thus, we have derived a model in terms of W j  and the system for W j  has the form
d
d t
(  W i  ( t )  ^
w 2 ( t )  
U J N - l { t )
\  w N ( t )  J
(
N
f j , Y b ( w k ( t  ~  r ) )
k = i
/ 3 ( a , k , 1) 
(3(ch, k, 2)
/3(a , k ,  N  -  1) 
\ ^ f i ( a , k , N )
(  -1  1 0 ••• 0 0 ^ (  W\ ( t )  ^ '  Wl (t) >
1 - 2  1 ••• 0 0 w 2( t ) w 2( t )
T  D m ; ; ; ; ; \ dm •
0 0 0 ••• - 2  1 w N - i ( t ) % - i  W
 ^ 0 0 0 ••• 1 - 1  j \  ™ N ( t )  ) Wjv(t) /
(6.1.19)
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for t  >  0, which is to be solved subject to the initial conditions
w f f s )  =  w ° j ( s )  >  0, j  =  1 ,2 , . . . ,TV, s  G [—r ,0], (6.1.20)
where W j ( s )  is prescribed.
6.1.1 Positiv ity  o f Pit, k, j)
We have already noted that the function 0 ( t , k , j )  defined by (6.1.13) satisfies the 
system of differential equations (6.1.14) with the initial condition (6.1.15). Here, 
j  is thought of as the spatial coordinate and k  G {1 ,2 , . . . ,A }  as fixed. In this 
subsection we will prove (iv) of Proposition 8, that ( 3 ( t , k , j )  >  0 for all t  >  0. 
The proof will be achieved in two stages. First we shall show that there is a small 
positive time A t  such that /3(t, k , j )  >  0 for all t  G (0, At] and all j  (since there are 
only a finite number of nodes, it is sufficient to prove the existence of such a A t  for 
each individual j ) .  Second, we shall prove that 0 ( t ,  k ,  j )  can never again assume the 
value zero at any node. Our result is analogous to the strong maximum principle in 
the continuous case.
Assume, without loss of generality, that the fixed integer k  satisfies k  <  N .  
Obviously j3 ( t ,  k , j )  >  0 for t  sufficiently small in the case when j  — k , so we shall 
confine ourselves to proving that this conclusion holds for each j  >  k  (the arguments 
for j  <  k  being the same). Prime denotes differentiation with respect to t.
At the node j  =  k  +  1, provided k  +  2 <  N ,
0 ' ( O ,  k ,  k  +  1) =  £(0, k ,  k )  -  2/3(0, k ,  k  +  1) +  /3(0, k ,  k  -f 2) =  1 >  0.
An obvious adjustment is required if k  +  1 =  N  but the same conclusion holds. We 
have /3(0, k ,  k  +  1) =  0 and f3 ' (0 ,  k ,  k  +  1) >  0. Therefore /3(t, k , k - \ - 1) >  0 for t  >  0 
sufficiently small.
At the node j  —  k  +  2, provided k  +  3 <  N ,
/3'(0 , k , k  +  2 ) =  (3 (0 ,  k , k  +  l ) -  2/3(0, k , k  +  2) +  0 ( 0 ,  k , k  +  3 )  =  0
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but, provided also k  +  4 <  N ,
/ 3 " ( 0 , k , k  +  2 )  =  ft(0 , k , k - \ - l )  — 2ft (0, As, A; +  2) +  ft(0 , k , k  +  3 )
=  0, /c, k ) — 4/?(0, k ,  k  +  1) +  6^(0, /c, /c +  2)
— 4)0(0, A;, A: +  3) +  j0(O, k ,  k  -fi 4)
=  1 > 0 .
Adjustments are needed if k  +  2 or k  +  3 =  N ,  because in these cases we bump into 
the end of the lattice where the differential equation is different. But, in any case,
we conclude that /3(0, k ,  k  +  2 )  =  0, ft(0 , k ,  k  +  2 )  =  0 and ft'(0 , k , A;+  2) >  0. Hence
f i ( t , k , k  -h 2 )  >  0 for t  >  0 sufficiently small.
It is clear how this pattern continues. At the node j  =  k  +  m  we shall have
/3(0, &, fc +  m) =  )0'(O, A;, A; +  m )  — . . .  =  )0^ m_1 )(O, A:, A; +  m) = 0
)0(m)(O, A;, A; +  m )  >  0
, and therefore, by Taylor’s theorem, f t ( t ,  k ,  k  +  ra) >  0 for t  >  0 sufficiently small.
of encountering the end of the lattice, whereafter one picks up more interior points 
again. Provided one does not encounter the j  — N  end of the lattice,
Next, we shall prove that f i ( t , k , j )  remains strictly positive for all t  >  0. Suppose
positivity is lost, we must have ( 3 ' ( t ,  k ,  j * )  <  0. But, if j *  G {2 ,3 , . , . ,  N  — 1},
and
It is difficult to give a general formula for f t m)(0, k , k  4- m )  because of the problem
=  )0(O, k ,  k )  —  1.
this is false, then there is a first time t  >  0 at which there exists at least one node j *  
with J3(t, k , j * )  =  0. I f  at time t , f i  is strictly positive at nodes adjacent to j *  then a 
contradiction is reached very quickly. Indeed, since t  is the f i r s t  time at which strict
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which is a contradiction. I f  j *  =  1 or N  a contradiction is reached similarly.
The remaining possibility to be addressed is that in which, at the first time t  
for which strict positivity is lost, /?(£, k , j )  is coincidentally zero on a row of two or 
more consecutive nodes j .  In principle there could be more than one such row. But 
/3(t, k , j )  cannot be zero at e v e r y  node j ,  since this would violate (iii) of Proposition 8 
(note that since P ( t , k , j )  is symmetric in j  and k , statement (iii) of Proposition 8 
still holds if the summation is taken over j  rather than k ) .  Accordingly, if f i ( t ,  k , j )  
does vanish on a row of two or more consecutive nodes <  j  <  m 2 then, adjacent 
to such a row there must exist a node with (3 >  0 at time i .  Without loss of
generality, we can consider the situation when mi >  2 with p ( t ,  k , m \  — 1) >  0 (if
mi =  1 then we must have m 2 <  N  and in this case we simply work at the right 
hand end of the row instead). By the definition of t ,  f i ' i t ,  A;, m i) <  0 as before. But
P ' { t , k , m i )  =  p i t ,  k , m \  — 1) — 2 f i ( t ,  k , mx) +  f i [ t ,  k , mi +  1) >  0.
>0 =0 =0
This is a contradiction.
6.2 Positivity of solutions
In the previous sections we derived the model and proved various properties of 
f i ( t , k , j ) .  Using the fact that f i ( t , k , j )  >  0 for all t  >  0 we shall now prove that 
the solutions of system (6.1.19) enjoy a positivity preserving property. First, we 
consider the initial value problem
 ^ (A) ^
V2 (A)
v n - i f f )
V VN(t)
d_
d t
V i  ( t )  
V 2 & )
VN -1 (a) 
^ VN{t)
=  D
- 1  1 0
1  - 2  1
0  0  0
0  0  0
- 2  1
1 -1
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(  V i  ( t )  ^ '  /n (t) >
V2{t) h2(t)
d
•
u jv -i© h N - i{ t )
(  Wff© ) \  hN{t) j
(6 .2 .2 1 )
subject to
v j ( 0) =  ci> fo- G M, j  =  1 ,.. . ,  N .
From the definition of /?(£, k , j )  it is easy to check that the solution to this problem
is
N N rt
V j ( t )  =  e  d t Y ^ f i ( D t , k , j ) c k +  Y l  [  e  d{t s ) f i { D ( t  -  s ) , k ,  j ) h k { s )  d s ,  j  =  l t . . . t N .  
k=1 fc=l
( 6 .2 .2 2 )
Therefore if Cj >  0 and h f f t )  >  0 for all t  >  0 and j  =  1, ...,1V  then, since 
P ( t , k , j )  >  0, we have V j  ( t )  >  0 for all J =  1, ...,1V  and t >  0. We shall now 
prove that the solutions of (6.1.19) enjoy positivity preserving properties analogous 
to results that can be proved using the strong maximum principle in the case of 
continuous space.
Th eorem  6.2.1 L e t  6(0) =  0 a n d  b ( w )  >  0 w h e n  w  >  0, a n d  l e t  {u/j} be th e  s o l u t i o n  
o f  s y s t e m  ( 6 . 1 . 1 9 )  c o r r e s p o n d i n g  t o  th e  i n i t i a l  d a ta  w f f s )  =  w f f s ) ,  s G [—r, 0]. I f  
w f f s )  >  0 f o r  a l l  j  =  1 ,.. . ,  N  a n d  s G [—r, 0], t h e n  W j ( t )  >  0 f o r  a l l  j  =  1 ,.. . ,  N  
a n d  t  >  0.
A l s o ,  i f  w f f s )  ^  0 on ( s , j )  € [—r*, 0] x {1,2, . . . , N }  t h e n  W j ( t )  >  0 f o r  a l l  
j  ~  1 ,.. . ,  N  a n d  t > r .
P roo f. We first prove the nonnegativity property w f f t )  >  0. This is achieved in 
steps; we first prove the result for t  G [0, r ]. Applying (6.2.22) to system (6.1.19) 
with
N
h j { t )  =  p ^ 2 f i ( a , k , j ) b { w k { t - r ) ) ,
k=1
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gives, for t E [0, r],
N
W j ( t )  =  e - d- t Y J P ( D m t X 3 ) w k { 0) (6-2.23)
k = 1
N  t N
3 - p Y  e ~ dm(t~ s ) ( 3 { D m ( t -  s ) J c,/)y^/3(o!,Z,A:)6(u;f(s-r))ds.
*=1  ^  z = i
Now t E [0, r] so the right hand side of the above expression refers only to the initial
data for Wj(t), which is non-negative by hypothesis. Since (3 is non-negative also,
we conclude that Wj(t) >  0 for t E [0, r]. On the interval t E [r,2r] an expression
analogous to (6.2.23) can easily be found, referring in its right hand side to W j f )
only at times between 0 and r, on which interval we have just shown non-negativity.
Therefore, W j ( t )  >  0 for t  E [r, 2 r ] .  This argument can be continued indefinitely,
and so we have shown wfit) >  0 for a lH  >  0.
We now prove the second part of the theorem: strict positivity of W j ( t )  for all
t >  r ,  provided the initial data is not identically zero. From (6.2.23) we can infer
that
W j ( r )  >  0 for all j  —  1 ,,. . ,  N .
Indeed, if we had w j ( r )  =  0 then, since / 3 ( t , k , j )  >  0 for t  >  0 and since &(•) is 
positive definite, it would follow that W j ( s )  =  0 on ( s , j )  E [—r, 0] x (1 ,2 , . . . ,  N } ,  
contrary to hypothesis. For t  >  r  an expression for W j ( t )  similar to (6.2.23) can be 
found, and from this expression we can infer that, for t  >  r ,
N
m ( t - r ) , k j ) w k ( r )  >  0 ,
k = 1
for all j  =  1 ,.. . ,  N .  The proof of the theorem is complete.
6.3 Comparison principle: m o n o t o n e  birth func­
tions
In this section we shall prove a comparison theorem for system (6.1.19) for the case 
when the birth function is increasing, and we shall use it to prove that in this case 
if a positive uniform equilibrium solution exists then it is globally stable.
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T h eorem  6.3.1 L e t  t h e  b i r t h  f u n c t i o n  b ( w )  be i n c r e a s i n g  a n d  d i f f e r e n t i a b l e  f o r  a l l  
w  >  0 a n d  l e t  /3(t, k , j )  be g i v e n  by ( 6 . 1 . 1 3 ) .  L e t  w f f t )  a n d  W j { t )  be s u c h  t h a t
d
d t
(  w f f t )  ^ 
w 2 ( t )
W N - l  ( t )
{  w N ( t )  )
(  _1  1 0
1  - 2  1
D r
0 0 \ (  w f f t )
0 0
0 0 0 ••• - 2  1 
0  0  0  1 - 1
\
w f f t )
-\~d7
t  w f f t )  ^ 
w f f t )
W N - 1  ( t )
\  w N { t )  )
(
N
-  n Y ^ b ( w f f t  -  r ) )
k = i
/3{a,k,l) 
P(a,k, 2)
w N - f f t )
\  w n  i f )  )  
\
>
d
d t
w f f t )
w f f t )
\ ( - 1 1 0  
1 - 2  1
- D r
-\-dT
W N - f f t )
\  U > N ( t )  )
(  w f f t )  ^ 
w f f t )
W N - f f t )
\  w N { t )  j
f i ( a ,  k ,  N  — 1) 
y(3(a,k,N) J
0 0 \ / w i  ( t )  ^
0 0 w 2 ( t )
N
0 0 0 ••• -2  1 w n - i {t)
0 0  0  1  - 1  J  \  w N ( t )  J
!  f i { a , k ,  1) N 
( 3 ( a , k ,  2)
-/ / ]T Y (u )fe( £ - r ) )
/c-l
P { a , k , N -  1) 
\ P ( a  , k , N )
(6.3.24)
f o r  t  >  0 a n d
w f f s ) > w f f s ) ,  j - l , . . . , N ,  s G [—r ,0]. 
T h e n  W j ( t )  >  W j ( t )  f o r  a l l t >  0 a n d  j  —  1 ,.. . ,  N .
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P ro o f. Define 0 /7 (6 ) =  w f f t ) — W j ( t ) .  Then (6.3.24) can be rewritten as
(  , . u ( A  \  (  — i i n . . .  o 0  ^ i . u d \  \
d_
d t
o/i ( t )
0 / 2  (t)
U ) N - l ( t )
\  WivW )
- D r
- 1  1  0
1  - 2  1
0  0  0
0  0  0
0  0
- 2  1
1  - 1
w f f t )  
a/ 2 (6 )
W/V-lft)
^ o ^ )  y
(
-\-dT
o?i (£)
o/2  (t)
\
WjV-l(6 )
^ o/tv(j) y
/
iV
[ K w k ( t  -  r ) )  -  b { w f f t  -  r ))]
Jb=l
/?((*, M )
f i ( a ,  k ,  2 )
\
f i { a , k , N -  1 ) 
y / 3 ( a , k , N )  J
>  0 .
Applying the mean value theorem to the last term in the LHS of the above inequality 
we obtain
, , n n n \
d t
I  o/i (6 ) ^
0 / 2  (t)
WjV-lW
^ o/jvW  y
 ^ 0 / 1  w  ^
o/2 w
A
- 1  1  0
1  - 2  1
0  0  0
0  0  0
0  0
0  0
- 2  1
1  - 1
/
u f f t )  
U2 ( t )
\
+ gL
w n -  f f t )
\  0 jjv(t) y
JV
/ 1 )
0 ( a , k , 2 )
k= 1
^iV- 1  W
^ o/jv(t) y 
\
f i ( a , k , N -  1 ) 
^/9(a,fc,lV) y
>  0, (6.3.25)
where 0^(t) is between % (£ ) and u)fc(6 ), ft =  1 ,.. . ,  N .  By hypothesis % (s ) >  u ) j ( s )  
for s G [—r, 0], so 0 /7 ( 5 ) >  0 for s  G [—r, 0], To prove the theorem we need to show 
that o) j ( t )  >  0 for all t  >  0, and as a first step we shall prove this fact for t  G (0,r). 
For t  G (0, r ],
N
f f f t )  :=  / 4 ^ 6 ,(0ft(it-r))o/fc^ - r )^ (Q ; ) A:,J) >  0 .
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Inequality (6.3.25) becomes
(
d
d t
wi(£)
u 2 ( t )
\
<*>N-l{t)
~ D r
- 1  1  0
1  - 2  1
0  0  0
0  0  0
0  0
0  0
- 2  1
1  - 1
U i ( t )
w2 (t)
toN - i ( t )
\  )
+ d r
I 0 l ( t )
w 2 ( t )
x  1  h (t)  
h ( t )
WjV-lW
z^v(A) j
>
\
I n -  i ( t )
\  f N ( t ) J
(6.3.26)
We claim that u j j ( t )  >  0 for all j  =  1 ,.. . ,  N  and t  G [0, r ] .  Suppose this is false, i.e. 
that u > j ( t ) goes negative. Then 0J j { t )  must attain a negative minimum on the set 
(£, j )  e  [0,r] x (1, 2 ,.. . ,  N } .  Let this happen at time t *  and at the node j * .  Since 
Wj(0) >  0 we must have t * >  0, but it is possible that t *  =  r .  In any case,
d u > j * ( t * )
d t
< 0 ,
and, of course, o j j * ( t * )  <  0. Also, if j * is an ‘interior’ node then
u)j*—i ( t *) — 2 u j j * ( t * )  - F ( t * )  ^  0 ,
while if j * — 1 then — c*i(£*) +  w 2 ( t * )  >  0 and similarly if j * =  N .  Extracting the 
j * - th component of (6.3.26) and evaluating it at time t *  gives
dojj*  ( t * )
d t
(j*th  compt. of D m  term) +  d m u j j * ( t * )  >  f j * ( t *),
<o
< 0
> 0
which is a contradiction. Thus u j j ( t )  >  0 for all j  — 1 , . . . ,  N  and t  G [0, r ] .  Repeat­
ing this argument establishes that cO j ( t )  >  0 for t  G [r, 2r] and the argument can be 
continued to include all positive times. The proof of the theorem is complete.
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6.3.1 Convergence to equilibrium
In this section we will prove that if the birth function b ( w )  is increasing and is such 
that there exists a uniform equilibrium solution w *  (independent of both j  and t) 
to system (6.1.19) and is biologically realistic then solutions of (6.1.19) approach 
the equilibrium w * . Note first that a uniform equilibrium state w *  must necessarily 
satisfy
f/ ,b (w*) =  d m w * . (6.3.27)
We will prove the following theorem:
Th eorem  6.3.2 I n  s y s t e m  ( 6 . 1 . 1 9 )  l e t  t h e  b i r t h  f u n c t i o n  b ( w )  s a t is fy  6(0) =  0 a n d  
be a n  i n c r e a s i n g  d i f f e r e n t i a b l e  f u n c t i o n  f o r  a l l  w  >  0 . A s s u m e  t h e r e  e x is ts  w *  >  0 
s u c h  t h a t  p b ( w )  >  d m w  w h e n  0  <  w  <  w *  a n d  y ib (w )  <  d m w  w h e n  w  >  w * .  A s s u m e  
f u r t h e r  th a t ,  i n  ( 6 . 1 . 2 0 ) ,  w ° ( s )  ^  0 o n  ( s , j )  6  [—r ,0] x {1 ,2 , . . . , N } .  T h e n  th e  
s o l u t i o n  W j ( t )  o f  ( 6 . 1 . 1 9 ) ,  s u b j e c t  t o  ( 6 . 1 . 2 0 ) ,  s a t is f i e s  W j  ( t )  -> w *  as t  —> oo; f o r  
e a c h  j  =  1,2 , . . . ,  N .
P ro o f. To prove this theorem we shall use Theorem 6.3.1. More specifically, we 
shall show using Theorem 6.3.1 that the solution W j ( t )  of (6.1.19) subject to (6.1.20) 
can be bounded above and below by solutions of (6.1.19) that are functions of t  only. 
Indeed, if we denote by w ( t )  any solution of the scalar equation
d w ( t )  
d t
then the function
/ i b ( w ( t  — r )) — d m w ( t )  (6.3.28)
( w f f t ) ,  w f f t ) , . . . ,  w N ( t ) )  :=  ( w ( t ) ,  w ( t ) , . . . ,  w ( t ) )
satisfies equation (6.1.19). Two applications of Theorem 6.3.1 are required. In the 
first, we choose W j ( t )  to be the solution W j ( t )  of (6.1.19) subject to (6.1.20) and 
w f f t )  =  w ( t )  for each j ,  where w ( t )  satisfies
=  f i b ( w ( t  -  r ) )  -  d m u > ( t ) ,  
a i  (6.3.29)
w ( s )  —  max{u^(s), j  =  1 ,2 ,..., N }  for s e  [—r ,  0],
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Then Theorem 6.3.1 yields
Wj(t)<w(t), t> 0, j — l,2,...,N.
For the second application of Theorem 6.3.1 the most obvious choices are to take 
wfft) as the solution wfft) of (6.1.19) subject to (6.1.20) and, for each j, wfft) =  w{t) 
where w(t) satisfies
- r)- dmw{t), 
m  (6.3.30)
w ( s )  =  min{ w f f s ) ,  j  =  1 ,2 ,..., N }  for s  G [—r ,  0],
so that
W j ( t ) > w ( t ) ,  t >  0, j — 1 ,2 ,..., N,
but this presents a possible problem in that u)(s) could be zero on all of s G [—r, 0] 
without violating the assumption wffs) ^  0 on (s, j) G [— r, 0] x {1,2,..., N} (e.g. if 
wffs) were zero for all 5  on one particular node) in which case w(t) would be zero for 
all t >  0 , which is not helpful for us. The way round this difficulty is to remember 
that we showed earlier (Theorem 6.2.1) that Wj(t) >  0 for all t >  r .  Consider the 
initial value problem starting at time t — 2r and consisting of equation (6.1.19) for 
t >  2r, with initial data taken to be the solution Wj(t), t G [r, 2r], of the original 
problem. The solution of this new initial value problem for t >  2 r  is clearly the 
same as the solution wfft) of the original problem, but the new problem has strictly 
positive initial data. This means that, without loss of generality, the minimum in 
(6.3.30) can be assumed to be strictly positive for all s G [—r, 0].
To complete the proof of Theorem 6.3.2 it therefore suffices to prove that every 
solution of the scalar ODE (6.3.28) such that w(s) >  0 for all s G [—r, 0] will satisfy 
w(t) -a w *, if the hypotheses on the parameters and the function b(w) are satisfied. 
This follows immediately from Theorem 9.1 on page 159 of the book by Kuang [59]:
Th eorem  6.3.3 C o n s i d e r  t h e  f o l l o w i n g  e q u a t i o n
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w i t h  r  >  a  >  0 , p ( s )  is  n o n d e c r e a s i n g  a n d  f * r  d p i ( s )  =  1. A s s u m e  a f u n c t i o n  g ( x )  is  
s t r i c t l y  i n c r e a s i n g , a n d  g ( 0) =  0, \ im x ^ +00 g ( x )  =  +oo. A s s u m e  a ls o  t h a t  a  f u n c t i o n  
/(•) i s  s t r i c t l y  i n c r e a s i n g  w i t h  / (0 ) =  0  a n d  th e r e  is  a u n i q u e  x *  >  0  s u c h  t h a t  
f ( x )  >  g ( x )  f o r  x  £  (0,af*) a n d  f ( x )  <  g ( x )  f o r  x  >  x * .  T h e n  th e  s o l u t i o n  x  =  x *  
o f  t h e  a b o v e  e q u a t i o n  is  g l o b a l ly  a s y m p t o t i c a l l y  s ta b le .
Therefore, the proof of Theorem 6.3.2 is complete.
6.4 N o n - m o n o t o n e  birth functions
Of considerable interest to ecologists, is the case of a birth function b ( w )  which 
is increasing up to a certain value of w  and decreasing thereafter (for example, 
a function qualitatively resembling b ( w )  =  P w e ~ Aw) .  Such birth functions are 
important in modelling certain insect populations in which the birth rate is observed 
to be roughly proportional to the number of adults if the number of adults is small, 
but effectively zero if the number of adults is large, since competition for resources 
then becomes so intense that the adults require all their resources for their own 
maintenance. The aims of this section are to establish a comparison principle that 
works for very general birth functions, and then to use the comparison principle 
to prove convergence theorems in the case when the birth function qualitatively 
resembles b ( w )  =  P w e ~ Aw .
Th eorem  6.4.1 L e t  t h e  b i r t h  f u n c t i o n  b ( w )  be a d i f f e r e n t i a b l e  f u n c t i o n  f o r  a l l  w  >  0 
a n d  s a t is fy  6(0) =  0, b ( w )  >  0 w h e n  w  >  0. L e t  w  a n d  w  be a p a i r  o f  s u b -  a n d  
s u p e r s o lu t i o n s  f o r  ( 6 . 1 . 1 9 , 6 . 1 . 2 0 ) ,  i . e .  a p a i r  o f  f u n c t i o n s  s a t i s f y i n g
( i )  W j ( t )  <  u ) j ( t )  f o r  a l l  t  € [—r, oo), j  —  1 ,2 ,..., N ;
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( i i )  for t > 0, j  =  1,2,..., N,
t  w f f t )  ^
d_
dt
w f f t )
< D r
WN-fft)
\  W N { t )  J  
t  w f f t )  ^
w f f t )
- 1  1  0
1  - 2  1
0 0 \ I  wfft) ^
0  0
■dr
N
0  0  0  ••• - 2  1
0  0  0  ••• 1 - 1
( P{a,k,l) 
f i ( a ,  k ,  2 )
+ ~ r))
a n d
WN-fft)
\  W N f f )  )
* = 1
w f f t )
WN-fft)
\  ™ N ( t )  )
\
/3 (a , k , N  — 1) 
y/3{a,k,N) J
(6.4.31)
d_
d t
w f f t )
WN-l{t)
\  W N f f )  j
(  w f f t )  ^ 
w f f t )
U)N-fft)
\ WN{t) J
>  D r
N
- 1  1  0  ••• 0  0
1  - 2  1  0  0
0  0  0  ••• - 2  1
0  0  0  ••• 1 - 1
k , 2 )
\
fc= 1
^ w f f t )  
w f f t )
w N - f f t )
\  W N ( t )  j
\
f i { a ,  k ,  N  -  1) 
^ / 3 ( a , k , N )  J
(6.4.32)
f o r  a l l  f u n c t i o n s  ( p f f t ) s u c h  t h a t  W j ( t )  <  y f f t )  <  W j ( t ) ,  t  G [—r, oo); j =
1 , 2 , . . . ,  AT /
( i i i )  W j ( s )  <  w ® (s )  < W j ( s ) ,  s G [—r ,  0], j  =  1 , 2 , . . . ,  N,  w h e r e  W j ( s )  is  th e  i n i t i a l  
d a ta  f o r  ( 6 . 1 . 1 9 ) .
T h e n  th e  s o l u t i o n  Wj(t) o f  ( 6 . 1 . 1 9 , 6 . 1 . 2 0 )  s a t is f i e s
Wj(t) <  Wj(t) <  Wj(t) f o r  a l l  t > 0, j  — 1 , 2 , . . . ,  N .
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P roo f. Using (6.1.19), inequality (6.4.31) can be rewritten
d
d t
(  w f f t )  ^
w f f t )
U)N --iW
{  ™ N { t )  J
' w f f t )
w f f t )
+ d m :
W N - 1 (t)
(
- 1  1  0
1  - 2  1
0  0  
0  0
\
0  0  0  ••• - 2  1  
0  0  0  1 - 1
(
N
£
dt
w f f t )
w 2 ( t )
\ W iv (6 ) j
\
-  D r
-\-dr
w N - i  ( t )
\  wN (t) )
(  w f f t )  ^ 
w f f t )
W N - 1  ( t )
\ wN(t) J
k = l
- 1 1 0  
1 - 2  1
0 ( a , k ,  1 ) 
P(a, k,  2)
w f f t )  
w f f t )
W t f - f f t )
{  Wjv(i) J 
\
<
f i { a , k , N -  1 ) 
\ P ( a , k , N )  J
0  0  W  w f f t )
0  0
0  0  0  ••• - 2  1  
0  0  0  ••• 1 - 1
/
N
k= 1
P(a, k,  1) 
P(a,  ft, 2)
w f f t )  
w N - f f t )
V J  
\
P ( a , k , N -  1) 
y p { a , k , N )  J
(6.4.33)
Define Wj(6 ) — w/(t) — W j ( t ) .  Then (6.4.33) becomes
/
w f f t )
d
d t
(  w f f t )  ^
WN - i { t )  
\  W N { t )
~ D r
- 1  1  0
1  - 2  1
0  0  
0  0
0  0  0  - 2  1
0 0 0 1 -1
X / w f f t )  ^  
w f f t )
wat-i ( t )
\  w N ( t )  )
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+ d r
W N - l ( t )  
[  coN ( t )
wi(i)
0)2 (t) N
~  r )) “  ~  r ))l
k=l
(  ( 3 ( a } k ,  1) 
P ( a , k ,  2 )
( 3 ( a , k , N  -  l ) s 
^ ( 3 ( a ,  k ,  N )
>  0
(6.4.34)
and by hypothesis this holds for all ( p j { t )  such that W j ( t )  <  < P j{ t ) < % (£ ) ,  t  E 
[- r ,o o ), j  =  1 ,2 , . . . , IV.
We need to prove that cO j ( t )  >  0 for a lH  >  0 and all j ,  and we shall first prove 
this conclusion for t  € (0,r ] . In inequality (6.4.34), for each j  choose P j ( t )  to be 
any function between W j ( t )  and % (£), t  E [—r, oo), which is such that ( p j ( s )  =  w j { s )  
when s E [—r, 0]. From this choice for i p j ( t )  we infer that, for t  E (0, r] only, the last 
term in the left hand side of inequality (6.4.34) is zero, so that the inequality holds 
for t  E (0, r] with just the first three terms in the left hand side. The proof that 
W j ( t )  >  0 for t  E (0, r] then proceeds the same way as in the proof of Theorem 6.3.1 
because our inequality is the same as (6.3.26) in the case when the functions f f i t )  
of the latter are zero.
Proving that W j ( t )  <  W j ( t )  for t  E (0,r] and all j  is similar. Thus
W j ( t )  <  W j ( t )  <  W j ( t )  for t  E (0, r], j  —  1 ,2 ,..., N . (6.4.35)
Proving that Wj(t) =  W j ( t )  — W j ( t )  >  0 for t  E (r, 2r] is similar. Inequality (6.4.34) 
still holds for all t  >  0 and in particular for t  E (r, 2r]. This time, we choose 
<Pj(t) to be any function between W j ( t )  and % (£), t  E [—r, oo), which is such that 
(pj( t )  =  Wj(t) when t  E [0, r ]. This choice furnishes for us inequality (6.4.34), on 
t  E (r, 2r\ only, but without the term involving summation. We thus conclude that 
U j { t )  >  0 for t  E (r, 2r] and it is clear how to continue the proof.
Rem ark. A  comparison theorem similar to Theorem 6.4.1 was proved for the case 
of continuous space by Redlinger [76].
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6.4.1 Convergence to equilibrium when w* <  w m3kyi
We will use Theorem 6.4.1 to establish, essentially, that if b ( w )  qualitatively resem­
bles P w e ~ Aw and if a nonzero equilibrium of (6.1.19) exists, is unique and is in the 
interval of w  for which b ( w )  is increasing, then the equilibrium is globally stable as 
a solution of (6.1.19).
b ( w ) >  0  w h e n  w  >  0 , A l s o ,  l e t  b ( w )  be i n c r e a s i n g  f o r  0  <  w  <  w max, w i t h  
b ' ( w max) =  0, a n d  d e c r e a s in g  f o r  w  >  w max. A s s u m e  f u r t h e r  t h a t  t h e r e  e x is ts  w *  >  0
a s s u m e  t h a t  w *  <  w max.
T h e n ,  i f  w ® (s )  ^  0 o n  (s , j ) e  [—r 3 0] x {1,2, ...,7V }, t h e  s o l u t i o n  W j ( t )  o f
( 6 . 1 . 1 9 )  s u b j e c t  t o  ( 6 . 1 . 2 0 )  s a t is f i e s  W j ( t )  - +  w *  as t  - A  o o ,  f o r  e a c h  j  =  1, 2, ...,7V.
Rem ark. The situation we have in mind is shown in Figure 1.
P r o o f  o f T h eorem  6.4.2. Let W j ( t )  =  0 and W j ( t )  — v ( t )  for each j  =  1 ,2 ,..., iV, 
where v ( t )  is the solution of
It is easily seen that W j ( t )  and W j ( t )  are a pair of sub- and supersolutions. Thus, by 
Theorem 6.4.1,
Th eorem  6.4.2 I n  s y s t e m  ( 6 . 1 . 1 9 )  l e t  t h e  b i r t h  f u n c t i o n  b ( w )  s a t is fy  6(0) =  0 a n d
s u c h  t h a t  f i b ( w )  >  d m w  w h e n  0  <  w  <  w *  a n d  p ,b (w )  <  d m w  w h e n  w  >  w * ,  a n d
v ( s )  =  max { w ^ ( s ) ,  j  =  1 ,2 ,..., TV}, s <G [—r, 0].
0 <  W j ( t )  <  v ( t )  for all t  >  0, j  =  1 ,., . ,  TV.
Thus
tftoo j'€{l,2,...,iV} t-+oo
Under the hypotheses it can be shown that
limsup max Wj(t) <  lim v ( t )  =
fJ>b(w max)
d m
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Figure 6.1: Graphical depiction of the situation in which Theorem 6.4.2 holds. In 
particular, the equilibrium w *  has to satisfy 0  <  w *  <  w max.
Choose e >  0  sufficiently small that
There exists a time T  >  0 such that, for all t  >  T  and all j ,
Then as soon as t  exceeds T  +  r  there is effectively no record, as far as system
(6.1.19) is concerned, of the solution W j ( t )  ever having taken values outside the 
interval [0,u;max]. From this point on the analysis proceeds as if the birth function 
were increasing for all w , and therefore it follows from Theorem 6.3.2 that the 
solution converges to w * . The proof is complete.
6.4.2 Convergence to equilibrium when w* >  w max
This section will show that if w *  >  w max then solutions of (6.1.19,6.1.20) will still 
converge to w *  if additional conditions hold. These additional conditions will hold 
if w *  is not too much larger than w m&x.
Th eorem  6.4.3 I n  s y s t e m  ( 6 . 1 . 1 9 )  l e t  t h e  b i r t h  f u n c t i o n  b ( w )  s a t is fy  6(0) =  0 a n d  
b ( w )  >  0  w h e n  w  >  0 . A l s o ,  l e t  b ( w )  be i n c r e a s i n g  f o r  0  <  w  <  w m!ix, w i t h
+  e <  w r'm a x ’
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b ' ( w max) =  0, a n d  d e c r e a s in g  f o r  w  >  ioraax. A s s u m e  f u r t h e r  t h a t  th e r e  e x is ts  w *  >  0 
s u c h  t h a t  p b ( w )  >  d m w  w h e n  0  <  w  <  w *  a n d  /ab(w) <  d m w  w h e n  w  >  w * .  A s s u m e  
t h a t  w * >  Wmax cm d  t h a t
w i t h  w  =  (p / d m ) b ( w max)  a n d  w  =  b A s s u m e  f u r t h e r  t h a t
s u b j e c t  t o  ( 6 . 1 . 2 0 )  s a t is f i e s  W j ( t )  —» w *  as t  - y  o o ,  f o r  e a c h  j  =  1 , 2 , N .
Rem arks. It is natural to question whether these hypotheses can be satisfied. The 
graph shown in Fig. 2 shows that they can, and also suggests that the hypotheses 
are likely to be satisfied only when w *  is not too much greater than wmax.
The notation 6 - 1 ( 6 (w*))|[o)U,max] requires some explaining. Under the assump­
tions on b ( w ) ,  b ~ 1( w )  will, if defined, have in general two values. Thus &- 1 ( 6 (w *)) 
is either w *  or a value in [0 ,w max] and 6 _ 1 (6 (w*))|[0)U,max] means the latter value.
P ro o f  o f  Th eorem  6.4.3. Let us define
(6.4.36)
F u r t h e r m o r e ,  w e  a s s u m e  t h a t
( d m  +  f ) r  < 1 (6.4.37)
w h e r e
f  —  /imaxd^/w)!, w  G [w, w ] }
>  - 1 .
'771
(6.4.38)
T h e n ,  i f w ' j ( s )  ^  0 o n  (s , j ) G [—r, 0] x {1 ,2 ,. . . ,  N } ,  th e  s o l u t i o n  W j ( t )  o f  ( 6 . 1 . 1 9 )
^max =  max{w*, max { w ° j ( s ) ,  j  =  1 ,2 ,..., N ,  s  G [- r ,  0 ]}},  
wmin =  niin{w*, m in (w j(s), j  =  1 ,2 ,..., N ,  s G [ ~ r ,  0 ]}}.
We can assume without loss of generality that w%n >  0 (this can be justified simi­
larly to the proof of Theorem 6.3.2).
m a x
m m
m in
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Figure 6.2: Graphical depiction of the situation in which Theorem 6.4.3 holds. In 
particular, the equilibrium w *  has to satisfy w *  >  w max.
The proof begins with the observation that ( u ) j ( t ) , W j ( t ) )  =  (0 ,V i ( t ) )  is a 
sub/supersolution pair for (6.1.19,6.1.20), where V f f t )  satisfies
d Vi ( t )
d t
p b ( w max)  d m V i ( t ) ,
Therefore,
K (s )  =  w^ax, s  e  [—r, 0 ].
limsup max w f f t )  <  lim V \ ( t )  =
W  oo ie{l,2 N} W o o  dm
Next it is easy to see that (v i,V i) are a sub/supersolution pair, where Vi is the
above function and v\ satisfies 
d v  i
d t
(6.4.39)
« l ( « )  = “ mln. s £ [“ AO].
The inequality (6.4.37) assures us that the solution of
^  =  j i b ( v ( t  - r ) ) ~  d m v ( t )
with positive initial data satisfies limt_»oou(t) =  w * . This follows from Theorem 9.5 
in Kuang ([59], pl65):
Population model on an isolated finite lattice 103
Th eorem  6.4.4 C o n s i d e r  th e  f o l l o w i n g  e q u a t i o n
+  s ) d P i s ) j  -  y(z(£ )),
r  >  a  >  0 , f i ( s )  is  n o n d e c r e a s i n g  a n d  d j i ( s )  =  1. A s s u m e  a f u n c t i o n
g ( x )  is  s t r i c t l y  i n c r e a s i n g , a n d  g ( 0) =  0, \ im x^ +00 g ( x )  =  H-oo. A s s u m e  a ls o  t h a t
/ ( 0 ) =  0 ; t h e r e  is  a n  x m  >  0 , s u c h  t h a t  /(•) is  s t r i c t l y  i n c r e a s i n g  i n  [0 , x m \ a n d
s t r i c t l y  d e c r e a s in g  i n  [^ ^ ,+ 0 0 ) ;  l i m x=>+00 f  ( x )  >  0. T h e r e  is  a u n i q u e  x *  >  0 s u c h
t h a t  f ( x )  >  g ( x )  f o r  x  E (0, x * )  a n d  f ( x )  <  g ( x )  f o r  x  >  x * .  A s s u m e  f u r t h e r  t h a t
x m  <  x * ,  a n d  (/  +  g ) r  <  1 , w h e r e
x = 9~l ( f { xM)), X =  f ~ l {g(t i*) ) \ [O0 My,
f  =  max{|/#(a;)| : x  E [$ ,« ] };
g  =  max{y'(a;) : x  E [0,5;]}.
T h e n  th e  s o l u t i o n  x ( t )  =  re* o f  t h e  a b o v e  e q u a t i o n  is  g l o b a l ly  a s y m p t o t i c a l l y  s ta b le .  
On the other hand, any solution of
±  =  ^ 6 ( V i ( t - r ) ) - < i mv (i)
lim v { t )  =  -£-&
satisfies
t —>oo v ' d m  k d T
Therefore the solution ufyt) of (6.4.39) tends, as t  -+ 0 0 , to either w *  or 
f f - b  ( ) anj  go our proof proceeds by considering two cases:
(*m \ u>m J
C a s e  1. lim*_>oo v\ ( t )  =  w * .  In this case we obtain immediately that
lim inf min W j ( t )  >  w * .
tftoo je{l,2,...,iV}
It can be shown similarly that
lim sup max w A t )  <  w *
completing the proof of the theorem for Case 1.
C a s e  2. lim^oo 1 7  ( t )  —  f - b  ( y6'^ ax'))  • What we initially get in this case is
lim inf min w A t )  >  ~ r~ b  { 
t- + 0 0  ye{ 1 ,2 ,...,at) d m \
P 1 ( pb(wm&x)
d r
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which, by (6.4.36), strictly exceeds wmax. Therefore, for t  sufficiently large, w f f t )  >  
w max. Since the problem has finite delay, this further means that for t  sufficiently 
large there is no history of W j ( t )  ever having assumed values below wmax, so that for 
the remainder of the proof b ( w )  can be treated as decreasing in w . In fact we may 
shift the origin of time such as to assume, without loss of generality, that w%n >  
wmax. With this fact in mind, our proof now proceeds by successive refinement of 
pairs of sub/supersolutions.
In general, for each n  — 2 ,3 ,..., let ( v n , V n )  be defined by
=  / ib (V n - f f t  - r ) ) -  d m v n ,
(6.4.40)
=  p b ( v n - . f f t  -  r ) )  -  d m V n
with the initial conditions K i(s ) =  wj]mx, s  G [—r, 0] and v f f s )  =  w%n, s  G [—r, 0]. 
We will show that (vn, Vn) are a sub/supersolution pair for each n  =  2 ,3 ,___ Ac­
cording to Theorem 6.4.1, what we need to show is that
N
b ( V n - i { t  — r )) <  ^ 2 b ( ( p k ( t  -  r ) ) / 3 ( a , k , j )  
k=i
whenever i p f f t )  is such that v n ( t )  <  < p j ( t )  <  V n ( t )  for j  =  1 ,2 ,..., N  and t  G [—r, oo). 
Since we are now working in an interval of w  in which b ( w )  is decreasing, it is enough 
to establish that
N
b (V n - i ( t  -  r ) )  <  b ( V n ( t  -  r ) ) P ( o t , k ,  j )  =  b ( V n ( t  -  r )),
k = i
and the latter is true if V f f t )  <  W -i(A )j for each n  =  2,3, —  Similarly, we need to 
show that v n ( t )  >  v n ^ . f f t )  for each n .  In fact, we shall show by induction that
V i ( * ) < • • • <  v n - i ( t )  <  v f f t )  <  w *  <  V f f t )  <  V n - f f t )  < " ’ < V f f t ) .  (6.4.41)
To achieve this we assume (6.4.41) and prove that
w* <  V n + 1 ( t )  <  V f f t )  (6.4.42)
w* >  v n + i ( t )  >  v f f t ) .  (6.4.43)
and
Population model on an isolated finite lattice 105
We will prove only (6.4.42). Now
^ d t ^  =  p ‘b M t ~ r ) )  - d m V n + i { t )
<  f j ,b (vn —i ( t  -  r ) )  -  d m V n + 1 { t ) .
Therefore,
+  « + . ©  <  +
or, equivalently,
f t (Vn+i-  V„)(t) + dm-  < 0 .
Therefore,
K + i ( t )  -  V n ( t )  <  (K + i(0 ) -  V„(0)) e ~ ^ \
= 0
and so
W < )  <  V n ( t ) -
Also
dV"dt^' =  - r)) - dm Vn+i (*)
>  /z&(u/*) - d mVn+i ( 6 )
=  d m ( w *  -  V n +1 ) ,
so that
£ { v n + l  -  w " )  >  - < u k + i  -  «>*)•
Therefore,
K + i©  -  to* >  ( W O )  -  to*) >  0 ,
" v  /
>o
and so
V n + i ( t )  >  w *
which establishes (6.4.42).
Denote V f  =  lim^oo V n ( t )  and v* =  lim^oo v n ( t ) .  That these limits exist follows 
from (6.4.40) and an inductive argument. We know v f f t )  and Vi (6 ) approach limits 
as t  - A  oo. There are theories of asymptotically autonomous differential equations
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which allow us to let t  -+ oo in system (6.4.40), with n  =  2, giving an autonomous
approach limits as t  —>• oo. The argument can be continued and we thus conclude
We define V *  =  limn^oo V *  an(I v * =  t i^en (0-4.44) reduces to a limiting
system
These equations imply that V *  — v *  =  w *  (condition (6.4.38) assures us that they 
have no other solutions). Therefore, lim^oo W j ( t )  =  w * and the proof of the theorem 
is complete.
6.5 Numerical simulations
In the previous sections we have established conditions which provide existence 
and global stability of non-trivial equilibria. Now, we study the system (6.1.19) 
numerically to demonstrate how the solutions approach these equilibria. As an 
example of a birth function we consider the function b ( w ) — P w e ~ Aw, where P  and 
A  are positive constants. In all our numerical simulations, the number of nodes N  
in the lattice is taken to be N  —  7. Also, parameters p  and a  are defined as
The simulations are performed with the help of a DDE tool for Matlab [78]. 
We begin by considering the case when w *  <  w max. For the parameter values 
P  =  A  =  1, D m — 1, d m =  0.5 and the maturation time r  =  0.01, the maximum 
of the birth function is attained at w max =  1 . At the same time, there exists a
system of differential equations from which it becomes clear that v 2( t )  and V 2 ( t )
the existence of the limits as t  oo for each n. From (6.4.40) these limits satisfy
p b ( V * _  i) —
(6.4.44)
P b i v n - 1 ) — d rnYn •
p b ( V * )  =  dm V*
(6.4.45)
p b ( v * )  =  d m V \
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Figure 6.3: Solution of the system (6.1.19) with P  — A  — 1, D m —  1, d m  =  0.5, 
N  —  7, r =  0.01. Initial conditions are described in the text.
non-trivial equilibrium w *  0 .6 8 8 . As initial conditions, we chose wi(0) =  1 and 
w f f 0) =  0,i =  2. . .7.  This corresponds to the case when initially all species are 
at the left-most node. The temporal evolution of this distribution is illustrated in 
Figure 6.3.
Next, we turn to a case when w *  exceeds w max. In order to consider this situation, 
we take P  =  1 and A  —  3, thus making the birth function very steep with a 
maximum at w max =  1/3. The value of the diffusion coefficient is kept the same as 
in the previous simulations, while the death rate is reduced to d m =  0.01. First, 
we take the maturation time r =  1, and solve the system (6.1.19) in this case. 
For these values of parameters, the system (6.1.19) has a trivial equilibrium w  — 0 
and a non-trivial one w *  «  1.532. Figure 6.4 shows the behaviour of solutions for 
the parameters described above. It can be seen that at this stage there are no 
oscillations, and system does not undergo a bifurcation.
From Figures 6.4 we can again conclude that the non-trivial steady state is 
globally asymptotically stable, as all solutions approach it at some time. This fact 
verifies our analytical findings.
Next, we shall proceed by increasing the maturation time r, i.e. by increasing
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Figure 6.4: Solution of the system (6.1.19) with P  =  1, A  =  3, D m —  1, d m —  0.01, 
iV =  7, r =  1.
Figure 6.5: Solution of the system (6.1.19) with P  =  1, A  =  3, D m —  l , d m  =  0.01, 
N  =  7, r  =  25.
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Figure 6 .6 : Solution of the system (6.1.19) with P  =  1, A  =  3, D m — 1, d m  =  0.01, 
N  =  7, r =  40.
Figure 6.7: Solution of the system (6.1.19) with P  — 8 , A  =  3, — 1, d m =  0.01,
N  =  7, r  =  40.
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the delay in system (6.1.19). We take the values of parameters as above, except 
for r, which we increase to r  —  25. The non-trivial equilibrium in this case is 
w * «  1.452, and w max =  1/3. It can be observed in Figure 6.5 that increase in delay 
time has resulted in small oscillations. Again, the non-trivial equilibrium is still a 
global attractor, but now solutions approach it in an oscillatory manner. This case 
we were unable to prove analytically, though we expected to find it numerically.
From Figure 6 . 6  it can be seen that as we further increase the delay time from r  =  
25 to r =  40 (in this case w *  «  1.402), the frequency and amplitude of oscillations 
are also increasing. But the non-zero equilibrium still is global attractor, as all 
solutions approach after some period of time.
From our analytical finding we know that the steady state w *  decreases as we 
increase the maturation time r because of the fact that the parameter ( i  depends on 
r. This is indeed what is happening in our numerical simulations though decrease 
is slow.
Now we increase the value of the parameter P  in the birth function, i.e. set 
P  =  8 , and hence w *  «  2.095. From Figure 6.7 we can clearly see that in this case 
the system (6.1.19) undergoes a Hopf bifurcation, and solutions are approaching a 
periodic solution. We were not able to prove this analytically but expected this to 
happen in the case when the birth function is steep enough and the steady state w *  
exceeds w m&x•
C o n c l u s i o n s
_  7  —
In Chapter 1 of this thesis we have considered the Navier-Stokes equations on a two- 
dimensional rotating sphere. After rewriting the system in its vorticity formulation, 
we have found ladder estimates for energy and enstrophy. Using these estimates, we 
further investigated question on the length scales for these equations. Using the best 
possible interpolation inequalities, we were able to find the length scales, and showed 
that our length scales do n o t  depend on the angular velocity. We suggest that this 
is due to the fact that we have studied 2-D sphere, i.e. sphere without thickness. 
As a continuation of this study, it is reasonable and interesting to ask questions on 
the length scales for the Navier-Stokes equations on a three-dimensional sphere, and 
find how an angular velocity influence the length scales in this case.
Chapter 2  was devoted to the study of a class of reaction-diffusion equations. 
In this chapter we have address questions of length scales, asymptotic positivity of 
solutions and positivity of solutions for all time. We have obtained a set of ladder 
inequalities for our equation, and used them to find the estimates for the length 
scales. The relation between k ,  m  and p  is found, which provides the existence of the 
attracting set, and thus the subsequent smoothing of the dynamics by dissipation. 
Recently found sharp interpolation inequalities with explicit constants, allowed us 
to improve some of the estimates, and thereby the length scales.
It has also been shown that under certain restrictions on the parameters in 
the equation and the initial data, solutions which are initially positive, will remain 
positive for all times. Asymptotic positivity of solutions is also established for some 
initial data. The obtained results can be applied to a wide range of dissipative
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PDEs arising in many fields of applied mathematics, such as mathematical biology 
and particle dynamics. Specifically we would like to stress that fixing particular 
values for the parameters k ,  m  and p  one can obtain e x p l i c i t  estimates for various 
classical reaction-diffusion type equations.
In Chapter 3 we have considered the generalized Burgers-Huxley equation. Start­
ing with the Burgers-Huxley equation (4.1.1) we extended it by adding a fourth-order 
derivative term (long-range diffusion) and addressed the following two questions: 
under what conditions on the initial data will the solutions of the perturbed equa­
tion converge to the uniform steady state u  —  1 , and if the coefficient multiplying 
the fourth-order derivative term is sufficiently small, what would happen with the 
travelling wave solutions (4.1.2).
We establish the eventual positivity of the solutions for all t  sufficiently large 
by proving the uniform convergence of the solutions to the positive steady state 
u  — 1 under certain restrictions on the L 2-norm of the initial data. These results 
are accumulated in Theorem 4.1.1.
Since travelling wave solutions are always important for the above-mentioned 
equations, therefore it is natural to ask a question about persistence of the travelling 
wave solution (4.1.2) in the extended equation (4.1.4). Considering equation (4.3.14) 
with the help of the invariant manifold theory and geometric singular perturbation 
theory we have proved (for e  <C 1) the persistence of the solutions (4.1.2).
In general, the techniques used in this chapter can be employed for various other 
equation, for example, the generalized Fisher equation [27]
U f — s  u xxxx  +  u xx T  p u ( l  u  ) ( q  T  u  ), 
or the generalized Burgers-Huxley equation [25, 87]
w t — w xx — a w m w x +  ( 3 w ( l  — w m )  ( w m — 7 ).
Chapter 4 we have studied a nonlocal time-delayed reaction-diffusion population 
model on an infinite one-dimensional spatial domain. Depending on the model 
parameters, a non-trivial uniform equilibrium state may exist. We have proved
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a comparison theorem for our equation for the case when the birth function is 
monotone, and then we used this to establish nonlinear stability of the non-trivial 
uniform equilibrium state when it exists. A  certain class of non-monotone birth 
functions relevant to certain species is also considered, namely birth functions that 
are increasing at low densities but decreasing at high densities. In this case we 
prove that solutions still converge to the non-trivial equilibrium, provided the birth 
function is increasing at the equilibrium level.
Chapter 5 deals with a stage-structured population model on an isolated finite 
lattice. The main results in this chapter are, firstly, the derivation of the model
(6.1.19) itself, which is nontrivial and substantially different from the case of an 
infinite lattice considered previously in [8 8 ]. Secondly, the positivity preservation 
properties of solutions which turn out to be analogous to results that can be proved 
using the strong maximum principle in the case of continuous space. Thirdly, the 
comparison principle for the case of increasing birth functions. Fourthly, the use of 
this comparison principle to prove that the positive equilibrium of system (6.1.19), if 
feasible, is globally asymptotically stable for increasing birth functions. Fifthly, the 
comparison principle for the case of non-monotone birth functions is also proved. 
With the help of this principle we have shown that the non-trivial equilibrium is 
globally asymptotically stable if it is in the interval of w  for which the birth func­
tion b ( w )  is increasing, and that it can remain globally stable if it is larger, but not 
too much larger, than the value of w  at which b ( w )  attains its maximum, assuming 
additionally the delay is not too large. Finally, we have performed numerical sim­
ulation. First we showed the behaviour of solutions when the maturation time is 
small enough. The solutions approach a non-trivial steady state which confirms our 
analytical findings. Then, for the case when the non-zero steady state exceeds the 
maximum of the birth function, for a large enough delay time, the Hopf bifurcation 
is seen. As we further increase the delay time, the amplitude and frequency of the 
oscillation are also increasing, and then die out as solutions go to a non-trivial steady 
state.
A p p e n d i x  A :  U s e f u l  i n e q u a l i t i e s
In this appendix we put together some of the inequalities that were used in this 
thesis.
Y ou n g ’s inequality. Let a  and b be real numbers, and s  be any positive real 
number, then the following is true:
ab <  i  ( e a 2 +  —^ . (A .l )
2 \  e  t
H older-type  inequality. Let a  and b be real numbers, and p  and q  are positive
1  1
real numbers satisfying -  +  -  =  1 , then the following inequality holds:
p  q
. _ a p bq , .  _v
ab  ± ----- 1— . (A .2 )
P  Q
H older inequality. Let / and g  be functions on a bounded domain 0  such that 
\f\p and \g\q are integrable for some positive real p  and q  satisfying -  +  -  — 1. Then 
the following is true:
f  f g < ( [  l/ l Y ” (  f  M ©  = ll/U s ll, (A.3)
Jo \ J n  J  \ J n  /
with L p and L 9 -norms.
Cauchy-Schwarz inequality. A  particular case of the Holder inequality for p  =  
q =  2 for a square integrable functions / and q  is the Cauchy-Schwarz inequality, 
which has the following form:
[  f g <  J [  \f\2 J  [  \g\2 =  II/II2 IMI2 . (a.4)
Jo y Jo y Jo 
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Next, we present some interpolation (classical and recently derived) inequalities 
for functions on planar and spherical domains.
G ag liardo-N irenberg  inequality. Let / be a smooth, square integrable, mean
zero periodic function on 91 =  [0, L ] d. Then, for 1 <  q ,  r  <  oo and j  and m  integers
satisfying 0  <  j  <  m, the following inequality holds:
||l>37 ||p <  const ||rr»/n?i|/||j— , (a .b )
where
1  j  / I  m \  1  — a
-  =  -  +  a I  ) H--------
p  d  \ r  d  J  q
for a in the interval
j  .  . ,— <  a  <  1 , 
m
d
with the exception that if m  — j  is a nonnegative integer, then a  is restricted
r
to i ~ .
m
Poincare inequality. Suppose Q is a set for which the negative Laplacian —A, 
along with the boundary conditions, is a strictly positive self-adjoint linear operator 
with a discrete spectrum and the smallest eigenvalue Ai >  0. Moreover, assume that 
/ (x ) and its gradient V / (x ) are square integrable on a set G, that / (x ) satisfies the 
boundary conditions, and that the boundary conditions allow for the integration by 
parts
[  / ( x ) [ - A / ( x ) ] A =  [  | V / ( x ) | 2A .
Jn Jn
Then
ii/ni <  h  (A .e)
Proof of this inequality can be found in the book by Doering and Gibbon [23].
R e m a r k .  In the case when Q =  [0, L \ ,  and function / has mean zero, then the 
Poincare inequality has the form:
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In terpo la tion  inequality  [49]. I f  integers k , I satisfy 0 <  k  <  I and a function / 
is a periodic function with a mean zero, and such that /^  E L 2 ( — oo; oo), then the 
following inequality is valid:
ll/w IU  <  cEi(/s,OII/ll?,“ 2 (i" 1 )/2 !||/(0 l l f +1)/2i. (A.7)
where the best constant is given by
(f 1 Y /a 1 V /2
° R l ( ’  ~  \ V ( 2 k  +  l ) “ + i ( 2 1 - 2 k -  l ) 2 *-2 fc-i)  sin w ? k ± l  J
and the inequality is attained at
/o o  ±k« T
The proof of this inequality was done by Ilyin in [49]. For the case when a function 
/ does not have a mean zero and k  —  0 , we have the following particular case of 
the above inequality:
In terpo la tion  inequality  [11]. Let / be a periodic function on Q =  [0, L ]  with
j  f ( x ) d x  ^  0 .
Then, for I >  i  the following inequality with the sharp constant holds:
n/iu  <  £ - i/2 u/ii2 + c (o i i/ i ir - i)/2 ! i i / « i i r ,  (a . 8 )
where
/ i \ V 2
c{l)=
(21 — l ) 2 ,- 1 sinjr/2 /
The proof of this inequality can be found in [11], Below, are the examples of the 
inequalities valid for the application on the sphere [51, 91].
In terpo la tion  inequalities on the sphere. The following inequalities are valid 
for a 2 and 3-dimensional sphere and the constants are sharp:
ll/lloo <  A=I|V/||, / € 2), (A.9)
/ 1 1 \ 4 / 2  
ll/lloo <  ( 3 2 ^  +  2 4 J IIV/ll, / e H 2 ( S 3) .  (A. 10)
and
A p p e n d i x  B :  T i m e  a v e r a g e s
In this appendix we summarise some properties of time-averages.
T i m e  a v e r a g e  of a function f ( t ) can be defined as
i  r *
{ f ( t ) )  :=  suplim sup- / f ( r ) d r .  (B .l)
/(0 ) Woo t  Jo
T i m e - a s y m p t o t i c  bound of a function f ( t )  is defined as:
f ( t )  =sup  lim f { t ) .  (B.2)
/(o) t->°°
Lem m a 1 . The time-average of a function is always bounded above by the corre­
sponding time-asymptotic upper bound, i.e.
(/ ) <  /• (B.3)
Lem m a 2 . The following inequality holds for time-averages:
( f g )  <  ( f p ) 1/p{ g q) 1/q With -  +  -  =  1. (B.4)
p  g
For proofs of these two lemmas see [72].
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