Abstract. Contracts and specifications have long been used in object-oriented design, programming and testing to enhance reliability before software deployment. However, the use of specifications in deployed software is commonly limited to runtime checking where assertions form a basis for detecting incorrect program states to terminate the erroneous executions. This paper presents a contractbased approach for data structure repair, which allows repairing erroneous executions in deployed software by repairing erroneous states. The key novelty is the support for rich behavioral specifications, such as those that relate prestates with post-states of the method to accurately specify expected behavior and hence to enable precise repair. The approach is based on the view of a specification as a non-deterministic implementation, which may permit a high degree of non-determinism. The key insight is to use any correct state mutations by an otherwise erroneous execution to prune the non-determinism in the specification, thereby transmuting the specification to an implementation that does not incur a prohibitively high performance penalty. While invariants, pre-conditions and post-conditions could be provided in different modeling languages, we leverage the Alloy tool-set, specifically the Alloy language and the Alloy Analyzer for systematically repairing erroneous states. Four different algorithms are presented and implemented in our data structure repair framework. Experiments using complex specifications show the approach holds much promise in increasing software reliability.
Introduction
As software has become increasingly integrated with critical systems of high complexity, software failures have become prohibitively expensive and alarmingly frequent. There is now an urgent need for creating new methodologies that deliver reliable software at a lower cost. Much of the existing research effort is devoted to requirements, architecture, design, implementation and testing-activities that are performed before deployment of a software system. In contrast, little effort is devoted to developing methodologies that handle errors that arise during system executions after deployment. While requirements, architecture, design, implementation and testing are fundamental to develop correct programs, unfortunately not all faults are detected or fixed before deployment. The ability to handle runtime errors on-the-fly can bring a substantial increase in reliability.
The standard approach when an erroneous program state is detected at runtime, say due to an assertion violation, is to terminate the program, debug it if possible, and reexecute it. While this halt-on-error approach is useful to eliminate transient errors or for debugging purposes, it does not present a feasible solution for deployed software that is faulty and cannot be promptly debugged or re-deployed. A program that is functionally incorrect will continue to exhibit its failure(s) no matter how many times it is re-executed or on how many different machines it is executed. In such a situation, error recovery, and in particular repair of erroneous program state is necessary. In addition, errors in persistent data, such as a file system, also necessitate repair mechanisms [4, 6] .
While repair mechanisms are not in standard use today, repair has featured in various systems over the last couple of decades [4, 6, 14, 27] . However, a limitation of the traditional approaches is to use dedicated repair routines, which must be implemented for each system they are intended to work for. As a result, these routines are mostly ad-hoc and ill-understood.
Recent works introduced constraint-based repair where data structure constraints written using first-order logic [11, 12] or as Java assertions [13, 19] are used as a basis for repairing erroneous states. While these approaches do not necessitate writing a dedicated repair routine, they also have a basic limitation: data structure constraints are too weak specifications for error recovery in general. To illustrate, in object-oriented programs, the class invariant [24] (which defines the data structure constraints for the valid objects of the class) applies to the entry and exit points of all public methodseven though the precise behaviors of the methods may be very different. For example, consider an erroneous implementation of a method to insert an element into a binary tree-an acyclic data structure. Previous approaches [12, 19] to constraint-based repair would accept an empty tree as a valid structure since it satisfies the acyclicity constraint. However, an empty tree is unlikely to be a valid output of insert.
Constraint-based repair suffers from several limitations: First, all methods are restricted to use the same class invariants and hence the repair mechanism cannot reflect any specific property of the method. In inserting an element to the binary tree example mentioned earlier, the repair framework cannot detect or recover from states that the method fails to add the new element despite providing a valid binary tree as output. Second, the repair mechanism accepts any correct data structure (including the valid input data structure) as output of any method. This means that an empty method satisfies all needed properties according to repair mechanism.
Method contracts [26] naturally suit the repair process since they introduce class invariants, pre-and post-conditions and are widely used for other phases of software development. However, while they have long been used to improve software reliability in different phases of software development lifecycle (from accurately specifying requirements to design, implementation and testing), their common usage follows the same standard halt-on-error approach upon detecting an erroneous program state in a deployed software. This paper presents Tarmeem, a novel framework for contract-based data structure repair, which addresses the basic limitations of previous approaches to repair and is based on a novel role for rich behavioral specifications [22] : to repair erroneous executions. We use runtime specification violation as a basis of repairing the program state.
Our insight is to transmute the contract specification-which permits a high degree of non-determinism-into an efficient implementation using the erroneous state: any correct component of the erroneous state restricts the non-determinism in the specification and enables an efficient generation of a correct program state. While we allow using different specification languages such as the Java Modeling Language [23] , we translate the specifications to Alloy [16] , transform the repair problem into a constraint solving problem and leverage the Alloy tool-set to provide systematic repair. The use of rich behavioral specifications allows accurately specifying expected behavior and hence enables precise repair. Furthermore, it opens up a novel application of contracts in recovering programs from erroneous executions. We note that the use of contracts does not necessarily allow recovering from errors in hardware, rather our focus is to recover from errors due to residual bugs or external events that mutate program state but not the execution environment or the contracts.
Tarmeem supports Alloy as the base modeling language. Alloy has a rich library and it is simple to define a large class of constraints in it including set constraints, sequencing constraints, etc. Support for Java Modeling Language (JML) through translation is made possible by the JForge [5] framework, which uses the Alloy back-end for scope-bounded checking of Java programs. Other languages similar to JML (such as Spec# [8] ) can be supported through translation as well.
While pre-and post-conditions have been used in repairing relational data and recovering from erroneous executions in databases [21, 30] , our work is distinguished in two aspects. Most importantly, previous works do not perform repair based on pre-and post-conditions but only abort the transaction when the expected relationship between pre-and post-states is not met. Secondly, our repair mechanism works on sophisticated pointer-based data structures which differs fundamentally from database schemas.
We recently introduced the idea of contract-based repair in a one page extended abstract [31] . This paper makes the following contributions:
-Contract-based data structure repair: It introduces the idea of using rich behavioral contract specifications including invariants, pre-and post-conditions as the basis of systematic data structure repair. -Repair algorithms: It presents four algorithms that embody the idea. The algorithms leverage the Alloy tool-set to provide systematic repair, and employ heuristics to optimize performance. -Similarity metric: It uses a distance metric for graph similarity to compute the effect of repair on an erroneous program state and evaluate different algorithms for effectiveness. -Evaluation: It presents experimental results to evaluate the feasibility of contractbased repair and demonstrates the promise it holds.
The rest of this paper is organized as follows: Section 2 describes an example which we use for further illustrations. Section 3 provides needed background on the Alloy tool-set. Section 4 explains Tarmeem, Section 5 presents our experimental results and Section 6 concludes. 
Example
To illustrate contract-based repair, consider a singly-linked list data structure ( Figure 1 ). Each list object has a header node and a size field that caches the number of nodes in the list. Each node has a next node and contains an integer element (elt). As the method contract provided in JML shows the repOk method is the class invariant and the method remove removes all occurrences of the given integer (x) from the given list (this). This method requires the class invariant to hold at the invocation of the method and should guarantee the class invariant as well as the post-condition after execution. The user provides the contract including the class invariant for LinkedList and the post-condition for remove in Alloy (Figure 2 ) or any other specification language that can be automatically translated to Alloy such as JML ( Figure 1 ). This flexibility in terms of input specification language enhances the usability of Tarmeem. However the specification which is used as a basis for repairing erroneous outputs is eventually translated to Alloy. Section 3 provides a brief survey of Alloy syntax and semantics. In this example, the class invariant requires that the list should be acyclic, contain unique integer elements, and have correct size. The post-condition additionally requires that the output should not include the element to remove. Back-tick (''') in the Alloy model is syntactic sugar to represent post-state [18, 25] . Equivalently absence of back-tick is the same as \old in JML. Note how the post-condition relates the set of list elements in the post-state with those in the pre-state to precisely specify correctness of remove. To illustrate Tarmeem, consider invoking remove on the valid input list L0 in Figure 3 (a) to remove all nodes with element 5. Figure 3 (b) shows the method's erroneous output list, which has an erroneous size and still includes the element 5. Tarmeem correctly repairs this erroneous output to a correct output (Figure 3 (c) ). Note that Tarmeem corrected both the erroneous data field as well as the erroneous reference fields.
To contrast with the previous work [12, 19] , if we only use the class invariant (repOk) as a basis of repair, the erroneous output list (Figure 3 (b) ) would only un- (a) dergo one repair action, which is to fix its size to 3. However, the element 5 would erroneously continue to be in the list, and not be deleted.
Background
Alloy is a minimal yet powerful specification language for describing structural properties. Alloy uses a set-based syntax which is compatible with object-oriented model. Alloy Analyzer is a fully automatic analyzer to systematically check Alloy models for a finite scope and is based on a SAT-based model finder called Kodkod [29] . In this section we use the linked list example of Figure 2 to describe Alloy syntax and semantics. More details could be found elsewhere [1, 15] . The model is divided into signatures indicated by keyword sig. LinkedList is a signature in this example whose body includes header, header', size and size'. From object-oriented perspectives, these could be considered fields of data type LinkedList with their types following the colon (:) symbol. For example, header is of type Node defined later. Since Alloy is a declarative rather than an imperative language, the order of elements is irrelevant. Keyword lone can be read as less than or equal to one which means that a LinkedList is permitted to have no header.
From Alloy's set-based perspective which views the world as a collection of atomic objects (atoms) and relations between them, each of header, header', size and size' is a relation from signature LinkedList to the signature type following the colon symbol. Figure 4 shows realizations of these relations. Consequently, lone and similar keywords have a set-based meaning (e.g. lone indicates that the relation is a partial function).
A fact (fact) in the Alloy model puts some always true explicit constraints on the model. Functions (func) and predicates (pred) are other forms of constraints to be applied on the model which are invoked if needed. Here, predicate repOk has input parameter l of type LinkedList surrounded by parenthesis. Note that at the invocation site, brackets are used to pass the arguments. Predicate repOk is composed of the conjunction of several constraints. For example, the first constraint enforces acyclicity on the list. With dot (.) operator being relational composition, also considered as accessing fields of a signature, plus * andˆbeing reflexive and non-reflexive transitive closures respectively, l.header. * next builds the set of all nodes that can be reached by applying zero or more next relations on l.header which are exactly all nodes of the list. The universal quantifier all on the right-hand side of this constraint indicates that the constraint applies to all of the atoms in the set. The left-hand side specifies that no node n in the list can reach itself by applying one or more next operations, i.e. the list is acyclic.
Further constraints of this example introduce other features of Alloy. Alloy supports basic set operations. In this example in, # and -are set membership, cardinality and complement operations respectively. Alloy also has different types of logical binary operators, as an example, => in uniqueness constraint stands for implication. Notice that = in Alloy stands for equality and not assignment. As we mentioned before, backtick is the syntactic sugar we add to Alloy to distinguish between pre-and post-states and is not inherent to the language.
Kodkod is the SAT-based back-end of the Alloy Analyzer. It is a constraint solver which works in first order logic with relations, transitive closure, and partial models. Kodkod is able to efficiently find finite models for satisfiable problems and a minimal unsatisfiable core for unsatisfiable ones. It also provides an API to directly build Alloy formulas. To model a problem in Kodkod, a relation should be bounded to two sets of tuples: a lower bound and an upper bound. The former represents all tuples that the final solution for the relation should contain and the latter is the set of all tuples that it may contain. If a relation is bounded exactly to a set (equivalently its lower bound is the same as its upper bound), that set is the unique answer for the relation.
Tarmeem
This section first defines the repair problem (Section 4.1) and then presents an overview of our framework (Section 4.2) and our core repair algorithms (Section 4.3). It finishes by describing more underlying details of the framework and demonstrating preparation steps that instrument the program to use data structure repair (Section 4.4).
Definition of repair
This paper addresses the following repair problem:
Definition: Let φ be a method post-condition that relates pre-and post-states such that φ(r, t) if and only if pre-state r and post-state t satisfy the post-condition. Given a valid pre-state u, and an invalid post-state s (i.e., !φ(u, s)), mutate s into state s such that φ(u, s ).
The key technical difference in the repair problem as defined here with previous work [12, 19] is to allow specifications across different program states, specifically to relate pre-states and post-states. Previous work only supported specifications on the current program state, e.g., class invariants. With this richer definition, we can also repair program functionality error such as incorrect implementation of a method by fixing the output during program execution.
Overview
Tarmeem, our contract-based data structure repair framework, detects and fixes erroneous method executions using method post-conditions. Upon detecting a violation, Tarmeem uses heuristics to determine which fields of the data structure are likely faulty. It iteratively relaxes bounds on possible values for those fields (i.e., allows them to take any legal value other than their current one), and invokes off-the-shelf SAT solvers to compute values that satisfy the post-condition. Furthermore, Tarmeem heuristically tries to keep the number of mutations applied on the faulty data structures as low as possible to avoid unnecessary perturbations during the repair process.
We take a relational view of the program heap [17] , and view the data structures as edge-labeled graphs. This view enables using edit distance [10, 28] as a metric for computing the perturbation of the erroneous program state, which undergoes repair. Our algorithms attempt to keep the perturbation to a minimum.
The state of the program is defined as an object graph of its data structures. As an example, we have previously shown the state of a program that only includes a linked list of nodes in Figure 3 . By using such object graphs, we utilize the edit distance of the faulty and repaired outputs to evaluate effectiveness of repair algorithms. We heuristically try to minimize the edit distance between faulty and repaired outputs and measure the amount of perturbation using this metric. Figure 5 shows the core architecture of Tarmeem. Given a Java method and its contract, plus an input and an output that represent an erroneous method execution, Tarmeem applies an abstraction translation [18, 25] to generate an abstract 1 pre-state and an abstract post-state, which are used together with a constraint that represents the post-condition to check if the post-condition holds. If the pre/post-states satisfy the post-condition, a concretization translation [18, 25] is used to generate a repaired output. Note that the very first check of the method output to see if it is faulty does not need an invocation of the SAT solver. Furthermore, even though the translation of the method input and output to/from their corresponding abstraction in Alloy is done via instrumentation and is very fast, one can perform the first check solely as an assertion check to avoid the performance overhead of abstraction after each method call. If the pre/post-states do not satisfy the post-condition, Tarmeem invokes a repair algorithm (Section 4.3) to let some fields of the data structure be modified by the SAT solver (by relaxing the lower and upper bounds in the corresponding Kodkod model on the ranges of field values in the post-state) and uses SAT to compute values for those fields (while holding the pre-state values constant 2 ). More details about the architecture of Tarmeem can be found in Section 4.4. The next section describes our repair algorithms.
Algorithms
We developed four different approaches to repair a faulty data structure.
First repair approach: the basic method. The first approach is a direct application of SAT to generate a post-state to satisfy the post-condition. This approach uses the pre-state but is oblivious of the erroneous post-state. Any possible correct output with respect to the contract would be a candidate solution for this approach. Therefore, the repaired state may be quite different from the erroneous state. In fact, this algorithm only uses the contract and ignores the code that is already developed and extensively tested. To illustrate, consider the remove method (Section 2) that should remove all occurrences of the given element from the given list. According to the first approach, any linked list that only has all elements other than the element to delete is a valid answer. This approach does not need to maintain order of elements or other characteristics of the list, although the program whose output is faulty and subject to repair might be intended to maintain these characteristics. Before describing the algorithm, here we define the state of being relaxed for a relation to ignore the current (possibly erroneous) value of that field (relation in setbased perspective of Alloy). Therefore, a relaxed field can take any value suggested by the SAT solver to meet the constraints. In addition, we define the property of being ignored for a predicate 3 . We manipulate this property of the predicates to ignore them in some phases of the algorithms. Essentially, we set a predicate to be ignored in case we do not want to include it in a SAT solver invocation. Figure 6 describes an algorithm that implements this approach. It relaxes the bounds on all relations (in the post-state) as indicated by the assignment r.relaxed = true;, and solves the problem subject to all the constraints as indicated by the assignment p.ignored = false;. The method SAT() simply calls the SAT solver with these settings and returns true if the SAT solver can find a solution. Figure 7 (a) shows a result of running the first approach on the faulty output of our example. The result has changed the order of elements and assignment of integers to the nodes. Also, as we will see in Section 5 this approach is quite inefficient. However, note that this is a correct repair, since the repaired linked list satisfies the method postcondition with respect to the contract. Indeed, a richer contract that requires the relative element ordering to be preserved would result in a more desirable repaired structure using this approach.
Second repair approach: iterative relaxation. The second approach, called iterative relaxation, aims to optimize performance when the number of errors is relatively small. In this heuristic we try to make the output satisfy the conditions by relaxing as few relations as possible. To do so, we take an arbitrary relation, relax it and send the resulting problem to SAT. If the problem is unsatisfiable, we take another relation and repeat the same procedure. If we are not able to solve the problem by relaxing a single relation we try relaxing two relations and so forth. If the underlying repair problem is satisfiable, this approach will solve it, but may need a lengthy trial and error process. In addition, this heuristic will find a relatively similar answer to the faulty output since it prefers relaxing fewer relations.
The pseudo code of this heuristic is shown in Figure 9 . Having all predicates in mind, we increase count starting from one. pickRelations(count) returns a new arbitrary set (of size count) of relations until all combinations are covered when it returns null. We fix all relations except those selected for relaxation to their post-state values. Each time we call SAT() to see if we have been able to resolve the problem. Upon failure, we examine other combinations of relations while trying to keep them few until we find an answer or confirm that there is no solution.
Back to removing an element from the linked list, we start by taking a relation, say size and let it be free to take any value assigned by the SAT solver. Then we invoke the SAT solver to see if it can find a suitable value for size in order to satisfy all conditions. Clearly, this trial fails since there is an error in the elements too. We attempt relaxing header, next and elt separately, none of them ending in a solution. Trying to relax two relations instead of one, we will finally try size and header together. The result of this repair action is shown in Figure 7 (b).
Third repair approach: error localization. In the third approach, termed error localization, we use the post-condition to isolate erroneous parts of the output. Figure 10 called with guided set to false (line 2) shows the third approach. First, we ignore all predicates and let all relations be not relaxed. An ignored predicate would not participate in solving the problem as it does not exist for now (These predicates will be added and satisfied eventually). We call the SAT solver with these settings and expect to obtain a satisfiable answer unless there is a contradiction in the output even without applying any constraints. Having this satisfiable answer assists us in evaluating further constraints as we add them without going to the SAT solver level (by using Evaluator class at the Kodkod level). While there is any ignored (i.e. not satisfied) predicate we add predicates and try to fulfill them. Note that at the beginning of each iteration of the while loop, we check all predicates to find out if there are predicates which are not violated (i.e. are satisfiable on our current instance). If any is found, we add it to the set of participating predicates by setting ignored to false and updating parameters seen. The sooner we add not violated constraints, the easier it is for SAT to find the correct value.
At the next step, we choose an arbitrary predicate which is not satisfied yet and attempt to satisfy it by relaxing some extra relations. We watch the previous constraints so that we do not break them by sending all predicates added so far to the SAT solver.
Our trials proceed as follows:
LinkedList<Relation> candidateRels(Predicate f, boolean guided){ LinkedList<Relation> candidateRels = new LinkedList<Relation>(); for(Relation r : allRelations) if(f.has(r) && !r.relaxed) if(!r.parameterSeen){ r.parameterSeen = true; candidateRels.addFirst(r); }else candidateRels.addLast(r); if(guided) moveToFirst(guideSet(f), candidateRels); return candidateRels; } Fig. 11 . Approaches 3 and 4: finding candidate relations to be relaxed.
1. Without relaxing any new relations. Note that this is different from applying the predicate on current instance; here we call SAT to see if we can find another instance with the same parameters relaxed that satisfies the new predicate as well. 2. With relaxing only one extra relation prioritizing those which appeared in this predicate for the first time. The list of all relations of this predicate which are not relaxed before, starting with new ones and ending with already seen ones is constructed in candidateRels linked list. Method candidateRels() ( Figure 11 ) called with guided set to false participates in the third method. We intuitively prefer to start by relaxing relations which are new since the already seen relations have been used in previous constraints and have shown no sign of violation. 3. With relaxing several extra relations. We try accumulatively relaxing relations, meaning that we relax a set of relations as we go along candidateRels list. 4. If we were not able to resolve the problem despite relaxing all relations of this predicate, it means that we have made a mistake somewhere in previous predicates. So, we systematically relax other relations until we can satisfy the current constraint.
If all of the above trials 4 fail on relaxing a specific predicate, the method returns false. Otherwise it returns true after satisfying all predicates.
Consider the faulty linked list output of the remove method once again. At the first iteration, we realize that constraints uniqueness and acyclicity are holding without any relaxations. Assume that we continue the loop by trying to satisfy the size constraint. The first relation in candidateRels list will be size since it is the only new parameter of the size constraint (next and header are already seen in acyclicity and uniqueness). By relaxing size, we will be able to meet this constraint and move to the next one. The next constraint is correct remove. Candidate relations would not prefer any of unrelaxed relations over the others since header, next and elt are all seen before. At the worst case the algorithm tries next and elt before header but once it gets to header (in addition to already relaxed size), all constraints would be satisfied and we obtain Figure 7 (b) as repaired output. Note that when we first fixed size, we set it to 3 since it was the correct list size at that time. However, when we relax header, this value of size is not acceptable any more. Yet, there is no need to go back since size is still relaxed and the SAT solver will find an acceptable value for that as well.
Fourth repair approach: guided error localization. While evaluating repair heuristics, we found out that none of them can accurately guess which relation is most likely to be the cause of violating a specific predicate. So, we let the user guide the repair mechanism by indicating which relation is subject to evaluation in each predicate. For each predicate, the user indicates an ordered list of data structure parameters, called the guide set, which are intuitively tested under this predicate. To illustrate, consider the constraints of Figure 2 . Constraint acyclicity mainly checks the next pointer to detect cycles so its guide set starts with next. However, it does not evaluate header although it uses header as well. Therefore, header is either not included in the guide set or has less priority. Constraint size is to check size parameter, uniqueness basically evaluates elt, and correct remove deals with next and elt. A suggestion to include the guide set in the method contract is to add JML annotations to indicate members of the guide set for each ensures statement.
While using these guides appropriately will help the performance of the repair process considerably, there is no syntactic restriction on the user. In some cases, we can even tolerate wrong guide sets. The guide set is only a hint to prioritize relaxations and the search can revert to an unguided mode if necessary. To provide the guide set, the user indicates relations tested in each constraint. For example if we added next to the guide set of the uniqueness constraint, we would help the repair method's performance. However, we did not assume the existence of the best guides in our evaluation. Figure 10 together with Figure 11 when guided set to true shows the guided version of error localization. The only improvement over the third approach is moving the guide set to the beginning of candidateRels so that they will be checked sooner protecting the repair process from unnecessary calls to the SAT solver.
Applying this approach on our example might possibly go through exactly the same process as it did for unguided repair since header is not among the guide set of correct remove. However the difference shows up when we want to repair the data structure in Figure 8 as erroneous output. The only satisfied constraint here is uniqueness. Assume that we choose to repair acyclicity first. Since next and header are both seen before, regular error localization does not prioritize any of them. Yet, a good guide set indicating that the most likely error in breaking acyclicity is next will save us trying header to meet acyclicity.
It is worth noticing that for our simple example, all approaches besides the basic one provide the same output, which means that all these three approaches are optimized to keep the mutations as low as possible, though they face the restriction of whole relation relaxation instead of edge correction. A differentiation here is which method provides the result faster with fewer SAT solver invocations. Table 1 compares all four approaches from a high level perspective.
Instrumentation
In this section, we provide more details on Tarmeem underlying structure (See figure  5) . These are the steps Tarmeem takes to instrument the Java program and reach to the point that the repair heuristics are applicable. Alloy input specification: Tarmeem represents the data structure in Alloy and uses the technique of duplicating [20] to distinguish between the state of data structure prior to and after the method execution. To illustrate, for our simple example of a linked list and a method which removes an element from it, the data structure, the invariant and the post-condition would be as Figure 2 . This is essentially the same data structure we had in Java with header, size, next and elt representing the same fields of the Java program in the pre-state (i.e. before running the method). We use the backtick character " " to represent the same filed in the post-state (i.e. after running the method).
Another important aspect of the Alloy model is how to write the constraints. Here we prefer to write the constraints manually since we want to obtain high level constraints. Also we need more manageable constraints since we sometimes desire to break the constraints to several parts to help the heuristics. In general, these more controllable constraints come with the price of dealing with Alloy predicates manually, though the same concepts can be achieved using methods of [20] . In addition, note that method pre-and post-conditions might already be written in Alloy for testing proposes as described in [20] , or in JML as in [9] . In the former case data repair is provided for free using Tarmeem and in the latter we can use tools that translate JML specifications to Alloy automatically [5] .
Abstraction and concretization:
Once the specifications are built, the next step is to keep track of the data structure in pre-and post-states. To store the state of the program, we demonstrate the object graph using relations. A part of the framework is dedicated to keep track of the data structures. This part will be modified by the user to map the Java data structure to its Alloy representative. Basically, the user indicates the mapping intended between the Java data structures and Alloy signatures. This manual configuration can be skipped too using techniques described in [20] . Once the part responsible for translating the data structure to Alloy and Kodkod is constructed, the program can traverse data structures automatically and translate them to Alloy and Kodkod. This is the procedure we called abstraction in Figure 5 . For each object that appears in pre-or post-states there would be one signature instance in Alloy. Before and After running each method of the program, the abstraction part is called to keep track of the object graphs and write them to be sent to the SAT solver. Concretization does the reverse action of abstraction and translates a repaired data structure back to Java.
During translation of the program state to Kodkod (abstraction), Tarmeem also manipulates the Kodkod file to equip it with relaxation indication for parameters. For each relation, there would be a boolean indicating if this relation is relaxed. If the relation is not relaxed, it would be bounded exactly to its set in the post-state. For example, if the relation next is not relaxed in the linked list example, it is required to be set to {(N0, N1), (N1, N2)} (the value in the post-state) exactly. If it is relaxed, its lower and upper bound will be relaxed and it can take any set that has the correct settings such as {(N0, N1), (N0, N2), (N2, N0)}. By relaxation, we mean removing the bounds that are enforced on the relation by post-condition and letting the output have any legitimate set of tuples for that relation. This means taking out the boundExactly from the Kodkod translation, so that instead of imposing the set of tuples provided by the faulty output, we let the relation take any set of tuples from ∅ to the set of all legitimate tuples. Note that no constraints, even those which indicate the basics of the data structure (e.g. there is at most one next for each node as "next: lone Node" states in Figure 2 ) applies at this level. These type of constraints will be applied later with each SAT solver call. Also, in abstraction phase all predicates are equipped with the option of being ignored. An ignored predicate will not participate in solving the problem with SAT solver as if it is not there.
Run code: The next step is to run the method as is in the Java program. After the program has generated the output data structure, once again Tarmeem collects all objects and assigns Alloy signature instances to them. Then, it takes post-state snapshots using the abstraction part. Continuing with the linked list example, consider the incorrect implementation of the remove(5) method which receives linked list of Figure 3 (a) as input and generates the linked list of Figure 3 (b) as output. This output has several faults in it. It violates the size consistency part of repOk and also fails to omit node N0 which has element 5. The translation of these pre-and post-states to Alloy (snapshots taken by the abstraction part) is shown in Figure 12 .
Evaluation
We evaluate Tarmeem using a text-book data structure and an open-source application 5 . We used SAT4J [7] , a SAT solver in Java which is shipped with Kodkod by default, as the SAT solver.
Singly Linked List
This data structure is the same as the example singly linked list (Figure 2) . Each list has a header that points to the first node of the list. Each node has an integer element and a pointer to the next node. The list is acyclic and no duplications are allowed. The list also has a size element which shows the number of nodes. We implemented several faulty remove methods for this data structure which are described by Table 2 . The table also displays corrupted fields of the output data structure, constraints that are violated by the erroneous remove, and the programmer mistake that can cause such an error.
We ran Tarmeem to fix the output of each incorrect remove method for linked lists of size 10 and also for linked lists of size 20. Equation 1 presents the relationship that holds between several different measures with t being the total repair time and alg being the time consumed to do the heuristic algorithm (in sections between calls to the SAT solver). #SAT invoc is the total number of SAT solver invocations to repair this specific fault with desired approach and it excludes evaluation calls used to evaluate constraints at the Kodkod level without going to the SAT solver level. SAT tr avg and SAT sl avg are average translation and solving times over calls to the SAT solver to resolve this specific error. These are measured to give a sense on how SAT translation and solving are time consuming and how a good heuristic which calls the SAT solver a few times with suitable settings (i.e. relaxations) can be beneficial.
The edit distance is defined as the minimum number of edge additions or deletions to transform a graph to another and shown to be the same as well-known maximum common subgraph metric under a specific cost function [10, 28] . Our computation of edit distance is simplified because we have an object graph that is evolved from another one through a sequence of mutations, since the repaired output is an altered version of the faulty output. Table 3 includes experimental results for singly linked lists of size 10 and also 20. #SAT invoc represents number of SAT solver invocations, #vars avg , #clauses avg and #pvars avg stand for the average number of variables, clauses and primary vari- In repairing a singly linked list of size 10, while no approach consistently outperforms all others, iterative relaxation and guided error localization are the best heuristics. The efficiency of iterative relaxation in some cases is because the number of errors in the data structure is assumed to be few and iteratively relaxing parameters one at a time will find an error faster if it is only in one parameter. The reason that the guided error localization was not able to defeat iterative relaxation in all cases is because in this experiment we preferred to write guide sets in an intuitive fashion. Although such sets are not necessarily optimal, we expect the user to write them as a starting point. In later experiments in Section 5.2 we will see how to write more effective guide sets by considering repair process.
The most challenging faulty methods are those which introduce different kinds of errors. For the linked list of size 10, all faulty outputs except the output of erroneous remove number 7 can be repaired in less than 1 second while the output of this method takes at least 1.136 seconds to repair which is because it corrupts two parameters of the data structure. However, these types of errors are unlikely in deployed code because it has been systematically tested and also since period checking of post-conditions prohibits propagation of errors in data structures.
In a linked list of size 10, the basic approach which directly utilizes the postcondition to solve the problem with SAT solver can produce some results. However, when we move to 20 nodes, the basic method can no more generate the correct output in less than 120 seconds. This shows how applying different heuristics and using the correct parts of the corrupt output can help the repair process. Table 3 also presents the result of repairing a singly linked list of size 20. The results are similar to those for a singly linked list of size 10.
Here, outputs of methods 2, 3, and 4 take more time to repair since they have corrupted the next pointer, a relation which has many possible candidates. One can easily see how solving time of the SAT solver is considerably higher for these three methods. As the data structure size grows, the complexity of the corrupted relation becomes the dominant problem in repair. A possible improvement would be going inside the relation and keeping correct edges instead of relaxing the whole relation, but this solution needs manipulating the model finder or the SAT solver. Note that even for a linked list of size 20 and with the intuitive guide sets, and even for the most complicated errors, there is at least one heuristic which can finish the repair process in about 15 seconds or less. The bottleneck is the SAT solver, which might take up to 5 seconds to translate and solve in each invocation .
Antlr BaseTree
ANTLR: (ANother Tool for Language Recognition [2] ), a part of the DaCapo benchmark [3] , is a tool that builds recognizers, interpreters, compilers and translators from grammars. ANTLR receives a formal grammar as input and as one of its features, can evaluate a given sentence against the grammar. ANTLR uses rich data structures, since it needs sophisticated intermediate forms to recognize and interpret grammars. These data structures are known to be a major source of errors when manipulated incorrectly. This feature makes ANTRL an excellent case study for data structure repair. ANTLR, with 29710 lines of Java code, has a download rate of about 5000 per month and is extensively used to generate programs.
ANTLR represents the grammar internally as a tree. Abstract class BaseTree is a generic tree implementation used to abstract several trees such as ParseTree used in building a parser. ANTLR v.3 uses a list of children instead of the usual parent child approach in BaseTree. Each tree node maintains a list of children as its successors while each of these children keeps the correct pointer to their parent. Each tree grammar CommandLanguage; greeting : interjection subject; interjection : 'Hello'; subject : 'World!'; node also keeps integer values startIndex, stopIndex and childIndex for bookkeeping purposes. For example, childIndex represents the node's place in its parent's children list, counting from zero. In order to be able to use Tarmeem to repair instances of BaseTree data structure, we added class invariants and post-conditions to BaseTree based on comments provided by ANTLR as well as the program logic.
We used ANTLR v.3.1.3 to parse the simple grammar shown in Figure 13 , which generated 27 instances of class BaseTree in total. Figure 14 shows deleteChild method of class BaseTree in ANTLR package with our annotations to inject errors. Table 3 demonstrates the result of repairing with Tarmeem. Note that as this table suggests, no heuristic except guided error localization was able to repair the output of error number 8 (See Figure 14 and Table 2 ) in less than 120 seconds. With a good guide set which prioritizes relations that are most possibly faulty but do not take a huge set of candidates, we enforce fast returning from the SAT solver whenever this specific relaxation is not indeed the answer and quick finding of the faulty relations. Guided error localization could repair the faulty output of all sorts of errors in less than 14 seconds.
Conclusions and Future Work
This paper introduced the use of rich behavioral specifications extracted from method contracts for systematic data structure repair using the Alloy tool-set as an enabling technology. Four repair algorithms were presented and evaluated using a text book data structure and an open-source application. The results are encouraging and show the feasibility of repairing complex structures of small sizes with a small number of faults.
The primary contributions of our repair framework, Tarmeem, are the algorithms for repair based on rich behavioral specifications and a demonstration of the feasibility and potential of such an approach, specifically for structurally complex data. The performance of our prototype is encouraging and we believe repair can increase reliability of real applications because of the following reasons:
-A deployed system that has been well-tested can be assumed to have a few errors and focusing repair on likely erroneous fields to reduce the non-determinism in the specification is likely to provide effective pruning of the search space and to minimize the number of SAT invocations. Note that when no contract violation happens, no repair is performed and SAT/constraint solving is not executed. Hence the overhead of using Tarmeem with a correct program is of the same order of magnitude as that of enforcing contracts using runtime checking. -Despite the NP hard nature of the SAT problem, advancements in SAT technology over the past decade have been substantial. In addition, our heuristics attempt to reduce the size of the SAT problem by focusing on the erroneous parts of the data structure. Our algorithms provide a solid basis for developing more effective algorithms to precisely identify the error and improve the scalability of Tarmeem. -Our approach is not limited to repair of program state at runtime. For example, data structure repair frameworks can provide useful feedback to perform program repair and automate debugging.
Our current use of SAT represents a bottleneck for scaling the algorithms to larger structures. We believe a tighter integration with SAT holds much promise. We are investigating techniques to guide SAT backtracking, so that SAT is not invoked multiple times to perform repair, rather the SAT search is tailored directly based on the repair algorithms. Moreover, we believe a use of specialized solvers, such as integer constraint solvers and string constraint solvers, in conjunction with SAT will allow us to scale contract-based repair to larger structures and to develop it into a viable technique for improving reliability of real applications. Empirical rigorous evaluation (including an evaluation on more real world applications) as well as developing better heuristics to accurately find the violating parts of the program state is a part of the future work. Using repair feedback to improve the program is another promising research avenue.
