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Abstract
Let {Pn}∞n=0 be an orthogonal polynomial system on the real line with respect to a measure µ with
compact support S. Following the classical methods, we define a modified Feje´r and Jackson summability
method for Fourier series with respect to {Pn}∞n=0. There is a discussion for ultraspherical polynomials.
Moreover, we give error estimates for positive summability methods.
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1. Introduction and basic facts
It was Paul du Bois-Reymond, who gave an example of a continuous 2π -periodic function f
with non-convergent Fourier series in 1873; see [5]. In order to get a converging approximation
process towards f (x) for all x ∈ [−π, π], which is based on the Fourier coefficients of f , one
has to apply a proper summability method; appropriate summability methods are due to Feje´r [7]
and Jackson [9,2]. The Fourier series with respect to orthogonal polynomials are closely related
to the trigonometric case.
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Let µ be a probability measure on the Borel σ -algebra of R with compact support S. To avoid
trivialities, we assume S to be of infinite cardinality. Hence, there exists a sequence {Pn}∞n=0 of
orthogonal polynomials with respect to µ, that is∫
Pm Pndµ =

0, m ≠ n,
1/hn, m = n, (1)
with hn > 0. The polynomials Pn are assumed to have degree n. Also it is common to set
P0 = 1, that is h0 = 1. Then the sequence {Pn}∞n=0 satisfies a three term recurrence relation of
the following type
x Pn(x) = γn Pn+1(x)+ βn Pn(x)+ αn Pn−1(x), n ≥ 0, (2)
where P−1 = 0, {αn}∞n=0, {βn}∞n=0, {γn}∞n=0 ⊂ R, {βn}∞n=0, {γnαn+1}∞n=0 are bounded and
γnαn+1 > 0. Conversely, if we define {Pn}∞n=0 by (2) we get an orthogonal polynomial sequence
with respect to a measure µ as above.
For all x, y ∈ R and n ∈ N0, we have
(x − y)
n−
k=0
Pk(x)Pk(y)hk = γnhn(Pn+1(x)Pn(y)− Pn(x)Pn+1(y)), (3)
which is called the Christoffel–Darboux formula. There is a unique representation
Pm Pn =
m+n−
k=|m−n|
cm,n,k Pk, (4)
where cm,n,k ∈ R are called linearization coefficients. We set cm,n,k = 0 for all k ∈ N0 with
k < |m − n| or k > m + n. It is easily seen that
cm,n,khn = cm,k,nhk . (5)
In particular, we get
αn+1hn+1 = γnhn, (6)
which implies
hn = γ0γ1 . . . γn−1
α1α2 . . . αn
. (7)
The sequence {Pn}∞n=0 is said to be normalized at a point ξ ∈ R, if Pn(ξ) = 1 for all n ∈ N0. For
details with respect to orthogonal polynomials we refer to [3,15].
Denote by C(S) the space of continuous functions from S into C with norm ‖ f ‖∞ =
supx∈S | f (x)| for f ∈ C(S). The formal Fourier series of f ∈ C(S) is given by
∞−
n=0
fˆn Pnhn (8)
with Fourier coefficients
fˆn =
∫
f Pndµ. (9)
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Moreover, the N th partial sum of the formal Fourier series is written as
DN ( f ) =
N−
n=0
fˆn Pnhn . (10)
If S is discrete, then there are examples with limN→∞ ‖DN ( f ) − f ‖∞ = 0 for all f ∈ C(S),
see [13] or [14], which is contrary to the trigonometric case. Whereas it is known since Faber [6]
that in the case S = [a, b] there exist functions f ∈ C([a, b]) such that DN ( f ) does not converge
towards f with respect to ‖ ‖∞. In such a case one has to apply a proper summability method.
The classical Feje´r summability method results in
D0( f )+ D1( f )+ · · · + DN ( f )
N + 1 =
N−
n=0
N + 1− n
N + 1 fˆn Pnhn, N →∞. (11)
For instance, let {P(α)n }∞n=0, α ≥ −1/2, be a sequence of ultraspherical polynomials, which are
orthogonal with respect to the measure
dµ(x) = Γ (3/2+ α)√
πΓ (1+ α)(1− x
2)αdx (12)
with S = [−1, 1]. Then the classical Feje´r summability method does converge for all f ∈
C([−1, 1]) if and only if −1/2 ≤ α < 1/2; see [1] and the references given there. Our goal here
is to introduce new summability methods, which are related to the classical Feje´r and Jackson
kernel. Note that there have been made suggestions for a Feje´r-like summability method before;
see [11] or [12].
A general summability method is defined as follows.
Definition 1. Let τ = {τN ,n}0≤N ,n<∞ be an infinite matrix of complex numbers with τN ,n = 0
for n > σ(N ), σ(N ) ∈ N0. Then the sequence of operators {AN ,τ }∞N=0 from C(S) into C(S)
with
AN ,τ ( f ) =
σ(N )−
n=0
τN ,n fˆn Pnhn, f ∈ C(S), (13)
is called a τ -summability method.
Since AN ,τ ( f )n = τN ,n fˆn for all f ∈ C(S), an operator defined by (13) is a so-called Fourier
multiplier operator. Below we will deal with τ -summability methods satisfying σ(N ) = N or
σ(N ) = 2N . Note that
AN ,τ ( f )(x) =
∫ σ(N )−
n=0
τN ,n Pn(x)Pn(y)hn f (y)dµ(y). (14)
Therefore, by orthogonality
AN ,τ (Pn) = τN ,n Pn . (15)
Due to the Banach–Steinhaus theorem, there is a quite general statement on the convergence of
a τ -summability method.
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Theorem 1.
lim
N→∞ ‖AN ,τ ( f )− f ‖∞ = 0 for all f ∈ C(S) (16)
if and only if
lim
N→∞ τN ,n = 1 for all n ∈ N0, (17)
and
‖AN ,τ‖ < C for all N ∈ N0. (18)
A proof is given for instance in [12].
The study of τ -summability methods simplifies if the operators AN ,τ are positive. An operator
A from C(S) into C(S) is called positive, if f ∈ C+(S) implies A( f ) ∈ C+(S), where
C+(S) = { f ∈ C(S) : f (x) ≥ 0 for all x ∈ S}. Concerning this matter we refer to the
following simple theorem.
Theorem 2. The operator AN ,τ is positive if and only if
σ(N )−
n=0
τN ,n Pn(x)Pn(y)hn ≥ 0 for all x, y ∈ S. (19)
Proof. Assume that (19) does hold. Then, taking into account (14), the positivity of f implies
the positivity of AN ,τ ( f ).
If (19) does not hold, then there exist x0, y0 ∈ S, δ < 0, and an open set U with y0 ∈ U such
that
σ(N )−
n=0
τN ,n Pn(x0)Pn(y)hn < δ for all y ∈ U.
Choose V ( U compact with µ(V ) > 0. Then by Urysohn’s lemma there is a continuous
function g : R→ [0, 1] with g(y) = 1 for all y ∈ V and g(y) = 0 for all y ∈ R \U . Thus,
AN ,τ ( f )(x0) =
∫ σ(N )−
n=0
τN ,n Pn(x0)Pn(y)hn f (y)dµ(x) < µ(V )δ < 0,
where f = g|S ∈ C+(S). This contradicts the positivity of AN ,τ . 
For positive operators one is able to compute quantitative error estimates.
2. Positive operators on C(S) and error estimates
Error estimates for positive operators can be calculated with respect to the modulus of
continuity. Usually ω( f, δ) is defined for f ∈ C([a, b]). For f ∈ C(S) we set
ω( f, δ) = sup
|h|≤δ;x,x+h∈S
| f (x + h)− f (x)|, δ ≥ 0. (20)
By simple means ω( f, δ) is non-decreasing in δ and behaves almost as usual. For instance,
ω( f, λδ) ≤ (λ+ 1)ω( f, δ) for all λ, δ ≥ 0, (21)
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see [4, 1.3.1]. Contrary to the usual case, ω( f, δ) has no longer to be continuous for all δ ≥ 0.
Nevertheless, due to the uniform continuity of f on S, we have
lim
δ→0ω( f, δ) = ω( f, 0) = 0, (22)
which is sufficient for the following investigations.
For an operator A : C(S)→ C(S) set
∆x = (A(qx )(x))1/2 for all x ∈ S, (23)
where
qx (t) = (t − x)2 (24)
is a function depending on t ∈ S. If A is positive and taking into account (21) and (22), then one
is able to derive the following quantitative estimate
|A( f )(x)− f (x)| ≤ | f (x)| |1− A(P0)(x)| + (A(P0)(x)+ (A(P0)(x))1/2)ω( f,∆x ),
(25)
where f ∈ C(S), x ∈ S. A proof can be given along the lines of [4, (2.3.2)].
Set
g1(x) = α1γ0 − (x − β0)(x − β1) and (26)
g2(x) = α1γ0 + (x − β0)(x − β0) for all x ∈ R, (27)
where the coefficients are from the three term recurrence relation of {Pn}∞n=0.
Lemma 1. Let A : C(S)→ C(S) be an operator with eigenvectors Pn , that is
A(Pn) = τn Pn, τn ∈ C, for all n ∈ N0. (28)
Then
A(qx )(x) = (τ1 − τ2)g1(x)+ (τ0 − τ1)g2(x) for all x ∈ S. (29)
Proof. Note that P0(t) = 1, P1(t) = (t − β0)/γ0, and P2(t) = (t2 − (β0 + β1)t + β0β1 −
γ0α1)/γ0γ1. One easily checks that
(t − x)2 = ((x − β0)2 + γ0α1)P0(t)+ γ0(β0 + β1 − 2x)P1(t)+ γ0γ1 P2(t).
Hence,
A(qx )(x) = ((x − β0)2 + γ0α1)τ0 P0(x)+ γ0(β0 + β1 − 2x)τ1 P1(x)+ γ0γ1τ2 P2(x)
= (τ1 − τ2)g1(x)+ (τ0 − τ1)g2(x)
for all x ∈ S. 
There is a further basic lemma, which generalizes a result given in [10].
Lemma 2. Let {AN }∞N=0 be a sequence of positive operators from C(S) into C(S) with common
eigenvectors Pn , that is AN (Pn) = τN ,n Pn , τN ,n ∈ R. Then for every n ∈ N0 there exists Cn > 0
such that
|τN ,n − τN ,n+1| ≤ Cn(τN ,0 − τN ,1) for all N ∈ N0. (30)
Moreover, limN→∞ τN ,0 = limN→∞ τN ,1 = 1 implies limN→∞ τN ,n = 1 for all n ∈ N0.
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Proof. Without loss of generality, we may assume that
Pn(ξ) = 1 for all n ∈ N0,
where ξ ∈ {minS,maxS}. Since P1 has a zero in (minS,maxS), see [3], we have
P0(x)− P1(x) = 1− P1(x) ≥ 0 for all x ∈ S.
Putting y = ξ in the Christoffel–Darboux formula (3) yields
(P0(x)− P1(x)) γ0
γnhn
n−
k=0
Pk(x)hk = Pn(x)− Pn+1(x).
Set
Cn = sup
x∈S
 γ0γnhn
n−
k=0
Pk(x)hk
 .
Then
−Cn(P0(x)− P1(x)) ≤ Pn(x)− Pn+1(x) ≤ Cn(P0(x)− P1(x))
for all x ∈ S. Applying AN results in
−Cn(τN ,0 − τN ,1 P1(x)) ≤ τN ,n Pn(x)− τN ,n+1 Pn+1(x)
≤ Cn(τN ,0 − τN ,1 P1(x))
for all x ∈ S. Substituting ξ for x one finally gets
|τN ,n − τN ,n+1| ≤ Cn(τN ,0 − τN ,1) for all N , n ∈ N0.
The last assertion can be shown by induction. 
Now, we are able to prove the main result of this section.
Theorem 3. Let {AN }∞N=0 be a sequence of positive operators with common eigenvectors Pn .
Then there exists C > 0 such that
|AN ( f )(x)− f (x)| ≤ | f (x)| |1− τN ,0| + C(τN ,0 +√τN ,0)ω( f,

τN ,0 − τN ,1) (31)
for all f ∈ C(S), x ∈ S, N ∈ N0.
Proof. Let f ∈ C(S), x ∈ S and N ∈ N0. Then (25) and Lemma 1 yield
|AN ( f )(x)− f (x)| ≤ | f (x)| |1− τN ,0| + (τN ,0 +√τN ,0)ω( f,∆N ,x )
with
∆N ,x = (AN (qx )(x))1/2 = ((τN ,1 − τN ,2)g1(x)+ (τN ,0 − τN ,1)g2(x))1/2.
If τN ,0 − τN ,1 = 0, then Lemma 2 implies τN ,1 − τN ,2 = 0. Therefore, ∆N ,x = 0, and by (22)
we get
|AN ( f )(x)− f (x)| ≤ | f (x)| |1− τN ,0|.
Otherwise, if τN ,0 − τN ,1 > 0, then
∆N ,x =

τN ,1 − τN ,2
τN ,0 − τN ,1 g1(x)+ g2(x)
1/2
τN ,0 − τN ,1.
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Again taking into account Lemma 2, we obtain
∆N ,x ≤ D

τN ,0 − τN ,1
with D > 0 not depending on f , x and N . According to (21) it remains to set C = D + 1. 
Corollary 1. Let {AN }∞N=0 be a sequence of positive operators with common eigenvectors
Pn . Then limN→∞ ‖AN ( f ) − f ‖∞ = 0 for all f ∈ C(S) if and only if limN→∞ τN ,0 =
limN→∞ τN ,1 = 1.
Proof. Since C in Theorem 3 does not depend on x ∈ S, inequality (31) yields
‖AN ( f )− f ‖∞ ≤ ‖ f ‖∞|1− τN ,0| + C(τN ,0 +√τN ,0)ω( f,

τN ,0 − τN ,1).
Therefore, limN→∞ τN ,0 = limN→∞ τN ,1 = 1 implies limN→∞ ‖AN ( f ) − f ‖∞ = 0 for all
f ∈ C(S). Conversely, if limN→∞ ‖AN ( f ) − f ‖∞ = 0 for all f ∈ C(S), then we especially
get limN→∞ ‖τN ,n Pn − Pn‖∞ = 0. Thus, limN→∞ τN ,n = 1 for all n ∈ N0. 
3. Modified Feje´r summability method
The trigonometric Feje´r kernel is given by
FN (z) = 1N + 1

sin (N+1)t2
sin t2
2
, z = eit ∈ T, N ∈ N0. (32)
It is well known by trigonometric identities that
FN (z) = 1N + 1
1− cos(N + 1)t
1− cos t = 1+
N−
n=1
N + 1− n
N + 1 2 cos nt. (33)
Written in terms of Chebyshev polynomials of the first kind {Tn}∞n=0, one gets
1
N + 1
1− TN+1(cos t)
1− T1(cos t) = 1+
N−
n=1
N + 1− n
N + 1 2Tn(cos t). (34)
Note that {Tn}∞n=0 is the sequence of ultraspherical polynomials with parameter α = −1/2,
normalized at the point 1, that is Tn(1) = 1 for all n ∈ N0. Our goal is to generalize (34). For
that purpose we refer to the following lemma.
Lemma 3. Let {Pn}∞n=0 be normalized at a point ξ ∈ R, and
1− PN+1(x)
1− P1(x) =
N−
n=0
ϕN ,n Pn(x)hn for all N ∈ N0, x ∈ R, x ≠ ξ. (35)
Then
ϕN ,n = α1α2 . . . αn
γ1γ2 . . . γn
+ α1α2 . . . αn+1
γ1γ2 . . . γn+1
+ · · · + α1α2 . . . αN
γ1γ2 . . . γN
, (36)
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and especially
ϕN ,0 = 1+ α1
γ1
+ α1α2
γ1γ2
+ · · · + α1α2 . . . αN
γ1γ2 . . . γN
. (37)
Moreover,
ϕN ,n = ϕN ,0 − ϕn−1,0 (38)
for all N ∈ N0, 0 ≤ n ≤ N, where ϕ−1,0 = 0.
Proof. Set
QN (x) = 1− PN+1(x)1− P1(x) ,
which is a polynomial of degree N . The Christoffel–Darboux formula (3) yields
DN (x) =
N−
n=0
Pn(x)hn = γN hN
γ0
PN (x)− PN+1(x)
1− P1(x) =
γN hN
γ0
(QN (x)− QN−1(x))
for all N > 0. Therefore,
QN (x) = QN−1(x)+ γ0hNγN DN (x)
for all N > 0, which implies
QN (x) = D0(x)+ γ0h1γ1 D1(x)+
γ0
h2γ2
D2(x)+ · · · + γ0hNγN DN (x)
for all N ∈ N0. Due to (7), we get
ϕN ,n = α1α2 . . . αn
γ1γ2 . . . γn
+ α1α2 . . . αn+1
γ1γ2 . . . γn+1
+ · · · + α1α2 . . . αN
γ1γ2 . . . γN
for all N ∈ N0. Now, the rest is an easy consequence. 
In order to exclude cases with ϕN ,0 ≤ 0 we make use of the following lemma.
Lemma 4. Let {Pn}∞n=0 be normalized at a point ξ ∈ R. If ξ ≥ maxS, then αn, γn > 0 for all
n ∈ N, and if ξ ≤ minS, then αn, γn < 0 for all n ∈ N.
Proof. Let {pn}∞n=0 be the sequence of orthonormal polynomials with respect to µ such that all
pn have positive leading coefficients. Then they fulfill a three term recurrence relation
xpn(x) = λn pn+1(x)+ βpn(x)+ λn−1 pn−1(x), n ≥ 0,
with βn ∈ R and λn > 0; see [3]. Furthermore, Pn(x) = pn(x)/pn(ξ), which implies
γn = pn+1(ξ)pn(ξ) λn and αn =
pn−1(ξ)
pn(ξ)
λn−1 for all n ∈ N.
Note that all zeros of an orthogonal polynomial sequence are in the open interval (minS,maxS);
see [3]. Hence, if ξ ≥ maxS, then pn(ξ) > 0 for all n ∈ N0, and if ξ ≤ minS, then {pn(ξ)}∞n=0
has alternating signs. This completes the proof. 
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According to Lemma 4 the following definition is consistent.
Definition 2. Let {Pn}∞n=0 be normalized at a point ξ ∈ R \ (minS,maxS). Then a τ -
summability method with
FN ( f ) =
D0( f )+ α1γ1 D1( f )+
α1α2
γ1γ2
D2( f )+ · · · + α1α2...αNγ1γ2...γN DN ( f )
1+ α1
γ1
+ α1α2
γ1γ2
+ · · · + α1α2...αN
γ1γ2...γN
(39)
=
N−
n=0
ϕN ,n
ϕN ,0
fˆn Pnhn (40)
=
N−
n=0

1− ϕn−1,0
ϕN ,0

fˆn Pnhn, f ∈ C(S), (41)
is called a modified Feje´r summability method with respect to {Pn}∞n=0.
Now, due to (38) the following lemma is straightforward.
Lemma 5. Let {FN }∞N=0 be a modified Feje´r summability method with respect to {Pn}∞n=0. Then
limN→∞ ϕN ,nϕN ,0 = 1 for all n ∈ N0 if and only if limN→∞ ϕN ,0 = ∞.
Lemma 5 is of interest with respect to Theorem 1. Note that in general a modified Feje´r
summability method has not to be positive.
For example, let {P(α)n }∞n=0, α ≥ −1/2, be a sequence of ultraspherical polynomials
normalized at the point 1. In the special case α = −1/2, the coefficients of the three term
recurrence relation are given by α(−1/2)0 = β(−1/2)0 = 0, γ (−1/2)0 = 1, and β(−1/2)n = 0,
α
(−1/2)
n = γ (−1/2)n = 1/2, n ≥ 1. Thus, h(−1/2)n = 2, n ≥ 1. If α > −1/2, then
α(α)n =
n
2n + 2α + 1 , β
(α)
n = 0, γ (α)n =
n + 2α + 1
2n + 2α + 1 , (42)
and
h(α)n =
(2n + 2α + 1)Γ (n + 2α + 1)
Γ (2α + 2)Γ (n + 1) . (43)
Therefore, we get
ϕ
(α)
N ,n =
N−
k=n
Γ (2α + 2)Γ (k + 1)
Γ (k + 2α + 2) (44)
=

N + 1− n, α = −1/2
N−
k=n
1
1+ k , α = 0,
Γ (2α + 2)
−2α

Γ (N + 2)
Γ (N + 2α + 2) −
Γ (n + 1)
Γ (n + 2α + 1)

, α ≠ 0,−1/2.
(45)
For the case α ≠ 0,−1/2 equality (45) can be shown by induction. Thus, by Stirling’s formula
limN→∞ ϕ(α)N ,0 = ∞ if and only if −1/2 ≤ α ≤ 0.
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Moreover, 1 ≥ P(α)n (x) for all x ∈ [−1, 1]; see [15]. Hence, according to (35), (37) and Lemma 4
N−
n=0
ϕ
(α)
N ,n
ϕ
(α)
N ,0
P(α)n (x)h
(α)
n ≥ 0 for all x ∈ [−1, 1], N ∈ N0. (46)
Note that in the special case of ultraspherical polynomials {P(α)n }∞n=0, α ≥ −1/2, there exists for
all x, y ∈ [−1, 1] a positive Borel measure ρ(α)x,y such that
P(α)n (x)P
(α)
n (y) =
∫
P(α)n (z)dρ
(α)
x,y(z) for all n ∈ N0, (47)
see [8]. Therefore,
N−
n=0
ϕ
(α)
N ,n
ϕ
(α)
N ,0
P(α)n (x)P
(α)
n (y)h
(α)
n ≥ 0 for all x, y ∈ [−1, 1], N ∈ N0. (48)
Taking into account Theorem 2, Corollary 1, and Lemma 5, we can summarize as follows.
Theorem 4. In the case of ultraspherical polynomials {P(α)n }∞n=0, α ≥ −1/2, the operators FN
are positive for all N ∈ N0, and
lim
N→∞ ‖FN ( f )− f ‖∞ = 0 for all f ∈ C([−1, 1]) (49)
if and only if −1/2 ≤ α ≤ 0.
This means that the modified Feje´r summability method guarantees convergence for fewer
systems of ultraspherical polynomials than the classical Feje´r summability method does. A first
advantage of the modified method is its positivity. Therefore, one is able to apply Theorem 3.
Concerning this matter, we simply deduce that
1− ϕ
(α)
N ,1
ϕ
(α)
N ,0
= 1
ϕ
(α)
N ,0
=

O

1
N

, α = −1/2,
O

1
ln N

, α = 0.
(50)
A second advantage is that we can pass on to a modified Jackson summability method.
4. Modified Jackson summability method
The trigonometric Jackson kernel is given by
JN (z) = 3
(N + 1)(2(N + 1)2 + 1)

sin (N+1)t2
sin t2
4
(51)
= 3(N + 1)
2(N + 1)2 + 1 FN (z)
2, z = eit ∈ T. (52)
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For a generalization we refer to the following lemma.
Lemma 6. Let {Pn}∞n=0 be normalized at a point ξ ∈ R, and
1− PN+1(x)
1− PN (x)
2
=

N−
m=0
ϕN ,m Pm(x)hm
2
=
2N−
n=0
ιN ,n Pn(x)hn, (53)
for all N ∈ N0, x ∈ R, x ≠ ξ . Then
ιN ,n =
N−
m=0
N−
k=0
cm,n,kϕN ,kϕN ,mhm, (54)
and especially
ιN ,0 =
N−
m=0
ϕ2N ,mhm, (55)
ιN ,1 =
N−
m=0
ϕ2N ,mhm − ϕN ,0. (56)
Proof. Concerning the coefficients ϕN ,n we refer to Lemma 3. Then
N−
m=0
ϕN ,m Pmhm
2
=
N−
m=0
N−
k=0
k+m−
n=|k−m|
cm,k,n PnϕN ,mϕN ,khmhk
=
N−
m=0
N−
k=0
k+m−
n=|k−m|
cm,n,k PnhnϕN ,mϕN ,khm
=
N−
m=0
m+N−
n=0
min(N ,n+m)−
k=|n−m|
cm,n,kϕN ,k PnhnϕN ,mhm
=
2N−
n=0
N−
m=max(0,n−N )
min(N ,n+m)−
k=|n−m|
cm,n,kϕN ,kϕN ,mhm Pnhn .
Hence, we have shown (54), where the range of summation is simplified by adding some zeros.
From (54), (55) easily follows. Furthermore,
ιN ,1 =
N−
m=0
(c1,m,m−1ϕN ,m−1 + c1,m,mϕN ,m + c1,m,m+1ϕN ,m+1)ϕN ,mhm
= ιN ,0 +
N−
m=0
(c1,m,m−1(ϕN ,m−1 − ϕN ,m)+ c1,m,m+1(ϕN ,m+1 − ϕN ,m))ϕN ,mhm
= ιN ,0 +
N−
m=0
c1,m,m+1(ϕN ,m+1 − ϕN ,m)ϕN ,mhm
+ c1,m+1,m(ϕN ,m − ϕN ,m+1)ϕN ,m+1hm+1
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= ιN ,0 −
N−
m=0
c1,m,m+1(ϕN ,m+1 − ϕN ,m)2hm
= ιN ,0 −
N−
m=0
(ϕN ,m+1 − ϕN ,m)2 γm
γ0
hm
= ιN ,0 −
N−
m=0

α1α2 . . . αm
γ1γ2 . . . γm
2
γ1γ2 . . . γm
α1α2 . . . αm
=
N−
m=0
ϕ2N ,mhm − ϕN ,0.
Note that we have set c1,0,−1 = 0 and ϕN ,N+1 = 0. Also we have used c1,m,m−1 + c1,m,m +
c1,m,m+1 = 1, and applied (5). 
The identity (53) motivates the following definition.
Definition 3. Let {Pn}∞n=0 be normalized at a point ξ ∈ R \ (minS,maxS). Then {JN }∞N=0 with
JN ( f ) =
2N−
n=0
ιN ,n
ιN ,0
fˆn Pnhn, f ∈ C(S), (57)
is called a modified Jackson summability method with respect to {Pn}∞n=0.
Again, in general a modified Jackson summability method has not to be positive. Hence, with
regard to Theorem 1 it is of interest to detect criteria for limN→∞ ιN ,nιN ,0 = 1 for all n ∈ N0.
Concerning this we can apply the next lemma.
Lemma 7. Let {Pn}∞n=0 be normalized at a point ξ ∈ R \ (minS,maxS). Further assume that
σ(N )−
n=0
τN ,n Pn(x)hn ≥ 0 for all N ∈ N0, x ∈ S, (58)
with τN ,n ∈ R and τN ,n = 0 for n > σ(N ), where σ(N ) ∈ N0.
If limN→∞ τN ,0 = limN→∞ τN ,1 = 1, then limN→∞ τN ,n = 1 for all n ∈ N0.
Proof. Let n ∈ N0. Along the lines of the proof of Lemma 2 there exists Cn > 0 with
−Cn(P0(x)− P1(x)) ≤ Pn − Pn+1(x) ≤ Cn(P0(x)− P1(x)).
For f ∈ C(S) with f ≥ 0, we get
AN ,τ f (ξ) =
∫ σ(N )−
n=0
τN ,n Pn(ξ)Pn(x)h(n) f (x)dµ(x) ≥ 0.
It is easily seen that AN ,τ Pn(ξ) = τN ,n . Hence,
−Cn(τN ,0 − τN ,1) ≤ τN ,n − τN ,n+1 ≤ Cn(τN ,0 − τN ,1) for all N ∈ N0,
which yields
|τN ,n − τN ,n+1| ≤ Cn(τN ,0 − τN ,1) for all N ∈ N0.
Thus, limN→∞ τN ,0 = limN→∞ τN ,1 = 1 yields by induction limN→∞ τN ,n = 1 for all
n ∈ N0. 
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Now, we get the following lemma.
Lemma 8. Let {Pn}∞n=0 be normalized at a point ξ ∈ R \ (minS,maxS).
(i) limN→∞ ιN ,nιN ,0 = 1 for all n ∈ N0 if and only if limN→∞
ϕN ,0∑N
m=0 ϕ2N ,m hm
= 0.
(ii) If limN→∞ ϕN ,0 = ∞, then limN→∞ ιN ,nιN ,0 = 1 for all n ∈ N0.
Proof. Note that by (53) and (55)
2N−
n=0
ιN ,n
ιN ,0
Pn(x)hn ≥ 0
for all x ∈ R. Therefore, we can take into account Lemma 7. Due to (55) and (56)
lim
N→∞
ιN ,1
ιN ,0
= 1
if and only if
lim
N→∞
ϕN ,0
N∑
m=0
ϕ2N ,mhm
= 0,
which proves the first assertion. The second assertion is straightforward. 
Finally, let us investigate ultraspherical polynomials {P(α)n }∞n=0, α > −1/2, as before. Due to
Gasper [8], we derive again
N−
n=0
ι
(α)
N ,n
ι
(α)
N ,0
P(α)n (x)P
(α)
n (y)h
(α)
n ≥ 0 for all x, y ∈ [−1, 1], N ∈ N0. (59)
Thus, by Theorem 2 the operators JN are positive. Taking into account (43), (45), and the
asymptotic of the Gamma function, we deduce
lim
N→∞
ϕ
(α)
N ,0
N∑
m=0
(ϕ
(α)
N ,m)
2h(α)m
= 0
if and only if −1/2 ≤ α ≤ 1.
According to Theorem 2, Corollary 1, and Lemma 8 we can summarize our results as follows.
Theorem 5. In the case of ultraspherical polynomials {P(α)n }∞n=0, α ≥ −1/2, the operators JN
are positive for all N ∈ N0, and
lim
N→∞ ‖JN ( f )− f ‖∞ = 0 for all f ∈ C([−1, 1]) (60)
if and only if −1/2 ≤ α ≤ 1.
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Compared to the modified Feje´r summability method the range of α with convergence
increases. The order of convergence increases as well. One is able to compute
1− ι
(α)
N ,1
ι
(α)
N ,0
= ϕ
(α)
N ,0
N∑
m=0
(ϕ
(α)
N ,m)
2h(α)m
=

O

1
N 2

, α = −1
2
,
O

ln N
N 2

, α = 0,
O

1
N

, α = 1
2
,
O

1
ln N

, α = 1.
(61)
For instance, in the case α = 0 we have used the formulas
N−
n=0
(2n + 1)
N−
k=n
1
1+ k =
(N + 1)(N + 2)
2
and (62)
N−
n=0
(2n + 1)

N−
k=n
1
1+ k
2
= (N + 1)(N + 2)
2
. (63)
Both equalities can be easily justified by induction.
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