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Abstract
The goal of this paper is to prove the existence and multiplicity of solutions for the p(x)-Laplacian equations without the
well-known Ambrosetti–Rabinowitz type growth conditions. The critical point theorems with Cerami condition are used.
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1. Introduction
The differential equations and variational problems with nonstandard growth conditions have been studied in recent
years. Some results on these problems have been obtained. For example, we refer to [6–13,19] and references therein.
At first, we study the existence and multiplicity of solutions for the p(x)-Laplacian Dirichlet problems of the
following form:{−p(x)u = −div(|∇u|p(x)−2∇u) = f (x,u) in Ω,
u = 0 on ∂Ω, (1.1)
where Ω ⊂ RN is a bounded domain, p(x) > 1, ∀x ∈ Ω , and p ∈ C(Ω).
In this paper, we establish the following basic assumptions and notations:
Let F(x, s) = ∫ s0 f (x, t)dt , |E| be the Lebesgue measure of E, and the family of functions F = {Gλ | Gλ(x, t) =
f (x, t)t − λF(x, t), λ ∈ [p−,p+]}, where p− = infx∈Ω p(x), p+ = supx∈Ω p(x). Noticing that when p(x) ≡ p is a
constant, F = {f (x, t)t − pF(x, t)} contains only one element.
(f1) f : Ω × R → R satisfies the Caratheodory condition and∣∣f (x, t)∣∣ C1 +C2|t |α(x)−1, ∀(x, t) ∈ Ω × R,
where α ∈ C(Ω) and 1 < α(x) < p∗(x) for x ∈ Ω, p∗(x) = Np(x)
N−p(x) if p(x) < N , p
∗(x) = ∞ if p(x)N ;
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(f3) There exists a constant θ  1, such that for any s ∈ [0,1], t ∈ R, and for each Gλ ∈F , and all μ ∈ [p−,p+], the
inequalities θGλ(x, t)Gμ(x, st) hold for a.e. x ∈ Ω .
Dirichlet problems involving the p(x)-Laplacian have been studied by several authors [8,10,11]. In [11, Theo-
rems 4.7 and 4.8] the authors obtained the existence and multiplicity of solutions for (1.1) under (f1) and
(AR) ∃κ > p+,R > 0 such that x ∈ Ω , |s|R ⇒ 0 κF(x, s) f (x, s)s.
That is called Ambrosetti–Rabinowitz type condition [1], in addition to the assumption as follows:
(f4) f (x, t) = o(|t |p+−1), t → 0 for x ∈ Ω uniformly;
(f5) f (x,−t) = −f (x, t), (x,u) ∈ Ω × R.
Obviously, (f2) can be derived from (AR). Under (AR), any (PS) sequence of the corresponding energy functional
is bounded, which plays an important role of the application of variational methods. Indeed, there are many superlinear
functions which do not satisfy (AR) condition. For instance when p(x) ≡ 2, θ ≡ 1, the function below does not
satisfy (AR)
f (x, t) = 2t log(1 + |t |). (1.2)
But it is easy to see the function above (1.2) satisfies (f1)–(f5). While p(x) ≡ p is a constant, we know the prob-
lem (1.1) with (1.2) has infinitely many solutions from [15]. In [15], the authors used the critical point theory with the
Cerami condition which is weaker than the (PS) condition. In this paper the author extends the result of [15] to the
p(x)-Laplacian equations and has obtained the existence and multiplicity of solutions for problem (1.1).
Secondly, we consider the Neumann problem based on [9]. In [16], the author has proved the infinitely many nodal
solutions of the Laplace equation with Neumann boundary value problem. Here the author gives some results of the
Neumann problem involving p(x)-Laplacian. In fact, the results of Neumann problem are similar to the Dirichlet
problem in the first step.
This article is organized as follows. In Section 2, we introduce some basic properties of the variable exponent
Lebesgue–Sobolev spaces W 1,p(x)(Ω) and p(x)-Laplace operator and establish some definitions and propositions. In
Section 3, we use variational techniques to prove the existence and multiplicity of solutions for the problem (1.1). In
Section 4, we give some remarks on the existence of solutions for Neumann problem involving p(x)-Laplacian.
2. Definitions and basic properties
Let Ω be a bounded open subset of RN , denote C+(Ω) = {p ∈ C(Ω): minx∈Ω p(x) 1}. For p ∈ C+(Ω), denote
p− = p−(Ω) = min
x∈Ω
p(x), p+ = p+(Ω) = max
x∈Ω
p(x).
On the basic properties of the space W 1,p(x)(Ω), we refer to [11,19]. Here we display some facts which will be used
later.
Denote by U(Ω) the set of all measurable real functions defined on Ω. Two functions in U(Ω) are considered as
the same element of U(Ω) when they are equal almost everywhere. For p ∈ C+(Ω), define the spaces Lp(x)(Ω) and
W 1,p(x)(Ω) by
Lp(x)(Ω) =
{
u ∈ U(Ω):
∫
Ω
∣∣u(x)∣∣p(x) dx < ∞
}
with the norm
|u|Lp(x)(Ω) = |u|p(x) = inf
{
λ > 0:
∫ ∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx  1
}
,Ω
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W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(Ω)}
with the norm
‖u‖W 1,p(x)(Ω) = |u|Lp(x)(Ω) + |∇u|Lp(x)(Ω).
Denote by W 1,p(x)0 (Ω) the closure of C
∞
0 (Ω) in W
1,p(x)(Ω). Hereafter, let
p∗(x) =
{
Np(x)
N−p(x) p(x) < N,
+∞ p(x)N.
We always assume that p− > 1 and p+ <p∗(x) for all x ∈ Ω .
Proposition 2.1. (See [13,19].) If f : Ω ×R → R is a Caratheodory function and satisfies |f (x, t)| a(x)+b|t |
p1(x)
p2(x)
for any x ∈ Ω,s ∈ R, where p1,p2 ∈ C+(Ω), a ∈ Lp2(x)(Ω), a(x)  0 and b  0 is a constant, then the Nemytsky
operator from Lp1(x)(Ω) to Lp2(x)(Ω) defined by Nf (u)(x) = f (x,u(x)) is a continuous and bounded operator.
Proposition 2.2. (See [13].) The spaces Lp(x)(Ω), W 1,p(x)(Ω) and W 1,p(x)0 (Ω) are separable and reflexive Banach
spaces.
Proposition 2.3. (See [13].) Set ρ(u) = ∫
Ω
|u(x)|p(x) dx. For u,uk ∈ Lp(x)(Ω), we have
(1) |u|p(x) < 1 (= 1;> 1) ⇔ ρ(u) < 1 (= 1; > 1).
(2) If |u|p(x) > 1, then |u|p
−
p(x)
 ρ(u) |u|p+
p(x)
.
(3) If |u|p(x) < 1, then |u|p
+
p(x)  ρ(u) |u|p
−
p(x).
(4) limk→∞ |uk|p(x) = 0 ⇔ limk→∞ ρ(uk) = 0.
(5) |uk|p(x) → ∞ ⇔ ρ(uk) → ∞.
Proposition 2.4. (See [13].) In W 1,p(x)0 (Ω) the Poincaré inequality holds, that is, there exists a positive constant c
such that
|u|Lp(x)(Ω)  c|∇u|Lp(x)(Ω), ∀u ∈ W 1,p(x)0 (Ω).
So |∇u|Lp(x)(Ω) is an equivalent norm in W 1,p(x)0 (Ω). In the following discussions, we denote ‖u‖ = |∇u|Lp(x)(Ω).
Let us now introduce the p(x)-Laplace operator −p(x)u = −div(|∇u|p(x)−2∇u), consider the functional
J (u) =
∫
Ω
1
p(x)
|∇u|p(x) dx, u ∈ X := W 1,p(x)0 (Ω),
(
J ′(u), v
)=
∫
Ω
|∇u|p(x)−2∇u∇v dx, ∀u,v ∈ X.
We have
Proposition 2.5. (See [11].) The functional J : X → R is convex. The mapping J ′ : X → X∗ is a strictly monotone,
bounded homeomorphism, and is of type (S+), namely, un ⇀ u in X and lim supn→∞(J ′(un)(un − u))  0 implies
un → u in X.
Next we give the definition of the Cerami condition which introduced by G. Cerami [3].
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Cerami c condition (we denote condition (Cc)), if
(i) any bounded sequence {un} ⊂ X such that Φ(un) → c and Φ ′(un) → 0 has a convergent subsequence;
(ii) there exist constants δ,R,β > 0 such that∥∥Φ ′(u)∥∥‖u‖ β ∀u ∈ Φ−1([c − δ, c + δ]) with ‖u‖R. (2.1)
If Φ ∈ C1(X,R) satisfies condition (Cc) for every c ∈ R, We say that Φ satisfies condition (C).
Condition (C) is weaker than the (PS) condition. However, it was shown in [2,4] that from condition (C) it can
obtain a deformation lemma, which is fundamental in order to get some minimax theorems. Thus we have
Proposition 2.7. (See [18].) Let X a Banach space, φ ∈ C1(X,R), e ∈ X and r > 0, be such that ‖e‖ > r and
b := inf‖u‖=r φ(u) > φ(0) φ(e). (2.2)
If φ satisfies the condition (C), with
c := inf
γ∈Γ maxt∈[0,1]
φ
(
γ (t)
)
,
Γ := {γ ∈ C([0,1],X) | γ (0) = 0, γ (1) = e}.
Then c is a critical value of φ.
We also introduce the Fountain theorem with the condition (C) which is a variant of [11,17,21]. From [20], let X
be a reflexive and separable Banach space, then there are ej ∈ X and e∗j ∈ X∗ such that
X = span{ej | j = 1,2, . . .}, X∗ = span
{
e∗j | j = 1,2, . . .
}
w∗ ,
and
〈
e∗i , ej
〉=
{
1 i = j,
0 i = j.
Now we write
Xj = span{ej }, Yk =
k⊕
j=1
Xj , Zk =
∞⊕
j=k
Xj . (2.3)
Proposition 2.8. (See [15].) Assume
(F1) X is a Banach space φ ∈ C1(X,R) is an even functional, the subspaces Xk,Yk and Zk are defined by (2.3);
If for each k = 1,2, . . . , there exist ρk > rk > 0 such that
(F2) bk := infu∈Zk,‖u‖=rk I (u) → +∞ as k → ∞;
(F3) ak := maxu∈Yk,‖u‖=ρk I (u) 0;
(F4) I satisfies the condition (C).
Then I has a sequence of critical values tending to +∞.
3. Main results
In this section, we give our main results and their proofs. Firstly, we give the definition of the weak solution
for (1.1).
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Ω
|∇u|p(x)−2∇u∇v dx =
∫
Ω
f (x,u)v dx, ∀v ∈ X = W 1,p(x)0 (Ω).
Let
I (u) :=
∫
Ω
1
p(x)
|∇u|p(x) dx −
∫
Ω
F(x,u)dx,
where
F(x, t) =
t∫
0
f (x, s)ds for x ∈ Ω, and t ∈ R,
then it is easy to see that I ∈ C1(X,R) and
I ′(u)v =
∫
Ω
|∇u|p(x)−2∇u∇v dx −
∫
Ω
f (x,u)v dx, ∀u,v ∈ X
(see [11]). We write
J (u) =
∫
Ω
1
p(x)
|∇u|p(x) dx, Ψ (u) =
∫
Ω
F(x,u)dx,
then I = J −Ψ.
We give a lemma which plays the most important role.
Lemma 3.2. Under the assumptions (f1)–(f3), I (u) satisfies the condition (C).
Proof. For all c ∈ R, we show that I satisfies (i) of condition (C). Let {un} ⊂ X be bounded, I (un) → c and
I ′(un) → 0. Hence {un} has a weakly convergent subsequence in X. Without loss of generality, we assume that
un ⇀ u. Ψ (u) =
∫
Ω
F(x,u)dx, then Ψ ′ : X → X∗ is completely continuous because of assumption (f1) from [11].
Hence Ψ ′(un) → Ψ ′(u). Since I ′(un) = J ′(un)−Ψ ′(un) → 0, J ′(un) → Ψ ′(u), and J ′ is a homeomorphism in view
of Proposition 2.5, we know un → u in X.
Now check that I satisfies (ii) of condition (C) too. We argue by contradiction. Were the statement false, there
exist c ∈ R and {un} ⊂ X satisfying:
I (un) → c, ‖un‖ → +∞,
∥∥I ′(un)∥∥‖un‖ → 0. (3.1)
We can choose ‖un‖ > 1, for n ∈ N, thus
c = lim
n→∞
{
I (un)− 1
pn
〈
I ′(un), un
〉}= lim
n→∞
1
pn
∫
Ω
f (x,un)un dx −
∫
Ω
F(x,un) dx, (3.2)
where
pn =
∫
Ω
|∇un|p(x) dx∫
Ω
1
p(x)
|∇un|p(x) dx
.
Denote ωn = un‖un‖ , then ‖ωn‖ = 1. Up to subsequences, for some ω ∈ X, we get
ωn ⇀ω in X,
ωn → ω in Lp+ ,
ωn(x) → ω(x) a.e. in Ω. (3.3)
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I (tnun) = max
t∈[0,1]
I (tun). (3.4)
If there is a number of tn satisfying (3.4), one choose one of them. Fix any m > 0, let ω¯n = (2p+m)
1
p− ωn, since
ωn ⇀ω ≡ 0, and Ψ (u) is weakly continuous from [11],
lim
n→∞
∫
Ω
F(x, ω¯n)dx = lim
n→∞
∫
Ω
F
(
x,
(
2p+m
) 1
p− ωn
)
dx = 0. (3.5)
Then for n large enough
I (tnun) I (ω¯n)
=
∫
Ω
1
p(x)
∣∣∇(2p+m) 1p− ωn∣∣p(x) dx −
∫
Ω
F(x, ω¯n)dx

∫
Ω
1
p+
(
2p+m
)|∇ωn|p(x) dx −
∫
Ω
F(x, ω¯n)dx
= 2m−
∫
Ω
F(x, ω¯n)dx m, (3.6)
that is, limn→∞ I (tnun) = +∞. Since I (0) = 0, and I (un) → c, then 0 < tn < 1, n large enough. We have∫
Ω
(∣∣∇(tnun)∣∣p(x) dx − f (x, tnun)tnun)dx = 〈I ′(tnun), tnun〉= tn ddt
∣∣∣∣
t=tn
I (tun) = 0. (3.7)
We obtain that∫
Ω
(
1
ptn
f (x, tnun)tnun − F(x, tnun)
)
dx =
∫
Ω
(
1
ptn
|∇tnun|p(x) − F(x, tnun)
)
dx
= I (tnun) → +∞ as n → ∞ by (3.6), (3.8)
where
ptn =
∫
Ω
|∇(tnun)|p(x) dx∫
Ω
1
p(x)
|∇(tnun)|p(x) dx
.
Let λun = pn,λtnun = ptn, then λun, λtnun ∈ [p−,p+], hence, Gλun ,Gλtnun ∈F .∫
Ω
(
1
pn
f (x,un)un − F(x,un)
)
dx = 1
pn
∫
Ω
Gλun (x,un)dx 
1
pnθ
∫
Ω
Gλtnun (x, tnun)dx by (f3)
= ptn
pnθ
∫
Ω
(
1
ptn
f (x, tnun)− F(x, tnun)
)
dx → +∞, (3.9)
since infn ptnpnθ > 0, which contradicts (3.2).
If ω(x) ≡ 0, by(3.1), we can get∫
Ω
|∇un|p(x) dx −
∫
Ω
f (x,un)un dx =
〈
I ′(un), un
〉= o(1)‖un‖, (3.10)
that is,
1 − o(1) =
∫
Ω
f (x,un)un
ρ(un)
dx 
∫
Ω
f (x,un)un
‖un‖p+ dx =
∫
Ω
f (x,un)un
|un|p+ |ωn|
p+ dx, (3.11)
where ρ(u) = ∫ |∇u|p(x) dx, and by Proposition 2.3.
Ω
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by (f2)
f (x,un)un
|un|p+ |ωn|
p+ → +∞ as n → ∞.
Using Fatou lemma, in view of |Ω \Ω0| > 0, we have∫
Ω\Ω0
f (x,un)un
|un|p+ |ωn|
p+ dx → +∞ as n → ∞. (3.12)
On the other hand, by (f1) and (f2), there exists γ > −∞, such that f (x,s)s
sp
+  γ for s ∈ R and a.e. x ∈ Ω . Moreover,
we have∫
Ω0
|ωn|p+ dx → 0 as n → ∞. (3.13)
Now there exists Λ> −∞ such that∫
Ω0
f (x,un)un
|un|p+ |ωn|
p+ dx  γ
∫
Ω0
|ωn|p+ dx Λ> −∞. (3.14)
Combining (3.11), (3.12) and (3.14), there is a contradiction, which proves that I satisfies condition (C). 
Remark 3.3. In the proof of Lemma 3.2, (f3) plays a crucial role. It is easy to prove that if f (x, t) is increasing in t ,
then (AR) implies (f3) when t is enough large. Indeed, we can take θ = 1
1− p+
κ
> 1, then θGλ(x, t) − Gμ(x, st) 
f (x, t)t − f (x, st)st  0. But generally speaking, (AR) does not implies (f3), see following Example 3.4.
Example 3.4. Let p(x) ≡ p. Set
f (x, t) = (p + 2)|t |pt + (p + 1)|t |p−1t sin2 1
t
− |t |p−1 sin 1
t
cos
1
t
.
By a simple calculation, we get F(x, t) = |t |p+2 + |t |p+1 sin2 1
t
> 0, if t = 0. Let κ = p + 1 > p, then there exists
R > 0, such that
|t | >R, x ∈ Ω ⇒ f (x, t)t − κF(x, t) = |t |p+2 − 2|t |p−1t sin 1
t
cos
1
t
> 0.
That is, f (x, t) satisfies (AR) condition. But since p(x) ≡ p, F contains only one element. Hence we have
G(x, t) = f (x, t)t − pF(x, t) = 2|t |p+2 + |t |p+1 sin2 1
t
− 2|t |p−1t sin 1
t
cos
1
t
∈F .
But ∀θ  1, there exist t0 = 1n0π and s0 =
n0
n0+ 12
∈ ( 12 ,1) ⊂ [0,1], where n0 ∈ Z+ and n0 > (2p+2θ − 1). Then we
have
θG(x, t0)−G(x, s0t0) = 2θtp+20 − 2sp+20 tp+20 − sp+10 tp+10
 2
(
θ − 1
2p+2
)
t
p+2
0 −
1
2p+1
t
p+1
0
= [(2p+2θ − 1)t0 − 1)]
(
t0
2
)p+1
<
(
2p+2θ − 1
2p+2θ − 1 − 1
)
= 0,
for all x ∈ Ω hold. Moreover, f does not satisfy (f3).
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Theorem 3.5. If f satisfies (f1)–(f4), then the problem (1.1) has at least one nontrivial solution.
Proof. We only show that I (u) satisfies conditions of Proposition 2.7. By Lemma 3.2, I satisfies conditions (C) in X,
from (f2) p+ < α−  α(x) < p∗. From [11], there are r, σ > 0 such that I (u) σ > 0, for every u ∈ X and ‖u‖ = r.
As the proof in [18], we can find u0 ∈ X \B(0, r) such that I (u0) < 0. Thus I has at least one nontrivial critical value,
i.e. the problem (1.1) has a nontrivial solution. 
Remark 3.6. When f (x, t)  0, t  0, the problem (1.1)has a positive solution u, i.e. u(x) > 0 for x ∈ Ω , unless
u(x) ≡ 0 on Ω by Theorem 3.5 and Proposition 3.4 in [8].
Theorem 3.7. If f satisfies (f1)–(f3) and (f5), then the problem (1.1) has infinite many pairs of solutions.
Proof. According to Lemma 3.2 and (f5), I is an even functional and satisfies condition (C). It is sufficient to prove
that for k large enough there exist ρk > rk > 0 such that
(B1) bk := inf{I (u) | u ∈ Zk, ‖u‖ = rk} → +∞;
(B2) ak := max{I (u) | u ∈ Yk, ‖u‖ = ρk} 0 (k → ∞).
(B1) was obtained from [11]. Now we only show (B2) is valid. Since dimYk < +∞, and when ‖u‖ 1∫
Ω
1
p(x)
|∇u|p(x) dx  1
p−
∫
Ω
|∇u|p(x) dx  1
p−
‖u‖p+  Ck|u|p
+
p+ .
From (f2), there exist Rk > 0, |s|  Rk , F(x, s)  2Ck|s|p+ . Using the same method in [15], we easily find that
I (u) → −∞, as ‖u‖ → +∞ for u ∈ Yk . This completes the proof. 
4. Remarks on Neumann problem
In this section, we give some remarks on the existence and multiplicity of solutions for the p(x)-Laplacian Neu-
mann problem of the following type:{−p(x)u+ |u|p(x)−2u = f (x,u) in Ω,
∂u
∂n
= 0 on ∂Ω, (4.1)
where Ω as above, n is the outward normal vector of ∂Ω . The weak solution of problem (4.1) is a critical point of the
following functional:
I (u) =
∫
Ω
1
p(x)
(|∇u|p(x) + |u|p(x))dx −
∫
Ω
F(x,u)dx
=: J (u)−Ψ (u), u ∈ Y := W 1,p(x)(Ω). (4.2)
From [9] we know that I ∈ C1(Y,R) and I ′ : Y → Y ∗, then
〈
I ′(u), v
〉 =
∫
Ω
(|∇u|p(x)−2∇u∇v dx + |∇u|p(x)−2uv)dx −
∫
Ω
f (x,u)v dx
=: 〈J ′(u), v〉− 〈Ψ ′(u), v〉, v ∈ Y. (4.3)
The following proposition exposes the properties of J ′ : Y → Y ∗.
Proposition 4.1. (See [9].)
(i) J ′ : Y → Y ∗ is a continuous, bounded and strictly monotone operator;
(ii) J ′ is a mapping of type (S+), moreover J ′ is a homeomorphism.
A. Zang / J. Math. Anal. Appl. 337 (2008) 547–555 555From Proposition 4.1, we have
Lemma 4.2. If f satisfies (f1)–(f3) then I satisfies condition (C).
Theorem 4.3. Under the assumptions (f1)–(f4), (4.1) has a nontrivial solution.
Theorem 4.4. If f fulfills (f1)–(f3) and (f5), then (4.1) has infinitely many pairs of solutions.
The proofs of Lemma 4.2, Theorem 4.3 and Theorem 4.4 are similar to those of Lemma 3.2, Theorem 3.5 and
Theorem 3.7, respectively, so we omit them here.
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