Abstract. Let Xq denote a simply connected positive definite four-manifold with b 2 = q, let M r k Xq denote the moduli space of based SU (r) instantons on Xq with second Chern class c 2 = k and let M r Xq = k M r k Xq. We show that, for k = 1, 2 we have homotopy equivalences betwen M r k (Xp#Xq), the degree k component of Bar(M r Xp, M r S 4 , M r Xq) and the degree k component of Bar M r S 4 , (M r S 4 ) p+q , (M r P 2 ) p+q . A similar result holds in the limit when c 2 → ∞:
Introduction
In this paper we will study the moduli space of holomorphic bundles over a rational surface with vanishing first Chern class, trivialized on a rational curve. Through the Kobayashi-Hitchin correspondence, this space is isomorphic to the moduli space of based instantons over a positive definite simply connected closed four-manifold (see [3] , [9] ). Let P 2 = C 2 ∪ P 1 be the complex projective plane seen as a compactification of C 2 . Denote by L ∞ the rational curve at infinity. Given a finite set I ⊂ C 2 , letP 2 I be the blowup of P 2 along I and let M r I be the moduli space of rank r holomorphic bundles E onP 2 I with first Chern class c 1 (E) = 0, trivialized at L ∞ . For J ⊂ I, pullback of bundles induces a map π * J,I : M J → M I . Write M I = k M I,k where M I,k denotes the component with second Chern class k. For k = 1, 2 we obtain a description of the moduli space M I in terms of the moduli spaces M ∅ and M {x} , with x ∈ I: Let M I,k = M I,k for k ≤ 2 and M I,k = * for k > 2, and let M I = k M I,k . Then, using results in [13] we construct degree preserving maps ⊞ : M I1 × · · · × M In → M I1∪···∪In for any disjoint finite sets I 1 , . . . , I n ⊂ C 2 . These maps are compatible with pullback and give rise, in a standard way, to bar constructions Bar(M I , M ∅ , M J ) and Bar M ∅ , i M ∅ , i M xi (where I = {x 1 , . . . , x q }). There is an analogous result to Theorem 1.1 in the limit when k → ∞. In . In [7] , [12] , [1] it was shown that we have homotopy equivalences M ∞ ∅ ≃ k BU (k) and M ∞ x ≃ BU (k) × BU (k) (with x ∈ C 2 ). Combining the maps π * J,I with Whitney sum allows us to define, for each I ⊂ C 2 , a bar construction, which we denote by:
and a map: h I : B I → M I . The second Chern class of the bundles gives a grading of the spaces B I and we write B I,k , h I,k for the degree k components. For the k = 1, 2 components, in the limit when r → ∞ the maps ⊞ become Whitney sum so Theorem 1.1 implies that h I,1 and h I,2 are homotopy equivalences. For each k, it is enough to check the conjecture for finite sets I with #I ≤ k: Theorem 1.4. If, for every finite set J ⊂ I with #J ≤ k, the map h J,k is a homotopy equivalence, then h I,k is a homotopy equivalence.
The paper is organized as follows: In section 2 we describe the moduli spaces M r I and show that in the limit when r → ∞ they have the structure of E ∞ -spaces. In sections 3 and 4 we describe the bar constructions in the limit when r → ∞ and show that, for disjoint finite sets I and J we have (see Theorem 4.5): (1) Bar B I , M ∅ , B J ≃ B I∪J .
Assuming Conjecture 1.3 holds, it will follow that M I∪J ∼ = Bar(M I , M ∅ , M J ). Also, from the finite rank version of equation (1) we see that parts (1) and (2) of Theorem 1.1 are equivalent. In section 5 we prove Theorem 1.4. This theorem is a consequence of the following fact: M I,k is the colimit of M J,k taken over the subsets J ⊂ I with #J ≤ k. Theorem 1.4, together with equation (1), imply Theorem 1.1 for k = 1. In section 6 we prove Theorem 1.1 for k = 2 and use it to show that h I,2 is a homotopy equivalence. In section 7 we prove Theorem 1.2. In the appendix we prove some results needed in section 6 using the monad descriptions of holomorphic bundles introduced in [5] , [6] .
Moduli spaces of holomorphic bundles
In this section we give the moduli space of holomorphic bundles the structure of an algebra over the linear isometries operad.
Definition 2.1. Let V be a complex hermitian vector space of dimension r and let E →P 2 I be a rank r smooth complex vector bundle with first Chern class c 1 (E) = 0. A holomorphic structure on E is a semi-connection∂ E : Ω 0 (E) → Ω 0,1 (E) satisfying the integrability condition∂ 2 E = 0. Let C(I, E, V ) be the space of pairs (∂ E , φ) where∂ E is a holomorphic structure on E holomorphically trivial on L ∞ and φ : E| L∞ → V × L ∞ is a holomorphic trivialization. We define M(I, E, V ) = C(I, E, V )/Aut(E).
In [8] , it was shown that:
Proposition 2.1. The group Aut(E) of smooth bundle automorphisms of E acts freely on C(I, E, V ) and the quotient has the structure of a finite dimensional Hausdorff complex analytic space.
Proposition 2.2. Let E 1 , E 2 →P 2 I be two isomorphic smooth complex vector bundles. Then there is a canonical isomorphism
Proof. Given an isomorphism ψ :
). This map descends to the quotient to give a homeomorphism M(I, E 1 , V ) → M(I, E 2 , V ) which is independent of the choice of isomorphism ψ.
Since the isomorphism class of E is completely determined by c 2 (E) = k and rk E = dim V , we will use the notation
We also define the following maps:
. This map descends to the quotient to give a map
(2) Given finite sets J ⊂ I ⊂ C 2 , let π J,I :P ⊥ ⊂ W and denote by∂ the canonical holomorphic structure on ǫ α . We define the map Cα : C(I, E, V ) → C(I, E ⊕ǫ α , W ) by sending (∂ E , φ) to ∂ E ⊕∂, (α • φ) ⊕ 1 . This map descends to the quotient to give a map Proof. We divide the proof into two steps:
(
be the principal bundle map adjoint to the canonical inclusion i : V → V ⊕ V 0 . Let θ be a local section of ρ on a neighbourhood U of α 0 . Given α ∈ U , the restriction of θ(α) to V 0 gives an isomorphism θ(α)| V0 : V 0 → α(V ) ⊥ which induces an isomorphism of holomorphic bundles ψ α : E ⊕ ǫ α0 → E ⊕ ǫ α . We have the commutative diagram:
and the unit relation
We are interested in the following examples:
Example 3.2. Let P be an E ∞ -operad and, for each n ≥ 0, let P + (n) = P(n + 1). Then P + is a monoidal module over P and the P + -modules over a P-algebra A are the modules over A.
Example 3.3. Given countably infinite complex hermitian vector spaces V and W , let L be the linear isometries operad over V and let
We now define the bar construction.
Definition 3.4.
(1) Given an E ∞ operad P and monoidal modules P L , P R over P, we call (P L , P, P R ) an operad triple. A morphism of triples (P L1 ,
and (ψ R , ψ) : (P R1 , P 1 ) → (P R2 , P 2 ) are morphisms of pairs.
(2) Let ∆ be the simplicial category. Given an operad triple P = (P L , P, P R ), let ∆(P) be the category with the same objects as ∆ and whose morphisms are defined as follows: For each morphism µ ∈ ∆(m, n) let
Then, the space of morphisms is defined to be
Composition of morphisms:
is done using the operad data:
From the associativity of the operad data it is straightforward to prove that this composition law is associative. (3) Given spaces X L , X and X R , we say (X L , X, X R ) is a P-triple if X is a P-algebra and X L , X R are respectively P L and P R -modules over X. A morphism of P-triples
op → Top be the functor defined on objects by the assignement n → X L × X n × X R and defined on morphisms as follows: Given µ ∈ ∆(m, n) and f ∈ ∆(P)(µ) we can write
Then the maps
We define the bar construction by taking the homotopy colimit:
3.1. Maps from the bar construction. We now wish to define maps B(X) → Y for some space Y . The idea is to replace Y with a homotopically equivalent space. We will need, for each k ≥ 0, spaces
Definition 3.5. Let P = (P L , P, P R ) be an operad triple. A module P over P is a collection of contractible based spaces P(n), one for each n ≥ 0, together with continuous maps
We call (P; P) an operad 4-tuple. Given a P-triple X = (X L , X, X R ) and a space Y , we say that (X; Y ) is a (P; Y ) 4-tuple if there are, for each k, maps
We are interested in the following example:
Example 3.6. Given countably infinite complex hermitian vector spaces V , W 1 , W 2 and U , let L be the linear isometries operad over V and let
We now define a space homotopically equivalent to Y . Definition 3.7. Let ∆ denote the category whose objects are the sets [n] = {0, 1, . . . , n} ⊂ Z plus the empty set and whose morphisms are the order preserving maps. We denote the emptyset by [−1] ∈ ∆. Let ∆ ⊂ ∆ be the simplicial category.
(1) Given an operad 4-tuple (P; P) = (P L , P, P R ; P), we define a category ∆(P; P) equivalent to ∆ as follows: For m, n = [−1], the spaces of morphisms coincide with those of ∆(P). For m = −1 we let ∆(P; P)(−1, n) = P(n). Given µ ∈ ∆(m, n), composition of morphisms
(2) Given a (P; P) 4-tuple of spaces (X, X) = (X L , X, X R ; Y ), let B(X; Y ) : ∆(P; P) op → Top be the functor extending B(X), sending the object [−1] to Y and defined on morphisms by the map
We let B(X; Y ) = hcolim
Proposition 3.1. Let (P; P) = (P L , P, P R ; P) be an operad 4-tuple and let
which is a homotopy equivalence.
Proof. It is enough to observe that [−1] is an initial object. 
Let P L be a monoidal module over an operad P and let X L be a P L -module over a P-algebra X.
Before we prove Proposition 3.2 we need to prove some lemmas. The identity Definition 3.11. We denote by ∆(P L , P) the topological category equivalent to ∆ whose morphisms are defined as follows: for each µ ∈ ∆(m + 1, n + 1) let
Notice that, for µ m ≤ n, we have P + (n−µ m ) = P(µ m+1 −µ m ) hence ∆(P L , P, P + ) and ∆(P L , P, P + ; P L+ ) are canonicaly subcategories of ∆(P L , P).
Proof. Given µ ∈ ∆(m + 1, n + 1) with µ m+1 = n + 1 the map
is induced by the maps
2 is now a direct consequence of the following lemma:
where every map is a homotopy equivalence.
Proof. It is enough to show that the inclusion functor ∆ op (P L , P,
and the functors ⋆ → ∆ op (P L , P, P + ; P L+ ) and ⋆ → ∆ op (P L , P) which send ⋆ to [−1] are cofinal. This follows from the commutative diagrams
(and a similar diagram for ∆ op (P L , P, P + ; P L+ )) where the horizontal maps are equivalences of categories and the right vertical map is cofinal.
The space B I
Recall that L H denotes the linear isometries operad on a countably infinite complex hermitian vector space H, which we call a universe.
Definition 4.1. Given a finite set I ⊂ C 2 let H I = x∈I H and, for each non-negative integer n, let
In Example 3.6 we obwerved that (L
H,I -algebras and the pullback
Definition 4.2. We write:
We represent the map of Proof. Given finite sets I, J, K ⊂ C 2 and inclusions i : I → J and j : J → K, we need to show that
Given finite sets
We have ∆ j•i = ∆ i • ∆ j and, for each non-negative integer n, we have
We then have a commutative diagram:
which concludes the proof of (1). The proof of (2) is completely analogous. To prove (3) it is enough to observe that, given i : J → I, we have a commutative diagram: . If we let C I be the full subcategory of C whose objects are the subsets of I, geometric realization gives a functor C I → Top. We will come back to this construction in section 5.
We will now show that B I and B I are L + -modules over M ∅ . are L
will be defined by the natural transformation (M
given by the maps:
The fact that this is a natural transformation follows from the commutativity of the following diagram, where f ∈ L H ∅ (n + 1) and g ∈ L HI (k + 1):
The structure on ( i * In the next theorem we use the notation B H (· · · ) to indicate in which universe the functor is defined. 
where the left vertical map is a homotopy equivalence and the top horizontal map is the map induced by h I and h J .
Proof. The proof is essentially the observation that Bar Bar
The strategy of the proof is to define functors F 0 , F 1 , F 1 , F 2 , F 3 in such a way that we get a commutative diagram in hTop:
The result will then imediatelly follow. We begin by defining a category C 2 topologically equivalent to ∆ × ∆ × ∆ and a functor F 2 : C op 2 → Top. The objects of C 2 are the triples of integers (n I , n, n J ) with n I , n J ≥ −1 and n ≥ 0 and, on objects,
Given morphisms µ I ∈ ∆(m I , n I ), µ ∈ ∆(m, n) and µ J ∈ ∆(m J , n J ), we let
(with the convention that µ I,mI +1 = n I + 1, µ m+1 = n + 1 and µ J,mJ +1 = n J + 1), and define the morphisms in C 2 by C 2 (m I , m, m J ), (n I , n, n J ) = µI ,µ,µJ
The functor F 2 is defined on morphisms in the obvious way. Let C 0 ⊂ C 2 be the full subcategory whose objects are the triples of non-negative integers. We define the functor F 0 as the restriction of F 2 to C op 0 ; then the inclusion C 0 ⊂ C 2 induces a map F 0 → F 2 .
We now define the homotopy equivalences g 0 and g 2 . Let ∆ → C 2 which is the identity on objects and is induced on morphisms by the canonical maps i :
and the maps
which we now define: using matrix notation, the image of a pair of isometries
Now, a direct verification shows that
and since F is an equivalence of categories, we get
) denote Segal's pushdown. Then we have a commutative diagram in Top:
where the vertical maps are induced by the functor ∆ H ∅
• → C 2 which sends n to (−1, n, −1). The map g 0 is constructed in a completely analogous way.
We now define the functors F 3 , F 1 and F 1 . Let C 3 be the category topologically equivalent to ∆ × ∆ × ∆ (see Definition 3.9) with objects the triples (m I , m, m J ) of integers with m I , m, m J ≥ −1. The category C 3 coincides with C 2 when m = −1.
Given morphisms µ I ∈ ∆(m I , n I ), µ ∈ ∆(−1, n) and µ J ∈ ∆(m J , n J ), we let
and define C 3 (m I , −1, m J ), (n I , n, n J ) = C 3 (µ I , µ, µ J ). We define the categories C 1 and C 3 by the pullback diagrams
and we let C 1 = C 1 ∩ C 3 . We will now construct functors F 1 : C op 1 → Top and F 3 : C op 3 → Top. On objects:
and
I∪J ; the functor F 1 coincides with F 1 (on objects) whenever it is defined. The functors are defined on morphisms on the usual way. We also define F 1 as the restriction of F 3 to C op 1 (which coincides with the restriction of F 1 to C op 1 ). Since, by Lemma 3.3, the inclusions ∆ → ∆ and ∆ → ∆ are cofinal, it follows that the inclusions C 0 → C 1 and C 1 → C 1 are also cofinal and hence the maps F 0 → F 1 and F 1 → F 1 are homotopy equivalences.
We now define a diagonal functor d : ∆ I∪J → C 3 , given on objects by n → (n, −1, n); to define d on morphisms just observe that, for any µ ∈ ∆(m, n), the spaces of morphisms ∆ I∪J (µ) and C 3 (µ, 1, µ) are canonicaly homeomorphic. Now, direct inspection shows that B I∪J = d 
Since the bottom arrows are cofinal and the vertical arrows are equivalences, it follows that d is cofinal and hence d * F 3 d − → F 1 is a homotopy equivalence.
Proof of Theorem 1.4
For each n ∈ ∆ I and J ∈ C, the topological space B J (n) is naturally graded as a product of graded spaces, and given a morphism f ∈ ∆(m, n), the induced map 
We define the functor ∆ * B : ∆ op I × C I,k → Top by restricting ∆ * B k . We claim that the maps
induced by the maps ∆ * j B J,k → B I,k are homotopical equivalences; the theorem will follow since we then have a commutative diagram:
and by hypothesis the top horizontal map is a homotopy equivalence. We first prove that the map in equation (2) is a homotopy equivalence. It is enough to show that hcolim C I,k ∆ * B k ≃ B I,k which we now prove. Let Z k ⊂ Z × Z (n+1)I be the subset of tuples of non-negative integers whose sum is k. We write an element k ∈ Z k as k = k 0 , (k αx ) x∈I α=0,...,n . Then, for n ≥ 0 we have B I,k (n) = k B I,k (n) where
Let supp k ⊂ I be the set of points such that there is an α for which k αx > 0. If we let
and under this isomorphism the map B J,k (n) → B I,k (n) corresponds to inclusion. If C I,k ⊂ C I,k denotes the full subcategory whose objects J satisfy supp k ⊂ J, then
because C I,k has an initial element, namely: supp k. To complete the proof we need to show that the map in equation (2a) is a homotopy equivalence. We just need to show that hcolim
. This imediatelly follows from Lemma 5.1.
6. The case k = 2 6.1. Proof of Theorem 1.1. Let V be a finite dimensional complex hermitian vector space. Let
Proposition 6.1. Let I 1 , . . . , I n ⊂ C 2 be finite disjoint sets and write I = (I 1 , . . . , I k ) and I = j I j . Then there are maps
(2) For any f ∈ L V (m) we have a commutative diagram:
m be inclusion onto the i-th component, let ω be the map induced by Whitney sum. Then we have a commutative diagram
,2 , and using Lemma 5.1 we can reduce to the case where I 1 and I 2 are either empty or have only one element. The proposition now follows from Proposition A.4 in the appendix.
For each finite set I ⊂ C 2 we have a simplicial space B V I : ∆ op → Top with
and a map from its geometric realization: h :
induced by the maps of Proposition 6.1. We can now prove Theorem 1.1:
2 . Then:
which is a homotopy equivalence in the k = 1, 2 components.
which is a homotopy equivalence in the degree k = 1, 2 components.
Proof. Assume I = J ∪ K with J ∩ K = ∅. Then, by the same arguments as in the proof of Theorem 4.5 we have a commutative diagram:
where the left vertical map is a homotopy equivalence. It follows that part (2) of the theorem is a consequence of part (1), which we now prove. Let M 
Thus, for k = 1 we only need to consider the trivial case when I = {x}, and for k = 2, we only need to consider the case when I = {x, y} ⊂ C 2 which we now analize. Now consider diagram (3) in the case where J = {x} and K = {y} and hence I = {x, y}. The maps |B . We need to see how these maps are related with the action of the linear isometries operad L H . Let ı α : H → H n be inclusion onto the α-th component. Let P be the operad where P(n) is the space of complex linear maps f : H n → H such that f • ı α is an isometry for all α = 1, . . . , n, with operad data given by composition. Clearly P contains the linear isometries operad L . We fix basepoints * ∈ P(n) given in matrix notation by
the commutative diagram (see Proposition 6.1):
so the restriction of F I to ∆ I is precisely B I . To finish the proof we observe that the inclusion of the base point in P(n) induces an equivalence of categories ∆ → ∆(P I , P I , P I + ) and the restriction of F I to ∆ equals the simplicial space B I . The functor F I extends to a functor F I : ∆(P I , P I , P 
which completes the proof.
The limit when k → ∞
In this section we will prove Theorem 1.2. The moduli space M V k over the blowup of P 2 at n points is isomorphic to the moduli space M inst of based instantons over a connected sum # n P 2 of n copies of P 2 (see [3] , [9] ). In [15] ,
and showed that, by taking the colimit when k → ∞, we get a homotopy equivalence M Appendix A. Monads
In this appendix we describe the maps introduced in Proposition 6.1 and prove their properties. Fix I = {x, y} ⊂ C 2 . Let V be a finite dimensional complex hermitian vector space. We will need the monad description of the moduli spaces [6] , which we briefly review here. Let W 0 , W 1 be complex vector spaces of dimension k. Let R be the space of 4-tuples (a 1 , a 2 , b, c) where a i ∈ End(W 1 ), b ∈ Hom(V, W 1 ) and c ∈ Hom(W 1 , V ), obeying the integrability condition [a 1 , a 2 ] + bc = 0. Let R ′ be the space of 5-tuples (a 
reg denote the subspaces of nondegenerate configurations.
Theorem (Donaldson [5] , King [6] ). The actions of GL(W 1 ) and GL(W 0 )×GL(W 1 ) on R reg and R ′ reg respectively are free and we have isomorphisms
To define the maps of Proposition 6.1 it will be convenient to replace the spaces M V x,1 and M V ∅,1 by the following homeomorphic subspaces: fix a positive real number δ < x − y and let Proposition A.2. Let V 1 , V 2 be finite dimensional complex hermitian vector spaces and let J ⊂ C 2 be either ∅ or {x} (analogous results are valid for J = {y}).
(1) Given a linear isometry α :
In particular,, the map α takes the subspaces M
k1+k2 is induced by direct sum:
{x},k is given as follows: fix any iso-
In particular,, the map α takes the subspace M
Proof. Statements (1) and (2) As it would be expected, the pullback map does not depend on the choice of isomorphism d. We will usually identify W 0 with W 1 so that we can take d = 1. Definition A.1. Fix points x = (x 1 , x 2 ) and y = ( Proof. The proof follows the same lines as the proof of proposition 4.9 in [13] . We sketch the proof here, refering to [13] for more details. The maps ⊞ x,∅ , ⊞ ∅,∅ can be extended to the Donaldson-Uhlenbeck completion M V J of the moduli spaces. The same argument as in the proof of Proposition 4.5 in [13] shows that theses extended maps are embeddings. Let π x,I :P y,1 and a delta at x. By proposition 4.3 in [13] , this completely determines m x ⊞ x,y m y . Proposition 4.8 in [13] shows that the image of ⊞ x,y is open. Continuity of ⊞ x,y is proven exactly as in [13] , Proposition 4.9. Continuity of the inverse follows easily from the fact that ⊞ x,∅ and ⊞ ∅,y are embeddings.
Proposition A.4. Let I ⊂ {x, y}, let I 1 = I − {y} and I 2 = I − {x}, and let I = (I 1 , I 2 ). Let V , V ′ be finite dimensional complex hermitian vector spaces.
(1) Given finite sets J 1 ⊂ I 1 and J 2 ⊂ I 2 , we have:
(where J = (J 1 , J 2 ) and J = J 1 ∪ J 2 ). 
