This paper proposes an annealing-type algorithm for generating multiple realizations of facies distributions that: (i) honor the facies data at well locations, (ii) match global proportions of facies, (iii) reproduce spatial continuity and transition probabilities between facies, (iiii) account for prior information such as trend or gradient in facies proportions or the absence of a facies in any particular area. A case-study shows the realizations to reproduce important features of the reference categorical map. A water ood simulation indicates that the algorithm allows a reduction of the space of uncertainty of ow response values.
Introduction
Stochastic modeling of reservoir properties typically includes two steps: the geometry of facies is simulated rst, then the spatial distribution of petrophysical variables is simulated within each facies 9 . This two-step approach allows to reproduce large scale heterogeneities as generated by facies boundaries and smaller scale variability within facies. Numerous algorithms can be used to simulate categorical variables: Boolean algorithms 8;15 , multiple truncations of a Gaussian eld 13;14 , indicator-based algorithms 2 , simulated annealing 1;4 . Each algorithm generates a set of alternative, equally probable, categorical maps conditional to available information such as facies-type at sample locations, spatial continuity and transition probabilities among categories as deduced from a training image or a structural analysis of the data.
An annealing-type algorithm allows integration of disparate sources of information (multiple-points statistics, connectivity functions) which cannot be readily taken into account by other simulation algorithms. Indicator-based algorithms are not as exible, they can though incorporate prior information such as trends in facies proportions. The latter information is coded under the form of local probabilities for the di erent facies to prevail at any location.
This paper proposes an algorithm to add local probabilities into a simulated annealing objective function. The technique is illustrated using a synthetic data set. Fifty equiprobable realizations of the facies distribution are generated conditional to facies-data at 60 well locations and local probabilities derived by indicator kriging. Petrophysical properties are then simulated conditioned to the facies distributions, and the resulting permeability maps are submitted to a water ood ow simulation. The resulting model of uncertainty in production forecasts (water cuts and recovered oil) is compared to the reference values.
Setting the problem Throughout this paper the categorical map on Figure 1 is considered as the reference exhaustive distribution of four facies in a 2-D section of a reservoir. The reference data set comprises 50 50 categorical indicators on a regular square grid. The sample information available to the task of image reconstruction consists of: (1) the facies-type at 60 locations drawn at random, fs(u ) ; = 1; : : :; 60g, (2) the direct and cross variograms calculated from the exhaustive data set. The indicator (cross) variograms were modeled from the exhaustive data set but independently one from each other, hence they may not t a linear model of coregionalization. Since simulated annealing does not involve any cokriging there is no need to restrict the various ts to multi-category conditions of positive de niteness 6 . The objective is to generate multiple simulated facies distribution maps that: match the target proportions (sample rather than exhaustive) reproduce the direct and cross variogram models for a few selected lags, i.e. the spatial continuity and transition probabilities between categories as read from these models honor the facies data at the 60 sample locations. account for prior information such as trends in facies proportions or the absence of a facies in a particular area. The proposed algorithm proceeds in two steps: 1. the probability for any facies to prevail at any location is rst established, 2. initial random images that match the target proportions and honor the facies data are then post-processed using a steepest descent-type annealing algorithm so as to reproduce indicator (cross) variograms and account for local probabilities.
Remark. Sample facies proportions and transition frequencies as modeled by (cross) variograms are uncertain and their uncertainty should be modeled separately. The algorithm here proposed could be applied repetitively using alternative sets of target facies proportions and transition probabilities as obtained, e.g., by resampling (bootstrap) techniques 12 .
Modeling local probabilities Let fs k ; k = 1; : : :; n k g be a set of n k mutually exclusive categories observed over the eld D; each category represents a proportion p k of the area, with P nk k=1 p k = 1. The local probability for the facies s k to prevail at a location u is denoted p(u; s k ).
In the case-study, the probabilities of occurrence of the four categories were modeled using indicator ordinary kriging 6;11 . Figure 2 shows the four probability maps. At sample locations, the probability is 1 (black dot) or 0 (white dot) according to whether the corresponding category has been recorded or not. At unsampled locations, the category is uncertain, hence the probability is valued within the interval 0; 1].
Accounting for local probabilities At each node u a vector of n k local probabilities is available, p (u; s k ); k = 1; : : :; n k . Consider, for example, the twelve nodes and two categories n k = 2 in Table 1 . Table 1 . Twelve nodes and the corresponding probabilities to belong to either of two categories. The four classi cations all honor the target class proportions as determined in Table 2 . There are many ways to account for such local probabilities when classifying the nodes. Intuitively, one would tend to allocate the nodes to the category that has the largest probability to prevail at that location. In Table 1 , the rst four nodes would be allocated to the second category, k = 2, whereas the remaining nodes would be classi ed into the rst category. This classi cation, however, ignores the small probability for the rst category to prevail at the rst four nodes. Similarly, the small probability for the last eight nodes to belong to the second category is ignored.
To account for such probabilities no matter how small, Deutsch (1993, personal communication) proposed to allocate a proportion of the rst four nodes to the rst category whereas a proportion of the last eight nodes would be classi ed into the second category. The so-called \local class proportions" are determined as follows:
1. De ne n l classes of increasing probabilities ( l?1 ; l ], l = 1; : : :; n l , with 0 = 0, nl = 1. For example, consider ten decile classes (n l = 10). The class of probability for l = 2 would then be (0:1; 0:2]. 2. For each category s k , de ne n l groups of nodes with similar probabilities to belong to s k :
The number of nodes in the group (k; l) is denoted b kl , and their sum over the n l classes of probability is equal to the total number of nodes n: Di erent steps for computing the target number of nodes are illustrated in Table 2 using the example of Table 1 Several classi cations can honor these proportions; four of them are shown in Table 1 . In practice, additional constraints such as reproduction of variograms will guide the choice of a particular classi cation. Post-processing with simulated annealing Consider the three random images in Figure 3 (left column)
that all match the sample global proportions p k and honor the sixty facies data. These images are post-processed using an annealing-type algorithm so as to reproduce the indicator (cross) variograms models in Figure 1 and account for the probability maps in Figure 2 .
The key ingredient of this annealing algorithm is the objective function that measures the deviation between target and current statistics of the realization; the realization is gradually perturbed so as to minimize this objective function, getting the image closer to the target statistics. The denominator in expression (3) 
. (5)
The overall objective function O is a weighted sum of these three components: (6) is lowered using a Map (maximum a posteriori) algorithm 3 that proceeds as follows:
1. Compute the value of the objective function for the initial image.
For a speci ed number of iterations:
De ne a random path that visits all nonconditioned grid nodes.
At each node u, consider all n k possible categories and compute the corresponding n k objective function values.
Select the category s k associated with the smallest objective function.
Proceed to the next node u 0 along the random path. The process is stopped when the percentage of changes from iteration i?1 to iteration i decreases below a given threshold value.
Remark. \Simulated annealing" strictly refers to an optimization algorithm 5 that allows convergence towards a unique optimum. If the convergence path is modi ed to allow accepting sub-optima with acceptable but not minimalobjective function values, then a set of \acceptable" solutions can be generated. These solutions are then taken as stochastic realizations verifying approximately the objective imposed. It is in this sense, that some geostatisticians 1;4 have used simulated annealing as a stochastic simulation algorithm.
Post-processing random images. The three random images in Figure 3 Whatever the weighting system and the initial random image, less than 1 percent of the nodes changed category after the tenth iteration, hence the post-processing was stopped at iteration 10. The post-processing of a 50 50 random image takes 95 CPU seconds on a DEC Alpha workstation.
The reference approach yields images (median column) that match target proportions, and reproduce the direct and cross-variograms, see Figure 4 for the rst realization. However, none of the post-processed images reproduces important features such as large proportion of the second category in the upper right corner and the W-SW continuity of the last two categories in the bottom right corner.
Accounting for local probabilities results in a rearrangement of the images which become closer one to each other and closer to the reference categorical map in Figure 1 , see Figure 3 (right column). Impact on ow simulation Besides the visual improvement noticed in Figure 3 (right column), one can check the performance of reference and proposed approaches when predicting ow properties. The performance comparison proceeded as follows:
1. Fifty purely random images (50 50) which all match target proportions were post-processed using a Map algorithm and the objective function (6) with the two sets of weights above mentioned. 2. The reference categorical map and all the postprocessed random images were transformed into permeability maps (see next section ).
3. A water ood simulator 10 was applied to each realization, and three ow characteristics were retrieved: times to reach 5% or 95% water cut, and the time to recover 50% of the oil. 4. For both approaches, the distribution of 50 outcomes was compared to the value obtained from the reference permeability map. Accuracy and precision of the output distributions were used as performance criteria.
Generating the permeability maps. A conventional approach for generating a permeability map from the spatial distribution of n k facies consists of: simulating for each facies the permeability values at all grid nodes, associating to each node u classi ed into facies s k the permeability value simulated at that location in the realization corresponding to the kth facies. Such an approach amounts to assuming independence of permeability values from one facies to another, but allows correlation of permeability values across two di erent bodies of the same facies located close together.
For each facies, the permeability values were simulated over a 50 50 square grid, using a non-conditional sequential Gaussian algorithm Flow simulation results. Figure 5 shows the distribution of the three response variables for the 50 images postprocessed using the reference approach (top graphs) and when accounting for local probabilities (bottom graphs). The black dot in the box plot below each histogram is the true value obtained from the reference image, and the three vertical lines are the 0.025 quantile, the median and the 0.975 quantile of the output distribution. Figure 3 : Three random images before and after post-processing using the reference approach and accounting for local probabilities. 
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Accounting for local probability 5% water cut 95% water cut 50% oil recovery A good simulation algorithm should generate an output distribution that is both accurate and precise. An output distribution is accurate if some xed probability interval, e.g. the 95% probability interval, contains the true response. The precision of the output distribution is measured by its variance, the larger the spread of that distribution the larger the uncertainty of any prediction. Accounting for local probabilities reduces the space of uncertainty. The upper tails of the output distribution are cut out, yet the distributions still contain the true value: increase in precision is not achieved at the expense of accuracy.
Conclusions
Unlike sequential indicator simulation, the annealing-type algorithm here proposed allows reproducing spatial continuity and transition probabilities between facies without requiring the tting of a linear model of coregionalization. The proposed algorithm combines the exibility of simulated annealing with the ability of indicator algorithm to account for prior information coded as local probabilities of occurrence of the di erent facies.
The algorithm is easy to implement, appears to model accurately the spatial architecture (relative geometry) of facies and, for the particular synthetic case-study here considered, provides improved prediction performance. 
