Motivation: Protein loops show rich conformational dynamics properties on a wide range of timescales as they play an essential role for many cellular functions during protein-protein interactions and recognition processes. However, little is known about the detail behavior of loops upon protein binding including allostery. Results: We report the loop motions and their dominant timescales for a library of 230 proteins that form protein-protein complexes using the ToeLoop predictor of loop dynamics. We applied the analysis to proteins in both their complex and free state and relate specific loop properties to their role in protein recognition. We observe a strong tendency of loops that move on relatively slow timescales of tens of ns to sub-ls to be directly involved in binding and recognition processes. Complex formation leads to a significant reduction in loop flexibility at the binding interface, but in a number of cases it can also trigger increased flexibility in distal loops in response to allosteric conformational changes. The importance of loop dynamics and allostery is highlighted by a case study of an antibody-antigen complex. Furthermore, we explored the relationship between loop dynamics and experimental binding affinities and found that a prevalence of high loop rigidity at the binding interface is an indicator of increased binding strength. Availability and
Introduction
Protein-protein interactions (PPIs) represent a fundamental biological event at the molecular level, which is key to many cellular recognition events ranging from signaling to immune response and catalysis (Papaleo et al., 2016) . A deeper understanding of these processes can be gained through structural and dynamics studies of interacting proteins before, during and after complex formation. It is well-known that protein loops are frequently involved in PPIs (Gavenonis et al., 2014) . Depending on their amino-acid sequence and their environment, they can display a wide range of dynamics behavior both in terms of motional amplitudes and timescales. Loops that lie at the protein-protein interface tend to significantly alter their dynamics behavior upon protein binding. Moreover, loops that are far away from the interface can show allosteric modulations of their dynamics properties. Computational and experimental strategies provide new ways to either design small chemical modulators to tract binding sites of flexible loops at the protein interface (Jubb et al., 2015) or directly translate native loop structures found at the interface into cyclized loops that serve as inhibitors (Siegert et al., 2016) . Other efforts have focused on the annotation of loop structures to predict function from loop sequences (Espadaler et al., 2006) and a large database-scale compilation of loop structures (Bonet et al., 2014) .
The more detailed analysis of loop dynamics and kinetics for PPIs could help identify those loops that play the most important role for PPIs. With a steep increase in the number of protein structures and their complexes in databases, such as the Protein Data Bank (PDB), DIP (Xenarios et al., 2002) , MINT (Zanzoni et al., 2002) and IntAct (Kerrien et al., 2007) , it is now possible to statistically analyze loop properties with the goal to obtain a comprehensive view of their behavior from which an increasingly predictive understanding of these properties can be derived.
Recently, we introduced the ToeLoop predictor to unravel the role of loop dynamics and timescales in relationship to protein function (Gu et al., 2015) . We found that protein loop plasticity and the associated dynamic timescales can be predicted quite accurately based on amino-acid sequence and several biophysical loop properties, such as loop length, hydrophobicity and loop contacts with the rest of the protein. For this purpose, loops were classified into 'fast', 'slow' and 'static' loops according to their correlation time, i.e. faster than 10 ns, between 10 and 500 ns and slower than 500 ns, respectively. Association of a loop with any of these categories can be indicative of its involvement and possible role in biomolecular recognition.
In the present work, we apply the ToeLoop predictor to a set of 230 protein complexes with the goal to statistically correlate the dynamics properties of loops with their propensities to take part in protein-protein interactions. We classified all loops of these protein complexes according to their location either in direct vicinity or away from the protein-protein interface. The dynamics timescales of the loops of all proteins were then predicted in their free and bound state and grouped according to their location with respect to the protein-protein interface. Changes in loop dynamics between the free and bound states were analyzed to identify those loops that exhibit allosteric effects. Furthermore, we analyzed the relationship between experimental protein-protein binding affinities and dynamics features of interface loops. The newly developed ToeLoop-PPI webserver allows a predictive and comparative understanding of loop dynamics and timescales of proteins before and after complex formation (http://spin.ccic.ohio-state.edu/index.php/toeloopppi ( Supplementary Fig. S3) ).
Materials and methods
The protein datasets used in this study are the recently released docking benchmark 5 and the affinity benchmark 2 (Vreven et al., 2015) . The 3D structures of the 230 protein complexes and the corresponding unbound proteins were downloaded from https://zlab. umassmed.edu/benchmark/. The crystal structures of the complexes have resolutions between 1.1 and 3.5 Å with an average of 2.4 Å . The affinity benchmark 2 dataset containing 3D structures and binding affinity data for 179 protein complexes were downloaded from the website http://bmm.crick.ac.uk/$bmmadmin/Affinity/affin ity2.html. 160 protein complexes are shared by both benchmark sets. We predicted loop dynamics of proteins in the complexes as well as the unbound states by the ToeLoop software, and analyzed all loops that had identical amino-acid sequences in both states. We identified a total of 4600 loops from 223 complexes in the docking benchmark 5 dataset and 3590 loops from 170 complexes in the binding affinity benchmark 2 dataset.
The 'average intermolecular distance' between a loop and its binding partner was calculated as the minimum distance between the heavy atoms of a given loop residue and all heavy atoms in the binding partner, which was then averaged over all loop residues.
We systematically varied the intermolecular distance cutoff from 4 to 8 Å when defining interface loops versus non-interface loops for the characterization of their properties before and after binding. The conditional probabilities of an interface loop given its dynamics property, e.g. slow, were computed according to Bayes' theorem:
where p(interface j slow) is the conditional probability of a loop to be at the interface if it is slow, p(slow j interface) is the relative frequency of slow loops among all loops at the interface, p(interface) is the relative frequency of a loop to be at the interface and p(slow) is the relative frequency of slow loops. The likelihood ratio (LR) for a given loop type is calculated as:
where p(slow j interface) and p(slow j non-interface) are the relative frequencies of slow loops among all loops that are at the interface and non-interface, respectively. For example, LR slow >1 indicates that the hypothesis of a slow loop to be at the interface is more likely to be true than the hypothesis that the same loop is not at the interface. All statistical inferences were performed using the R programming language.
3 Results and discussion Figure 1 depicts eight examples of protein complexes that are part of the docking benchmark 5 set with different biological functions. These include cytokines that regulate the immune response, nuclear transport proteins that regulate the nuclear import/export process, and protein kinases that are activated through interactions with their protein partners. From the perspective of the loops, there are a total of 4600 loops in 460 unbound proteins. The overall populations of static, slow and fast loops in the unbound proteins are 63.6%, 26.2% and 10.2%, respectively ( Fig. 2A) , indicating that static loops constitute the most abundant loop type. It should be emphasized that the underlying crystal structures were determined in the absence of a binding partner, i.e. they are not biased by intermolecular interactions with their targets. We further assigned each loop to the interface or non-interface group by varying the intermolecular distance cutoffs between 4 Å and 8 Å (Table 1 ). For example, for an average intermolecular distance cutoff of 6 Å , the compositions of static, slow and fast loops are 53.8%, 37.2% and 9.0%, respectively, for the 530 interface loops (Fig. 2B ), compared to 64.8%, 24.8% and 10.4% for the 4070 non-interface loops (Fig. 2C) . With a shorter distance cutoff of 4 Å we observed, before binding, a much higher portion (54.3%) of slow loops and a reduced portion (36%) of static loops at the interface. The observed high propensity of slow loops and reduced propensity of static loops to be at the protein interface indicates that dynamics properties of protein loops are likely to be functionally important for protein-protein interactions.
The conditional probabilities of interface versus non-interface loops for the three types of loops were computed for the various distance cutoffs (Table 2) . Considering the overall low population (3.8-11.5%) of interface loops (regardless of dynamics properties), the slow loops consistently show the highest conditional probability of being involved in the binding and recognition of protein partners among all three loop types. Despite their highest overall abundance, static loops clearly show the lowest conditional probability to be found at the interface (2.1-16.5%) and, consequently, the highest conditional probability not to be at the interface (97.9-83.5%). For a distance cutoff of 6 Å , for example, slow loops have a significantly increased probability (16.3%) of being at the interface over fast loops (10.2%), and static loops (9.7%). Similar information was gained based on the likelihood ratios of the probabilities of the three loop types to be found at the interface versus non-interface (Table 3) . The hypothesis that a slow loop is present at a proteinprotein interface is 1.3-2.2 times more likely to be true than the hypothesis of not being present at the interface. For an intermolecular distance cutoff of 6 Å , 197 out of 530 interface loops are slow (37.2%). Among the 192 complexes containing interface loops, 41 complexes have exclusively slow loops at the interface, and 66 complexes have no slow loops at the interface.
We assessed whether there was clear evidence of a location bias in how loops with different dynamical properties were sampled by constructing a chi-square test statistics. The null hypothesis H 0 is that loops are randomly sampled in proteins and there is no location bias. The alternative hypothesis H A is that loop types are not randomly sampled, i.e. loop dynamics is dependent on the loop location, i.e. interface versus non-interface. The resulting large v 2 value of 37.4 and a small P-value of 7.6 . 10 À 9 obtained for a chi-square distribution (with 2 degrees of freedom) indicate that the observed trend in loop dynamics between interface and non-interface loops is not due to chance, i.e. the null hypothesis can be ruled out. We therefore can conclude that the observed distribution of loops with different dynamics and timescales clearly depend on whether or not a loop is located at the protein binding interface. Taken together, we found a statistically significant preference of slow loops to reside at the PPI interface. But why does nature tend to choose slow loops to be located at these interfaces? Conformational plasticity is known to be essential for promiscuity in protein recognition events (Gaudreault et al., 2012; James et al., 2003) allowing the same protein adopt different loop conformations and thereby bind to different protein partners. This suggests that loops with their flexible nature and conformational dynamics on the ns-to-sub-ls timescales may play a prominent role in the realization of promiscuous protein binding interfaces. The relationship between loop properties and protein-protein binding affinities is discussed in Section 3.4.
Change of loop dynamics and allostery upon interaction
We compared loop dynamics behavior before and after complex formation (Tables 1 and 4) , and identified that the majority of mobile loops at the interface have reduced flexibility after binding as expected. For example, with an average intermolecular loop distance cutoff of 6 Å , 129 out of 197 (65%) slow loops and 29 out of 48 (60%) fast loops at the interface become static in the presence of the binding partner. Nearly all static interface loops (282 out of 285) remain unchanged, i.e. static, upon binding. We further examined the effect of the binding on all 4600 loops by depicting the individual histogram distributions of average loop intermolecular distances for the nine combinations of possible transitions between the three loop types before and after binding (Fig. 3) . For loops that show reduced mobility after binding (i.e. they change from slow/fast to static), the average intermolecular distances are 11.2-14.5 Å . This indicates that these loops are on average quite close to the binding interface when taking into account the large size of the protein complexes in the benchmark set with an average molecular weight of 96 kDa. By contrast, loops that show increased flexibility upon binding (i.e. they change from static to slow/fast) have a much larger average intermolecular distance of 29.5-31.5 Å , which reflects that these loops are generally located at remote sites with respect to the Fig. 2 . Populations of the three loop dynamics categories: all 4600 loops (A) before and (D) after complex formation; 530 interface loops (with the average intermolecular distance less than 6 Å ) (B) before and (E) after complex formation; 4070 non-interface loops (with the average intermolecular distance less than 6 Å ) (C) before and (F) after binding. The population percentage for each loop category is labeled above each bar binding region. This behavior is less obvious and is commonly referred to as allosteric effect. In the following, we refer to the loops that undergo a transition from static to mobile as 'allosteric loops'. It should be noted that the structural changes of the free proteins versus complex may in part also be due to crystal packing effects, which will require verification by studies in solution.
Case study of an antibody-antigen interaction
Information about loop dynamics allows detailed mechanistic insights into the interaction and epitope recognition of antibody GC-1008 with antigen transforming growth factor b3 (TGF-b3). The binding of the antibody for the neutralization of cytokines is linked to a wide range of cellular signaling pathways (Grutter et al., 2008; Mittl et al., 1996) . The structures together with the loop dynamics prediction of TGF-b3 and GC-1008 before and after binding are shown in Figure 4A . All loops of the complementarity determining region (CDR) and framework 3 (FW3) loop of the heavy chain of GC-1008 are involved in the recognition of the loop connecting b-strands 6 and 7 and the loop connecting helix a2 and b-strand 3 of the antigen. Specifically, CDR1 loop (chain B, residues 26-33) of GC-1008 antibody is predicted as a slow loop in the unbound protein. For antigen TGF-b3, the loop between b6 and b7 (chain B, Bold numbers highlight the importance of slow loops at the binding interface. Bold numbers highlight the importance of slow loops at the binding interface. Bold numbers highlight the importance of slow loops at the binding interface. residues 92-95) is predicted to be flexible on the nanosecond timescale prior to binding. However, both loops show significantly reduced flexibility upon epitope recognition, mainly due to strong hydrophobic interactions between the key contact residues (Ile52, Ile54, Val55 and Ile57) that belong to or are close to the CDR loops and Arg94 in the TGF-b3 loop.
A minor conformational change of the TGF-b3-GC-1008 complex interface is observed, which is caused by adaptation of the TGF-b3 loops to the CDR loops of GC-1008. The largest conformational changes upon binding to the TGF-b3 are mainly located on the outer rim of the GC-1008, which corresponds to a notable allosteric change. The loop (chain B, S193-Y201) located furthest away from the constant (Fd) region of the heavy chain is predicted to be rigid in the unbound protein, but is predicted to be flexible upon antigen binding. The allatom backbone RMSD of GC-1008 between the crystal structures of the free and bound forms is 1.8 Å , whereas an RMSD increase to 3.6 Å is found for this allosteric loop. The increased loop flexibility predicted by ToeLoop is consistent with a large average crystallographic B-factor of 139.9 Å 2 for this loop in the protein complex, compared to an average B-factor of 26.1 Å 2 for the same loop in the unbound GC-1008
antibody. To further validate the predicted dynamics changes during loop-loop interactions in the epitope recognition of TGF-b3 antigen by the GC-1008 antibody, we performed all-atom MD simulations for the individual unbound proteins TGF-b (PDB: 1TGJ) and GC-1008 (PDB: 3EO0) and the binary complex (PDB: 3EO1) in explicit solvent (information about the MD methods and analysis can be found in the Supporting Information). The internal reorientational motions of each residue's Ca-Cb bond vector (expect for glycine) in the unbound and bound proteins were quantified by S 2 order parameters ( Supplementary   Fig. S1 ). As can be seen in Figure 4B , the dynamics changes and allosteric effects predicted by ToeLoop are fully confirmed by the MDderived S 2 values between bound and unbound states mapped onto the structure of the complex. As expected, we found a significant decrease of loop flexibility at the binding interface. For TGF-b3, this is manifested by an average increase of S 2 (DS 2 ¼ 0.26) for residues V92-T95 of chain B, which is consistent with the ToeLoop prediction that the loop undergoes a transition from slow to static. Similarly, for the antibody GC-1008 ToeLoop predicted reduced flexibility of the CDR1 loop, which is confirmed by an average increase of the S 2 values (DS 2 ¼ 0.31) for residues F29-N32 derived from MD simulations. Interestingly, we found the adaption of antigen TGF-b3 in the variable (Fv) region may be propagated causing a global movement of the Fd region as well as the conformational dynamics changes in the allosteric loop (S193-Y201) and the hinge (S119-P126) of chain B that connects the Fd and Fv regions. The observed increased conformational flexibility of the allosteric loop in the spatially distant Fd region is accompanied by a substantial reduction of S 2 values (DS 2 ¼ À0.33) averaged over all residues (S193-Y201) of the allosteric loop derived from MD simulations. This suggests that the allosteric effect of increased loop mobility in the remote Fd region may compensate for the entropy loss experienced at the binding interface of this antigen-antibody interaction, thereby limiting the entropic cost of this binding event. The example of Fab GC-1008, TGF-b3 and their complex demonstrates how the application of ToeLoop to a protein complex as well as the apo structures serves as a rapid and quite accurate hypothesis generator, which can be further validated by in-depth studies using MD simulations or experiments.
Relationship between loop dynamics and binding affinity
Using the protein complexes with binding affinities in the lM, nM and pM range, respectively. As reported previously, it is challenging to train a predictor of binding affinities solely based on buried surface area upon binding (Vreven et al., 2015) . By taking into account the specific geometry and composition of the interaction, the prediction power is improved for rigid complexes, while it remains still relatively poor for flexible proteins. One might expect that the binding affinities of proteins with high flexibility in their free state would be lower due to the entropic penalty for conformational rigidification, while a rigid binding interface with stable loops may facilitate an efficient binding and recognition process. Therefore, we used the number of loop residues that belong to static interface loops as a descriptor to test whether this information permits the approximate prediction of protein binding affinities. Figure 5 shows the number of static loop residues at the binding interface of protein complexes grouped into the three binding affinity classes. There is a clear correlation between binding affinity and the number of static interface loop residues. In general, complex interfaces that contain large amounts of static loop residues tend to lead to picomolar or higher affinity. In contrast, the lack of static loop residues at the interface is characteristic for weaker binding behavior. Statistically significant differences have been obtained by the mean and median values of the number of static loop residues at interfaces over different affinity groups. The average and median values of static loop residues at the interface per complex are 9.5, 12.8, 19.7 and 3, 13, 17 for protein complexes with lM, nM and pM affinity, respectively. The results confirm our expectation that a reduction of the conformational flexibility at the binding interface increases the binding affinity, which is often accompanied by increased binding specificity (Eaton et al., 1995) . It is noted that the correlation between the observed number of static interface loop residues and binding affinity is not high enough for the training of an accurate predictor (Fig. 5 , Supplementary Fig. S2 ). However, the qualitative descriptor could serve as a guide for the engineering of high and low affinity protein complexes by systematically increasing or reducing the number of static loop residues at the binding interface. This also supports the non-negligible role of the conformational entropy of loops in modulating binding affinities (Boulton and Melacini, 2016; Papaleo et al., 2016) .
Conclusions
We elucidated the dynamic features of protein loops over the latest protein complex database with our recently developed ToeLoop predictor that classifies loops according to their motional timescales. Statistical analysis provided novel insights into the role of loop dynamics timescale for protein-protein interactions. Based on 4600 loops of 230 protein complexes, we analyzed the loop populations according to their dynamics properties in different protein regions (interface versus non-interface) of distinct states (free versus complex). Slow loops have a systematically increased propensity to be found at interfaces compared to their overall distribution. As the most abundant loop type, static loops have a relatively low probability to participate in binding, yet show a particularly high propensity to exist at the interface after complex formation. As expected, the formation of protein complexes rigidifies the majority of mobile loops at or near the binding interface. About 3% of all loops undergo an allosteric transition at distal sites from static to mobile, which thermodynamically compensates for the general loss of conformational entropy at the interface upon binding. In a case study of Fab fragment of GC-1008 in complex with antigen TGF-b3, we independently demonstrated using ToeLoop and MD simulations how loop motions on multiple timescales participate in the antibody-antigen recognition process. Furthermore, we explored a novel loop-dynamics based descriptor for protein-protein binding affinities by uncovering that the number of static loop residues at the binding interface is correlated with the binding affinity. The newly established relationships shed novel light on the possible roles of loop motions in mediating and modulating protein function through protein-protein interactions. Such information, in turn, might serve as input for the more accurate prediction of the structures of protein complexes, the design of novel proteins and their complexes, and the optimization of their binding properties.
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