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The ignition of the first sources of light marked the end of the cosmic dark
ages, an era when the Universe transitioned from the relatively simple conditions
following the Big Bang to the complex tapestry of dark matter, baryons, and per-
vasive cosmic radiation fields we see today. To better understand this uncharted
cosmic epoch, we primarily utilize hydrodynamical, N-body simulations to model
the assembly of the first galaxies at redshifts z & 10 and the stars that form within
them. These simulations begin from cosmological initial conditions, employ a ro-
bust, non-equilibrium chemo-thermodynamic model, and take advantage of adaptive-
grid-refinement to probe the multi-scale, complex process of star formation from
ab initio principles. We explore the consequences that metal enrichment has on the
process of star formation, confirming the presence of a critical metallicity for low-
mass star formation. To assess the observational prospects of these primeval stellar
populations with next-generation telescopes, like the James Webb Space Telescope,
we constrain the star formation efficiency of both metal-enriched and metal-free
star formation in a typical first galaxy. We also resolve the formation of individual
vii
metal-enriched stars in simulations that ultimately began from cosmological scales,
allowing meaningful comparisons between our simulations and the recently dis-
covered ultra-faint dwarf satellite galaxies, the suspected analogs of the first galax-
ies in the local Universe.
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Chapter 1
Introduction
Look up to the sky on a dark night. There will be many bright points against
the dark — planets, artificial satellites, airplanes, meteoroids, perhaps the Moon.
Mostly, though, there are stars. These objects are nothing more than massive balls
of gas that have collapsed under their own gravity. Their centers become so hot
that nuclei smash together and fuse, producing the energy that makes stars shine.
Either directly or indirectly, all sources of energy on Earth come from stars.
Stars evolve over time. The Sun formed roughly 5 billion years ago and will
remain mostly unchanged for another 5 billion. When the Sun, and other stars of
similar mass, exhaust their nuclear fuel they enter a new phase and become idle
white dwarfs. More massive stars may only live for a few million years before
ending their lives with a cataclysmic supernovae explosion, spewing newly syn-
thesized chemical elements into their galactic neighborhood. New stars will form
in part from this ejecta and the stellar life cycle repeats.
Stars are the key drivers of cosmic evolution. In particular, the earliest stel-
lar generations illuminated the cosmos with ultraviolet light, beginning the grad-
ual process of reionization and ending the cosmic dark ages. Heavy chemical ele-
ments produced in these stars and ejected in their supernovae seeded the cosmos
with the building blocks of planets and life. These stars also seeded supermas-
sive black holes, the power source of high-redshift quasars. The central goal of the
following chapters is to better understand how these earliest stellar generations
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formed, the effect they had on their surroundings, and how observations, both di-
rect and indirect, can be used to probe the nature of the first galaxies and the role
that the earliest stellar generations played in early cosmic evolution.
1.1 From Cosmology...
To properly understand star formation in the first galaxies, we must work
within a broader cosmological framework. In the successful Lambda Cold Dark
Mater (ΛCDM) cosmological model, collisionless dark matter assembles hierarchi-
cally, with smaller ‘halos’ merging to form progressively larger ones. Baryons fall
into the gravitational potential well of the dark matter where they are able to cool,
fragment, and ultimately form galaxies, stars, planets, and ultimately, life. While
the first stars formed ∼ 100 million years after the Big Bang in ∼ 106M dark
matter ‘minihalos’, the ‘first galaxies’ are generally believed to have been hosted
in ∼ 108M dark matter halos that formed roughly 500 million years after the Big
Bang. Unlike minihalos, these systems had the ability to harbor self-sustained, self-
regulated star formation and contained a multi-phase interstellar medium (ISM),
traits that are arguably necessary for the title of ‘galaxy.’
1.2 ...to Star Formation
Star formation is one of the most poorly understood astrophysical phenom-
ena. In it, a wide range of complex, multidimensional physical processes all play
a role in regulating the conversion of gas into stars. While supersonic turbulence
and self-gravity are believed to be the two main ingredients that control the pro-
cess of star formation, there are a number of other factors such as non-ideal mag-
netohydrodyanmics, ionizing and non-ionizing radiative feedback, and chemical
processes, that can not be neglected. Even in the Galaxy, where direct observations
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are available, there is not an agreed upon, predictive model for the formation of
stars. Extending the theory of star formation to the first galaxies presents its own
unique set of challenges, such as a lack of direct observations and markedly differ-
ent physical conditions.
1.3 Outline
In this thesis, we aim to better understand the process, outcome, and con-
sequences of star formation in the earliest galaxies. We attack this problem nu-
merically, primarily using hydrodynamical simulations. Specifically, we focus on
how the interplay of thermodynamics, self-gravity, and supersonically turbulent
gas motions moderates the process of gas fragmentation, and thus star formation,
all within a realistic cosmological environment.
Chapters 2 and 4 primary focus is the thermodynamic role that metals play
in regulating the transition from Population III to Population II star formation. In
Chapter 2 we present a idealized, one-zone model for the fragmentation of ‘cold-
accretion’ streams in the first galaxies. By considering isobaric post-shock gas evo-
lution and the expected baryonic growth rate of high-redshift halos, we show that
there are two regimes of fragmentation, high- and low-mass, in the first galaxies
demarcated by metallicity and external radiation field strength. In Chapter 4 we
present a cosmological simulation where gas around an atomic cooling halo is en-
dowed with a non-zero metallicity. We show that the increased cooling rate that
accompanies metal enrichment plays a significant role in how star forming gas
evolves, with significant fragmentation occurring above Z = 10−4 Z and none
below.
If an atomic cooling halo can avoid being polluted with heavy elements, it
has been suggested that clustered, metal-free star formation is possible. We explore
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this idea in Chapter 3, where we present results from a cosmological simulation in
which an atomic cooling halo forms without being polluted with metals due to the
complete suppression of minihalo star formation via a strong Lyman-Werner radi-
ation background. Only when molecular hydrogen in the atomic cooling halo be-
gins to self-shield does collapse, and thus star formation, become possible. We are
able to place upper-limits on the star formation efficiency of such ‘Lyman-Werner
delayed’ systems, and argue that if a cluster of metal-free stars does form under
optimum conditions, that it should be marginally detectable with the James Webb
Space Telescope (JWST).
In Chapters 5 we extend the simulations presented in Chapter 4 to much
higher densities and smaller length scales, now resolving the formation of indi-
vidual stars. We augment our thermodynamical model to include dust processes,
significantly dust grain thermal emission and protostellar radiative heating of dust,
both of which become significant at high densities. These are the first studies that
have resolved the formation of individual metal-enriched stars in a simulation that
ultimately began from cosmological initial conditions. We are able to measure
a stellar initial mass function (IMF) and show tentative evidence that high-mass
(> 0.1M) slope is shallower (i.e., more top-heavy) than the standard Salpeter
slope observed in the Galaxy.
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Chapter 2
Fragmentation of Cold Accretion Streams in the First
Galaxies1
2.1 Introduction
An important open question in cosmology is to identify the conditions un-
der which the first Population II (Pop II) stars could have formed. It has been
argued that clusters of predominantly low-mass stars could have arisen in the first
galaxies at z ≈ 10 (e.g., Bromm & Clarke 2002, Greif & Bromm 2006). Their emer-
gence straddles the end of the so-called cosmic dark ages, arguably the most un-
charted time in the history of the universe (Barkana & Loeb 2001, Miralda-Escude´
2003). Between the release of the cosmic microwave background (CMB) at z '
1, 100 and the highest redshift gamma ray burst (GRB) at z ' 8.2 (Salvaterra et al.
2009, Tanvir et al. 2009), no direct observations have been made yet, thus rendering
theoretical models our best tools for exploring this formative cosmic epoch.
The standard ΛCDM cosmological model predicts the first stars (Pop III)
formed at redshifts z ' 20 − 30 in ∼ 106M dark matter ‘minihalos’ (e.g., Couch-
man & Rees 1986, Haiman et al. 1996, Tegmark et al. 1997) bringing about an end to
the cosmic dark ages. The cooling properties of H2, the most effective primordial
gas coolant at temperatures below 104 K, set a characteristic mass scale of∼ 100M
for Pop III stars (Abel et al. 2000, Bromm et al. 2002). The primordial initial mass
1This chapter has been published as Safranek-Shrader, C., Bromm, V., Milosavljevic, M., 2010,
ApJ, 723, 1568. V. Bromm and M. Milosavljevic supervised the project.
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function (IMF) would then have been top-heavy, a result that has been confirmed
by subsequent studies (e.g., Omukai & Palla 2003, O’Shea & Norman 2007, Yoshida
et al. 2006). Further investigations were directed at elucidating the properties and
key implications of massive Pop III stars, such as the chemical signature (Heger
& Woosley 2002, Iwamoto et al. 2005), the detailed IMF (Nakamura & Umemura
2001), the effect on reionization (Wyithe & Loeb 2003, Sokasian et al. 2004), the for-
mation rate (Trenti et al. 2009), and the tendency toward binarity (Turk et al. 2009,
Stacy et al. 2010). These massive Pop III stars had extremely hot photospheres
(Teff ∼ 105 K, see Bromm et al. 2001, Schaerer 2002), and very short lifetimes of ∼
3 Myr (for the case against this standard picture see Tumlinson et al. 2004, Silk &
Langer 2006, Clark et al. 2011a).
It is still not known with any certainty when and how the universe shifted
its star formation mode from the top-heavy IMF for Pop III to the roughly Salpeter
distribution seen today. Bromm et al. (2001) suggested it is the chemical input
from Pop III stars that allowed gas in minihalos to cool more efficiently and thus
fragment at a smaller mass scale. They found that when molecular cooling is
excluded by a soft ultraviolet (UV) photodissociating background, gas enriched
above Zcrit ' 10−3.5 Z, the so-called critical metallicity, fragments into smaller
mass clumps. The idea of metallicity being the main driver of the mode transition
was advanced by many other studies. Santoro & Shull (2006) found individual
critical metallicities for carbon, iron, silicon, and oxygen and suggested that for
densities and temperatures conducive to Pop III star formation, these species con-
tribute more to the cooling rate than atomic hydrogen or H2. Smith et al. (2009)
found that there exists a critical metallicity window, due in part to the CMB tem-
perature floor, which regulates the transition. Other studies (Omukai et al. 2005,
Schneider et al. 2006) showed that dust may have a significant impact on the Pop
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III/II transition. Specifically, the inclusion of lowers the critical metallicity derived
from pure metal-line cooling by several orders of magnitude due to its efficient ra-
diative properties. However, the effect of dust generally becomes important late in
the pre-stellar gas contraction phase at high densities. Schneider & Omukai (2010)
argued that the interplay of dust and metal cooling is the key driver, together with
the CMB temperature floor. A different view was developed in a series of studies
(Jappsen et al. 2007, 2009b,a) who argued metallicity plays an insignificant role in
the fragmentation of collapsing clouds while initial conditions, set by the details
of galaxy formation, the CMB temperature, turbulence, and rotation, dominate the
Pop III/II transition. This star formation mode transition is clearly a complex, grad-
ual process, regulated in part by all of these factors.
Most studies of the critical metallicity to date have focused on ∼ 106M
dark matter halos, or minihalos, as the primordial star formation environment.
However, the majority of the first Pop II stars likely formed in deeper potential
wells, possibly in halos that can cool via atomic hydrogen cooling (e.g., Bromm
et al. 2009). Whereas the quasi-hydrostatic, roughly spherical nature of baryonic
collapse inside of minihalos admits modeling of low metallicity cooling in a rather
straightforward fashion, the hydrodynamics inside the first galaxies is much more
complex. Simulations with realistic cosmological initial conditions have recently
demonstrated how cold accretion streams feed dense, turbulent gas to the center of
the galaxy, where second generation star formation will take place (e.g., Greif et al.
2008, Wise & Abel 2007a, 2008). Since detailed simulations of the fragmentation
properties in such a cloud with different levels of pre-enrichment are still lacking,
it is timely to carry out an exploratory survey of the crucial physics involved in the
fragmentation of such shocked, stream-fed gas.
These cosmic filaments play a pivotal role in galaxy formation by adding
7
a third accretion mode to the two processes that have traditionally been thought
to partake in galaxy formation. Spheroidal galaxy components were thought to
have been built by gas channeling in galactic mergers (Toomre 1977, White & Rees
1978) and disk components by accretion from a shock-heated intergalactic medium
(IGM) during virialization (Rees & Ostriker 1977, Silk 1997). Hot accretion occurs
when gas is shock heated to approximately the virial temperature close to the virial
radius of the dark matter halo; the gas then cools, falls inward, and circularizes in
the galactic disk. Recently, however, a new mode of accretion has been found to
dominate in high-σ cosmological peak halos at high redshift (Dekel & Birnboim
2006, Dekel et al. 2009). This mode, coined ‘cold flow accretion,’ occurs along
cosmic filaments that feed gas directly to the inner parts of a galaxy, leading to
shocks at radii much smaller than the halo virial radius (see, also, Wise & Abel
2007a, Binney 2004). This differs qualitatively from hot accretion in that the in-
falling gas passes through the virial shock unaffected, has a much higher density,
and is deposited much closer to the center of the galaxy. Cold accretion is the-
oretically very appealing. It presents a solution to the observed blue-red galaxy
bimodality (Baldry et al. 2004). It provides a natural explanation for high redshift
galaxies with large star formation rates but no evidence of a major merger (e.g.,
Genzel et al. 2006). Also, cold accretion naturally arises in many simulations of
galaxy formation (Keresˇ et al. 2005, Dekel & Birnboim 2006, Wise & Abel 2007a,
Greif et al. 2008, Harford et al. 2008, Regan & Haehnelt 2009), suggesting this type
of accretion is natural to high-σ peak halos at high redshifts within ΛCDM models.
Dark matter halos with masses ∼ 108M around z ≈ 10 represent the
smallest structures that can be classified as ‘first galaxies’ (Kitayama & Yoshida
2005, Read et al. 2006, Wise & Abel 2007a, Greif et al. 2008, Bromm et al. 2009). Ha-
los of this mass have virial temperatures Tvir > 104 K which allows efficient cooling
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via excitation of atomic hydrogen (e.g., Haiman et al. 1997, Miralda-Escude & Rees
1998, Barkana & Loeb 1999, Oh & Haiman 2002). This is the halo mass scale where
we first expect to see sustained, possibly self-regulated, star formation, similar to
the present-day case. Finally, in 108M halos, gas accreting along cosmic filaments
will drive supersonic turbulence (Wise & Abel 2007a, Greif et al. 2008, Regan &
Haehnelt 2009, Klessen & Hennebelle 2010), fundamentally changing the star for-
mation dynamics (Padoan & Nordlund 2002, Mac Low & Klessen 2004, McKee &
Ostriker 2007). In this work, as in many others, we define a first galaxy to be one
of the first dark matter halos to form with mass ≥ 5× 107M, thus meeting the re-
quirement that gas heated to the virial temperature is able to cool through atomic
hydrogen excitation (or Lyα) emission.
A further motivation for this work is understanding the formation of low-
luminosity dwarf spheriodal satellite galaixes (dSph) and globular clusters (GCs).
These structures have similar luminosities, stellar masses, generally no gas nor re-
cent star formation, and contain metal-poor, old stellar populations. However, GCs
are small (∼ 1 − 10 pc) and do not seem to contain much dark matter while dSph
galaxies are much larger (> 100 pc) and are heavily dominated by dark matter as
indicated by their large mass-to-light ratios (Mateo 1998, Strigari et al. 2008). It
is clear these are two structurally distinct populations (e.g., Kormendy 1985, Be-
lokurov et al. 2007), but it is necessary to understand the cosmological circum-
stances of their formation. To answer whether the first galaxies are progenitors to
dSph galaxies, GCs, or both requires an understanding of star formation in these
objects.
With this in mind, we investigate the fragmentation properties of the metal-
pre-enriched cold flow accretion in protogalaxies at high redshift, and explore im-
plications for star formation in these objects. Dense, metal-enriched baryonic streams
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flow along the filaments of the cosmic web and penetrate deep into a protogalaxy.
Multiple streams collide with each other, or collide with a turbulently-supported
gas accumulation that has already collected in the center of the protogalaxy. Since
the stream inflow is supersonic, the colliding gas must pass a strong shock, but then
cools rapidly under approximate isobaric conditions. We identify the characteristic
fragmentation mass scale in the shocked, isobarically cooling gas. We find that if
a strong photodissociating Lyman-Werner (LW) background has significantly sup-
pressed molecule formation, the characteristic mass scale depends strongly on the
metallicity content of the gas.
The outline of this work is as follows. In Section 2.2 we describe our method-
ology for the cooling of shocked, metal-enriched gas. Section 2.3 motivates the ini-
tial conditions for our model, including metal abundances and the physics of cold
accretion. In Section 2.4 we discuss our fragmentation criteria and the results from
our numerical integrations, and summarize our findings and broader implications
in Section 2.5. Throughout the paper we assume the ΛCDM cosmological param-
eters: Ωm = 0.27, ΩΛ = 0.73, and h = 0.70, consistent with the 5 year Wilkinson
Microwave Anisotropy Probe results (Komatsu et al. 2009).
2.2 Cooling of Shocked, Metal-Enriched Gas
A cold accretion stream penetrates deep inside the protogalactic halo un-
til it encounters an accretion shock. Subsequently, the shocked gas layer grows in
size while cooling isobarically (Shapiro & Kang 1987, Clarke & Bromm 2003), until
it becomes gravitationally unstable and fragments into Jeans-mass-sized clumps.
Our objective is to calculate the initial masses of these fragments; we do not follow
their evolution past the point of initial fragmentation. To this end, we model the
evolution of the shocked, cooling gas accurately within the one-zone approxima-
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tion. We utilize a comprehensive chemical network to track the time evolution of
the abundances of all primordial species (H, H+, H−, H2, H+2 , e
−, He, He+, D, D+,
and HD) and the most important metal coolants expected at high redshifts: neutral
and singly ionized O, Si, C, and Fe (Bromm & Loeb 2003b, Santoro & Shull 2006,
Maio et al. 2007, Glover & Jappsen 2007). The cooling gas is subject to compres-
sion by the ram pressure of the accretion shock which suggests isobaric conditions
are approximately valid in the post-shock region. In Sections 2.2.1 and 2.2.2 we
proceed to discuss cooling and heating processes in the shocked gas. In Section
2.2.3 we discuss the relevant chemical processes in the post-shock gas. Finally, in
Section 2.2.4 we describe the time evolution of the shock-compressed gas under
isobaric conditions.
2.2.1 Cooling Processes
We calculate all relevant cooling and heating processes in low-density, shock
heated gas at high redshift. The cooling of gas with primordial abundances set by
big bang nucleosynthesis has been extensively studied (e.g., Shapiro & Kang 1987,
Oh & Haiman 2002). Above 104 K, hydrogen and helium excitation are the domi-
nant cooling channels. Between 200 K . T . 104 K, if molecular hydrogen forms,
the cooling that it facilitates is dominant. If present, HD can continue to cool the
gas below 200 K due to its permanent dipole moment and smaller rotational energy
level spacing, although an elevated electron fraction is necessary for its efficient for-
mation (Uehara & Inutsuka 2000, Nakamura & Umemura 2002, Johnson & Bromm
2006, Yoshida et al. 2007). Metals, supplied from previous star formation, can be a
significant coolant at T < 104 K due to forbidden, fine structure photon emission
from low-lying electronic radiative transitions (Sutherland & Dopita 1993, Gnat
& Sternberg 2007) and can substantially change the gas dynamics (Omukai 2000,
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Bromm & Loeb 2003b). Below 104 K, our cooling rate as a function of metallicity
closely matches the cooling rates calculated by other authors in gas of similar tem-
peratures and densities (e.g., Santoro & Shull 2006, Maio et al. 2007, Smith et al.
2008). We consider fine structure emission from O, Si, Fe, and C—the species that
dominate metal cooling in a low-density, low-metallicity gas (e.g., Santoro & Shull
2006). We find that in the shocked gas in an atomic cooling halo, Si, Fe, and C are,
to a large extent, singly ionized (see Section 2.3.3), but O remains mostly neutral.
Above 104 K, our cooling rate is not accurate at high metallicities (especially for
Z & Z) as we do not include any multiply ionized species, but since we restrict
ourselves to Z < 10−2 Z (see Section 2.3), this assumption does not affect our
results (see Figure 4 in Gnat & Sternberg 2007).
Due to NLTE conditions in the low-density IGM, Boltzmann statistics does
not describe the state of an atom or molecule, but instead, level populations must
be calculated from the principle of detailed balance (see Glover & Jappsen 2007),
where electronic collisional excitations and de-excitations are balanced by sponta-
neous downward transitions. Excitation and de-excitation rates, energy level spac-
ings, and spontaneous emission coefficients for C, C+ Si, Si+, Fe, Fe+, O, and O+
are the parameters needed to determine the fine structure cooling rate. We refer
the reader to other sources, such as Hollenbach & McKee (1989) (hereafter HM89),
Santoro & Shull (2006), and Glover & Jappsen (2007), for detailed discussion of the
individual cooling rates. We here only provide the references from which we com-
piled our data: C – HM89 and Johnson et al. (1987); C+ – HM89 and Wilson & Bell
(2002); O – Glover & Jappsen (2007) and Bell et al. (1998); Si – HM89; Si+ – HM89;
Roueff (1990); Fe, Fe+ – HM89.
The simplest model of fine structure cooling from an atom is one in which
the electron has only one excited state to occupy, the so-called two level system. In
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this system, the excited state level population is given by (e.g., Maio et al. 2007)
n2 =
γH12 + γ
e
12ne/nH
γH12 + γ
H
21 + (γ
e
12 + γ
e
21)ne/nH +A21/nH
ntot , (2.1)
where n2 is the number density of particles in the second excited state, ntot the
total number density of the species, while γ{H,e}12 and γ
{H,e}
21 are, respectively, the
excitation and de-excitation rates due to collisions with neutral hydrogen and free
electrons (collisions with hydrogen ions, H2, and other species are subdominant).
The corresponding volumetric cooling rate for fine structure line emission is given
by Λline = n2A21∆E21, where A21 is the spontaneous emission coefficient and
∆E21 is the energy difference between states. For n level systems, n coupled equa-
tions are solved to determine the level populations. The CMB temperature sets a
thermodynamic lower limit on the gas temperature (see Larson 1998); we incor-
porate this limit by replacing the cooling rates with the effective rate: Λeff(T ) =
Λ(T )− Λ(TCMB).
For illustration, in Figure 2.1 we show the non-equilibrium cooling rate
as a function of metallicity, evaluated at every step during the evolution of the
post-shock gas in our fiducial model with a 108M halo at z = 10, solar distri-
butions of metals, and with a high LW radiation background (J21,LW = 104, see
Section 2.3.3). The latter significantly photodissociates H2, and will keep metal-
lic species singly ionized (see Section 2.3.3). The wide peak at T ∼ 200 K is due
to the isobaric increase in density towards lower temperatures. The initial val-
ues for density and temperature are 4 × 103 cm−3 and 1.1 × 104 K, respectively,
and the initial chemical abundances are set to the values corresponding to ther-
mal and statistical equilibrium at this temperature. Below T ∼ 104 K, the cooling
rate is a strong function of metallicity. Figure 2.2 shows the individual elemen-
tal contributions to the nonequilibrium cooling curve for a solar abundance pat-
tern. Metal cooling, particularly from O, Fe+, and Si+, dominates below 800 K;
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H2 dominates between 800 and 8, 000 K .The critical density for the C+ fine struc-
ture transition is ncr,C+ = A10/γ10 ' 3 × 103 cm−3. Thus, at the densities sampled
by our isobarically cooling gas, n = 103 − 106 cm−3, the C+ line is in LTE, which
makes it a weaker coolant compared to Fe+, Si+, and O, whose critical densities are
∼ 105 − 106 cm−3, so thermalization occurs at a later evolutionary stage (Santoro
& Shull 2006). In this regime, HD is always an ineffective coolant. If, however,
metallicity is Z < 10−5 Z, and molecules are permitted to form, the gas is able to
reach TCMB by HD cooling.
2.2.2 Heating Processes
Since we here ignore the effect of dust, the predominant source of heat-
ing is UV pumping of H2, particularly at higher densities. To compute the rate,
we assume a pumping rate 8.5 times that of the photodissociation of H2 (Draine
& Bertoldi 1996, Glover & Jappsen 2007). If each pumping produces ∼ 2 (1 +
ncr/n)−1 eV of heat (Burton et al. 1990), where ncr is the critical density for H2
(which we always take to be 6000 cm−3), the corresponding heating rate is: Γ =
2.7×10−11RdissnH2(1+ncr/n)−1 erg s−1 cm−3; the computation ofRdiss is discussed
in Section 2.3.3 below.
Other significant sources of heating are the photoionization of metallic species
and the radiative coupling to the CMB. It is safe to assume that at z ∼ 10, prior
to complete reionization, the mean free path of H ionizing photons is very short
compared to photons below the Lyman limit, thus rendering heating from H and
He ionization unimportant. However, photons below the Lyman limit should be
1/fesc ∼ 102 times more abundant than H-ionizing ones (Bromm & Loeb 2003b),
making photoionization heating of metallic species with first ionization potentials
below 13.6 eV (C, Si, and Fe) dominant. This also has consequences for the pho-
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Figure 2.1 Post-shock non-equilibrium cooling rate for differing metallicites for a
108M at z = 10, using a solar pattern of metals. This figure only includes cooling
from hydrogen excitation and metallic fine structure emission - molecules are ig-
nored. The bump at T ∼ 200 K is due to the density increase towards lower temper-
atures due to our isobaric density evolution. The initial density is n ∼ 4×103 cm−3.
Towards 30 K the cooling rate drops off as we approach TCMB. Below T ∼ 104 K
the cooling rate is a strong function of metallicity.
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Figure 2.2 Post-shock non-equilibrium cooling rate showing the contributing com-
ponents for an accretion shock in a 108M dark matter halo at z = 10 with J21 = 10
and metallicity Z = 10−2 Z with a solar pattern of metals. It is evident that fine
structure emission from Fe+, Si+ and O are the dominant metal coolants. C+ is
not effective as the density is above its critical density, ncr,C+ ' 3 × 103 cm−3. H2
cooling dominates from 1000− 6000 K while metals dominate below 1000 K. HD is
always an insignificant coolant at 10−2 Z.
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todissociation of H2, which occurs in the LW bands just below 13.6 eV (see Section
2.3.3). As discussed in Section 2.2.1, CMB heating is achieved by modifying the
effective cooling rate. Overall, heating of the gas is generally not a significant effect
for the evolution considered here.
2.2.3 Chemistry
Our chemical model includes all relevant primordial chemical species: H,
H+, H−, H2, H+2 , e
−, He, He+, He++, D, D+, and HD (e.g., Galli & Palla 2002). We
also include the most important metal coolants — neutral and singly ionized C, Si,
O, and Fe. Collisional ionization, recombination, and charge exchange reactions for
C, Si, and O are taken from the compilation in Jappsen et al. (2009b). The reactions
for Fe were taken from HM89 and Woods et al. (1981).
Chemically, the formation and destruction of H2 and HD has the strongest
impact on our results as they can be very effective low-temperature coolants. In the
absence of dust, molecular hydrogen can form through two channels (e.g., Galli &
Palla 1998). In the H− channel, H− and H combine to form H2 and e−, whereas
in the H+2 channel, H
+
2 and H participate in a charge exchange reaction produc-
ing H2 and H+. The efficiency of these formation channels strongly depends on
the abundance of free electrons that are required for H− and H+2 synthesis (Oh &
Haiman 2002). In all our calculations, the H− channel dominates. Destruction of H2
is mainly from UV photons in the LW bands and will be discussed in Section 2.3.3.
HD may be an important coolant below 200K (Johnson & Bromm 2006). Its forma-
tion proceeds by a charge exchange reaction between D+ and H2. In our physical
scenario, HD will only be a significant coolant in a low metallicity environment.
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2.2.4 Isobaric Cooling and Time Evolution
If the post-shock cooling is thermally stable and if the shocked gas is in ap-
proximate pressure balance, the thermodynamic evolution of a gas packet that has
passed the shock obeys conservation of energy, as expressed by (see, e.g., Shapiro
& Kang 1987):
d(ρ)
dt
=
(
+
p
ρ
)
dρ
dt
− Λ + Γ, (2.2)
where ρ, , p, Λ, and Γ, are, respectively, the gas density, specific internal energy,
pressure, volumetric cooling and heating rate. We can write the pressure as
P = (γ − 1)ρ = ρkBT/µ (2.3)
where µ is the mean molecular weight (in grams) and γ is the adiabatic index. In
our regime, γ can approximated as
γ =
5 + 5xHe + 5xe − 3xH2
3 + 3xHe + 3xe − xH2
, (2.4)
where xi is the abundance of species i with respect to the number density of hy-
drogen nuclei. Isobaricity can be expressed as
d ln ρ
dt
+
d ln T
dt
− d ln µ
dt
= 0. (2.5)
By combining Equations (2.2), (2.3), and (2.5) we find that the gas temperature
evolves according to (e.g., Glover & Abel 2008)
dT
dt
=
T
µ
dµ
dt
+
T
γ(γ − 1)
dγ
dt
− γ − 1
γ
µ
kB
Λ− Γ
ρ
, (2.6)
for an isobaric gas.
Equations (2.6) and Nspecies additional differential equations following the
abundances of each chemical species are solved and we integrate theNspecies+1 dif-
ferential equations implicitly using the Bulirsch-Stoer-type, semi-implicit extrap-
olation mid-point method. The coarsest Bulirsch-Stoer time step is set to ∆t =
min{ni/|n˙i|}.
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Isobaricity, i.e., pressure equilibrium, is a valid approximation if the sound
crossing time of the post shock region is shorter than the cooling time, tsound < tcool.
In Figure 2.3, we confirm that this condition is satisfied throughout the evolution of
the gas leading to gravitational instability and fragmentation, except for the high-
est metallicity case, Z = 10−2 Z, when the cooling time becomes shorter than
the sound crossing time at ∼ 2 × 104 cm−3. We thus conclude that for high metal-
licity, thermal instabilities may play a dynamically significant role. It is interest-
ing that these instabilities only occur in the presence of efficient metal cooling.
Thermal instabilities (e.g., Field 1965, Balbus 1986) are one proposed mechanism
for the formation of molecular clouds and the origin of turbulence. Niklaus et al.
(2009) performed two-dimensional adapative mesh refinement (AMR) simulations
of colliding flows with non-zero metallicity and found turbulent, clumpy struc-
tures formed from thermal instabilities triggered by a supersonic collision. It is
tempting to suggest that the thermal instabilities we anticipate here at substantial
metallicities could lead to clumpiness and turbulence like that seen in Niklaus et al.
(2009).
2.3 Model Parameters
The choice of parameters for our modeling of the accretion flow into the
protogalaxy will govern the resulting fragmentation mass scale. This section fo-
cuses on the three most important model ingredients. In Section 2.3.1, we discuss
the properties of the cold flows into high redshift galaxies. In Section 2.3.2, we de-
scribe the possible abundance patterns of accreting gas and place an upper limit
on the metallicity content of the gas. Finally, in Section 2.3.3, we discuss the effect
of a LW radiation background on the dissociation of molecular hydrogen and the
ionization of metallic species.
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Figure 2.3 Test of the validity of our isobaric density evolution assumption. The
four lines correspond as shown to the four cases of Table 2.2. As shown, isobaric-
ity holds except in case A (strong metal cooling), where it is violated for densities
above ∼ 104 cm−3. This will likely lead to runaway cooling collapse in the den-
sity regime where tcool/tsound < 1. In the other cases, where H2 cooling dominates,
we conclude that pressure support acts on a smaller timescale than radiative cool-
ing. This effectively allows the ram pressure of the cold flow to keep the shocked
region at approximately constant pressure throughout the evolution, at least until
fragmentation occurs. Runs C and D undergo fragmentation before being able to
reach high densities, and we do not follow their evolution past this point.
20
2.3.1 Cold Flow Accretion
Birnboim & Dekel (2003) consider accretion of non-virialized gas from the
IGM into a dark matter halo and find that, at redshifts z > 2, under the assumptions
of spherical symmetry, a stable virial accretion shock does not exist in halos smaller
than 1011M due to the rapid cooling of the post-shock gas. Our model halos are
well within this regime. Instead, the accreting gas continues on supersonic infall
trajectories until it reaches much closer to the center of the halo. Keresˇ et al. (2005)
find, using smoothed particle hydrodynamics (SPH) simulations, that in halos with
masses < 1011.4M at z = 3, almost none of the gas that enters the galaxy has
been heated to the virial temperature, further supporting the conclusion that cold
accretion is the main feeder of baryonic material into galaxies at high redshift.
Wise & Abel (2007a) simulated the cosmological formation of a ∼ 108M
cosmological object and find that the virialization of shocked accretion streams cre-
ates a nearly isothermal (∼ r−12/5) density profile containing supersonically tur-
bulent gas. Greif et al. (2008) carried out a similar simulation and found filamen-
tary accretion dominates the buildup of the baryonic component of a similar mass
galaxy and high redshift. In their simulation, the density of cold accretion streams
just prior to impact with the central turbulent mass concentration was ∼ 103 cm−3
with a temperature of ∼ 200 K. The pre-shock number density in cold streams can
be estimated by considering infall in a halo with mass M = 108M8M and virial
radius Rvir = 1.5M
1/3
8 [(1 + z)/10]
−1 kpc, where in the latter we define as the ra-
dius within which the mean density of a halo equals 200 times the critical density
of the universe. If the density of the infalling baryons scales as ∝ r−2, the hydro-
gen number density extrapolated to the innermost 10 pc, the approximate radius
of cold-stream collisions and shock formation (Wise & Abel 2008), is ∼ 103 cm−3,
consistent with the numerical result.
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2.3.2 Abundances from Early Enrichment
We restrict ourselves to an upper metallicity limit of 10−2 Z. This follows
from the work of Greif et al. (2008) who find that a 108M halo will be assem-
bled out of material that has experienced a maximum of ∼ 10 Pop III supernovar.
Bromm et al. (2003) showed that in a Pop III supernova explosion, ∼ 90% of the
metallic yield will be ejected into the IGM. Greif et al. (2010) find that accretion in-
flows return roughly 50% of the metallic enrichment to the central halo by the time
it grows to ∼ 108M. Assuming a homogeneous density distribution of metals
over the halo, roughly 1 proper kpc in size, gives a metallicity fraction of∼ 10−3 Z,
suggesting that 10−2 Z is a conservative upper limit for the metallicity. We explore
the effect of metallicity that varies from a primordial composition, effectively de-
scribed by Z ≤ 10−8 Z, to this upper limit, using both pair-instability supernova
(PISN) and solar abundance patterns.
There have been assertions that a LW background from Pop III stars could
inhibit further star formation by destroying H2 and H−, which would keep the
first galaxies starless and thus metal free or metal deficient (e.g., Haiman & Bryan
2006, Dijkstra et al. 2008). Other studies have shown that an ionizing background
enhances metal enrichment as a high rate of ionization encourages molecule forma-
tion and enhanced cooling (e.g., Johnson et al. 2008) . Ahn & Shapiro (2007) revis-
ited the question of radiative feedback from Pop III stars using detailed radiation-
hydrodynamical simulations and found radiative feedback to be neutral for Pop
III.2 star formation (stars still forming from pure H/He gas but influenced radia-
tively by previous star formation), suggesting there will be a metal abundance
of at least 10−4 Z in these protogalaxies, depending on the halo capture frac-
tion of supernovae nucleosynthetic products. The metal abundance pattern is also
not known with any certainty. Umeda & Nomoto (2002, 2003) suggest that the
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abundance pattern reflects enrichment from hypernovae, produced by stars in the
20−120M mass range, while other authors argue that Pop III stars end their lives
as PISNe, producing a very different metallicity pattern (Heger & Woosley 2002).
Therefore, it is crucial to explore a range of abundance patterns in our modeling.
Finally, the mixing of heavy elements within the protogalaxy after they
get incorporated through cold accretion streams, or following a SN explosion in-
side the galaxy itself, remains poorly understood. Heavy elements produced from
Pop III stars may never return to the galaxy and may reside in the IGM indefi-
nitely. Another possibility is that metals may leave the host galaxy after a super-
nova and return at a later time. Once the galaxy is assembled, will there be a region
of high metallicity contained around supernovae, or will metallicity quickly diffuse
throughout the protogalaxy? Inhomogeneous mixing may create pockets of en-
hanced enrichment, with a metallicity much greater than Z. The degree of mixing
or clumpiness of the metal distribution inside the protogalaxy will be investigated
in greater detail in later work.
Our numerical integrations are run for both standard solar (see Grevesse &
Sauval 1998) and PISN metal abundance patterns. PISN patterns are from Heger
& Woosley (2002) for a 150 and 250M progenitor stars (corresponding to a 75
and 125M helium core, respectively). Table 2.1 represents the number density (in
cm−3) of metallic species given a hydrogen number density of 1 cm−3. The PISN
values are computed with the same overall mass fraction in metals, but differing
elemental proportions compared to the Sun.
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Table 2.1. Metal abundance patterns in the Solar photosphere, from a 150, and
from a 250M PISN, all normalized to the Solar mass fraction of metals (i.e.,
Z = Z).
Pattern xC xFe xO xSi Ref.
Solar 2.5× 10−4 2.8× 10−5 4.6× 10−4 3.2× 10−5 1
150M PISN 5.0× 10−5 1.2× 10−6 5.1× 10−4 1.4× 10−4 2
250M PISN 1.4× 10−5 1.3× 10−4 1.5× 10−4 1.0× 10−4 2
References. — (1) Grevesse & Sauval (1998); (2) Heger & Woosley
(2002)
2.3.3 Radiation Field
The rate of photoionization of a species (Rphoto) for an optically thin gas is
given by (e.g., Osterbrock & Ferland 2006)
Rphoto =
∫ ∞
νth
4piJν
hν
σ(ν) dν, (2.7)
where Jν = 10−21 J21 ergs s−1 cm−2 Hz−1 sr−1 is the mean intensity, σ(ν) is the fre-
quency dependent photoionization cross section, and the integration runs from the
threshold photoionization frequency, νth, to infinity. In the case of metallic pho-
toionizations which are dominant (see Section 2.2.2), we run this integration to νH,
the ionization threshold of hydrogen, as hydrogen ionizing photons are effectively
shielded by the IGM prior to reionization. Photoionization cross-sections for C, Si,
Fe, and O are taken from the fits of Verner et al. (1996). For our incident spectrum,
we use thermal Planck spectra with T∗ = 104 and 105 K and a power law spectrum,
Jν ∝ ν−1. As in Bromm & Loeb (2003a), we normalize these spectra at the Lyman
limit by J21. The photodissociation of H2 is a more complicated process occuring
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through the two-step Solomon process (Stecher & Williams 1967) by photons in the
LW bands, 11.2 − 13.6 eV. A commonly used approximation for this rate of disso-
ciation, Rdiss,H2 , is given by ∼ 1.38 × 109Jν¯ where Jν¯ is the mean intensity at 12.4
eV, the mean energy of a LW band photon (see Abel et al. 1997). We assume the
photodissociation rate of HD equals that of H2.
At high column densities, H2 can be particularly effective at shielding itself
from LW radiation which can significantly alter its photodissociation rate (e.g., Oh
& Haiman 2002). Draine & Bertoldi (1996) provide an approximation for the shield-
ing factor such that Rdiss ∝ fshield, where fshield ' min[1.0, (NH2/1014cm−2)−0.75]
with NH2 being the column density of H2. However, this applies to a static, cold
medium. If the LW bands are Doppler shifted by large thermal or bulk motions,
the shielding rate will be much lower. In in accreting protogalaxy, where large-scale
velocity gradients reach∼ 20 km s−1, self-shielding will certainly be overestimated
within this prescription. Taking thermal broadening into consideration, Draine &
Bertoldi (1996) provide another fit to the shielding factor as
fshield =
0.965
(1 + x/b5)2
+
0.035
(1 + x)0.5
exp[−8.5× 10−4(1 + x)0.5], (2.8)
where x = NH2 and b5 = b/10
5 cm s−1. We follow Ahn & Shapiro (2007) in setting
b = 9.12 km s−1, as their physical system is approximately similar to ours. Al-
though this will still overestimate the amount of self-shielding when bulk motions
dominate, it is an improvement over the previous fit and will be used in computing
our value of H2 self-shielding.
The radiation field present in these high redshift protogalaxies is uncertain,
owing to the contribution from the external, global IGM field, and the local field
produced by internal Pop III/II stars. One can estimate, at z = 10 , that the in-
tensity just above the Lyman limit, J+21, necessary to reionize the universe is ∼ 40
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(Bromm & Loeb 2003a). However, photons with energies below the Lyman limit
are virtually free to escape their host halo, so that the corresponding intensity, J−21,
which includes the H2 dissociating LW bands, could potentially be f−1esc ∼ 100 times
higher, where fesc is the escape fraction of H-ionizing photons (Wood & Loeb 2000).
Other recent estimates (Razoumov & Sommer-Larsen 2010, Wise & Cen 2009) have
found fesc ∼ 0.25−1 in dwarf galaxies at high redshift. Finally, the LW background
can be elevated orders of magnitude above the global average LW field in clustered
halos (Dijkstra et al. 2008, Whalen et al. 2008, Johnson et al. 2008, Ahn et al. 2009,
Shang et al. 2010) . For this study, we take J21 = 10 and J21 = 104, representing
small and large radiation fields which could be realistically present at this epoch.
2.4 Thermal Evolution and Fragmentation
We now consider the case of a cold accretion stream which is shock heated
in the center of a primordial protogalaxy. In Section 2.4.1 we derive a simple crite-
rion for when the post-shock region will fragment based on the free-fall and sound
crossing times. Section 2.4.2 describes the thermal evolution of the post-shock re-
gion, and presents the fragmentation mass scale for different parameter choices,
whereas Section 2.4.3 outlines a simple analytical model for the critical metallicity
in molecule-free regime.
2.4.1 Fragmentation Criterion and Mass Scale
To derive a rough estimate of when fragmentation will occur, we consider
the growth of the shocked gas region within our one-zone model. Following the
shock that terminates the accretion stream near the center of the protogalaxy, the
gas begins to cool off isobarically (see Shapiro & Kang 1987, Clarke & Bromm 2003)
from the virial temperature of the halo, Tvir = 12µmpv
2
vir/kB ' 2× 104µ0.6M2/38 [(1 +
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z)/10] K, where µ = 0.6µ0.6 is the mean molecular weight in the immediate post-
shock gas. Applying the standard Jeans analysis for gravitational instability, we
take it that fragmentation occurs when the ever-increasing sound crossing time
equals the decreasing free fall time of the post-shock region. Specifically, we exam-
ine three time scales: the cooling time, tcool ' 32kBTntot/Λ(n, T ), the free-fall time,
tff = (3pi/32Gρ)1/2, and the sound-crossing time, ts ' L/cs, where L is the length
of the shocked slab, Λ(n, T ) the volumetric cooling rate, and cs = (γkBT/µmp)1/2
the adiabatic sound speed. The pre-shock density ρ0 is related to the instantaneous
post-shock density ρ1 via ρ0(vinfall + vshock) = ρ1vshock. Since the shock is strong,
ρ1 ∼ 4ρ0. If the post shock gas further cools and isobarically compresses to ρ(t),
then the shock velocity in the frame of the gas will be further reduced by a factor
of ∼ ρ1/ρ(t), or vshock/vinfall ∼ ρ0ρ1/[ρ(t)(ρ1 − ρ0)] ∼ 43ρ0/ρ(t), and thus the length
of the post shock region is (ignoring numerical factors order unity),
L(t) ∼ vshockt ∼ ρ0ρ(t) vvir t, (2.9)
where vinfall = vvir = (GM/Rvir)1/2 ' 23M1/38 [(1 + z)/10]1/2 km s−1 the virial (or
infall) velocity. Isobaric cooling requires tcool > ts, while gravitational (Jeans) in-
stability and the onset of fragmentation requires ts > tff. It is possible that gravi-
tational instability does not set in before the gas cools to the CMB temperature. In
this case, isobaricity is guaranteed and the fragmentation mass scale is entirely set
by the CMB temperature and the initial conditions of the accretion flow.
We assume that following the initial gravitational instability, the gas frag-
ments into clumps with masses given by the local Bonnor-Ebert (BE) mass,
MBE ' 150M (T/200 K)2, (2.10)
assuming isobaric density evolution with Ti = Tvir = 1.1 × 104 K and ni = 4.0 ×
103 cm−3. The resulting clump size sets an upper limit to the masses of the star
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Table 2.2. Parameters for the Different Runs
Run Metallicity J21 T∗ MBE Final
A......... 10−2 Z 104 K 104 ∼ 3M
B......... 10−6 Z 10 K 104 ∼ 10M
C......... 10−6 Z 103 K 104 ∼ 105M
D......... 10−6 Z 103 K 105 ∼ 104M
in the aftermath of the fragmentation. Due to subtle processes affecting post-
fragmentation accretion, the final stellar masses could be a fraction of the frag-
mentation scale: M? ' αMBE, where α < 0.5 in star formation in the local universe
(e.g., McKee & Tan 2002).
2.4.2 Case Studies
For our case studies, we consider a high and low metallicity case (10−2 and
10−6 Z), a high and low LW radiation fields (J21 = 10, 103, and 104), and source
temperatures of T∗ = 104 and 105 K. We do not present a run with high metallic-
ity and efficient molecular cooling, but we do comment on the outcome of such a
run at the end of this section. In Table 2.2 we provide the parameters of our four
representative runs. We present the results for each case in succession. See Fig-
ures 2.4–2.7 for the temperature history, cooling rate, H2 fraction, and ionization
degree (defined such that ionization degree ≡ ne−free/np+any form), respectively, for
each run..
Run A represents a relatively high metallicity environment with a strong
LW background that photodissociates H2, rendering metals the predominant coolant
at T < 104 K. As in all our runs, we assume that the baryons in dark matter
filaments penetrate deeply into the center of a protogalaxy where they undergo
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a strong shock with M = vvir/cs ∼ 10. Calibrating to the gas density in Greif
et al. (2008) as explained in Section 2.3.1 above, the post-shock number density is
4n0 ∼ 4 × 103 cm−3. The shock raises the gas temperature to Tvir ∼ 1.1 × 104 K.
At this temperature, the gas cools effectively via atomic hydrogen line excitation,
while the size of the post-shock region begins to increase in size according to equa-
tion (2.9). After ∼ 105 yr the gas has cooled to ∼ 35 K, which is slightly above
TCMB(z = 10) ' 30 K due to UV pumping of H2, and after ∼ 1.5 × 106 yr the
post-shock region has reached the fragmentation criterion (tff < tsound). We do not
follow the evolution past this point. The radiation background (J21 = 104) has pre-
vented an appreciable amount of H2 from building up, with fH2 ≡ nH2/nH never
exceeding 10−7. The BE mass at the point of fragmentation is∼ 3M. Using a fit to
the baryonic growth rate of halos of M˙ ' 6.6M1.1512 (1 + z)2.25f.165M yr−1 (Dekel
et al. 2009), where M12 = Mvir/1012M and f.165 is the halo baryonic fraction in
units of the cosmological value Ωb/Ωm ' 0.165, we find that the protogalaxy ac-
creted ∼ 5 × 104M of baryons before the onset of fragmentation. If all these
baryons experienced fragmentation, this would represent a region with ∼ 104 sep-
arate fragments, possibly the precursor to a stellar or globular cluster (see Bromm
et al. 2002). For more realistic star formation efficiencies, of order ∼ 0.1, we would
still expect a sizable cluster of Pop II stars to arise.
Run B explores a low metallicity environment together with a feeble LW
background which allows for H2/HD formation and cooling. Starting from the
same initial density and temperature as Run A, molecular hydrogen, now able to
form more effectively, reaches an abundance fH2 ∼ 10−3 only 103 yr after the shock
passage; H2 and HD dominate the cooling from 8, 000 to 30 K (see Fig. 2.5). Like in
Run A, the post-shock region fragments after ∼ 106 yr at a temperature of ∼ 50 K.
The final BE mass is∼ 10M. Overall, this run is very similar to case A, but cooling
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is now dominated by H2 and HD instead of metallic fine structure lines. The likely
end product is a collection ∼ 103−4 fragments.
Run C is intended to illustrate the result for a post-shock region with little
metal enrichment and a large enough LW background to keep H2 cooling sup-
pressed, similar to the case examined in Bromm & Loeb (2003a). Initially, the gas
is still able to cool via atomic hydrogen excitation to ∼ 6, 000 K, when the cool-
ing time becomes similar to the Hubble time. The gas thus stalls at 6, 000 K, at
a density of 6 × 103 cm−3, until it fragments 106 yr after the shock. The final BE
mass is 104 M while the total accreted mass is also of this order. This accretion
episode, with no effective low temperature coolant, produced one large fragment,
possibly indicative of an object which will not fragment further and become a su-
per massive black hole (SMBH) precursor (Omukai 2001, Bromm & Loeb 2003a,
Shang et al. 2010). Because of our overestimation of H2 self-shielding (see Section
2.3.3), this value reflects a lower limit on the fragmentation mass scale, which is
most likely higher, possibly large enough to facilitate one large 105M fragment
capable of direct collapse to a SMBH.
Run D has the same initial conditions as Run C, except that the blackbody
source temperature is now T∗ = 105 K instead of 104 K, more representative of
the type of sources associated with Pop III stars (Bromm et al. 2001). Because of
the normalization at 13.6 eV, a blackbody of T∗ = 105 K is much less effective at
destroying H−, so that H2 formation is inhibited much less than for a T = 104 K
blackbody (see Fig. 2.6). The slightly more effective H2 cooling leads to a final frag-
mentation mass scale of 103M. Like in case C, overestimation of H2 self shielding
sets this as a lower limit on the fragmentation mass scale.
Our results indicate that if there is a low temperature coolant available,
either metals or molecules, the gas will fragment with a characteristic mass of
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Figure 2.4 Post-shock temperature history of four different runs, all performed with
a solar abundance pattern. See Table 2.2 for a description of the run parameters.
All runs start at T = 1.1 × 104 K ∼ Tvir. The addition of molecules (H2 predom-
inantly) produces additional cooling at high temperatures (T ∼ 103 K) and thus
the temperature falls off from T ∼ 6500 K first. Metals, which are effective low
temperature coolants, allow the gas to reach the TCMB quickly, as shown in case A.
Case C initially has no effective coolant below T ∼ 104 K, but as H2 self-shielding
builds up the gas is able to cool a small amount before fragmentation. Case D, with
a blackbody source temperature of T = 105 K, is able to build up a small H2 frac-
tion and cool to ∼ 500 K before becoming gravitationally unstable. Fragmentation
occurs for each run at ∼ 106 yr.
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Figure 2.5 Total cooling rate as a function of temperature for the four representative
runs. For Cases C and D, which fragment before reaching close to TCMB, only the
pre-fragmentation cooling curve is shown. Metals dominate the cooling in case A
at T ∼ 200 K while H2 is a very effective coolant at T ∼ 3000 K.
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Figure 2.6 Time evolution of H2, fH2 , in the four representative runs. The strong
photobackground in case A prevents any appreciable H2 fraction from forming,
while a LW background of J21 = 10 allows the H2 fraction, n(H2)/n(H), to exceed
10−3.
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Figure 2.7 Ionization degree of the gas in the four runs. We define the ionization
degree to be the number density of free electrons divided by the number density of
protons in any form, ne−free/np+ .
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1 − 10M (cases A and B); a fragment in this mass range has a very good chance
of producing a solar mass star. Gas with both efficient molecular cooling and high
metallicity (J21 = 10 and Z = 10−2 Z) will behave similarly to case A and produce
a ∼ 1 M fragment. If, however, no low-temperature coolant is available as a re-
sult of a high LW background and little chemical feedback from early supernovae,
there will likely be only one large fragment, ∼ 104−5M. The critical LW back-
ground where H2 is no longer an effective coolant is approximately J21 = 103−4 for
a blackbody spectrum of T∗ = 104 K, close to the value found by Bromm & Loeb
(2003a) for similar initial conditions. Shang et al. (2010) find a much smaller critical
J21, most likely due to the higher H2 self-shielding experienced in these relatively
high density accretion flows, although as discussed, we do consistently overesti-
mate the degree of self-shielding. Schleicher et al. (2010) find cooling suppression
for J21 ∼ 1 − 104, depending on the gas density. Another point of interest is the
appearance of a critical metallicity in the absence of molecular coolants. In case
A, the final fragmentation mass is a strong function of metallicity (see Fig. 2.8). At
low metallicities (Z . 10−4 Z) one large fragment is produced. Conversely, high
metallicities (Z & 10−4 Z) produce ∼ 103 − 104 solar mass fragments, lending
support to metallicity being the driver of the Pop III-II star formation transition
protogalactic accretion flows. This behavior can be understood by comparing the
cooling time from metals and a characteristic fragmentation time, as we explain in
Section 2.4.3 below. We note that in runs with PISN abundances, a given metallicity
will produce fragments nearly one order of magnitude smaller. Yields from PISNe
are thus more effective at reducing the fragmentation mass scale.
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Figure 2.8 Characteristic fragmentation mass as function of metallicity for three
different metallicity abundance patterns. The masses represent the Bonnor-Ebert
mass at the point of fragmentation, when tsound = tff. These represent the physi-
cal scenario in case A (J21 = 104) but with varying levels of metallicity. The two
curves labeled PISN (overlaid) are for a 150 and 250M PISN metallicity yield pat-
tern. The critical metallicity (the metallicity where the fragmentation mass scale
drops appreciably) occurs at slighly lower metallicity for the two runs performed
with PISN abundance patterns, due to the higher proportion of oxygen and silicon
produced in PISNe as compared to the solar abundance pattern, the shift is small
however. The upper mass scale of ∼ 105M reflects the initial conditions of the
accretion flow while the lower mass limit of∼ 3M is set by the CMB temperature
floor. As discussed in Section 2.4.3, the critical metallicity can be understood by
considering the three relevant timescales, tcool, tsound, and tff; it is dependant on
the gas being able to cool appreciably before the fragmentation criteria is reached
(determined by tsound and tff).
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2.4.2.1 The Impact of Dust
The presence of dust, which may accompany metals (e.g., Cazaux & Tielens
2002), could have a significant impact on the thermal evolution of the gas in that it
radiates thermally and also catalyzes molecular hydrogen formation. Dust grains
should be produced in primordial supernovae (Todini & Ferrara 2001, Nozawa
et al. 2003, Schneider et al. 2004), but uncertainty still exists as to how much dust ul-
timately enriches the interstellar medium (Nozawa et al. 2007, Cherchneff & Dwek
2010). We do not include dust thermal emission nor grain surface molecule for-
mation in our chemical model. Dust thermal emission is always a sub-dominant
coolant at metallicities up to 10−2 Z and densities below 106 cm−3 (Omukai et al.
2005). To assess the catalytic impact of dust grains in our model, we compare the
H2 formation rate on dust grains with the H2 formation rate through the H− chan-
nel and the LW H2 photo-dissociation rate. The formation rate of H2 on dust grains
is (Cazaux & Spaans 2004)
Rd = 3.025× 10−17 H2nHn(H)SH(T ) fa(T )
×
(
Tg
100
)1/2 ( ξd
0.01
)
cm−3 s−1, (2.11)
where H2 is the H2 formation efficiency (Cazaux & Spaans 2009), SH(T ) is the
temperature dependent sticking factor of hydrogen onto dust grains (Cazaux &
Spaans 2004), nH is the number density of neutral hydrogen, n(H) is the number
density of hydrogen nuclei, and fa(T ) is a temperature dependent factor account-
ing for thermal evaporation of hydrogen from the grain surface (Tielens & Hol-
lenbach 1985). We assume a typical dust grain has a mass of 1.2 × 10−14 g, such
that nd = 1.3 × 10−10ξdnH. Equation (2.11) is normalized for a standard Galactic
dust-to-gas mass ratio of ξd = 0.01 at around solar metallicity. We can scale this for
lower metallicity by writing Rd(Z) = (Z/Z)Rd(Z) where Rd(Z) is equation
(2.11) evaluated for ξd = 0.01.
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Figure 2.9 The volumetric chemical rates for the LW H2 destruction rate (labeled
LW), the formation rate of H2 through the H− channel (H−), and the grain H2 for-
mation channel rate (Dust) for two different values of the intensity in the LW bands
(see Section 2.3.3); J21 = 104 (top) and J21 = 10 (bottom). The dust formation rate
drops off rapidly at high temperatures due to the steep temperature dependences
of the H sticking coefficient SH(T ) and the H evaporation coefficient fa(T ). In
the high LW intensity run, LW destruction initially dominates the chemistry of H2
while dust formation is negligible. At 600 K, H2 is in equilibrium with the radia-
tion field and at 300 K dust H2 formation becomes the primary formation channel.
Gas which reaches roughly T ∼ 250 K will experience rapid H2/HD formation,
allowing the gas to cool rapidly to TCMB.
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In Figure 2.9 we compare these three volumetric chemical rates—the LW
H2 destruction rate, the H2 formation rate through the H− channel, and the H2 for-
mation rate on dust grains for two different values of J21. The grain H2 formation
rate is computed with equation (2.11) using the isobaric density evolution scheme
while the other two rates are extracted from our chemical model. In the run with
J21 = 104, LW photon destruction of H2 dominates over dust grain H2 formation at
temperatures T > 250 K. Below this temperature, H2 formation on dust grains is
extremely efficient. We also repeat this run for J21 = 10 and find similar behavior.
We chose these two values of J21 as they bracket the critical J21 for H2 formation
through the H− channel (see Section 2.4.2). We do not consider dust opacity and
its effect on the LW photon flux, as understanding the interplay between photodis-
sociation and dust requires complicated multidimensional modeling of PDRs (e.g.,
Krumholz et al. 2008). We also do not consider H2 formation heating in this work,
but as is shown in Omukai et al. (2005), at metallicities up to 10−2 Z and densities
below 106 cm−3, this heating mechanism is subdominant compared to H2, metal
line cooling, and adiabatic heating.
Examining Figure 2.8 and using equation (2.10), T ∼ 250 K corresponds to
a BE mass of ∼ 230M which is the initial fragmentation mass scale of a gas with
metallicity Z ∼ 10−3 Z. Molecular hydrogen, however, is not able to cool gas be-
low T ∼ 200 K due to its lack of a permanent dipole moment, thus further cooling
depends on the formation rate of HD and other molecules (e.g., CO) which can
cool the gas to even lower temperatures — these molecules will most likely also be
formed on dust grains in significant number around this temperature as well. We
can expect then, because of dust’s impact on molecule formation, that the fragmen-
tation mass scale will be sharply lowered at around 10−3 Z. At higher metallicity,
∼ 10−2 Z, the formation rate of H2 on dust grains will increase. However, gas with
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a metallicity of 10−2 Z will reach TCMB through metal cooling alone (see Figure
2.8); the addition of molecular cooling will only decrease the cooling time. Thus,
while the formation rate of H2 on dust grains will become increasingly larger at
higher metallicity, it will not affect the end product, namely the initial fragmenta-
tion mass scale, of the gas in our model. Increased molecule formation brought
about by dust may also allow thermal instabilities to develop more easily — see
Section 2.2.4. We conclude that molecule formation on dust grains will alter the
behavior of the gas below some critical temperature (T ∼ 250 K) making the tran-
sition from high mass fragments to low mass fragments occur more abruptly, but
while retaining the general picture which we present here.
These findings are complementary to those of Omukai et al. (2008) who also
use a one-zone model to study the thermal evolution of gas in halos with Tvir ∼
104 K. They find, with the inclusion of dust, that the gas will fragment vigorously
with a metallicity as low asZ ∼ 10−6 Z. This episode of dust-facilitated secondary
fragmentation occurs at densities nH ∼ 1010 cm−3, higher than the densities, n ∼
105−6 cm−3, at which we first encounter fragmentation. For the densities which our
models overlap there is excellent agreement – -see Figures 5a and 5b in Omukai
et al. (2008).
2.4.2.2 Initial Density
These results depend sensitively on the choice of initial post-shock density,
due to the dependence of the cooling rate and the BE mass on density. Motivated
by Greif et al. (2008), we chose a pre-shock density of n = 103 cm−3 as this is the
density right before the cold stream gas experiences a shock near the center of the
galaxy. If the pre-shock number density is smaller, 102 cm−3, the initial BE mass is∼
5×105M. The critical metallicity for the gas to reach TCMB is also correspondingly
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shifted to higher metallicity, roughly 10−2.5 Z, and even at this metallicity, the gas
fragments with MBE ∼ 10M. For a pre-shock density of 10 cm−3, the initial BE
mass is ∼ 2 × 106M and the gas temperature is not able to reach TCMB at any
reasonable metallicity.
2.4.2.3 Hot Accretion Mode
We proceed to comment on the implications of an even lower pre-shock
density encountered in quasi-spherical baryonic accretion from the IGM onto the
halo. As has been shown in simulations (Wise & Abel 2007a, Greif et al. 2008),
accompanying the cold accretion mode is a hot mode where gas is accreted at the
virial radius directly from the IGM residing between the (cold) filaments of the
cosmic web. The fate of gas accreted in this mode will differ substantially from
the case of cold accretion, mainly in the location of the shock and the subsequent
cooling rate. As gas is accreted directly from the IGM, its post-shock density is
∼ 0.4 cm−3 (Wise & Abel 2007a), much lower than the initial density adopted for
this study (103 cm−3). Initially, the gas is not self gravitating as indicated by its
large BE mass. None of the cooling processes discussed here will allow the gas
to cool appreciably below T ∼ 7000 K. At this point, tcool ∼ 109 yr while tff ∼
3× 107 yr; this suggests a stable virial shock may develop, even with a high degree
of metallicity in the gas. It seems likely that only the gas which enters the galaxy
through a dense, cold accretion filament is able to immediately fragment with a
small characteristic fragmentation mass.
2.4.3 Analytical Toy Model for Critical Metallicity
As shown in Section 2.4.2, runs with a large LW radiation background
(J21 > 104) exhibit a strong dependance on metallicity of the final fragment mass
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scale. Here, we discuss the physical basis behind this critical metallicity, utilizing a
simple toy model. As demonstrated, our critical metallicity is a result of cosmolog-
ical initial conditions via the virial velocity and accretion density, cooling physics,
and the Jeans analysis for gravitational fragmentation.
Let tfrag be the time it takes the expanding shocked region to reach the frag-
mentation criterion: tsound > tff, where tsound ∼ L/cs, the ratio of the length of
the shocked region, given by equation (2.9), and the sound crossing time. In the
absence of metals and molecular cooling, atomic cooling quickly brings the tem-
perature from its post-shock value of T ∼ 104 K to the asymptotic T ∼ 6500 K,
resulting in LZ=0(t) ∼ 15 vvirt, where the factor of 1/5 is from equation (2.9) consid-
ering adiabatic and isobaric density enhancement at T = 6, 500 K. In metal- and
molecule-free gas fragmentation consequently sets in at tfrag,Z=0 ∼ 106 yr. Inter-
estingly, due to the competing temperature dependence of the free-fall and sound
crossing time, tfrag is roughly constant for any value of metallicity. To determine the
level of metals needed to allow the gas to fragment at a small mass scale, we eval-
uate tfrag ∼ tcool, where tcool is the cooling time due to metal transitions. Equating
the timescales yields
tcool,i(Z) ∼ kBTXi A10∆E10 ∼ 10
6 yrs, (2.12)
whereA10 is the spontaneous emission coefficient of a transition, ∆E10 is the corre-
sponding energy difference between states, and Xi ≡ ni/ntot is the number density
fraction of the metal coolant. For the solar abundance pattern, O is the dominant
coolant over a wide range of temperatures (see Fig. 2.2). For the two lower states
of O, A10 = 8.9× 10−5 s−1 and ∆E10 = 3.14× 10−14 ergs. The critical O abundance
therefore is
XO ∼ kBT106 yrs A10∆E10 ∼ 10
−8 , (2.13)
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where T = 6, 500 K. This fraction corresponds to an oxygen mass fraction ZO ∼
10−4.8 ZO,, agreeing with the critical metallicity demonstrated by Figure 2.8. The
same analysis could be performed with the cooling rate of silicon (as it is the most
effective coolant for runs with a PISN abundance pattern) — the conclusion would
remain the same. Previous studies on the role played by metallicity in the star for-
mation mode transition (Bromm et al. 2001, Omukai et al. 2005, Santoro & Shull
2006) have defined the critical metallicity as the metal fraction that alters the char-
acteristic mass of stars formed from the standard Pop III initial conditions where
cooling by H2 and metals competes with the compressional heating due to self-
gravity. Our physical scenario is very different; instead of a self-gravitating, adia-
batic collapse in 106M dark matter minihalo, we consider an isobarically cooling
gas that was shocked to 104 K in 108M halos. Direct comparison between critical
metallicity values obtained in these two contexts is not entirely justified. Nonethe-
less, we do find a critical metallicity comparable to some of the minihalo results
(Bromm et al. 2001). It is not clear why a hot, isobarically cooling shock should
behave so similarly to the adiabatic collapse experienced in a minihalo.
2.5 Discussion and Conclusions
In this work, we have examined the fate of metal-enriched, cold, dense,
and dust-free accretion streams into dark matter halos of mass 108M at redshift
z = 10; we regard these objects as the first galaxies. From simulations, we know
these cold streams penetrate very close to the center of the protogalaxy, where they
shock and fragment. Our goal was to determine the fragmentation properties of
these cold streams and to identify the key physical parameters governing this first
step in the high redshift star formation process. We find that metallicity (due to
metals being an effective low temperature coolant) and LW background strength
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(as it is capable of destroying H2 and HD) are the dominant factors in determining
the final fate of the post-shock region. Using a fit to the baryonic growth rate of ha-
los, and assuming, as recent studies suggest, that these galaxies are fed entirely by
cold streams and that their star formation rate closely matches the mass accretion
rate, we can estimate the number of fragments produced by these flows. We either
see one large (∼ 104M) fragment being produced, or roughly 104 solar-mass frag-
ments, depending on the initial conditions of the flow. The CMB temperature floor
is also a key factor in determining the mass of fragments, as it represents a strict
temperature lower limit of radiatively cooling gas. Roughly speaking, this scenario
occuring at higher redshifts would still demonstrate similar behavior in terms of
a critical metallicity, but would produce fragments of slightly higher mass. Over-
all, this effect is of little importance as even low-redshift star forming molecular
clouds do not generally cool below 10 K, wheres as the CMB temperature at z = 10
is ∼ 30 K. Any observational effects from this temperature floor wold be difficult
to extract from our simulations. Bailin et al. (2010a) studied CMB regulated star
formation in some detail (at lower redshifts than we examine) and find that obser-
vations currently cannot confirm or refute CMB regulation on star formation.
We did not include dust grain physics in our chemical model, even though
it can have a major impact in that it allows very efficent H2 formation on grain
surfaces and acts as an effective cooling source. We argue that its presence will
not significantly alter our findings. The presence of dust and its effect on cooling
has been discussed as a possible catalyst for the star formation mode transition.
Schneider et al. (2006), Schneider & Omukai (2010) found that dust induced frag-
mentation can decrease the Pop II fragmentation mass scale by about four orders
of magnitude over that accessible with metal fine structure lines only. Jappsen et al.
(2009b) suggested that metallicity does not affect the fragmentation of gas with hot
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initial conditions, similar to the environment probed in this study. We attribute
the difference in our conclusions to our examination of a slightly different phys-
ical regime and to our inclusion of a soft UV background that stifles H2 cooling
(as supported, e.g., by Shang et al. 2010). Taking guidance from galaxy formation
simulations, we follow isobarically evolving gas in an expanding shocked slab to
study its thermal evolution and fragmentation. Our model is designed to reflect
the filament-dominated inflow topology of cold accretion flows, whereas Jappsen
et al. (2009b) examine the collapse into a spherically-symmetric, centrally concen-
trated halo potential. In our isobarically evolving case, the tight coupling between
density and temperature will increase the importance of the role of the cooling
rate in determining the final outcome of fragmentation. This aside, if we include
molecule formation and molecular cooling (H2 and HD) by setting J21 = 10, our
results agree with Jappsen et al. (2009a) in that metal line cooling does not affect
the fragmentation properties of the evolving gas. This emphasizes the importance
of a LW soft UV background in modeling the formation of Pop II stars in the first
galaxies.
The first galaxies are suspected to be the first structures where turbulence
begins to play a major role, driven by high Mach-number cold streams penetrating
to the protogalactic core (Greif et al. 2008, Wise & Abel 2007a). It is the interplay of
turbulence and self gravity which is suspected to be responsible for the shape of the
present-day IMF, especially the high mass power law extension (Padoan & Nord-
lund 2002, Mac Low & Klessen 2004, McKee & Ostriker 2007) .Thus, it is likely that
star formation inside the first galaxies will be characterized by a stellar mass dis-
tribution that for the first time in the history of the universe resembles the present-
day IMF. Specifically, we can expect turbulence to introduce density perturbations
on the order ofM2, suggesting within our above model that fragments as low as
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∼ 0.3M might form. Such stars, below the mass limit of 0.8M required to sur-
vive for the age of the universe, would still exist today, and could be probed by
Stellar Archaeology (Frebel et al. 2009, and references therein). To predict the de-
tailed shape of the Pop II IMF inside the first galaxies, the source and impact of the
turbulence needs to be studied with realistic numerical simulations.
Here, we have constrained some of the key physical processes that govern
star formation in high-redshift protogalaxies within an idealized analytical frame-
work that allowed us to explore the relevant parameter space. This work needs
to be followed up by detailed simulations, including a number of ingredients ig-
nored here, such as high optical depth effects, H and He ionizing radiation (Ricotti
et al. 2002), turbulence, feedback effects (AGN, stellar outflows, etc.), and possibly
cosmic rays from the first SNe (Jasche et al. 2007, Stacy & Bromm 2007). It needs
to be emphasized that the estimates presented in this paper are derived with the
Bonnor-Ebert mass and a simplified treatment of the post-shock dynamics. To truly
probe the fragmentation mass scale in the first galaxies one must use multidimen-
sional numerical simulations. The goal of understanding the complex first stages
of galaxy formation seems now within reach, using state-of-the-art three dimen-
sional radiation-hydrodynamical simulations, together with realistic cosmological
initial conditions. Such calculations are crucial to make useful predictions for the
James Webb Space Telescope (JWST).
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Chapter 3
Delayed Star Formation by Lyman-Werner Radiation within
the First Galaxies1
3.1 Introduction
Theoretical studies have suggested that the first stars, Population III (Pop
III), formed in ∼ 106M dark matter ‘minihalos’ at redshifts z ∼ 15 − 40 (Couch-
man & Rees 1986, Haiman et al. 1996, Tegmark et al. 1997). Due to a lack of efficient
coolants in metal-free gas, Pop III stars are thought to have been more massive than
typical stars forming today. The details of their formation process, especially the
shape of the Pop III initial mass function (IMF), are still a subject of intense study.
Early works suggested these stars were extremely massive, exceeding 100M, and
formed one per minihalo (Abel et al. 2000, Bromm et al. 2002, Yoshida et al. 2006).
More recent studies, exploring fragmentation at higher densities (Turk et al. 2009,
Stacy et al. 2010, Clark et al. 2011a,b, Greif et al. 2011, 2012), or modeling the effects
of protostellar feedback (Stacy et al. 2012, Hosokawa et al. 2011), have begun to sug-
gest an IMF extending to lower masses. Detailed simulations that will further con-
strain the Pop III IMF are needed to assess the role that these stars played in early
cosmic milestones, such as chemical enrichment of the intergalactic medium (IGM),
reionzation, and the formation of supermassive black hole seeds (e.g., Barkana &
1This chapter has been published as Safranek-Shrader, C., Agarwal, M., Federrath, C., Dubey, A.,
Milosavljevic, M., Bromm, V., 2012, MNRAS, 426, 1159. M. Agarwal provided the implementation
for the non-local column density calculation, the sink particle algorithm was originally written by
C. Federrath, and A. Dubey provided the algorithm for delegate particle dark matter smoothing. V.
Bromm and M. Milosavljevic supervised the project.
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Loeb 2001, Bromm & Larson 2004, Ciardi & Ferrara 2005, Bromm & Yoshida 2011).
Furthermore, determining the properties of Pop III stars is necessary for interpret-
ing increasingly detailed observations of high-redshift sources (e.g., Dunlop 2013)
and stellar relics in the local Universe (e.g., Frebel et al. 2005, Beers & Christlieb
2005, Frebel 2010, Karlsson et al. 2013).
Directly observing a chemically pristine stellar population would represent
a significant step towards understanding the formation and properties of Pop III
stars. However, the chances of detecting individual, high-redshift Pop III stars with
the upcoming James Webb Space Telescope (JWST) are very low (e.g., Gardner et al.
2006, Greif et al. 2009, Rydberg et al. 2010). While a single pair-instability super-
nova (PISN) from a massive Pop III star may be detectable (e.g., Wise & Abel 2005,
Hummel et al. 2012, Pan et al. 2012, Tanaka et al. 2012), clusters of Pop III stars, if
they exist, would present the best opportunity for directly observing a metal-free,
high-redshift stellar population (Inoue 2011, Zackrisson et al. 2011). It would seem
that the halos capable of hosting these clusters, with virial masses ∼ 107 − 108M
and often dubbed to be the first galaxies (Bromm et al. 2009), would have formed
in high-density, biased regions, chemically pre-enriched with Pop III supernova
ejecta (Trenti et al. 2009, Greif et al. 2010, Wise et al. 2012), precluding the pos-
sibility of Pop III star formation. There are scenarios, however, in which these
halos reach the conditions necessary for atomic cooling while still metal-free. For
example, if a strong hydrogen molecule dissociating ‘Lyman-Werner’ (LW) radia-
tion background was set up sufficiently early (e.g., Haiman et al. 1997, Machacek
et al. 2001, Johnson et al. 2008) or if Pop III stars ended their lives by collapsing
directly to form black holes (Heger et al. 2003), the onset of local metal enrich-
ment would have been substantially delayed. Additionally, pockets of metal-free
gas could have remained until very low redshifts owing to inhomogeneous metal
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dispersal (Scannapieco et al. 2002, Furlanetto & Loeb 2005, Tornatore et al. 2007,
Trenti et al. 2009, Stiavelli & Trenti 2010, Maio et al. 2010). Recently, the detection
of metal-free gas clouds at z ∼ 3 (Fumagalli et al. 2011) has confirmed that regions
of space can remain chemically pristine long after reionization.
It has been suggested that two different modes of metal-free star formation
occurred in the early Universe. First generation Pop III stars (Pop III.1) formed
from initial conditions completely unaffected by previous star formation. Second
generation Pop III stars (Pop III.2) formed from gas significantly influenced by the
radiative output of previous star formation, but still containing no stellar nucle-
osynthetic products (O’Shea & Norman 2008, McKee & Tan 2008, Bromm et al.
2009). Cooling by the hydrogen deuteride (HD) molecule is generally thought to
differentiate Pop III.1 and Pop III.2 star formation. Unlike H2, which cannot cool
gas below ∼ 200 K, HD possesses an intrinsic electric dipole moment and can thus
act as an effective cooling agent below 200 K, possibly resulting in stars with lower
characteristic masses. The abundance of HD can be enhanced in regions with an
elevated free electron fraction. These regions can be produced from virialization
shocks in halos with virial temperatures Tvir > 104 K (e.g., Oh & Haiman 2002,
Greif & Bromm 2006) or in the collapse of relic HII regions produced around Pop
III.1 stars (Ferrara 1998, Oh & Haiman 2003, O’Shea et al. 2005, Yoshida et al. 2007).
For reference, Tvir is related to the virial mass of a halo as (e.g., Barkana & Loeb
2001)
Tvir ≈ 2× 104 K
( µ
1.2
)( Mvir
108M
)2/3(1 + z
10
)
(3.1)
where µ is the mean molecular weight (µ = 1.2 for neutral atomic primordial
gas), mH is the mass of a hydrogen atom, kB is Boltzmann’s constant, and Mvir
is the total mass contained within the radius in which the average matter density
is 18pi2 ≈ 178 times the critical density. Theoretical investigations examining the
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chemistry, cooling, and dynamics of these regions have shown that gas is able to
cool to the temperature of the cosmic microwave background (TCMB) as a result
of HD cooling. This may result in lower characteristic fragmentation masses (e.g.,
Johnson & Bromm 2006).
One effect that can suppress gaseous collapse, star formation, and metal
enrichment in small cosmic halos is a pervasive UV background. Photons with
energies in the range 11.2 eV < hν < 13.6 eV, the LW bands, are capable of photo-
dissociating H2, the key cooling agent in metal-free gas below 104 K, and have a
very small optical depth in a neutral IGM. Additionally, the photodestruction of
H−, an intermediary in the gas-phase formation of H2, can also limit the H2 abun-
dance. Many studies have explored the effect of an UV background on early struc-
ture formation (Haiman et al. 1997, Ciardi et al. 2000, Machacek et al. 2001, Ricotti
et al. 2001, Mesinger et al. 2006, Wise & Abel 2007b, Yoshida et al. 2007, O’Shea &
Norman 2008). It is accepted that above a certain radiation intensity, JLW,21 ≈ 10−1,
LW radiation delays the collapse and cooling of metal-free gas until the assembly of
more massive halos.1. Higher UV background intensities, JLW,21 & 10, completely
suppress baryonic collapse and cooling in halos which allow only H2 cooling. In
this regime, significant cooling will not occur until the assembly of larger mass ha-
los with virial temperatures Tvir > 104 K, the atomic cooling threshold. In these
halos, Lyα emission will allow the gas to radiate its internal energy and collapse,
effectively independent of the radiation background longward of 13.6 eV.
Studies that have explored the thermodynamical evolution of metal-free
gas exposed to a strong UV background (Omukai 2001, Omukai et al. 2008, Safranek-
1Here, JLW,21 denotes the radiation intensity at the centre of the LW bands, 12.4 eV, in units of
10−21 erg s−1 cm−2Hz−1 sr−1. This is not to be confused with J21, the radiation intensity at the Ly-
man limit, 13.6 eV, in the same units. In general, JLW,21 = β J21, where β = 3 for a 104K blackbody
spectrum and 0.9 for a 105K spectrum (e.g., Wolcott-Green et al. 2011)
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Shrader et al. 2010, Wolcott-Green et al. 2011, Latif et al. 2011a) have similarly found
that the evolution of metal-free gas undergoing free-fall or isobaric collapse is de-
termined in large part by the background intensity, with the onset of effective H2
cooling delayed with an increasing JLW,21. Gas that reaches the atomic cooling
threshold is able to collapse isothermally while remaining at T ∼ 8000 K until H2
forms in sufficient abundance for its cooling rate to exceed the adiabatic heating
rate, though this picture depends on the role played by Lyα radiation trapping
(see Latif et al. 2011b). Additionally, there exists a spectrum-dependent critical LW
radiation intensity (e.g., Omukai 2001, Shang et al. 2010), JcritLW,21, above which H2
never becomes an effective coolant. In this regime, LW irradiated gas collapses to
high density via Lyα and H− free-bound emission. This evolutionary track has
been suggested as a potential mechanism for the formation of supermassive black
hole seeds via direct gaseous collapse (e.g., Bromm & Loeb 2003a, Begelman et al.
2006, Regan & Haehnelt 2009, Shang et al. 2010).
The atomic cooling threshold is an appealing criterion for classifying ob-
jects as the first galaxies (for a recent review see Bromm & Yoshida 2011). These
halos, with virial masses & 5 × 107M at z ∼ 10, distinguish themselves from
minihalos in that in them, metal-free gas can cool and collapse even in the pres-
ence of a strong UV radiation field. Additionally, supersonic turbulent gas flows,
typically not present in minihalos, should potentially develop during the assembly
of the more massive halos (Wise & Abel 2007a, Greif et al. 2008, Prieto et al. 2011).
This turbulence may have influenced the process of star formation in Pop III.2 star
forming halos.
To understand star formation in the first galaxies, it is instructive to take
guidance from the better understood case of star formation in the nearby Uni-
verse. Overall, the formation of stars is observed to be extremely slow, in the
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sense that molecular clouds undergoing free-fall collapse should have star forma-
tion rates ∼ 100 times higher than the observed rate (e.g., Zuckerman & Evans
1974, Krumholz et al. 2007, Evans et al. 2009, Kennicutt & Evans 2012). Observa-
tional and theoretical work has suggested this inefficiency stems from a number
of effects, including supersonic turbulence, protostellar outflows, magnetic fields,
and radiative feedback from massive stars. State-of-the-art radiative transfer sim-
ulations of star formation including these effects are able to reproduce the IMF
and star formation rate in Orion-type Galactic star forming regions (e.g., Krumholz
et al. 2012). While there are undoubtedly many effects which influence star forma-
tion, it is becoming accepted that the interplay of supersonic turbulence, gas self-
gravity, and protostellar feedback are the key players (e.g., Mac Low & Klessen
2004, Elmegreen & Scalo 2004, McKee & Ostriker 2007), setting both the rate of star
formation (e.g., Krumholz & McKee 2005), and establishing the shape of the stellar
IMF (e.g., Padoan & Nordlund 2002, Padoan et al. 2007, Hennebelle & Chabrier
2008). With this in mind, we are particularly interested in whether supersonic tur-
bulence plays a role in regulating star formation in the first, metal-free galaxies.
In this work, we present the results of a high-resolution cosmological sim-
ulation that follows the assembly of a metal-free, atomically cooling 3 × 107M
dark matter halo in an environment exposed to strong LW radiation. We accurately
compute the column density of H2 to properly model the transition where H2 starts
shielding itself from LW radiation, as is necessary for the formation of a cool, dense,
baryonic core where star formation can take place. We utilize a spatially adaptive
grid to resolve densities up to n = 108 cm−3 and length scales down to ∼ 1000 AU.
Then, we employ sink particles to study the long-term fragmentation tendencies
of the gas. Similar studies that focused on LW suppression of H2 explored smaller
values of the radiation intensity, JLW,21 . 1, than we consider here and argued
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that H2 self-shielding was not an important effect in the small mass halos they con-
sidered (e.g., Machacek et al. 2001, O’Shea & Norman 2008). Other studies that
explored much higher values of JLW,21, relevant for the theoretical scenario where
supermassive black hole seeds form by direct gaseous collapse, only included H2
self-shielding in an approximate fashion based on purely local estimates of the H2
column density (e.g., Bromm & Loeb 2003a, Shang et al. 2010). This work bridges
the gap between these two extremes, exploring the scenario in which collapse in
metal-free gas is delayed by LW radiation until the halo reaches the atomic cooling
threshold, but with JLW,21 remaining below JcritLW,21 and thus permitting H2 cooling
to play a major thermodynamic role.
We will address two primary questions in this study. First, what is the na-
ture of the fragmentation which occurs in the cold, self-shielding gas? Utilizing
sink particles, we can evolve the gas long past the initial gravitational collapse
to times when a significant mass has been accreted by these particles. We can
also identify any additional collapsing regions which would represent other po-
tential star forming clumps. In addressing this question, we will comment on the
importance of HD cooling which is thought to give rise to enhanced fragmenta-
tion, thus producing a distinct population of metal-free stars with lower charac-
teristic stellar masses. Second, is it possible that LW radiation delayed collapse
in metal-free atomic cooling halos can produce clusters of Pop III stars that have
luminosities high enough to be detectable and identifiable with the JWST? Zack-
risson et al. (2011) showed that clusters of Pop III stars with total stellar masses as
low as ∼ 105M should be detectable at z ≈ 10 in deep JWST exposures and that
their primordial composition can be ascertained based on simple colour criteria.
In a similar study, Inoue (2011) suggested that a star formation rate of a few solar
masses per year at z ∼ 10 will be needed for JWST detection. We provide rough es-
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timates for the star formation efficiencies and mass spectra of high-redshift, metal-
free stellar populations in atomic cooling halos and comment on the feasibility of
detection.
The outline of the paper is as follows. In Section 3.2 we describe the ini-
tial conditions of the simulation and our numerical methodology. In Section 3.3
we present results of the simulation. In Section 3.4 we comment on the nature of
supersonic turbulence. In Section 3.5, we discuss the trends towards gravitational
fragmentation of gas and attempt to predict the properties of the expected star-
burst. In Section 3.6 we discuss the role of HD cooling. In Section 3.7 we provide
further comments on our results, including a discussion on the expected intensity
of the LW background, the effect of internal radiative feedback, and the detection
prospects of metal-free stellar clusters with the JWST. And finally, we summarize
our results and conclude in Section 3.8.
Throughout this paper we assume cosmological parameters consistent with
the Wilkinson Microwave Anisotropy Probe (WMAP) 7 year results (Komatsu et al.
2011): ΩΛ = 0.725, Ωb = 0.0458, Ωm = 0.275, h = 0.704, σ8 = 0.810, and ns = 0.967.
Additionally, all quantities will be expressed in physical rather than comoving
units unless explicitly stated otherwise.
3.2 Numerical Setup
3.2.1 Algorithms and Initial Conditions
We use the publicly available adaptive mesh refinement (AMR) code FLASH
(Fryxell et al. 2000, Dubey et al. 2009), version 3.3, which solves the equations of
Eulerian hydrodynamics with the directionally split, piecewise parabolic method
of Colella & Woodward (1984). Baryons are represented by a multispecies fluid and
dark matter by collisionless, massive particles. The gravitational potential of gas
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and dark matter is computed with the iterative multigrid Poisson solver of Ricker
(2008).
We initialize the simulation at z = 146 in a 1 Mpc3 (comoving) box. Cos-
mological initial conditions were generated with MPGRAFIC (Prunet et al. 2008), a
parallel version of the multiscale Gaussian random field generator GRAFIC (Bertschinger
2001). We first run a 1283 dark matter only simulation and use the halo finder HOP
of Eisenstein & Hut (1998) to locate the site of the first 108M dark matter halo in
the simulation volume. We then carry out a hierarchical zoom-in procedure to
increase the mass resolution around this halo using three separate levels of dark
matter refinement to reach a maximum effective resolution of 5123 and an effective
dark matter particle mass of 230M in the target halo itself. We choose the vol-
ume of the highest resolution region such that the total mass contained within it is
109M, 10 times the mass of our target halo. We have verified that only the highest
resolution dark matter particles are found in our target halo. Given our box size,
the expected number of 108M dark matter halos at z = 10 is of order 10 (e.g.,
Greif et al. 2008).
3.2.2 Resolution and Adaptive Refinement Strategy
In order to capture gaseous collapse to progressively higher densities, we
utilize AMR which creates more finely spaced grids (refines) in localized regions.
To trigger refinement, we use two separate criteria that are based on local gas prop-
erties. We employ a criterion very similar to that used in Wise & Abel (2007a) which
refines based on baryonic overdensity. In this scheme, the threshold comoving den-
sity for refinement is
ρth = 3ρb23(l−li)(1+φ) , (3.2)
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where ρb = 3H20 Ωb/8piG is the comoving baryonic density, l is the current level of
refinement, li is the initial level of refinement (given our grid resolution, li = 5), and
φ is the Lagrangian refinement factor; φ = 0 enforces constant baryonic mass-per-
cell while φ < 0 implies that the mass-per-cell decreases with increasing refinement
level. We set φ = −0.3 which results in a baryonic mass-per-cell at the highest
refinement level (lmax = 22) of ≈ 0.1M.
A hydrodynamical simulation of a self-gravitating fluid must properly re-
solve the Jeans length to be physically reliable. For grid-based Eulerian codes, this
requirement is expressed by the Truelove criterion (Truelove et al. 1997), which
states that the Jeans length,
LJ =
(
pic2s
Gρ
)1/2
(3.3)
must be resolved by at least 4 grid cell widths to avoid artificial fragmentation.
While this criterion was originally formulated for isothermal gas and does not take
into account the effect of Hubble expansion, it is commonly utilized in hydrody-
namical cosmological simulations. It would be unnecessary to enforce this criterion
across the whole grid, thus we only apply it in the innermost region of the simula-
tion where the most highly refined dark matter particles are present. In this work,
we always resolve the Jeans length by at least 12 grid cells and derefine the grid if it
is resolved by more than 24. While this is more than sufficient to properly resolve
the fragmentation tendencies of gas, it may be insufficient to study the possible
small-scale turbulent flow in the gas (see Federrath et al. 2011).
The FLASH code allows for no explicit force softening beyond local (e.g.,
one cell wide) cloud-in-cell smearing of the dark matter particle mass density on
the computational grid. In our simulation, because of AMR, the grid spacing can
become many orders of magnitude smaller than interparticle separation. When this
happens, the dark matter particle discreteness can introduce severe artifacts into
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the calculation of the gravitational potential and cause gas on the computational
grid to feel the gravity of individual dark matter particles. To achieve sufficient
smoothness in the dark matter particle mass distribution, we have developed an
algorithm that spatially smears the dark matter density before it is passed to the
Poisson solver.
For each dark matter particle we compute a smoothing Kernel radius rs
over which the mass of the particle is to be distributed,
rs = 0.3 (MDM/ρb)1/3 , (3.4)
where MDM is the dark matter particle mass and ρb is the baryonic density of the
cell containing the dark matter particle. This choice of smoothing radius ensures
that the average dark matter mass per cell contributed by a single dark matter
particle inside its smoothing kernel, if multiplied by Ωb/(Ωm − Ωb), is not larger
than the baryonic mass inside the particle’s host cell. Within the smearing radius,
we distribute the particle mass following the quadratic (or ‘Epanechnikov’) kernel
∝ 1− (r/rs)2.
In practice, we achieve the smearing by replacing the dark matter parti-
cle with a sufficient number of daughter particles with total mass equal to that
of the parent particle and with density approximating the kernel profile. Given
the highly parallel nature of this simulation, this algorithm takes advantage of the
FLASH code’s capability for moving Lagrangian data between structured, Eule-
rian blocks (see Dubey et al. 2012). The daughter particle spacing is approximately
equal to the cell spacing of the parent particle’s computational cell. Computation of
the gravitational potential is performed from the daughter particle density. Com-
putation of the parent particle’s acceleration is then carried out in a momentum
conserving fashion by summing up the gravitational force over daughter particles
and assigning the result to the parent particle.
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3.2.3 Chemistry
Detailed, non-equilibrium chemistry is necessary to properly model the
thermodynamic state of cosmological gas flows (for a recent review see Glover
2011). Our chemical model tracks the most relevant chemical species in metal-
free gas: H, H−, H+, e−, H2, H+2 , He, He
+, He++, D, D+, and HD. We evolve the
species’ abundances and the internal energy of the gas by simultaneously inte-
grating Nspecies + 1 differential equations with a Bulirsch-Stoer-type, semi-implicit
extrapolation mid-point method. We set our chemical timestep, which subcycles
within the hydrodynamic timestep, as ∆t = 0.1×min{ne/|n˙e|, nH2/|n˙H2 |, nHD/|n˙HD|},
where ni is the number density of species i.
The initial number density of hydrogen nuclei is given by n = ρ¯b(zi)/[mH(1.0+
4.0xHe)], where ρ¯b(z) = (3H20/8piG) Ωb(1 + z)
3 is the average, physical baryonic
matter density at redshift z, and xHe = 0.08 is the primordial number fraction of
helium. We set xH2 = 2 × 10−6, xH+ = 3.8 × 10−4, and xD = 4.3 × 10−5, where
xi is the number density of species i relative to n, the number density of hydrogen
nuclei (henceforth the abundance of that species). The abundance of electrons is
calculated by enforcing charge neutrality. The initial gas temperature is set by as-
suming adiabatic cooling due to Hubble expansion after z ≈ 200, when gas and the
CMB thermally decoupled.
Properly modeling the formation of H2 and HD is essential since these
molecules are the only low temperature (< 104 K) coolants in metal-free gas. In
the absence of dust, H2 forms primarily through the gas-phase reaction mediated
by H−,
H + e− → H− + γ,
H− + H → H2 + e−, (3.5)
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which is feasible in primordial gas owing to the residual ionization fraction present
after recombination. At higher densities, & 108 cm−3, H2 can also form directly
through 3-body reactions (Palla et al. 1983), though since we do not simulate den-
sities this high, 3-body H2 formation will not be significant here.
The HD molecule can be a significant coolant at temperatures < 200 K that
can potentially cool the gas to TCMB. In the absence of a LW background, the HD
abundance is primarily determined by its main formation pathway
H2 + D+ 
 HD + H+, (3.6)
where the D+ to H+ abundance ratio is set by the charge exchange reaction
H + D+ 
 D + H+. (3.7)
Given equilibrium in reactions (3.6) and (3.7), the HD abundance is (e.g., Omukai
et al. 2005)
xHD ≈ 2 exp(421 K / T )xH2 xD. (3.8)
Therefore with HD in chemical (not photodissociation) equilibrium, the HD to H2
abundance ratio can exceed the cosmological D to H ratio by a large factor when
T  421 K. This HD to H2 fractionation, due to the slightly higher binding energy
of the HD molecule compared to that of H2 (Solomon & Woolf 1973), is a reason
why HD is thought to be a significant coolant in Pop III.2 star formation where
additional cooling from H2 can induce an elevated HD abundance. As we shall
show, even in the presence of a strong LW background, Equation (3.8) describes
the HD abundance fairly accurately, although since only a very small fraction of
the gas cools down to T  400 K, significant HD to H2 fractionation does not
occur.
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3.2.4 Gas Cooling
Atomic and molecular radiative cooling processes have been well studied
in astrophysical settings (e.g., Shapiro & Kang 1987, Cen 1992, Osterbrock & Fer-
land 2006). For the densities, temperatures, and chemical compositions relevant
to this work, the most important cooling mechanisms are Lyα, or more generally
atomic, emission from neutral hydrogen, ro-vibrational emission from molecular
hydrogen, and emission from hydrogen deuteride. For completeness, we also in-
clude Compton heating and cooling due to electron scattering of CMB photons,
H and He recombination and collisional ionization cooling, and free-free emission.
We do not consider cooling by metals or dust as we specifically focus on primordial
gas.
Lyα cooling becomes significant above ∼ 104 K when the electron fraction
and gas temperature become high enough to excite this transition. This extremely
efficient cooling channel can cool the gas to ∼ 8000 K. Ro-vibrational emission
from molecular hydrogen can potentially cool the gas further. Being a symmetric
molecule, however, H2 lacks a permanent electric dipole moment and consequently
cannot cool the gas below ∼ 200 K. HD, if present, can cool gas to even lower
temperatures, . 100 K, as it does possess an intrinsic dipole moment and more
closely spaced energy levels. Nevertheless, an elevated electron fraction is still
required for it to form in significant quantities (e.g., Johnson & Bromm 2006). We
adopt the H2 cooling rate from Galli & Palla (1998) and the HD cooling rate from
Flower et al. (2000).
Finally, as the CMB imposes a lower limit on the temperature to which gas
can radiatively cool, we adopt an effective cooling rate of the form Λeff(T ) = Λ(T )−
Λ(TCMB), where TCMB = 2.7 K (1 + z) and Λ(T ) is the total volumetric cooling rate
not taking into account the CMB. This formulation ensures the gas temperature
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will not fall below TCMB unless it does so via adiabatic expansion.
3.2.5 Sink Particles
We utilize sink particles to follow the global evolution of the gas after the
first baryon dominated region inside a halo undergoes runaway gravitational col-
lapse. Without sink particles, the first collapse would drive the computational
mesh to arbitrarily high refinement, which would impose a prohibitively short
Courant-Friedrichs-Lewy (CFL) timestep on the entire simulation. Sink particles
allow us to self-consistently simulate the formation of multiple gravitationally bound
collapsed structures over many free-fall times by accreting mass from the grid and
putting an upper limit on the gas density. This computational method was origi-
nally introduced in Bate et al. (1995) and has been used extensively in numerical
simulations, both in AMR (e.g., Krumholz et al. 2004, Wang et al. 2010, Federrath
et al. 2010a, Padoan & Nordlund 2011, Girichidis et al. 2011) and smoothed parti-
cle hydrodynamics (SPH; e.g., Bromm et al. 2002, Bate et al. 2003, Stacy et al. 2010,
Greif et al. 2011, Clark et al. 2011b).
Our sink particle implementation is identical to the method introduced in
Federrath et al. (2010a). Special care is taken to avoid the spurious creation of
sink particles that may not represent gravitationally collapsing regions. To this
end, we utilize additional checks for the creation of a sink particle in addition to
requiring that the gas density in a cell be greater than some threshold ρthresh. This
includes enforcing that the local velocity divergence is negative and that the region
of collapse is both gravitationally bound and Jeans unstable.
Once formed, sink particles are capable of accreting mass directly from the
computational grid. Cells with centers within a constant distance, the accretion
radius racc, from a sink particle and with a density ρ > ρthresh are examined. For
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these cells, the mass increment ∆M = (ρ − ρthresh)∆V is calculated, where ∆V
is the cell volume. Provided that the cell velocity is radially directed towards the
sink particle and that the mass increment ∆M is gravitationally bound to the sink
particle and the gas within racc, the increment is deducted from the grid and added
to the sink particle.
The gravitational interaction between sink particles and gas is computed
by direct summation. To avoid extremely large accelerations, we employ cubic
spline softening (e.g., Price & Monaghan 2007) which decreases the gravitational
attraction of gas-sink and sink-sink interactions within r < rsoft, where r is the
separation between a cell center and a sink particle or between two sink particles.
In the simulation here, we set the sink particle accretion and softening radii
to be equal, racc = rsoft = 0.01 pc ≈ 2000 AU, which is 2.5 times the grid spacing
at the highest level of refinement. Additionally, we set the sink particle creation
density threshold to ρthresh = 2.2× 10−16 g cm−3 corresponding to n = 108 cm−3.
3.2.6 Transport of H2-Dissociating Radiation
The occurrence of a metal-free atomic cooling halo requires previous sup-
pression of Pop III.1 star formation in minihalos that could have polluted the atomic
cooling halo with metals. As previously discussed, this suppression could have
been produced by a molecule-dissociating radiative background produced by neigh-
boring star-forming galaxies. From the initial redshift, we impose a constant LW
background incident flux with intensity J21 = 100 (corresponding to JLW,21 = 90)
onto each of the six faces of the computational box. This ignores periodicity of the
domain, which is acceptable given that our target halo is located near the centre
of the box. Due to absorption by neutral hydrogen in the IGM, we set Jν = 0
shortward of the Lyman limit. We assume the spectral shape of this source is a
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105 K blackbody, representative of massive, metal-free stars (Bromm et al. 2001,
Schaerer 2002). While it has been suggested that the photodissociation of H− can
be crucial in regulating the H2 abundance, we neglect it as it has been shown to
have minimal importance for 105 K blackbody sources (e.g., Omukai et al. 2008).
However, if Pop III stars were not extremely massive (∼ 100M) but had more
moderate masses (∼ 10M), the appropriate radiation source temperature would
be somewhat lower. We note, though, that the primary consequence of including
H− photodissociation in this context would be a shift in the density at which H2
cooling becomes effective, and would not significantly alter our overall results.
The photodissociation of H2 occurs through Solomon process (Stecher &
Williams 1967) in which a photon with an energy coinciding with either the Lyman
or the Werner (LW) bands of H2 places the molecule in an excited electronic state.
The subsequent radiative decay has a ∼ 15% chance of reaching the ground state
continuum, which results in molecular dissociation. Accurately modeling this pro-
cess requires detailed modeling of hundreds of LW lines which is computationally
unfeasible in 3D hydrodynamic simulations. Fortunately, the photodissociation
rate of molecular hydrogen can be expressed as (e.g., Abel et al. 1997)
kH2 = 1.38× 10−12JLW,21fshield,H2 s−1 , (3.9)
where the dimensionless factor fshield,H2 ≤ 1 accounts for H2 self-shielding with
fshield,H2 = 1 corresponding to no shielding and fshield,H2 = 0 to complete shielding.
For a static, cold medium, fshield,H2 can be written solely as a function of the H2
column density NH2 (Draine & Bertoldi 1996),
fshield,H2 = min
[
1.0,
(
NH2
1014 cm−2
)−0.75]
. (3.10)
To more accurately model a dynamic medium, Draine & Bertoldi (1996) also pro-
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Figure 3.1 Comparison of the H2 self-shielding factor, Equation (3.11), between ap-
proaches where the H2 column density NH2 is calculated via our column density
method (fshield, column) and two common approximations (fshield, approx). In these
approximations, NH2 is calculated locally with a Sobolev (green squares) and a
Jeans length approach (blue diamonds). The dashed line represents a one-to-one
mapping. The Sobolev approximation for NH2 produces an H2 self-shielding factor
in close agreement with our method, except for a few cases of disagreement, likely
due to small velocity gradients. A hybrid of these two approaches may be useful
in future work (see Clark et al. 2011b).
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vided a fit for fshield,H2 which takes thermal gas motion into account,
fshield,H2 =
0.965
(1 + x/b5)α
(3.11)
+
0.035
(1 + x)0.5
× exp[−8.5× 10−4(1 + x)0.5] ,
where x = NH2/5×1014 cm−2, b5 = b/105 cm s−1, α = 2, and b = 9.12 km s−1 (T/104 K)1/2
is the velocity spread parameter for H2 (e.g., Ahn & Shapiro 2007). Unless other-
wise noted, we will use Equation (3.11) with α = 1.1, a modification suggested
by Wolcott-Green et al. (2011), to calculate the self-shielding factor for H2 from LW
radiation.
Hydrogen deuteride can also be destroyed by LW radiation at a rate similar
to that given in Equation (3.9),
kHD = 1.5× 10−12JLW,21fshield,HDfshield,H2,HD s−1 , (3.12)
which includes both a factor due to HD self-shielding and a factor accounting for
the shielding of HD by H2. The HD self-shielding factor is equivalent to that in
Equation (3.11) with the HD column density NHD replacing NH2 . Due to slight
energy differences between the H2 and HD LW line centers, the shielding of HD
by H2 does not effectively occur until there is a large H2 column density, NH2 &
1020 cm−2. Wolcott-Green et al. (2011) provided a fit for the HD shielding factor
due to H2,
fshield,H2,HD =
1
(1 + x)0.238
exp(−5.2× 10−3 x) , (3.13)
where x = NH2/2.34 × 1019 cm−2. Both H2 and HD can also be shielded from
LW radiation by neutral hydrogen, however we neglect this effect as self-shielding
is always the dominant effect. In fact, HD photodissociation is never significant
in determining the HD abundance. Instead, as we will argue, it is primarily the
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H2 photodissociation and self-shielding that determine both the H2 and HD abun-
dances.
We compute the molecular column densities, NH2 and NHD, using an on-
the-fly, non-local approach very similar to the ‘six-ray’ approximation (e.g., Nelson
& Langer 1997, Glover et al. 2010). Specifically we compute the column density at
each point in our box as
NH2(r) = minj{NH2,j(r)} , (3.14)
where j = ±x,±y,±z, and NH2,j is the column density from point r to the edge
of the box along direction j. The same approach is used for calculating the HD
column density. The presence of bulk velocity gradients, which our approach does
not account for, may act to decrease the importance of self-shielding by Doppler
shifting absorption line centres (e.g., Draine & Bertoldi 1996, Glover & Brand 2001),
although Wolcott-Green et al. (2011) argue that this effect is minimal in radially
coherent gas flows.
While we self-consistently compute the column densities to each point in
our simulation, a commonly used (e.g., Bromm & Loeb 2003a, Shang et al. 2010),
and less computationally expensive, approximation is NH2 ≈ nH2 Lchar, where
Lchar is a local characteristic length scale and nH2 is the number density of molecu-
lar hydrogen. In Figure 3.1, we compare fshield,H2 computed using NH2 calculated
with our six-ray approach to fshield,H2 computed with NH2 based on two local char-
acteristic lengths Lchar at the time when the gas density first reaches 108 cm−3. The
first is the Jeans length, Lchar = LJ, which is motivated by the assumption that
the majority of shielding occurs in a region of size similar to the local Jeans length.
The second approximation is a close analogue to the Sobolev length (Yoshida et al.
2006, Clark et al. 2011b), Lchar = cs/|∇ · v|, which, assuming a constant veloc-
ity gradient, is the distance at which absorption line centres are Doppler-shifted by
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approximately one thermal line width. As is evident in Figure 3.1, both approxima-
tions agree reasonably well with the more accurate, non-local approach, with the
Sobolev approach yielding slightly better overall agreement. While this agreement
is likely coincidental given the disparate physics involved in all three approaches,
it is still reassuring that they are all of similar magnitude. At least in this regime, a
combination of the two local approaches could be useful in future work (e.g., Clark
et al. 2011b).
3.3 Results
The LW radiation field of intensity J21 = 100 prevents the H2 abundance
from reaching the level that would permit efficient gas cooling in any halo not
capable of atomic line cooling.1 Hydrostatic collapse still occurs in these halos, but
only along an adiabat. At a redshift z ∼ 13, our target halo can be classified as an
atomic cooling halo, with an average gas temperature of 8000 K and most of gas
within the virial radius lying between 2000 K < T < 1.2 × 104 K. With gas now
able to radiate its internal energy, collapse proceeds isothermally at T ≈ 8000 K
resulting in an n ∝ r−2 density profile within the virial radius — see Figure 3.2.
When the maximum gas density near the halo centre reaches ∼ 200 cm−3
at z = 12.1, the virial mass of the surrounding halo is 3 × 107M with a virial
radius ≈ 750 pc, just nominally fulfilling the standard analytic atomic cooling cri-
terion, Equation (3.1). At this point, the H2 cooling rate first exceeds the rate of
adiabatic heating, resulting in rapid gas cooling to T ∼ 400 K. It should be noted
that H2 self-shielding is not the determining factor in setting the density at which
H2 cooling becomes effective. Once that happens, however, the self-shielding fac-
1If we included no radiation background, the first minihalo in our box would have collapsed at
z ∼ 19; see Ritter et al. (2012), who used identical cosmological initial conditions.
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Figure 3.2 Radial profiles of average gas density centered around the point of max-
imum density with time measured from the point of sink particle formation which
occurs shortly after the gas first reaches n = 108 cm−3. The gas density always
maintains a roughly ρ ∝ r−2 density profile (shown by the straight line) with de-
partures from the formation of the core and the gravitational influence of the sink
particle at the final time shown.
tor rapidly drops below unity indicating strong shielding. Indeed, the inclusion
of self-shielding is essential for the cooling instability to continue and for the H2
abundance to eventually reach the asymptotic abundance of∼ 10−3 (Oh & Haiman
2002).
In a suite of cosmological simulation exploring the effect of LW radiation on
the fraction of cool gas in halos, Machacek et al. (2001) determined the threshold
halo virial mass for metal-free gaseous collapse as a function of radiation intensity
68
to be
MTH = {1.25× 105 + 2.9× 106[JLW,21]0.47}M , (3.15)
where we have converted their FLW into JLW,21. Extrapolating beyond the inten-
sity range, JLW,21 < 0.080, explored by Machacek et al. (2001), Equation (3.15)
still yields an accurate prediction for the halo mass M ≈ 3 × 107M where self-
shielding and collapse first occur in the simulation here. Since Machacek et al.
(2001) did not run simulations with stronger radiation fields, their simulations did
not produce any halos in which atomic line cooling was effective. Indeed, once
an atomic cooling halo forms, Lyα cooling permits rapid isothermal collapse pro-
vided that the halo mass exceeds a minimum that depends very weakly on the LW
radiation intensity.
We will denote the density at which the H2 cooling rate becomes larger
than the rate of adiabatic heating and the gas evolution leaves the atomic isother-
mal track with ncool. We show a representative density-temperature phase diagram
in Figure 3.3 which shows this density is ncool ≈ 200 cm−3 and this density is found
within a radius of ∼ 10 pc. This is a larger density than ncool ≈ 10 cm−3 found by
Shang et al. (2010) in a similar simulation with an identical radiation background.
We attribute this discrepancy to our different treatments of H2 self-shielding, in
particular the method for computing NH2 . Shang et al. (2010) utilized a local ap-
proximation NH2 = nH2 LJ, while here we computed NH2 more accurately as de-
scribed in Section 3.2.6. To further understand the source of this discrepancy, we
can equate the H2 gas cooling time tcool,H2 and the free-fall time tff to obtain a rough
estimate of ncool,
ncool ≈ 180 cm−3
(
xH2
3× 10−7
)−2
, (3.16)
where xH2 is the H2 abundance at ncool, tff = [3pi/(32Gρ)]
1/2 is the free-fall time,
tcool,H2 = 3nkBT/2ΛH2 is the H2 cooling time, and ΛH2 is the volumetric H2 cooling
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Figure 3.3 Density-temperature phase plot at the time of sink particle formation at
z = 12.1 showing gas within 2Rvir of the halo. The colour corresponds to the mass
contained in the phase-space region. The solid black curve is a one-zone calculation
of a thermodynamic evolution of metal-free gas undergoing free-fall collapse with
no radiation background (Pop III.1 track). After the gas in the simulation is able to
cool via H2 cooling starting around n ∼ 2×102 cm−3, most of the cooled gas reaches
minimum temperature at T ∼ 400 K and n ∼ 104 cm−3. The gas that continues to
collapse converges towards the standard Pop III.1 molecular track. Adiabatic gas
cooling due to expansion in a turbulent medium is apparent around n ∼ 103 cm−3,
permitting some gas to reach temperatures T < 100 K.
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rate (e.g., Galli & Palla 1998) which we evaluate at 8000 K. Equation (3.16) is sim-
ply ncool in terms of the required H2 abundance for the molecular cooling rate to
exceed the rate of adiabatic heating, where 3 × 10−7 is the H2 abundance at which
the transition to efficient molecular cooling takes place in our simulation. We can
simplify this further by reasonably assuming that the H2 abundance is determined
by its photoequilibrium value,
xH2,photo =
kf,H− xe
kH2
n , (3.17)
where kf,H− is the formation rate of H
−, kH2 is the photodissociation rate of H2
given by Equation (3.9), and H− photodestruction is considered negligible. Insert-
ing Equation (3.17) into Equation (3.16) and assuming fshield,H2 = 1 results in
ncool ≈ 210 cm−3
(
J21
100
)2/3( xe
5× 10−5
)−2/3
, (3.18)
where J21 is the unattenuated radiation intensity and xe is the free electron abun-
dance at ncool. Equation (3.18) is in excellent agreement with the density at which
H2 cooling becomes effective in the simulation, suggesting that self-shielding is
not necessary for the onset of H2 cooling. Allowing for self-shielding, fshield,H2 ≤ 1,
and adopting the prescription of Shang et al. (2010) with Equation (3.10) andNH2 =
nH2 LJ gives us
ncool ≈ 10 cm−3
(
J21
100
)2/3 ( xe
10−4
)−2/3
, (3.19)
where we have now normalized to a slightly higher value of the electron abun-
dance found in the simulation at lower densities. Equations (3.18) and (3.19) sep-
arately agree reasonably well with our simulation and with that of Shang et al.
(2010), respectively, suggesting that the H2 column density computed with the local
Jeans length is an overestimate compared to that computed with the more detailed
radiative transfer described in Section 3.2.6. As we shall argue in Section 3.7.3, this
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may have an impact on the star formation efficiencies and observability of these
systems.
The onset of effective H2 cooling at ncool leads to the rapid emergence of a
cold < 103 K, dense n ∼ 104 cm−3 core, similar to that forming in the process of
Pop III.1 star formation (e.g., Bromm et al. 2002). While we have argued that self-
shielding is not important in determining ncool, the H2 self-shielding factor does
begin to drop below unity as the gas cools, reaching as low as fshield,H2 ≈ 10−6 at
the highest densities. Proper treatment of self-shielding is therefore essential for
accurately computing the chemical state of high density gas. To discriminate cold,
molecule-rich, self-shielding gas from the warmer outer halo, we will generally
utilize a simple criterion where we select the cells that have an H2 shielding factor
fshield,H2 < 10
−2. Some of our results may be sensitive to how we decide which
gas belongs to the self-shielding core, although we have verified that alternative
criteria, such as only selecting gas with temperatures < 2 × 103 K or densities >
103 cm−3, would yield similar conclusions.
After effective cooling begins when the gas density reaches ncool, gas col-
lapses at close to the free-fall rate and reaches n = 108 cm−3 in ∼ 3 Myr. As the
collapse progresses, we can estimate the mass of the first gravitationally unstable
clump by comparing the enclosed gas mass to the Bonnor-Ebert mass (Ebert 1955,
Bonnor 1956) at different radii. The Bonnor-Ebert mass can be written as
MBE =
m1a
4
T
P
1/2
0 G
3/2
, (3.20)
where aT = (kBT/µmH)1/2 is the isothermal sound speed, P0 is the ambient pres-
sure, and m1 = 1.18 is the maximum dimensionless mass in the solution to the
Lane-Emden equation (e.g., Stahler & Palla 2005). In Figure 3.6 we show the en-
closed gas mass (solid line) and the Bonnor-Ebert mass (dashed line) both as a
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Figure 3.4 Accretion rate (top panel) and mass (bottom panel) of the sink particle
as a function of time. Power law fits to the accretion rate and mass in the first
105 years are shown in red. The time-averaged accretion rate (blue dashed line)
of the sink particle is 3 × 10−3M yr−1, which we take to be an upper limit on
the star formation rate that occurred in this time period. The late time accretion
rate approaches 10−3M yr−1. We also show the characteristic accretion rate c3s/G
(green dot-dashed line) with the adiabatic sound speed cs evaluated at T = 800 K.
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Figure 3.5 Mass-weighted line-of-sight gas density projections 3.5× 105 years after
the sink particle formation (z = 12.1). The six panels show progressively smaller
fields of view. The black dot marks the location of the sink particle while the black
circle in the top panels is the virial radius (∼ 750 pc) of the target halo. The spatial
scale, in physical units, is shown at the bottom of each panel. The upper-left panel
shows neighboring halos and the clustered cosmological environment where our
target halo formed. Self-shielding, cold gas is seen in the bottom-left panel and the
filamentary, irregular nature of this gas is apparent. The high density disc which
forms around the sink particle is visible in the bottom-right panel, approximately
face-on.
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Figure 3.6 Enclosed gas mass (solid line) and Bonnor-Ebert mass (dashed line) as a
function of distance from the point of maximum density roughly 105 years before
sink particle formation. The maximum radius where the enclosed gas mass exceeds
the Bonnor-Ebert mass provides a rough measure of the mass of the first gravita-
tionally unstable clump. We see the onset of gravitationally instability occurring
inside a radius of ∼ 1 pc when the enclosed gas mass is 103M.
function of distance from the point of maximum gas density, approximately 105
years before sink particle formation. To evaluate the Bonnor-Ebert mass as a func-
tion of radius, MBE(r), we take P0 to be the pressure at radius r and aT to be
the mass-weighted isothermal sound speed interior to r. The enclosed gas mass
first exceeds the Bonnor-Ebert mass at a radius of ∼ 1 pc, corresponding to a mass
of ∼ 103M. We thus expect the first gravitationally unstable fragment to have
roughly this mass, though there remains the possibility that additional fragmenta-
tion may occur on unresolved scales or at later times.
Sink particles are allowed to form at a density of n = 108 cm−3 to follow the
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gas evolution for multiple free-fall times (see Section 3.2.5). We run the simulation
for 3.5 × 105 yrs after the formation of the sink particle. At this point, the self-
shielding core has an average density ≈ 8 × 103 cm−3, total mass ≈ 1.7 × 104M,
mass-weighted root-mean-square (rms) velocity vrms ≈ 7.1 km s−1, average tem-
perature ≈ 480 K, and rms Mach number M = vrms/cs ≈ 3.3. Additionally, the
sink particle has increased in mass to ≈ 1100M, which is ≈ 6% of the total mass
of the self-shielding gas. No additional sink particles form, meaning that addi-
tional gravitational fragmentation, if any, would have been confined to occur on
unresolved scales inside the sink particle.
In Figure 3.4, we plot the accretion rate and mass of the sink particle as a
function of time. Initially, the sink particle accretion rate is M˙sink ∼ 0.1M yr−1
which drops to 0.01M yr−1 within 104 yrs. The time averaged accretion rate over
the whole simulation is 0.003M yr−1. Given the average density and mass of
self-shielding gas at the end of the simulation, n ≈ 104 cm−3 and ≈ 2 × 104M,
respectively, the average rate of accretion onto the sink particle is roughly a factor
of 10 lower than what would be expected if the gas had been undergoing free-fall
collapse. We discuss this inefficiency of gaseous collapse further in Section 3.5.
In Figure 3.5 we show mass-weighted line-of-sight gas density projections
on six different spatial scales 3.5 × 105 yrs after the formation of the sink particle.
The upper-right panel shows neighboring halos and demonstrates the clustered
cosmological environment where the target halo formed. The bottom-left panel
displays the extent of self-shielding gas and its irregular, filamentary density struc-
ture. The self-shielding core is small, ∼ 5 − 10 pc, compared to the virial radius of
the halo,Rvir ≈ 750 pc. The bottom-right panel shows that a rotationally supported
disc, ∼ 0.1 pc in diameter, forms around the sink particle approximately 105 years
after the sink’s formation. The disc is seen approximately face-on.
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Figure 3.7 Abundance of H2 (top-left), HD (top-right), and free electrons (bottom)
as a function of density at the time when the sink particle formed. In the top panel,
the dash-dotted line is the photo-equilibrium H2 abundance not considering self-
shielding (fshield,H2 = 1) while the solid line includes self-shielding. As is shown,
self-shielding is essential for H2 abundances larger than ∼ 10−6. In the middle
panel, the black line is the equilibrium abundance of HD only assuming reactions
involving H2 (see Equation 3.8) and excluding HD photodissociation. The three
equilibrium curves were computed with data extracted directly from the simula-
tion and represent mass-weighted averages as a function of density.
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In Figure 3.7 we show the abundances of H2, HD, and free electrons as a
function of density at the time of sink particle formation. In gas with a density of
n = 104 cm−3, the H2 abundance reaches ∼ few × 10−4 while the HD abundance
is ∼ few × 10−8. Both of these values approximately match equilibrium abun-
dances, assuming that H2 is in direct photo-dissociation equilibrium with the self-
shielding-attenuated LW radiation field and HD is close to equilibrium with H2 via
the reaction in Equation (3.6). We show the equilibrium abundance expectations
for H2 and HD with solid black lines. Above this density, H2 approaches the non-
equilibrium asymptotic abundance of xH2 ≈ 10−3 (e.g., Oh & Haiman 2002) while
HD remains in approximate equilibrium with H2. We observe only minor fraction-
ation of HD over H2, which is to be expected given the relatively high temperature
of the gas ∼ 400 K compared to what is needed for the xHD/xH2 ratio to exceed
the cosmological xD/xH ratio. In fact, the HD abundance is generally just below its
equilibrium value at densities 104 cm−3 . n . 108 cm−3. The electron abundance
shows the expected behavior — when efficient H2 cooling begins at n ∼ 102 cm−3,
the abundance is below the residual recombination value even though there is sig-
nificant collisional ionization, xe ∼ 10−2, at lower densities (not shown in Figure
3.7). We propose this as one explanation for the lack of significant HD cooling and
discuss this further in Section 3.6.
3.3.1 Kinematical State and Evolution
To gain further insight into the properties of the gas flow we proceed to
analyze the gas kinematics at different stages of the collapse. Before the onset of
effective H2 cooling, Lyα cooling acts as a thermostat that keeps gas inside the halo
at a temperature∼ 8000 K. Towards the centre of the halo, isothermal collapse pro-
ceeds under quasi-hydrostatic conditions. However, with increasing density, the
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Figure 3.8 Mass-weighted average gas velocities computed in annular shells. Pan-
els (a) through (d) correspond to times −1.2× 106,−9.9× 104, 7, and + 3.5× 105 yrs
from the formation of the sink particle. We show the rms velocity minus the centre
of mass motion of the halo (black solid line), sound speed (red triple-dot dashed
line), radial velocity (orange dashed line), rms turbulent velocity (green dotted
line), and rms rotational velocity (blue dot-dashed line). See text for additional
details.
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cooling time decreases faster than the free-fall time, eventually reaching a point at
which H2 cooling is so rapid as to effectively remove pressure support and set the
gas into free-fall collapse. This also marks the onset of self-shielding which allows
the H2 abundance and cooling-rate to increase further. This thermal instability pro-
ceeds until the gas temperature is roughly 400 K. The collapse is also responsible
for exciting some bulk turbulent motions and increasing the Mach number of the
flow. At the time of sink particle formation, the self-shielding gas has an rms ve-
locity vrms ≈ 7 km s−1 corresponding to a Mach numberM≈ 3.
In Figure 3.8 we show different components of the gas velocity computed
in annular shells at four times: (a) just before the onset of effective H2 cooling, (b)
after the onset of H2 cooling but before the maximum gas density reached 108 cm−3
and a sink particle formed, (c) at the moment of formation of the sink particle, and
(d) at the end of our simulation, 3.5 × 105 years after sink formation. We consider
five components of velocity, each computed via mass-weighting in annular shells
centered on the sink particle location, except in panel (a) where it is centered on the
point of maximum gas density:
1. The rms velocity
vrms =
(∑
imi|vi|2∑
imi
)1/2
, (3.21)
where the sum ranges over all cells with centres inside the annular shell, m
is the cell mass, and v is the gas velocity minus the centre-of-mass motion of
the particular annular shell.
2. The adiabatic sound speed cs = (γkBT/µmH)1/2, where T is the mass-weighted
temperature inside the shell.
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3. The rms rotational velocity of the mean rotation inside the shell
vrot =
(∑
imi|vrot,i|2∑
imi
)1/2
, (3.22)
where vrot,i = ri ×Ω is the azimuthal rotational velocity of the mean flow in
cell i, Ω = L/I is the mean angular velocity inside the shell, L =
∑
imiri × vi
is the total angular momentum inside the shell, and I =
∑
imi|ri × Lˆ|2 is the
moment of inertia of the shell in the direction defined by the total angular
momentum.
4. The radial velocity of the bulk motion inside the shell
vrad =
∑
imirˆi · vi∑
imi
. (3.23)
5. The rms turbulent velocity relative to the mean flow, quantifying unordered
gas motions
vturb =
(∑
imi|vi − vrot,i − vrad,i|2∑
imi
)1/2
, (3.24)
where vrad,i = vrad rˆi is the radial velocity of cell i.
As shown in Figure 3.8, before the onset of significant H2 cooling (panel a),
typical rms gas velocities in the halo are∼ 10 km s−1 near the virial radius and drop
to∼ 5 km s−1 in the inner∼ 10 pc. The sound speed is greater than the rms velocity
inside 300 pc, somewhat smaller than half of the virial radius. Inside the virial
radius bulk gas motions are dominated by turbulent and rotational motions, as
radial infall motions greatly decrease after the virial shock. Gas kinematics inside
the halo can be described as a turbulent, subsonic flow. Within 1 Myr after the
onset of H2 cooling (panel b), and shortly before sink particle formation, the mass
of self-shielding gas is ≈ 104M. The temperature has dropped to ≈ 400 K in
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the inner ∼ 1 pc. The rms velocities have increased within r ≈ 10 pc where the
gas flow is transonic, M ∼ 1. At the time of sink particle formation (panel c),
turbulent motions still dominate within∼ 10 pc, although towards smaller radii the
contributions of rotational and radial motions increase. The Mach number is on the
order of 2. Panel (d) shows the kinematical state of the gas 3.5× 105 yrs later at the
end of the simulation. Turbulent motion is still the dominant form of gas motion,
particularly in the range 0.1 pc . r . 10 pc. Within r ∼ 0.1 pc there is kinematical
evidence of a disc with ordered rotational velocities approaching ∼ 15 km s−1. The
Mach number of the flow has also increased within the self-shielding core toM∼
2 − 4. We will proceed to analyze the impact of these supersonic gas motions on
the collapse of gas in the following section.
3.4 Supersonic Turbulence
Supersonic turbulence is believed to play a key role in present-day star for-
mation as it compresses gas to densities at which it can be susceptible to gravita-
tional fragmentation and collapse. It additionally can act as a source of pressure
support against gravitational collapse on larger scales (e.g., Mac Low & Klessen
2004). Minihalos, the sites of Pop III.1 star formation, are not thought to contain
fully developed supersonic turbulence (e.g., Yoshida et al. 2006). The virialization
process, gravitational inflow, and larger virial velocities of atomic cooling halos are
believed to give rise to supersonically turbulent flows, likely influencing star for-
mation (Wise & Abel 2007a, Greif et al. 2008, Prieto et al. 2012). The turbulence
which develops in the self-shielding core in our simulation is also generated by
gravitational infall (see Federrath et al. 2011, for a study of general properties of
gravity-driven turbulence), but on a smaller spatial scale defined by thermal insta-
bility (e.g., Kritsuk & Norman 2002).
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The classical theory of Kolmogorov (Kolmogorov 1941, Frisch 1995) de-
scribes turbulence as a chaotic fluid motion in which energy progressively cascades
to smaller length scales through a series of eddies. These eddies eventually reach a
small enough scale where viscous forces effectively dissipate the turbulence. Typ-
ical gas in the interstellar medium is highly compressible and compressible tur-
bulence is known to result in a self-similar network of interacting shocks, large
density contrasts, and a filamentary morphology (e.g., Kritsuk et al. 2007).
Many simulations have shown that driven, isothermal, supersonic turbu-
lence results in a gas density probability distribution function (PDF) that is accu-
rately described by a log-normal distribution (e.g., Vazquez-Semadeni 1994, Passot
& Va´zquez-Semadeni 1998, Scalo et al. 1998, Ostriker et al. 2001). This log-normal
shape is understood to be the result of multiple, independent shocks altering the
logarithmic gas density contrast in random walk fashion, thus driving the density
PDF towards a log-normal form. The addition of self-gravity, magnetic fields, or
a realistic equation of state can alter this general shape. We write the lognormal
distribution as
p(s) ds =
1
(2piσ2)1/2
exp
[
−1
2
(
s− s¯
σ
)2]
ds , (3.25)
where p(s) is the probability that a parcel of gas has s in the range [s, s + ds], s ≡
ln(n/n0) is the logarithmic density contrast, σ is the standard deviation, and n0
is the average density. Additionally, by considering the normalization of the log-
normal distribution, it can be shown that s¯ = −σ2/2. Unless otherwise noted, we
consider volume-weighted quantities when discussing density PDFs.
In Figure 3.9 we show the volume-weighted density PDF of self-shielding
gas, defined such that fshield,H2 < 10
−2, at five different times. As expected, the
peaks of the density PDFs lie just below the average density as most of the volume
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is underdense, typical of compressive turbulence (the peak of a mass-weighted den-
sity PDF would lie just above the average density). The black line is a log-normal
fit to the final density PDF at t = 1.2 × 105 yrs, although such a fit to the PDF
at any time would look approximately the same in this view. For this particular
log-normal fit, σ = 0.93.
As time progresses, the gas density PDF develops a power-law tail towards
higher density contrasts. These power-law tails are understood as a consequence
of the self-gravity of the gas and have been seen in both numerical simulations of
turbulence (e.g., Scalo et al. 1998, Klessen & Burkert 2000, Federrath et al. 2008a,
Collins et al. 2011, Kritsuk et al. 2011, Cho & Kim 2011) and observations of active
star forming complexes (e.g., Kainulainen et al. 2009, Schneider et al. 2012b). It can
be shown that the slope of the density PDF for a spherical ρ ∝ r−n density profile is
−3/n (e.g., Kritsuk et al. 2011, Federrath et al. 2011). Thus, for an isothermal, n = 2,
profile one would expect a power-law PDF with a slope of−1.5; this slope is shown
in Figure 3.9 as a dashed black line. The slope of the power-law tail just after sink
particle formation matches this expectation quite well, while approximately 105 yrs
later the gravity of the sink particle has altered the gas dynamics thus perturbing
the shape of the PDF.
Numerous studies (e.g., Padoan et al. 1997, Passot & Va´zquez-Semadeni
1998, Price et al. 2011, Molina et al. 2012) have shown the rms Mach number M
and gas density PDF width σ of a supersonically turbulent flow are related by
σ2 = ln(1 + b2M2) , (3.26)
where b is a constant, found numerically to lie between ∼ 0.2 − 1.1 (see Federrath
et al. 2008b). Since ordered rotational and radial motions do not directly produce
density fluctuations, it is the turbulent Mach number,Mturb = vturb/cs with vturb
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Figure 3.9 Volume-weighted density PDFs of self-shielding gas (fshield,H2 < 10
−2)
at various times from the creation of the sink particle. We show a log-normal fit
to the final density PDF (black curve) which has a standard deviation σ = 0.93.
The PDF populates higher density contrast as gas collapses and at high densities
shows a marked departure from the initial log-normal like distribution which can
be attributed to the self-gravity of the gas. The dashed black line indicates a power
law of slope −1.5, the expected PDF slope of an ρ ∝ r−2 density profile.
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defined as in Equation (3.24), that should be present in Equation (3.26). Since the
gas is dominated by turbulent motions after H2 cooling becomes effective (see Fig-
ure 3.8), especially in low-temperature, self-shielding regions, vrms and vturb are
very similar here. We can compare the parameters of the density PDF of the self-
shielding gas in the simulation with expectations derived from the independently
measured turbulent Mach number of the gas flow. Roughly 105 yrs after sink parti-
cle formation, the width of the density PDF is σ = 0.93, corresponding to the green
curve in Figure 3.9, and the turbulent Mach number in the self-shielding core is
Mturb ≈ 2.7. Equation (3.26) would then require b ≈ 0.43, in excellent agreement
with previous numerical experiments of idealized turbulence in which turbulence
is driven by a combination of solenoidal (divergence-free) and compressive (curl-
free) modes, i.e., mixed-mode forcing (Federrath et al. 2010b). This seems to sug-
gest that the gravitational infall which is driving supersonic turbulent motions in
the cold, self-shielding core, is exciting a combination of solenoidal and compres-
sive modes, and that turbulence has modified the density structure of the gas in
close accord with theoretical expectations.
We stress that log-normal density PDFs have been found in extremely ide-
alized simulations where supersonic turbulence is driven by random forcing. In
the simulation presented here, however, the turbulence is driven by gravitational
infall and thermal instability. Thus, it is interesting, though not surprising, that the
parameters of the gas density PDF in our cosmological simulation so closely match
the idealized, theoretical expectations.
3.5 Gas Fragmentation and Star Formation Rate
In this section we discuss trends towards gravitational fragmentation in
our simulation. We also attempt to predict properties of the expected sub-grid star
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formation in the sink particle, including whether fragmentation on scales smaller
than the sink particle accretion radius is expected. Our analysis is the first step
towards learning about the mass spectrum of the stellar objects produced and the
overall efficiency in which this system converts gas into stars.
3.5.1 Star Formation Rate and Global Fragmentation
For 3×105 years after sink particle creation, the extent of our simulation, no
additional sink particles form. At the end of the simulation the lone sink particle
has a mass of ≈ 1100M, which is ∼ 6% of the mass of the self-shielding, cold gas.
To understand this lack of fragmentation and gain insight into the expected rate of
star formation, we define the dimensionless star formation rate per free-fall time as
SFRff =
M˙sink
(M/tff)
, (3.27)
where M and tff are the total mass and characteristic free-fall time of the self-
shielding region, and M˙sink is the sink particle accretion rate (see Figure 3.4). SFRff
is a measure of the actual rate of star formation compared to the rate if gas is col-
lapsing on the free-fall timescale. Even though M˙sink is the sink accretion rate, not
the star formation rate, it can be interpreted as the rate at which gas collapses to
high densities where it can fuel star formation. Given that we do not attempt to
model any feedback effects from the sink particles, such as protostellar outflows
and radiation, M˙sink is a firm upper limit to the actual star formation rate.
Taking fiducial values for the self-shielding core, namely the average sink
particle accretion rate, characteristic self-shielding cloud density, and its mass Equa-
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tion (4.17) becomes
SFRff ≈ 0.1
(
M˙sink
3× 10−3M yr−1
)
×
(
tff
106 yr
)(
M
104M
)−1
, (3.28)
which suggests that star formation in our system is at least 10 times slower than
it would be if all the gas in the self-shielding core gas had been collapsing at the
free-fall rate. We will argue this retardation stems from the supersonic turbulence
and a centrifugally supported disc around the sink particle.
One way to understand how supersonic turbulence suppresses the rate of
gaseous collapse is by considering it an additional source of pressure support.
The Jeans mass, MJ, scales with sound speed and density like MJ ∝ ρ−1/2c3s,eff .
The presence of supersonic turbulent motions enhances the effective sound speed,
c2s,eff = c
2
s + v
2
rms/3. Additionally, strong isothermal shocks impart density fluctu-
ations scaling as ρ ∝ M2 ∝ v2rms. These two effects lead to a scaling of MJ ∝ v2rms
in supersonic gas, implying turbulence does indeed impede collapse by increasing
the effective Jeans mass (e.g., Chandrasekhar 1951, Bonazzola et al. 1987). It should
be noted, however, that this analysis assumes that the highly anisotropic turbu-
lent velocity field is isotropic; thus treating supersonic turbulence as an additional
source of pressure is not necessarily justified.
It has long been known that the global SFRff in the Galactic giant molecu-
lar clouds (GMCs) is on the order of ∼ 0.01 (e.g., Zuckerman & Evans 1974). This
low rate of star formation extends to more compact star-forming systems as well,
such as infrared dark clouds (IRDCs) and higher density clumps embedded within
(see Krumholz et al. 2007, and references therein). Equation (3.28) suggests a global
SFRff of ∼ 0.1 for self-shielding, cold gas seen in our simulation, ten times that of
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the Galactic norm. Perhaps this is not surprising, though, given we neither include
any sort of stellar feedback nor magnetic fields, both of which would likely reduce
the star formation rate. Additionally, the rms Mach number in the self-shielding
gas here, M ∼ 3, is much less than typical Mach numbers in Galactic molecular
clouds,M∼ 10− 20 (e.g., Bergin & Tafalla 2007) implying a relatively smaller con-
tribution of turbulent pressure support in the simulation compared to molecular
clouds. Indeed, Krumholz & McKee (2005) showed that the density threshold for
star formation, understood as the density where thermal pressure equals turbulent
pressure, in a supersonically turbulent medium is ρcrit ∼ ρ0M2.
3.5.2 Disc Fragmentation
The idea that supersonic turbulence suppresses star formation and frag-
mentation does not apply in the ∼ 1 pc vicinity of the sink particle where the
densities exceed ∼ 106 cm−3. In Figure 3.5 we show that a disc of size ∼ 0.1 pc
forms around the sink particle with rotational velocities approaching ∼ 15 km s−1
at r ∼ 10−2 pc. It is interesting why this disc does not become unstable and frag-
ment into multiple sink particles, given that disc fragmentation has been seen in
recent simulations of Pop III.1 star formation (e.g., Stacy et al. 2010, Clark et al.
2011b, Greif et al. 2011), though at much higher densities and smaller spatial scales
than probed here.
In general, two conditions must be met for a disc to fragment. The disc
must be gravitationally unstable which requires that the Toomre Q parameter, Q =
csΩ/piGΣ, be less than unity (Toomre 1964, Goldreich & Lynden-Bell 1965), where
cs is the sound speed in the disc, Ω = vrot/R is the angular velocity, and Σ is
the gas surface density. Additionally, even if a disc is gravitationally unstable, a
number of effects can prevent fragmentation into gravitationally bound collapsing
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Figure 3.10 Cooling timescale tcool and 3/Ω (top panel) and the ToomreQ parameter
(bottom panel) plotted as a function of distance from the sink particle for gas with
n > 106 cm−3 which roughly selects gas in the sink particle’s disc. In the top panel,
thick lines are the cooling time while the thin lines represent 3/Ω. Both panels
suggest that the disc is stable against fragmentation. Specifically, in the top panel,
3/Ω is generally below tcool (the Gammie criterion), while in the bottom panel,
Q & 1 throughout the disc’s extent. For reference, the disc radius is approximately
∼ 0.05− 0.07 pc.
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clumps (e.g., Kratter & Murray-Clay 2011). In particular, Gammie (2001) argued
that a key effect influencing the fragmentation behavior of a disc is the balance
between cooling and the dissipation of turbulence, which is a source of heating.
Quantitatively, Gammie found that if tcool < 3/Ω then discs tend to fragment into
clumps.
In the top panel of Figure 3.10 we show the mass-weighted average of the
cooling time as a function of distance from the sink particle for gas with density
n > 106 cm−3 at three different times (thick lines). We also show the mass-weighted
average of 3/Ω (thin lines). As is shown, 3/Ω and tcool trace each other in the in-
ner disc (r . 0.03 pc), while 3/Ω is a factor of ∼ 2 lower than tcool at larger radii
and particularly in the last two times shown. According to the results of Gammie
(2001), this disc is stable to fragmentation given its inefficient cooling and rela-
tively rapid rotational velocity. For reference, the radius of the disc is sharp and is
approximately ∼ 0.05− 0.07 pc.
In the bottom panel of Figure 3.10, we show the Toomre Q parameter as a
function of distance from the sink particle. To calculate Q(r), we rewrite the gas
surface density as Σ(r) = ρ(r)H , where H is the characteristic vertical thickness of
the disc. We have verified that for the disc here, H ≈ 0.05 pc is approximately con-
stant both in radius and time, and that a more detailed calculation of Σ(r) would
come within a factor of two of this estimate. Thus, Q(r) provides an additional
reason for the absence of disc fragmentation since Q & 1 within the disc’s extent
and actually increases slightly with time.
3.6 HD Cooling and Pop III.2 Star Formation
Elevated electron abundances created by the ionizing radiation emitted by
the first stars, or in our case, by collisional ionization in Tvir > 104 K halos, are
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thought to result in an increase of the HD abundance (see Section 3.2.3). HD is an
agent that can act as a coolant in metal-free gas below 200 K. These lower tem-
peratures reduce the Jeans mass and may result in stars with lower characteristic
masses, the so-called Pop III.2. However, as discussed in Section 3.3, HD is never a
significant coolant. Some gas does cool to temperatures < 100 K as seen in Figure
3.3, but this is the result of adiabatic expansion, not HD cooling.
In Figure 3.11 we show a phase plot of the HD cooling time, tcool,HD as a
function of density at the time when the sink particle formed. We also show the
free-fall time tff . For HD cooling to be significant, it is necessary that tcool,HD < tff .
This criterion is never met.
Many studies have explored the HD cooling mode in Pop III.2 star forma-
tion. Johnson & Bromm (2006) calculated that an HD abundance of xHD ∼ 10−8 is
needed for HD emission to cool gas to TCMB in a Hubble time. They suggested that
this sets a firm lower limit on the HD abundance needed for its cooling to have a
thermodynamic impact. Using one-zone thermodynamic models, they also found
that this HD abundance is realized in the downstream of T ∼ 104 K virialization
shocks, in supernova remnant cooling, and in the collapse of relic Pop III.1 HII re-
gions. In a cosmological setting, Greif et al. (2008) detected gas with temperatures
∼ TCMB, which they attribute to efficient HD cooling, in an atomic cooling halo of
similar mass to the one we analyze. Yoshida et al. (2007) found that HD cooling
was responsible for gas cooling to the CMB temperature after the collapse of a Pop
III.1 relic HII region and argued this was responsible for reducing the mass of the
clump which eventually will undergo runaway collapse. There has even been a
suggestion, by McGreer & Bryan (2008), that in Pop III.1 star formation HD cooling
may play a thermodynamically significant role. In contrast, other studies that have
examined the collapse of metal-free gas in a similar context to the one explored
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here are in agreement that HD never plays a major thermodynamic role (Omukai
2001, O’Shea & Norman 2008, Shang et al. 2010).
We propose two related reasons for the lack of significant HD cooling in our
simulation. First, as found by Wolcott-Green et al. (2011) using one-zone models,
the LW flux necessary to suppress HD cooling is Jcrit,HD ≈ 10−22 erg s−1 cm−2 Hz−1 sr−1.
This is far smaller than the flux required to completely suppress H2 formation and
cooling, Jcrit,H2 ≈ 10−20 − 10−16 erg s−1 cm−2 Hz−1 sr−1 (Shang et al. 2010). This
critical HD flux is not the result of direct HD photodissociation, but is instead due
to the partial photodissociation of H2 which never permits a significant fraction of
gas to cool below ∼ 300 K where significant HD fractionation can occur. Second, at
ncool ≈ 200 cm−3 where H2 cooling becomes effective, the free electron abundance
is not high enough to drive up the H2 abundance. Gas heated to high temperatures
in virialization shocks can have a free electron abundance of xe ∼ 10−2, but only
at low densities, 10−2 − 10−1 cm−3. At larger densities around ncool the electron
abundance drops to ∼ 10−4 (see Figure 3.7), below the residual abundance after
recombination, simply because the electron recombination time is inversely pro-
portional to density. This would seem to suggest that Pop III.2 star formation is
very similar to Pop III.1, at least in the scenario explored here.
3.7 Discussion
3.7.1 Lyman-Werner Radiation Field
A key physical parameter in this study is the intensity of the constant LW
radiation background. Given the large mean free path of photons with energies
below 13.6 eV, the formation of the first stars should have established a LW back-
ground well before the completion of reionization (e.g., Haiman et al. 2000).
In terms of the cosmic star formation rate, we can estimate JLW,21 as (e.g.,
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Figure 3.11 HD cooling time and the free-fall time as a function of density when
the sink particle forms. For HD cooling to be thermodynamically significant, the
HD cooling time must be shorter than the free-fall time, which is never realized.
This is a result of many factors, including the reduction in the free electron fraction
when H2 cooling becomes significant at n ≈ 200 cm−3 and the reduction in the HD
cooling rate when it thermalizes at n ≈ 105 cm−3.
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Figure 3.12 Theoretical estimates of the redshift evolution of the average radiation
intensity in the LW bands (JLW,21) compiled from the literature. The curves show
the results of Ahn et al. (2009) (green triple-dot dashed lined), Trenti et al. (2009) (blue
dashed-dot line), and Holzbauer & Furlanetto (2012) (red dashed lines). The three
curves of Holzbauer & Furlanetto (2012) correspond to different choices for the
minimum virial mass of a halo capable of forming stars, which they take, from top
to bottom, as 106, 107, and 108M. The top black line denotes the LW radiation
background which accompanies reionization of the IGM at z = 9, assuming an
escape fraction of ionizing radiation of fesc = 0.1 and 10 ionizing photons-per-
baryon required for reionization. The bottom black line is an estimate of the LW
background needed to suppress cooling in halos which rely exclusively on H2. See
the text for further details.
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Johnson 2013)
JLW,21 ≈ 2
(ηLW
104
)( ρ˙∗
10−2M yr−1 Mpc−3
)(
1 + z
10
)3
, (3.29)
where ηLW is the number of LW photons produced per stellar baryon, ρ˙∗ is the
star formation rate per comoving volume, and the lifetime of stars producing the
LW radiation is implicitly assumed to be 5 × 106 yrs. The star formation rate is
normalized with a reasonable value around z = 10 (e.g., Trenti et al. 2009).
Another estimate of JLW,21 can be obtained by considering the ionizing
background needed to reionize the Universe. Assuming that reionization was
driven by photons with energies just above the Lyman limit, it is straightforward
to estimate the value of the UV background just below the limit, J−21 ≈ JLW,21 (e.g.,
Bromm & Loeb 2003a),
J−21 ≈ 400
(
Nγ
10
)(
fesc
0.1
)−1(1 + z
10
)3
, (3.30)
where Nγ is the number of ionizing photons-per-baryon required to reionize the
Universe and fesc is the ionizing photon escape fraction from high-redshift star
forming galaxies. Both of the above estimates suggest that before reionization was
complete, radiation intensities as high as JLW,21 ∼ 100, the value we adopt here,
were realized in the Universe. Depending on the scenario for reionization, these
may overestimate the mean background intensity, but Dijkstra et al. (2008) showed
that, due to dark matter halo clustering, a small fraction of halos can experience
LW intensities greatly above the global mean value.
Even though the UV background intensity around the time of reionization
is very uncertain, the above estimates suggest it was likely far above the threshold,
JLW,21 ∼ 10−1, that would have suppressed the formation of H2 in small-mass
∼ 105 − 106M halos, thus delaying cooling and star formation until the assembly
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of atomic cooling halos. As we shall discuss in Section 3.7.3, the precise value of
JLW,21 may significantly change the results of our simulation, particularly the star
formation efficiency.
For more accurate estimates of JLW,21 we can look to other studies which
have undertaken detailed modeling of the redshift evolution of the LW background
intensity. In Figure 3.12, we show three such estimates in the literature. We also
show the LW intensity which would have accompanied reionization at z = 9 (top
solid line) assuming the fiducial values in Equation (3.30). Additionally, we plot the
redshift-dependent LW radiation intensity JLW,crit(z) needed to completely sup-
press H2 formation in halos with Tvir < 104 K (bottom solid line). We compute
JLW,crit(z) by equating the JLW,21-dependent minimum halo mass needed for H2
cooling with the halo mass at which the virial temperature equals 104 K (equations
12 and 14 from Trenti et al. 2009, respectively) to obtain
JLW,crit(z) = 1.5
(
1 + z
31
)4.5
. (3.31)
We refer the reader to the original references for the details of the models, but
briefly summarize the critical components. Trenti et al. (2009) and Holzbauer &
Furlanetto (2012) model JLW,21(z) in a semi-analytic fashion, using the formal-
ism of Press & Schechter (1974) modified for ellipsoidal collapse by Sheth & Tor-
men (2002) to estimate the mass function of collapsed halos, which they com-
bine with a prescription for star formation in these halos. Trenti et al. (2009) self-
consistently utilize their calculated LW background to estimate the minimum mass
of a star-forming halo. The three curves in Figure 3.12 from Holzbauer & Furlan-
etto (2012) correspond to different choices for the minimum mass of a star-forming
halo; Mmin = 106, 107, and 108M from top to bottom, respectively, each with
a fixed star formation efficiency of 0.1. Ahn et al. (2009) do not rely on a semi-
analytic approach, but instead carry out transfer of ionizing and LW radiation in
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a large, cosmological, N -body simulation. Their resolution, however, is limited to
108M, which may be responsible for their JLW,21 estimate being the lowest at high
redshifts, as can be seen in Figure 3.12.
There are numerous uncertainties in these estimates of JLW,21(z), particu-
larly in the choice of star formation efficiency (which is likely to depend on JLW,21
itself, as well as the redshift, halo mass, and metallicity), LW escape fraction of
radiation, mass and multiplicity of Pop III sources, and different prescriptions for
star formation feedback. We note that all these models assume that Pop III sources
have an extremely top-heavy IMF with a characteristic mass ∼ 100M. In spite of
these uncertainties, most of these estimates seem to converge around z = 10, but
they still underpredict the LW intensity that would have accompanied reionization
by z = 9. Additionally, all models suggest that at z . 15 − 20, the average LW
radiation field is large enough to completely suppress cooling and star formation
in halos with Tvir < 104 K.
Furthermore, as discussed in Ahn et al. (2009) and Holzbauer & Furlanetto
(2012) (see also Dijkstra et al. 2008), the LW radiation field is expected to be very
spatially uniform around the time of reionization, in the sense that isolated re-
gions with JLW,21 significantly above or below the mean were extremely rare. This
homogeneity increases with decreasing redshift and increasing spatial scale. Com-
pared to this spatially homogenous LW radiation feedback, chemical enrichment of
the IGM by galactic outflows has been suggested to be extremely inhomogeneous
(e.g., Scannapieco et al. 2002, Tornatore et al. 2007, Trenti et al. 2009). This suggests
that the scenario we explore in this work, a chemically pristine atomic cooling halo
subjected to a strong LW background, is a physically plausible scenario for the for-
mation of metal-free stellar clusters.
98
3.7.2 Internal Feedback
This work focused on the impact of an external LW radiation background
and its effect on star formation in metal-free atomic cooling halos. However, once
a starburst begins, LW and photoionizing radiation feedback from internal sources
will likely impact subsequent star formation. Glover & Brand (2001) explored the
conditions under which a metal-free gaseous clump exposed to LW radiation can
continue to collapse and form stars. They argue that star formation in gas clumps
will be suppressed if the H2 photodissociation time, tdis, is shorter than the free-
fall time of the clump. Glover & Brand (2001) derived that tdis for a spherical,
homogeneous cloud of density n, mass M , and distance D from a source which
produces N˙dis LW photons per second is given by
tdis = 20xH2n
2/3M
1/3
solarD
2
pcf
−1
dis f
−1
abs
(
N˙dis
1048 s−1
)−1
yrs (3.32)
where fabs is the fraction of incident photons which are actually absorbed by the
cloud, fdis is the fraction of H2 excitations by a LW photon which result in a suc-
cessful dissociation, and Msolar and Dpc are measured in units of M and parsecs,
respectively. Considering the simulation here, a clump at a distance of ∼ 1 pc
from the source of LW photons (which we take to be the sink particle) has a char-
acteristic mass on order of the Jeans mass ∼ 3000M, density ∼ 105 cm−3, and
an H2 abundance ∼ 10−3. If we reasonably assume that the central sink particle
forms roughly ten 10M stars (see Section 3.5) the LW photon production rate is
N˙dis ≈ 1048 s−1. The resulting H2 photodissociation time tdis ≈ 6×104 yrs assuming
that fdis = fabs = 0.1. The free-fall time is tff(105 cm−3) ≈ 1.5 × 105 yrs, therefore
this clump will have its primary cooling agent, H2, photodissociated and thus its
further collapse suppressed.
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Figure 3.13 Gas density as a function of distance from the sink particle 105 years
after sink particle formation colour coded by the mass-weighted H2 abundance.
The required density for a given clump’s free-fall time to equal its H2 dissociation
time is also shown by the solid lines, that were computed assuming all clumps have
a mass of 3000M ≈MJ and and H2 abundance of xH2 = 10−3. The different solid
lines correspond to three different choices for the LW photon production rate N˙dis:
1049 s−1 (top) is appropriate for a single 100M star, 1048 s−1 (middle) for ten 10M
stars, while 1047 s−1 (bottom) would be the rate from ten 5M stars. Assuming a
homogeneous clump, its density must lie above a solid line for its collapse to occur
before its supply of H2 is exhausted by photodissociation.
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In reality, the effect of LW feedback on nearby collapsing clumps will de-
pend strongly on their distances from the radiation source and on the level of pre-
condensation in the gas, i.e., how dense the clump is when the neighboring LW
source turns on. In Figure 3.13 we show the radius and density dependence of the
H2 abundance in cells with xH2 > 10
−5 at a time 105 years after sink particle for-
mation, roughly the Kelvin-Helmholtz time of massive stars that would be the pri-
mary producers of LW photons. The cells are colour coded by their H2 abundance.
We also show the density where tff = tdis for three different choices of the LW pho-
ton production rate. To derive this density, we assume that collapsing clumps have
a total mass of 3000M,1 H2 abundance of 10−3, and that fdis = fabs = 0.1. Evi-
dently the effect of LW radiative feedback on subsequent star formation is a strong
function of N˙dis and the source distance. If star formation which occurs in the sink
particle results in a LW photon production rate of N˙dis ≈ 1048 s−1, it is clear from
Figure 3.13 that further collapse and star formation will be strongly suppressed in
the uncollapsed fraction of the self-shielding core, even given the large simplifica-
tions we have made in this analysis. This may have an adverse effect on the overall
star formation efficiency and detectability of these systems.
3.7.3 Direct JWST Observations of a Metal-Free Stellar Population
Since the basic characteristics and formation mechanisms of the first cosmic
structures are very uncertain, one of the main goals of future observations with the
JWST is to observe light from the first stars and galaxies. By modeling metal-free
synthetic stellar spectra, Zackrisson et al. (2011) determined JWST exposure limits
and colour criteria for high-redshift, metal-free galaxies. Given the uncertainties
1We note that the clumps visible in Figure 3.13 at ∼ 0.5 pc and ∼ 1.5 pc are in fact not Jeans
unstable and have masses well below 3000M. This downward mass revision will decrease their H2
photodissociation time which depends weakly on mass, tdis ∝M1/3.
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of these sources, Zackrisson et al. (2011) explored a large parameter space defined
by the shape of the stellar IMF, nebular emission strength, stellar population age,
stellar mass, and formation redshift. Their most optimistic scenario involves a 3
Myr old stellar population with an extremely top-heavy IMF (dn/dM ∝M−2.35 for
50 < M/M < 500) and maximal nebular emission, requiring a vanishing escape
fraction of ionizing radiation, fesc = 0. At z = 10, a cluster with stellar mass
M∗ ≈ 105M and the above characteristics would just be detectable (at 10σ) with
JWST in ultra-deep (100 hr) broadband exposures.
Given our finding that ≈ 1.5 × 104M of cold gas becomes available for
star formation in an atomic cooling halo at z ≈ 12.1 exposed to a LW intensity of
J21 = 100, it seems extremely unlikely this starburst could be detected by JWST,
even if 100% of the mass turns into stars with an extremely top-heavy IMF. It is
conceivable, however, that a weaker UV background could still have suppressed
star formation until the assembly of an atomic cooling halo, but could have allowed
for a larger global star formation efficiency. An inspection of Figure 3.12 suggests
that a background LW intensity JLW,21 & 1, at least for z . 30, would have fully
suppressed star formation in halos not capable of atomic cooling.
To get a sense of how the mass of cold gas depends on J21, we proceed
as follows. First, recall Equation (3.18) which expresses the density at which H2
cooling becomes effective, ncool, as a function of J21 and xe. This cooling density
partially determines the mass of cold T . 103 K gas, Mcold, available for the first
burst of star formation. Once a halo reaches the atomic cooling limit, the accretion
rate of gas onto the self-shielding core, M˙cold, will not a strong function of J21. With
this, we can estimate the cold gas mass asMcold ≈ M˙cold tff(ncool) ∝ J−1/321 x1/3e . The
abundance of free electrons would be higher at lower densities, but by how much
is difficult to determine given the highly non-equilibrium electron abundance. For
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example, if xe is 10 times higher than in our simulation at ncool and if J21 = 10,
the mass of cold gas would be Mcold ∼ 102/3 × 1.5 × 104M ≈ 7 × 104M. If
we furthermore assume a relatively high star formation efficiency, f∗ = 0.1, which
represents the fraction of cold gas that will eventually turn into stars, we find a
total stellar mass of M∗ ∼ f∗Mcold ∼ 7000M. Even if these stars form with an
extremely top-heavy IMF, a possibility recent simulations suggest is unlikely (e.g.,
Stacy et al. 2010, Clark et al. 2011b, Greif et al. 2011), the analysis of Zackrisson et al.
(2011) implies this cluster will not be detectable with the JWST.
One effect, however, which may render these targets within the JWST de-
tection limit is gravitational lensing. Low-redshift galaxy clusters are capable of
magnifying high-redshift sources by factors of µ ∼ 10 − 100. Indeed, the recently
discovered z ≈ 9.6 galaxy MACS 1149-JD1 (Zheng et al. 2012) is gravitationally
lensed by a foreground galaxy cluster with a magnification factor of µ ≈ 14, though
lensing was not strictly required for its detection. To this end, Zackrisson et al.
(2012) estimated the conditions under which the JWST could detect gravitationally
lensed, metal-free stellar populations behind the z ≈ 0.546 galaxy cluster MACS
J0717.5+3745, an ideal gravitational lens for high-redshift stellar sources. Mock
halo catalogs of metal-free galaxies, generated with the methodology of Trenti et al.
(2009), were simulated to lie beyond this particular galaxy cluster and the expected
number of metal-free stellar populations as a function of limiting magnitude was
generated. The primary source of uncertainty in these estimates is , the efficiency
of Pop III.2 star formation, defined as M∗,popIII.2 = Mhalo(Ωb/Ωm). This efficiency
could be broken down as  = f∗fcold, where fcold is the fraction of a halo’s baryonic
mass which is cold and available for star formation and f∗ is, as before, the fraction
of cold gas that will eventually become incorporated into stars.
Zackrisson et al. (2012) find that with efficiencies as low as  ≈ 10−3, clus-
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ters of metal-free stars with moderately top-heavy IMFs, Mchar = 10M, will be
visible in deep JWST lensing surveys around MACS J0717.5+3745. Our optimistic
J21 = 10 scenario, described above, results in an efficiency  ≈ (7000M/3 ×
107M)(Ωm/Ωb) ≈ 10−2.9. Thus, according to the estimates of Zackrisson et al.
(2012) and our relatively crude estimate for the Pop III.2 star formation efficiency,
it appears that JWST will marginally detect metal-free stellar populations in deep,
foreground cluster lensing enhanced surveys. This conclusion, though, is very ap-
proximate and more detailed studies are needed to fully assess the observational
prospects for detecting these primitive, low luminosity stellar clusters.
3.8 Summary and Conclusions
We have performed a high-resolution cosmological simulation focused on
the collapse of metal-free gas in a region of the Universe subjected to a strong
molecule-dissociating Lyman-Werner background. We resolved densities up to
108 cm−3 and length scales down to ∼ 1000 AU. This simulation utilized a fully
non-equilibrium primordial chemistry network coupled with a non-local column
density calculation to accurately compute the H2 and HD photodissociation rates.
Additionally, our use of sink particles allowed us to evolve the simulation for many
free-fall times past the first gravitational collapse.
Here we summarize the main findings of this work:
• With a LW intensity J21 = 100 in a 1 Mpc3 (comoving) box, effective H2 cool-
ing first occurs in a 3 × 107M halo at z ≈ 12.1. This cooling results in a
thermal instability and a cold, dense core develops in which H2 shields itself
from LW radiation. Upon sink particle creation at n = 108 cm−3, the central
core containing self-shielding, cold gas has a mass of ∼ 104M, characteris-
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tic size ∼ 5 pc, temperature ∼ 400 K, mean rms velocity vrms ≈ 6 km s−1, and
Mach number ≈ 2. Mach numbers increase to ≈ 2− 4 within 3.5× 105 years.
• Within the inner ∼ 10 pc of the halo, the gas flow becomes supersonic only
when H2 cooling becomes effective. The gas density PDF in the cold, self-
shielding gas is approximately log-normal and has a width consistent with
the turbulent Mach number of the flow given expectations derived from ide-
alized simulations in which turbulence is driven by a mixture of solenoidal
and compressive forcing. With time, the density PDF acquires a high density
power-law tail as self-gravitating gas decouples from the turbulent flow.
• The rate of gaseous collapse on scales comparable to the size of the self-
shielding region is suppressed compared to what would be expected if all the
gas in the self-shielding core was collapsing at its free-fall rate. By the time
the sink particle grows to ∼ 6% of the total mass of the self-shielding cloud,
no other sinks have formed, suggesting any additional sites of fragmentation
remain unresolved in the simulation. We find an upper-limit to the star for-
mation rate per free-fall time of SFRff ≈ 0.1 on scales of ∼ 10 pc. We argue
this is due to the additional effective pressure provided by infall-driven su-
personic turbulence on large scales and centrifugal support on smaller ones.
• HD cooling was found to be thermodynamically insignificant for the entirety
of the gas evolution. We attribute this to partial photodissociation of H2 and
the low free electron fraction when H2 cooling becomes significant. Given
the relatively low LW intensity needed for HD formation to be suppressed,
JLW,21 ∼ 0.1, in comparison with the relatively high intensity required to de-
lay gaseous collapse until the formation of atomic cooling halos, JLW,21 ∼ 10,
it seems unlikely that HD cooling is ever significant in Pop III.2 star forma-
tion, at least in the scenario explored here.
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• Given the similarities between the thermodynamic behavior of Pop III form-
ing halos with and without LW feedback, and the complete absence of signif-
icant HD cooling in both cases, we suggest that Pop III.2 star formation de-
layed by LW radiation is very similar to Pop III.1 star formation. Additionally,
the similarities of our results with other simulations that probed higher den-
sities and smaller spatial scales (e.g., Stacy et al. 2010, Clark et al. 2011b, Greif
et al. 2011) seem to suggest that Pop III.2 stellar masses in the LW-delayed
mode are likely comparable to Pop III.1 masses, ∼ 1 − 40M, possibly even
lower.
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Chapter 4
Clustered Star Formation and the Influence of Metal Line
Cooling1
4.1 Introduction
The process of star formation is extremely complex, with gas thermody-
namics, supersonic turbulence, self gravity, magnetic fields, and stellar feedback all
playing important roles on a variety of spatial and temporal scales. It is observed
that the vast majority of present-day stars form as part of small associations or
clusters inside supersonically turbulent molecular clouds (e.g., Lada & Lada 2003).
The stellar initial mass function (IMF) peaks around ∼ 0.1 − 0.5M (e.g., Kroupa
2002, Chabrier 2003) and has a power-law tail extending to larger masses (Salpeter
1955). Compared with the free-fall time evaluated at the characteristic density of
the parent molecular clouds, star formation is a slow and inefficient process (e.g.,
Zuckerman & Evans 1974, Evans et al. 2009). Any comprehensive theory of star for-
mation should be able to explain these characteristics in a single unified framework
(see McKee & Ostriker 2007).
Supersonic turbulence, along with self-gravity, is believed to be the main
process controlling star formation (Mac Low & Klessen 2004). It creates a com-
plex, self-similar network of sheet-like and filamentary shock compressed density
fluctuations. When one of these fluctuations becomes Jeans unstable it collapses
1This chapter has been published as Safranek-Shrader, C., Milosavljevic, M., Bromm, V., 2014,
MNRAS, 438, 1669. M. Milosavljevic and V. Bromm supervised the project.
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and forms one, or possibly many, protostellar objects (Elmegreen 1993, Padoan &
Nordlund 1999, Mac Low & Klessen 2004). This process is known as ‘gravoturbu-
lent fragmentation’ and is pivotal for understanding how stars and stellar clusters
form. The character of turbulence (Klessen et al. 2000, Klessen 2001a, Padoan &
Nordlund 2002), cloud geometry (Bonnell & Bastien 1993), rotation level, and mag-
netic field strength (Heitsch et al. 2001, Va´zquez-Semadeni et al. 2005, Padoan &
Nordlund 2011, Federrath & Klessen 2012) will all influence gas fragmentation.
The thermodynamical behavior of collapsing turbulent gas, set by various heat-
ing and cooling processes, is also crucial in moderating fragmentation (e.g., Lar-
son 1985, 2005). In simulations utilizing a polytropic equation of state, P ∝ ργ ,
Li et al. (2003) demonstrated that the degree of fragmentation increases with de-
creasing polytropic exponent γ (corresponding to an increase in the gas cooling
rate). Jappsen et al. (2005) further demonstrated that the characteristic fragmenta-
tion mass scale is approximately the Jeans mass at the point where γ first exceeds
unity after dipping below unity. Variations in γ have also been shown to have
strong effects on gas morphology (e.g., Peters et al. 2012), the gas density proba-
bility distribution function (PDF) of supersonically turbulent gas (Scalo et al. 1998,
Va´zquez-Semadeni et al. 2006), and may also affect the shape of the stellar IMF
(Spaans & Silk 2000).
The theory of Galactic star formation is only partially applicable to the for-
mation of the first, so-called Population III (Pop III), stars (reviewed in Bromm
2013). These objects formed in 105−6M dark matter ‘minihaloes’ at redshifts
z ∼ 15 − 40 (Couchman & Rees 1986, Haiman et al. 1996, Tegmark et al. 1997).
Given the complete lack of metals, gas cooling was provided by molecular hydro-
gen (H2), a relatively inefficient cooling agent. The thermalization and energy spac-
ing of the lowest rotational levels of H2 set a characteristic density, n ∼ 104 cm−3,
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and temperature, T ∼ 200 K, where primordial gas ends its initial free-fall collapse
phase. Simulations have shown the resulting star-forming clumps to have masses
& 100M, in accord with the Jeans mass at this point (Abel et al. 2000, Bromm
et al. 2002, Yoshida et al. 2006, O’Shea & Norman 2007). The final stellar mass is
determined by subsequent accretion onto the initial protostellar hydrostatic core.
Recent simulations revise this characteristic mass downwards by showing that the
Pop III protostellar disk can fragment at high densities (Machida et al. 2008, Stacy
et al. 2010, Greif et al. 2011, 2012, Clark et al. 2011a,b), or that prostostellar radiation
can suppress gas accretion (Stacy et al. 2012, Hosokawa et al. 2011, Susa 2013), but
still support the general conclusion that Pop III stars were typically more massive
than later stellar generations.
What caused the transition from solitary, high-mass Pop III star formation
to clustered, low-mass star formation is an important open question in cosmology.
The introduction of metals by the first supernovae is generally thought to have
driven the transition, given the enhanced cooling and thus fragmentation in metal-
enriched gas. This idea was explored in Omukai (2000) who showed an increase
in metallicity leads to larger cooling rates and thus lower temperatures during
gaseous collapse. Bromm et al. (2001) found that when metallicity is greater than
a critical metallicity of Z ≈ 10−3.5 Z, gaseous fragmentation occurs due to metal
fine-structure line emission. Later studies that explored a metal fine-structure ‘line
induced’ Pop III-II transition (e.g., Bromm & Loeb 2003b, Santoro & Shull 2006,
Smith & Sigurdsson 2007, Safranek-Shrader et al. 2010) all found similar values for
the metallicity needed for the star formation to transition to an efficiently fragment-
ing mode.
A separate set of studies suggest that the Pop III-II mode transition is not
induced by metal line emission, but instead by the thermal coupling of gas and dust
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grains (e.g., Omukai et al. 2005, Schneider et al. 2006, Clark et al. 2008, Dopcke et al.
2011, 2013). This ‘dust induced’ fragmentation occurs at a much higher density,
n ∼ 1010−12 cm−3, than line-induced fragmentation when the thermal Jeans mass
is of order of 0.1 − 1M. Studies have shown that the metallicity needed for dust-
gas coupling to significantly affect the gas thermodynamical evolution and induce
a star formation transition is Z ≈ 10−6 Z, much lower than the metallicity needed
for a line-induced transition. This depends, though, on the creation, abundance,
and composition of dust at high redshifts (e.g., Dwek & Cherchneff 2011, Schneider
et al. 2012a) which remains very uncertain.
More realistic three-dimensional simulations have also addressed the Pop
III-II transition. Clark et al. (2008), using a piecewise equation of state, showed
dust induced fragmentation does indeed induce solar-mass scale fragmentation at
high densities and emphasized the importance of angular momentum in regulat-
ing fragmentation. Dopcke et al. (2011, 2013) confirmed this finding utilizing a non-
equilibrium chemical network. Starting from cosmological initial conditions, Smith
et al. (2009) suggested the interplay of metal fine-structure line cooling and the
cosmic microwave background (CMB) temperature floor, TCMB = 2.725 K(1 + z),
strongly controls gas fragmentation and leads to three distinct modes of metal-
enriched star formation at high redshifts. The smoothly decreasing CMB temper-
ature sets a lower limit to which gas can radiatively cool, which may regulate the
process of star formation (Clarke & Bromm 2003, Schneider & Omukai 2010) and
imprint observational signatures in the chemical abundances of Galactic metal-
poor stellar populations (Tumlinson 2007, Bailin et al. 2010b). The CMB may also
considerably increase the opacity mass limit for fragmentation given the strong
temperature dependance of the mean dust opacity (Low & Lynden-Bell 1976).
Distinguishing between a dust induced and line induced star formation
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transition can be accomplished by observing chemical abundance patterns in metal-
poor stars. Frebel et al. (2007) compiled observations of metal-poor stars and showed
that none has oxygen and carbon abundances smaller than the critical value needed
for a line induced transition. The recently discovered star of Caffau et al. (2011),
though, has such small carbon and oxygen abundances that only dust cooling in-
duced fragmentation could explain its existence (Schneider et al. 2012b, Klessen
et al. 2012), though the possibility has been raised that its true metal abundance is
higher than observed (MacDonald et al. 2013). Additionally, it should be stressed
that disk fragmentation into sub-solar mass clumps can occur even in completely
metal-free gas (Greif et al. 2011, Clark et al. 2011a), obviating the need for any sort
of metal-enhanced cooling for low mass stellar object production.
Though the level of metal enrichment in gas plays a key thermodynamic
role, numerous other factors likely contributed to effecting the transition to Pop
II star formation. For example, in a series of papers Jappsen et al. (2007, 2009a,b)
argued that there is no metallicity threshold for a Pop III-II transition – instead,
the cosmic hydrodynamic context setting the initial conditions for star formation
will have the largest effect on how fragmentation proceeds. This may be especially
relevant since the first metal-enriched stellar clusters likely formed in atomic cool-
ing haloes, rather than relatively low-mass minihaloes, with potential wells deep
enough to sustain supersonic turbulent motions (e.g., Wise & Abel 2007a, Greif
et al. 2008), though this is dependent on how exactly Pop III stars ended their lives.
The formation of stellar clusters comprised of low mass stars, rather than
solitary massive stars, has profound cosmological implications (Tornatore et al.
2007, Maio et al. 2010, Aykutalp & Spaans 2011, Latif et al. 2012, Wise et al. 2012).
These earliest clusters played a key role in cosmic reionization (Bouwens et al. 2011,
Finkelstein et al. 2012, Kuhlen & Faucher-Gigue`re 2012, Robertson et al. 2013) and
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Figure 4.1 Slices of gas density (left) and temperature (right) when the metallicity
of the gas was first made non-zero. The dashed circle denotes the region in which
the gas metallicity was first set to a non-zero value. Cold accretion streams that
penetrate the virial shock of the halo and account for most of gas accretion are
readily apparent.
may still survive today in the form of metal-poor globular clusters, as part of the
recently discovered ultra-faint dwarf (UDF) Milky Way satellites (e.g., Belokurov
et al. 2007, Frebel & Bromm 2012), or individually as metal-poor stars residing in
the Galactic halo. If sufficiently luminous they are capable of being detected by up-
coming telescopes designed to probe redshifts & 10, such as the James Webb Space
Telescope (JWST) (Pawlik et al. 2011, Zackrisson et al. 2011, 2012, Dunlop 2013). Ad-
ditionally, the long term chemical evolution of a star cluster imprints unique chem-
ical signatures onto its members that will be useful for decoding the enrichment
patterns of the first supernovae (e.g., Bland-Hawthorn et al. 2010).
This work is focused on the process of gas fragmentation, and thus star
formation, in high-redshift atomic cooling haloes that have been enriched to some
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non-zero, but sub-solar, metallicity. We present the results of three high-resolution
cosmological simulations, achieving a spatial resolution of ∼ 0.01 physical par-
secs and maximum physical density of ∼ 106−7 cm−3. We impose a strong Lyman-
Werner (LW) radiation field that photodissociates molecular hydrogen across the
computational box, delaying gaseous collapse until the assembly of a Mvir ≈ 2 ×
107M halo capable of cooling by Lyα line emission at z ≈ 16. When we iden-
tify the conditions for runaway gaseous collapse in a halo, we endow the gas in
its vicinity with a non-zero metallicity and observe the subsequent metal-cooling
induced collapse. At high densities, we introduce sink particles which serve as
proxies for stellar associations that would have formed at gas densities not directly
resolved in the simulations. We evolve this star formation region for multiple free-
fall times to observe the long-term fragmentation process, measure the efficiency
with which gas is converted into stars, and study mass spectrum of high-density
gaseous clumps. Using this approach we aim to better understand the star for-
mation properties of metal enriched gas and the role that metal fine-structure line
cooling plays in the first instances of clustered star formation in the Universe.
We organize this paper as follows. In Section 4.2 we describe our numerical
setup and physical ingredients that enter into our study. In Section 4.3 we describe
the results and analysis of our simulations. In Section 4.4 we discuss the potential
limitations of our simulations. Finally, in Section 4.5 we discuss the implications of
our findings and provide our conclusions.
Throughout this paper we assume cosmological parameters consistent with
the Wilkinson Microwave Anisotropy Probe (WMAP) 7 year results (Komatsu et al.
2011): ΩΛ = 0.725, Ωb = 0.0458, Ωm = 0.275, h = 0.704, σ8 = 0.810, and ns = 0.967.
Additionally, all quantities will be expressed in physical, rather than comoving,
units unless explicitly stated otherwise.
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4.2 Numerical Setup
4.2.1 Parameter Choices and Initial Conditions
We run our simulation using the adaptive mesh refinement (AMR) code
FLASH (Fryxell et al. 2000), version 4. Our cosmological initial conditions are iden-
tical to those used in Safranek-Shrader et al. (2012). Specifically, we use a 1 Mpc3
(comoving) box initialized at z = 145 with a base grid resolution of 1283 and two
nested grids for an effective resolution of 5123. This results in an effective dark
matter particle mass of 230M.
Our grid refinement/derefinement scheme is also identical to Safranek-
Shrader et al. (2012), though now we resolve the Jeans length,
LJ =
(
pic2s
Gρ
)1/2
, (4.1)
by at least 24 grid cells. This comfortably satisfies the Truelove criterion (Truelove
et al. 1997) for avoiding artificial fragmentation, though it may not be sufficient to
resolve the true character of turbulence, particularly small-scale vortical motions
ultimately responsible for magnetic field amplification (Sur et al. 2010, Federrath
et al. 2011, Turk et al. 2012). We derefine the grid if the Jeans length is resolved by
more than 48 grid cells.
When the grid is highly refined, dark matter particles begin to become very
coarsely sampled when their mass is mapped onto the grid for the purpose of the
gravitational potential calculation. To alleviate this we spatially smooth the grav-
itational influence of dark matter (in a manner similar to Richardson et al. 2013)
above a refinement level of 12, resulting in a dark matter smoothing length of
≈ 60 comoving pc. At the redshift at which we study metal-enchanced fragmenta-
tion, this corresponds to 3.7 physical pc, roughly the radial length scale on which
baryons begin to dominate the gravitational potential.
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Figure 4.2 Density-temperature phase diagrams for gas within 50 pc of the densest
point as the first sink particle forms for the 10−4 (top), 10−3 (middle), and 10−2 Z
(bottom) runs. Color corresponds to the gas mass at a given density and tem-
perature. We also show the CMB temperature (red dashed horizontal line) and
the temperature-dependent density threshold for sink particle creation (steep solid
line; see Equation 4.13). Additionally, in the bottom panel, we show lines of con-
stant Jeans mass. In the higher metallicity simulations gas first reaches TCMB when
MJ ∼ 100M, consistent with the typical sink particle mass forming in these sim-
ulations. 115
Because we focus on haloes capable of Lyα cooling, we suppress gravita-
tional collapse in minihaloes that relies on molecular hydrogen cooling. We do this
by including a background Lyman-Werner (LW) radiation field that is capable of
destroying H2 by the two-step Solomon process (Stecher & Williams 1967). The H2
photodissociation rate from LW radiation is (e.g., Abel et al. 1997, Glover & Jappsen
2007)
kH2 = 1.38× 10−12 JLW,21fshield,H2 s−1, (4.2)
where JLW,21 is the radiation intensity at the centre of the Lyman-Werner bands,
12.4 eV, in units of 10−21 erg s−1 cm−2 Hz−1 sr−1 and fshield,H2 ≤ 1 is a dimension-
less factor which accounts for H2 self-shielding. By setting JLW,21 = 100, we effec-
tively guarantee the suppression of cooling in minihaloes at all redshifts of interest
(see Safranek-Shrader et al. 2012). We model the effect of H2 self-shielding in an ap-
proximate way by writing the H2 self-shielding factor as (Draine & Bertoldi 1996)
fshield,H2 = min
[
1.0,
(
NH2
1014 cm−2
)−0.75]
, (4.3)
and approximating NH2 , the H2 column density, as
NH2 = 0.1nH2 LJ, (4.4)
where nH2 and LJ are, respectively, the local H2 number density and Jeans length.
This allows the H2 abundance to increase once metal cooling has allowed the gas
to collapse to high densities (see Wolcott-Green et al. 2011, for a more sophisticated
approach).
4.2.2 Metal Enrichment Strategy
The dispersal of metals synthesized in the first stars is a complicated pro-
cess moderated by the interplay of supernova ejection, gravitational reassembly,
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and turbulent mixing with primordial gas (e.g., Karlsson et al. 2013). The outcome
of primordial metal enrichment is strongly dependent on the mass of the first stars.
A non-rotating, metal-free star with a mass between 140 and 260M is believed to
end life as a highly energetic (Ekin ∼ 1052 ergs) pair-instability supernova (PISN)
(e.g., Heger et al. 2003), though rotationally induced mixing may bring the lower
limit down by nearly a factor of two (Chatzopoulos & Wheeler 2012). Since this
explosion completely disrupts the host minihalo, the onset of metal-enriched star
formation is delayed until a ∼ 108M halo forms around a redshift of ∼ 10 (Wise
& Abel 2008, Greif et al. 2010, Wise et al. 2012) where the metal ejecta would likely
reassemble.
More recent simulations of Pop III star formation, though, have suggested
stellar masses exceeding ∼ 50M are unlikely given radiative feedback that acts
to shut off gas accretion (e.g., Hosokawa et al. 2011, Stacy et al. 2012). These more
moderate mass Pop III stars end their lives as less energetic core-collapse super-
novae that may not completely disrupt the host minhalo. Ritter et al. (2012) sim-
ulated the HII region, supernova, and metal transport from a 40M Pop III star
ending its life as an Ekin = 1051 erg core collapse supernova. While only about
a half metal ejecta expanded beyond the minihalo’s virial radius, within 10 Myr
the ejecta began to fall back into the center of the host minihalo, suggesting the
first burst of metal enriched star formation may have followed closely in the wake
of the Pop III star formation already in cosmic minihaloes (see also Whalen et al.
2013).
With this in mind, to emulate the complex process of metal ejection and
transport in the early Universe, we first run our metal-free cosmological simula-
tion until a halo with a virial temperature of Tvir ∼ 104 K capable of cooling by Lyα
emission has formed in the simulation. At the point at which Lyα cooling is effec-
117
tive enough for gas in the centre of the halo to begin to isothermally collapse, we
increase the metallicity within 1.5Rvir of the halo to a non-zero value, either 10−4,
10−3, or 10−5 Z. Figure 4.1 shows a slice of gas density and temperature through
the selected dark matter halo at this point of virialization and denotes the spatial
region where we increased the metallicity of the gas with a dashed circle.
This idealized approach is not meant to realistically reproduce the results
of simulations that track the injection and transport of metals from the first su-
pernovae, such as Wise & Abel (2008), Greif et al. (2010), and Ritter et al. (2012).
These studies have shown there to be significant metal inhomogenities on kilopar-
sec scales around atomic cooling haloes. Mixing between primordial and metal-
enriched gas, though, is much more effective at higher densities near the centers
of atomic cooling halos. One should be aware, though, that the transport of pas-
sive scalars in grid-based codes is well known to overpredict the diffusion speed
and degree of mixing (e.g., Plewa & Mu¨ller 1999, Ritter et al. 2012). The goal of
the present paper is to isolate the thermodynamic impact of metals on protostel-
lar collapse and star cluster formation. Therefore we opted to perform controlled
numerical experiments separating out potential effects of inhomogeneous metal
dispersal by introducing metals artificially, assuming perfect mixing. Furthermore,
all gaseous fragmentation, the focus of this paper, occurs within a ∼ 5 parsec re-
gion in the centre of the target halo well after the metals are introduced (t ∼ 4 Myr)
where turbulent motions are expected to homogenize metals on the order of a dy-
namical time. We discuss the possible implications of this idealized approach in
Section 4.4.
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4.2.3 Chemical and Radiative Processes
We employ a non-equilibrium chemistry solver that tracks the abundances
of the following primordial chemical species: H, H−, H+, e−, H2, H+2 , He, He
+,
He++, D, D+, and HD. We additionally include the following gas-phase metal
species: C, C+, Si, Si+, O, and O+ with the solar abundance pattern. Even a modest
intergalactic ultraviolet (UV) radiation field is effective in keeping species with a
first ionization potential less than 13.6 eV, such as carbon and silicon, singly ion-
ized. Above 13.6 eV, it is a reasonable assumption that neutral hydrogen signif-
icantly attenuates the radiation field, especially before the epoch of reionization.
We include this effect in our chemical network by setting the photoionization rate
of neutral carbon and silicon to values corresponding to our choice of the LW back-
ground, JLW,21 = 100, assuming a T = 104 K blackbody spectral shape. The ion-
ization state of oxygen is determined by collisional processes since its ionization
potential is above that of neutral hydrogen’s and thus does not experience a signif-
icant photoionizing flux.
In low density (n < 108 cm−3) molecule-free gas, the most significant ther-
modynamic effect from heavy elements is fine-structure line emission from forbid-
den transitions of carbon, oxygen, and silicon. To model fine structure cooling, we
follow the method of Glover & Jappsen (2007), which we briefly review here.
For a given metal fine-structure coolant, the net volumetric energy rate of
change due to photon emission and absorption can be written as
e˙ = Γ− Λ, (4.5)
where Λ and Γ are, respectively, the volumetric cooling and heating rates due to all
available electronic transitions, stimulated emission, and absorption. The cooling
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rate for a single fine-structure coolant can be written as
Λ =
∑
i→j
(Aij +BijIij)hνijni, (4.6)
and the heating rate as
Γ =
∑
j→i
BjiIijhνijnj , (4.7)
where Aij is the Einstein coefficient for spontaneous emission for the transition
from level i → j, Bij is the Einstein coefficient for stimulated emission (i > j)
or for absorption (i < j), hνij is the energy difference between levels i and j, Iij
is the radiation intensity at frequency νij , and ni is the number density, or level
population, of ions in state i.
We solve for the level populations, ni, by assuming statistical equilibrium,
ni
∑
j 6=i
Rij =
∑
j 6=i
njRji, (4.8)
where the sum runs over all possible transitions and
Rij =
{
Aij + Cij +BijIij if i > j ,
Cij +BijIij if i < j .
(4.9)
Here, Cij represents the total rate of collisional de-excitations (i > j) or excitations
(j > i). The collisional de-excitation rate is given by
Cij =
∑
k
γij,knk, (4.10)
where γij,k is the collisional de-excitation rate for collisions with species k and nk
is the number density of the collider. We use the de-excitation rates (and other
atomic data) given in Glover & Jappsen (2007) which include collisions with neutral
and molecular hydrogen, protons, and electrons as sources of excitations and de-
excitations. Finally, the excitation and de-excitation rates are related by (for i > j)
Cji = Cij
gi
gj
exp
(
−hνij
kBT
)
, (4.11)
120
Figure 4.3 Snapshots showing mass-weighted line-of-sight density projections
from the 10−2 Z run. Black circles represent sink particles, with the circle radius
equal to the particle accretion radius. The top left panel shows the state of the sim-
ulation just before sink particle formation. After the gas has reached the CMB tem-
perature, thermal instability and strong, quasi-isothermal shocks produce a sheet-
like morphology (seen face-on in the top-left panel) and filamentary striations.
These features are transient and within ∼ 2 Myr the star-forming cloud becomes
more disordered and has an apparent net rotation. The consecutive snapshots from
left-to-right and top-to-bottom are separated by a time interval of 0.8 Myr.
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Figure 4.4 Same as Figure 4.3 but for the 10−3 Z run.
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where gi is the statistical weight of level i and T is the gas temperature.
This formulation of metal fine-structure line cooling implicitly includes a
CMB imposed temperature floor by including photon absorption terms with a ra-
diation intensity Iν = Bν(TCMB). Below TCMB, fine-structure cooling becomes
heating via CMB photon absorption. For other coolants, notably HD, we use an
effective cooling rate of the form
Λeff(T ) = Λ(T )− Λ(TCMB) , (4.12)
which mimics the effect of the CMB temperature floor.
4.2.4 Sink Particles
We utilize sink particles to follow the evolution of gas undergoing gravi-
tational collapse over multiple free-fall times. Sink particles were originally intro-
duced by Bate et al. (1995) in smoothed-particle hydrodynamics (SPH) simulations
and were first adapted into a grid-based Eulerian setting by Krumholz et al. (2004).
By accreting gas directly from the grid, sink particles effectively impose an upper-
limit on gas density and a lower-limit on the simulation timestep. Without sink
particles, the timestep would become prohibitively short as gas reached increas-
ingly high densities.
The limitations of the sink particle approach have been discussed exten-
sively in the literature (e.g., Bate et al. 2003, Bate 2009, Bate et al. 2010, Federrath
et al. 2010a). According to the original implementation of Bate et al. (1995), when
a sink particle forms all SPH particles within its accretion radius are removed and
their mass is added to the new sink particle. This results in a sharp pressure dis-
continuity around the sink particle and can lead to grossly overestimated accretion
rates for subsonic gas flow. This problem can be overcome by imposing a boundary
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pressure at the sink particle accretion radius or by gradually, rather than instanta-
neously, accreting SPH particle mass (Hubber et al. 2013). This problem is not as
severe in Eulerian implementations, like ours, since sink particle formation and the
subsequent gas accretion does not result in a sharp pressure discontinuity. Other
limitations include the effects of treating sink particles as softened extended objects
and issues concerning angular momentum conservation and viscous torques dur-
ing gas accretion. Finally, it should be stressed that inside the accretion radius of
a sink particle all knowledge of the flow is lost and unless sinks form at a density
much greater than the opacity limit for fragmentation, which is not the case in the
present simulation, there is the possibility of unresolved sub-fragmentation.
We use the sink particle implementation from Safranek-Shrader et al. (2012),
which is originally from Federrath et al. (2010a), with slight modifications. Specifi-
cally, we no longer use a constant density cutoff for sink particle formation. Instead,
we utilize a criterion similar to that in Krumholz et al. (2004) where the sink par-
ticle formation is triggered by the failure to properly resolve the Jeans length. By
mandating that the Jeans length (Equation 4.1) be resolved by at least N grid cells,
we can write the density threshold for sink particle creation as
ρJ =
pic2s
GN2∆x2
, (4.13)
where cs is the sound speed and ∆x is the physical grid size at the highest level of
refinement (lmax = 20). In practice, we always resolve the Jeans length by 24 grid
cells until the highest level of refinement is reached where we set N = 4 for sink
particle creation. If a cell has density ρ > ρJ we flag it and perform a series of ad-
ditional checks for sink particle creation. These include checking for convergence
of the gas flow, ∇ · v < 0, that the cell is a local gravitational potential minimum,
and that a small control volume around the cell (typically 2 – 3 cells) is gravitation-
ally bound. These checks have been shown to be very important for avoiding the
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spurious creation of sinks by structures not undergoing runaway free-fall collapse
(Federrath et al. 2010a). If all these conditions are fulfilled, a sink particle is created
in the cell centre. The sink’s initial mass (ρ−ρJ)∆x3 is deducted from the cell mass,
effectively capping the cell density at ρJ. Gas accretion onto existing sink particles
is handled in a similar way; cells with ρ > ρJ inside a sink particle’s accretion ra-
dius, racc, have a portion of their mass transferred to the sink particle if the gas
is gravitationally bound to the sink particle and the radial component of the cell’s
velocity is directed towards the sink.
We evolve the systems for∼ 4 Myr past the formation of the first sink parti-
cle. It is important to note that sink particles do not represent individual stars. In-
stead, sink particles are utilized as a computational tool making it possible evolve a
self-gravitating, collapsing system for many free-fall times. In physical terms, they
are approximately related to a pre-stellar core or clump that is destined to become
a small stellar association (e.g., Bergin & Tafalla 2007). The properties of the sink
particles, such as spatial distribution, mass, and accretion rates, thus do have phys-
ical significance. Higher-resolution studies are in progress that will shed light on
the high-density fragmentation behavior of the sinks.
In the simulations here we take the sink accretion radius to be the Jeans
length (Equation 4.1) at the highest level of refinement, racc = 4∆x = 0.06 pc ≈
12, 000 AU, where ∆x is the cell spacing at the highest level of refinement. The soft-
ening length for the sink-gas gravitational interaction is set to rsoft = racc/2 to en-
sure that the gravitational softening does not interfere with accretion onto the sink.
Sink-sink interactions are softened when the distance between the two particles is
less than ∆x/2 = racc/8. While the density threshold ρJ is temperature dependent,
we note that at a typical temperature of 50 K ≈ TCMB(z = 16), the threshold is
ρJ = 6.3 × 10−18g cm−3. Finally, we do not allow merging between sinks, even
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Figure 4.5 Same as Figure 4.3 but for the 10−4 Z run. The snapshots are approxi-
mately 2 Myr apart. Differences between this and the higher metallicity runs (Fig-
ures 4.3 and 4.4) are evident. Here, only a single sink forms and is surrounded by
a non-fragmenting gas disk of radius ∼ 0.5 pc.
if the sink particles are gravitationally bound to each other. We comment on the
validity of this choice in Section 4.4.
4.3 Results
As in Safranek-Shrader et al. (2012), a spatially constant LW background
with intensity JLW,21 = 100 strongly suppresses the formation of H2 and thus pre-
vents the collapse of gas in haloes unable to cool by atomic Lyα emission. Once a
halo grows massive enough so that its virial temperature is Tvir ≈ 104 K, gas begins
to isothermally collapse at T ∼ 8000 K. When gas reaches a density of ∼ 100 cm−3,
we increase the gas metallicity within ∼ 500 pc of the halo’s point of maximum
density to a constant, non-zero value. This occurs at a redshift of z = 15.8 in a halo
with virial mass Mvir = 1.4× 107M, maximum circular velocity vcirc = 12 km s−1,
and virial radius rvir ≈ 350 pc. The halo at this point is shown in the top panels of
Figure 4.1.
We choose three different values for this metallicity, Z = 10−2, 10−3, and
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10−4 Z. The limiting values bracket the metallicity needed for metal fine-structure
lines to significantly alter the thermodynamic evolution of gas and promote frag-
mentation (e.g., Bromm et al. 2001). They are also physically reasonable given the
expected generation and dispersal of metals in the first star forming halos (e.g.,
Wise & Abel 2008, Greif et al. 2010, Ritter et al. 2012), and the metallicities of lo-
cal, metal-poor ultra-faint dwarf spheroidal galaxies (e.g., Kirby et al. 2011, Frebel
& Bromm 2012). The three simulations discussed here are identical except for the
value of the metallicity.
4.3.1 Overall Evolution
In all three simulations, the non-zero metallicity greatly enhances the cool-
ing rate. The dominant cooling processes are fine-structure line emission by O and
C+. The onset of enhanced cooling allows the gas in the halo’s center to cease its
quasi-hydrostatic isothermal contraction and begin a collapse where temperature
decreases with increasing density. In the 10−2 and 10−3 Z runs, the metal cool-
ing induced collapse proceeds isobarically, remaining in pressure equilibrium with
the surrounding warm halo gas. In the 10−4 Z run radiative cooling is not as ef-
ficient and the collapsing gas is overpressurized with respect to the surrounding
gas. Therefore the collapse takes longer, by roughly a factor of two, for sink par-
ticles to form in this simulation compared with the higher metallicity runs. Gas
in both the 10−2 and 10−3 Z runs reaches the CMB temperature, TCMB ∼ 50 K,
in approximately one local free-fall time, although the larger cooling rate in the
10−2 Z run leads to much stronger CMB coupling and nearly isothermal evolu-
tion for 104 cm−3 < n < 106 cm−3. In the 10−4 Z run, the gas temperature remains
above TCMB, instead reaching a minimum temperature of T ∼ 100 K. Eventually,
gas in all three simulations reaches the density for sink particle formation given
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Figure 4.6 Various characteristic time scales as a function of gas density in the 10−4
(top), 10−3 (middle), and 10−2 Z run (bottom). Shown is the free-fall time (solid
black line), the sound crossing time of the pressure scale height (red dashed line —
see text), the compression time (green dot-dashed line — see text) and the cooling
time tcool = 3nkBT/2Λ (blue solid line enclosed by a thicker line). The color of the
thicker line enclosing the cooling time indicates the identity of the most effective
coolant. Light blue refers to metal line cooling, light red is the cooling by H2 and
HD, and green is Lyα cooling.
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in Equation 4.13. We show density-temperature phase plots at the time of the first
sink particle formation in Figure4.2. Past the formation of the first sink particle we
evolve each run for ≈ 4 Myr. Given the characteristic density of the cold, dense
regions in each run, n ∼ 104 cm−3, this corresponds to roughly eight free-fall times.
In this time period, fragmentation was widespread in the 10−2 and 10−3 Z runs
which formed 11 and 9 sink particles, respectively. Only one sink particle formed
in the 10−4 Z run.
4.3.1.1 Morphology and Density Evolution
The subsequent collapse in the 10−2 Z run becomes nearly isothermal at
a density of n ∼ 103 − 104 cm−3 and T = 45 K = TCMB. The resulting structure
is a cold, dense pocket of gas embedded within the turbulent, hot (T ∼ 104 K) gas
of the halo. This cold, dense region contains approximately 400M in gas and is
∼ 1−2 pc in physical size. Compression of the cold by the warm medium produces
a strong, quasi-isothermal shock with Mach number M ≡ v/cs ∼ 3. The mor-
phology of the cooled region evolves from roughly spherical to sheet-like and is
seeded with filamentary density perturbations. These are the well known ‘thermal
pancakes,’ an outcome of nonlinear effects developing in the aftermath of thermal
instability (e.g., Kritsuk & Norman 2002). We see this in projection in the top-left
panel of Figure 4.3 — in this view the sheet-like compressed region is seen face-on.
The filamentary morphology is created entirely by the strong shock and resulting
instabilities after the gas hit TCMB. We note this is very similar to the model in
which cold atomic and molecular clouds form as a result of supersonic flow con-
vergence and thermal instability in a warm neutral medium (e.g., Hennebelle &
Pe´rault 1999, Koyama & Inutsuka 2000, Hartmann et al. 2001, Heitsch et al. 2005,
Va´zquez-Semadeni et al. 2006, Hennebelle et al. 2007, Heitsch et al. 2008).
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The density enhancement from the isothermal shock elevates the peak gas
density to ∼ 105 cm−3. At this point, self-gravity becomes dominant in the highest
density gas and two nearby sites of fragmentation emerge nearly concurrently, sep-
arated by∼ 0.1 pc. This point in the simulation is shown in the top-middle panel of
Figure 4.3. These sites of fragmentation form two sink particles that rapidly create
a tight binary pair. One of these sinks remains the most massive for the remainder
of the simulation. We consider the onset of star formation to correspond to the time
of the first sink particle formation. This occurs 4.8 Myr after the gas metallicity was
assigned a non-zero value and corresponds to one free-fall time when evaluated at
the density triggering metal introduction, n = 100 cm−3.
The morphology of the cold, dense gas changes substantially over the course
of the ensuing ∼ 4 Myr as can be seen in the remaining panels of Figure 4.3. Only
the densest regions, n > 104 cm−3 survive this subsequent hydrodynamic bounce.
Over the first 3.8 Myr after the first sink particle formation, approximately 1700M
of gas becomes incorporated into a total of 11 sink particles, a value that can also
be considered a firm upper limit to the mass in stars that would have formed. Most
of this mass, ∼ 1000M, exists in the two most massive sink particles (the first and
third to form), with masses of 460 and 510M, respectively. The average sink par-
ticle mass is ≈ 145M, though this does include two sink particles whose masses
are 0.2 and 0.4M. These sink masses are near the grid mass resolution of the sim-
ulation (ρ∆x3 ∼ 0.3M), though we argue in Section 4.3.2 that these are genuine
gravitationally collapsed structures and not numerical artifacts. The average accre-
tion rate onto sink particles was ≈ 10−4M yr−1, consistent with a few times the
characteristic accretion rate in gas clumps collapsing after Jeans instability c3s/G
(e.g., Shu 1977, Larson 2003) evaluated at T = 50 K. The sink particles are dis-
tributed in a region of approximately 1 pc in size. We stop the simulation ≈ 4 Myr
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Figure 4.7 Masses of individual sink particles (black lines) and total mass in sink
particles (blue dashed line) in the 10−4 (top), 10−3 (middle), and the 10−2 Z (bot-
tom) runs. Even though the 10−2 and 10−3 Z runs formed similar numbers and
total masses of sink particles, new sink particle formation in the 10−3 Z run effec-
tively ceased after ∼ 2 Myr.
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after the formation of the first sink particle because this is roughly the time scale at
which we would expect stellar radiative feedback to significantly affect the subse-
quent evolution.
The 10−3 Z run is qualitatively similar to the 10−2 Z run. We show the
density evolution for that run in Figure 4.4 and a representative density-temperature
diagram in Figure 4.2(b). At 4 Myr after the formation of the first sink particle there
is a similar number of and amount of mass incorporated in sink particles as in the
10−2 Z run. The gas, as in the 10−2 Z run, hits the CMB temperature floor at a
density of n ∼ 104 cm−3, but, unlike in the higher metallicity run, because of the
smaller cooling rate, begins heating up again at still higher densities. It is diffi-
cult to assess the impact of the CMB temperature floor — one-zone models would
suggest that even in the absence of the CMB, gas at this metallicity would reach a
minimum temperature of T ∼ 50 K (Omukai et al. 2005). Nine sink particles form
within the course of 4 Myr with a total mass of 1450M. Unlike in the 10−2 Z run,
most of the fragmentation occurred in a disk that assembled around the first sink
particle. The disk became locally gravitationally unstable and underwent perva-
sive fragmentation (seen in the top-middle panel of Figure 4.4). This can be con-
trasted with fragmentation resulting from the collapse and break up of filamentary
features in the 10−2 Z run.
Another major difference between the 10−2 and 10−3 Z runs is the amount
of cold gas available for sink particle accretion. As can be seen in the progression
of the panels in Figure 4.4, the dense gas supply is continually diminishing and gas
above a density of n ∼ 104 cm−3 is virtually non existent in the last panel when
sink particles have been accreting for 4 Myr. Quantitatively, after ≈ 4 Myr, there
is 5700M of cold gas (defined such that n > 100 cm−3 and T < 1000 K) in the
10−2 Z run and only 1500M in the 10−3 Z run. Either the sink particles in this
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run are much more effective at accreting gas, or more likely the supply of cold,
dense gas from the halo is unable to meet the demand of sink particle accretion.
We return to this point in Section 4.3.2.
We show the density evolution in the 10−4 Z run in Figure 4.5. We also
show a representative density-temperature diagram in Figure 4.2(a). Gas reaches
a minimum temperature of T ∼ 100 K at n ∼ 104 cm−3 where the Jeans mass is
∼ 1000M. While the initial cooling that prompted the collapse was due to metal
fine-structure emission, H2 did play a significant role due to self-shielding allow-
ing the molecular abundance to increase (see Equation 4.3). This is identical in
many respects to the thermodynamical evolution of collapsing metal-free gas and
likely leads to a similar outcome (see, e.g., Safranek-Shrader et al. 2012). Given
the warmer temperature of the dense gas, the strong shock present in the higher
metallicity simulations was absent following the collapse, the subsequent collapse
remained relatively spherical, and it did not exhibit sheet-like or filamentary den-
sity perturbations. Only a single sink particle formed surrounded by a gravita-
tionally stable, non-fragmenting gaseous disk formed in the simulation. In 4 Myr,
the lone sink particle reached a mass of 520M, had an average accretion rate of
≈ 10−4M yr−1, and a peak accretion rate of ≈ 10−3M yr−1. This is a much
smaller accretion rate than the peak rate found in collapsing primordial gas (e.g.,
Abel et al. 2002, Yoshida et al. 2006, O’Shea & Norman 2007), a discrepancy pre-
dominantly due to the much higher time and spatial resolution in those studies
and their ability to capture the onset of collapse at higher densities. If stellar mass
scale fragmentation occurred at higher densities than resolved in the simulation,
this would result in an extremely compact stellar association, or cluster, with size
less than the sink particle accretion radius, 0.01 pc — this estimate, however, ne-
glects the internal dynamical evolution of the cluster which could eject stars onto
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more extended orbits (e.g., Omukai et al. 2008).
The importance of following the evolution for multiple free-fall times, en-
abled by our use of sink particles, past the first point of collapse becomes evident
from an inspection of the morphology evolution plots (Figures 4.3, 4.4, and 4.5).
This is most apparent in the 10−2 and 10−3 Z runs where the gas morphology at
the point of the first sink particle formation is not at all representative of its longer-
term,∼ 106 yr, evolution. The initial isobaric cooling phase and isothermal collapse
towards sink particle formation produces a dense, compact region with significant
filamentary density perturbations. Within 1 Myr the region containing cold, dense
gas becomes more diffuse. The further evolution, driven by the accretion of gas and
sink particle dynamics produces a disordered, intermittent, filamentary flow mor-
phology, typical of supersonic turbulence (e.g., Kritsuk et al. 2007, Federrath et al.
2010b). The majority of the sink particles, and thus stellar objects, form from den-
sity fluctuations not present at the point of first collapse. The 10−4 Z run, though,
does not experience any significant morphological evolution after sink particle cre-
ation.
4.3.1.2 Characteristic Time Scales
To better understand the differences between the three runs, in Figure 4.6
we show characteristic time scales related to the dynamical and thermal evolution
of the gas. We plot the free-fall time, tff = (3pi/32Gρ)1/2, the compression time,
tcomp = ρ/|∇ · (ρv)|, the sound crossing time, tsound = λP /cs, where λP is the pres-
sure scale length given by λP = P/|∇P |, and the cooling time, tcool = 3nkBT/2Λ.
We choose to treat the sound crossing time as a local quantity since sound waves
need not propagate across an extended region to maintain isobaricity, only across
one pressure scale length. The time scales are computed via mass-weighting in
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logarithmically-spaced density bins. For the cooling time, we additionally denote
the most dominant coolant in the particular density bin (see figure).
Gas is expected to behave quasi-isobarically when tsound . tff , tcool. This is
indeed the case in the 10−2 and 10−3 Z runs at densities between ∼ 10 cm−3 and
∼ 104 cm−3. As evident in Figures 4.2(b) and 4.2(c) the gas cooling from T ≈ 104 K
to TCMB does indeed proceed quasi-isobarically. In the 10−4 Z run, however, the
ordering of time scales is tsound  tff , tcool, suggesting that the gas is overpressured
with the respect to its surroundings, with gravity, rather than ambient warm gas
pressure, driving the compression. This is supported by the density-temperature
slopes in Figure 4.2(a), and by the longer time gravitational collapse took after the
gas metallicity was increased in the 10−4 Z run as compared to the higher metal-
licity simulations. The time scales therefore help explain the different outcomes in
the 10−4 Z run that exhibited no fragmentation and the higher metallicity runs
with pervasive fragmentation.
Figure 4.6 also highlights the relative importance of molecular and metal
cooling (see, e.g., Glover & Clark 2013). When the gas is first endowed with a
non-zero metallicity, the increased cooling rate pushes the gas past a threshold
where it ceases its isothermal collapse and begins an evolution in which temper-
ature decreases with increasing density and the adiabatic index is sub-isothermal,
d lnP/d ln ρ < 1. This increases the H2 self-shielding factor (Equation 4.3), the H2
abundance rapidly increases, and H2 becomes the dominant coolant in each simu-
lation, albeit only over a small range of densities. Once the gas temperature drops
below ∼ 200 K, however, H2 loses its cooling efficacy and metal line-cooling once
again dominates. We note that when H2 is the dominant coolant, its cooling rate is
never more than a factor of ∼ 3 greater than the metal line cooling rate.
The metal abundance, perhaps surprisingly, plays a significant role in reg-
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Figure 4.8 Accretion rates of the first eight sink particles to form in the 10−2 Z
run in the first ∼ 2 Myr. The top and bottom horizontal dot-dashed lines show the
fiducial accretion rate c3s/G evaluated at T = 100 K and T = 50 K, respectively. The
dashed red line is a fit to the first 0.5 Myr of accretion (Equation 4.15) with the value
of fitting parameter τ show at the top of each panel.
ulating the H2 abundance. Our treatment of carbon and silicon as singly ionized
significantly elevates the free electron abundance at densities n > 100 cm−3, an
effect more pronounced in the higher metallicity simulations. In the 10−2 Z run
these additional free electrons actually set a lower limit of xe ∼ 2 × 10−6 on the
free electron abundance. Given that the formation of H2 through the gas phase H−
channel depends sensitively on xe, it is not surprising that the primordial coolant
would depend on the gas metallicity.
4.3.2 Sink Particle Formation, Growth, and Mass Function
We emphasize that the sink particles here do not represent single stars, but
instead are small stellar associations. We take the sink particle mass as a proxy
for the stellar mass of the association. This mass is a firm upper limit as we do
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not include any form of stellar feedback that would likely act to reduce the gas-to-
star conversion efficiency. The total mass accretion rate onto protostellar objects in
one association, which is approximated by the sink particle gas accretion rate, has
implications for protostellar evolution (e.g., Omukai & Palla 2003). We calculate the
sink particle accretion rates by dividing the mass accreted during a timestep by the
length of the timestep. To derive any insight on the nature of individual protostars
we would need to probe higher densities up to the opacity limit for fragmentation
(Low & Lynden-Bell 1976, Rees 1976).
In Figure 4.7 we show the total mass in sink particles over time in the three
simulations. The two higher metallicity runs reach a total sink mass of ≈ 1500M
in 4 Myr. The 10−4 Z run converts roughly a factor of 3 lower gas mass, 500M,
into one sink particle 4 Myr after its formation. In all runs, most of the sink mass
is in a few large mass (> 500M) objects. The average sink accretion rate is ≈
4× 10−4M yr−1 in the two higher metallicity simulations and ≈ 10−4M yr−1 in
the lowest metallicity simulation. The general trend is that the first sink particles
to form remain the most massive, though there are exceptions.
In the 10−2 and 10−3 Z runs, many sink particles appear to permanently
stop accreting after less than ∼ 105 years of growth — this is most apparent in the
middle panel of Figure 4.7. It is possible these ephemerally accreting sink particles
do not represent physical gravitationally bound structures but are numerical arti-
facts; many of their masses lie far below the typical Jeans mass where fragmenta-
tion is likely to set in (MJ ∼ 50−100M). These sinks, though, did pass a stringent
suite of tests for creation (see Section 4.2.4) that includes only forming sink particles
from a gravitationally bound converging gas flow. Thus it seems that these objects
are collapsed physical structures and that their mass growth was terminated by a
physical mechanism, likely strong tidal interactions with more massive sink parti-
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cles, though higher resolution simulations are needed to establish this conclusively.
We can understand the formation and growth of sink particles further by in-
specting their individual accretion rates. In Figures 4.8 and 4.9 we do so for the first
eight sink particles formed in each simulation (except for the 10−4 Z run where
only one sink formed). The individual sink particle accretion rates in the 10−3 Z
simulation are qualitatively similar to the 10−2 Z run and are not shown. We also
show a simple fit meant to capture the accretion rate history of protostellar ob-
jects forming via gravo-turbulent fragmentation suggested by Schmeja & Klessen
(2004),
M˙(t) = M˙0
e
τ
t e−t/τ , (4.14)
where M˙0 and τ are fitting parameters and t is time measured from sink particle
formation. We estimate the quality of the fit similarly to Schmeja & Klessen (2004)
by computing the normalized standard deviation
σ =
√√√√ 1
n− 1
n∑
i=1
[
1− M˙(ti)
M˙fit(ti)
]2
, (4.15)
where M˙fit(t) is the fit from Equation 4.15, M˙(t) is the accretion rate extracted from
our simulations, n is the total number of data points, and we compute σ for a time
period of 5τ for each sink particle. In this 5τ time period, we find σ to be typi-
cally between 0.5 − 0.8. Most sinks possess an initial accretion rate peak which
lasts for ∼ 5 × 104 − 105 years. This peak accretion rate is typically on the order
of M˙J = MJ/tff ∼ c3s/G. In this time period, the sink particle accretes the initial
Jeans unstable gas clump that triggered its formation. In the 10−2 and 10−3Z runs
this mass is between 20− 100M depending on the exact temperature and density
when fragmentation set in. This evolution of the accretion rate can be understood
by considering the initial reservoir of the gas the sink particles accrete as a Bonnor-
Ebert sphere or a Plummer-like density profile consisting of a flat plateau at small
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radii and a power law envelope at larger radii (e.g., Whitworth & Ward-Thompson
2001). This first peak in M˙(t) is the accretion of the flat, inner plateau. For the ma-
jority of the sink particles, this early phase lasting ∼ 0.5 Myr is fit reasonably well
by Equation (4.15) as shown by the small standard deviation, but the fit becomes
significantly worse as time passes and the accretion rate either stays relatively con-
stant or instantaneously drops to zero.
Almost all the sink particle accretion rates show a similar early time (. 0.5
Myr) behavior — a rapid rise to a peak value followed by a drop to a lower (or
zero) accretion rate. It is reasonable to ask whether this general behavior is physi-
cal or is instead a numerical artifact from instantaneous gas pressure loss following
sink particle formation (e.g., Bate et al. 1995). As discussed in Section 4.2.4, Eule-
rian sink particle implementations do not suffer from this issue to the same degree
that SPH implementations do. Additionally, numerous numerical studies of proto-
stellar collapse have found rapidly peaking accretion rates followed by a decrease
(e.g., Hunter 1977, Basu 1997, Whitworth & Ward-Thompson 2001, Motoyama &
Yoshida 2003, Schmeja & Klessen 2004). While it is possible the accretion rates we
measure are slightly overestimated by the reduction of gas density around sink
particles, this general behavior we see is physically expected.
Beyond the first accretion rate peak, many sink particles in the 10−2 and
10−3 Z runs, especially the earliest ones formed, show sustained gas accretion
over many Myr. Others do not display sustained gas accretion but instead have
their accretion terminated within a few 105 years after their formation. This sharp
cutoff in the accretion rates is primarily the result of these sinks experiencing a close
encounter with a more massive sink particle, also seen in idealized simulations
of present-day (e.g., Klessen & Burkert 2000, Klessen 2001b) and Pop III (Clark
et al. 2011a) star formation. These strong dynamical encounters tend to eject less
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massive sinks to the outskirts of the cold gas environment where gas densities are
smaller and accretion is thus lowered or completely shut off. Given the density and
velocity dependence of the Bondi-Hoyle accretion rate, M˙BH ∝ ρv−3, the ejected
sinks effectively stop accreting.
Overall, it seems that the mode of gaseous accretion onto sink particles is
a hybrid between monolithic collapse (e.g., McKee & Tan 2003), where the stellar
mass (and mass function) is ultimately determined by the mass of gravitationally
unstable cores, and competitive accretion (e.g., Bonnell et al. 2001), where stellar
masses are the result of many cores competing for the same reservoir of gas re-
sulting in more massive (though rarer) objects near the cluster center accreting
more such that the ‘rich get richer.’ The less massive sink particles, typically the
latter ones to form, can only accrete a portion of their initial Jeans-unstable gas
clumps before dynamical interactions with other sink particles terminate gas ac-
cretion. Higher mass sink particles from more massive Jeans-unstable clumps and
then continue accreting from the dense gas in the central region of the cluster over
many Myr.
The top panel of Figure 5.4 shows the sink particle mass function at the end
of each run after star formation has progressed for ≈ 4 Myr. The higher metallicity
simulations show a preferred mass scale around ∼ 50M, roughly consistent with
the Jeans mass at the point at which the gas density hits the CMB temperature and
fragmentation is expected to be thermodynamically suppressed. While this mass
function does not represent the final stellar IMF, observations have shown there
to be a connection between the pre-stellar clump mass function and the ultimate
stellar IMF (e.g., Motte et al. 1998, Beuther & Schilke 2004, Andre´ et al. 2010), sug-
gesting that the power-law slope toward higher masses, only marginally evident
in the 10−2 Z run, may translate directly to the slope of the ultimate stellar IMF.
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We caution that the inclusion of radiative feedback from accreting protostars has
the potential to suppress fragmentation and thus alter the resultant mass function,
particularly at the low mass end (e.g., Krumholz et al. 2007, Urban et al. 2010, Bate
2012). The bottom panel of Figure 5.4 shows the mass function in which sink par-
ticles located within each others accretion radius are merged in post-processing
and are only counted as a single particle. Doing this, four sink particles in the
10−2 Z run merge into two sinks, while in the 10−3 Z run only one pair of par-
ticles merges. As is clear, this merging procedure has little effect on the resultant
mass function. Finally, we emphasize that the mass function is sensitive to the res-
olution (which determines the sink particle formation density) and the particular
choice of sink particle parameters (such as the accretion radius and the sink-gas
softening length) as discovered in our initial exploratory simulations.
4.3.3 Density Probability Distribution Function
The gas density probability distribution function (PDF), p(ρ), is defined
such that p(ρ)dρ represents the probability that a given parcel of gas has density
within the range [ρ, ρ+ dρ]. It is particularly sensitive to the character and strength
of turbulence that imprints a specific turbulent signature on the gas density PDF.
We show volume-weighted gas density PDFs for the three simulations and two dif-
ferent times in Figure 4.10. We show the PDF for all gas within the virial radius of
the halo and only for gas with temperature T < 200 K and density n > 100 cm−3,
the latter representing the gas that has cooled and is participating in star formation.
The density PDFs in Figure 4.10 exhibit a number of interesting features.
The high density, cold gas PDFs peak at densities roughly 3 orders of magnitude
higher than that of the full density PDFs. The cold gas PDFs also represent a sig-
nificant ‘bump’ in the full density PDF, mainly seen in the bottom panel. This is
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clearly reminiscent of the density structure in thermally bistable turbulent flows
(e.g., Gazol & Kim 2010, Seifried et al. 2011, Saury et al. 2013). The sharp increase
in the peak density of the cold gas PDF in the 10−4 Z run is due to the T < 200 K
temperature cutoff which was selected with the higher metallicity simulations in
mind, meant to cleanly separate the cold and hot phases that are separated by an
isobarically unstable cooling phase. In the 10−4 Z run, is it not possible to cleanly
distinguish between the ambient halo gas and the cooling gas.
It is well established that supersonic, isothermal turbulence tends to pro-
duce a lognormal gas density PDF (e.g., Vazquez-Semadeni 1994, Scalo et al. 1998,
Passot & Va´zquez-Semadeni 1998, Ostriker et al. 2001, Federrath et al. 2008b). As
in Safranek-Shrader et al. (2012), we write the lognormal distribution as
p(s)ds =
1
(2piσ2)1/2
exp
[
−1
2
(
s− s¯
σ
)2]
ds, (4.16)
where s = ln(n/n0) is the logarithmic density contrast and σ is the lognormal
width. The average of the logarithmic density contrast is related to σ via s¯ = −σ2/2,
effectively reducing Equation 4.16 to a one parameter model. Only the cold gas
PDFs for the 10−2 and 10−3 Z runs 4 Myr after sink particle formation are reason-
ably well fit by the lognormal distribution. We plot a lognormal fit to these two
PDFs in the bottom panel of Figure 4.10. The main deviation from the lognormal
shape is the power-law tail at high density contrasts, understood to be a result of
self-gravity (e.g., Kritsuk et al. 2011) or the peculiar dynamics of bistable turbulent
flows (Gazol & Kim 2010, Seifried et al. 2011, Saury et al. 2013, Federrath & Klessen
2013).
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Figure 4.9 Same as Figure 4.8, but for the 10−4 Z run and smoothed on a 104,yr
time scale. Only one sink particle formed in the simulation.
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Figure 4.10 Gas density PDFs at the onset of sink particle formation (top panel)
and 4 Myr later (bottom panel). We show PDFs from the 10−2 (red lines), 10−3
(green lines), and 10−4 Z (blue lines) runs. We separately plot PDFs computed
using all gas within the virial radius of the halo (dashed lines) and only gas with
T < 200 K and n > 100 cm−3 (solid lines). For the all-gas PDFs, the average density
is n0 ≈ 1 cm−3 at both times. In the bottom panel, we show lognormal fits to the
10−2 and 10−3 Z run cold gas PDFs which have widths of σ = 0.86 and 0.71,
respectively. Power law tails, evident in the top panel and in the 10−4 Z run in
the bottom panel, are an anticipated outcome of self-gravity. In the 10−3 Z run,
however, this power-law tail disappears within ∼ 2 Myr after the first sink particle
formation as the sink particles deplete the cold, dense gas.
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Figure 4.11 Star formation efficiency as a function of time in the three dif-
ferent metallicity runs. We define the star formation efficiency as SFE(t) ≡
Msinks(t)/(Mgas,cold(t) +Msinks(t)) where Mgas,cold is the total mass of gas with tem-
perature T < 1000 K and density n > 10 cm−3. This efficiency measures the effi-
ciency with which the cold and dense gas is being incorporated in stars. Since all
the curves increase with time, the sink particles are depleting the cold gas supply
faster than gas is able to cool, implying that eventually, the star-forming cluster
becomes gas-starved.
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4.3.4 Star Formation Efficiency
As discussed in Section 4.3.2, the lowest metallicity simulation converts less
mass, by roughly a factor of 3, into sink particles than the higher metallicity simu-
lations. Is this smaller mass the result of inefficient accretion of gas that has already
cooled and collapsed, or is it instead due to inefficient cooling and collapse starving
the sink particle? To answer this, we compute the star formation efficiency (SFE),
which we define as
SFE =
Msinks
Msinks +Mgas,cold
, (4.17)
where Mgas,cold is the total mass in gas that has cooled and collapsed as a result of
metal fine-structure emission, defined to have temperature T < 1000 K and den-
sity n > 10 cm−3, and again we are taking sink particle mass as a proxy for the
total stellar mass in the stellar association that the sink represents. Given that in
our simulations gas both flows from the halo to the star forming region, and from
the star forming region into sink particles, Equation 4.17 is better construed as a
measure of how effective sink particles accrete gas that has already cooled and col-
lapsed. We show the time evolution of the SFE in Figure 4.11. The similarity in the
SFE between the three runs is most striking, differing by no more than a factor of
∼ 3 at any time. This suggests that sink particles, regardless of gas metallicity, are
equally efficient at accreting cold, dense gas. The primary difference stems from
how gas is supplied to the star forming region — in the lowest metallicity simula-
tion, gas cooling is inefficient and accretion onto sinks is modulated by gas cooling.
In high metallicity gas (Z ∼ 10−2 Z), the total stellar mass is modulated by the hy-
drodynamics of gas accretion onto prestellar cores, not by the ability of the gas to
cool.
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4.4 Caveats and Limitations
The most significant approximation used in the simulations is our metal
enrichment strategy. Recall that when the target halo has entered the Lyα cooling-
enabled isothermal collapse, we endowed gas in the vicinity of the halo with a
non-zero metallicity. The metallicity was made spatially uniform, implying that
metal mixing acted with perfect efficiency, which is certainly not the case. Realis-
tically, the mixing is not instantaneous and could potentially result in concurrent
Pop III and Pop II star formation (e.g., de Avillez & Mac Low 2002, Pan et al. 2011,
2013). The process of metal mixing may begin in hydrodynamic instabilities of
supernovae (e.g., Joggerst et al. 2009) and supernova remnants (e.g., Madau et al.
2001, Ritter et al. 2012) and following turbulent transport is ultimately completed
on microscopic scales via molecular diffusion. Since molecular diffusion is effective
only on microscopic spatial scales (e.g., Oey 2003, Pan & Scalo 2007), turbulence is
paramount for efficient mixing of primordial and metal-enriched gas. There is evi-
dence that the process of virialization and the inflow of dark matter directed ‘cold
accretion’ streams in atomic cooling haloes can be effective in driving supersonic
turbulent motions (Wise & Abel 2007a, Greif et al. 2008, Prieto et al. 2012, Latif et al.
2013) and thus accelerating the mixing of primordial and metal enriched gas. Frebel
& Bromm (2012) suggested that a signature of incomplete mixing can be found in
the chemical inhomogeneity of metal-poor stellar populations, particularly those
in ultra-faint dwarf galaxies.
The fact that metals were not present during the initial virialization pro-
cess of the atomic cooling halo may also have consequences. If the high density,
cold accretion streams that account for the majority of baryonic accretion into the
halo had been metal enriched we would have expected them to have significantly
lower temperatures than if the gas was primordial. Given the lower temperatures,
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the stream termination shocks would be more compressive and this could affect
the virialization and star formation processes. Our choice of the time to raise the
gas metallicity to a non-zero value may also directly set the characteristic fragmen-
tation mass. In all simulations the metals were introduced when the maximum
gas density in the halo reached 100 cm−3. Increasing the metallicity of the gas at a
lower (higher) peak density threshold would have let the gas hit the CMB floor at a
smaller (larger) density, thus increasing (decreasing) the characteristic fragmenta-
tion mass scale. Our main result, though, concerning efficient fragmentation above
Z = 10−4 Z is robust in this respect, as is the typical gas accretion rate and total
cluster mass. Additionally, actual protostellar fragments must ultimately emerge
at higher densities in the presence of thermal gas-dust coupling and would be un-
affected by this caveat.
Our simulations did not include any prescriptions for stellar feedback, pro-
cesses well known to play significant roles in star formation, allowing us to isolate
the process of gas collapse and fragmentation in the presence of metal cooling.
We run the simulations for 4 Myr past the formation of the first sink particle, a
timescale meant to capture only the initial starburst. In this time we do not ex-
pect supernovae, stellar winds, or stellar evolutionary effects to play significant
roles given these processes operate on longer timescales (∼ 3 − 100 Myr). Radia-
tive feedback from accreting protostars should influence the outcome of turbulent
fragmentation in the first metal-enriched star forming regions. Detailed radiation
hydrodynamic simulations (e.g., Krumholz et al. 2007, Bate 2012) have shown that
the primary impact of radiative heating is the suppression of fragmentation. This
results in fewer low-mass brown dwarf-like objects (e.g., Offner et al. 2009) and
may enable the formation of high mass stars in dense star forming regions (e.g.,
Krumholz et al. 2012). This suppression may be less effective in the present simu-
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lations given the much smaller metallicity and dust abundance (though see Myers
et al. 2011). Simulations of metal-free star formation that include prescriptions for
radiation from accreting protostars (e.g., Smith et al. 2011, Greif et al. 2011) find
fragmentation to be delayed by the feedback, but not suppressed. In addition to
radiative feedback, accreting protostars are known to posses energetic jets that are
capable of driving turbulence and reducing the rate of star formation in actively
star forming regions (Li & Nakamura 2006, Matzner 2007, Wang et al. 2010, Cun-
ningham et al. 2011, Krumholz et al. 2012). These jets may be especially significant
in the regime considered here since our results suggest these earliest stellar clusters
formed in relatively dense environments (∼ 0.01−1 pc) where the effect from these
outflows would be more pronounced.
We do not include dust grains in our chemical model. This eliminates dust
catalyzed H2 formation and dust-gas collisional coupling that can act to heat or
cool the gas. The neglect of dust-gas coupling is well justified since this does not
occur at densities <∼ 108 cm−3 that we resolve (e.g., Omukai et al. 2005). The dust-
grain-catalyzed formation of H2 may have more significant thermal consequences.
However, given that much of the star forming gas in our simulations has tempera-
tures below 100 K where H2 cooling is ineffective, this would completely eliminate
H2 as an effective coolant even if it did form in much higher abundance. The forma-
tion of H2, though, is an exothermic reaction and thus elevated H2 formation from
dust grains, while not augmenting the cooling rate, may act as a heating source.
Finally, it is worth stressing that the results of the simulations here are res-
olution dependent. At higher or lower resolutions, resolving higher and lower
maximum densities,, different physical processes will dominate the gas thermody-
namics. Gas-dust coupling would have a significant thermodynamic effect on the
gas at much higher densities (n & 1010 cm−3). At lower densities (n . 103 cm−3)
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there would be almost no difference between the different metallicities considered
here (see Figure 4.2). Our resolution was chosen to most effectively study the ef-
fect that metal fine-structure cooling has on the fragmentation of collapsing gas
concentrations. The results of the simulations are also sensitive to the sink par-
ticle parameters we used (such as the accretion radius, softening length, density
for sink creation, etc.). In preparation for the production simulations presented
here, exploratory simulations were performed that varied the resolution and the
sink particle parameters. Modification of the gas-sink softening length and accre-
tion radius had the largest effect on sink particle creation, growth, and dynamics.
Overall, the main difference between these initial simulations and the ones pre-
sented here was the number of sink particles created, though never by more than
a factor of ∼ 1.5. The Z = 10−4 Z simulations always produced only one sink
particle independent of the resolution or sink particle parameters.
4.5 Discussion and Summary
In this work, we have focused on the effect that metallic fine-structure line
cooling has on the process and outcome of star formation in a high-redshift atomic
cooling halo. We have run three high-resolution, zoomed cosmological simulations
until the assembly of a Mvir ≈ 2 × 107M halo at redshift ∼ 16 capable of atomic
cooling. At this point, we endowed gas in the halo with a non-zero metallicity and
observed the subsequent collapse and progression of star formation. We utilized
the sink particle technique, allowing us to follow the process of star formation for
many free-fall times past the first point of gravitational runaway collapse.
Theory predicts that below a metallicity of Z ∼ 10−3.5 Z, fine-structure
metal line cooling is not strong enough to significantly alter the thermodynamic
and fragmentation behavior of collapsing gas (e.g., Bromm et al. 2001). We indeed
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Figure 4.12 Distribution of sink particle masses in the 10−2 (blue solid line), 10−3
(red short-dashed line), and 10−4 Z (green dotted line) runs 4 Myr after the first
sink particle formation. The top panel is the mass function extracted directly from
the simulations. In the bottom panel, in post-processing, we merged any sink
particles within each other’s accretion radius. Sink merging performed in post-
processing does not drastically affect the mass spectrum.
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confirm this by finding a marked difference in gas morphology and fragmentation
between the 10−3 and 10−4 Z runs (as shown in Figures 4.4 and 4.5). In the higher
metallicity runs, 10−2 and 10−3 Z, the gas acquires a disordered, turbulent flow
morphology. In the 10−4 Z run, cooling was not effective enough to allow the gas
to reach TCMB, the thermal Jeans mass stayed relatively high, and no fragmenta-
tion occurred. We attribute this to two key reasons. First, the lower cooling rate in
the low metallicity simulation produces gas with higher temperatures and a cor-
respondingly higher thermal Jeans mass, decreasing the propensity for fragmenta-
tion. Additionally, the higher Mach number in the higher metallicity runs where
gas was able to reach TCMB led to larger compressibility and a greater propensity
for dynamical instabilities to induce small scale density fluctuations. This was not
the case in the 10−4 Z run where the collapse took longer (by roughly a factor of
2), maintained a large degree of spherical symmetry, and underwent no fragmen-
tation.
The accretion rates of individual sink particles are well approximated by
c3s/G, potentially over many millions of years. Quite generically, sink particle ac-
cretion rates begin low and increase to some maximum value within a few ×104
years. This first phase ends when the initial Jeans unstable gas clump is accreted
by the sink. Sink particles destined to become the most massive have their accre-
tion rate fall off by only a factor of 2− 10 after this phase, but stay on order of c3s/G
for many Myr. Lower mass sinks have their accretion terminated shortly after con-
suming all or a portion of the initially Jeans unstable gas clump, mainly through
dynamical encounters with larger mass sinks. This suggests protostellar accretion
is a combination of relatively quick collapse (t ∼ 105 yrs) and sustained accretion as
the stellar association moves throughout the parent gas cloud. Sink particle masses
are controlled by both the physical properties of the parent gas cloud, such as the
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Jeans mass when the gas hits the TCMB, and dynamical encounters that regulate
the long-term accretion rate. The creation of stellar mass fragments must predomi-
nantly occur at densities above our resolution limit, possibly as a result of dust-gas
coupling (Schneider et al. 2006, Dopcke et al. 2013) or through the fragmentation of
gravitationally unstable disks (Stacy et al. 2010, Greif et al. 2011). Overall, it seems
most appropriate to describe the process of gaseous fragmentation and sink parti-
cle growth in the higher metallicity simulations as a hybrid between competitive
accretion and monolithic collapse.
We do not detect suppression of fragmentation at high metallicities due to
the CMB temperature floor suggested by Smith et al. (2009). Gas in the 10−2 Z
run does become more strongly coupled to the CMB temperature than the 10−3 Z
run, but continues to fragment. In fact, both runs with metallicities above the crit-
ical value for efficient fine-structure cooling, Zcrit ≈ 10−3.5 Z, exhibited roughly
the same fragmentation behavior as discussed in Section 4.3, although the primary
cause of the fragmentation was different between the two runs as discussed in Sec-
tion 4.3.1.1. Given the clump-finding approach of Smith et al. (2009) to characterize
the amount of fragmentation, our differing results are unsurprising. Shown in Fig-
ure 4.7, fragmentation and sink particle formation is continuous over many Myr,
well after the initial runaway gravitational collapse. It is possible that another run
with metallicity between 10−4 and 10−3 Z would have demonstrated an elevated
degree of fragmentation, but even so this would suggest that the ‘metallicity reg-
ulated’ star formation mode of Smith et al. (2009) would exist only under a very
narrow range of metallicities and would not be a significant star formation path-
way.
We also find disagreement with the simulations of Jappsen et al. (2007,
2009b,a) who find no metallicity threshold that distinguishes Pop III and Pop II
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star formation, and instead argue it is the initial conditions (e.g., level of rotation,
initial temperature, degree of turbulence) that moderate the process of gas frag-
mentation, whereas we unambiguously identify a metallicity threshold in control-
ling fragmentation. Jappsen et al. (2007) argues that H2 cooling is partly responsible
for eliminating a Pop III-II metallicity threshold given that it may be a dominant
coolant even in the presence of metals. In all three of the simulations presented
here, H2 was a significant coolant even given the strong Lyman-Werner background
we included, though there was still a clear metallicity threshold for widespread
fragmentation between 10−4 and 10−3 Z. The disagreement additionally stems
from the differing redshift at which the collapse occurs. In Jappsen et al. (2009b),
this redshift was 25 where the CMB temperature is ∼ 70 K, as opposed to a CMB
temperature of TCMB(z ≈ 16) ∼ 50 K in the present work. Given Jeans mass scale
fragmentation sets in when gas reaches TCMB and the temperature dependance of
the Jeans mass, MJ ∝ T 3/2, this difference in redshift can potentially be significant
in suppressing fragmentation (see also Clarke & Bromm 2003).
In previous work, Safranek-Shrader et al. (2010), we presented a semi-analytical,
one-zone model for fragmentation in metal-enriched atomic cooling halos with re-
sults directly applicable to the present study. The model assumed cold-flow ac-
cretion into a Mvir = 108M halo at z = 10. These cold flows, when shocked in
the halo’s interior, were heated to a temperature of T = 104 K, compressed to a
density n = 4 × 103 cm−3, and began to isobarically cool. Continued gas accretion
resulted in the compressed layer increasing in size until the sound crossing time
across the fragment exceeded its free-fall time, our criteria for the onset of fragmen-
tation. While highly simplified, it supported the conclusion, here and elsewhere,
that above 10−4 Z gas will experience fragmentation due to metal line-cooling.
Safranek-Shrader et al. (2010) did predict a much smaller fragmentation mass scale
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than found here. We attribute this discrepancy to an overestimate of the post-shock
density and the lower redshift and cooler CMB temperature. We also argued that
gas with metallicity 10−2 Z should not evolve isobarically given its short cooling
time compared to the sound crossing time across the compressed post-shock layer.
We find this is not the case if considering only the sound crossing time of one local
pressure scale height. Overall, it is clear that the process of gas fragmentation in
high-redshift atomic cooling halos is complex and difficult to analyze using one-
zone models.
Extrapolating beyond the results of the simulation here, it seems plausible
that two different fragmentation episodes occur in low metallicity gas at high red-
shifts. The first occurs at relatively low densities, n ∼ 103 − 104 cm−3, when gas
reaches the CMB floor as a result of metal line cooling. As shown in the simula-
tions here, this mode is capable of forming a compact cluster of size ∼ 1 pc and
fragment masses on the order of 50− 100M. Solar mass fragments, however, are
not expected to form as a result of metal-line-induced fragmentation, especially at
high redshifts, z > 10, since the CMB sets a thermodynamic lower limit on the
temperature that gas can reach. The second fragmentation episode occurs at much
higher densities, n ∼ 1010−1014 cm−3, when dust grains and gas thermally couple.
This dust-induced fragmentation is capable of producing solar mass scale frag-
ments (e.g., Clark et al. 2008, Dopcke et al. 2013) that have the potential to survive
until the present day. Whether these two modes of fragmentation acted in tan-
dem, or were individually responsible for separate stellar populations (e.g., Norris
et al. 2013) is yet to be determined. An intriguing possibility, supported by the
simulations presented here, is that dust-induced fragmentation is responsible for
isolated solar mass Pop II stars, while the formation of a bona-fide stellar cluster
requires metal fine-structure line cooling operating at lower densities and larger
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spatial scales (e.g., Karlsson et al. 2013).
Higher resolution studies will probe densities n & 1014 cm−3 approaching
the final opacity limit for fragmentation. These future studies are crucial to fully
assess the impact of metallicity and dust on the Pop III to II transition and con-
strain the resulting stellar IMF. Simulations that focus on the mechanical, radiative,
and chemical feedback from this first metal-enriched stellar generation will pro-
vide a clearer picture of stellar assembly in the first galaxies and hints to what next
generation telescopes, such as the JWST, will observe.
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Chapter 5
Formation of the First Low-Mass Stars from Cosmological
Initial Conditions1
5.1 Introduction
Observations of low-metallicity stars in the stellar halo and satellites of the
Milky Way have furnished an expanding window into how the Galaxy’s primitive
precursors formed and evolved in the ancient Universe. In a pursuit named “stellar
archaeology,” the chemical abundance patterns of metal-poor stars are used to ex-
pose the character of the supernovae that had enriched them and the physical state
of their formation environment (e.g., Frebel et al. 2005, Karlsson et al. 2013). In
particular, the metallicities and abundance patterns in the faintest and most metal-
poor galaxies, the ultra-faint dwarf spheroidal satellites (UFDs), can potentially be
used to probe the very first stellar generation forming from metal-free initial condi-
tions and its immediate successors (Brown et al. 2012, Frebel & Bromm 2012, Vargas
et al. 2013). Furthermore, there are hints that in the measured mass range, the stel-
lar initial mass function (IMF) is shallower in UFDs than in more metal-rich and
evolved galaxies (Geha et al. 2013), a potential challenge to star formation models
and an important clue as to the origin of UFDs and of primitive, early stellar sys-
tems in general.
Capitalizing on the information provided by the fossils of the first galax-
ies requires a theoretical understanding of star formation under conditions distinct
1This chapter has been published as Safranek-Shrader, C., Milosavljevic, M., Bromm, V., 2014,
MNRAS, 440, L76. M. Milosavljevic and V. Bromm supervised the project.
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from those in the present Milky Way (e.g., Bromm 2013). Typical metallicities in
UFDs are only ∼ 1% of the solar value (e.g., Kirby et al. 2011). Current theory
suggests that the first metal-enriched stellar generations formed in predominantly
atomic gas clouds assembled by dark-matter-driven cosmic infall and thermal in-
stability, and were subject to a temperature floor imposed by the cosmic microwave
background (CMB) (e.g., Wise et al. 2012, Safranek-Shrader et al. 2014). In contrast,
the bulk of present-day star formation, where recent numerical breakthroughs have
focused (e.g., Bate 2012, Krumholz et al. 2012, Federrath & Klessen 2012), occurs in
turbulent molecular clouds where the thermodynamics is dominated by dust and
its coupling to the interstellar radiation field. Salient aspects of star formation in
molecular clouds could apply to all systems with supersonic gas flow velocities,
excluding star formation at extremely low or zero metallicities that operates in a
distinct, Population III mode (e.g., Yoshida et al. 2006, Clark et al. 2011a, Greif et al.
2011, Dopcke et al. 2013). These aspects include the formation of low-mass stars
through turbulent gravitational fragmentation and of more massive stars through
the coherent collapse of self-gravitating cores as well as (possibly “competitive”)
accretion stabilized by local protostellar radiative heating (Bate et al. 2003, Mac
Low & Klessen 2004, McKee & Ostriker 2007, Zinnecker & Yorke 2007).
Our goal is to investigate the formation of the first generation of metal-
enriched stars from cosmological initial conditions so that we can begin charting
out the UFD formation history, relating it to concepts normally used to describe
star formation under distinct, molecular-cloud-like conditions. We present highly
zoomed adaptive-mesh-refinement (AMR) hydrodynamical simulations extending
those in Safranek-Shrader et al. (2014) to much higher resolution, resolving the den-
sity and length scales where protostellar masses are imprinted. Namely, gaseous
collapse in the presence of dust is now tracked to the densities ∼ 1013 cm−3 where
gas becomes optically thick to its cooling radiation and further fragmentation is
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strongly suppressed. We use Lagrangian sink particles to follow protostellar accre-
tion after the initial collapse.
Importantly, the simulations here are derived from a section of a coarser
simulation initialized from a realization of the ΛCDM cosmological model, instead
of beginning from an artificially generated turbulent velocity field and spherically
symmetric gas configuration. Therefore the gas flow morphology in the simula-
tions here is a self-consistent outcome of turbulent virialization in a dark matter
halo, thermal instability, and gravitational collapse.
5.2 Methodology
The simulations were performed with the AMR hydrodynamics code FLASH
(Fryxell et al. 2000), version 4. The initial conditions were extracted from the high-
est metallicity cosmological simulation of Safranek-Shrader et al. (2014). The orig-
inal cosmological simulation was performed in a 1 Mpc comoving box with stan-
dard ΛCDM metal-free initial conditions and an externally imposed H2-dissociating
UV background that prevented star formation in halos that have not reached the
atomic cooling limit. Upon identifying an atomic cooling halo at z = 13.8, we en-
dowed gas within its virial radius with a nonzero, uniform metallicity of 10−2 Z,
crudely mimicking enrichment by preceding Population III stars. The cooling by
metallic fine structure lines induced localized gaseous collapse in the halo. Sink
particles (hereafter “sinks”) were allowed to form at densities > 106 cm−3 and had
accretion radii ∼ 104 AU. Since fragmentation at still higher densities is expected
on physical grounds, the sinks in Safranek-Shrader et al. (2014) did not represent
individual stars, but pre-stellar clumps poised to form small stellar associations or
clusters (Bergin & Tafalla 2007).
To study the formation and evolution of individual stars, much higher res-
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olution is required to attain conditions at which the gas becomes optically thick to
all forms of cooling radiation and further fragmentation is thermodynamically sup-
pressed (unresolved fragmentation may still be possible in rotationally-supported
protostellar disks). At the metallicity considered here and in the presence of dust,
this occurs at a density∼ 1012 cm−3. Since achieving the requisite dynamical range
in a full cosmological simulation is computationally prohibitive, we opted for the
“cut-out” strategy, similar to Greif et al. (2011). When the maximum density in
the 10−2 Z run of Safranek-Shrader et al. (2014) reached 107 cm−3, we extracted
a cubical section of size 0.52 pc containing a total gas mass of 390M centered on
the densest cell. The cut-out region contains a single, slightly ellipsoidal pre-stellar
clump undergoing supersonic compression along one direction. The compression
was produced by a collaboration of gravitational and pressure forces in the after-
math of thermal instability at densities ∼ 102 − 104 cm−3 in the parent simulation.
Since the gravitational potential was strongly gas-dominated we neglected
the dark matter. We proceeded to integrate the cut-out simulation with a Jeans
length resolution of at least 24 grid cells and subject to reflective hydrodynami-
cal boundary that represented an approximately pressure-confined environment.
However, we were careful to run the simulation only for a time much shorter than
the sound crossing time from the box center to the boundary (≈ 0.4 Myr at temper-
ature T = 50 K), rendering the nature of the boundary condition immaterial. The
gravitational potential of the gas was obtained with the multigrid solver with iso-
lated gravitational boundary conditions. The simulations did not include magnetic
fields, though we plan to explore their significance in future work.
We inserted sinks when the density in a cell exceeded nsink = 1013 cm−3,
the gas flow was converging ∇ · v < 0, the gravitational potential was a local min-
imum, and a small control volume around the cell was gravitationally bound. In
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Figure 5.1 Density-temperature distribution of the gas (color from white to red scal-
ing with gas mass) and dust (boxed points). Counterclockwise from top left, the
panels show the beginning of the simulation, the onset of sink particle formation,
and 7000 yr later in the simulations NOHEAT and HEAT. Dashed diagonals show
lines of constant Jeans mass.
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Figure 5.2 Mass-weighted line-of-sight projections of gas density (left column) and
temperature (right column) at the end of NOHEAT (top three rows) and at the end of
HEAT (bottom row). Circles denote sinks with the size increasing with sink mass. In
the lower four panels, the smallest circles are sized with the sink accretion radius,
racc = 10 AU.
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practice, sink formation is preceded by Jeans instability in this highly compressed
gas. Cells within the sink’s accretion radius racc = 10 AU = 2.5 ∆xmin with hy-
drogen densities nH > nsink transferred a fraction (nH − nsink)/nH of their mass to
the sink if the gas was gravitationally bound to the sink and had a radial velocity
directed towards it. Here, ∆xmin is the cell size at the highest level of grid refine-
ment. We did not allow sinks to merge with each other. Sink particle motions were
sub-cycled with a leapfrog scheme (for further details, see Federrath et al. 2010a
and Safranek-Shrader et al. 2014).
We utilized the thermodynamical model and non-equilibrium chemical net-
work described in Safranek-Shrader et al. (2010, 2012, 2014), now augmented with
the dust processes in Omukai et al. (2005). The dust temperature, Td, was deter-
mined by grain thermal balance in the presence of thermal emission, heating by
the CMB and protostellar radiation, and thermal coupling to the gas:
4σSB(T 4d − T 4CMB)κd(Td)ρβesc =
2kB(Tg − Td)nd
tcoll
+
∑
i
(
Lacc,i
4pir2i
)
κd(Td)ρβesc, (5.1)
where ρ is the gas density, nd is the number density of dust grains, Tg and TCMB
are the gas and CMB temperatures, and kB and σSB are the Boltzmann and Stefan-
Boltzmann constants. The collision time between gas and dust particles is t−1coll =
nHσdv¯Hf where σd is the average dust grain cross-section, v¯H is the average speed
of hydrogen nuclei, and f ≈ 0.4 accounts for non-hydrogenic species (Schneider
et al. 2006). The Planck mean opacity of dust grains, κd(T ), was taken from Se-
menov et al. (2003) and we assumed linear scaling with metallicity. Thermal dust
emission, which is a source of gas cooling through collisional coupling, was at-
tenuated by a factor βesc = min(1, τ−2cont), appropriate for optically-thick radiative
diffusion (e.g., Masunaga et al. 1998). The continuum optical depth is given by
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τcont = (κd + κg)ρLJ where LJ is the Jeans Length, a local estimate for the physi-
cal extent of a gravitationally collapsing core, and κg is the metal-free gas Planck
mean opacity (Mayer & Duschl 2005). To determine the metal fine-structure line
cooling rates we iteratively calculated consistent line escape probabilities and level
populations (e.g., Takahashi et al. 1983, Omukai 2000), using a local estimate of the
Sobolev length, Lsob = cs/|∇ · v|, to approximate the size of the shielding region.
The summand in the last term of Equation 5.1 represents the heating by the
radiation of the ith protostar located at distance ri producing accretion luminosity
Lacc,i = GM∗,iM˙∗,i/R∗,i. By treating sinks as the sources of radiation, we took M∗
to be the sink mass and M˙∗ to be the sink accretion rate smoothed over a 10 yr (∼ 30
hydrodynamical timesteps) period. This assumes that the luminosity is dominated
by the accretion luminosity and that all mass accreted by a sink is immediately
and permanently incorporated into the protostar. We calculated the radius of the
protostellar photosphere R∗ with an analytic fit from Stahler et al. (1986), valid
independent of metallicity for M∗ . 3M (e.g., Hosokawa & Omukai 2009).
5.3 Results
We run a simulation HEAT that includes dust heating by protostellar ra-
diation (via the last term in Eq. 5.1) and a reference simulation NOHEAT without
heating. The thermodynamic evolution of gas and dust is shown in Figure 5.1. As
the collapse proceeds, efficient fine-structure line cooling by [C II] and [O I] keeps
the gas nearly isothermal at TCMB ≈ 40 K at densities . 107 cm−3. Above this
density, the lines become optically thick and the gas heats slightly, but cools back
to TCMB after reaching densities & 109 cm−3 where gas and dust collisionally cou-
ple. Isothermal collapse then continues until reaching densities ∼ 5 × 1011 cm−3.
At these densities, marking the opacity limit for fragmentation, the continuum op-
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Figure 5.3 Number (upper panel) and masses (lower panel) of sink particles as a
function of time since first sink formation in HEAT (red lines) and NOHEAT (blue
lines). In the lower panel, solid and dashed lines show individual and total sink
masses, respectively.
165
tical depth due to dust exceeds unity (βesc . 1, see Eq. 5.1), dust-cooling loses
its efficacy, and the gas begins to evolve adiabatically. The effect of protostellar
dust heating is minimal, mainly resulting in higher gas temperatures at densities
& 108 cm−3 and a slight suppression of sink formation, consistent with the findings
of Omukai et al. (2010).
When the gas reaches densities∼ 1013 cm−3 sink formation is possible based
on the conditions described in Section 5.2. The first sink forms 4.3×104 yr after the
beginning of the simulations and both are run for 7000 yr after this point. Figure 5.2
shows mass-weighted density and temperature projections at the end of both sim-
ulations. Sinks are forming over an extended ∼ 104 AU-long filamentary structure,
with thickness ∼ 1000 AU and density ∼ 108 cm−3. The structure is produced by
a large-scale, supersonic colliding flow and is undergoing global gravitational col-
lapse. We identify two sites of sink formation: in locally fragmenting filamentary
structures, and in rotating, quasi-virialized disky flows produced by progressive
global gravitational collapse of the filaments (as seen, respectively, in row 2 and
rows 3 and 4 of Fig. 5.2).
Figure 5.3 shows the total number of sinks and their individual masses.
In NOHEAT, 46 sinks formed with a total mass of 16M. In HEAT, 37 sinks formed
with a total mass of 15M. The average sink mass in both simulations isM∗,tot/Ntot ≈
0.3 − 0.4M and median mass is ≈ 0.13M. Sink binaries form in both simula-
tions and we observe that binary interactions eject a number of low-mass sinks (<
0.08M) from the star forming region with velocities 3−7 km s−1. Figure 5.4 shows
the average sink accretion rate as a function of mass. Sinks that are not ejected ac-
crete at an average individual accretion rate of 2 × 10−4M yr−1 ≈ few × c3s/G
while their mass is in the range 0.01M < M∗ < 0.3M. At higher masses, the
accretion rate increases approximately as M˙∗ ∝ M2/3∗ as sinks accrete from within
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Figure 5.4 Upper panel: Sink particle mass function in HEAT (red line) and NOHEAT
(blue line). Dashed lines show power-law IMF slopes α = 2.35 (Salpeter), α = 1.9
(in the Small Magellanic Cloud; Kalirai et al. 2013), and α = 1.3 (the UFD Leo IV;
Geha et al. 2013). The mass range over which the power-law slope was measured is
indicated with a solid line. Lower panel: average sink accretion rate as a function of
sink mass, including all sinks (dashed lines) and only accreting sinks (solid lines).
The dot-dashed line shows the scaling M˙? ∝M2/3∗ .
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the extended gaseous disks in which they are embedded. This trend continues up
to the highest sink mass in NOHEAT, but in HEAT the increase of accretion rate with
mass levels above M∗ ∼ 0.7M.
Figure 5.4 also shows the sink mass function at the end of both simulations.
Because sinks do not instantaneously accrete their initial gravitationally unstable
Jeans mass & 0.01M, the simulations contain some sinks with very low masses
that cannot be interpreted as fully fledged proto- or sub-stellar objects. The mass
spectrum dN/d lnM∗ in both simulations exhibits a broad peak at M∗ ∼ (0.05 −
0.4)M. The most massive sinks M∗ ≈ 2.5M are located close to the centers
of the densest disky structures (Fig. 5.2), already indicating hints of primordial
segregation in the proto-stellar cluster.
5.4 Discussion and Conclusions
Studies that investigate the control of gravitational fragmentation in col-
lapsing gas clouds using one-zone models, (e.g., Omukai et al. 2005, 2010, Schnei-
der et al. 2006) assume that the fragmentation mass scale is set by the interplay
of monolithic gravitational collapse and thermodynamics, neglecting large-scale,
multi-dimensional gas motions. They predict that at the metallicity we consider,
the characteristic fragmentation mass should be ∼ 0.5M as a result of gas-dust
coupling at high densities & 108 cm−3. Since the Jeans mass MJ ∝ ρ−1/2 and the
compression at Mach number M results in a factor of M2 density enhancement,
the characteristic mass should be revised downward by a factor ∼ 1/M. With the
Mach number of the inflow into the fragmenting structure in the simulations being
M ∼ 3, this revises the prediction of the one-zone models for the characteristic
fragmentation mass to ∼ 0.1M, consistent with the peak of our sink mass func-
tion. Models for gravitational fragmentation that do account for the underlying
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supersonically turbulent gas flow normally assume fully developed, statistically-
homogeneous turbulence, as in molecular clouds, but potentially inapplicable in
the present context, and idealized thermodynamic evolution (e.g., Padoan & Nord-
lund 2002).
A more definitive theoretical point of reference are simulations that resolve
fragmentation into individual stars, albeit in a variety of contexts widely differ-
ent from ours (e.g., Milky Way disk, metal-free or ultra-low-metallicity minihalos,
etc.). Clark et al. (2008) and Dopcke et al. (2013) studied the onset of sink forma-
tion in clouds initialized with imposed turbulent velocity fluctuations at very low
metallicities (≤ 10−4 Z), and followed the evolution of the cluster for only up to
few hundred years. They identified gas-dust thermal coupling as the trigger of the
conclusive fragmentation episode in this regime. Bate (2012) and Krumholz et al.
(2012) carried out longer-duration integrations, also in clouds with imposed turbu-
lent density fluctuations, designed to model the formation of small star clusters at
Z = Z, both including protostellar radiative feedback. They found that the peak
and shape of the resulting IMF are delicate functions of protostellar feedback and
of how turbulence is introduced (Krumholz et al. 2012).
An isolated sink will accrete its initial Jeans mass, but a sink interacting with
other matter (e.g., being subject to a tidal field, becoming a member of a binary sys-
tem, or being ejected via a ≥ 3 body interaction) may fail to attain the Jeans mass.
The most massive sinks at the end of the simulations owe their status to sustained
accretion, at a typical average rate of∼ 4×10−4M yr−1. The sites of this sustained
accretion are the disky structures, mentioned in Section 5.3 and previously reported
by Clark et al. (2008), in which shearing seems as important as turbulence. Various
theoretical models for continued accretion after a core has accreted its initial Jeans
mass typically predict a dependence of the mass accretion rate on the protostellar
mass M˙∗ ∝ M ξ∗ (e.g., McKee & Tan 2003). Tentatively we find ξ ≈ 2/3 at least in
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the range of stellar masses in which our two simulations agree. At higher masses
> 1M local protostellar heating in an increasingly crowded environment may be
depressing Bondi-Hoyle accretion onto the most massive sinks. If the long-term
accretion rate does remain at ∼ 2 × 10−4M yr−1, the cluster will form a ∼ 20M
star in∼ 105 yr with the potential to produce an H II region that could truncate star
formation.
The present simulation resolves small-scale fragmentation in only one of
several (9 forming within ∼ 3 Myr) pre-stellar clumps satisfying the conditions for
gravitational collapse and star formation in the parent cosmological simulation.
The other clumps would likely undergo a similar small scale evolution, implying
that the total number of sinks, and thus stars, in a single episode of star forma-
tion could be an order of magnitude larger. Moreover, a single clump, like the one
followed here for 7000 yr after initial sink formation, will continue infall on a dy-
namical time∼ 3×104 yr, roughly five times longer than integrated here, producing
∼ 5 × 40 = 200 stars in one pre-stellar clump, or ∼ 2000 stars in the whole halo.
This value is interestingly consistent with the stellar masses of the faintest UFDs,
Boo¨tes II, Segue I & II, and Willman I. The surrounding halo at the time of star
formation contains ≈ 2× 105M of dark matter within a reference radius of 30 pc,
furthermore consistent with the stellar-kinematics-inferred dynamical masses of
these UFDs (McConnachie 2012).
The coarse-grained sinks representing pre-stellar clumps in Safranek-Shrader
et al. (2014) and the fine-grained ones representing individual stars in the present
work occupy a highly compact spatial region (∼ 1 pc) in which the gravitational
potential is strongly baryon-dominated, whereas the stars in UFDs occupy much
more extended, dark-matter-dominated regions. Long term evolution will inevitably
convert the compact baryon-dominated star cluster into a more diffuse, highly
dark-matter-dominated one. We already observe ejections of low-mass sinks by
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dynamical interactions, similar to Bate (2012). Given the low total number of stars
in the cluster ejections will undoubtedly continue, extending to stellar mass ob-
jects, as long as the cluster remains baryon-dominated. If the ejected stars do not
escape the host dark matter halo they will predominantly reside at large, dark-
matter-dominated galactocentric radii. Stellar mass loss will further increase the
mass-to-light ratio.
The stellar IMF in two UFDs measured in the mass range 0.5M < M∗ <
0.8M is shallower, dN/dM∗ ∝ M−α∗ with α = 1.3 − 1.4 (Geha et al. 2013), than
the IMF of the Milky Way (α = 2.3; Kroupa 2001) and the Small Magellanic Cloud
(α = 1.9; Kalirai et al. 2013) in a similar mass range. While we emphasize that
the stellar IMF in our simulations is still evolving at the end of each simulation,
we do find that for M∗ > 0.1M, a truncated Pareto distribution maximum likeli-
hood estimate (Aban et al. 2006) yields α = 1.26± 0.05 (HEAT) and α = 1.41± 0.09
(NOHEAT), consistent with the Geha et al. (2013) values.
It should be kept in mind that at present it is not clear whether UFDs started
forming low-mass stars before reionization, where they were subject only to a non-
ionizing H2-dissociating UV background, or if their first low-mass stars formed
only in a patch of the Universe reionized by more massive neighboring halos. In
the latter case, we expect a similar outcome in a more massive host halo, though
possibly modified due to higher inflow velocities and larger clump accretion rates.
Furthermore, an object already forming stars at z ≈ 14 could have ended up be-
ing incorporated into the central part of the Milky Way, rather than remaining an
orbiting satellite. One central issue to be resolved is which process terminated star
formation in UFDs: internal feedback from star formation, photoevaporation by
reionization, or ram pressure stripping during infall into a more massive Milky
Way progenitor halo.
We will report on a more comprehensive set of simulations and test cases,
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including a detailed analysis of the role of turbulence, in forthcoming publications.
We are entering a period of rapid discovery, where ever more realistic simulations
and comprehensive stellar archaeological surveys promise a deeper understanding
of our ancient cosmic origins.
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Chapter 6
Outlook
In this dissertation we have presented a numerical study of star formation
in the first galaxies. Above all else, it is clear that this process is rich with com-
plexity — metallicity-dependent thermodynamics, self-gravity, and supersonically
turbulent gas motions are all intricately coupled and play a significant role in reg-
ulating the conversion of gas into stars. Placing these processes in the broader
context of early galaxy formation, as we have done, is significant: The first galax-
ies are fed by dark matter filament driven accretion flows that churn supersonic
turbulence and funnel gas inwards, setting the stage for star formation.
We have explored two main scenarios. In the first, gas in an atomic cooling
halo remained metal-free due to a molecular hydrogen photodissociating Lyman-
Werner radiation field. Once molecular hydrogen began to self-shield from the
radiation background does gas cooling, and thus star formation, become possible.
This Population III formation path (Pop III.2) is an alternative to Population III star
formation in a minihalo. While thermodynamically similar, the collapse in a more
massive atomic cooling halo results in larger gas masses and increased infall rates,
favorable conditions for the formation of a clusters of metal-free stars that have the
potential to be detected directly in deep JWST surveys.
In the second scenario, the addition of heavy-elements to the star form-
ing gas has a significant impact on the thermodynamics. Above metallicities of
Z ≈ 10−4 Z, fine-structure line cooling at moderate densities, n ∼ 103−6 cm−3,
173
induces parsec-scale fragmentation. Within a typical first-galaxy system, we show
this likely results in a stellar cluster of mass∼ 1000M forming within∼ 4 Myr. At
higher densities, n & 108 cm−3, dust grains become the main regulator of thermo-
dynamics, couple the gas to the CMB temperature floor, and allow the formation
of solar mass fragments.
Numerically, there is still much to be done. Simulations that begin from ab
initio first principles are currently bound by computational speed. State-of-the-art
cosmological simulations including dark matter, baryons, and stellar feedback pro-
cesses are resolution limited to ∼ parsec scales. Star formation, radiative feedback,
supernovae, and other essential physical processes are handled through sub-grid
prescriptions that require numerous finely-tuned free parameters. In Chapter 5
we have shown that forming individual stars within a cosmological simulation is
within reach, though limits the simulation run time to a few×104 years. Addi-
tionally, the resultant stellar cluster is only ∼ 50M, many of orders-of-magnitude
below what could be detected at z ∼ 10, even with next-generation observatories.
Next generation simulations that will drive this field forward will need
to probe sub-parsec scales to reduce the reliance on phenomenological sub-grid
prescriptions while concurrently forming systems with stellar masses & 106M.
Significantly, this should allow convergence and meaningful comparison between
simulations and next-generation observations that are predicted to directly probe
similarly luminous systems at z ∼ 10. Additionally, the ongoing discovery of
metal-poor stars in the Galactic halo and local dwarf galaxies, objects believed to be
‘fossils’ from the first galaxies, will benefit from numerical advancements. As one
example, future simulations that accurately track the lifecycle of heavy elements
made in Population III stars, from supernovae to fallback to second-generation
Population II star formation, can be directly compared to the observed chemical
174
abundance patterns in metal-poor stellar populations, such as the recently discov-
ered ultra-faint dwarf satellite galaxies.
The era of the first stars and galaxies is at the frontier of astrophysics and
it is the close interplay of theory and observations that will drive this field for-
ward. Next-generation space- and ground-based infrared telescopes are designed
in large part to observe the high-redshift Universe. A slew of complementary ob-
servational probes, such as high-redshift supernovae, the chemical fingerprints of
local metal-poor stars and dwarf galaxies, as well as the redshifted 21 cm line of
neutral hydrogen, necessitate increasingly detailed numerical experiments. The
preceding chapters in this dissertation represent a small step towards a compre-
hensive understanding of this uncharted phase in early cosmic history.
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