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Introduction
Interfacing light with matter is one of the fundamental tasks in physics. The
ability to manipulate the optical properties of light propagating through a medium
was first discovered by Faraday [1] in 1846, who used an external magnetic field
to rotate the polarization of light in lead glass. Later on, the investigation of
light emitted by highly excited atoms by Rydberg [2] and the explanation of the
photoelectric effect by Einstein [3], as just two prominent examples, contributed
to set the basis for the development of quantum mechanics. However, it was with
the advent of lasers in 1960 [4] that our insight into the interplay of light and
matter made an enormous breakthrough. To understand and control atom-light
interactions at the level of individual quanta is at the heart of modern quantum
optics (see, for instance, Nobel prize in physics 2012 [5]).
Of great interest in current experiments is the regime of strong coupling be-
tween light and matter, in which the coherent and reversible light-matter coupling
dominates over dissipative processes. This almost ideal light-matter interface can
be practically realized using electromagnetically-induced transparency (EIT) [6],
where spontaneous emission, which introduces decoherence and tipically accompa-
nies atom-light interactions, can be eliminated while maintaining strong coupling
to the light field.
The key element of EIT is the creation of a dark state [7] as a consequence
of a quantum interference effect arising in a three-level system coherently coupled
by a weak probe field and a strong coupling field, with two stable or metastable
states and one rapidly decaying level. The destructive interference of the prob-
ability amplitudes of the two different excitation pathways driven by the laser
fields leads to cancellation of absorption on resonance and renders the medium
transparent for the probe light. This results in a narrow transparency window in
1
2the probe absorption profile, as first observed and interpreted in textbook exper-
iments in Gozzini group in 1976 [7, 8]. Later on, the probe narrow transparency
window has been observed in a three-level ladder system in pump-probe configu-
ration using hot strontium vapour by Harris and co-workers [9], who introduced
the term electromagnetically-induced transparency to indicate the phenomenon.
The change in the transmission of light is accompanied by a modification of the
dispersive properties of the medium, leading to fascinating phenomena, such as the
possibility of dramatically reducing the group velocity of light [10] or even stop
and store light pulses into the medium for up to 1 ms [11].
Even more interesting is to investigate what happens when light is coupled to
a strongly interacting atomic many-body system. Rydberg atoms are the opti-
mal candidates for studying the effects of strong dipole-dipole interactions on light
propagation.
Rydberg atoms are atoms excited in high-lying energy states (principal quan-
tum number n > 20), with a relatively long lifetime (∼ 100µs) and a large orbital
radius (∼ 1µm) [12]. The large radius of Rydberg atoms is responsible for their
enormous dipole moments, resulting in an exaggereted response to electric fields
and in very strong long-range dipole-dipole interactions between atoms excited in
Rydberg states.
When atoms are excited to Rydberg states with coherent light fields, the inter-
actions give rise to strong atomic correlations and lead to many-body phenomena,
of which the most outstanding is the dipole blockade [13], for which the presence
of a previously excited Rydberg atom prevents the excitation of another atom to
a Rydberg state within a certain blockade volume. This effect arises when the
frequency shift of the Rydberg state of one atom, induced by dipole-dipole in-
teraction with a previously excited Rydberg atom, exceeds the linewidth of the
excitation transition, which is determined by the Rabi frequency of the transition.
This enables deterministic creation of a single excitation for atoms confined within
the blockade volume, making Rydberg atoms ideally suited to studies of quantum
many-body physics and for applications in quantum information processing, such
as the creation of singly-excited entangled states, which can be used for imple-
menting quantum gates [14]. Moreover, since each blockade volume collectively
shares a single excitation, also the interaction with the light field is modified and
2
3all the atoms within this volume act as an effective two-level atom with enhanced
coupling to the light field [15, 16].
Lately, several experiments combining the extraordinary properties of Rydberg
atoms with the strong atom-light coupling achievable under EIT conditions, have
been performed [17, 18], revealing the striking effect of dipole blockade on EIT. A
single Rydberg excitation can switch the optical response of the surrounding atoms
within a blockade volume from the transparent EIT condition to the resonant scat-
tering limit, thus restoring the absorption of the probe light on resonance. This
controlled switching between different optical responses due to Rydberg-Rydberg
interactions leads to a huge nonlinear optical response of the atomic system to the
probe light field, which depends on the atomic density, as well as on the probe
intensity.
EIT in Rydberg gases has been extensively studied, both theoretically and ex-
perimentally, in recent years. One motivation is the possibility of exploiting the
nonlinear optical response of the gas to achieve effective photon-photon interac-
tions in the atomic medium [19]. In particular, based on the excitation blockade,
nonclassical states of light can be prepared out of an initially classical driving field
[20, 21]. However, already the simulation of classical light propagating through a
strongly interacting medium is a theoretical challenge due to the high complexity
of the underlying many-body physics. Various approaches, using different approx-
imations, have been pursued to tackle light propagation through Rydberg-EIT
media (see, for instance, [22, 23]).
Going deeper into this problem, one may wonder what happens if some impuri-
ties, that is atoms excited in a different Rydberg state, are added to a background
of probe atoms subject to EIT conditions. By exploiting the strong interactions
between atoms in different Rydberg states combined with the optical nonlinearity
of the atomic gas, it is possible to develop a powerful non-destructive and spatially
resolved imaging technique, potentially able to detect a single Rydberg impurity
embedded in a dense atomic gas. Such an imaging technique has been recently
experimentally realized within the research group where I performed my thesis
work, following a previous theoretical proposal [24].
In this thesis a theoretical as well as an experimental study of the nonlinear
3
4optical response of a strongly interacting Rydberg gas under EIT configuration is
presented. The theoretical investigation of the many-body state of the system is
performed applying a simplified model based on a rate equation (RE) approach
[25], where interactions among Rydberg atoms are only included as energy shifts
of the Rydberg states. The combination of the RE model with a semianalyti-
cal model [26], recently developed to treat the collective effects emerging at high
atomic densities (≥ 1012 cm−3), allows to demonstrate that the nonlinear opti-
cal susceptibility of an interacting Rydberg-EIT medium can be calculated very
efficiently in terms of single atom properties alone. Numerical simulations are
performed assuming realistic values for the parameters of the system, such as
atomic density, laser intensities, interaction strengths. Performing simulations of
the imaging process, including experimentally relevant noise sources, it is shown
that it should be possible to achieve the single particle sensitivity. It is further-
more demonstrated that interactions between background atoms heavly decrease
the sensitivity of the imaging scheme, consequently, minimizing these interactions
is crucial to achieve the desired high sensitivity. The results are then compared to
experimental data. The experimental study is carried out on an ultracold cloud of
87Rb atoms confined in an optical dipole trap.
My original contributions to the work presented in this thesis concern the
numerical simulations of the imaging process and the analysis of the absorption
images of the atomic gas taken under different experimental conditions. I further-
more constructed and characterized an optical power amplifier and contributed to
develop a new design for this system.
This thesis is organized as follows.
• In Chapter 1 the fundamental properties of Rydberg atoms are reviewed.
• Chapter 2 contains the description of the theoretical model used to treat
the propagation of a probe light field through a system of three-level atoms
coherently coupled to Rydberg states under EIT conditions, first in absence
of interactions and then considering interactions between the atoms. The
imaging technique is presented and numerical simulations of the imaging
process are shown and discussed.
4
5• Chapter 3 deals with the construction of an optical power amplifier and
the design of a new version for future implementation into the experiment.
• The experimental studies are described in Chapter 4. First, the experi-
mental setup used to prepare the cold atomic sample and to detect Rydberg
atoms is outlined. Then, the experimental sequence for the EIT excitation
is described. Measurements of nonlinear light propagation are presented and
the results are compared with the theoretical model. Finally, the experimen-
tal implementation of the imaging scheme is presented and the results are
discussed in comparison with the model.
• Chapter 5 contains the conclusions and outlook.
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Chapter 1
Rydberg atoms
In this Chapter some of the most important features of Rydberg atoms which
are useful for the purpose of this thesis are presented. An extended treatment of the
properties of Rydberg atoms can be found in reference [12]. A presentation is given
of the origin and nature of the interactions between Rydberg atoms and how these
interactions lead to atomic correlations. An important effect of correlations, known
as dipole blockade, is described. It plays a fundamental role in the phenomena
investigated in this thesis.
1.1 Introduction to Rydberg atoms
Rydberg atoms are atoms with one electron in a highly excited state, with a
principal quantum number n > 20. In the Rydberg state the electron is relatively
loosely bound to the nucleus and has a large orbital radius. This allows to separate
the valence electron from the other electrons occupying the inner shells, which to-
gether with the nucleus, form the atomic core. The core and the valence electron
thus form a hydrogen-like system. However, in contrast to hydrogen, the valence
electron experiences an increased charge, due to the extended core. The two in-
teractions, with the nucleus and the inner electronic shells combine to increase the
binding energy of the Rydberg states relative to the equivalent hydrogenic states.
The effect of the core can be taken into account using quantum defect theory
[12]. In this theory the difference in binding energy with respect to the hydrogenic
6
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Property Simbol (n∗)-scaling
Binding energy En (n∗)−2
Level spacing En+1 − En (n∗)−3
Lifetime τ (n∗)3
Orbital radius r (n∗)2
Dipole coefficient C3 (n∗)4
Van der Waals coefficient C6 (n∗)11
Polarizability α (n∗)7
Table 1.1: Some of the important properties of Rydberg atoms and their scaling with
the effective principal quantum number n∗ = (n− δn,l,j) [12].
states is accounted for by substituting the "hydrogenic" quantum number n by an
effective quantum number n∗ ≡ (n − δn,l,j), where δn,l,j is the quantum defect for
the state |n, l, j〉. With this modification, the energy level of the Rydberg state
|n, l, j〉 can be written like the hydrogen level as:
En,l,j = − Ry
∗
(n∗)2
(1.1)
where for 87Rb the modified Rydberg costant is Ry∗ = Ry
1+ me
m87Rb
= 109736.62 cm−1
[12]. The quantum defect is determined empirically by spectroscopic measure-
ments. Since it reflects the penetration of the core by the valence electron, it
depends on the quantum numbers n, l and j and decreases for states with in-
creasing angular momentum (δn,l,j ≈ 0 for states with angular momentum l > 3).
The properties of Rydberg atoms can be determined from the effective principal
quantum number n∗. Some important properties and their scaling laws with n∗
are given in Table 1.1.
These scalings illustrate the exaggereted properties of Rydberg atoms. For
instance, the large orbital radius (typically ∼ 1µm) leads to an enormous dipole
moment and hence an high sensitivity to electric fields. Indeed, it is possible to
ionize a Rydberg atom in the n = 80 state with an electric field as small as 10
V/cm. Moreover, Rydberg atoms with their lifetime on the order of 100µs are very
long lived compared to low-lying levels (for instance, for 87Rb, the lifetime of the
5P state is ≈ 26 ns).
7
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1.2 Rydberg-Rydberg interactions
Rydberg atoms interact via electrostatic dipole-dipole interactions. In order
to understand how these interactions arise, let us consider two atoms, the first
one with core A and electron 1 and the second one with core B and electron 2,
separated by a distance R = Rnˆ. The electrostatic interaction potential between
the two atoms is given by [27]:
V12 =
e2
R
− e
2
rA2
− e
2
rB1
+
e2
r12
, (1.2)
where rA2 is the distance between core A and electron 2, rB1 is the distance between
core B and electron 1, and r12 denotes the distance between the two electrons. If
the distance between the two atomic cores is much larger than that between the
core and the electron for each atom (indicated by r), that is if |R|  |r|, it is
possible to write:
1
|R + r| '
1
R
(
1− nˆ · r
R
)
. (1.3)
Substituting into Eq. (1.2) one obtains the dipole-dipole interaction potential:
V12 ' e
2
R3
[rA1 · rB2 − 3(rA1 · nˆ)(rB2 · nˆ)] = d1 · d2 − 3(d1 · nˆ)(d2 · nˆ)
4pi0R3
(1.4)
where di indicates the electric dipole operator of atom i, di = −eri.
1.2.1 Interaction in presence of an electric field
In a semiclassical picture, in presence of an external electric field F, the atoms
acquire a permanent electric dipole moment µ, which in turn generates an electric
field:
E =
1
4pi0
3(nˆ · µ)nˆ− µ
R3
. (1.5)
For two atoms in states |r1(F)〉 and |r2(F)〉, separated by a distance Rnˆ, the
interaction energy is given by:
8
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U12 = −E1 · µ2 = −µ1 · E2 (1.6)
which is identical to the quantum mechanical results given by Eq. (1.4), that is
U12 = 〈r1(F)r2(F)|V12|r1(F)r2(F)〉, provided that the vector dipoles µ1 and µ2 are
replaced by the operators d1 and d2, respectively. When the field F is stronger
than all the other fields, such as the sum of the fields created by the dipoles, all the
dipoles are aligned along the field direction. Thus, defining θ as the angle between
the electric field and the distance between the two atoms, one obtains:
U12 =
µ1µ2
4pi0R3
(1− 3 cos2(θ)). (1.7)
1.2.2 Van der Waals interaction and Förster resonance
In absence of an external field, Rydberg atoms have no permanent electric
dipole moment, therefore they can not interact at first order in perturbation theory.
However, the fluctuations of the charge distribution of one Rydberg atom create
instantaneous dipole moments, that in turn induce dipole moments in the other
atoms with which it can interact. This mutual interactions between induced dipoles
is the mechanism behind van der Waals forces between Rydberg atoms, which can
be expressed by the potential of Eq. (1.4) at the second order in perturbation
theory.
The variation in the energy of a couple of Rydberg atoms in the pair state
|r1r2〉 due to the van der Waals coupling to all the other possible pair states |r′1r′2〉
is given in second order perturbation theory by:
EvdW =
∑
r′1,r
′
2
|〈r1r2|V12|r′1r′2〉|2
(Er′1 + Er′2)− (Er1 + Er2)
. (1.8)
Since U12 can be written as U12 ≈ C3R3 , where C3 ≡ 〈r1r2|d1 · d2 − 3(d1 · nˆ)(d2 ·
nˆ)|r1r2〉 is the dipole-dipole interaction coefficient, EvdW can be expressed as:
EvdW ≈ C6
R6
, (1.9)
where C6 ≡
∑
r′1,r
′
2
|〈r1r2|d1·d2−3(d1·nˆ)(d2·nˆ)|r′1r′2〉|2
(Er′1
+Er′2
)−(Er1+Er2 )
. The scaling law of the C6 van
9
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der Waal coefficient with the effective quantum number n∗, given in Table 1.1,
can now be easily understood. Since the dipole moment scales as the orbital
radius (∼ (n∗)2), the interaction potential V12 scales as (n∗)4, therefore the squared
modulus of the matrix element between the two pair states scales as (n∗)8, while
the energy level spacing scales as (n∗)−3, from which follows C6 ∼ (n∗)11.
The van der Waals interaction potential EvdW of Eq. (1.9) is also derived by
diagonalizing the interaction hamiltonian restricted to the subspace of atomic pair
states which interact strongly with the initial state |r1r2〉. For instance, let us
consider a basis of only two states: |r1r2〉 and |r′1r′2〉. The interaction hamiltonian
in this basis is:
H =
(
∆F V
V † 0
)
(1.10)
where ∆F = (Er′1 +Er′2)− (Er1 +Er2) is the so-called Förster defect, and V =
〈r1r2|V12|r′1r′2〉 is the matrix element of the interaction potential. By diagonalizing
the matrix of Eq. (1.10) one obtains the potential curves as a function of the
interatomic distance:
E(R) =
∆F
2
− ∆F|∆F |
√
∆2F
4
+
C23
R6
, (1.11)
It is useful to define a cross-over distance, known as the van der Waals ra-
dius RvdW , such that ∆F = C3/R3vdW , which denotes the transition between
two different regimes of Rydberg-Rydberg interactions. At small atomic distance,
R RvdW , the interaction energy of Eq. (1.11) has a dipole-dipole behaviour:
E(R) ≈ C3
R3
. (1.12)
At large distances, R  RvdW , the potential curve follows the van der Waals
behaviour:
E(R) ≈ (C3/R
3)2
∆F
=
C6
R6
. (1.13)
In the case ∆F = 0 (Förster resonance) the interaction energy returns to the
dipole-dipole behaviour, with a dependence 1/R3 on the interatomic distance,
10
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and can be described by first order perturbation theory. This is the case for nl
states interacting with n′(l ± 1) states in homonuclear atoms (core A = core B).
For instance, in rubidium, the interaction between one atom in the 42s state and
another atom in the 42p state presents a 1/R3 potential curve which allows the pair
of Rydberg atoms to exchange the excitation in the reaction 42s+42p↔ 42p+42s.
In particular, the interactions between ns and np levels are those used in light-
assisted collisions or photoassociation. On the contrary, the potential curves for
the ns+ ns interactions usually have a 1/R6 behaviour.
1.3 Rydberg atom-light interactions
When an interacting atomic gas is excited by a laser field, the strong Rydberg-
Rydberg interactions lead to correlations between the atoms, affecting the exci-
tation process. The most important effect of interactions is the dipole blockade
[13, 14]. In the following the phenomenon of dipole blockade is described for the
case of a laser coupled to a two-level system. Three-level systems, which are the
main subject of this thesis, will be discussed in Chapter 2.
1.3.1 Dipole blockade
Let us consider the laser excitation of two atoms with the excitation resonant
to the ground-to-Rydberg transition. At the beginning the atoms are both in the
ground state |g〉, and the pair state can be indicated as |gg〉. A resonant laser
pulse excites one atom to the Rydberg state |r〉, so that the system is in the state
|gr〉. The interaction between the Rydberg states (∼ C6/R6 in the van der Waals
case) induces a level shift of the doubly excited state |rr〉 that depends on the
separation of the two atoms. For large distances both the atoms can be excited to
the Rydberg state. In contrast, for small distances the interaction shift exceeds the
linewidth of the |rr〉 state, which is determined by the power-broadened width ~Ω,
where Ω is the Rabi frequency of the excitation laser. In this case the excitation
of both atoms to the Rydberg state is inhibited. The situation is depicted in Fig.
1.1.
The maximum distance between the two atoms for which the excitation block-
11
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Figure 1.1: Dipole blockade effect for two atoms. For large interatomic distances
both atoms can be excited to the Rydberg state. In contrast, for separations
of the atoms smaller than the blockade radius Rbl the interaction shifts the
energy of state |rr〉 out of the excitation linewidth ~Ω. In this case the |rr〉
state can not be populated.
ade takes place, defined as the blockade radius Rbl, is determined by the condition
(C6/R
6
bl) = ~Ω:
Rbl =
(
C6
~Ω
)1/6
. (1.14)
The picture given for two atoms can be extended to an atomic gas coherently
excited to Rydberg states through the concept of blockade volume. When one
atom is excited to a Rydberg state, it defines a spatial region in its surroundings
where no other atoms can be excited to a Rydberg state. For van der Waals type
interactions, this volume of blockaded excitations is a sphere with a radius given
by the blockade radius defined by Eq. (1.14).
12
Chapter 2
Theoretical model
This Chapter contains the model used to describe the propagation of a probe
beam through a Rydberg gas driven under electromagnetically-induced trans-
parency conditions. The non-interacting case is first considered. The optical Bloch
equations for a system of non-interacting three-level atoms are derived and the
steady-state solution is calculated in two cases which are important for the pur-
pose of this thesis. Later, interactions between Rydberg states are introduced into
the model and the nonlinear light propagation through an interacting Rydberg-EIT
medium is described, following a rate equation approach. The effect of interactions
between atoms in different Rydberg states is then considered. Finally, an imag-
ing method which aims at spatially resolve a single Rydberg atom embedded in a
dense atomic gas is presented. The Chapter contains numerical simulations of the
imaging process which will be compared with the experimental data in Chapter 4.
2.1 Three-level optical Bloch equations for non-
interacting atoms
Let us first consider a single ideal three-level atom with ground |g〉, excited |e〉
and Rydberg |r〉 states in a cascade configuration as depicted in Fig. 2.1, interact-
ing with two classical monochromatic laser fields. A probe laser at frequency ωp
near-resonantly drives the transition from |g〉 to |e〉 with a detuning ∆p = ωp−ωeg,
where ωeg is the frequency of the atomic transition. Similarly, a coupling laser field
13
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at frequency ωc drives the transition from |e〉 to |r〉 with a detuning ∆c = ωc−ωre.
Figure 2.1: Three-level atom in cascade configuration interacting with two
laser fields. The transition from the ground state |g〉 to the intermedi-
ate state |e〉 is near-resonantly driven by a probe field at frequency ωp with
detuning ∆p from the atomic transition, while a coupling field at frequency
ωc drives the transition from |e〉 to the Rydberg state |r〉 with detuning ∆c.
The atom-field coupling is characterized by Rabi frequencies Ωp and Ωc for
the probe and coupling transition respectively. Γe and Γr indicate the decay
rates of the intermediate and Rydberg states. Figure taken from [28].
The two coherent laser fields are described by their classical electric fields
Ep,c(t) = E0p,c cos(ωp,ct) at the position of the atom, which couple to the atomic
electric dipole moment d:
d = deg(σ + σ†) + dre(Σ + Σ†) (2.1)
where dij = 〈i| − er|j〉 is the dipole matrix element for the transition from |j〉 to
|i〉 and σ, σ†,Σ, Σ† are the lowering (σ,Σ) and raising (σ†, Σ†) operators of the
atomic dipole for the two transitions, defined as:
σ ≡ |g〉〈e|, σ† ≡ |e〉〈g|,
Σ ≡ |e〉〈r|, Σ† ≡ |r〉〈e|. (2.2)
The Hamiltonian which determines the evolution of the coupled atom-light sys-
tem consists of two terms: H = HA + HAF , where HA is the Hamiltonian for the
bare atom and HAF accounts for the interaction of the atom with the light fields.
14
2.1 Three-level optical Bloch equations for non-interacting atoms 15
Applying the dipole approximation1 the coupling between the electric fields
and the atom is given by HAF = −d · (Ep +Ec) where the strength of the coupling
can be expressed in terms of the Rabi frequencies Ωp = −Ep · d/~ for the probe
transition and Ωc = −Ec · d/~ for the coupling transition.
The rotating wave approximation (RWA) is then employed. This approxima-
tion corresponds to make transformations into the rotating frame of the laser fields
in order to eliminate the fast rotating terms in the interaction Hamiltonian, thus
focusing on slow dynamics. In a full quantum mechanical treatment of atom-light
interaction, this approximation amounts to removing the non-resonant terms cor-
responding to emission of a photon with excitation of the atom and absorption of
a photon with de-excitation of the atom [29], keeping only the energy-conserving
(resonant) terms in the interaction Hamiltonian. One finally obtains:
HAF =
~Ωp
2
(σ + σ†) +
~Ωc
2
(Σ + Σ†). (2.3)
The total Hamiltonian in the RWA reads:
H = −~∆pσ†σ − ~(∆p + ∆c)Σ†Σ + ~Ωp
2
(σ + σ†) +
~Ωc
2
(Σ + Σ†). (2.4)
where σ†σ = |e〉〈e| and Σ†Σ = |r〉〈r| are the intermediate-state and Rydberg-state
projection operators respectively, and the ground state |g〉 is defined to have zero
energy.
The Hamiltonian H acts on an atomic wavefunction of the form |ψ〉 = αg(t)|g〉+
αe(t)|e〉+αr(t)|r〉, where the states |g〉, |e〉 and |r〉 can be expressed as orthogonal
normalized column vectors:
1The dipole approximation consists in neglecting any variation of the light field over the extent
of the atom and corresponds to ignoring the spatial dependence of the electric field, only writing
down the field at the location of the atom. It is valid when the wavelength of the field is much
longer than the size of the atom, as it is generally the case for optical transitions. This is no longer
true for Rydberg atoms, which have an extent comparable to the field wavelength. However, for
the situations considered in this thesis the dipole approximation is still valid since the transitions
always involve at least one tightly bound atomic state, with an extent much smaller than the
wavelength of the field [28].
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|g〉 =
 10
0
 , |e〉 =
 01
0
 , |r〉 =
 00
1
 .
In the basis formed by these three vectors the time-independent total Hamil-
tonian takes the matrix form:
H =
~
2
 0 Ωp 0Ωp −2∆p Ωc
0 Ωc −2(∆p + ∆c)
 . (2.5)
The coherent dynamics of the system can be described by the Schrödinger
equation for the state |ψ〉:
i~
∂
∂t
|ψ〉 = H|ψ〉. (2.6)
Equation (2.6) however does not describe the dynamics of a real atomic system,
for which decay of the excited states |e〉 and |r〉, as well as finite linewidths of the
excitation lasers must be taken into account. The finite lifetime of the intermediate
state τe and Rydberg state τr determine the spontaneous emission of photons at
rates Γe = 1/τe and Γr = 1/τr, respectively. Spontaneous emission is a dissipative
process which leads to dechorence and a non-unitary evolution of the system. To
properly account for decay of the excited states one must resort to the density ma-
trix formalism which can describe the time evolution of incoherent superpositions
of states (mixed states) or open quantum systems. The density operator ρ which
describes the quantum state of the atom is given in matrix form by:
ρ =
 |αg|
2 αgα
∗
e αgα
∗
r
αeα
∗
g |αe|2 αeα∗r
αrα
∗
g αrα
∗
e |αr|2
 =
 ρgg ρge ρgrρeg ρee ρer
ρrg ρre ρrr
 . (2.7)
The level populations are described by the diagonal elements of the density
matrix of Eq. (2.7), whereas the off-diagonal terms, the coherences, contain the
information about the transition amplitudes between the states. Conservation of
probability leads to the sum rule Tr[ρ] =
∑
i ρii = 1 for the populations, while for
16
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the coherences ρij = (ρji)∗, so that five independent variables remain to be solved
for.
The non-unitary evolution of the density matrix is governed by the Liouville-
von Neumann equation in Lindblad form [30], also known as the master equation:
ρ˙ = − i
~
[H, ρ] + LD(ρ) (2.8)
where the Lindblad superoperator LD(ρ) is defined as:
LD(ρ) = −1
2
∑
i
(C†iCiρ+ ρC
†
iCi) +
∑
i
CiρC
†
i . (2.9)
This operator describes the coupling of the atomic system to a reservoir of
modes initially in the vacuum state, into which the atom can emit a photon. The
sum in Eq. (2.9) runs over all the decay modes i. The first sum in the Lindblad
superoperator expresses the relaxation of the coherences and populations in the
excited states, while the second term accounts for the restoration of the population
into the final state of a certain decay channel. For the three-level atom under
consideration there are two decay modes, one from |e〉 and the other from |r〉,
which are described by the decay operators Ce and Cr in terms of the decay rates
Γe and Γr, respectively:
Ce =
√
Γe|g〉〈e|,
Cr =
√
Γr|e〉〈r|.
Inserting these expressions into Eq. (2.9), the Lindblad decay-operator takes
the following matrix form:
LD(ρ) =
 Γeρee −
1
2
Γeρge −12Γrρgr
−1
2
Γeρeg −Γeρee + Γrρrr −12(Γe + Γr)ρer
−1
2
Γrρrg −12(Γe + Γr)ρre −Γrρrr
 . (2.10)
Finally, the effect of the finite laser linewidths on the time evolution of the
density matrix has to be included into the master equation (2.8). The laser
sources used in the experiments are not perfectly monochromatic, but present
a frequency spectrum with a typical Lorentzian shape around a central frequency.
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The laser linewidth is therefore defined by the Lorentzian full-width at half max-
imum (FWHM) of the frequency spectrum. The effect of the fluctuations in the
laser frequency is to increase the decay rate of the off-diagonal coherence terms for
the states coupled to the laser fields, while the populations (diagonal terms) remain
unchanged [31]. This effect can be accounted for by introducing a phenomenolog-
ical Lindblad operator with off-diagonal terms given by LL(ρ)ij = −(γij/2)ρij,
with i, j = {g, e, r}. Defining the probe and coupling laser linewidths as γp and γc
respectively, the γij terms read:
γge = γeg = γp,
γer = γre = γc,
γgr = γrg = γp + γc,
where the dephasing rate of the ground-to-Rydberg coherence (γgr) is assumed
to be equal to the sum of the two laser linewidths. This assumption is valid
provided that the probe and coupling laser fluctuate independently; in that case
the convolution of two Lorentzians of widths γp and γc is a Lorentzian with a width
given by the sum (γp+γc). It is worth to observe that in the experiment considered
in this thesis the coupling laser is stabilized on the two-photon resonance in a
thermal rubidium vapour cell using the probe laser [31]. Therefore, the frequency
fluctuations of the two lasers are not independent from each other and the linewidth
of the two-photon transition γgr can be smaller than the sum of the individual
linewidths.
The phenomenological Lindblad operator LL(ρ) takes the matrix form:
LL(ρ) = −1
2
 0 γpρge γgrρgrγpρeg 0 γcρer
γrgρrg γcρre 0
 . (2.11)
The complete master equation thus becomes:
ρ˙ = − i
~
[H, ρ] + LD(ρ) + LL(ρ). (2.12)
Evaluating Eq. (2.12) with the given Lindblad superoperators (Eq.s (2.10) and
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(2.11)), one obtains the optical Bloch equations (OBEs) for a three-level atom:
ρ˙gg = i
Ωp
2
(ρge − ρeg) + Γeρee (2.13)
ρ˙ee = −iΩp
2
(ρge − ρeg) + iΩc
2
(ρer − ρre)− Γeρee + Γrρrr (2.14)
ρ˙rr = −iΩc
2
(ρer − ρre)− Γrρrr (2.15)
ρ˙ge = −iΩp
2
(ρee − ρgg) + iΩc
2
ρgr − (Γe + γp + 2i∆p)
2
ρge (2.16)
ρ˙gr = −(Γr + γgr + 2i(∆p + ∆c))
2
ρgr − iΩp
2
ρer + i
Ωc
2
ρge (2.17)
ρ˙er = −(Γe + Γr + γc + 2i∆c
2
ρer − iΩc
2
(ρrr − ρee)− iΩp
2
ρgr. (2.18)
2.1.1 Steady-state solution
The coupled OBEs of the full three-level system (2.13)-(2.18) have been solved
analytically by several authors [7, 32]. However, their complex solution is not re-
quired for the experiments analysed in this thesis. Instead there are two important
cases in which it is possible to calculate with very good approximation the steady-
state solution for the coherence for the probe transition ρeg. The derivation of this
atomic coherence is of great importance for the present work, since it permits the
calculation of the absorption and dispersion coefficients of the atomic medium at
the probe transition, as will be shown in the next section.
• case 1: Ωc = 0 (two-level system)
In the absence of the coupling laser the system reduces to a driven two-level
atom. If the spontaneous emission from the excited state |e〉 is neglected (Γe = 0),
the population undergoes coherent Rabi oscillations between states |g〉 and |e〉 at
a frequency ΩRabi =
√
Ω2p + ∆
2
p [29, 33]. The effect of spontaneous decay from
the excited state is to damp these Rabi oscillations, causing the system to reach
a steady-state on timescales much larger than τe. The steady-state populations
and coherences for the two-level atom can easily be calculated from the OBEs by
setting ρ˙gg(Ωc = 0) = ρ˙ge(Ωc = 0) ≡ 0 and by using the normalization condition
ρgg + ρee = 0, together with the property ρge = (ρeg)∗. One obtains:
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ρ2lvlee = (1− ρ2lvlgg ) =
1
2
Ω2p(Γe + γp)
Ω2p(Γe + γp) + Γe[(Γe + γp)
2 + ∆p]
(2.19)
ρ2lvleg = (ρ
2lvl
ge )
∗ =
Ωp
2
∆p − i(Γe + γp)
(Ω2p/2) + (Γe + γp)
2 + ∆2p
. (2.20)
• case 2: Ωp  Ωc,Γe (weak-probe limit)
If the probe beam intensity is weak, as it is in electromagnetically-induced
transparency, the population can be assumed to remain in the ground state for
all times: ρgg = 1. The steady-state coherence for the probe transition ρeg is
calculated from the OBEs by first setting ρ˙gr = 0, which gives:
ρgr = − iΩp
Γr + γgr + 2i(∆p + ∆c)
ρer +
iΩc
Γr + γgr + 2i(∆p + ∆c)
ρge. (2.21)
Since Ωp  Ωc, the first term can be neglected:
ρgr ≈ iΩc
Γr + γgr + 2i(∆p + ∆c)
ρge. (2.22)
Then, by setting ρ˙ge = 0 into Eq. (2.16) and substituting ρgr as in Eq. (2.22),
one finally obtains:
ρeg = (ρge)
∗ ≈ − iΩp
(Γe + γp + 2i∆p) +
Ω2c
Γr+γgr+2i(∆p+∆c)
. (2.23)
For a system of N non-interacting three-level atoms coupled to two laser fields,
the dynamics is governed by the Hamiltonian H(N):
H(N) = H(N)A + H
(N)
AF =
N∑
i=1
HA,i +
N∑
i=1
HAF,i (2.24)
where
HA,i = −~∆p|ei〉〈ei| − ~(∆p + ∆c)|ri〉〈ri|, (2.25)
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HAF,i =
~Ωp
2
(|gi〉〈ei|+ |ei〉〈gi|) + ~Ωc
2
(|ei〉〈ri|+ |ri〉〈ei|) (2.26)
describe the interaction of the atom i with the light fields. The time evolution of
the system, including the decay of the intermediate and Rydberg levels as well as
the dephasing rates due to finite laser linewidths is given by a master equation for
the N -particle density matrix ρ(N):
ρ˙(N) = − i
~
[H(N), ρ(N)] + LD(ρ(N)) + LL(ρ(N)). (2.27)
The spontaneous decay of the excited states is included via the Lindblad super-
operator LD(ρ(N)). In general, the spontaneous decay rate of an atom is influenced
by the presence of other atoms through a coupling mediated by the radiation field,
which can account for collective effects. This coupling to the neighbours atoms
strongly affects the spontaneous decay of an atom only when the mean atomic
distance is much lower than the wavelengths of the driven transitions |g〉 → |e〉
and |e〉 → |r〉. In typical experiments with ultracold dilute gases, the mean atomic
distance is ∼ 5 µm, while the wavelengths for the two-photon Rydberg excitation
in the experiment described in this thesis are 780 nm and 480 nm. Therefore
the collective decay is negligible and LD(ρ(N)) is simply the sum of single-atom
Lindblad superoperators.
The dynamics of the N -atom system is thus completely decoupled and the
density matrix ρ(N) factorizes: ρ(N) = ρ(1)1 ⊗ . . . ⊗ ρ(1)N where ρ(1)i indicates the
single-atom density matrix for the atom i [34].
The time evolution of a non-interacting gas of three-level atoms is therefore
completely determined by the master equation for the single-atom density matrix
or equivalently, by the single-atom three-level optical Bloch equations (2.13)-(2.18).
2.1.2 Probe light propagation
In order to investigate the optical response of the atomic gas to the probe field,
it is necessary to derive an expression for the optical susceptibility of the medium.
The susceptibility for the probe transition is related to the corresponding atomic
coherence ρeg through the macroscopic polarization vector P. It is known from
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Maxwell’s equations that the displacement vector D = 0E + P, where 0 is the
vacuum permittivity, takes the simple form D = E for an isotropic medium of
permittivity . Thus the polarization vector can be written as:
P = (− 0)E (2.28)
which becomes
P = 0χE =
0E0
2
(χ(ωp) exp(−iωpt) + χ(ωp) exp(iωpt)) (2.29)
assuming a classical probe field of frequency ωp: E = E0 cos(ωpt) and introducing
the susceptibility at the probe laser frequency, defined as follows:
χ(ωp) =

0
− 1. (2.30)
The polarization of the gas is defined as the net dipole moment per unit volume,
therefore it can be written as:
P = na〈d〉 (2.31)
where na is the atomic volume density. One can now apply a useful feature of the
density matrix approach, which states that the expectation value of an operator
A can be calculated by 〈A〉 = Tr[ρA], to rewrite the polarization of the atomic
system as follows:
P = naTr[ρd] = nadeg[ρeg exp(iωpt) + ρge exp(−iωpt)], (2.32)
where the property dge = (deg)∗ has been used. The dre terms of Eq. (2.1) do
not contribute to the polarization induced by the probe field, as they oscillate at
the coupling frequency ωc. Comparing Eq. (2.32) with Eq. (2.29), the following
expression for the optical susceptibility is derived:
χ(ωp) = −2na|deg|
2
0~Ωp
ρeg. (2.33)
From the steady-state solution for the probe transition coherence ρeg expressed
by Eq. (2.23), the susceptibility of the three-level system in the weak-probe limit
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can be explicity written as a function of the probe laser detuning [35]:
χ(∆p) =
2ina|deg|2/0~
(Γe + γp + 2i∆p) +
Ω2c
Γr+γgr+2i(∆p+∆c)
. (2.34)
It is useful to rewrite the above expression for the probe susceptibility in a form
to be used in the following:
χ(∆p) = χ2lvl
i(Γe + γp)
Γe + γp + i2∆p
1
1 + Ω
2
c
(Γr+γgr+2i(∆p+∆c))(Γe+γp+2i∆p)
, (2.35)
with
χ2lvl =
2na|deg|2
0~(Γe + γp)
, (2.36)
representing the value of the optical susceptibility in the absence of the coupling
laser (Ωc = 0), which corresponds to the two-level case with states |g〉 and |e〉 only.
In the experiment it is not the optical susceptibility to be measured, but instead
the transmission of the probe beam through the atomic cloud, from which the value
of the susceptibility can be inferred. The propagation of a classical probe field with
wavenumber k through an atomic medium with susceptibility χ can be described
by the following paraxial wave equation, in terms of the probe Rabi frequency
attenuation along the propagation direction z [22]:
∂
∂z
Ωp(z) =
ik
2
χ(z)Ωp(z). (2.37)
Equivalently, Eq. (2.37) can be written in terms of the probe electric field
amplitude E0p : ∂zE0p(z) =
ik
2
χ(z)E0p(z), since Ωp ∝ E0p . Since typically χ is a
complex parameter, it can be resolved into the real and imaginary parts: χ =
χR + iχI . In the linear regime, where χ does not depend on Ωp, Eq. (2.37) can
easily be integrated obtaining an exponentially damped behaviour for a probe light
field propagating a distance l through the medium:
Ωp(l) = Ωp(0) exp(−kχI l
2
) exp(i
kχRl
2
). (2.38)
Equation (2.38) shows that the imaginary part of the susceptibility leads to
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absorption of the probe light, while the real part induces a phase shift. The
resulting intensity transmission through the cloud and phase shift are given by:
T =
I(l)
I(0)
= exp(−kχI l), (2.39)
∆φ =
kχRl
2
, (2.40)
where the fact that I ∝ Ω2p has been used. Eq. (2.39) represents the Beer-Lambert
law describing the linear absorption of a resonant light field passing through an
atomic medium with thickness equal to l: I(l) = I(0) exp(−kχ2lvll). The Beer-
Lambert law does not include saturation effects, therefore it is only valid when
the probe intensity is much lower than the saturation intensity for the probe tran-
sition. For a complete model of the linear light propagation through an atomic
gas, including saturation effects, see reference [36]. Eq. (2.39) turns out to be well
suited to describe the propagation of the probe light through an atomic medium
in the case of probe-only driving (Ωc = 0), when the atoms behave as two-level
systems and the imaginary part of the optical susceptibility is the χ2lvl constant
of Eq. (2.36).
For a three-level atomic system (Ωc 6= 0) the optical susceptibility depends in
general on the intensity of the coupling beam, as shown in Eq. (2.34). Eq. (2.37)
must be generalized as follows:
∂
∂z
Ωp(z) =
ik
2
χ[z,Ωc(z)]Ωp(z). (2.41)
The solution of Eq. (2.41) is also represented by Eq. (2.39). It will be examined
in the following Subsection within the discussion of electromagnetically-induced
transparency (EIT).
2.1.3 Electromagnetically-induced transparency
In order to understand how a three-level system coupled to two coherent light
fields can be made transparent, it is useful to consider the eigenstates of the Hamil-
tonian of Eq. (2.5) in the basis of states of the coupled atom-light system (the
so-called dressed-states [29]). On two-photon resonance (∆p+∆c = 0) these eigen-
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Figure 2.2: Probe light propagation through a non-interacting Rydberg gas.
The blue curve represents the optical response of a two-level atomic medium,
as predicted by the Beer-Lambert law (see text) for a resonant (∆p = 0)
probe beam. The red curves show the light propagation of a resonant probe
beam through a uniform gas of three-level atoms, as calculated from (2.41),
for three different values of the coupling detuning ∆c. For a large detuning
∆c/Γe = 1 (solid red curve) the atoms behave as two-level systems and the
light attenuation follows an exponential decay law approaching the two-level
behaviour. The dashed line refers to a smaller detuning ∆c/Γe = 0.2, which
results in a reduced absorption of the probe beam. The dotted curve rep-
resents the two-photon resonance condition (∆p = −∆c = 0) for which the
medium becomes perfectly electromagnetically induced transparent. Calcu-
lation parameters: Ωc/Γe = 1, Γr = 0, γp = γc = 0, na = 1. Spatial position
z measured in units of the Beer’s length 1/(kχ2lvl).
states can be written in terms of the bare atom states as follows [6]:
|+〉 = sin θ sinφ|g〉+ cosφ|e〉+ cos θ sinφ|r〉, (2.42)
|−〉 = sin θ cosφ|g〉 − sinφ|e〉+ cos θ cosφ|r〉, (2.43)
|D〉 = cos θ|g〉 − sin θ|r〉 (2.44)
where the Stückelberg angles θ and φ are defined as:
tan θ =
Ωp
Ωc
, tan 2φ =
√
Ω2p + Ω
2
c
∆p
. (2.45)
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The eigenstate |D〉 does not contain the excited state |e〉 and is thus immune
to spontaneous decay. It is referred to as a dark state, since it is not coupled to
the light fields. Indeed, an atom in this state is rendered transparent to the probe
field.
The EIT process is described by Fig. 2.2 showing solutions of Eq. (2.41) (red
curves) for different values of the detuning of the coupling laser ∆c, in the case of
a resonant probe field (∆p = 0). For a large detuning (∆c/Γe = 1) the atoms effec-
tively act as two-level systems and the curve approaches the two-level behaviour
for the probe absorption. Decreasing ∆c the dependence of probe light absorption
on Ωc given by Eq. (2.35) produces a reduction of the absorption, until the con-
dition of two-photon resonance (∆p + ∆c = 0) is reached, in which the medium
becomes almost transparent for the probe light.
Fig. 2.3 shows the effect of EIT on the probe light propagation. The real and
imaginary parts of the optical susceptibility for a three-level system are plotted as
a function of the probe detuning, for the case of a resonant coupling laser (∆c = 0)
and a weak probe intensity (Ωp  Ωc,Γe). A comparison to the two-level case
(Ωc = 0) is also shown.
The plots are obtained by setting the decay rate of the Rydberg state Γr to zero,
which is justified since the Rydberg state excited in the experiment is typically a
metastable state, with a lifetime much longer than that of the intermediate level.
The laser linewidths are also neglected in the calculations by setting γp = γc =
0. Figures 2.3(a) and (c) shows perfect transparency, which means χI = 0, in
correspondence of ∆p + ∆c = 0 (two-photon resonance) for two different values of
Ωc. As Ωc is increased the width of the transparency window increases as well,
and the EIT resonance splits, an effect known as Autler-Townes splitting [37].
Another interesting feature of the EIT resonance stands in its high sensitivity
to dephasing. If the laser linewidths γp and γc are restored into the problem, the
laser induced dephasing mixes the eigenstates of the Hamiltonian, causing the dark
state |D〉 to gain a contribution from |e〉, thus leading to a finite absorption on
two-photon resonance, given by:
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(a) (b)
(c) (d)
Figure 2.3: Three- and two- level optical susceptibility. The real and imaginary
parts of the susceptibility χ scaled by its two-level value χ2lvl is shown as a
function of the probe detuning ∆p in units of Γe. The susceptibility for the
three-level case (purple curves) is obtained from the steady-state solution of
the OBEs with parameters: Ωp = 0.1Ωc, ∆c = 0, Γr = γp = γc = 0 and
variable Ωc/Γe. The imaginary part of the susceptibility (figures (a) and (c))
show the characteristic transparency window on EIT resonance, associated
with a dispersive feature in the real part ((b) and (d)). Figures (a) and
(b) are obtained for Ωc = Γe while (c) and (d) refers to Ωc = 2Γe. For the
imaginary part of the susceptibility, the effect of an higher coupling intensity
is to broaden the EIT window, increasing the transparency of the medium;
for the real part a larger Ωc leads to a reduced gradient, and hence a reduced
dispersion of the probe light, on two-photon resonance. For comparison, the
blue curves represent the optical susceptibility in the absence of the coupling
beam (two-level case).
χ0 =
1
1 + Ω
2
c
(Γr+γgR)+(Γe+γp)
χ2lvl. (2.46)
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The laser linewidths also affect the width of the transparency window, which is
defined in general as:
wEIT = (Γr + γgR)
(
1 +
Ω2c
(Γr + γgR)(Γe + γp)
)
. (2.47)
This dependence is depicted in Fig. 2.4.
Figure 2.4: Effect of finite laser linewidths on the EIT spectrum. Figure (a)
represents the perfect EIT condition, corresponding to γgR = γp + γc = 0.
In figure (b) the reduced transparency on two-photon resonance due to
a finite value of the dephasing rate of the ground-to-Rydberg coherence
(γgR/Γe = 0.1) is shown. χ0 indicates the finite absorption on EIT reso-
nance. In case of very large dephasing, γgR/Γe = 10 (figure (c)), the medium
in no longer transparent to the probe light and the two-level absorption spec-
trum is restored. All curves are obtained for Ωc = Γe/2. Figure adapted
from [6].
For a system of N non-interacting three-level atoms driven by two laser fields
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on two-photon resonance, each atom settles into a dark state |Di〉 ∼ Ωc|gi〉−Ωp|ri〉,
which is not affected by the excitation lasers and is immune to radiative decay of
the intermediate state [6]. Consequently ρeg,i ≈ 0 for each atom i and the complex
susceptibility of the atomic cloud vanishes, thus leading to a propagation of the
probe beam almost without absorption. As described above, the transparency is
only reduced by the dephasing effect due to finite laser linewidths. However in
the experiment presented in this thesis, where γp and γc are typically much lower
than Ωc and Γe, this dephasing has a very small role on the transparency of the
medium under EIT conditions.
2.2 Effect of interactions
The simple picture previously described for non-interacting atoms is strongly
modified in presence of interactions between Rydberg states. Fig 2.5 shows the
effect of van der Waals interactions on the Rydberg level of two interacting atoms.
On the one hand, the resulting level shift leads to the blockade of the simulta-
neous Rydberg excitation of both atoms once the interaction energy exceeds the
corresponding excitation linewidth (see Section 1.3.1), leading to a decrease of the
Rydberg population. On the other hand the dipole blockade perturbs the atomic
dark states by admixing the dissipative intermediate state, thus breaking the EIT
condition.
For a system of N interacting atoms, the presence of Rydberg-Rydberg in-
teractions results in a correleted many-body dynamics, whose exact description is
highly demanding already for moderate atom numbers N. Attempts to describe the
propagation of classical light through a strongly interacting medium with mean
field models are found to fail quickly as the atomic density increases. Also, since
the dimension of the Hilbert space grows exponentially with the number of atoms,
exact treatments are limited to very few atoms. A possibility to overcome this
problem is to eliminate non-Rydberg excited states which are never populated if
the driving is far off-resonance from the intermediate level. However, in the EIT
configuration where the Rydberg level is accessed via a resonantly coupled inter-
mediate state, this elimination is not possible. Moreover, incoherent processes
such as the spontaneous decay of the intermediate level are crucial and make a
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Figure 2.5: Effect of van der Waals interactions on the Rydberg levels of two
interacting atoms. The van der Waals interaction energy C6/r6ij , where
rij is the distance between atoms i and j, shifts the Rydberg states of the
two atoms out of resonance with respect to the coupling laser, modifying the
ideal transparency of the medium under EIT configuration. Figure adapted
from [25].
full master equation (ME) treatment necessary. Various approaches have been
pursued to overcome this difficulty.
An approximate treatment to the fully correlated many-body problem, based
on a rate equation approach, will be described in the following. This model will be
exploited later on to quantitatively study the nonlinear light propagation through
an interacting Rydberg gas.
2.2.1 Rate equation model
The single-atom rate equation (RE) model developed by Ates and co-workers
[34, 25] and optimized by Heeg and co-workers [38] provides a way to calculate
the steady-state of a strongly interacting many-body system of three-level atoms
subject to coherent laser driving in EIT configuration. This model is based on
four major approximations [39]: the first and most important assumption stands
in the fact that interactions between Rydberg atoms are included as level shifts
only, making a classical Monte Carlo treatment possible; the second approximation
is the classical treatment of the light propagation; the third one is the frozen gas
approximation and the forth assumes a single Rydberg level. These approximations
also represent the main limitations of the model. On the other side, the power
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of the RE model, with respect to more accurate models such as exact full master
equation simulations or other approximate treatments, like the reduced density
matrix expansion [40], is that it allows to obtain theoretical predictions over a
broad parameter range. It has been shown to yeld the nonlinear optical response to
classical light fields in the presence of arbitrary interaction strengths and densities
[25]. Moreover, since calculation times scale almost linearly with the atom number
(compared to an exponential scaling in the case of the full ME treatment) as long
as the Rydberg excited fraction is small, large atom numbers, up to 105, and
densities in arbitrary geometries can be treated [34, 26]. This model is thus directly
applicable for comparison to real experiments.
In order to study the correlated dynamics of the interacting N -particle system,
the model adds a term to the non-interacting Hamiltonian H(N) of Eq. (2.24),
describing the van der Waals interactions between Rydberg states:
U =
∑
i<j
C6
|ri − rj|6 |rirj〉〈rirj| (2.48)
where ri and rj indicate the position of atoms i and j in the atomic cloud respec-
tively, while |rirj〉 is the pair state with both atoms i and j excited to the Rydberg
state |r〉. The van der Waals coefficient C6 strongly depends on the atomic prin-
cipal quantum number n (C6 ∼ n11), consequently the strength of the van der
Waals interaction between Rydberg atoms is orders of magnitude larger compared
to that between low-lying states.
The master equation (2.27) for the N -body density matrix ρ(N) becomes:
ρ˙(N) = − i
~
[H(N) + U, ρ(N)] + LD(ρ(N)) + LL(ρ(N)). (2.49)
To obtain the steady-state level populations from Eq. (2.49), this is trans-
formed to a many-body rate equation.
In the absence of interactions (U = 0), the N -atom density matrix factorizes
and Eq. (2.49) reduces to a set of single-atom rate equations (OBEs, (2.13)-(2.18)).
The dynamics of the level populations for each atom i can thus be determined upon
adiabatic elimination of the coherences: ρ˙(1)αβ,i = 0 for α 6= β, with α, β = {g, e, r}
[34]. This approximation applies when the off-diagonal elements of the density
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matrix evolve much more rapidly than the populations. The coherences can then
be expressed at each time as a function of the populations and the OBEs are trans-
formed into relaxation equations for the populations only [29].
This single-atom RE description is then extended to interacting atoms. As
explained in [34], the interaction between atoms in the Rydberg state is incorpo-
rated into the model straightforwardly by replacing the detuning from the upper
transition of each atom ∆c by ∆c,i = ∆c − ∆int,i, where ∆int,i =
∑′
j 6=i
C6
|ri−rj |6
accounts for the van der Waals shift of the Rydberg level of atom i induced by
the other excited Rydberg atoms. The sum
∑′ runs over all atoms in state |r〉
such that the local detuning ∆c,i, and hence the individual atomic transition rates,
become dynamical variables that depend on the entire many-body configuration
of Rydberg atoms in the gas [40]. It is important to observe that ∆int,i enters into
the single-atom master equation merely as an additional detuning of the Rydberg
level of atom i, thereby excluding true many-body quantum correlations. How-
ever, as shown in [34], this treatment of interactions only neglects simultaneous
multi-photon excitation of several interacting Rydberg atoms, which can be safely
ignored for the typical laser parameters used in the experiments. By neglecting
multi-photon transitions, the structure of the master equation is unchanged com-
pared to the non-interacting system and one can perform the adiabatic elimination
of the coherences as discussed above.
The resulting many-body rate equation still covers an exponentially large num-
ber of 3N many-body states, however it can be efficiently solved for very large
number of atoms by using a classical Monte Carlo sampling. For the details of the
algorithm see references [25, 34, 38]. This procedure allows to obtain the steady-
state populations of the approximate N -body density matrix, and in particular
the average level populations ραα = N−1
∑
i ρ
(1)
αα,i with α = {g, e, r}.
2.2.2 Universal relation for the optical susceptibility
By using the average population ρee = N−1
∑
i ρ
(1)
ee,i of the intermediate state
and assuming a weak probe intensity (Ωp  Ωc,Γe), for which ρ(1)gg,i = 1, ρ˙(1)gg,i = 0,
the following relation can be derived from Eq. (2.13):
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=[ρeg] = −Γe
Ωp
ρee (2.50)
where =[ρeg] is the imaginary part of ρeg. Since the steady-state value of ρeg is
related to the optical susceptibility at the probe transition via Eq. (2.33), the
Monte Carlo rate equation approach allows one to determine the imaginary part
of the complex optical susceptibility describing the nonlinear absorption of the
probe beam through the interacting Rydberg medium.
From many-body simulations of the RE model described in the previous section,
Ates and co-workers [25] heuristically found a universal relation connecting the
steady-state value of the imaginary part of the nonlinear optical susceptibility
χI = =[χ(ωp)] ∝ =[ρeg] to the steady-state Rydberg population density, given by
the average population of the Rydberg state, multiplied by the atomic density na:
ρRy = naN
−1∑
i ρ
(1)
rr,i. This universal relation reads:
χI
χ2lvl
=
fbl
1 + fbl
(2.51)
where χ2lvl indicates the two-level optical susceptibility introduced in Eq. (2.36).
fbl indicates the fraction of suppressed Rydberg excitations due to Rydberg-Rydberg
interactions and is defined as:
fbl =
ρ0Ry
ρRy
− 1 (2.52)
where ρ0Ry = ρRy(∆int = 0) is the steady-state Rydberg density in the non-
interacting limit.
The universal dependence of the scaled susceptibility on the laser parameters,
atomic density and interaction strength expressed by Eq. (2.51) has been tested
numerically for a wide range of parameters in the case of zero laser linewidths [25].
This relation illustrates the effects of excitation blocking on the optical suscepti-
bility of the Rydberg-EIT medium: in the non-interacting limit, reached for low
atomic densities and/or low probe intensities, the Rydberg density is equal to its
non-interacting value, that is fbl → 0. Therefore, χI → 0, corresponding to per-
fect EIT. In the opposite limit of strong interactions, when the Rydberg density is
strongly suppressed due to the dipole blockade (ρRy  ρ0Ry, fbl  1), the nonlinear
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absorption saturates at its two-level value: χI/χ2lvl = 1.
Equation (2.51) holds in the case γgr = 0, however, to compare this equation
to real experimental data one needs to take into account dephasing effects which
suppress the gR-coherence, leading to a non-zero absorption of the medium even
in the absence of interactions (imperfect EIT), as described in Section 2.1.2. To
account for this, the universal relation can be heuristically modified as follows [26]:
χI
χ2lvl
=
χ0I/χ2lvl + fbl
1 + fbl
(2.53)
where χ0I indicates the residual imaginary part of the optical susceptibility in
the non-interacting limit.
In order to obtain an analytical expression for the local susceptibility which only
depends on the laser parameters and the local atomic density, the dependence of
fbl on these parameters, has to be found. In reference [26] the authors develop a
semi-analytical model to describe the dependence of fbl on the atomic density for
different trap geometries (1D, 2D and 3D), which turns out to closely reproduce
the RE results over the full density range under consideration. They find a very
simple linear dependence of fbl on the atomic density for densities below ∼ 1012
cm−3:
fbl ≈ ρ0RynaVb (2.54)
where Vb is the volume of a blockade sphere, Vb = 2rb, pir2b , (4/3)pir3b for the
1D, 2D and 3D case respectively. In the considered case of an interacting Rydberg
gas subject to EIT conditions, the blockade radius rb is defined as the distance at
which the two-body van der Waals interaction energy equals the single-atom EIT
resonance width.
In the high density limit collective effects arise (see reference [26] for a detailed
explanation). However, these effects are neglected in this thesis, since it focuses
on the low-density regime, for which fbl depends linearly on na. This is justified
by the fact that in EIT experiments, where Ωp  Ωc, the steady-state Rydberg
density in the non-interacting limit is very low, consequently collective effects can
safely be ignored.
It can be further observed that, since in general χI ∝ ρee, in the non-interacting
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limit one can write:
χ0I ∝ ρ0ee, (2.55)
where ρ0ee is equal to the single-particle steady-state population of the intermediate
state |e〉 (ρ0ee ≡ ρ(1)ee ). A similar relation can be worked out for the imaginary part
of the two-level optical susceptibility:
χ2lvl ∝ ρ2lvlee . (2.56)
Combining Eq.s (2.55) and (2.56) it is possible to derive the following useful
relation:
χ0I
χ2lvl
=
ρ0ee
ρ2lvlee
. (2.57)
The substitution of Eq.s (2.54) and (2.57) into the universal relation given by
Eq. (2.53) allows one to find an expression for the imaginary part of the optical
susceptibility, scaled by its corresponding value in the two-level limit, which only
depends on the steady-state populations of the non-interacting system ρ0Ry ∝ ρ0rr
and ρ0ee, and on the two-level excited state population ρ2lvlee . All these quantities
can be easily numerically calculated from the single-atom OBEs.
Therefore, combining the universal relation of the RE model [25] with the low-
density expression for the blockade fraction derived in the semi-analytical model
[26], it is possible to describe the nonlinear optical response of a resonantly driven
interacting Rydberg gas in terms of single-atom properties. Moreover, once a
simple expression for the optical susceptibility as a function of the laser parameters
and the local atomic density is found, it is possible to calculate the absorption of
the probe beam through the atomic cloud by numerically solving the following
paraxial wave equation:
∂
∂z
Ωp(z) = −k
2
χI [z,Ωc(z),Ωp(z), na(z)]Ωp(z) (2.58)
where the density dependence of the optical susceptibility is also included. Com-
pared to Eq. (2.41), the right side of Eq. (2.58) contains only the imaginary part
of the susceptibility: since the primary interest is on the absorption of the probe
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light, the dispersion dynamics is neglected in that equation.
In the numerical simulations, presented in the next section, Eq.s (2.53) and
(2.54) are substituted into Eq. (2.58), which is used to calculate the nonlinear
probe light propagation through an interacting Rydberg medium under EIT con-
ditions, varying the system parameters (laser parameters and atomic density) in a
range which will allow a direct comparison to the experimental results of Chapter
4.
2.2.3 Numerical results
A cloud of N = 5× 104 87Rb atoms with states |g〉 = |5S1/2〉, |e〉 = |5P3/2〉 and
|r〉 = |42S〉 is considered. The decay rates of the intermediate and Rydberg states
are chosen respectively as Γe/2pi = 6 MHz and Γr/2pi = 10 kHz, respectively. Laser
linewidths of γp/2pi = γc/2pi = 150 kHz are assumed for both probe and coupling
lasers. The ground state is resonantly coupled to the intermediate state by a
weak probe laser, with variable Rabi frequency Ωp, while a strong coupling laser
resonantly drives the transition between the intermediate and the Rydberg states
with fixed Rabi frequency Ωc/2pi = 6 MHz. Two atoms that are in the Rydberg
state experience a repulsive van der Waals interaction with strength C6(42S −
42S)/2pi = 360 MHz µm6, which gives a blockade radius of rb ≈ 3µm. All the
parameters above are chosen as in the real experiment. By numerically solving the
OBEs (2.13)-(2.18) with the given parameters, the blockade fraction (Eq. (2.54))
is calculated, and from that the imaginary part of the optical susceptibility (Eq.
(2.53)) is derived. The result is plotted in Fig. 2.6 as a function of the number of
atoms per blockade sphere, defined as Nb = naVb.
The behaviour of the optical susceptibility scaled by the corresponding two-
level value is shown for two different probe Rabi frequencies. For the weaker
probe intensity (red curve) the medium becomes absorbing at higher densities with
respect to the higher probe intensity case (blue curve), since at equal atomic density
the Rydberg population is lower for a weaker probe beam. When Nb becomes very
large, comparable to the total number of atoms, almost all the atoms are shifted
out of resonance with the upper transition (fully-blockaded regime) and the gas
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behaves as an absorbing two-level atomic medium (χI → χ2lvl).
Figure 2.6: Imaginary part of the optical susceptibility as a function of the
number of atoms per blockade sphere. The two curves correspond to
different values of the probe Rabi frequency. The blue curve is obtained with
Ωp/2pi = 2 MHz, while the red curve is calculated with Ωp/2pi = 0.2 MHz.
For a same value of the atomic density, the absorption is higher at a higher
probe intensity. The finite absorption in the absence of interactions (Nb = 0)
due to non-zero laser linewidths is also evident. The plot is obtained with
the parameters indicated in the text and setting ∆p = ∆c = 0.
In order to calculate the nonlinear absorption of the probe beam through the
cloud, Eq. (2.58) is integrated numerically along the propagation direction z,
assuming that the atomic steady-state is reached, the probe beam uniformely illu-
minates the cloud and the atomic density varies slowly in space. In Eq. (2.58), k
is the probe wavenumber, k = 2pi/λ, where λ = 780 nm is the wavelength of the
probe transition. My analysis assume an atomic density with a Gaussian profile
along the propagation direction of the probe beam: na(z) = n0 exp(− z22w2 ), where
n0 is the peak density and w is the width of the distribution along z. The assumed
Gaussian profile for the atomic density is justified since in the experiment time of
flight measurements are performed after the atomic cloud has been released from
an optical dipole trap with a 3D harmonic potential (see Chapter 4), therefore the
atomic distribution is Gaussian in all directions [42].
Figure 2.7 shows the attenuation of the probe intensity propagating through the
cloud, in three different cases: in absence of interactions (purple curve) the probe
beam passes through the medium almost without dissipation, the transparency
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of the gas being only reduced by the finite laser linewidhts. The opposite limit is
represented by the two-level system, for which the resonant probe beam is strongly
absorbed (brown curve). The intermediate situation is given by the interacting
three-level system (blue curve), where the effect of Rydberg-Rydberg interactions
is to increase the absorption of the medium with respect to the non-interacting
case.
Figure 2.7: Attenuation of the probe light intensity calculated from Eq. (2.58)
and atomic density Gaussian profile along the propagation di-
rection. The simulations are performed with the following parameters:
Ωp0/2pi(initial probe Rabi frequency) = 1 MHz, Ωc/2pi = 10 MHz, rb =
3µm, n0 = 2 × 1011 cm−3, w = 11µm, ∆p = ∆c = 0, Γe, Γr, γp, and γc
as given in the text. The result in the non-interacting case (purple curve)
is obtained by setting rb = 0 in the calculations, while for the two-level
case (brown curve) the two-level optical susceptibility χ2lvl is used. The
reduced transparency of the gas due to Rydberg-Rydberg interactions is
clearly shown by the blue curve.
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2.3 Effect of a single impurity
The effect of Rydberg-Rydberg interactions on the optical response in a gas
involving a single Rydberg state has been considered so far. Now, the attention
is devoted to investigate what happens when some impurities, that is atoms ex-
cited in a different Rydberg state, are added to the background of atoms probed
under EIT conditions. Besides the probe-probe interactions, the model should con-
sider also the probe-impurity and impurity-impurity interactions, which increase
the complexity of the many-body problem. From a different point of view, the
effect of probe-impurity interactions on the transmission of probe light through
a Rydberg-EIT medium with controlled probe-probe and impurity-impurity in-
teractions can be exploited to realize a powerful non-destructive imaging tech-
nique, potentially able to detect the single impurities. This has been recently
suggested within the research group where I performed my thesis work. The so-
called interaction-enhanced imaging [24] developed by Weidemüller’s group at the
University of Heidelberg and further studied during my thesis, will be the content
of the next Section.
In order to describe the interactions between impurities and probe atoms the
rate equation model of reference [34] described in section 2.2.1 has been extended,
following its main approximation, i.e., the interactions are included only as shifts
in the two-photon detuning.
For simplicity, the excitation of a single impurity at the center of the atomic
cloud is imagined. The interaction with the Rydberg impurity causes an energy
shift of the Rydberg state of all the surrounding probe atoms within a distance Rip
from the impurity, where Rip indicates the radius of the impurity blockade sphere,
shifting all of them out of resonance with the coupling laser.
The effect of an impurity, placed at z = 0, on a probe atom located at position
z is modeled as an additional z-dependent detuning for the upper transition:
∆c(z) = ∆c −
C3
|z|3
1 +  C3|z|3Ωc
≈ ∆c − 1
′ + | z
Rip
|3 (2.59)
where ∆c is the detuning of the coupling laser from the |e〉 to |r〉 transition for
the probe atoms. The second term on the right side of Eq. (2.59) expresses
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the dipole-dipole interaction potential between the impurity and the probe atom:
|Rip/z|3 ∼ C3/(Ωc|z|3) ∼ |Vdd| (with ~ = 1). The two terms  and ′ indicate
small quantities (in the calculations they are set to 0.01), which are included in
order to avoid an infinite value of the frequency shift calculated exactly at the
position of the impurity. Eq. (2.59) is similar to the expression ∆c,i = ∆c −∆int,i
(see Section 2.2) given in the RE model to account for probe-probe interactions,
except that here strong dipole-dipole interactions between the impurity and the
probe atoms are considered, instead of weaker van der Waals interactions, as in the
probe-probe case. This choice will be justified in Section 2.4 where the theoretical
model presented so far will be applied to describe the technique for imaging single
impurities within a dense atomic gas. It will be shown that in order to get a
high signal-to-noise ratio in the absorption images it is necessary that the probe-
impurity interactions are much stronger than the probe-probe interactions.
By substituting ∆c → ∆c(z) as in Eq. (2.59) in the single-atom optical Bloch
equations and using equations (2.53), (2.54) and (2.57) the probe light propagation
through the Rydberg-EIT medium in presence of one impurity at the center of the
cloud may be calculated, applying a paraxial wave equation of the form of Eq.
(2.58), where the optical susceptibility also depends on ∆c(z):
∂
∂z
Ωp(z) = −k
2
χI [z,Ωc(z),Ωp(z), na(z),∆c(z)]Ωp(z). (2.60)
The results are shown in Fig. 2.8 for the same set of parameters of Fig. 2.7,
and Rip = 10µm. The upper graph shows the expected increased absorption of
the probe light in presence of both probe-probe and probe-impurity interactions
(blue curve) with respect to the case of interactions among background atoms only
(purple curve). The probe intensity is rapidly attenuated when passing through
the center of the cloud, where the gas is made highly absorbing by the presence
of the Rydberg impurity. The lower graph shows the spatial dependence of the
probe-impurity dipole-dipole interaction strength along the probe propagation di-
rection (Eq. 2.59), which can be compared to the density distribution profile of
the background atoms (middle graph).
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Figure 2.8: Effect of a Rydberg impurity on the propagation of the probe
light. (top) The three curves corresponding to the non-interacting case
(brown), the case of probe-probe interactions (purple) and the two-level
limit (green) are the same as in figure 2.7. The blue curve corresponds to
the situation in which a single atom (impurity) at the center of the cloud
is excited to a Rydberg state different from that of the background atoms
(probe atoms). This impurity interacts with the probe atoms subject to EIT
configuration, strongly suppressing the transparency of the medium in its
surroundings. (middle) Atomic density profile along the probe propagation
direction. (bottom) The frequency shift of the Rydberg level of the probe
atoms induced by the dipole-dipole interactions with the impurity placed at
the center of the cloud (z = 0) is shown as a function of the probe-impurity
distance along z. The parameters used for the simulations are the same as
in Fig. 2.7, with in addition Rip = 10µm.
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2.4 Interaction-enhanced imaging
Traditionally, Rydberg atoms are dectected by field ionization, but this tech-
nique is intrinsically destructive and typically provides no spatial resolution. Only
in the last years a few different approaches have been realized, which are either
based on field ionization microscopy [43], on fluorescence imaging of atoms after
depumping to the ground state [44], or on direct fluorescence imaging using the
second valence electron of earth alkali atoms [45].
An innovative idea proposed by Müller and co-workers was that a single Ryd-
berg atom could control the optical transfer of an ensamble of ground state atoms
between two ground states using the Rydberg blockade [46].
In principle, one could think of using traditional absorption imaging to im-
age a Rydberg excitation which reduces the transmission of a probe beam in its
vicinity, however this is prohibited due to the low spontaneous scattering rate of
Rydberg states and the absence of closed optical transitions. To overcome this
difficulty, alternative imaging schemes based on Müller’s idea have been proposed,
such as a state-selective imaging of the atoms after the state-transfer, which per-
mits the spatial discrimination of single impurities in an ultracold gas [47] or the
interaction-enhanced imaging technique [24], discussed below.
This technique is an all-optical method to image single Rydberg impurities
within a dense atomic gas, by exploiting their interactions with a background of
probe atoms subject to electromagnetically-induced transparency. The situation
is depicted in Fig. 2.9. The impurities are embedded within a dense gas of probe
atoms. The probe atoms are coupled under EIT condition to a probe Rydberg
state |p〉 via two coherent light fields characterized by Rabi frequencies Ωp and Ωc.
The excitation is driven on resonance (∆p = ∆c = 0), thus yelding the maximum
contrast in the absorption images while maintaining the smallest probe Rydberg
population 2. Far away from any impurity the probe Rydberg state |p〉 is unshifted
and the probe atoms evolve into the dark state, becoming transparent for the probe
light, which is resonant to the lower transition. In contrast, in the vicinity of an
impurity the strong probe-impurity interactions cause a shift of the probe Ryd-
2It will be shown later that this condition is useful to get a high signal-to-noise ratio.
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berg state out of resonance with the coupling laser, breaking the EIT condition
within a blockade radius Rip. This makes the probe atoms in this region strongly
absorbing on the probe transition. The change in the absorption properties of
many probe atoms surrounding an impurity makes it possible to map the position
of the impurity onto the absorption profile of the probe laser, allowing to image
the impurities in a spatially resolved way [24, 28].
Figure 2.9: Scheme of interaction-enhanced imaging. The impurities (orange
spheres) are embedded in a dense two-dimensional atomic gas of probe atoms
(green spheres). The probe atoms interact with two coherent light fields
(probe and coupling) which couple them to a Rydberg state |p〉 via a two-
photon resonance. The estabilished EIT conditions render the atoms far
from any impurity transparent for the probe beam. On the contrary, probe
atoms which are within a critical distance Rip from an impurity are af-
fected by strong probe-impurity interactions which lead to a frequency shift
U ∼ Vdd of the resonance, breaking the EIT condition. These atoms thus
become strongly absorbing on the probe transition. The shadows they cast
on the probe absorption profile reveal the presence of the impurities. Figure
adapted from [28].
The potential of this imaging technique has been first investigated in [24], where
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only probe-impurity interactions are taken into account, whereas interactions be-
tween background atoms are neglected, under the assumption that the probability
to find more than one atom in the |p〉 state within the blockade volume of a probe
atom is ≤ 1 for Ωp  Ωc, as is typically the case under EIT conditions. This con-
straint imposes a maximum critical density of the atomic gas for which this model
can hold. Above this density, probe-probe interactions decrease the contrast of
the image as a consequence of the blockade effect, for which only one atom can
contribute to the EIT signal, while the remainder couple resonantly to the probe
laser and become absorbing. A proper treatment of the effect of interactions be-
tween background atoms on the imaging process, was still lacking. However, the
importance of Rydberg-Rydberg interactions between probe atoms on the spatially
resolved imaging of single impurities in an ultracold gas has already been demon-
strated in [47].
Applying the theoretical model for the light propagation through an interact-
ing Rydberg-EIT medium described in Section 2.2 and extended to include the
effect of one impurity in Section 2.3 to the interaction-enhanced imaging scheme,
allows a more realistical prediction of the conditions under which the single atom
sensitivity can be reached. These theoretical predictions will be directly compared
to experimental data in Chapter 4.
2.4.1 Optimal parameters
To apply the imaging process to real experiments the influence of noise should
be analysed. In general, the quality of an absorption image, used to image the
Rydberg impurities, is degraded by intensity noise of the probe light, by intrinsic
atomic density fluctuations and by the read-out noise of the detection CCD camera.
In Appendix A the model used to characterize the noise on absorption imaging
is explained in detail. It allows to find the following optimal parameters which
minimize the effects of imaging noise:
• Ωp0  Ωc,
• Rip  Rpp,
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• w ≈ Rip.
The first two conditions clearly show the importance of reducing probe-probe
interactions in the imaging scheme: in order to maximize the contrast the back-
ground atoms should interact strongly with the impurity and weakly among theme-
selves. Fig. 2.10 shows the calculated absorption of the probe beam at the center
of the atomic cloud, as a function of the peak atomic density for two different
ratios Ωp/Ωc. The separation between the absorption curves obtained with and
without the impurity at the center of the cloud is clearly increased in the case of
a lower Ωp.
In general, the maximum signal-to-noise ratio is achieved for large coupling
strengths Ωc, which imply small probe-probe blockade radius Rpp, and long expo-
sure times texp. In the current experiment however, this is limited by the available
laser power and by the required time resolution, which has to be short comparable
to the typical lifetime of a Rydberg atom (∼ 100µs). The use of an appropriate
optical power amplifier to increase the power of the coupling beam could improve
the sensitivity of the imaging technique.
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(a)
(b)
Figure 2.10: Calculated probe light absorption as a function of the peak atomic
density for different system configurations. The two limit cases of
a two-level absorbing medium (green curve) and a non-interacting gas
(brown curve) are shown for comparison. In between, the absorption in
presence of probe-probe interactions only (purple curve) and both probe-
probe and probe-impurity interactions (blue curve) are illustrated. The
parameters used for the calculations are the following ones: Ωc/2pi = 6
MHz, Rpp = 3µm, Rip = 10µm, Γe/2pi = 6.1 MHz, Γr/2pi = 0.01 MHz,
γp/2pi = γc/2pi = 0.15 MHz, w = 11µm and the initial probe Rabi fre-
quency Ωp0/2pi is chosen equal to 1 MHz and 0.25 MHz in (a) and (b)
respectively. The Absorption is calculated as [1− (ΩpT /Ωp0)2], where ΩpT
is the transmitted probe Rabi frequency, obtained by solving Eq. (2.60).
By decreasing Ωp while mantaining all the other parameters fixed, it is
possible to increase the contrast at the center of the absorption image.
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Chapter 3
Construction and design of a
Tapered Amplifier diode laser
system
This Chapter describes the construction and characterization of an optical
power amplifier (Tapered Amplifier (TA) diode laser system) based on a design
from the University of Amsterdam [48]. Within this thesis work a new version for
this system has been developed. It will be presented at the end of the Chapter.
The implementation into the experiment of the new TA-system is foreseen in the
next future.
3.1 Concept
A Tapered Amplifier is a semiconductor device for optical light amplification.
Its geometry presents an index-guided ridge-waveguide and a gain-guided tapered
section [49], with both input and output facets anti-reflection coated. The gain
region is obtained by electrically pumping the metallized contact region [50] (see
Fig. 3.1).
The light enters the TA from the side of the ridge-waveguide, and the optically
amplified light exits through the wide taper facet. If the TA is not seeded by
a light source, it emits spontaneous light, while a TA seeded by light with a
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Figure 3.1: Drawing of a Tapered Amplifier. The gain region consisting of a ridge-
waveguide and a tapered section is coloured in yellow in the figure. The
tapered section has a typical full angle of 6◦ (adapted from [51]).
wavelength inside the TA gain spectrum also leads to stimulated emission and the
power-amplification of the seeding light. In the experiment the TA is seeded by
a continuos-wave external-cavity diode laser (Toptica DL Pro), which acts as a
master oscillator. As the beam propagates through the taper, it expands laterally,
owing to diffraction, thus filling the expanding cross-section of the device. The
layer structure of the TA is similar to that of state-of-the-art semiconductor lasers,
and the geometry in this direction usually remains uniform along the device length.
The lengths of the ridge section and the tapered section of the device used in the
present work are 0.75 mm and 2 mm respectively. The gain region has a 3 µm
wide input aperture and the output is 190 µm wide.
3.2 The home-built TA
In typical working conditions, with an operating current of 2 A and a potential
difference between the two metallized contact regions of about 2 V, the total power
supplied to the TA is about 4 W. As will be shown in Section 3.4.1, about 1 W of
this power is produced in the form of light when the TA is correctly seeded, then
about 3 W of power is dissipated as heat. This heat dissipation is considerably
higher with respect to typical diode lasers and requires the development of an ac-
curate design in order to prevent an excessive heating of the diode and to face its
thermal expansion. Several different designs have been realized to construct stable
and compact TA-systems, taking into consideration the issues of heat conductivity
and optical alignment [52, 53].
48
3.2 The home-built TA 49
Within this thesis work a home-made TA-system has been built based on a
design from the University of Amsterdam [48] and a new design for this system
has been developed. The main features of the new TA-prototype are discussed in
Section 3.5, where technical drawings are shown as well.
One of the central points of the TA-system realized in Amsterdam is repre-
sented by a copper cross-shaped block mounted on four springs and screwed to
the aluminium housing (see Fig. 3.2(a)). This mounting block has several func-
tions: it accomodates and holds the TA-chip, working also as a cooling plate,
temperature-stabilized by two Peltier elements. Moreover, the spring mounts and
the copper cross transform thermally-induced translations into rotational displace-
ments, avoiding the misalignement of the injection and beam position change at
the output, where the light is often coupled into a single mode optical fiber.
The TA-diode laser used in the home-built system is the EYP-TPA-0765-01500-
3006-CMT03-0000 from Eagleyard Photonics, which has the maximum emission
power at 765 nm and a FWHM gain bandwidth of 6 nm (as per specifications),
offering a good gain at a wavelength of 767 nm for the seed light.
The TA-chip is supplied in a 2.75 mm length C-mount package (Fig. 3.2(b))
which acts as a heat-spreader for the laser diode. In order to efficiently dissipate
the large amount of heat produced by the laser, the C-mount package is screwed
to the cross-shaped heatsink. In addition, a thin (0.1 mm thick) indium foil is
inserted between the C-mount and the copper cross, to ensure high thermal con-
ductivity between the two copper surfaces. Silicon compound should be avoided
in this application since it has noticeable outgassing that can eventually lead to
a damage of the chip facets. The C-mount constitutes the laser diode anode (+)
terminal, so that the connection to the power supply anode can easily be made to
the copper cross. The laser diode cathode (-) terminal is the wire lead attached to
the C-block. The connection to this wire is made by soldering. Great care should
be taken to avoid the damage of chip facets during soldering: heated soldering
flux spreads all around. To protect the facets from damage a shelter made of alu-
minium foil has been used to block the area around the laser chip, as shown in
Fig. 3.3.
The TA-operating current and temperature are controlled and stabilized by the
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(a) (b)
Figure 3.2: Inside the Tapered Amplifier system and zoom on the TA-chip.
(a) The cross-shaped heatsink, the spring mount and the TA-chip are visible.
(b) C-mount package supply for the TA diode laser.
Figure 3.3: Chip soldering. An aluminium foil has been used to protect the laser diode
from optical facet contamination during the cathode soldering.
PilotPC controller from Sacher Lasertechnik. Two Peltier elements (QuickCool
20×20×3.4 mm3, model QC-31-1.4-8.5M) are connected to the Thermoelectric
cooler (TEC) controller, allowing the heating and cooling of the system. The
temperature is measured with a thermocouple (10 kΩ, Epcos B57703M103G). The
Peltier elements are inserted between the housing and the copper cross (see Fig.
3.4) and the thin gaps are filled with a thin layer of thermal compound, which
guarantees high thermal conductivity.
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Figure 3.4: Peltier elements. Two Peltiers are attached to the copper cross using a
thermal compound.
3.3 Optical alignment
The optical layout of the TA-system is scketched in Fig. 3.5. The accurate
focusing of the seed laser into the active region of the Tapered Amplifier is very
important to obtain a maximal light amplification. It can be difficult to properly
couple light into the TA to start seeding it because of the small size of the input
(3x3 µm2). To coarsely seed the TA the following procedure is applied:
• first, the Tapered Amplifier is coarsely aligned by using it as a photodiode
(PD) and measuring the emitted photocurrent, while moving the TA with
respect to the seed laser optical axis,
• then the alignment is optimized by collimating the light spontaneously emit-
ted from the TA input and directing it back along the incoming light.
For the preliminary alignment the current cable is disconnected from the TA-
driver and connected to an ammeter, with a sensitivity in the nA range. The
cooling mechanism of the TA is activated in order to control the thermal expan-
sion of the chip. Moving the TA along the x -direction of Fig. 3.1, transversally
to the seed beam, one tries to maximize the current signal on the ammeter, which
is proportional to the power of the light incident on the active region of the TA,
operated as a photodiode. As it happens in typical semiconductor diode lasers
when they are used as a photodiode, due to concentration gradient, the diffusion
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Figure 3.5: Optical setup of the TA-system.
of electrons from the N-type region of the device to the P-type region and the
diffusion of holes from the P-type region to the N-type region, develops a built-in
voltage across the junction. The diffusion of electrons and holes between the N
and P regions across the junction results in a region with no free carriers. This is
the depletion region. The built-in voltage across the depletion region creates an
electric field with maximum at the junction and no field outside of the depletion
region. Any applied reverse bias (positive cathode and negative anode) adds to
the built-in voltage and results in a wider depletion region. The electron-hole pairs
generated by light are swept away by drift in the depletion region and are collected
by diffusion from the undepleted region. The maximal photocurrent measured in
the experiment amounts to 2.5 mA at 10 mW of seed power.
At this point the ammeter is disconnected and the TA is connected back to the
power supply to proceede with the finer alignment. In the Amsterdam’s design
[48], as well as in that developed within this thesis (see section 3.5), two aspheri-
cal lenses (Thorlabs C230TME-B) are mounted inside two threaded plastic tubes.
These lenses are meant for focusing the seeding light and partially collimating the
amplified output light.
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Once the TA is properly seeded, one needs to collimate the amplified light. Due
to the tapered geometry of the chip, the beam emitted from the TA-output (3x190
µm2 in size) has different divergence angles along the short and long sides. To col-
limate such a beam two lenses are used: an aspherical lens, identical to that used
for focusing the incoming light at the input, and a f = 100 mm cylindrical lens,
to collimate the output beam only in the horizontal direction, which corresponds
in the present case to the smallest divergence angle. By doing this, while simply
collimating the stimulated light one also almost completely removes spontaneous
emission from the beam, thanks to the different divergence properties of the two
emissions.
Looking at the beam shape after the cylindrical lens, some shearing beam-
profile dynamics can be observed over distances of 15 - 20 cm from the chip, which
might be caused by the fact that the TA diode laser is not perfectly parallel to
the optical table, but slightly tilted with respect to it. In order to correct this
beam shearing the cylindrical lens is mounted on a rotation mount and by rotat-
ing the lens at a sub-degree angle about the optical axis, a collimated beam can be
obtained. The measurments of the collimated beam profile gives beam widths of
2.53 mm and 1.91 mm in the horizontal and vertical direction, respectively (Fig.
3.6), leading to an aspect ratio of 1.32 which is quite good for the coupling into
a single-mode (SM) polarization maintaining (PM) optical fiber, considering the
strong divergence of the beam directly at the TA-output. Since the collimation of
the beam is done without an optical isolator after the TA, during this procedure
the TA-current is maintained low in order to reduce the risk of damage from the
back reflection into the diode laser. Once the laser beam is collimated, a 60 dB
optical isolator is placed after the TA output: at this point the TA-operating cur-
rent can be safely increased to full specifications.
The amplified light is finally coupled into a SM-PM-optical fiber. It’s impor-
tant to point out that the fiber coupling of the light emitted by the TA is affected
by the thermal effects in the TA-chip, due to variations in the operating current.
When the chip expands thermally the beam divergence after the output collimating
lenses (the aspherical and the cylindrical lenses) slightly changes, and the position
of the fiber coupler lens needs to be properly realigned. Consequently, the fiber
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Figure 3.6: Output beam profile measured before the optical isolator, 29 cm
far from the chip, at 2 A TA-operation current. From the fit of the
transversal beam intensity distribution the beam widths are estimated as:
wx = 2.53 mm and wy = 1.91 mm.
coupling can only be optimized for a certain TA-current. A maximum coupling
efficiency of 60% at 2 A TA-operation current is obtained.
3.4 Performance
The Tapered Amplifier has been tested using a continuos-wave external-cavity
diode laser as a seed, locked to an atomic resonance [54].
3.4.1 Measurements of optical amplification
The light from the CW-ECDL master oscillator (MO) (Toptica DL Pro), is
sent to the TA via a PM-optical fiber. A polarizing beam-splitter (PBS) cube and
a λ/2-wave plate are placed in the beam path to allow the variation of the seed
power. The power amplification of the seed light is measured after the optical
isolator (with a transmission efficiency of 82%) by varying the injection power up
to about 25 mW, at a fixed TA-current of 2 A and a temperature of 21 ◦C (Fig.
3.7 (a)). At about 15 mW of seed power the saturation sets on, yelding 1 W of
output power after the optical isolator.
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At a fixed injection power of 15 mW, the output power is then measured after
the optical isolator as a function of the TA-operating current. The results are
shown in Fig. 3.7 (b). The current is varied from 500 mA up to a maximum of
3.3 A, as indicated by specifications. At the maximal operating current of 3.3 A
one obtains 2.1 W after the optical isolator, which is much more than the absolute
maximal specified power of 1.6 W expected directly at the TA-output. From the
linear fit the TA-lasing threshold is found to be 845 mA.
Finally, the spontaneous emission from the TA is characterized as a function of
the TA-current, operating the TA without seeding (free-running amplifier mode).
As shown in Fig. 3.7 (c), at a 2-A operating current one gets 80 mW of spontaneous
emission, at the TA output.
3.4.2 Spectral characterization
An important requirement for a TA is the capability to preserve the seed
linewidth, while amplifying its power. To characterize this in the constructed
TA, the spectra of the master oscillator and the TA-light are analysed, by using
a confocal Fabry-Perot cavity (Sirah EagleEye). After the cavity alignment, clear
single-mode spectra can be observed for both the MO and the TA. Fig. 3.8 shows
a set of measurements realized for the light emitted from the TA. The Eagle-
Eye software evaluates the laser linewidth by measuring the transmitted intensity
variations which are attributed to laser frequency fluctuations around the cavity
resonance, at fixed cavity length. The procedure is the following [55]. First, the
cavity length is scanned by the EagleEye software, in order to measure the trans-
mitted intensity spectrum (see Fig. 3.8 (a)). Then, the transmission peaks are
fitted by Lorentzian lineshapes. From the nominal free spectral range (FSR) of
the cavity, FSR = 1499 MHz, and the measured FWHM of the peaks, ∆f = 5.5
MHz, the finesse (F) of the cavity can be calculated: F = FSR/∆f = 272 MHz,
close to 300 claimed in the specifications. When the fitting parameters are saved,
the EagleEye controller locks the cavity to the laser line. This is done by activelly
controlling the cavity length, so that the laser frequency coincides with a transmis-
sion peak’s half maximum position. Any change of the laser frequency with respect
to the cavity resonance results in transmission intensity fluctuations around the
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(a)
(b)
(c)
Figure 3.7: Power characterization of the Tapered Amplifier. (a) Optical power
amplification. (b) Power of stimulated emission as a function of the TA-
operating current. (c) Power of spontaneous emission of the TA-output as
a function of the TA-operating current (free-running amplifier).
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locking point value. For a laser linewidth measurement cycle, the control loop is
switched off and the cavity length is kept constant. Immediately after loosening
the lock the intensity variations are recorded for 100 ms, after which a linewidth
value is generated. The average over 10 independent cycles is finally shown as a
blue dot in a graph like in Fig. 3.8(c).
(a) (b)
(c)
Figure 3.8: Spectrum analysis of the TA-light. (a) Transmitted intensity pattern
of the Sirah EagleEye cavity. (b) The zoom on a single transmission peak
reveals that the TA-emission spectrum is clearly single-mode. (c) The blue
dots indicate calculated values of the TA-output linewidth at different times.
The calculated mean linewidth is also given.
At a temperature of 21 ◦C and after five hours of operation under the same
conditions for both the MO and the TA, the following linewidths are measured1:
1It’s worth noting that the experiments were done with only passive acoustic isolation of the
optical tables (no air pressure in the vibration isolators of the optical tables). The optical tables
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MO linewidth = (283 ± 20) kHz
TA linewidth = (287 ± 20) kHz
The match within the error bars between the linewidths of the master oscillator
and the Tapered Amplifier is indicative of the expected operation of the TA-system:
it does not affect the seed linewidth.
3.4.3 Measurements of intensity noise
Since one of the most desired features of laser systems used in cold atom exper-
iments is their intensity stability, a characterization of the intensity fluctuations is
performed. The set-up used for the intensity noise measurements is drawn in Fig.
3.9.
By means of a 1-GHz-bandwidth photodiode connected to an oscilloscope, the
temporal power variations of light are recorded at different positions along the
optical path: directly after the MO output, after the PM-optical fiber and a PBS,
and finally after the TA. These three positions are indicated in Fig. 3.9 by numbers
1, 2 and 3, respectively.
Figure 3.9: Optical set-up for noise intensity measurements. The numbers indi-
cate three different positions at which the photodiode has been placed, to
measure the intensity noise. See text for discussion.
It’s worth noticing that in this kind of measurements it’s recommended to
use a polarizing beam splitter with a large extinction ratio (in the experiment
TP/TS > 1000/1) before the TA, so that the light entering into the TA is almost
were sitting on rubber gaskets which also damp vibrations, but in a passive way. In any linewidth
or stability measurement over long periods of time (over seconds), this may be crucial.
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completely polarized. In fact, as already pointed out previously, a TA combines
several devices in one: it’s an amplifier, but also a polarizer, being extremely sensi-
tive to the polarization of the input light. Placing a PBS before the TA guarantees
that the additional noise on the signal after the TA is not due to a wrong polar-
ization component of the input light, but it’s a TA inherent intensity noise due to
the TA operation itself.
For each of the three configurations the relative intensity noise is calculated,
which is given by the ratio of the standard deviation (std) of the signal mea-
sured on the oscilloscope to the root-mean-square value (DC-component). The
power contribution of the photodiode and oscilloscope background noises (varbg)
are subtracted from the variance of the signal (var). However, the background
noise turned out to be only a small percentage of the total noise in each of the
three measurements performed. The results are shown in Table 3.1.
Table 3.1: Intensity noise measurement results.
Position of the photodiode Relative intensity noise ( =
√
var−varbg
(DC−component)2 )
after MO (DL Pro) 8× 10−4
after MO, PM-fiber and PBS 17× 10−4
after MO, PM-fiber, PBS and TA 9× 10−4
The relative intensity noise on the light emitted by the MO increases after a
PM-fiber, most probably as a consequence of fiber polarization drifts. As one can
see from Table 3.1, the intensity noise is reduced after the Tapered Amplifier. This
can be explained by the fact that the TA has been operated in saturation regime
(seed laser power higher than 15 mW at a 2-A TA-current).
From these measurements one can conclude that, besides amplifying and po-
larizing the seed light, the TA also decreases intensity noise by approximately a
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factor of 2.
3.5 Design for a new version
In the new design the basic features of the TA-system developed in Amsterdam
[48] have been preserved, and its original mechanical structure and efficient heat
dissipation mechanism have been improved for greater flexibility and more precise
optical alignment.
Fig. 3.10 shows drawings of the new TA-system. The main improvements of the
new system with respect to the old one concern the control over the lens adjustment
components, the copper cross design and the structure of the TA-housing. The
lens adjustment components (Fig. 3.10 (a)) allow to control the position of the
aspherical lenses over the three directions, thus permitting a very precise optical
alignment. The copper cross presents an elongated groove to accomodate the
cathode wire of the TA-chip, which ends with a large groove to facilitate the
soldering process (Fig. 3.10 (b)). The housing base has been designed in order
to allow a complete lateral access for an easy mounting of the copper cross to the
spring block.
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(a)
(b)
Figure 3.10: Drawings of the new version of the TA. (a) Expanded view, showing
all the components of the system. (b) Inside the TA-system. The cross-
shaped heatsink and the spring mount are visible.
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Chapter 4
Experiments on
nonlinear absorption and imaging
This Chapter contains the main experimental part of the thesis. First, the setup
used to prepare the cold atomic sample and to detect Rydberg atoms is described.
The scheme for the excitation of ground-state atoms to Rydberg states under EIT
configuration is outlined. Then, measurements of absorption of the probe light
at different atomic densities are presented and compared to the theoretical model
described in Chapter 2. The last part contains the experimental implementation
of interaction-enhanced imaging and presents the results.
4.1 Experimental setup
The experimental study of the nonlinear light propagation through an inter-
acting Rydberg gas has been performed with the experimental setup sketched in
Fig. 4.1. In the following the main features of the apparatus will be outlined. A
more detailed description can be found in references [28, 56, 57, 58].
4.1.1 Preparation of the dense ultracold atomic sample
Cooling and trapping: 2D-MOT, 3D-MOT and optical dipole trap
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Figure 4.1: Scheme of the experimental setup. A high flux cold atoms beam pro-
vided by a two-dimensional magneto-optical trap (2D-MOT) loads a 3D-
MOT (not shown). The trapped and pre-cooled atoms are subsequently
transferred into an optical dipole trap for evaporative cooling. After trap
release, a 780 nm probe laser and a counter-propagating 480 nm coupling
laser excite the atoms to Rydberg states in a two-photon process. The
probe beam uniformely illuminates the cloud and can be used to image the
atoms on a CCD camera using absorption imaging. The coupling light is
focused to the center of the atomic cloud in order to achieve reasonable cou-
pling strengths. The atoms (green ellipse) are located at the center of an
electrode structure (lower and upper field plates), which allows for precise
electric field control during the experiment and for field ionization detection
of Rydberg atoms. The produced ions (green trajectories) are then guided
to a micro-channel plate detector (MCP) using two deflection rings. Figure
adapted from [57].
The atoms are laser cooled and trapped [59] inside an ultra-high vacuum (UHV)
chamber. Rubidium vapour inside the vacuum chamber is supplied by dispensers.
The cooling of the atoms is performed in three stages. First, dissipative cooling is
applied in a two-dimensional magneto-optical trap (2D-MOT) [60], which creates a
high flux beam of up to 3.9 × 109 atoms/s with a small divergence [28], aligned to-
wards a three-dimensional magneto-optical trap (3D-MOT). The 2D-MOT serves
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Figure 4.2: Top view on the science chamber illustrating the beam geome-
try. Three mutually orthogonal pairs of counter-propagating beams (MOT
beams) at 780 nm form the 3D-MOT. The dipole trap consists of two crossed
reservoir beams and a dimple beam, at a wavelength of 1064 nm. The
counter-propagating probe (λ = 780 nm) and coupling (λ = 480 nm) lasers
are aligned perpendicular to the dimple beam. By means of a dichroic mir-
ror, the probe light can be detected on a CCD camera. Figure taken from
[57].
as cold atom source for the 3D-MOT, thus allowing for much faster loading rates
as compared to loading from a hot and undirected background gas. Achieving a
fast loading of the 3D-MOT is crucial in order to obtain experimental cycle times
on the time-scale of a few seconds.
The 3D-MOT consists of six independently adjustable cooling beams of 20
mm diameter and two magnetic field coils in anti-Helmholtz configuration. The
coils are situated outside the vacuum chamber. The cooling light with a total
cooling power of 125 mW is red detuned from the cooling transition |5S1/2, F =
2〉 → |5P3/2, F = 3〉 by 19 MHz (∼ 3Γe, where Γe is the decay rate of the 5P3/2-
state). The repumping light, superimposed to the cooling light, is resonant with
the |5S1/2, F = 1〉 → |5P3/2, F = 2〉 transition and has a total power of 140 µW.
At first the MOT is loaded with a magnetic field gradient of 10.5 G/cm. The
loading of the 3D-MOT, during which the dipole trap is already switched on, is
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followed by a compression of the cloud in order to match its size to that of the
optical dipole trap. This is achieved by ramping up the magnetic field gradient
to 14 G/cm. The compression is followed by a molasses phase during which the
cooling and the repumping power are reduced to 11 mW and 1 µW respectively,
while the cooling detuning is increased to 48 MHz. By turning the repumper off
2 ms before the MOT is completely switched off, the atoms are optically pumped
into the lowest hyperfine state |5S1/2, F = 1〉. This preparation minimizes losses
due to state changing collisions in the optical dipole trap.
In the final cooling stage the atoms are transferred into a conservative potential
provided by an optical dipole trap. To combine a large volume trap for efficient
loading from the 3D-MOT with tight confinement for fast evaporation, a three-
beam optical dipole trap is employed (see Fig. 4.2) [61]. Two beams of 120 µm
waist are crossed under an angle of 5◦ to form a large volume reservoir into which
the atoms are initially loaded. A third beam, called "dimple" beam, is tightly
focused onto the atoms (with a beam waist of ∼ 20 µm) and crosses the reservoir
under an angle of 45◦. This tightly focused beam allows for large trap frequencies,
ensuring high collision rates during evaporation for an efficient thermalization of
the atoms, which is required for fast evaporative cooling. The three beams of the
dipole trap are provided by a single-frequency solid state laser with 55 W output
power at a wavelength of 1064 nm, resulting in a power of about 25 W on the atoms.
Preparation of the ground state
At the end of the MOT cycle the atoms are distributed among the three Zee-
man states of the lowest hyperfine level |5S1/2, F = 1〉. In order to start from a
well defined atomic ground state, after reaching the final trap depth, a magnetic
field is applied to remove the Zeeman degeneracy and the fraction of atoms in the
|5S1/2, F = 1,mF = 1〉 state is transfered via a microwave sweep into the state
|5S1/2, F = 2,mF = 2〉 (see Fig. 4.3), which serves as the atomic ground state |g〉
in the experiment.
Tuning of the atomic density
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Figure 4.3: Relevant 87Rb levels for ground state preparation and Rydberg
excitation. Shown are the levels of the 5S1/2 and 5P3/2-manifold as well
as the Rydberg states coupled by the laser fields, in presence of a small
magnetic field. From the lowest hyperfine state the atoms are transferred to
the |5S1/2, F = 2,mF = 2〉 state using a 6.8 GHz microwave sweep. This
state represents the ground state for the three-level system (highlighted in
green) that is optically coupled with a σ+ polarized probe beam at 780 nm
and a σ− polarized coupling beam at 480 nm. A detailed description of the
level scheme of rubidium can be found in [62].
The atomic density is varied by changing the duration of the microwave transfer
step from the |5S1/2, F = 1,mF = 1〉 state to the |5S1/2, F = 2,mF = 2〉 ground
state. This technique allows to keep a constant time of flight and thus a constant
initial atom distribution inside the excitation volume for all densities.
4.1.2 Rydberg excitation and detection
Two-photon excitation
The excitation of the atoms to Rydberg states is performed via a two-photon
scheme, which involves an intermediate state (5P3/2). The two laser beams called
probe and coupling beam, are counter-propagating as shown in Fig. 4.1. The
probe field with a wavelength of 780 nm, couples the atoms to the intermediate
state 5P3/2 and also serves for absorption imaging of the ground state atoms, as
will be described in Section 4.2. The coupling laser with a wavelength of 480 nm
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excites the atoms to the Rydberg states. The excitation pathway and the involved
states are shown in Fig. 4.3. The excitation to Rydberg states is done on two-
photon resonance, realizing the conditions for studying Rydberg-EIT.
In order to create a well-defined three-level system for EIT experiments a mag-
netic field of typically 3 G is applied along the excitation axis [63] and appropriate
laser polarizations are used for the probe and coupling beam: the probe light is σ+
polarized and hence it only drives the transition |g〉 ≡ |5S1/2, F = 2,mF = 2〉 →
|e〉 ≡ |5P3/2, F = 3,mF = 3〉. Similarly, the coupling field is σ− polarized and only
couples to the Rydberg state |r〉 ≡ |nS1/2, j = 1/2,mj = 1/2〉.
Stray field compensation and field ionization detection
Since Rydberg atoms, with their enormous polarizability, experience large DC-
Stark shifts at fields as small as a few mV/cm, a proper control of the electric
field at the position of the atoms is necessary. In particular, stray electric fields
(mainly due to residual fields of the charged particle detector) have to be accurately
compensated. On the other hand, already moderate electric fields allow to ionize
Rydberg atoms and detect them by field ionization, combined with consecutive
charged particle detection. Since the ionization field depends on the state to be
detected, it can be sweeped in order to achieve a state-selective detection of the
Rydberg atoms.
To accomplish all these tasks a suitable electrode structure is used [64]. To
detect the ions, electric fields up to 1.2 kV/cm can be applied, allowing to ionize
Rydberg states from n = 25 (Eion ' 1 kV/cm) to the continuum. A micro-channel
plate detector (MCP) is used to detect the field ions. The resulting currents are
then recorded on a fast oscilloscope with a time resolution of 0.1 ns. The overall
detection efficiency of the system is around 40%.
4.2 EIT excitation
A cigar-shaped Gaussian cloud of ultracold 87Rb atoms is prepared in the state
|5S1/2, F = 2,mF = 2〉, with typical densities of na ' 1011 cm−3 and cloud widths
of σx ' 100µm and σy = σz ' 11µm, where x, y and z are indicated in Fig. 4.1.
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The shape of the atomic cloud depends on the geometry of the optical dipole trap,
and the size is determined by the frequencies of the harmonic trapping potential
along the three axes. The temperature of the sample is 40 µK.
An EIT-ladder configuration involving the ground state |g〉 = |5S1/2, F =
2,mF = 2〉, the intermediate state |e〉 = |5P3/2, F = 3,mF = 3〉, and the Ry-
dberg state |p〉 ≡ |42S1/2,mj = 1/2〉 is used. The probe and coupling beams
are counter-propagating and tuned to the single photon resonances |g〉 → |e〉 and
|e〉 → |p〉, respectively. The probe uniformely illuminates the cloud with typical
Rabi frequency of Ωp/2pi = 1 − 3 MHz. The coupling beam is focused onto the
atoms to an elongated Gaussian intensity profile with σx = 55µm and σy = 16µm.
The peak coupling Rabi frequency is Ωc/2pi ≈ 9 MHz.
4.3 Image acquisition and processing
The probe light transmitted through the cloud is imaged on a CCD camera.
The imaging system has a resolution of 4.6µm (Rayleigh criterion). Typical ex-
posure times for image acquisition are texp = 2 − 20µs. As a standard method in
absorption imaging (see, for instance, [42]), three images are taken for each ab-
sorption image (A). Indeed, reliable information on the atoms can not be extracted
from a single absorption image, since usually the probe field is inhomogeneous due
to diffraction fringes and the Gaussian beam profile. Therefore, two additional
images are acquired: a "bright-field" image (B), where the local probe intensity
is recorded with no absorbing atoms, and a "dark-field" image (D) with no atoms
and no probe light, to remove any stray light and CCD dark counts from the ab-
sorption image.
In order to calculate the absorption of the probe light from the acquired images,
the following procedure is applied. By subtracting, pixel by pixel, the dark-field
image both from the absorption image and from the bright-field image it is pos-
sible to calculate the optical density (OD) of the atomic medium, defined as
OD = − log(It/I0), where It indicates the transmitted probe intensity in pres-
ence of the atoms and I0 is the transmitted probe intensity without atoms. Since
It
I0
∝ (A−D)
(B−D) , the optical density can be calculated, pixel per pixel, as:
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OD(x, y) = − log
(
A(x, y)−D(x, y)
B(x, y)−D(x, y)
)
(4.1)
where x and y are the pixel edge coordinates in the plane of the images. Fig. 4.4
shows pictures of the optical density. The cigar shaped cloud is due to the trap
geometry. In Figures (a) and (b) a strong reduction of the optical density can
clearly be observed at the center of the atomic cloud, where the coupling beam
is focused onto the atoms. In this region the EIT is realized and the atoms are
almost transparent for the probe light (OD ≈ 0.1). For comparison, figure (c)
shows an image of optical density obtained with the coupling laser switched off.
In this case all the ground state atoms act as two-level absorbers.
From the optical density image it is possible to calculate the column density of
atoms per unit area in the xy plane, defined as n2D(x, y) =
∫∞
−∞ na dz, where z is
the direction of the imaging beam [36]:
n2D(x, y) =
OD(x, y)
σ0
(4.2)
where σ0 = 3λ
2
2pi
is the resonant two-level absorption cross section, with λ = 780 nm
the wavelength of the probe laser. In Eq. (4.2) saturation effects are neglected,
since a weak probe intensity is assumed. From the optical density given by Eq.
(4.1), the absorption of the atomic cloud with and without the coupling laser on,
can be derived using the following relation:
Abs(x, y) = 1− It(x, y)
I0(x, y)
= 1− exp[−OD(x, y)]. (4.3)
4.4 Comparison with the model
In order to compare the numerical results presented in Chapter 2 with real ex-
perimental data, absorption images of the atomic cloud both under EIT conditions
and in the two-level case (coupling laser off) are taken. Performing a comparison
is valuable since it allows to validate the model and observe deviations from the
theoretical predictions. Within the boundaries of validity, it is possible to fine-tune
the parameters of the model to match the experimental data: from the two level
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Figure 4.4: Optical density images of the cloud under EIT configuration and in
the two-level case. Figures (a) and (b) show the atoms at the center of the
cloud which are rendered transparent for the probe light under EIT driving.
In fig.(a) a single shot optical density image is given, while fig (b) shows an
average over 100 images. For comparison, fig.(c) shows an absorption image
in the absence of the coupling laser (two-level absorption). All the images
are taken with initial probe Rabi frequency Ωp0/2pi = 1 MHz, peak atomic
density n0 = 1011 cm−3, and exposure time texp = 5µs.
case the width of the cloud and the probe Rabi frequency can be calibrated, from
the EIT case the coupling Rabi frequency and the Rydberg probe-probe block-
ade radius (Rpp) can be determined. Finally, by performing interaction-enhanced
imaging (see Section 4.5) it is possible to calibrate the Rydberg probe-impurity
blockade radius from the images with impurities.
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The atomic density is varied between 4 × 109 cm−3 and 6 × 1011 cm−3. At
each density, the set of the three images A, B and D, is acquired, and an optical
density image is calculated. In order to account for shot-to-shot fluctuations of the
atomic density and photon shot-noise, the procedure is repeated 100 times and an
average optical density image is obtained. From the average optical density image
the absorption of the cloud is calculated, pixel per pixel, by using Eq. (4.3). Fig.
4.5 shows the absorption measured at the center of the cloud, where the intensity
of the coupling beam, and hence the transparency, is at its maximum, at different
values of the peak atomic density and for different initial probe Rabi frequencies
(Ωp0/2pi = 1.5, 2.5, 3.5 MHz).
The blue marks refer to the two-level configuration (Ωc = 0), while the green
circles represent data taken under EIT conditions. As expected, at low atomic
density (≤ 3 × 1010 cm−3), the transparency is almost perfect for each of the
three values of Ωp0, whereas as the density increases, the absorption increases as
well, due to increasing Rydberg-Rydberg interactions. The maximum absorption
under EIT conditions is reached at high densities and for the highest value of
Ωp0 (lower graph), since in these conditions both the Rydberg population and
the number of absorbers per blockade sphere are maximal. This confirms the
theoretical predictions (see, for comparison, Fig. 2.10).
The model well reproduces the data for each value of the initial probe Rabi
frequency used in the experiment. In particular, compared to a previous work
[65], the present model can better describe the nonlinear optical response of the
Rydberg-EIT medium in almost the full range of the measured atomic densities.
The small discrepancy at high densities (> 2×1011 cm−3) may be due to collective
effects arising at those densities, which are neglected in the model.
4.5 Experimental implementation of interaction-
enhanced imaging
In the following the experimental realization of the imaging scheme as well as
the image processing used to extract the impurity distribution is described. The
preparation of the cold atomic sample has already been outlined in Section 4.1.
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Figure 4.5: Measurements of absorption as a function of the peak atomic den-
sity, under EIT configuration and in the two-level case, and com-
parison with the model. The data are taken with three different initial
probe Rabi frequencies: Ωp0/2pi = 1.5 MHz (top), 2.5 MHz (middle) and
3.5 MHz (bottom), and with coupling Rabi frequency Ωc = 9.5 MHz. In
the absence of the coupling beam (Ωc = 0), the two-level absorption (blue
marks) does not depend on the intensity of the probe light over the full
range of densities. In contrast, at high density, the absorption under the
EIT configuration (green circles) strongly depends on the probe intensity.
The experimental curves are fitted with the corresponding models for the
two-level case (blue curve) and EIT case (green curve).
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Before applying the EIT excitation process to the probe atoms, Rydberg impurities
in state |i〉 ≡ |42P1/2〉 are excited within an excitation time texc = 3µs in a small
central region of the cloud, using a three-photon excitation scheme. As shown in
Fig. 4.6, in the first step the atoms in the ground state |g〉 are excited to the
intermediate state |e〉 by a 780 nm laser with a detuning ∆p/2pi = −90 MHz from
the |g〉 → |e〉 transition.
Figure 4.6: Simplified level diagrams showing the excitation scheme of the
impurity and probe atoms. The impurity atoms are excited via a three-
photon excitation scheme involving a microwave transfer to the Rydberg
state |i〉. The probe atoms are coupled to the Rydberg state |p〉 via a two-
photon excitation scheme under EIT configuration. The interaction energy
Vip between an impurity and a probe atom shifts the Rydberg level of the
probe atom out of resonance with the coupling laser, breaking the EIT con-
dition.
In the second excitation step a 480 nm laser, with a detuning ∆c/2pi = −10
MHz from the |42S1/2〉 probe Rydberg state is applied. A microwave pulse at
53.8 GHz is applied simulaneously with the 480 nm excitation pulse in order to
transfer the atoms to the impurity Rydberg state |i〉, minimizing the population
of the |42S1/2〉 state, which is the Rydberg state for the probe atoms. The 780 nm
light illuminates the entire cloud from the top. The 480 nm beam travels along
the imaging axis and is focused onto the atoms to define a well localized impurity
region, as indicated in Fig. 4.7 (a). Since this beam is σ+ polarized, it does not
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transfer the probe atoms in their second excitation step, for which a σ− polarized
480 nm coupling laser is used. The impurity excitation is followed by the coupling
of the probe atoms to the Rydberg state |p〉 = |42S1/2〉, using separate lasers, as
described in Section 4.2.
In order to measure the absorption in the impurity region, accounting for the
residual absorption in the EIT region and the spatial inhomogeneity of the cou-
pling beam, two sets of images (absorption, bright-field and dark-field images) are
recorded: one with and one without impurities. After processing the acquired im-
ages, the corresponding optical density images are obtained. Figures 4.7 (b) and
(c) show images of the calculated average optical density, with and without impu-
rities, respectively. Figure (d) represents an image of approximately 40 impurities
averaged over 100 shots.
By subtracting the optical density image without the impurities from that with
the impurities, the additional optical density ODadd induced by the presence of the
impurities can be determined (see Fig. 4.7 (d)). By using Eq. (4.1) one derives:
ODadd(x, y) = − log
(
IEIT+IMP (x, y)
IEIT (x, y)
)
(4.4)
where IEIT+IMP and IEIT indicates the transmitted intensity of the probe beam
recorded with and without the impurities, respectively. The additional absorption
of the probe light due to the presence of the impurities in the transparency region
can thus be calculated, pixel per pixel, by using the following relation:
AbsIMP (x, y) = 1− exp[−ODadd(x, y)]. (4.5)
4.5.1 Density dependence
To characterize the density dependence of the imaging method, the absorption
at the center of the cloud is recorded at different atomic densities, under three
different conditions. First, the two-level absorption in absence of the coupling
beam is recorded, then the absorption under EIT conditions without impurities
and finally the absorption in presence of the impurities.
The experimental results for the three cases are shown in Fig. 4.8. The mea-
surements are taken at a fixed initial probe Rabi frequency Ωp0/2pi = 1.35 MHz.
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(a)
Figure 4.7: Optical density images of the cloud with and without impurities.
Fig.(a) schematically illustrates the region of the excitation of the impurities
(red circle) and the larger region where probe atoms are excited under EIT
conditions (blue ellipse). The presence of the impurities induces absorption
at the center of the atomic cloud (b). The difference between the optical
density images with and without (c) impurities gives an optical density image
of the impurities (d), allowing to calculate the additional absorption due to
the impurities only. The shown images are averaged over 100 images taken
with an exposure time texp = 5µs.
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Figure 4.8: Measurements of absorption in interaction-enhanced imaging. The
figure shows the two-level absorption (blue marks), the absorption under
EIT conditions without impurities (green circles) and with impurities (red,
light-blue and purple stars), as a function of the peak atomic density. The
blue and green curves are the calculated absorption curves for the two-level
and EIT without impurities case, respectively. The different colours of the
stars refer to measurements taken with a different number of impurities: ≈ 1
impurity (red), ≈ 3 impurities (light-blue) and ≈ 30 impurities (purple).
The additional absorption due to a single impurity, or even three impurities,
can not be detected in the present experimental conditions, since it is not
distinguishable from that due to interactions between background atoms.
Instead, a dataset with ≈ 30 impurities allows to clearly distinguish the
two signals. The measurements are closely matched by the model with the
following parameters: Ωp/2pi = 1.35 MHz, Ωc/2pi = 9.1 MHz, w = 6.5µm,
Rip = 2µm, Rpp = 2µm.
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The symbols represent experimental data, whereas the solid lines are the calculated
absorption curves for the two-level case (blue curve) and the case of EIT without
impurities (green curve), already discussed in Section 4.4. The stars represent
measurements of absorption taken with different numbers of impurities excited at
the center of the atomic cloud. The number of impurities can be tuned by vary-
ing the intensity of the 780 nm excitation laser and is measured independently by
ionizing the Rydberg atoms and then by counting the ions on the MCP detector.
The measured number is then rescaled by the detection efficiency.
The red stars indicate the absorption in presence of ≈ 1 impurity, which cor-
responds to a very low power of the excitation laser. The green and purple stars
refer to measurements taken with ≈ 3 and 30 impurities, respectively. As one can
observe, the additional absorption due to a single impurity is not distinguishable
from the absorption due to probe-probe interactions (green empty circles), espe-
cially at low atomic densities. Even in presence of three impurities the additional
absorption can not be revealed. Only at high densities (≥ 3 × 1011 cm−3) the
absorption due to the impurities increases with respect to the residual absorp-
tion caused by interactions among background atoms, reflecting the increase in
the number of atoms blocked per impurity. It has been found in the present ex-
perimental conditions that with ≈ 30 impurities the additional absorption at the
center of the cloud considerably differs from that due to probe-probe interactions.
Since the difference between the absorption with and without impurities gives
the signal of the imaging technique, the experimental results show that it is not
possible to reach the single atom sensitivity with the current experimental set up.
Indeed, the measurements are best modeled with the following parameters for the
width of the atomic cloud (w) and the blockade radii for probe-impurity interac-
tions (Rip) and probe-probe interactions (Rpp): w = 6.5µm, Rip = Rpp = 2µm.
These parameters differ consistently from the predicted optimal ones: w ≈ Rip
and Rpp  Rip (see Subsection 2.4.1). As a consequence, the theoretical model
developed for the absorption in the presence of one impurity at the center of the
cloud can not be tested on the present experimental data, since it assumes optimal
experimental conditions, which are not achieved in practice.
The possible limitations of the present experimental setup are the following.
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First, the contrast between the absorption with and without the impurity at the
center of the atomic cloud (region of highest transparency) is not high enough, or
equivalently, the signal-to-noise ratio is less than 1. As already pointed out within
the theoretical study of the imaging technique, the contrast could be improved by
increasing the intensity of the coupling laser for the probe atoms, which would
minimize the interactions between background atoms, allowing for an enhanced
transparency in the EIT region. Moreover, addressing Rydberg states with higher
principal quantum numbers could allow for stronger probe-impurity interactions,
which would result in larger impurity-impurity and probe-impurity blockade radii.
The first would increase the spatial separation between the impurities, while the
second would provide an increase in the number of absorbers per impurity block-
ade sphere, thus improving the sensitivity of the imaging method.
Another effect that must be taken into account is the motion of the impurity
during the imaging process. Indeed, it has been found experimentally within the
research group where I performed my thesis, that for certain Rydberg states the
distributions of the impurities are not stationary during the imaging process, but
expand while the imaging (probe) light is on. This dynamics is clearly observable
even with exposure times of 5 µs. It is the result of dipolar exchange interactions
between the Rydberg impurity atoms and the surrounding background gas [66]
which leads to a state exchange process between the impurity and the probe Ry-
dberg states, expressed effectively as a motion of the impurities within the EIT
coupling volume. This phenomenon is itself extremely interesting to study, since
it can be mapped to energy transport problems. For instance, the motion of the
impurity can be tailored to mimic the energy transport dynamics in light harvest-
ing complexes. However, it also requires the use of a single-atom sensitive imaging
technique to follow the dynamics of the impurities.
Therefore, the first step towards reaching single Rydberg sensitivity is to change
the principal quantum numbers of the used Rydberg states to ones that would ful-
fill the theoretical requirements for the best signal-to-noise ratio (Rpp < Rip < Rii,
where Rii indicates the impurity-impurity blockade radius). A good choice could
be using as probe state the |33S〉 and as impurity state the |72S〉, which are ex-
pected to give Rpp ≈ 1.5µm, Rip ≈ 2.2µm, Rii ≈ 7.8µm. The second step is
to obtain a tighter confinement of the atoms in the dipole trap, in order to keep
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the impurities "frozen" during the imaging process, i.e. to forbid their motion by
having the cloud volume fully blockaded by only one impurity. For instance, the
implementation of an additional dipole trap in the experimental setup is currently
underway in order to better confine the atoms inside a volume of few tens of µm3.
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Chapter 5
Conclusions and outlook
In this thesis the properties of an interacting Rydberg gas subject to electroma-
gnetically-induced transparency have been investigated. It has been shown that
the combination of the blockade of Rydberg excitations with the nonlinear opti-
cal response of the medium under EIT conditions can be exploited to develop an
imaging technique which aims to detect in a non-destructive way and to spatially
resolve a single Rydberg atom embedded in a background of ground-state atoms.
Extending the first theoretical proposal of this imaging technique [24], in this thesis
the Rydberg-Rydberg interactions between atoms forming the background gas are
taken into account. Numerical simulations of the imaging process show that these
interactions strongly decrease the signal-to-noise ratio of the imaging technique
at high atomic densities and for high probe light intensities. The experimental
realization of the imaging method on an ultracold cloud of 87Rb atoms reveals
that with the present experimental setup it is not yet possible to spatially resolve
a single Rydberg atom using this technique because of insufficient laser power
to overcome the probe-probe interactions. One of the foreseen future improve-
ments is the implementation into the experiment of an optical power amplifier, as
the one which has been constructed during this thesis, but optimized for 480 nm
wavelength, which should allow higher intensities, thereby reducing the effect of
Rydberg-Rydberg interactions between background atoms. Nevertheless, numer-
ical simulations performed taking into account the experimentally relevant noise
sources, show that it will be possible to reach the single-atom sensitivity with
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interaction-enhanced imaging.
Achieving this task would pave the way for interesting future studies. For in-
stance, it would be possible to experimentally investigate the presence of spatial
correlations between Rydberg excitations in dense atomic gases. A theoretical
study has predicted that at high atomic density, when the gas can be thought of
as made up of blockade spheres in the fully-blockaded regime, the Rydberg exci-
tations arrange in a spatially ordered structure, forming so-called "Rydberg crys-
tals" [67]. So far, the observation of these structures in a random gas remains an
experimental challenge. Moreover, interaction-driven dynamics in Rydberg gases
could be observed by using the presented imaging technique. Rydberg atoms, with
their strong dipolar interactions, are well suited to study dipolar energy transport
phenomena, which play an important role in different fields, such as chemical re-
actions or photosynthetic light-harvesting complexes [68]. It is hard to understand
the mechanism of energy transport by studying directly these systems due to their
complexity and the difficulty to control them, while simulation using Rydberg
atoms, thanks to the high degree of control achieved, should lead to new insights
on this effect.
In conclusion, the study of light propagation through a strongly interacting
Rydberg gas sets the basis for the emerging field of nonlinear optics with Rydberg
atoms. Moreover, the strong light-matter coupling achievable when the system
is driven under EIT conditions allows for the investigation of effective photon-
photon interactions mediated by Rydberg-Rydberg interactions. Indeed, in the
strong coupling regime, light and matter can no longer be considered as indepen-
dent entities and new hybrid states of matter arise. As already pointed out in
recent experiments by the Lukin-Vuletić group [69], the matter component that
a photon acquires while propagating through a strongly interacting Rydberg gas
eventually leads to the possibility of controlling and manipulating single photons
with unprecedented access [70].
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Appendix A
CCD noise characterization
To estimate the position of a Rydberg impurity from an absorption image one
must account for the noise both in the region of the impurity, and also in the
background region, where probe atoms are driven under EIT conditions. In an
initial moment probe-probe interactions will be neglected. A frozen gas is also
assumed, therefore the atomic motion of both the impurity and the probe atoms
is not included in the model (for a model including the motion of the Rydberg
impurity see reference [28]).
In order to describe the noise in the background region, where the probe atoms
are mostly transparent, let us here suppose to shine a probe light of fixed intensity
directly on the camera for different exposure times texp. A variation of the CCD
exposure time varies the mean number of photons per pixel 〈Nph〉 which hit the
CCD: Iptexp ∝ 〈Nph〉. 〈Nph〉 is proportional to the mean number of counts per
pixel of the CCD, via the quantum efficiency QE expressed in counts/photons and
assumed to be QE = 0.8. At each count corresponds a certain number of electrons
recorded on the CCD chip, which represents the gain of the CCD. Thus, from the
mean number of photons per pixel, one can derive the mean number of electrons
per pixel measured by the CCD:
〈Ne〉 = gQE〈Nph〉 (A.1)
where g is the gain, measured in electrons/count, which depends on the chosen
preamplification factor of the signal on the camera.
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The number of electrons per pixel is assumed to fluctuate around the mean
value 〈Ne〉 with a variance expressed by the following relation:
var(Ne) = ro+ a〈Ne〉+ b〈Ne〉2. (A.2)
The first term on the right side of Eq. (A.2) is a constant indicating the
read-out noise of the CCD, which depends on whether the CCD is operated in
electron multiplying (EM)-mode or in conventional mode (for specifications and
technical informations on the CCD camera Andor iXon Ultra 897 used in the
experiment, see reference [71]). The second term represents the photon shot-noise
due to fluctuations in the number of photons per pixel which hit the CCD during
a certain exposure time. It can be accurately described as a Poissonian process,
therefore var(Ne)shot = 〈Ne〉. The parameter a is a preamplification factor which
determines the gain of the CCD. It also depends on the EM- or conventional CCD
operation. The last term refers to the intensity noise, assumed to be randomly
distributed with
var(Ne)intensity ∼ var(Nph)intensity = 〈N2ph〉 − 〈Nph〉2 ∝ 〈Ne〉2. (A.3)
The predictions by Eq. (A.2) are plotted in Fig. A.1(a) for two different sets of
the parameters ro, a and b, corresponding to operating the CCD camera in EM-
and conventional-mode, respectively. The read-out noise of the CCD determines
an offset for the variance. The photon shot-noise dominates at low intensity while
when the number of photons (or electrons) per pixel on the CCD increases, the
intensity noise becomes dominant. The EM-operation is more advantageous than
the conventional one at low intensity (below 10 electrons per pixel), in particular
the read-out noise is reduced in the EM-mode.
To describe the noise in the region of the impurity, the absorption signal which
reveals the presence of the impurity is assumed to fall completely in one single
pixel of the CCD. Each probe atom in the vicinity of the impurity which occupies
the same pixel as the impurity on the CCD, is supposed to scatter the probe light
at a rate given by [62]:
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(a)
(b)
Figure A.1: CCD noise characterization. (a) Model function for CCD noise. The
parameters are taken from the camera specs. For conventional mode (blue
curve): ro = 7.62, a = 1, d = 4.5 × 10−4; for EM-mode (purple curve):
ro = 0.02, a = 1.73, d = 4.5 × 10−4. The probe intensity is set to Ip =
200µW/cm2 and the exposure time is varied between 1 µs and 900 µs.
(b) Comparison between the signal and the noise on the central pixel of
the CCD for different numbers of additional absorbers. The signal (solid
lines) is quantified by the mean number of electrons which are not detected
by the CCD in presence of the impurity, while the noise (dashed lines) is
represented by the standard deviation of the number of electrons recorded
in the central pixel of the CCD in absence of the impurity. The dashed
curves are calculated from Eq. (A.9) for conventional mode (blue curve)
and EM-mode (purple curve), with the same parameters as in (a). The
solid lines are obtained with the following parameters: Ip and texp as in (a),
Isat = 1.669 mW/cm2, Γe/2pi = 6 MHz, ∆p = 0 and Nadd is varied between
1 and 5.
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Rsc =
Γe
2
(Ip/Isat)
1 + 4(∆p
Γe
)2 + ( Ip
Isat
)
, (A.4)
where Isat indicates the saturation intensity at the probe transition, defined such
as
Ip
Isat
= 2
(
Ωp
Γe
)2
. (A.5)
For a certain exposure time it is possible to calculate the corresponding number
of scattered photons per atom in the same pixel as the impurity:
〈Nph〉1atomscatt = Rsctexp. (A.6)
By indicating with Nadd the number of additional absorbers in the blockade
sphere of the impurity one obtains the total number of scattered photons at given
intensity and exposure time:
〈Nph〉scatt = NaddRsctexp. (A.7)
From Eq. (A.7) the corresponding number of electrons which are not recorded
by the CCD camera in the pixel occupied by the impurity can be derived:
〈Ne〉NotRec = gQE〈Nph〉scatt. (A.8)
This quantity can be used to express the signal in the considered pixel of the
absorption image, while the noise is quantified by the standard deviation (std) of
the number of electrons per pixel recorded by the CCD in the background region,
which is given by the square root of the variance expressed by Eq. (A.2):
std(Ne) = (ro+ a〈Ne〉+ b〈Ne〉2)1/2. (A.9)
Equations (A.8) and (A.9) are plotted in Fig. A.1(b) as a function of the
mean number of electrons per pixel measured by the CCD, for different numbers
of additional absorbers. It appears that the CCD used in the experiment does
not allow the detection of a single absorber, since the noise always dominates over
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the signal. However, already two additional absorbers produce a detectable signal
for a certain range of exposure times when operating the CCD in conventional
mode. With Nadd > 2 the Rydberg impurity should be spatially resolved in the
absorption image in both EM- and conventional CCD mode.
However, the sensitivity of the imaging scheme is strongly limited by Rydberg-
Rydberg interactions between probe atoms, which reduce the transparency in the
EIT (background) region, thus decreasing the contrast with the impurity region.
To find the optimal system parameters which maximize this contrast, it is useful
to consider the intensity of the probe beam transmitted through the cloud and
hitting the central pixel of the CCD in presence and in absence of the impurity,
which are indicated respectively as:
IEIT,EIT+IMPp = 2
(
ΩEIT,EIT+IMPp
Γe
)2
Isat (A.10)
where the transmitted Rabi frequencies ΩEITp and ΩEIT+IMPp can be calculated
by solving Eq. (2.60), with ∆c(z) = 0 for the case without the impurity. Then,
the transmitted intensities are converted into the mean number of photons which
hit the central pixel of the CCD, by using the following expression:
〈NEIT,EIT+IMPph 〉 =
IEIT,EIT+IMPp texpλApxΘP
hc
(A.11)
where λ indicates the probe wavelength, Apx is the pixel area (in µm2), Θ indicates
the overall transmission of the optical system used for imaging (Θ = 0.6 [72]) and P
is a coefficient which accounts for the spread of the signal transmitted through the
cloud over a fraction P < 1 of the pixel area. This effect is known as blurring of the
image (see, for instance, reference [36] for a detailed treatment). It is quantified by
the point spread function (PSF) [73] of the imaging system and it also constitutes
a source of noise in absorption imaging, since the resolution of the images is limited
by the width of the PSF. For the imaging system used in the experiment P = 0.61.
From Eq. (A.11) the mean number of electrons recorded by the central pixel
of the CCD with or without the impurity can be derived:
〈NEIT,EIT+IMPe 〉 = gQE〈NEIT,EIT+IMPph 〉. (A.12)
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Finally, the signal-to-noise ratio (SNR) of the imaging technique is defined as
follows:
SNR =
〈NEITe 〉 − 〈NEIT+IMPe 〉√
var(NEITe ) + var(N
EIT+IMP
e )
(A.13)
where the variances of the recorded number of electrons in the central pixel are
calculated as in Eq. (A.2).
For those parameters of the system which satisfy SNR > 1 it should be possi-
ble to spatially resolve a single impurity embedded in a background of interacting
probe atoms using interaction-enhanced imaging.
Numerically maximizing Eq. (A.13) with respect to the width (w) and peak
value (n0) of the atomic density, the probe-impurity blockade radius (Rip) and the
initial probe Rabi frequency (Ωp0), for fixed Ωc (and hence Rpp) and texp, the opti-
mal conditions which give the maximum signal-to-noise ratio can be determined.
They are listed in Section 2.4.1 in the main text.
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