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Abstract
Formal language theory was born in the middle of the 20th century as a tool for modeling
and investigating syntax of natural languages. It was developed in connection with the
handling of programming languages. Bag context grammars are a fairly new grammar
class where bag context tree grammars have been defined. Bag context is used to regulate
rewriting in tree grammars.
In this dissertation we use bag context to regulate rewriting in picture grammars and
thus to generate similar pictures. This work is exploratory work since bag context picture
grammars have not been defined. We use examples to show how bag context picture
grammars can be used to generate pictures. In this work bag context picture grammars
are defined and used to generate similar pictures. Pictures generated by random context
picture grammars and three of their sub-classes are selected and bag context picture
grammars are used to generate the same pictures to those selected. A lemma is defined
that is used to convert the class of random context picture grammars and three of their
sub-classes into equivalent bag context picture grammars. For each grammar selected, an
equivalent bag context picture grammar is created and used to generate several pictures
that are similar to each other. Similarity is defined by noting small differences that are
seen in pictures that belong to the same gallery. In this work we generate similar pictures
with bag context picture grammars and thus make the discovery that bag context gives
a certain level of control in terms of rules applied in a grammar.
Publications
An extended abstract from Chapter 4 of this paper was submitted and presented at the
South African Institute for Computer Scientists and Information Technologists (SAIC-
SIT) M and D symposium in September 2016.
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Chapter 1
Introduction
1.1 General Introduction
Regulated rewriting in formal languages is a field that has been explored where there
exists various grammar classes such as matrix grammars, random context grammars
and bag context grammars to mention a few. Grammars with regulated rewriting are
grammars with mechanisms to regulate the application of rules so that certain derivations
are avoided. This study uses picture grammars that use regulated rewriting and the
syntactic method of picture generation to generate pictures. Picture grammars are a
class of grammars that generate pictures where a picture is defined as a pictorial form
with all its labels belonging to the set of terminals while a pictorial form is any finite
set of non overlapping labelled squares. A set of pictures generated by a grammar is
then called that grammar’s language or gallery. In the rest of this dissertation, picture
languages will often be referred to as galleries in order for the study to be consistent.
The main objective of this study is to define bag context picture grammars (BCPGs)
with reference to bag context tree grammars (BCTGs) and random context picture gram-
mars (RCPGs). Because this is exploratory work, different examples of pictures generated
by RCPGs and their three sub-classes are used to demonstrate how bag context picture
grammars work. A lemma is also defined, that states that any RCPG and their sub-classes
can be converted into equivalent BCPGs. The three sub-classes of RCPGs are namely
context free picture grammars (CFPGs), random permitting context picture grammars
(RPCPGs) and random forbidding context picture grammars (RFCPGs).
BCPGs are used to generate picture galleries that are similar to those of RCPGs.
Similarity in the context of this study means that the pictures are generated by the same
grammar where they have differences in the levels of refinement or that a certain structure
such as a cross may be found in a particular region of one picture while it is found in
a different region for another picture that belongs to the same gallery. The pictures are
similar but differ in certain ways. Similar pictures are used in different ways, for example,
they are used as picture passwords. In order to secure the password and prevent it from
being stolen, similar pictures with small differences are used. This is a tactic used to
confuse the perpetrator. Scan bar codes are also used to store information and if one
examines these bar codes one will find that they are similar with slight differences. In
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this dissertation similar pictures are generated to demonstrate how bag context allows a
certain level of control in picture generation.
As an example, we can use BCPGs in various ways in life. For example we can
use them in computer networks. When dealing with computer networks, sometimes the
volume or demand to access the networks becomes so high that it becomes essential
to assess whether the network is being accessed by a human or machine. In order to
determine this, experts have devised a method that checks this by asking the user or
machine if they are a robot or not. To determine this a few similar pictures and those
that are different will appear on the screen and the user or machine is asked to choose
the pictures that are similar. We could use BCPGs to automatically generate similar
pictures in this method. We then ask the users to select similar pictures in order to verify
that they are in fact a human.
The definition of BCPGs is derived from the definitions of BCTGs and RCPGs. In
Section 1.2, BCTGs are defined to give context on how bag context works. Section 1.3
gives an in-depth description of RCPGs. These topics relate to this study in that the
definition of BCPGs was derived from them.
1.2 Bag Context Tree Grammars
A BCTG is a regular tree grammar in which the application of the rules is regulated by
a vector of integers called the bag [5]. Formally, a bag is a device for regulated rewriting,
and it is used to regulate rewriting in tree grammars. The bag evolves with the tree
under construction [5]. In addition, a rule can be applied at any given stage if the bag
at that stage is within the range defined as part of the rule. This range is specified by
an upper and lower limit for the bag . If a rule is applied then not only the tree becomes
affected but also the bag by means of a bag adjustment which is also part of the rule [5].
Under BCTGs we have the additive valence grammars and multiplicative valence
grammars. Additive valence grammars are BCTGs with only one bag position, and with
the upper and lower bounds for each rule being +∞ and −∞, respectively. Multiplicative
valence grammars on the other hand generalize additive valence grammars in that the
bag may have more than one bag position [5]. An example of a multiplicative valence
grammar is given in Chapter 2. We also give the formal definition of BCTGs in Chapter 2.
The next section is a discussion of RCPGs.
1.3 Random Context Picture Grammars
RCPGs are used to generate pictures through successive refinement. RCPGs are context
free grammars with regulated rewriting. That is to say that a production is context free,
but its application may depend on context randomly distributed in the developing picture
[1]. Generating a picture with RCPGs involves dividing a square into equal labeled non-
overlapping squares to form a pictorial form. The definition of a pictorial form and picture
are given in Section 2.1.2. Picture generation with RCPGs begins with any geometric
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shape, in this case a square. At first the square (shape) contains the start symbol, then it
is divided into non-overlapping squares (shapes) each containing a variable or terminal.
A variable may be rewritten according to a context free production of the underlying
grammars [1]. This can happen in two ways, either the shape containing it is divided into
non-overlapping squares (shapes) or the variable is replaced by a variable or terminal.
A production may depend on context randomly distributed in the developing picture.
Context is classified as either permitting (P) or forbidding (F ), where the rewriting in
a derivation is regulated by insisting that a rule can only be applied to a non-terminal
if every element of P and none of F occur in the rule [1] [5]. In order to visualize the
picture every terminal is associated with a color and its shape is filled with the color [1].
The set of pictures generated by a RCPG is called the random context gallery [1].
RCPGs have various sub-classes but in this work, focus is given to three of these sub-
classes namely: context free picture grammars (CFPGs), random permitting context pic-
ture grammars (RPCPGs) and random forbidding context picture grammars (RFCPGs)
[6]. It follows then that the galleries generated by these grammars are the context free
galleries, random permitting context galleries and random forbidding context galleries.
In Chapter 2 we will look at the formal definition of RCPGs and their sub-classes. We
also give an example of the Sierpin´ski Carpet.
1.4 Roadmap
This paper is divided into six chapters. Chapter 1 is the introduction, where we give a
brief discussion of grammar types that use regulated rewriting. We have a brief discussion
of RCPGs and BCTGs as we derive the definition of BCPGs from these two grammar
types. Chapter 2 is the literature review where we look at related work that has been
conducted in this field, we also look at notation that is used throughout the paper and
some examples of BCTGs and RCPGs. In Chapter 3 we introduce the hypothesis and
methodology used in this paper to get to our results. Chapter 4 focuses on defining
BCPGs and the lemma that converts RCPGs into equivalent BCPGs, hence giving the
relationship between BCPGs and RCPGs. We also give an example of how a picture is
generated using BCPGs. Chapter 5 is dedicated to showing the galleries of pictures we
can generate using BCPGs. And lastly Chapter 6 concludes all the work in this paper
and includes future work that can be conducted in this field.
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Chapter 2
Literature Review
An overview of this research was given in the previous chapter. We now look at the work
that has been conducted in terms of generating pictures using different classes of picture
grammars. We discuss how these picture grammars have been used to generate perfect
and similar pictures. In this study the phrase “ perfect pictures ” refers to a gallery where
the pictures look exactly the same. As an example, if there is a grammar that generates
pictures of fractals, then the fractals will have the same level of refinement and they will
look exactly the same. The sides will be the same length and the angles will also be the
same size. Alternatively, similarity refers to a gallery of pictures where the pictures have
different levels of refinement or the structure is different. The structure may be different
in that, if there exists a gallery of pictures with exactly one cross, one picture may have
a cross in one region while another picture has a cross in a different region to that of
the first picture. The two pictures are similar as they both have a cross but different in
that the cross is not found in the same region for both pictures belonging to the same
gallery. The work that has already been carried out in this field will be related to the
work covered in this research project.
2.1 Definitions and Notation
2.1.1 Notation
In this section definitions of the terms that will be used throughout the literature review
and the rest of the paper are given. We first start with some basic terms that appear in
the different definitions.
• The symbol Z refers to the set of integers.
• The symbol N refers to the set of natural numbers.
• The symbol R refers to the set of real numbers.
A signature is a set Σ of ranked symbols fk (with k > 0 as the rank) [5], where
a ranked alphabet or signature is a couple (F, arity) where F is a finite set and arity
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is a mapping from F to N. In short a ranked alphabet or signature is an alphabet or
signature whose symbols have an associated arity, where arity of a function or operation
is the number of arguments or operands the function or operation accepts [7]. TΣ is the
smallest set such that a ∈ TΣ for all a0 ∈ Σ and f [t1, . . . , tk] ∈ TΣ for all fk ∈ Σ (k > 1)
and t1, . . . , tk ∈ TΣ [5]. Moreover, TΣ∪N is the class of trees over Σ ∪ N where N is the
set of non-terminals.
The set Z∪{−∞,∞} will be denoted as Z∞ [5]. ZI is the set of integers with rank I.
If I = {1, . . . , k} the elements of ZI∞ will be written as k-tuples. An element q of Z∞
which occurs in the place of a vector simply denotes the vector of the appropriate size
with all components equal to q [5].
2.1.2 Definitions
Bag Context Tree Grammars
In order to define what BCPGs are, it is essential to first define BCTGs. We use the
definition of BCTGs given in [5]. BCTGs are defined as follows:
Definition 2.1.1. Bag Context Tree Grammars
A bag context tree grammar is a sex-tuple G = (N,Σ, R, S, I, β0) where we have,
• A finite signature N of non-terminals of rank 0.
• A finite signature Σ of terminals with N ∩ Σ = ∅.
• A finite set R of rules of derivation.
• An initial non-terminal S ∈ N .
• A finite bag index set I; and
• A vector β0 ∈ ZI , the initial bag.
A rule in R has the generic form A→ t(λ, µ;α) where A ∈ N , t ∈ T(Σ∪N), λ, µ ∈ ZI∞
are the lower and upper limits respectively and α ∈ ZI is the bag adjustment.
In order to demonstrate how BCTGs work, an example adopted from [5] is given.
This example shows how to complete a set of all binary trees with BCTGs.
Example 2.1.1. Bag context tree grammars
G = ({S,A,B}, {f 2, a0}, R, S, {1, 2, 3}, (1, 0, 0)), where R is the set of rules in Fig-
ure 2.1.
We have the set of non-terminals N . In the beginning of every round (a round starts
when we apply the rules to add a level to the tree), the first bag position contains the
number of instances of the non-terminal S in the current intermediate tree. The S
produces two branches with As at the nodes. Rule 2.1 adds another level to the tree,
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S → f [A,A] ((1, 0, 0), (∞,∞, 0); (−1, 2, 0)) (2.1)
A → B ((0, 1, 0), (0,∞,∞); (0,−1, 1)) (2.2)
B → S ((0, 0, 1), (∞, 0,∞); (1, 0,−1)) (2.3)
S → a ((1,−∞,−∞), (∞, 0, 0); (−1,−1,−1)) (2.4)
Figure 2.1: Bag context tree grammar rules for binary trees
while counting the number of As in the second bag position. Rule 2.2 then, turns an
A into a B. So now we have Bs at the nodes. Rule 2.3 turns these Bs into Ss again.
Because all the Bs are turned into Ss this means another round can start and another
level is added to the tree. Rule 2.4 is applicable only at the start of a round, which means
the application is terminated at the last rule.
Next, the definitions of RCPGs and three of their sub-classes are given.
Random Context Picture Grammars
Pictures are generated using productions of the form in Figure 2.2, where A is a variable,
m = 1, 2, . . . , x11, x12, . . . , xmm are variables or terminals and P and F are sets of variables.
The interpretation is as follows: if a developing picture contains a square labeled A and if
all variables of P and none of F appear as labels of squares in the picture, then the square
labeled A may be divided into equal squares with labels x11, x12, . . . , xmm [1]. In order
to cast the formulation into a more linear form, we denote the square with sides parallel
to the axes where the lower lefthand corner is at (s, t) and the upper righthand corner
at (u, v) by ((s, t), (u, v)) using lowercase Greek letters for such constructs. Thus (A, θ)
denotes a square θ labeled A. Furthermore, if θ is such a square θ11, θ12, . . . , θmm denote
the equal sub-squares into which θ can be divided, with θ11 denoting the left bottom
one [6].
Figure 2.2: A production of a random context picture grammar [1]
According to [6], RCPGs combine the simplicity of context free grammars (CFGs)
with the power of context sensitive grammars (CSGs). From [1] we obtain the more
formal definition of RCPGs as follows:
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Definition 2.1.2. Random Context Picture Grammars
A random context picture grammar is a four-tuple G = (N, T, R, (S, θ)) where we
have
• A finite set N of variables.
• A finite set T of terminals where N ∩ T = ∅.
• R is a finite set of rules (productions) of the formA→ [x11, x12, . . . , xmm](P;F), m =
1, 2, 3, . . . where A ∈ N , x11, x12, ... ∈ (N ∪ T ) and P, F ⊆ N .
• An initial labelled square (S, θ) with S ∈ N .
The sub-classes of RCPGs are defined as follows:
If every production in a grammar G has P = F = ∅, we call G a context free picture
grammar (CFPG); if F = ∅ for every rule, G is a random permitting context picture
grammar (RPCPG) and lastly when P = ∅, G is a random forbidding context picture
grammar (RFCPG) [6].
A pictorial form is any finite set of non-overlapping labeled squares in the plane. If Π
is a pictorial form, we denote by `(Π) the set of labels used in Π. The size of a pictorial
form Π is the number of squares contained in it, that is |Π| [1] [6].
For a random context picture grammar G and pictorial forms Π and Γ we write the
derivation step Π ⇒ Γ if there is a production A → [x11, x12, . . . , xmm] (P;F) in G, Π
contains a labeled square (A,α), `(Π\ {(A,α)}) ⊇ P and `(Π\ {(A,α)}) ∩ F = ∅, and
Γ = (Π \ {(A, α)}) ∪{(x1, α11), (x2, α12), . . . , (xm, αmm)}. As usual, ⇒∗ denotes the
reflexive transitive closure ⇒ [1].
A picture is a pictorial form Π with `(Π) ⊆ T. The gallery G(G)
generated by a grammar G = (N, T, R, (S, θ)) is the set of pictures Π such that
{(S, θ)} ⇒∗ Π . We call the gallery generated by a random context picture grammar a
random context gallery (rcpl) [1].
Example 2.1.2. Consider the pictorial form Π in Figure 2.3 with the set of la-
beled squares `(Π) = {M}, then Π = {(M, ((0, 0), (1
2
, 1
2
))), (M, ((1
2
, 0), (1, 1
2
))),-
(M, ((0, 1
2
), (1
2
, 1))), (M, ((1
2
, 1
2
), (1, 1)))}.
Now that we have defined RCPGs, we give an example of the Sierpin´ski Carpet which
is generated using RCPGs. This example is adopted from [1].
Example 2.1.3. Sierpin´ski Carpet
The pictures in Figure 2.5 can be generated with an RCPG as follows: G =
({S, T, U, F}, {w, b}, R, (S, θ)), where R is the set of rules in Figure 2.4.
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Figure 2.3: Pictorial form Π
S → [T, T, T, T, w, T, T, T, T ] (∅; {U}) (2.5)
T → U (∅; {S, F}) | (2.6)
F (∅; {S, U, F}) | (2.7)
b ({F}; ∅) (2.8)
U → S (∅; {T}) (2.9)
F → b (∅ ; {T}) (2.10)
Figure 2.4: Random context rules that generate the Sierpin´ski Carpet
We represent the colours light and dark with the terminals “w” and “b”, respectively.
The initial square labeled S is divided into nine equal big squares, of which the middle
square is labeled w and the other squares are labeled T in Rule 2.5. This is shown
in the pictorial form in Figure 2.5 (a). This pictorial form can now derive a picture
or a more refined pictorial form. The decision is made by any T . If a T decides to
terminate, it produces an F in Rule 2.7. The other T s on sensing the F , each produce
a b by Rule 2.8. Once there are no T s left in the pictorial form, F also produces a b in
Rule 2.10. Alternatively, T produces a U as shown in Figure 2.5 (b), and all other T s
follow suit in Rule 2.6 [1]. Then Rule 2.9 is applied and a U produces an S, all the other
Us follow suit and we end up with 8 Ss and the process repeats. Figure 2.5 (c) shows the
pictorial form after Rule 2.9 is applied and Figure 2.5 (d) shows the pictorial form after
Rule 2.5 is applied. Some pictures in the gallery are shown in Figure 2.6.
We have defined RCPGs and given an example of a gallery generated by RCPGs.
Next we look at Lindenmayer systems.
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(a) (b)
(c) (d)
Figure 2.5: Pictorial forms that show how the picture develops during the application of
rules in order to create the Sierpin´ski Carpet
(a) (b)
Figure 2.6: Sierpin´ski Carpet where Figure (a) is in first level refinement and Figure (b)
is in the second refinement [1]
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Lindenmayer Systems
The Lindenmayer systems (L systems in short) are described to be a mathematical formal-
ism proposed by Aristid Lindenmayer, a biologist, in 1968. The two principal applications
of L systems include the generation of fractals and realistic modeling of plants [8]. There
are many types of L systems. For example, there are context free, context sensitive and
stochastic L systems [4]. Central to L systems is the notion of rewriting where the idea is
to define complex structures such as the Kolam patterns by successively replacing parts
of a simple object using a set of rewriting rules or productions. The rewriting can be
carried out recursively [8]. The Kolam designs are geometric patterns formed by means
of interleaving straight or curved lines. Women in villages in the south of India used
these Kolam designs to decorate the courtyard in front of their homes. The art of Kolam
is of ancient origin and is estimated to have developed as early as 5000 years ago [9].
According to [8], L systems are defined as follows:
Definition 2.1.3. Lindenmayer Systems
A Lindenmayer system is a three-tuple G = (V, P, ω) where
• Alphabet: the alphabet is a finite set V of formal symbols, usually taken to be
letters a, b, c or any other characters.
• Axiom: also called the initiator is a string ω of symbols from V .
• Productions: also called rewriting rules is a mapping of a symbol a ∈ V to a word
ω ∈ V ∗, with notation p : a→ ω.
We then give a more detailed description of the context free L systems as described
by [4]:
A context free L system is formally defined as a four-tuple G = (S, P, d, α) where:
• S is the starting symbol also called the axiom.
• P is the set of productions (rules).
• d is the unit length.
• α is the unit angle.
In the L systems we introduce the concept of the turtle. The definition of the turtle
is given by [8] as follows:
The state of a turtle is defined as a triplet (x, y, α) where the Cartesian coordinate
(x, y) represents the turtle’s position and the angle α, is interpreted as the direction in
which the turtle is facing. Given the step size d and the angle α, the turtle can respond
to the commands represented by the following symbols:
• F : move forward a step of length d. The state of the turtle changes to (x′, y′, α).
A line segment is drawn between the points (x, y) and (x′, y′).
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• f : move forward a step of length d without drawing a line. The state of the turtle
changes as above.
• +: Turn right by angle δ. The next state of the turtle is (x, y, α + δ).
• −: Turn left by angle δ. The next state of the turtle is (x, y, α− δ).
Fuethermore still under context free L systems, we now introduce two symbol interpre-
tations by the turtle: [9]
• [ Push the current state of the turtle’s position and orientation as well as other
attributes such as color and width of lines being drawn.
• ] Pop a state from the stack and make it the current state of the turtle. No line is
drawn although, in general the position of the turtle changes.
We then give examples of L systems below.
Example 2.1.4. Fractal Generation
We present the L system in Figure 2.7 that generates a Koch snowflake taken from [10].
The axiom F (1) − (120)F (1) − (120)F (1) draws an equilateral triangle, with edges of
w : F (1)− (120)F (1)− (120)F (1)
p1 : F (s)→ F (s \ 3) + 60F (s \ 3)− (120)F (s \ 3) + 60F (s \ 3)
Figure 2.7: L system rules that generates the fractal in Figure 2.8
unit length. The parameter s determines the length of the line segment. Production p1
replaces each line segment with a polygonal shape. Figure 2.7 produces the snowflake
fractal that is in Figure 2.8.
In this chapter reference is made to Kolam patterns and an example is given to
demonstrate how to generate Kolam patterns using L systems. According to [9], Kolam
patterns can be generated by a variant of array grammars but, L systems with turtle
interpretation offer a simpler and more intuitive method for generating these patterns.
We give an example of the anklets of Krishna pattern generated using the L systems also
adopted from [9].
Example 2.1.5. The Anklets of Krishna
The angle of increment α is 45◦and the unit distance d is 5. The picture in Figure 2.10
is produced by the system in Figure 2.9. The rule w draws the inserted polygon which is
the little curls and curves in the pattern. The p rule moves the turtle in 45◦ angles and
connects the polygons at this angle [9].
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Figure 2.8: The first to fourth iterations of the Koch snowflake [2]
w : f +Xf + f +Xf
p : X → XfX −−XfX
Figure 2.9: Grammar that produces the Kolam pattern in Figure 2.10
Figure 2.10: Anklets of Krishna [3]
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Array Picture Grammars
An array grammar is a two dimensional generation of strings [11]. Among different array
grammars for generating pictures of digitized rectangular arrays, the two dimensional
(2d) array grammars create an elegant model with two phases of generation, one hori-
zontal phase and the other a vertical phase [12]. The way these arrays work is that: the
horizontal phase uses a sequential rewriting of a string grammar, generating strings of
intermediate symbols. Each intermediate symbol serves as a start symbol of the vertical
phase and generation proceeds in parallel in the vertical direction using right-linear non-
terminal rules [12]. We give the definition of two dimensional array grammars which is
adopted from the work of [12].
Definition 2.1.4. Array Picture Grammars
A two dimensional array grammar is a two-tuple G = (G1, G2) where G1 =
(H1, I1, P1, S) is a regular grammar or a context free grammar.
• H1 is a finite set of horizontal non-terminals.
• I1 = {S1, S2, . . . , Sk} is a finite set of intermediates with H1 ∩ I1 = ∅ .
• P1 is a finite set of rules called horizontal rules.
• S is the start symbol, S ∈ H1.
G2 = (G21, G22, . . . , G2k) where G2i = (V2i, T, P2i, Si), 1 ≤ i ≤ k are regular or
context free 2d array grammars.
• V2i is a finite set of vertical non-terminals, V2i ∩ V2j = i where i 6= j.
• T is a finite set of terminals.
• P2i is a finite set of right linear rules of the form X → aY or X → a where
X, Y ∈ V2i, a ∈ T .
• Si ∈ V2i is the start symbol of G2i.
Then we say that G is a regular or context free 2d array grammar if G1 is a regular or
context free array grammar [12].
The derivations are defined in the following manner: at first we use horizontal rules to
generate a string over I1 horizontally. Then the rectangular arrays are generated over T
vertically and in parallel using the vertical phase non-terminal rules of G2i. The vertical
derivation terminates using the terminal rules of the vertical phase [12]. We give an
example below from [12].
Example 2.1.6. Generating an H Token Figure
We have an array grammar G = (G1, G2) where G1 and G2 are as explained above.
T = {S, V, Z} is the set of non-terminals of the horizontal phase; S1 and S2 are the
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S → S2ZC
Z → S1Z |
→ S1V
V → S2C
S1 → xDA
C → C • A |
→ •
D → • |
→ •D
S2 → xB
A → x
B → xB |
→ x
Figure 2.11: Rules for H token figure
x • • • • x
x • • • • x
x • • • • x
x x x x x
x • • • • x
x • • • • x
Figure 2.12: H pattern generated by the rules in Figure 2.11
intermediate symbols and {•, x} are terminals of the vertical phase. This grammar gen-
erates H type pattern (not necessarily with an equal number of rows above and below
the middle line of x’s) [12]. The set of rules R is found in Figure 2.11.
We have defined grammar classes that will be discussed in this dissertation. The
next section will focus on how these different grammars generate both perfect and similar
pictures. From this discussion we will show how we can use bag context picture grammars
to generate similar pictures using examples of galleries generated by random context
picture grammars.
2.2 Discussion and Analysis
One of the main aims of this paper is to define BCPGs. Since this work is exploratory, we
will then use BCPGs to demonstrate how we generate similar pictures. In this section,
we discuss the work that has been conducted in the different picture grammar classes
that have been discussed in the previous section. We will look at picture grammars that
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generate perfect pictures. We also look at picture grammars that we can manipulate
to generate similar pictures. These are pictures that might look the same but have
differences such as color or shape.
2.2.1 Generating Perfect Images
There are classes of picture grammars that generate perfect pictures such as array gram-
mars, L systems, radial grammars and radial L systems. Recall the definition of perfect
pictures from introduction of this chapter that perfect pictures refers to a grammar that
generates pictures that look exactly the same. L systems have been used by various au-
thors to generate perfect pictures such as the Kolam patterns. Authors like Prusinkiewics
et. al [10], have used L systems to generate pictures such as trees and fractals. In the
work of Oberguggernberger et. al [8], L systems are used to generate pictures such as the
Koch snowflake. For example, looking at the snowflake fractal example given earlier, it
is perfect with symmetry and all the sides and angles are the same. Furthermore, gram-
mar classes that generate perfect pictures cannot easily create variations in the pictures
without changing the grammar itself. If we wanted to create variations with the Koch
snowflake generated earlier, we would have to change the L system’s rules. In this disser-
tation we demonstrate how BCPGs can perform this function without having to change
the grammar rules.
Another picture grammar class that generates perfect symmetrical pictures are the
radial grammars. These grammars work in the same manner as 2d array grammars. At
first a horizontal line of intermediate cells is generated by a phrase structure, context
sensitive, context free or regular grammar. Then starting with each intermediate cell a
regular language is generated downward in a parallel manner from each cell in the hor-
izontal line [13]. Organisms with bilateral symmetry can be described by these models,
which are closed under operations such as translation, reflection and half turn [13]. These
grammars generate pictures such as the tortoise shell Kolam. Moreover, it is shown in [12]
that we can use these grammars to generate pictures such as the “H” and “I” figures
using dots and crosses. An example of how this can be done is given the previous section.
RCPGs are used to generate pictures such as the Sierpin´ski carpet as shown in Ex-
ample 2.1.3. Context free L systems can generate the Sierpin´ski triangles as well. In
this dissertation we want to explore the possibility of generating the Sierpin´ski carpet or
triangle with BCPGs. We want to generate these images such that, for example with
the Sierpin´ski carpet, we show how we change the sizes of the squares using BCPGs. In
terms of similarity, this dissertation looks at creating pictures that are similar with slight
differences. The next section looks at grammar classes which generate similar pictures.
2.2.2 Generating Similar Images
In this section we discuss grammar classes that generate pictures that are similar such as
the stochastic L systems. We look at how the different authors have used these grammars
to generate similar pictures as this is one of the aims of this research project. We first take
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(a) (b)
Figure 2.13: Similar pictures generated of RPCPGs
a look at RPCPGs and how we can use them to generate similar pictures. We then take
a look at stochastic L systems and how they use probabilities to generate similar pictures.
Earlier in this work the definition of RCPGs was given and it was stated that RPCPGs
are a subclass of RCPGs. In the work conducted by [1], an example of a set of pictures
generated by RPCPGs was given. In the gallery, we have a cross in the upper right and
lower left quarters. The upper left quarter is divided into four and a cross placed in each
quarter of the picture. The lower right quarter of the picture must mirror the subdivision
of the upper left [1]. With a picture like this, we could generate a similar picture in that
we can have one quarter of the picture more refined than the other as shown in Fig-
ure 2.13. This creates two images that are similar. We could also use the same image but
use different colors for the crosses to those used in the original image and thus generate
a similar picture to the original one. We use BCPGs to do this as we will see in Chapter 5.
We now focus on the stochastic L systems (SLSs). These are used to model and
generate more realistic or natural looking plants by using probability weights with the
different rules. SLSs are almost identical to the L systems previously discussed. They
differ in that multiple productions can exist for a single letter; the production applied
is determined by a predefined probability [4]. For example, we generate an image of a
tree where we give one production the probability of 50 percent, the next production 40
percent and the last production 10 percent. Since different productions may be used at
different times, it is possible to generate many different variations of the plant and as a
result create a gallery of similar pictures. This allows for the creation of plant classes
all sharing similar overall characteristics, but differing in minor details [4]. Figure 2.15
shows a gallery generated by a SLS grammar with its rules shown in Figure 2.14.
As we have already stated, the aim of this project is to use BCPGs to generate similar
pictures. We use the property of the bag to control the number of times one rule may
be applied. In this manner we end up with similar images generated from the same
productions. In the next section we conclude this chapter.
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AxiomF
Angle (δ) 22.5◦
F .50 −→ F [+F ][−F ]F ;
F .30 −→ F [−F ]F ;
F .20 −→ F [+F ]F ;
Figure 2.14: Rules of Stochastic L system that generates trees in Figure 2.15
Figure 2.15: Pictures of similar trees generated by SLSs [4]
2.3 Chapter Summary
We discussed how existing picture grammars such as the Lindenmayer systems could be
used to generate similar pictures. We also discussed how grammars such as the radial
picture grammars generate perfect pictures. One of the main objectives of this research
project is to define the bag context picture grammars. In the next chapter, the method-
ology used to conduct this research is shown given the background work that has already
been conducted in this field. Since this work is exploratory, we select a set of pictures
which we can generate using random context picture grammars and we generate similar
pictures to those ones with bag context picture grammars.
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Chapter 3
Research Methodology
3.1 Introduction
In the last chapter the literature related to this research was discussed. Picture grammars
such as the array picture grammars, L systems and RCPGs were discussed in context to
the objective of this study. For example, [1] gives an example where they used RCPGs
to generate the Sierpin´ski Carpet. Because this dissertation is explanatory, we wanted to
see if we could use BCPGs to generate similar pictures. We can use CFPGs to achieve
this but CFPGs do not give the control BCPGs give. For example because we can use
the bag to apply particular rules and to control the number of times a particular rule can
be applied, this gives us control in terms of generating similar pictures.
The motivation for this research project is to explore if we can use BCPGs to generate
similar pictures. This research serves three primary functions. The first function is to
define BCPGs and the second function is to define a lemma that was adapted from [5]
and originally developed for BCTGs. We define a similar lemma for BCPGs and used
this lemma to create an equivalent BCPG for every RCPG. Thirdly we explore if we
can generate similar pictures using BCPGs. We take pictures that were generated using
RCPGs, CFPGs, RPCPGs and RFCPGs and then regenerate these pictures with BCPGs.
The next section presents the research hypothesis, followed by the research method-
ology. We give lastly, the conclusion of this section.
3.2 Research Hypothesis
In the previous chapter, it was shown that there exist classes of picture grammars that
generate perfect pictures and classes that generate similar pictures. It was explained
in the previous chapter what is meant by similar pictures and perfect pictures. In this
research project we look into defining a picture grammar that we use to generate similar
pictures. This leads us to a formulation of the hypothesis for this research which is as
follows:
1. It is possible to define BCPGs using BCTGs.
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2. It is possible to define a lemma that can convert any RCPG into its equivalent
BCPG.
3. It is possible to use BCPGs to generate similar images, where similarity is subjective
for the purpose of the research.
3.3 Research Method
We have already discussed the aim of this research project. We now look at the steps
that were taken in order to conduct this research.
1. BCPGs were defined using BCTGs.
2. A lemma that is used to convert random context picture grammars into equivalent
bag context picture grammars was defined.
3. Pictures that have already been generated using other classes of picture grammars
such as RCPGs, RPCPGs, RFCPGs and CFPGs were selected and then BCPGs
were used to generate the same and similar images to those selected.
4. The pictures were generated using a program developed by Nuru Jingili, a PhD
student at the University of the Witwatersrand in the School of Computer Science
and Applied Mathematics. The program was developed in Python and is not yet
published. When given a BCPG, the program generates pictures and saves them.
3.4 Chapter Summary
In this chapter we have presented the aim and research methodology of this research
project. We have listed the hypothesis statements. Lastly, we presented the different
steps required for the methodology and described how they would be carried out. The
next chapters will focus on defining BCPGs, stating the lemma and generating pictures
using BCPGs.
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Chapter 4
Bag Context Picture Grammars
In this chapter we focus on the definition of BCPGs. We formulate this definition based
on BCTGs whose definition was given in Chapter 2.
Informally we define BCPGs as picture grammars in which the application of the rules
is regulated by a vector of integers called the bag, which evolves with the picture under
construction. The application of a particular rule is possible at any given stage as long
as the bag at that stage is within the range, where the range is specified by the lower and
upper limits. If a rule is applied, then a bag adjustment has to be performed as this is
also part of the rule. Below we give a more formal definition of BCPGs.
4.1 Definitions
We generate pictures using productions of the form in Figure 4.1 where A is a variable,
m = 1, 2, 3, . . . , x11, x12, . . . , xmm are variables or terminals, λ and µ are the lower and
upper limits respectively and we have the bag adjustment α. If we have a developing
picture and that picture contains a square labeled A, we can divide A into equal squares
labeled x11, x12, . . . , xmm. We denote the square with the sides parallel to the axes, the
lower left vertex at (s, t) and the upper right hand vertex at (u, v) as ((s, t), (u, v)) using
lower case Greek letters for such constructs. Thus (A, θ) denotes a square θ labeled A. In
addition, if θ is such a square, then θ11, θ12, . . . , θmm denote the equal squares into which
θ can be divided, for example θ11 denotes the left bottom one and θmm the top right
one [6].
Definition 4.1.1. A bag context picture grammar (BCPG) is a sex-tuple G =
(N, Σ, R, (S, θ), I, β0) where we have,
• A finite set N of non-terminals.
• A finite set Σ of terminals with N ∩ Σ = ∅.
• A finite set R of rules of derivation.
• An initial labeled square (S, θ) where S ∈ N and θ is the initial labeled square
with coordinates ((0, 0), (1, 1)).
20
Figure 4.1: Production of a bag context picture grammar
• A finite bag index set I; and
• A vector β0 ∈ ZI , the initial bag.
A rule in R has the generic form A→ [x11, x12, . . . , xmm] (λ, µ;α) where m = 1, 2, 3, . . . ,
A ∈ N , {x11, x12, . . . , xmm} ⊆ N ∪ Σ, λ, µ ∈ ZI∞ are the lower and upper limits
respectively and α ∈ ZI is the bag adjustment.
A pictorial form is any finite set of non-overlapping labeled squares in the plane. If Π
is a pictorial form, we denote by `(Π) the set of labels used in Π. The size of a pictorial
form Π is the number of squares contained in it, that is |Π| [1] [6].
Let G be a BCPG. Let Π be a pictorial form such that any square
(A, θ) ∈ Π while Ω is also a pictorial form such that Ω = Π \ {(A, θ))} ∪
{(x11, θ11), (x12, θ12), . . . , (xmm, θmm)}. Let (Π, β) where Π and β are the pictorial form
and bag at any stage of the picture under construction, then a derivation step from Π to Ω
is defined as (Π, β)⇒G (Ω, β ′) if there is a production A→ [x11, x12, . . . , xmm] (λ, µ; α)
in R with, λ ≤ β ≤ µ and β ′ = β + α. As usual ⇒∗G denotes the reflexive transitive
closure of ⇒G. If G is clear we will use ⇒ and ⇒∗ instead of ⇒G and ⇒∗G.
A picture is a pictorial form Π with `(Π) ⊆ Σ. The gallery G(G)
generated by a grammar G = (N, Σ, R, (S, θ), I, β0) is the set of pictures Π such
that ((S, θ), β0) ⇒∗G (Π, β), β ∈ ZI , in other words G(G) = {Π| ((S, θ), β0) ⇒∗G
(Π, β), β ∈ ZI}. We call the gallery generated by a bag context picture grammar a
bag context gallery.
We have given the definition of BCPGs and shown the required conditions needed for
BCPGs to generate pictures. In the next section we discuss the lemma we use to convert
RCPGs into equivalent BCPGs. We then look at a step by step example of how a picture
is formed under BCPGs.
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4.2 Relationship between BCPGs and RCPGs
In this section we rewrite RCPGs as BCPGs.
Notation
We introduce notation that will be useful in this section. Suppose we are interested in
a (bag or random context) picture grammar generating pictures over Σ, using a set
N = {A1, . . . , Am} of nonterminals (with the order of elements in N arbitrary but
fixed). For the right hand side of a rule, say A → [x11, x12, . . . , xmm], we denote by
cnt([x11, x12, . . . , xmm]) the m-tuple (n1, . . . , nm) such that ni is equal to the number of
occurrences of Ai in [x11, x12, . . . , xmm]. In particular, for A ∈ N , cnt(A) is the m-tuple
in which the component corresponding to A is set to 1, whereas all others are set to 0.
Then cnt([x11, x12, . . . , xmm]) = Σ
m
i=1Σ
m
j=1 cnt(xij).
The lemma discussed in this section is adapted from the lemma developed by [5] for
BCTGs.
Lemma 4.2.1. For every random context picture grammar G = (N, Σ, R, (S, θ)) there
is a bag context picture grammar G
′
= (N, Σ, R
′
, (S, θ), I, cnt(S)).
Proof. Assume without loss of generality that N = {A1, . . . , Am}. We can then use the
bag index set I = {1, . . . ,m} to record, at all times during a derivation, the number of
occurrences of Ai in the ith position of the bag. In this way, we obtain a bag context
picture grammar G
′
generating the same language as G. In order to implement this, we
use the initial bag cnt(S). For every random context rule A→ [x11, x12, . . . , xmm] (P; F),
the bag context rule becomes A→ [x11, x12, . . . , xmm] (λ, µ; α), where
• λ = cnt(A) + cnt(P )
• µ = cnt(A) + ∞·cnt(N\F ) (where by convention ∞·0 = 0) and
• α = cnt([x11, x12, . . . , xmm]) - cnt(A).
Then G(G′) = G(G).
4.3 BCPGs, RCPGs and Three Sub-Classes
In this section we use Lemma 4.2.1 to look at RCPGs, CFPGs, RPCPGs and RFCPGs
and see how we can construct equivalent BCPGs.
4.3.1 Context Free Picture Grammars
Let G be a CFPG, then for every rule P = F = ∅. We calculate λ, µ and α using
Lemma 4.2.1 as follows:
• λ = cnt(A) + cnt(P ) = cnt(A) + 0 = cnt(A)
• µ = cnt(A) + ∞· cnt(N\F ) = cnt(A) + ∞· cnt(N) = ∞
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S −→ [S, S, S, S] | (4.1)
[Clb, Crb, Clt, Crt] (4.2)
Clb −→ [w, b, b, b] (4.3)
Crb −→ [b, w, b, b] (4.4)
Clt −→ [b, b, w, b] (4.5)
Crt −→ [b, b, b, w] (4.6)
Figure 4.2: Context Free Picture Grammar rules for GFree
(a) (b)
Figure 4.3: Some of the pictures generated by GFree
• α = cnt([x11, x12, . . . , xmm]) - cnt(A)
The following grammar is adapted from [1].
Example 4.3.1. We have the grammar GFree = ({S,Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ))
where R is the set of rules in Figure 4.2.
We use the grammar GFree to generate pictures with dark crosses on a light back-
ground. The terminals “w” and “b” represent the light and dark colours respectively. We
get crosses by dividing the initial square S into four squares (Rule 4.1). Each of these
squares can be divided recursively or may be filled with a cross (Rules 4.2–4.6). A cross is
generated by quartering a square in Rule 4.2 and then generating the required pattern of
light and dark squares in each part (Rules 4.3–4.6) [1]. The gallery of pictures generated
by this grammar is in Figure 4.3.
We use the formula given in Lemma 4.2.1 to calculate the lower limit, upper limit
and the bag adjustment for each rule in Figure 4.2. We get the BCPG GBag-free
= ({S,Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ), {1, 2, 3, 4, 5}, (1, 0, 0, 0, 0)) where R is the set of
rules in Figure 4.4:
23
S −→ [S, S, S, S] ((1, 0, 0, 0, 0),∞; (3, 0, 0, 0, 0)) |
[Clb, Crb, Clt, Crt] ((1, 0, 0, 0, 0),∞; (−1, 1, 1, 1, 1))
Clb −→ [w, b, b, b] ((0, 1, 0, 0, 0),∞; (0,−1, 0, 0, 0))
Crb −→ [b, w, b, b] ((0, 0, 1, 0, 0),∞; (0, 0,−1, 0, 0))
Clt −→ [b, b, w, b] ((0, 0, 0, 1, 0),∞; (0, 0, 0,−1, 0))
Crt −→ [b, b, b, w] ((0, 0, 0, 0, 1),∞; (0, 0, 0, 0,−1))
Figure 4.4: Bag Context Picture Grammar rules for GBag-free
When we apply Lemma 4.2.1 to the grammar with rules in Figure 4.2, we get the
resultant grammar with rules in Figure 4.4.
4.3.2 Random Permitting Context Picture Grammars
Let G be a RPCPG. Then F = ∅ for every rule in G. We calculate λ, µ and α by
Lemma 4.2.1 as follows:
• λ = cnt(A) + cnt(P )
• µ = cnt(A) + ∞· cnt(N\F ) = cnt(A) + ∞ · cnt(N) = cnt(A) + ∞ = ∞
• α = cnt([x11, x12, . . . , xmm]) - cnt(A)
The following example was adapted from [1]. This grammar generates pictures that have
dark crosses on a light background, where the lower left and upper right quarters of a
picture each contains one cross. The upper left quarter may be divided into four and a
cross placed in each quarter; this may be recursively repeated for the upper left quarter
of the resulting sub-picture. The lower right quarter of the picture must mirror the
subdivision of the upper left.
Example 4.3.2. GPermit = ({S,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ))
where R is the set of rules in Figure 4.5.
At the initial iteration of the main loop, Rules 4.7–4.13, the pictorial form has an A
in the upper left corner and a B in the lower right corner. We can either have pictorial
forms φi or φi+1. We get φi if the following rules are applied: 4.9, 4.11 and 4.14–4.19
twice each. The decision is made by A by producing an F in Rule 4.9, B produces an F
on sensing the F in the pictorial form by Rule 4.11. An F can only generate a cross by
Rules 4.14–4.19, which proceeds as described in Example 4.3.1.
Alternatively, a more refined pictorial form φi+1 is obtained by applying Rules 4.8,
4.10, 4.12 and 4.13. This happens when the square containing A is quartered and the
label A′ placed in the upper left corner and a C in every other corner. B will then
sense the A′ in the pictorial form and mirror the subdivision of A which entails placing
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S −→ [C,B,A,C] (4.7)
A −→ [C,C,A′, C] ({B}; ∅) | (4.8)
F ({B}; ∅) (4.9)
B −→ [C,B′, C, C] ({A′}; ∅) | (4.10)
F ({F}; ∅) (4.11)
A′ −→ A ({B′}; ∅) (4.12)
B′ −→ B ({A}; ∅) (4.13)
F −→ C (4.14)
C −→ [Clb, Crb, Clt, Crt] (4.15)
Clb −→ [w, b, b, b] (4.16)
Crb −→ [b, w, b, b] (4.17)
Clt −→ [b, b, w, b] (4.18)
Crt −→ [b, b, b, w] (4.19)
Figure 4.5: Random Permitting Context Picture Grammar rules for GPermit
a B in the lower right quarter and C’s in the other three quarters by Rule 4.10. Once
the subdivision of B has taken place, A can be restored by Rule 4.12, which in turn
enables B to be restored (Rule 4.13). This completes the main loop. It could happen
that this grammar can terminate without generating a picture, if Rule 4.14 is executed
immediately after Rule 4.9. Rule 4.11 will never be enabled again. Some of the pictures
generated by this grammar are shown in Figure 4.6.
We use Lemma 4.2.1 to calculate the limits and bag adjustment of each rule in Fig-
ure 4.5 and we have the equivalent bag context picture grammar as follows: GBag-permit
= ({S,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ)), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11},-
(1, 0, . . . , 0)) where R is the set of rules in Figure 4.7.
When we apply Lemma 4.2.1 to the grammar with rules in Figure 4.5, we get the
resultant grammar with rules in Figure 4.7.
4.3.3 Random Forbidding Context Picture Grammars
LetG be a RFCPG. Then for every rule P = ∅. We calculate λ, µ and α using Lemma 4.2.1
as follows:
• λ = cnt(A) + cnt(P ) = cnt(A) + 0 = cnt(A)
• µ = cnt(A) + ∞· cnt(N\F )
• α = cnt([x11, x12, . . . , xmm]) - cnt(A)
Again we want dark crosses on a light background. The grammar GForbid and its descrip-
tion are adapted from [1]. We want a RFCPG where we have a picture with dark crosses
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(a) (b)
Figure 4.6: Gallery of pictures generated by GPermit
S −→ [C,B,A,C] ((1, 0, . . . , 0),∞; (0, 1, 1, 2, 0, 0, . . . , 0))
A −→ [C,C,A′, C] ((0, 1, 1, 0, . . . , 0),∞; (0,−1, 0, 3, 1, 0, . . . , 0)) |
F ((0, 1, 1, 0, . . . , 0),∞; (0,−1, 0, 0, 0, 0, 1, 0, 0, 0, 0))
B −→ [C,B′, C, C] ((0, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0),∞; (0, 0,−1, 3, 0, 1, 0, 0, 0, 0, 0)) |
F ((0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0),∞; (0, 0,−1, 0, 0, 0, 1, 0, 0, 0, 0))
A′ −→ A ((0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0),∞; (0, 1, 0, 0,−1, 0, 0, 0, 0, 0, 0))
B′ −→ B ((0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0),∞; (0, 0,−1, 3, 0, 1, 0, 0, 0, 0, 0))
F −→ C ((0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0),∞; (0, 0, 0,−1, 0, 0, 1, 0, 0, 0, 0))
C −→ [Clb, Crb, Clt, Crt] ((0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0),∞; (0, 0, 0,−1, 0, 0, 0, 1, 1, 1, 1))
Clb −→ [w, b, b, b] ((0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0),∞; (0, 0, 0, 0, 0, 0, 0,−1, 0, 0, 0))
Crb −→ [b, w, b, b] ((0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0),∞; (0, 0, 0, 0, 0, 0, 0, 0,−1, 0, 0))
Clt −→ [b, b, w, b] ((0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0),∞; (0, 0, 0, 0, 0, 0, 0, 0, 0,−1, 0))
Crt −→ [b, b, b, w] ((0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1),∞; (0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1))
Figure 4.7: Bag Context Picture Grammar rules for GBag-permit
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S −→ [T, T, T, T ] (∅; {U}) (4.20)
T −→ U (∅; {S,A}) | (4.21)
[C,B,A,C] (∅; {S, U}) (4.22)
U −→ S (∅; {T}) (4.23)
A −→ [C,C,A′, C] (∅; {T,B′, F}) | (4.24)
F (∅; {T,B′, A′}) (4.25)
B −→ [C,B′, C, C] (∅; {A,F}) | (4.26)
F (∅; {A,A′}) (4.27)
A′ −→ A (∅; {B}) (4.28)
B′ −→ B (∅; {A′}) (4.29)
F −→ C (∅; {A,B}) (4.30)
C −→ [Clb, Crb, Clt, Crt] (4.31)
Clb −→ [w, b, b, b] (4.32)
Crb −→ [b, w, b, b] (4.33)
Clt −→ [b, b, w, b] (4.34)
Crt −→ [b, b, b, w] (4.35)
Figure 4.8: Random Forbidding Context Picture Grammar rules for GForbid
on a light background with the following structure: every picture has 4i, where i ≥ 1,
identical sub-pictures, each of which is created as described in Example 4.3.2.
Example 4.3.3. GForbid = ({S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ))
where R is the set of rules in Figure 4.8.
When we start the main loop at the beginning of the ith iteration, with i ≥ 1, that
is, Rules 4.20 to 4.23, we have a pictorial form φi which is divided into 4
i−1 equal squares
labeled S. Each of these squares divides into four new squares which are labeled T by
Rule 4.20. This pictorial form can derive the pictorial form φi+1 by Rules 4.21 and 4.23
or a picture with 4i identical sub-pictures by Rules 4.22, 4.24 to 4.35 where the decision
is made by any T .
In the latter case, by Rule 4.22, each T starts to generate one of the 4i identical sub-
pictures by producing an A in the upper left quarter, a B in the lower right and C’s in
the other two. This pictorial form can lead to a picture or a more refined pictorial form.
The decision is made by any A. In the first case A produces an F and this is copied by
each A in the pictorial form by Rule 4.25, then by each B in Rule 4.27. An F can only
generate a cross by Rules 4.30 to 4.35.
In the former case, the square containing A is quartered and then labeled A′ which
is placed in the upper left corner, and a C in every other corner; each A in the pictorial
form copies this by Rule 4.24. Each B in the pictorial form, on sensing an A′, mirrors
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(a) (b)
Figure 4.9: Some of the pictures generated by GForbid
the subdivision of the A’s, which entails placing a B in the lower right quarter and C’s
in the other three (Rule 4.26). Once the subdivision of the B’s has taken place, the A’s
can be restored by Rule 4.28, which in turn enables the B’s to be restored by Rule 4.29.
Thereby the main loop is completed. Some of the pictures generated by this grammar
are shown in Figure 4.9.
We use the formula given in Lemma 4.2.1 to calculate the lim-
its and bag adjustment of Figure 4.10 as follows: GBag-forbid =
({S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10,-
11, 12, 13}, (1, 0, . . . , 0)) where R is the set of rules in Figure 4.10.
When we apply Lemma 4.2.1 to the grammar with rules in Figure 4.8, we get the
resultant grammar with rules in Figure 4.10.
4.3.4 Random Context Picture Grammars
Let G be a RCPG. Then for every rule we have sets P and F and we calculate λ, µ and
α using Lemma 4.2.1 as follows:
• λ = cnt(A) + cnt(P )
• µ = cnt(A) + ∞· cnt(N\F )
• α = cnt([x11, x12, . . . , xmm]) - cnt(A)
We want to generate the gallery of hollow isosceles right triangle with side 2i where i ≥ 1.
We adapt this grammar from [1].
Example 4.3.4. We have the RCPG GTriangle = ({S, Tlb, Trb, Tt, Tls,-
Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′, Th′, F}, {w, b}, R, (S, θ)) where R is the set of rules in
Figure 4.11.
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S −→ [T, T, T, T ] ((1, 0, . . . , 0), (∞,∞, 0,∞, . . . ,∞); (−1, 4, 0, . . . , 0))
T −→ U ((0, 1, 0, . . . , 0), (0,∞,∞, 0,∞, . . . ,∞); (0,−1, 1, 0, . . . , 0)) |
[C,B,A,C] ((0, 1, . . . , 0), (0,∞, 0,∞, . . . ,∞);
(0,−1, 0, 1, 1, 2, 0, 0, 0, 0, 0, 0, 0))
U −→ S ((0, 0, 1, . . . , 0), (∞, 0,∞, . . . ,∞); (1, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0))
A −→ [C,C,A′, C] ((0, 0, 0, 1, 0, . . . , 0), (∞, 0,∞,∞,∞,∞,∞, 0, 0,∞,∞,∞,∞);
(0, 0, 0,−1, 0, 3, 1, 0, 0, 0, 0, 0, 0)) |
F ((0, 0, 0, 1, 0, . . . , 0), (∞, 0,∞,∞,∞,∞, 0, 0,∞,∞,∞,∞,∞);
(0, 0, 0,−1, 0, 0, 0, 0, 1, 0, 0, 0, 0))
B −→ [C,B′, C, C] ((0, 0, 0, 0, 1, 0, . . . , 0), (∞, . . . ,∞, 0,∞,∞,∞,∞);
(0, 0, 0, 0,−1, 3, 0, 1, 0, 0, 0, 0, 0)) |
F ((0, 0, 0, 0, 1, 0, . . . , 0), (∞,∞,∞, 0,∞,∞, 0,∞, . . . ,∞);
(0, 0, 0, 0,−1, 0, 0, 0, 1, 0, 0, 0, 0))
A′ −→ A ((0, . . . , 0, 1, 0, . . . , 0), (∞, . . . ,∞, 0,∞, . . . ,∞);
(0, 0, 0, 1, 0, 0,−1, 0, 0, 0, 0, 0, 0))
B′ −→ B ((0, . . . , 0, 1, 0, . . . , 0), (∞, . . . ,∞, 0,∞, . . . ,∞);
(0, 0, 0, 0, 1, 0, 0,−1, 0, 0, 0, 0, 0))
F −→ C ((0, . . . , 0, 1, 0, 0, 0, 0), (∞,∞,∞, 0, 0,∞, . . . ,∞);
(0, 0, 0, 0, 0, 1, 0, 0,−1, 0, 0, 0, 0))
C −→ [Clb, Crb, Clt, Crt]((0, 0, 0, 0, 0, 1, 0, . . . , 0),∞;
(0, 0, 0, 0,−1, 0, 0, 0, 0, 1, 1, 1, 1))
Clb −→ [w, b, b, b] ((0, . . . , 0, 1, 0, 0, 0),∞; (0, . . . , 0,−1, 0, 0, 0))
Crb −→ [b, w, b, b] ((0, . . . , 0, 1, 0, 0),∞; (0, . . . , 0,−1, 0, 0))
Clt −→ [b, b, w, b] ((0, . . . , 0, 1, 0),∞; (0, . . . , 0,−1, 0))
Crt −→ [b, b, b, w] ((0, . . . , 0, 1),∞; (0, . . . , 0,−1))
Figure 4.10: Bag Context Picture Grammar rules for GBag-forbid
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S −→ [Tlb, Trb, Tt, w] (4.36)
Tlb −→ [Tlb′, Tb′, Tls′, w] (∅; {Trb′, Tt′, Tls′, Tb′, Th′}) | (4.37)
F (∅; {Trb′, Tt′, Tls′, Tb′, Th′}) (4.38)
Trb −→ [Tb′, Trb′, Th′, w] ({Tlb′}; ∅) | (4.39)
b ({F}; ∅) (4.40)
Tt −→ [Tls′, Th′, Tt′, w] ({Tlb′}; ∅) | (4.41)
b ({F}; ∅) (4.42)
Tls −→ [Tls′, w, Tls′, w] ({Tlb′}; ∅) | (4.43)
b ({F}; ∅) (4.44)
Tb −→ [Tb′, Tb′, w, w] ({Tlb′}; ∅) | (4.45)
b ({F}; ∅) (4.46)
Th −→ [w, Th′, Th′, w] ({Tlb′}; ∅) | (4.47)
b ({F}; ∅) (4.48)
Tlb′ −→ Tlb (∅; {Trb, Tt, Tls, Tb, Th}) (4.49)
Trb′ −→ Trb({Tlb}; ∅) (4.50)
Tt′ −→ Tt ({Tlb}; ∅) (4.51)
Tls′ −→ Tls ({Tlb}; ∅) (4.52)
Tb′ −→ Tb ({Tlb}; ∅) (4.53)
Th′ −→ Th ({Tlb}; ∅) (4.54)
F −→ b(∅; {Trb, Tt, Tls, Tb, Th}) (4.55)
Figure 4.11: Random Context Picture Grammar rules for GTriangle
We associate the colours light and dark with the terminals “w” and “b”, respectively.
At the beginning of the ith iteration of the main loop, i ≥ 1, Rules 4.37–4.54, the pictorial
form σi consists of 2
i squares of equal sizes on each side of the triangle. The square on
the left bottom is labeled Tlb, the one on the lower right Trb and the top left one Tt. All
the squares on the left-hand side are Tls, Tb at the bottom and Th on the hypotenuse.
The remaining squares in the pictorial form are labeled w.
σi can derive the hollow isosceles right triangle with side length 2
i or the pictorial
form σi+1. The decision is made by Tlb. If Tlb decides to terminate, it produces an F
(Rule 4.38). All other variables, on sensing F , produce a b by Rules 4.40, 4.42, 4.44,
4.46 and 4.48. Once this is done, F is also replaced by a b in Rule 4.55. Alternatively
(Rule 4.37), σi derives σi+1 by quartering all squares containing variables in such a way
that each side contains twice as many variable labeled squares as before in Rules 4.39,
4.41, 4.43, 4.45 and 4.47. For example, each square labeled Tls is divided into four, of
which the left two squares are labeled Tls′ and the other two w (Rule 4.43). Once this has
been completed, the original variables are stored in Rules 4.49–4.54 and the main loop
thereby ended. The pictures in Figure 4.12 show the third and fourth refinement of the
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Figure 4.12: Some of the pictures generated by GTriangle [1]
hollow isosceles right triangle in Figure (a) and Figure (b) respectively.
We use the formula given in Lemma 4.2.1 to calculate the limits and bag
adjustment of Figure 4.13. We have the equivalent BCPG as follows: GBag-triangle =
({S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′, Th′, F}, {w, b}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7,-
8, 9, 10, 11, 12, 13, 14}, (1, 0, . . . , 0)) where R is the set of rules in Figure 4.13.
We have reached the end of this section. We have shown using examples how we can
use Lemma 4.2.1 to convert any RCPG into an equivalent BCPG. In the next section we
show how a picture is generated using BCPGs.
4.4 Picture Generation with Bag Context Picture
Grammars
In this section we give an example of the CFPG in Section 4.3.1 where we used Lemma 4.2.1.
We use the BCPG in Figure 4.14 to show how the picture develops in each stage after a
rule is applied. We give Table 4.1 to show how the bag develops with the application of
every rule. We then show the different pictorial forms at each stage. The CFPG used in
this section is adapted from [1].
Example 4.4.1. We have the grammar GBag-free = ({S,Clb, Crb, Clt, Crt}, {w, b}, R, (S,-
θ)), {1, 2, 3, 4, 5}, (1, 0, 0, 0, 0)) where R is the set of rules in Figure 4.14.
We first have the initial bag (1, 0, 0, 0, 0). Rule 4.1 is applied and the re-
sultant pictorial form is in Figure 4.15. The pictorial form Π described in this
figure is {(S, ((0, 0), (1
2
, 1
2
))), (S, ((1
2
, 0), (1, 1
2
))), (S, ((0, 1
2
), (1
2
, 1))), (S, ((1
2
, 1
2
), (1, 1)))},
then `(Π) = {S}. We then get the resultant bag in Table 4.1. Rule 4.2
is then applied to any of the S variables and the resultant pictorial form
Ω is in Figure 4.16. The pictorial form Ω described in this figure is
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S −→ [Tlb, Trb, Tt, w] ((1, 0, . . . , 0),∞; (−1, 1, 1, 1, 0, . . . , 0))
Tlb −→ [Tlb′, Tb′, Tls′, w] ((0, 1, 0, . . . , 0), (∞, . . . ,∞, 0, 0, 0, 0, 0, 0);
(0,−1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0)) |
F ((0, 1, 0, . . . , 0), (∞,∞,∞,∞,∞,∞,∞,∞, 0, 0, 0, 0, 0,∞);
(0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1))
Trb −→ [Tb′, Trb′, Th′, w] ((0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0),∞;
(0, 0,−1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0)) |
b ((0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1),∞; (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1))
Tt −→ [Tls′, Th′, Tt′, w] ((0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0),∞;
(0, 0, 0, 0, 0, 0, 0,−1, 0, 1, 1, 0, 1, 0)) |
b ((0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1),∞; (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1))
Tls −→ [Tls′, w, Tls′, w] ((0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0),∞;
(0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 1, 0, 0, 0)) |
b ((0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1),∞; (0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0))
Tb −→ [Tb′, Tb′, w, w] ((0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0),∞;
(0, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 1, 0, 0)) |
b ((0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1),∞; (0, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0))
Th −→ [w, Th′, Th′, w] ((0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0),∞;
(0, 0, 0, 0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0)) |
b ((0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1),∞; (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1))
Tlb′ −→ Tlb ((0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0), (∞,∞, 0, 0, 0, 0, 0,∞, . . . ,∞);
(0, 1, 0, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 0))
Trb′ −→ Trb ((0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0),∞; (0, 0, 1, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 0))
Tt′ −→ Tt ((0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0),∞; (0, 0, 0, 1, 0, 0, 0, 0, 0,−1, 0, 0, 0, 0))
Tls′ −→ Tls ((0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0),∞; (0, 0, 0, 0, 1, 0, 0, 0, 0, 0,−1, 0, 0, 0))
Tb′ −→ Tb ((0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0),∞; (0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,−1, 0, 0))
Th′ −→ Th ((0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0),∞; (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,−1, 0))
F −→ b ((0, . . . , 0, 1), (∞,∞, 0, 0, 0, 0, 0,∞,∞,∞,∞,∞,∞,∞); (0, . . . , 0,−1))
Figure 4.13: Bag Context Picture Grammar rules for GBag-triangle
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S −→ [S, S, S, S] ((1, 0, 0, 0, 0),∞; (3, 0, 0, 0, 0))| (4.1)
[Clb, Crb, Clt, Crt] ((1, 0, 0, 0, 0),∞; (−1, 1, 1, 1, 1)) (4.2)
Clb −→ [w, b, b, b] ((0, 1, 0, 0, 0),∞; (0,−1, 0, 0, 0)) (4.3)
Crb −→ [b, w, b, b] ((0, 0, 1, 0, 0),∞; (0, 0,−1, 0, 0)) (4.4)
Clt −→ [b, b, w, b] ((0, 0, 0, 1, 0),∞; (0, 0, 0,−1, 0)) (4.5)
Crt −→ [b, b, b, w] ((0, 0, 0, 0, 1),∞; (0, 0, 0, 0,−1)) (4.6)
Figure 4.14: Bag Context Picture Grammar rules for GBag-free
rule λ µ α β′ = β + α
4.1 (1, 0, 0, 0, 0) ∞ (3, 0, 0, 0, 0) (4, 0, 0, 0, 0)
4.2 (1, 0, 0, 0, 0) ∞ (-1, 1, 1, 1, 1) (3, 1, 1, 1, 1)
4.2 (1, 0, 0, 0, 0) ∞ (-1, 1, 1, 1, 1) (2, 2, 2, 2, 2)
4.2 (1, 0, 0, 0, 0) ∞ (-1, 1, 1, 1, 1) (1, 3, 3, 3, 3)
4.2 (1, 0, 0, 0, 0) ∞ (-1, 1, 1, 1, 1) (0, 4, 4, 4, 4)
4.4 (0, 0, 1, 0, 0) ∞ (0, 0, -1, 0, 0) (0, 4, 3, 4, 4)
4.3 (0, 1, 0, 0, 0) ∞ (0, -1, 0, 0, 0) (0, 3, 3, 4, 4)
4.3 (0, 1, 0, 0, 0) ∞ (0, -1, 0, 0, 0) (0, 2, 3, 4, 4)
4.3 (0, 1, 0, 0, 0) ∞ (0, -1, 0, 0, 0) (0, 1, 3, 4, 4)
4.5 (0, 0, 0, 1, 0) ∞ (0, 0, 0, -1, 0) (0, 1, 3, 3, 4)
4.6 (0, 0, 0, 0, 1) ∞ (0, 0, 0, 0, -1) (0, 1, 3, 3, 3)
4.4 (0, 0, 1, 0, 0) ∞ (0, 0, -1, 0, 0) (0, 1, 2, 3, 3)
4.5 (0, 0, 0, 1, 0) ∞ (0, 0, 0, -1, 0) (0, 1, 2, 2, 3)
4.3 (0, 1, 0, 0, 0) ∞ (0, -1, 0, 0, 0) (0, 0, 2, 2, 3)
4.5 (0, 0, 0, 1, 0) ∞ (0, 0, 0, -1, 0) (0, 0, 2, 1, 3)
4.6 (0, 0, 0, 0, 1) ∞ (0, 0, 0, 0, -1) (0, 0, 2, 1, 2)
4.5 (0, 0, 0, 1, 0) ∞ (0, 0, 0, -1, 0) (0, 0, 2, 0, 2)
4.6 (0, 0, 0, 0, 1) ∞ (0, 0, 0, 0, -1) (0, 0, 2, 0, 1)
4.6 (0, 0, 0, 0, 1) ∞ (0, 0, 0, 0, -1) (0, 0, 2, 0, 0)
4.4 (0, 0, 1, 0, 0) ∞ (0, 0, -1, 0, 0) (0, 0, 1, 0, 0)
4.4 (0, 0, 1, 0, 0) ∞ (0, 0, -1, 0, 0) (0, 0, 0, 0, 0)
Table 4.1: Development of the bag for picture in Figure 4.18
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Figure 4.15: The pictorial form after Rule 4.1 is applied
{(Clb, ((0, 0), (14 , 14))), (Crb, ((14 , 0), (12 , 14))), (Clt, ((0, 14), (14 , 12))), (Crt, ((14 , 14), (12 , 12))), (S,-
((1
2
, 0), (1, 1
2
))), (S, ((0, 1
2
), (1
2
, 1))), (S, ((1
2
, 1
2
), (1, 1)))}, then `(Ω) = {Clb, Crb, Clt, Crt, S}.
A look at Table 4.1 shows that Rule 4.2 was applied four times with the resultant bags
shown in the table. Rule 4.2 is applied to any of the remaining S variables so that each S
is divided into four squares with the labels Clb, Crb, Clt and Crt to get the pictorial form
in Figure 4.17. Rules 4.3–4.6 are applied in any order with the bags shown in the table.
We get the picture in Figure 4.18. It should be noted that this grammar may generate a
variety of pictures. We used the above description to show one way in which the picture
may develop. This grammar also generates the picture in Figure 4.19 amongst others.
4.5 Chapter Summary
This brings us to the end of this chapter. We have defined BCPGs and used them to
generate pictures with dark crosses on a light background and hollow isosceles right-
angled triangles. We also defined a lemma that converts RCPGs into equivalent BCPGs.
In the next chapter we give examples on how we use BCPGs to generate pictures that
are the same as or similar to pictures that were generated by grammars in this chapter.
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Figure 4.16: The pictorial form after Rule 4.2 is applied
Figure 4.17: The pictorial form after Rule 4.2 is applied
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Figure 4.18: Picture generated by Figure 4.14
Figure 4.19: A possible picture generated by GBag-free
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Chapter 5
Galleries Generated by Bag Context
Picture Grammars
In this chapter we showed how we use BCPGs to generate similar pictures. We translated
the grammars in Chapter 4 into BCPGs with Lemma 4.2.1 from the previous chapter and
used them as examples to show how BCPGs are used to generate pictures that are the
same and those that are similar to the ones given in Chapter 4. We looked at how picture
sets change when we change the lower limits and upper limits. Some of the rules in the
grammars were not applied at all. This is because when we want certain sets of pictures
it is not necessary to apply these rules. In addition we looked at colour distribution in
pictures. We looked at how we control application of rules to have a certain amount of
colour in a picture, for example, we showed how we count the number of pink crosses we
want in a picture. We modified some of the grammars by adding new nonterminals and
terminals. The added nonterminals and terminals helped us to create colour variation in
the pictures.
5.1 Context Free Picture Grammars Case
In this section we look at the grammar GFree that generates a gallery of pictures with
crosses as shown in Section 4.3.1. In this instance we change the lower and upper limits
to control how the rules are applied. The following example is a variation of the BCPG
GBag-free given in Section 4.3.1, which is the equivalent BCPG for GFree.
Example 5.1.1. Consider a BCPG GCross = ({S,Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ),-
{1, 2, 3, 4, 5}, (1, 0, 0, 0, 0)) where R is the set of rules in Figure 5.1.
In this example the bag is used to control how rules are applied. In this instance we
prohibit the application of Rule 5.1. This grammar only generates one picture. We asso-
ciate the non-terminals S,Clb, Crb, Clt and Crt with the bag positions 1 to 5 respectively.
We use the bag in this example to restrict Rule 5.1 from being applied first. This is done
by setting the lower limit to 2. When the picture generation process starts, the inequality
does not hold for this rule and therefore the rule is not applied. However, Rule 5.2 can
be applied and the resultant nonterminals are Clb, Crb, Clt and Crt. This rule can only be
applied once due to the nature of the grammar since, only one S produces Clb, Crb, Clt
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S −→ [S, S, S, S] (2, 2; (3, 0, 0, 0, 0)) | (5.1)
[Clb, Crb, Clt, Crt] ((1, 0, 0, 0, 0), 5; (−1, 1, 1, 1, 1)) (5.2)
Clb −→ [b, b, b, w] (−5, 5; (0,−1, 0, 0, 0)) (5.3)
Crb −→ [b, b, w, b] (−5, 5; (0, 0,−1, 0, 0)) (5.4)
Clt −→ [b, w, b, b] (−5, 5; (0, 0, 0,−1, 0)) (5.5)
Crt −→ [w, b, b, b] (−5, 5; (0, 0, 0, 0,−1) (5.6)
Figure 5.1: Rules that generate picture in Figure 5.2
rule λ µ α β′ = β + α
5.2 (1,0,0,0,0) 5 (-1,1,1,1,1) (0, 1, 1, 1, 1)
5.3 -5 5 (0,-1,0,0,0) (0, 0, 1, 1, 1)
5.4 -5 5 (0,0,-1,0,0) (0, 0, 0, 1, 1)
5.4 -5 5 (0,0,-1,0,0) (0, 0, -1, 1, 1)
5.6 -5 5 (0,0,0,0,-1) (0, 0, -1, 1, 0)
5.3 -5 5 (0,-1,0,0,0) (0, -1, -1, 1, 0)
5.5 -5 5 (0,0,0,-1,0) (0, -1, -1, 0, 0)
5.4 -5 5 (0,0,-1,0,0) (0, -1, -2, 0, 0)
5.6 -5 5 (0,0,0,0,-1) (0, -1, -2, 0, -1)
5.6 -5 5 (0,0,0,0,-1) (0, -1, -2, 0, -2)
5.3 -5 5 (0,-1,0,0,0) (0, -2, -2, 0, -2)
5.5 -5 5 (0,0,0,-1,0) (0, -2, -2, -1, -2)
5.6 -5 5 (0,0,0,0,-1) (0, -2, -2, -1, -3)
5.4 -5 5 (0,0,-1,0,0) (0, -2, -3, -1, -3)
5.5 -5 5 (0,0,0,-1,0) (0, -2, -3, -2, -3)
5.3 -5 5 (0,-1,0,0,0) (0, -3, -3, -2, -3)
5.5 -5 5 (0,0,0,-1,0) (0, -3, -3, -3, -3)
Table 5.1: Development of bag for picture in Figure 5.2
and Crt. Rules 5.3–5.6 are then applied in any order until the picture generation process
ends. We get the picture in Figure 5.2. Table 5.1 shows the development of the bag.
The bag may or may not develop in the same way every time the picture is generated so
Table 5.1 shows a possible way in which the bag develops after the application of each
rule.
In the next example we use the limits and bag adjustment to count the number of
S non-terminals in the pictorial form. In these pictures we want to have exactly one
quarter of the picture to be more refined than the rest of the picture. Other rules are
prohibited from being applied until there are exactly 7 S variables in the pictorial form.
This grammar is another variation of GFree from the previous chapter.
Example 5.1.2. The following BCPG gives us the pictures in Figure 5.4. GBag-free
= ({S,Clb, Crb, Clt, Crt}, {w, b}, R, (S, θ), {1, 2, 3, 4, 5}, (1, 0, 0, 0, 0)) where R is the set of
rules in Figure 5.3.
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Figure 5.2: Picture generated by GCross
S −→ [S, S, S, S] ((1, 0, 0, 0, 0), (6, 0, 0, 0, 0); (3, 0, 0, 0, 0)) | (5.7)
[Clb, Crb, Clt, Crt] ((6, 0, 0, 0, 0),∞; (7, 14, 14, 14, 14)) (5.8)
Clb −→ [b, b, b, w] (14,∞; 0) (5.9)
Crb −→ [b, b, w, b] (14,∞; 0) (5.10)
Clt −→ [b, w, b, b] (14,∞; 0) (5.11)
Crt −→ [w, b, b, b] (14,∞; 0) (5.12)
Figure 5.3: GBag-free rules that generate pictures in Figure 5.4
rule λ µ α β′ = β + α
5.7 (×2) (1, 0, 0, 0, 0) (6, 0, 0, 0, 0) (3, 0, 0, 0, 0) (4, 0, 0, 0, 0)
5.8 (×7) (7, 0, 0, 0, 0) ∞ (7, 14, 14, 14, 14) 14
5.9 14 ∞ 0 14
5.10 14 ∞ 0 14
5.11 14 ∞ 0 14
5.12 14 ∞ 0 14
Table 5.2: Development of bag for one of the pictures in Figure 5.4
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We associate the variables S,Clb, Crb, Clt and Crt with the bag positions 1 to 5. Ini-
tially, Rule 5.7 is applied because the lower limit is set to (1, 0, 0, 0, 0). Then the first bag
position is 4. We apply Rule 5.7 again because we have set the lower limit to (6, 0, 0, 0,
0) in Rule 5.8 and 14 in Rules 5.9–5.12. We have done this so that we are forced to apply
Rule 5.7 again. This results in any S variable being divided into four more S variables
and resulting in one quarter of the picture being more refined than the other parts. At
this point the inequality in this rule no longer holds ((7, 0, 0, 0, 0) > (6, 0, 0, 0, 0)).
Rule 5.8 is applied next as it has lower limit (6, 0, 0, 0, 0). This rule is applied until
the bag becomes 14. The bag adjustment α is set to 0 (Rules 5.9–5.12) so that the bag
remains the same as the rules are applied. Rules 5.9–5.12 are then applied in any order
until we obtain one of the pictures in Figure 5.4. Figure 5.4 shows four similar pictures
that can be generated with this grammar. We see that each of the four pictures has one
quarter refined one level more than the other three quarters in the picture. In this case
the refined quarter is in the second level of refinement while the rest of the picture is in
the first level. Rule 5.8 is applied seven times to convert the S variables into the variables
Clb, Crb, Clt and Crt. In order to avoid a table that is too long we add the bag adjustment
to the bag six times because the rule is applied seven times. The bag remains the same
while the rest of the rules are applied because the bag adjustment for Rules 5.9–5.12 is
0. Table 5.2 shows a possible way in which the bag develops with the application of each
rule in the picture generation process.
In the next two examples we look at the color distribution cases. New variables are
added to GFree that result in crosses that have a different color from the original blue
crosses. This is done to show color distribution in the pictures. The variables, Blb, Brb,
Blt and Brt produce terminal “p” which represents the color pink and results in pink
crosses while the terminal “b” represents the color blue which results in blue crosses.
Example 5.1.3. Consider the BCPG GColor-crosses = ({S,Blb, Brb, Blt, Brt, Clb, Crb, Clt,-
Crt}, {w, b, p}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9}, (1, 0, 0, 0, 0, 0, 0, 0, 0)) where R is the set of
rules in Figure 5.5.
We associate the non-terminals S,Blb, Brb, Blt, Brt, Clb, Crb, Clt and Crt with the bag
positions 1 to 9 respectively. In this example we want to generate pictures that have
four pink crosses. The crosses can be at any position in the picture and may be of any
size. We demonstrate how the bag develops in Table 5.3. Rule 5.13 is applied four times
to get thirteen S variables. This is enforced by the bag. Rule 5.14 is applied next, also
four times so that any four S variables each divides into Blb, Brb, Blt and Brt. This will
eventually result in 4 pink crosses.
The rest of the S variables will become the blue crosses. When the bag gets to
the same value as the lower limit in Rule 5.15, then this rule is activated. We then
apply Rules 5.15–5.23 until the process terminates so that we get one of the pictures in
Figure 5.6. We have four pictures generated by GColor-crosses where one sees that the pink
crosses in Figure 5.6(a), (b) and (c) have different sizes. When one examines Figure 5.6(c),
one finds that each pink cross is in a different level of refinement, with these levels ranging
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(a) (b)
(c) (d)
Figure 5.4: Pictures generated by GBag-free
S −→ [S, S, S, S] ((1, 0, . . . , 0), (1, 3, . . . , 3); (0, 1, . . . , 1)) | (5.13)
[Blb, Brb, Blt, Brt] ((1, 4, . . . , 4), (4, 7, . . . , 7); (0, 1, . . . , 1)) | (5.14)
[Clb, Crb, Clt, Crt] ((5, 8, . . . , 8),∞; 0) (5.15)
Blb −→ [p, p, p, w] ((5, 8, . . . , 8),∞; 0) (5.16)
Brb −→ [p, p, w, p] ((5, 8, . . . , 8),∞; 0) (5.17)
Blt −→ [p, w, p, p] ((5, 8, . . . , 8),∞; 0) (5.18)
Brt −→ [w, p, p, p] ((5, 8, . . . , 8),∞; 0) (5.19)
Clb −→ [b, b, b, w] ((5, 8, . . . , 8),∞; 0) (5.20)
Crb −→ [b, b, w, b] ((5, 8, . . . , 8),∞; 0) (5.21)
Clt −→ [b, w, b, b] ((5, 8, . . . , 8),∞; 0) (5.22)
Crt −→ [w, b, b, b] ((5, 8, . . . , 8),∞; 0) (5.23)
Figure 5.5: Bag Context Picture Grammar rules for GColor-crosses
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rule λ µ α β′ = β + α
5.13 (×4) (1, 0, . . . , 0) (1, 3, . . . , 3) (0, 1, . . . , 1) (1, 4, . . . , 4)
5.14 (×4) (1, 4, . . . , 4) (4, 7, . . . , 7) 1 (5, 8, . . . , 8)
5.15 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.16 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.17 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.18 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.19 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.20 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.21 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.22 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
5.23 (5, 8, . . . , 8) ∞ 0 (5, 8, . . . , 8)
Table 5.3: Development of the bag for one of the pictures in Figure 5.6
from the first level to the fourth level. The picture in Figure 5.6(d) on the other hand
has four pink crosses with the same size and in the same region and levels of refinements.
Table 5.3 shows a possible way the bag develops during the derivation process. For
Rules 5.16–5.23 the bag adjustment value is 0. This is because at this point, we have the
four pink crosses we wanted. The rules can be applied in any order from this point until
the process terminates.
The next example is similar but in every picture, we require exactly seven blue crosses
while the rest of the crosses in a picture are pink crosses. We note that the crosses may
be at any position in the picture and may be of any size. The important thing is that we
control the number of blue crosses in the picture.
Example 5.1.4. Let GBlue-crosses = ({S,Blb, Brb, Blt, Brt, Clb, Crb, Clt, Crt}, {w, b, p}, R,-
(S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9}, (1, 0, 0, 0, 0, 0, 0, 0, 0)) whereR is the set of rules in Figure 5.7.
We associate the non-terminals S,Blb, Brb, Blt, Brt, Clb, Crb, Clt and Crt with the bag
positions 1 to 9 respectively. In this example we want to generate pictures that have
exactly seven blue crosses. We demonstrate how the bag develops in Table 5.4. At first
Rule 5.24 is applied. This rule can be applied a maximum of five times since the upper
limit is (1, 4, 4, 4, 4). Rule 5.26 is then applied seven times so that any seven S variables
each divides into Clb, Crb, Clt and Crt in order for the pictures to have exactly seven blue
crosses. The rest of the S variables will become Blb, Brb, Blt and Brt and these variables
produce the pink crosses. Rules 5.25, 5.27–5.34 are applied until the process terminates
and we get one of the pictures in Figure 5.8. The picture in Figure 5.8(a) is more refined
than the picture in Figure 5.8(b). This is because in Figure 5.8(a), Rule 5.24 is applied
five times while it was applied four times in Figure 5.8(b). These pictures are similar
in shape or structure but different in refinement. Figure 5.8(a) is in the fifth level of
refinement while Figure 5.8(b) is in the fourth level. Finally, in each picture there are
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(a) (b)
(c) (d)
Figure 5.6: Some of the pictures generated by GColor-crosses with four pink crosses
S −→ [S, S, S, S] ((1, 0, . . . , 0), (1, 4, . . . , 4); (0, 1, . . . , 1)) | (5.24)
[Blb, Brb, Blt, Brt] ((8, 11, . . . , 11),∞; 0) | (5.25)
[Clb, Crb, Clt, Crt] ((1, 4, . . . , 4), (7, 10, . . . , 10); 1) (5.26)
Blb −→ [p, p, p, w] ((8, 11, . . . , 11),∞; 0) (5.27)
Brb −→ [p, p, w, p] ((8, 11, . . . , 11),∞; 0) (5.28)
Blt −→ [p, w, p, p] ((8, 11, . . . , 11),∞; 0) (5.29)
Brt −→ [w, p, p, p] ((8, 11, . . . , 11),∞; 0) (5.30)
Clb −→ [b, b, b, w] ((8, 11, . . . , 11),∞; 0) (5.31)
Crb −→ [b, b, w, b] ((8, 11, . . . , 11),∞; 0) (5.32)
Clt −→ [b, w, b, b] ((8, 11, . . . , 11),∞; 0) (5.33)
Crt −→ [w, b, b, b] ((8, 11, . . . , 11),∞; 0) (5.34)
Figure 5.7: Bag Context Picture Grammar rules for GBlue-crosses
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rule λ µ α β′ = β + α
5.24(×4) (1, 0, . . . , 0) (1, 4, . . . , 4) (0, 1, . . . , 1) (1, 4, . . . , 4)
5.26 (×7) (1, 4, . . . , 4) (7, 10, . . . , 10) 1 (8, 11, . . . , 11)
5.25 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.27 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.28 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.29 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.30 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.31 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.32 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.33 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
5.34 (8, 11, . . . , 11) ∞ 0 (8, 11, . . . , 11)
Table 5.4: Development of bag for one of the pictures in Figure 5.8
exactly seven blue crosses. In addition, the blue crosses in Figure 5.8(b),(c) and (d) are
bigger in size than those in Figure 5.8(a).
In the next section we look at the RPCPG case. Again we look at how the shape
changes from one picture to the next and how the color is distributed.
5.2 Random Permitting Context Picture Grammars
Case
In the previous chapter, we discussed how the RPCPG in Example 4.3.2 generated pic-
tures with crosses in the four quarters of the picture where, the left top and right bottom
parts of the picture are more refined than the rest of the picture. We use the same gram-
mar and show how we generate similar pictures. We show similarity in terms of shape
and color. In this section we give four examples.
Example 5.2.1. Let GBag-permit = ({S,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R, (S,-
θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}, (1, 0, . . . , 0)) where R is the set of rules in Figure 5.9.
Table 5.5 shows how the bag develops with the application of each rule.
We want to generate a picture that has the left top part more refined than the bottom
right part of the picture. This grammar is controlled in such a way that it generates one
picture. This is done by applying Rules 5.1, 5.4, 5.7 and 5.5 first and in this order. To
do this, the lower limits are set up in increasing order according to the sequence we want
the rules to be applied in. Each rule is applied once. This sequence results in the right
bottom cross in the second level of refinement while the left bottom and right top are in
the first level of refinement. Rules 5.2, 5.6, 5.3, 5.8–5.13 are then applied next. These
Rules 5.2 and 5.6 are applied twice each. We enforce this by setting up the lower and
upper limit in the manner we did in Figure 5.9. The rest of the rules are applied until
the process terminates so that the left top part of the picture is in the third level of
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(a) (b)
(c) (d)
Figure 5.8: Pictures generated by GBlue-crosses with seven blue crosses
rule λ µ α β′ = β + α
5.1 (1, 0, . . . , 0) (1, 0, . . . , 0) (0, 1,. . . , 1) 1
5.4 1 1 1 2
5.7 2 2 1 3
5.5 3 3 1 4
5.2 (×2) 4 6 1 6
5.6 (×2) 5 7 1 7
5.3 7 ∞ 1 8
5.8 8 ∞ 0 8
5.9 8 ∞ 0 8
5.10 8 ∞ 0 8
5.11 8 ∞ 0 8
5.12 8 ∞ 0 8
5.13 8 ∞ 0 8
Table 5.5: Development of bag for the picture in Figure 5.10
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S −→ [C,B,A,C] ((1, 0, . . . , 0), (1, 0, . . . , 0); (0, 1, . . . , 1)) (5.1)
A −→ [C,C,A′, C] (4, 6; 1) | (5.2)
F (7,∞; 0) (5.3)
B −→ [C,B′, C, C] (1, 1; 1) | (5.4)
F (3, 3; 1) (5.5)
A′ −→ A (5, 7; 1) (5.6)
B′ −→ B (2, 2; 1) (5.7)
F −→ C(8,∞; 0) (5.8)
C −→ [Clb, Crb, Clt, Crt] (8,∞; 0) (5.9)
Clb −→ [w, b, b, b] (8,∞; 0) (5.10)
Crb −→ [b, w, b, b] (8,∞; 0) (5.11)
Clt −→ [b, b, w, b] (8,∞; 0) (5.12)
Crt −→ [b, b, b, w] (8,∞; 0) (5.13)
Figure 5.9: Bag Context Picture Grammar rules for GBag-permit
refinement. This process results in the picture in Figure 5.10. This grammar generates
one picture.
In the next example we generate a picture where the right bottom part of the picture
is more refined than the other parts.
Example 5.2.2. LetGPermit-control = ({S,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R, (S,-
θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}, (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)) where R is the set of rules in
Figure 5.11.
Table 5.6 shows how the bag develops with the application of each rule.
In this example we want to show the level of control BCPGs gives us in terms of
having a picture refined to an exact level of refinement. Here we want the top left part
of the picture to have a cross in the third level of refinement and the right bottom part
of the picture to have a cross in the fifth level of refinement. The grammar limits are
set up in a way that is very strict in terms of how the rules are applied in this example,
hence the grammar produces only one picture. Rules 5.14, 5.15, 5.19 and 5.16 are applied
first in order of a sequence such that the result is the left top part of the picture in the
third level of refinement. This is done by setting the lower bound, upper bound and bag
adjustment as shown in Figure 5.11. Rules 5.17 and 5.20 are then applied four times by
setting the lower limits to 7 and 8 respectively. We set the upper limit to 14 to enforce a
sequence in which these rules are applied four times each until the bag becomes 15. We
then apply Rule 5.18 once and Rules 5.21–5.26 until the picture is developed. We have
the resultant picture in Figure 5.12. Other pictures can be generated with this grammar
by changing the limits.
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Figure 5.10: Picture generated by the rules in Figure 5.9
S −→ [C,B,A,C] ((1, 0, . . . , 0), (1, 0, . . . , 0); (1, 2, . . . , 2)) (5.14)
A −→ [C,C,A′, C] (2, 5; 1) | (5.15)
F (6, 6; 1) (5.16)
B −→ [C,B′, C, C] (7, 14; 1) | (5.17)
F (15, 15; 1) (5.18)
A′ −→ A (3, 5; 1) (5.19)
B′ −→ B (8, 14; 1) (5.20)
F −→ C (16,∞; 1) (5.21)
C −→ [Clb, Crb, Clt, Crt] (16,∞; 0) (5.22)
Clb −→ [w, b, b, b] (16,∞; 0) (5.23)
Crb −→ [b, w, b, b] (16,∞; 0) (5.24)
Clt −→ [b, b, w, b] (16,∞; 0) (5.25)
Crt −→ [b, b, b, w] (16,∞; 0) (5.26)
Figure 5.11: Bag Context Picture Grammar rules for GPermit-control
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rule λ µ α β′ = β + α
5.14 (1, 0, . . . ,0) (1, 0, . . . ,0) (1, 2, . . . ,2) 2
5.15 (×2) 2 5 1 5
5.19 (×2) 3 5 1 6
5.16 (×1) 6 6 1 7
5.17 (×4) 7 14 1 14
5.20 (×4) 8 14 1 15
5.18 (×1) 15 15 1 16
5.21 (×2) 16 ∞ 1 18
5.22 16 ∞ 0 18
5.23 16 ∞ 0 18
5.24 16 ∞ 0 18
5.25 16 ∞ 0 18
5.26 16 ∞ 0 18
Table 5.6: Development of bag for the picture in Figure 5.12
Figure 5.12: Picture generated by GPermit-control
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S −→ [C,B,A,C] (0,∞; (0, 1, . . . , 1)) (5.27)
A −→ [C,C,A′, C] (1, 1; 1) | (5.28)
F (3, 3; 1) (5.29)
B −→ [C,B′, C, C] (∞,∞; 1) | (5.30)
F (4, 4; 1) (5.31)
A′ −→ A (2, 2; 1) (5.32)
B′ −→ B (∞,∞; 1) (5.33)
F −→ C (5,∞; 0) (5.34)
C −→ [Clb, Crb, Clt, Crt] (5,∞; 0) (5.35)
Clb −→ [w, b, b, b] (5,∞; 0) (5.36)
Crb −→ [b, w, b, b] (5,∞; 0) (5.37)
Clt −→ [b, b, w, b] (5,∞; 0) (5.38)
Crt −→ [b, b, b, w] (5,∞; 0) (5.39)
(5.40)
Figure 5.13: Bag Context Picture Grammar rules for GPermit-free
In the next example we create a picture that is exactly the same as the picture in
Figure 5.4(c). We do this to show that we can generate the same picture using different
grammars with different limits. We can also generate the picture in Figure 5.4(b) using
the same method below. Figure 5.4(a) and (d) cannot be generated in the same manner
because the grammar assigns C variables in the left bottom and right top regions of the
pictures respectively.
Example 5.2.3. Consider GPermit-free = ({S,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt, }, {w, b},-
R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}, (1, 0, . . . , 0)) where R is the set of rules in Fig-
ure 5.13.
In this example we show that the picture in Figure 5.4(c) can be generated with this
grammar. At first Rules 5.27, 5.28, 5.32 and 5.29 are applied in order and only once.
This sequence is forced by the way the lower and upper limit are set up in the rules in
Figure 5.13. This process results in the left top part of the picture being refined one more
level than the rest of the picture (see Figure 5.14(a)). Next, Rules 5.31, 5.34–5.39 are
applied until the process terminates. Rules 5.30 and 5.33 are not applied in this example
and this is done by setting the upper and lower limits of these rules to infinity. This is
done so that the bottom part of the picture is not refined and as a result for the grammar
to generate the picture in Figure 5.4(c). The picture in Figure 5.4(b) can be generated
in a similar way by swapping the limits of Rules 5.30 and 5.33 with those of Rules 5.28
and 5.32. However, the pictures in Figure 5.4(a) and (d) cannot be generated by this
grammar because of the nature of the grammar. We have Table 5.7, where we show how
the bag develops with the application of each rule.
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rule λ µ α β′ = β + α
5.27 0 ∞ (0, 1, . . . ,1) 1
5.28 1 1 1 2
5.32 2 2 1 3
5.29 3 3 1 4
5.31 4 4 1 5
5.34 5 ∞ 0 5
5.35 5 ∞ 0 5
5.36 5 ∞ 0 5
5.37 5 ∞ 0 5
5.38 5 ∞ 0 5
5.39 5 ∞ 0 5
Table 5.7: Development of bag for the picture in Figure 5.14(a)
(a) (b)
Figure 5.14: Pictures that are the same to those in Figure 5.4(b) and (c)
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S −→ [C,B,A,C] ((1, 0, . . . , 0), (1, 0, . . . , 0); (1, 2, . . . , 2)) (5.41)
A −→ [C,C,A′, C] (∞,∞; 1)| (5.42)
F (2, 2; 1) (5.43)
B −→ [C,B′, C, C] (∞,∞; 1)| (5.44)
F (3, 3; 1) (5.45)
A
′ −→ A (∞,∞; 1) (5.46)
B
′ −→ B (∞,∞; 1) (5.47)
F −→ [Flb, Frb, Flt, Frt] (4, 6; 1) (5.48)
C −→ [Clb, Crb, Clt, Crt] (5,∞; 0) (5.49)
Clb −→ [w, b, b, b] (6,∞; 0) (5.50)
Crb −→ [b, w, b, b] (6,∞; 0) (5.51)
Clt −→ [b, b, w, b] (6,∞; 0) (5.52)
Crt −→ [b, b, b, w] (6,∞; 0) (5.53)
Flb −→ [w, p, p, p] (6,∞; 0) (5.54)
Frb −→ [p, w, p, p] (6,∞; 0) (5.55)
Flt −→ [p, p, w, p](6,∞; 0) (5.56)
Frt −→ [p, p, p, w] (6,∞; 1) (5.57)
Figure 5.15: Bag Context Picture Grammar rules for GPermit-color
In the next example we show how we can use BCPGs to generate pictures that have
color distribution. Recall the terminal ′p′ that represents the color pink, and we add
the nonterminals Flb, Frb, Flt and Frt to the grammar and these variables produce the
terminal ′p′ which represents the pink colour.
Example 5.2.4. LetGPermit-color = ({S,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt, Flb, Frb, Flt, Frt},-
{w, b, p}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}, (1, 0, . . . , 0)) where R is the
set of rules in Figure 5.15.
The bag positions 1 to 15 correspond to the non-terminals S,A,B,C,A′, B′, F, Clb,-
Crb, Clt, Crt, Flb, Frb, Flt and Frt respectively. We want to generate a picture with an
equal distribution of blue and pink crosses. We do this by preventing the application of
Rules 5.42, 5.44, 5.46 and 5.47 by setting the upper and lower bounds for these rules to
infinity. Rule 5.43 and Rule 5.45 are applied only once to get the pink crosses. Then
C variables become blue crosses. We end up with the picture in Figure 5.16. The bag
develops as shown in Table 5.8. It should be noted that this grammar generates one
picture due to the nature of the grammar.
In the next section we look at the RFCPG case. Again we look at how the shape
changes from one picture to the next and how the color is distributed.
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rule λ µ α β′ = β + α
5.41 (1, 0, . . . ,0) (1, 0, . . . ,0) (1, 2, . . . ,2) 2
5.43 2 2 1 3
5.45 3 3 1 4
5.48 (×2) 4 6 1 6
5.49 5 ∞ 0 6
5.50 6 ∞ 0 6
5.51 6 ∞ 0 6
5.52 6 ∞ 0 6
5.53 6 ∞ 0 6
5.54 6 ∞ 0 6
5.55 6 ∞ 0 6
5.56 6 ∞ 0 6
5.57 6 ∞ 0 6
Table 5.8: Development of bag for the picture in Figure 5.16
Figure 5.16: Picture with color distribution
52
5.3 Random Forbidding Context Picture Grammars
Case
We use the BCPGs for the forbidding context to show how we generate similar pictures
by changing the limits and bag adjustments. In this section we generate pictures where
we have dark crosses on a light background with the following structure: every picture
has 4i, where i ≥ 1, sub-pictures, each of which is created as described in Example 4.3.2
in Chapter 4.
Example 5.3.1. Let GBag-forbid = ({S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b},-
R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13}, (1, 0, . . . , 0)) where R is the set of rules in
Figure 5.17.
We associate the variables S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt and Crt with the bag
positions 1 to 13 respectively. In this example we want to generate pictures where we
have two parts of the picture in the third level of refinement while the rest of the crosses
are in the second level of refinement. Initially Rule 5.1 and then Rule 5.3 is applied next.
The upper limit for Rule 5.3 is set to 6 and this rule is applied four times until all there
are no T variables in the pictorial form. Rules 5.2 and 5.4 are prevented from being
applied by setting their upper and lower limits to infinity. The limits are set in this way
so that this rule is applied after Rule 5.3 only once. The same is done for Rule 5.7 with
lower and upper bound at 7. After these rules have been applied then Rules 5.6–5.16 can
be applied in any order, until the process terminates. Some of the pictures generated by
this grammar are shown in Figure 5.18. We have Table 5.9, where we show how the bag
develops with the application of each rule. When we look at Table 5.9 we see that the
bag adjustment is 0 from Rules 5.8–5.16 so the bag remains as 8 from this point until
the picture generation process ends. The table shows a possible way in which the bag
develops for one of the pictures in Figure 5.18.
The next example shows pictures with different levels of refinement in the corners of
the sub-pictures.
Example 5.3.2. ConsiderGRefine = ({S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt}, {w, b}, R,-
(S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13}, (1, 0, . . . , 0)) where R is the set of rules in
Figure 5.19.
We associate the variables S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt and Crt with the bag
positions 1 to 13 respectively. In this example we want the corners of some of the four
sub-pictures in the main picture as described in Example 4.3.2 in Chapter 4, to have
different levels of refinement. This is done first by applying Rule 5.17 four times so that
there are four sub-pictures. Then Rule 5.19 is applied next. Rules 5.21 and 5.25 are
applied one after the other thirteen times until the bag becomes 19. Then, Rule 5.22 is
applied four times so that the top left corners of the sub-pictures are refined. Rules 5.23,
5.24 5.26–5.32, are applied until the process terminates and we get some of the pictures
in Figure 5.20. These pictures have different levels of refinement in the corners. Some
crosses are in their fourth level of refinement while some crosses are in the first, second
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S −→ [T, T, T, T ] (0,∞; (1, 2, . . . , 2)) (5.1)
T −→ U (∞,∞; 0) | (5.2)
[C,B,A,C] (2, 6; 1) (5.3)
U −→ S (∞,∞; 0) (5.4)
A −→ [C,C,A′, C] (6, 6; 1) | (5.5)
F (8,∞; 1) (5.6)
B −→ [C,B′, C, C] (7, 7; 1) | (5.7)
F (8,∞; 0) (5.8)
A′ −→ A (8,∞; 0) (5.9)
B′ −→ B (8,∞; 0) (5.10)
F −→ C (8,∞; 0) (5.11)
C −→ [Clb, Crb, Clt, Crt] (8,∞; 0) (5.12)
Clb −→ [w, b, b, b] (8,∞; 0) (5.13)
Crb −→ [b, w, b, b] (8,∞; 0) (5.14)
Clt −→ [b, b, w, b] (8,∞; 0) (5.15)
Crt −→ [b, b, b, w] (8,∞; 0) (5.16)
Figure 5.17: Bag Context Picture Grammar rules for GBag-forbid
rule λ µ α β′ = β + α
5.1 0 ∞ (1, 2, . . . ,2) 2
5.3 (×4) 2 6 1 6
5.5 6 6 1 7
5.7 7 7 1 8
5.6 8 ∞ 1 9
5.8 8 ∞ 0 9
5.9 8 ∞ 0 9
5.10 8 ∞ 0 9
5.11 8 ∞ 0 9
5.12 8 ∞ 0 9
5.13 8 ∞ 0 9
5.14 8 ∞ 0 9
5.15 8 ∞ 0 9
5.16 8 ∞ 0 9
Table 5.9: Development of bag for one of the pictures in Figure 5.18
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(a) (b)
Figure 5.18: Two of the Pictures generated by GBag-forbid
S −→ [T, T, T, T ] (0,∞; (0, 1, . . . , 1)) (5.17)
T −→ U (∞,∞; 0)| (5.18)
[C,B,A,C] (1, 4; 1) (5.19)
U −→ S (∞,∞; 0) (5.20)
A −→ [C,C,A′, C] (5, 18; 1)| (5.21)
F (18, 22; 1) (5.22)
B −→ [C,B′, C, C] (23,∞; 0)| (5.23)
F (23,∞; 0) (5.24)
A′ −→ A (6, 18; 1) (5.25)
B′ −→ B (23,∞; 0) (5.26)
F −→ C (23,∞; 0) (5.27)
C −→ [Clb, Crb, Clt, Crt] (23,∞; 0) (5.28)
Clb −→ [w, b, b, b] (23,∞; 0) (5.29)
Crb −→ [b, w, b, b] (23,∞; 0) (5.30)
Clt −→ [b, b, w, b] (23,∞; 0) (5.31)
Crt −→ [b, b, b, w] (23,∞; 0) (5.32)
Figure 5.19: Bag Context Picture Grammar rules for GRefine
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rule λ µ α β′ = β + α
5.17 0 ∞ (0, 1, . . . ,1) 1
5.19 (×4) 1 4 1 5
5.21 (×13) 5 18 1 18
5.25 (×13) 6 18 1 19
5.22 (×4) 19 22 1 23
5.23 23 ∞ 0 23
5.26 23 ∞ 0 23
5.24 23 ∞ 0 23
5.27 23 ∞ 0 23
5.28 23 ∞ 0 23
5.29 23 ∞ 0 23
5.30 23 ∞ 0 23
5.31 23 ∞ 0 23
5.32 23 ∞ 0 23
Table 5.10: Development of bag for one of the pictures in Figure 5.20
or third level of refinement. The corners of the pictures can have levels of refinement like
fifth or even eighth level of refinement. Table 5.10 shows a possible way in which the bag
develops with the application of each rule for one of the pictures Figure 5.20.
In the next two examples, focus is given to color distribution. Recall the terminal ′p′
which is associated to the colour pink. We also add the variables Flb, Frb, Flt and Frt to
the original grammar from the previous chapter.
Example 5.3.3. Let GForbid-color = ({S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt, Flb, Frb,-
Flt, Frt}, {w, b, p}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17}, (1, 0, . . . , 0))
where R is the set of rules in Figure 5.21.
We associate the variables S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt, Flb, Frb, Flt and
Frt with the bag positions 1 to 17 respectively. In this example, pictures with color
distribution are generated. There are two pink crosses and six blue crosses that are in the
second level of refinement while the rest of the crosses are in the first level of refinement.
To ensure that two pink crosses are in the second level of refinement, Rule 5.37 is applied
twice. The lower limit and upper limit are set to 9 and 10 respectively. Rule 5.41 is
applied when the bag becomes 11. This is done to make sure that an A variable becomes
A′ by making sure that all the other rules cannot be applied at this point. Rules 5.34, 5.36,
5.39 and 5.42 are prohibited from being applied by setting their lower limits to infinity.
By not applying Rules 5.39 and 5.42, this ensures that the pink crosses produced by
the variable B are not refined, as a result some pink crosses are in the second level of
refinement while others are in the first level of refinement. This results in the pictures
in Figure 5.22 and other pictures generated by this grammar. Table 5.11 shows how the
bag develops with the application of each rule. It shows a possible way in which the bag
develops for this grammar.
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(a) (b)
Figure 5.20: Some of the pictures generated by GRefine
S −→ [T, T, T, T ] (0,∞; (0, 1, . . . , 1)) (5.33)
T −→ U (∞,∞; 1) | (5.34)
[C,B,A,C] (1, 4; 1) (5.35)
U −→ S (∞,∞; 1) (5.36)
A −→ [C,C,A′, C] (9, 10; 1) | (5.37)
F (13, 17; 1) (5.38)
B −→ [C,B′ , C, C] (∞,∞; 1) | (5.39)
F (5, 8; 1) (5.40)
A′ −→ A (11, 12; 1) (5.41)
B′ −→ B (∞,∞; 1) (5.42)
F −→ [Flb, Frb, Flt, Frt] (17,∞; 0) (5.43)
C −→ [Clb, Crb, Clt, Crt] (17,∞; 0) (5.44)
Clb −→ [w, b, b, b] (17,∞; 0) (5.45)
Crb −→ [b, w, b, b] (17,∞; 0) (5.46)
Clt −→ [b, b, w, b] (17,∞; 0) (5.47)
Crt −→ [b, b, b, w] (17,∞; 0) (5.48)
Flb −→ [w, p, p, p] (17,∞; 0) (5.49)
Frb −→ [p, w, p, p] (17,∞; 0) (5.50)
Flt −→ [p, p, w, p] (17,∞; 0) (5.51)
Frt −→ [p, p, p, w] (17,∞; 0) (5.52)
Figure 5.21: Bag Context Picture Grammar rules for GForbid-color
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rule λ µ α β′ = β + α
5.33 0 ∞ (0, 1, . . . , 1) 1
5.35 1 4 1 5
5.40 5 8 1 9
5.37 (×2) 9 12 1 11
5.41 (×2) 11 12 1 13
5.38 (×4) 13 17 1 17
5.43 17 ∞ 0 17
5.44 17 ∞ 0 17
5.45 17 ∞ 0 17
5.46 17 ∞ 0 17
5.47 17 ∞ 0 17
5.48 24 ∞ 0 17
5.49 24 ∞ 0 17
5.50 24 ∞ 0 17
5.51 24 ∞ 0 17
5.52 24 ∞ 0 17
Table 5.11: Development of bag for one of the pictures in Figure 5.22
(a) (b)
Figure 5.22: Some of the pictures generated by GForbid-color
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S −→ [T, T, T, T ] (0,∞; (0, 1, . . . , 1)) (5.53)
T −→ U (∞,∞; 1) | (5.54)
[C,B,A,C] (1, 4; 1) (5.55)
U −→ S (∞,∞; 1) (5.56)
A −→ [C,C,A′, C] (5, 9; 1) | (5.57)
F (13, 17; 1) (5.58)
B −→ [C,B′, C, C] (17,∞; 0) | (5.59)
F (17,∞; 0) (5.60)
A′ −→ A (9, 13; 1) (5.61)
B′ −→ B (17,∞; 0) (5.62)
F −→ [Flb, Frb, Flt, Frt] (17,∞; 0) (5.63)
C −→ [Clb, Crb, Clt, Crt] (17,∞; 0) (5.64)
Clb −→ [w, b, b, b] (17,∞; 0) (5.65)
Crb −→ [b, w, b, b] (17,∞; 0) (5.66)
Clt −→ [b, b, w, b] (17,∞; 0) (5.67)
Crt −→ [b, b, b, w] (17,∞; 0) (5.68)
Flb −→ [w, p, p, p] (17,∞; 0) (5.69)
Frb −→ [p, w, p, p] (17,∞; 0) (5.70)
Flt −→ [p, p, w, p] (17,∞; 0) (5.71)
Frt −→ [p, p, p, w] (17,∞; 0) (5.72)
Figure 5.23: Bag Context Picture Grammar rules for GRefined-color
The next example shows the pink crosses in different levels of refinement.
Example 5.3.4. Consider GRefined-color = ({S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt, Flb,-
Frb, Flt, Frt}, {w, b, p}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17}, (1, 0,-
. . . , 0)) where R is the set of rules in Figure 5.23.
We associate the variables S, T, U,A,B,C,A′, B′, F, Clb, Crb, Clt, Crt, Flb, Frb, Flt and
Frt with the bag positions 1 to 17 respectively. The purpose of this example is to generate
pictures with pink crosses that have different levels of refinement from the first level to
the fourth level of refinement. This is done first by applying Rule 5.53 so that there are
four sub-pictures. Rule 5.55 is applied four times so that there are no T variables left in
the pictorial form. Rule 5.57 is then applied four times until the bag becomes 9. Rule 5.61
is also applied four times until the bag becomes 13. Next, Rule 5.58 is applied four times
so we are done refining the top left corners of the sub-pictures. When one examines the
pictures in Figure 5.24, one will find that all the left top pink crosses are in the second
level of refinement. Rules 5.59, 5.60, 5.62–5.72 have their upper limits set to infinity
and they are applied until the process terminates. This results in the crosses having
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rule λ µ α β′ = β + α
5.53 0 ∞ (0, 1, . . . , 1) 1
5.55 (×4) 1 4 1 5
5.57 (×4) 5 9 1 9
5.61 (×4) 9 13 1 13
5.58 (×4) 13 17 1 17
5.59 17 ∞ 0 17
5.62 17 ∞ 0 17
5.60 17 ∞ 0 17
5.63 17 ∞ 0 17
5.64 17 ∞ 0 17
5.65 17 ∞ 0 17
5.66 17 ∞ 0 17
5.67 17 ∞ 0 17
5.68 17 ∞ 0 17
5.69 17 ∞ 0 17
5.70 17 ∞ 0 17
5.71 17 ∞ 0 17
5.72 17 ∞ 0 17
Table 5.12: Development of bag for one of the pictures in Figure 5.24
different levels of refinement. Figure 5.24 shows some of the pictures that are generated
by this grammar. We see that Figure 5.24(b) has some of its crosses in the fourth level
of refinement while other crosses are in the first level. Figure 5.24(a) on the other hand
has crosses in first level of refinement while others are in the third level of refinement.
The crosses in these pictures have different levels of refinement and hence different sizes.
Table 5.12 shows a possible way in which the bag develops with the application of each
rule.
5.4 Random Context Picture Grammar Case
In this section we use BCPGs to generate similar pictures with a hollow isosceles right
triangle with side 2i where i ≥ 1 from Section 4.3.4. In the first two examples we look
at how we can change the shape of certain parts of the triangle like the hypotenuse. The
last example shows color distribution in these pictures.
Example 5.4.1. LetGBag-triangle = ({S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′, Th′, F},-
{w, b}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14}, (1, 0, . . . , 0)) where R is the set of
rules in Figure 5.25.
We associate the variables S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′, Th′ and F with
the bag positions 1 to 14. In this example, we want to generate pictures with a hollow
isosceles right triangle where the left bottom corner is refined to the third or fourth level
of refinement. The explanation given on how the picture is generated with this grammar
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(a) (b)
Figure 5.24: Some of the pictures generated by GRefined-color
S −→ [Tlb, Trb, Tt, w](0,∞; (0, 1, . . . , )) (5.1)
Tlb −→ [Tlb′, Tb′, Tls′, w] (1, 6; 1) | (5.2)
F (5, 7; 1) (5.3)
Trb −→ [Tb′, Trb′, Th′, w] (6, 6; 1) | (5.4)
b (8, 8; 1) (5.5)
Tt −→ [Tls′, Th′, Tt′, w] (9, 9; 1) | (5.6)
b (11, 11; 1) (5.7)
Tls −→ [Tls′, w, Tls′, w] (∞,∞; 1) | (5.8)
b (15, 17; 1) (5.9)
Tb −→ [Tb′, Tb′, w, w] (∞,∞; 1) | (5.10)
b (21, 24; 1) (5.11)
Th −→ [w, Th′, Th′, w] (∞,∞; 1) | (5.12)
b (26, 27; 1) (5.13)
Tlb′ −→ Tlb (2, 6; 1) (5.14)
Trb′ −→ Trb (7, 7; 1) (5.15)
Tt′ −→ Tt (10, 10; 1) (5.16)
Tls′ −→ Tls (12, 14; 1) (5.17)
Tb′ −→ Tb (18, 20; 1) (5.18)
Th′ −→ Th (24, 25; 1) (5.19)
F −→ b (27, 27; 1) (5.20)
Figure 5.25: Bag Context Picture Grammar rules for GBag-triangle
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rule λ µ α β′ = β + α
5.1 0 ∞ (0, 1, . . . , 1) 1
5.2 (×3) 1 6 1 4
5.14(×3) 2 6 1 5
5.3 5 7 1 6
5.4 6 6 1 7
5.15 7 7 1 8
5.5 8 8 1 9
5.6 9 9 1 10
5.16 10 10 1 11
5.7 11 11 1 12
5.17 (×3) 12 14 1 15
5.9 (×3) 15 17 1 18
5.18 (×3) 18 20 1 21
5.11 (×2) 21 22 1 23
5.19 (×2) 23 24 1 25
5.13 (×2) 25 26 1 27
5.20 27 27 1 28
Table 5.13: Development of bag for one of the pictures in Figure 5.26
is in relation with the picture in Figure 5.26 (a). First, Rule 5.1 is applied. Then Rules 5.2
and 5.14 are applied one after another until the bag becomes 5. At this point Rule 5.3
is applied in order for the corner to be in its third level of refinement. The rest of the
triangle is in its second level of refinement and this is done by applying the rest of the
rules either once or twice as shown in Table 5.13. Rules 5.8, 5.10 and 5.12 have lower
limits as infinity so that these rules are never applied as a result the rest, the triangle
is in the second level of refinement. We see how the bag also develops in this picture
in Table 5.13. The result is the picture in Figure 5.26(a). Due to the upper limits of
Rules 5.2 and 5.14 being 6, this gives allowance for the corner to be refined to the fourth
level as shown in Figure 5.26(b). It should be noted then that sometimes Rule 5.3 may be
applied after Rule 5.14 when the bag is 5 and the other rules applied thereafter resulting
in the picture generation process to not be completed since there will still be variable Tlb′
in the pictorial form.
The next example shows pictures of hollow isosceles right triangle that have jagged
edged hypotenuses where some squares in the hypotenuse are big and some are small.
Example 5.4.2. Consider GHypotenuse = ({S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′,-
Th′, F}, {w, b}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14}, (1, 0, . . . , 0)) where R is
the set of rules in Figure 5.27.
We associate the variables S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′, Th′ and F with
the bag positions 1 to 14. In this picture we want to generate a hollow isosceles right
triangle with a jagged hypotenuse while the rest of the triangle is in the second level of
refinement. The rules are applied in the order shown in Table 5.14. The upper and lower
bounds in the grammar are set in such a way that Rules 5.21–5.27, 5.34, 5.35, 5.36 and
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(a) (b)
Figure 5.26: Pictures that are generated by GBag-triangle
S −→ [Tlb, Trb, Tt, w] (0,∞; (0, 1, . . . , )) (5.21)
Tlb −→ [Tlb′, Tb′, Tls′, w] (1, 1; 1) | (5.22)
F (3, 3; 1) (5.23)
Trb −→ [Tb′, Trb′, Th′, w] (4, 4; 1) | (5.24)
b (6, 6; 1) (5.25)
Tt −→ [Tls′, Th′, Tt′, w] (7, 7; 1) | (5.26)
b (9, 9; 1) (5.27)
Tls −→ [Tls′, w, Tls′, w] (∞,∞; 1) | (5.28)
b (12, 13; 1) (5.29)
Tb −→ [Tb′, Tb′, w, w] (∞,∞; 1) | (5.30)
b (17, 18; 1) (5.31)
Th −→ [w, Th′, Th′, w] (19,∞; 0) | (5.32)
b (19,∞; 0) (5.33)
Tlb′ −→ Tlb (2, 2; 1) (5.34)
Trb′ −→ Trb (5, 5; 1) (5.35)
Tt′ −→ Tt (8, 8; 1) (5.36)
Tls′ −→ Tls (10, 11; 1) (5.37)
Tb′ −→ Tb (14, 15; 1) (5.38)
Th′ −→ Th (19,∞; 0) (5.39)
F −→ b (16, 16, 1) (5.40)
Figure 5.27: Bag Context Picture Grammar rules for GHypotenuse
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rule λ µ α β′ = β + α
5.21 0 ∞ (0, 1, . . . , 1) 1
5.22 1 1 1 2
5.34 2 2 1 3
5.23 3 3 1 4
5.24 4 4 1 5
5.35 5 5 1 6
5.25 6 6 1 7
5.26 7 7 1 8
5.36 8 8 1 9
5.27 9 9 1 10
5.37 (×2) 10 11 1 12
5.29 (×2) 12 13 1 14
5.38 (×2) 14 15 1 16
5.40 16 16 1 17
5.31 (×2) 17 18 1 19
5.39 19 ∞ 0 19
5.32 19 ∞ 0 19
5.33 19 ∞ 0 19
Table 5.14: Development of bag for one of the pictures in Figure 5.28
5.40 are applied once while Rules 5.29, 5.31, 5.37 and 5.38 are applied twice. Rules 5.32,
5.33 and 5.39 have upper limit set to infinity so that they are applied until the process
terminates. We get the pictures with jagged hypotenuses in Figure 5.28.
The next example is focused on color distribution and jagged edges.
Example 5.4.3. Consider GTriangle-color = ({S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′,-
Th′, F}, {w, b, p}, R, (S, θ), {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14}, (1, 0, . . . , 0)) where R is
the set of rules in Figure 5.29.
We associate the variables S, Tlb, Trb, Tt, Tls, Tb, Th, Tlb′, Trb′, Tt′, Tls′, Tb′, Th′ and F with
the bag positions 1 to 14. In this picture we want to generate a hollow isosceles right
triangle with color distribution and jagged edges. The bottom part and hypotenuse of
all the triangles generated by this grammar has colour pink while the left side and all
corners of the triangle are blue. We have all three corners of the pictures in the third
level of refinement while parts of the bottom wall are in the second and third level of
refinement. The hypotenuse and left side wall of the triangles have jagged edges. When
one examines the left side wall of the triangle in Figure 5.30(a), one finds that due to the
different sized squares, the triangle’s shape looks a little distorted. So the wider the range
of levels of refinement the triangle has, the more distorted the shape looks. Table 5.15
shows a possible way the bag developments for the pictures when each rule is applied.
We get the pictures in Figure 5.30.
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(a) (b)
Figure 5.28: Some of the pictures generated by GHypotenuse
S −→ [Tlb, Trb, Tt, w] (0,∞; (0, 1, . . . , )) (5.41)
Tlb −→ [Tlb′, Tb′, Tls′, w] (1, 4; 1) | (5.42)
F (5, 5; 1) (5.43)
Trb −→ [Tb′, Trb′, Th′, w] (7, 10; 1) | (5.44)
b (11, 11; 1) (5.45)
Tt −→ [Tls′, Th′, Tt′, w] (12, 15; 1) | (5.46)
p (16, 16; 1) (5.47)
Tls −→ [Tls′, w, Tls′, w] (20,∞; 0) | (5.48)
p (20,∞; 0) (5.49)
Tb −→ [Tb′, Tb′, w, w] (∞,∞; 1) | (5.50)
b(17, 20; 1) (5.51)
Th −→ [w, Th′, Th′, w] (20,∞; 0) | (5.52)
p (20,∞; 0) (5.53)
Tlb′ −→ Tlb (2, 4; 1) (5.54)
Trb′ −→ Trb (8, 10; 1) (5.55)
Tt′ −→ Tt (13, 15; 1) (5.56)
Tls′ −→ Tls (20,∞; 0) (5.57)
Tb′ −→ Tb (20,∞; 0) (5.58)
Th′ −→ Th (20,∞; 0) (5.59)
F −→ b (6, 6, 1) (5.60)
Figure 5.29: Bag Context Picture Grammar rules for GTriangle-color
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rule λ µ α β′ = β + α
5.41 0 ∞ (0, 1, . . . , 1) 1
5.42 (×4) 1 4 1 4
5.54 2 4 1 5
5.43 5 5 1 6
5.60 6 6 1 7
5.44 (×3) 7 10 1 10
5.55 8 10 1 11
5.45 11 11 1 12
5.46 (×3) 12 15 1 15
5.56 (×2) 13 15 1 16
5.47 16 16 1 17
5.58 (×4) 17 ∞ 1 21
5.51 20 ∞ 0 21
5.57 20 ∞ 0 21
5.48 20 ∞ 0 21
5.49 20 ∞ 0 21
5.59 20 ∞ 0 21
5.52 20 ∞ 0 21
5.53 20 ∞ 0 21
Table 5.15: Development of bag for one of the pictures in Figure 5.30
(a) (b)
Figure 5.30: Some of the pictures generated by GTriangle-color
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5.5 Chapter Summary
We have reached the end of this chapter. We have shown that BCPGs can be used to
generate similar pictures. We have generated galleries of pictures using four grammars
adapted from [1]. We used limits and bag adjustments to show how we can use one
grammar to generate different pictures. In some cases we included color in order to drive
a point across. For example, we used color to show how we could count the number of
crosses in a picture with a certain color.
Bag context helps to generate similar pictures in that it gives us control on the rules
to be applied. We may apply the rules at random or force the rules to be applied in a
certain order to force a certain sequence. One way to force the rules to be applied in
sequence is to set up the lower limits in ascending order to determine which rule gets
applied after the other. In this manner we have a certain level of control of how the
pictures will turn out. We can also prohibit some rules from being applied by setting the
lower limit high enough so that the rule is never applied.
We have shown we can distribute color in pictures. We count the number of variables
that produce a particular color by counting the number of times the rule that produces
those variables is applied. We also create different levels of refinement in pictures in
the same way by counting the number of times particular rules are applied. In the next
chapter we give a general conclusion of this study and we discuss future work that may
be conducted in this field concerning bag context.
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Chapter 6
Conclusion and Future Work
6.1 General Conclusion
The main objectives of this research were to define BCPGs and use them to generate
similar images using picture sets generated by RCPGs and their three subclasses. We
also defined a lemma that converts RCPGs into equivalent BCPGs.
We defined BCPGs based on the definition of BCTGs and RCPGs. We gave an
introduction in Chapter 1 which summarised the work to be conducted in this paper.
Chapter 2 was on related work that has already been conducted in this field. We also
gave definitions and notation that were used in the rest of this paper. Chapter 3 presented
the methodology used to conduct this research. In Chapter 4 we gave the definition of
BCPGs. We gave a lemma that converts RCPGs into equivalent BCPGs and showed how
a picture is generated using BCPGs. In Chapter 5 we used BCPGs to generate similar
pictures using four different grammars from [1]. For each grammar we generated picture
sets, of which some galleries had pictures which had different levels of refinement and the
other galleries showed color distribution. We saw that we can generate similar pictures
with BCPGs.
Bag context was defined as a device for regulated rewriting and we saw how we used
this device to control rule application in grammars in order to generate pictures such that
they are similar but not identical. We achieved the main objectives of the research and
next we discuss future work.
6.2 Future Work
This section looks at future work that could be conducted in terms of bag context in
general.
• Explore defining bag context string grammars and how they can be used.
• Use bag context with a wider range of picture grammars such as the L-Systems
discussed in Chapter 2 and see how we can regulate rewriting in other picture
grammars with bag context.
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• Measure similarity of pictures using a similarity measures such as the Content Based
Image Retrieval system to check for similarity in pictures generated using BCPGs.
• In this dissertation we used the lemma to translate a RCPG into a BCPG . As it
was observed in Chapter 5, some rules were not applied when generating some of
the picture sets. We also had instances where there were too many variables which
were not used due to some rules not being applied. We can create specific rules to
generate BCPGs with fewer variables.
We conclude this research. We have defined BCPGs and used them to generate similar
images.
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