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[19] an optimal control of a single-loop stochastic linear NCS
with network delay was addressed. These approaches [17]–
[20] require a complete and accurate model describing the
dynamics of the system for the purpose of designing the
controller, which is a bottleneck in industrial applications.
Model-free reinforcement learning (RL) [21], on the other
hand, can be employed for time-delay systems by solving
either fixed-point Hamilton-Jacobi-Bellman (HJB) or Bellman
equations. In particular, the IRL method [22] was developed
to synthesize optimal control policies for continuous-time systems with unknown dynamics by assuming delay-free channels
[23] and delayed channels [24].
On the other hand, the event-triggered control techniques
[25]–[29], have been introduced to decrease the communication cost, and to some extent computational cost, for NCS with
uncertain dynamics. In the event-triggered approach proposed
in [25], the controller and the actuator use both an aperiodic
update mechanism together with a zero-order-hold (ZOH) for
executing the transmission of feedback information and control
policy updates. The Lyapunov analysis is employed to design
an event-triggering condition, which when violated, initiates
an event for transmission of the state and the control input
vectors. The event-sampled approach enables the RL agent to
interact with the environment in an aperiodic manner.
To reduce communication and computation costs and to attain optimality faster, the event-triggered optimal adaptive state
feedback scheme with hybrid learning feature is introduced
in [28], [30] for nonlinear continuous-time systems without
delay. It is important to note that the traditional optimal
adaptive control (OAC) techniques require a large number of
iterative weight updates in solving the HJB/Bellman equations
within each sampling interval to converge to an optimal policy,
while the hybrid approach converges to the optimal value by
including a finite number of iterations within the sampling
interval, which helps in real-time implementation. Since the
sampling duration tends to increase with an event-sampled
approach, the number of iterations incorporated within the
sampling duration by the hybrid scheme can increase as
well. In [31], an event-triggered output feedback controller
is designed for robot manipulators with nonlinear dynamics.
However, in all these approaches [28], [30], [31], time-delays
in the feedback were not considered.
In contrast, the optimal policy for time-delay systems depends upon the system state vector and its history, and thus,
they are modeled as infinite dimensional systems. In [17],
[32], an additional integral term based on the solution to a
differential equation is used for generating the control policy,
which is a bottleneck for real-time control. Also, pole-zero
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Abstract—This paper proposes an event-triggered optimal
adaptive output feedback control design approach by utilizing
integral reinforcement learning (IRL) for linear time-invariant
systems with state delay and uncertain internal dynamics. In
the proposed approach, the general optimal control problem
is formulated into the game-theoretic framework by treating
the event-triggering threshold and the optimal control policy
as players. A cost function is defined and a value functional,
which includes the delayed system output, is considered. First,
by using the value functional and applying stationarity conditions
using the Hamiltonian function, the output game delay algebraic
Riccati equation (OGDARE) and optimal control policy are
derived when the internal system dynamics are available. Then
to relax the knowledge of internal dynamics, a hybrid learning
scheme using measured output is proposed for tuning the value
function parameters, which in turn is employed to compute the
estimated optimal control policy. The overall closed-loop system
is shown to be asymptotically stable by selecting an appropriate
event-triggering condition when the dynamics of the system are
both known and partially uncertain. A simulation example is
given to substantiate the efficacy of the theoretical claims.

I. I NTRODUCTION

Process and feedback delays are present in many practical
physical systems, and such dynamical systems are modeled as
networked control systems (NCS) [1], or sometimes, simply
time-delayed systems. It has been shown [2] that closed-loop
systems are often affected by state and input delays causing
instability unless they are compensated explicitly via control.
Hence, control of the time-delay systems has been studied in
various prior works [2]–[16]. An optimal and robust controller
for such systems with model uncertainties is preferred but
challenging even when all the states are measured. However,
in many cases, the system state vector may not be available
continuously. Therefore, developing optimal control methods
for time-delay systems with uncertain dynamics using measured outputs alone is critical.
The problem of optimally regulating time-delay systems
was reported in [11], [17]–[19], given an accurate system
model. An optimal controller is proposed in [18] for linear
systems under multiple input delays by considering a quadratic
finite time-horizon-based penalty/cost function, whereas, in
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cancellation [33] can occur due to the integral term when
the system matrix is unstable. The memoryless and finitedimensional optimal control of linear systems with timevarying input delay is introduced through algebraic Riccati
equation (ARE) [20] when the delay bound and an accurate
system model are available. However, the event-based OAC of
linear time-invariant systems with state delay, free of integral
term, and in the presence of both known and partially uncertain
dynamics using the system output has not been investigated.
In this paper, we introduce an event-triggered, finitedimensional, and memoryless OAC of a linear time-invariant
(LTI) state-delayed system by using output feedback. Two
scenarios are considered: 1) known system dynamics and
2) partially unknown system dynamics. First, the system
dynamics are rewritten in the event-sampled two-player zerosum game formulation with control policy and event-sampled
threshold as two independent players. The aim is to minimize
the cost using the control policy under the worst possible
control input error that maximizes the cost [34]. The major
benefit observed in the game-theoretic formulation is the
design of both optimal policy and the event-sampled threshold.
Next, an infinite horizon quadratic cost function in terms
of system output is considered and a Lyapunov-Krasovskii
function consisting of system output, and its delayed value
is introduced as the value functional. Then by formulating the
Hamiltonian function and using the stationarity conditions, the
Nash equilibrium to the game is computed in terms of the
system output and solution to the output game delay algebraic
Riccati equation (OGDARE), given the system is observable
and controllable. The event-trigger condition threshold is derived to guarantee stability.
The optimal control policy from our approach is free of
any partial differential equations, whereas, solving OGDARE
requires internal dynamics. To relax the need for partially
unknown dynamics and the solution to OGDARE, the value
functional is next estimated by using the IRL approach with
output feedback. The Integral temporal difference error (ITDE)
is employed to derive the tuning law for updating the unknown
weights of the value function estimate. The event-trigger
condition is obtained by using the game-theoretic formulation
and Lyapunov analysis to ensure closed-loop stability.
Subsequently, a novel hybrid learning approach, which is
introduced by utilizing the measured output, updates the value
function weights at the sampled instants once and iteratively
within the sampled interval. The number of iterations within
the inter-sampled interval is finite but varies with its duration.
Thus overall, the hybrid learning scheme relaxes the need for
the significant number of iterations observed in traditional
policy/value iteration techniques, while still generating an
optimal policy over time suitable for real-time control. We also
show that the resulting closed-loop system is asymptotically
stable by employing the Lyapunov stability theory. The net
result is the introduction of event-based OAC of time-delay
systems using output feedback that is Zeno-free.
This paper has the following contributions: 1) the development of a linear quadratic regulator using output feedback in
the event-sampled zero-sum formulation with control policy
and control input error threshold as the players, 2) the intro-

Pr
ep
rin

t

duction of a novel OGDARE, 3) the design of an OAC through
hybrid online learning feature using IRL in the event-sampled
framework for time-delay systems, and 4) the derivation of
Lyapunov theory-based conditions that warrant closed-loop
stability of the controlled system, including the Zeno-free
behavior of the event-triggering mechanism.
The paper is organized as follows. Background and the
problem are presented in Section II. The event-triggered linear
quadratic regulator design for linear time-invariant systems
with state delay when the dynamics are known is presented in
Section III. Section IV introduces event-triggered OAC using
IRL and ITDE for tuning the parameters. Sections V and VI
present simulation results and conclusions, respectively.
Notation. In this paper, N and R denote the set of natural
and real numbers, respectively. B ⊂ A denotes that B is a
subset of A. In denotes an n × n identity matrix and ∥.∥
indicates Euclidean vector norm. The Kronecker product of
matrices B and A is represented as A ⊗ B and the transpose
of a matrix A is denoted as AT . For a matrix A, λmin (A) is its
minimum eigenvalue. The space of square integrable functions
is denoted as L2 .
II. BACKGROUND AND P ROBLEM F ORMULATION
A brief review of optimal control of an LTI state delay system is presented here. A quadratic function of both output and
control input is defined for assessing performance. The optimal
control input is found, first, for known system dynamics, and,
then, an IRL approach is used to relax this assumption.
A. Background
Let an LTI system with state delay (LTI-SD) be defined as


ẋ(t) = A0 x (t) + Ax(t − dx ) + Bu(t)
(1)
y(t) = Cx(t), y(t − dx ) = Cx(t − dx ) ,


x(θ) = φ(θ)
θ ∈ [−dx , 0]
where x(t) ∈ Rn , u(t) ∈ Rm , and y(t) ∈ Rp denote the state,
control input, and output, A0 , A ∈ Rn×n , B ∈ Rn×m and
C ∈ Rp×n represent drift dynamics, input coefficient matrix,
and output coefficient matrix, respectively. The initial function
is φ(.), which is continuously differentiable. The time delay dx
is assumed to be known and constant. Note that the controller
requires measured outputs, which is normally taken as a linear
combination of the system states consistent with the literature.
The following assumption is needed.
Assumption 1. The LTI-SD (1) is controllable and observable.
Remark 1. Note that Assumption 1 is required for the
existence of a controller. Observability is needed so that the
initial state can be derived through the measurement of the
system output.
Remark 2 (Controllability and Observability Condition). (
[2], Proposition 2.3, Theorem 2.4) The system (1) is controllable on [0, t1 ] for all t1 > ndx if rank(Q̄) = n, where


Q̄ = Q̄11 . . . Q̄n1 , Q̄22 , . . . , Q̄n2 , . . . Q̄nn B
Q̄11 = I, Q̄k+1
= AT0 Q̄kj + AT Q̄kj−1 ,
j
k = 1, . . . , n − 1,
Q̄kj = 0,
2

j>k

j = 1, . . . , k + 1,
or

j = 0.

(2)

Using the measured output y(tk ), the sampled control input
becomes u(tk ) = Ky(tk ), where gain matrix K ∈ Rm×p
will be defined later. Now, using the sampled input u(tk ), the
LTI-SD (1) is rewritten as

Then, if there is no delay in the system dynamics, i.e.,
ẋ(t) = A0 x(t) + Bu(t), it is controllable on [t0 , t1 ], or
equivalently, if the pair (A0 , B) is controllable, then, the
delayed system (1) is controllable on [t0 , t1 ]. Moreover, the
system (1) is observable (Preposition 2.4 , Theorem 2.6 in
[2]) on [0, t1 ] for all t1 > ndx if rank(P̄ ) = n, where


P̄ = P̄11 . . . P̄1n , P̄22 , . . . , P̄2n , . . . P̄nn C T

j = 1, . . . , k + 1
k+1
1
T k
T k
P1 = I, P̄j
= A0 P̄j + A P̄j−1 ,
k = 1, . . . , n − 1
P̄jk = 0,

j>k

or

j = 0.

ẋ(t) = A0 x(t) + Ax(t − dx ) + Bu(tk ).

with t ∈ [tk , tk+1 ). To proceed, let the error between the
sampled and actual control inputs, i.e., u(tk ) = Ky(tk ) and
u(t) = Ky(t), be defined as the control input error as
eu (t) = u(tk ) − u(t),

(3)

(6)

which from (4) one can conclude that eu (t) = Kex (t). Then,
substituting (6) in (5), one has

Then, if the non-delay system of (1), i.e., A = 0, is observable
on [t0 , t1 ], or the pair (A0 , C) is observable, then the LTI-SD
(1) is observable on [t0 , t1 ].

ẋ(t) = A0 x(t) + Ax(t − dx ) + Bu(t) + Beu (t).

(7)

Note that representing the system defined in (1) in the eventbased control framework as in (7) reveals that the control input
error, i.e. eu (t), resulting from the aperiodic execution of the
controller acts as an external input to the system. Moreover,
from (7) and (6), it is clear that the longer the control error
eu (t) is allowed to increase or the larger its magnitude becomes, the aperiodic intervals become more elongated. Finding
both an optimal control input and elongating the aperiodic
intervals become prime objectives in this work.
In this context, we seek to design an optimal threshold
function êu (t), to be introduced in (8), to act as a bound for the
control input error eu (t). This threshold function will be used
in the triggering mechanism to generate events. Specifically,
to find the control input and an event-triggering threshold, we
introduce a dynamical system derived from (1) as

B. Problem Formulation
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The event-trigger based output feedback controller is studied, in this subsection, for the LTI-SD (1). A Zero-order-hold
(ZOH) is utilized to develop the event-trigger control and to
relax the continuous availability of the system output vector.

ẋ(t) = A0 x(t) + Ax(t − dx ) + Bu(t) + Bêu (t),

Fig. 1: The ZOH-based event-triggered controller scheme.

(8)

where we treat the system control input and threshold to the
control input error, i.e. êu (t), as independent variables acting
as two inputs to the system (1) and we let the initial conditions
for (8) and (1) be identical.
Remark 3. Note that the first three terms in the dynamics
of the systems defined in (1), (7), and (8) and their initial
conditions are identical. The fictitious input êu (t) ∈ L2 [0, ∞)
is an independent signal introduced in (8), whose optimal
value will be used as a threshold for eu in (7), as part of the
trigger mechanism [34]. The representation of the system (1)
as in (8) also motivates a two-player, min-max game-theoretic
formulation to design control inputs and event triggering
thresholds as in [34]. The resulting Nash equilibrium solutions
for this game will be used to obtain the optimal control input
(minimizing player) in the presence of worst-case control
input error, generated due to the use of optimal threshold
function (maximizing player) in the trigger mechanism for the
original system in (1). To complete the analysis, we derive
sufficient conditions for closed-loop stability of the eventtriggered controlled system (7).
Remark 4. One may also view the system defined in (8) as a
target/reference system dynamics for the controlled system (7).
Then, by designing the trigger mechanism and the independent
threshold policy êu (t) to bound the error eu (t), the difference
in the states of the system in (7) and the reference system in
(8) can be be controlled [30], [34].

As shown in Fig. 1, in the actuator, a ZOH mechanism holds
the control input during inter-event times until new input is
received. This makes the control input a piece-wise continuous
signal. The event-triggered control approaches in the literature,
for example, [25]–[27], use continuous-time state vector at
regularly sampled instants to check the event-triggering condition. The computation is still there at the event-triggering
mechanism to check the event-trigger condition. However, the
measurements are not sent to the network continuously and
the measurements will be transferred from the sensor to the
controller only when the triggering condition is violated. It can
be seen in Fig. 1 that the system output will be transferred
from the sensor to the controller only when the triggering
condition is violated. In other words, the system output is
transmitted to the controller at event-sampled instants, which
are a subsequence of regularly sampled instants, and therefore,
the communication cost is reduced.
Let the subsequence {tk }k∈N ⊂ t denote the time instants
when an event is triggered. Let the sampled output, from
the event-triggered mechanism, to be sent to the controller
at the sampling instant tk be denoted as y(tk ). Then, the state
measurement error can be defined as
ex (t) = y(tk ) − y(t), tk ≤ t < tk+1 .

(5)

(4)
3

The traditional performance index must be redefined to
include the additional term, êu , which can be maximized,
thereby leading to a zero-sum (min–max) game formulation as
given next. Let the following performance measure be defined
for the system (8) as
Z ∞

y(τ )T Q̃y(τ ) + u(τ )T Ru(τ ) − γ 2 êTu êu dτ ,
V (y(t)) =

that the closed-loop system is asymptotically stable. The next
lemma is used in the analysis.
Lemma 1: [35] Consider the positive semi-definite (PSD)
and positive definite (PD) square matrices M and N , both of
dimension υ, i.e., ω T M ω ≥ 0 and ω T N ω > 0 for any υdimensional vector ω ̸= 0. Then, the matrix M + N becomes
a PD square matrix.
Noting that the performance measure is defined as a
quadratic function of the outputs for the linear system, the
effect of the state delay is incorporated as
Z t
∗
T
V (y(t)) = y(t) P y(t) + α
y T (s)y(s)ds ,
(11)

t

(9)
where Q̃ and R ∈ Rm×m represent user-defined positive
definite matrices and γ denotes the user-defined attenuation
constant. One can see that designing an optimal control input
u, while finding êu (t) that maximizes (9), results in the
optimization of the system performance (8) and also (7).
This implies that the problem formulation becomes the
design of the H∞ controller for (8) by considering the performance measure (9). Assuming (9) is smooth, the infinitesimal
equivalent to (9) can be obtained as ∂V /∂t+y T Q̃y +uT Ru−
γ 2 êTu êu = 0 and V (0) = 0, where ∂V /∂t represents the first
derivative of the value function. Then, one has


∂V
+ y T Q̃y + uT Ru − γ 2 êTu êu .
(10)
min max
u
êu
∂t

t−dx
p×p

Pr
ep
rin

t

where P ∈ R
is a symmetric positive definite matrix and
α > 0 is a positive scalar. Note that (11) is in the form of the
Lyapunov-Krasovskii functional.
Remark 6. In this paper, to incorporate the effect of the delay
in the value function, the second term is added to the value
function. It can be seen from (11) that, when dx = 0, the
second term becomes zero and the approach is applicable for
delay-free systems, since the resulting value functional is a
quadratic function of the outputs [36].
Taking the first derivative of the value function (11) along
with the system dynamics (8) and utilizing Leibniz integral

Rt
formula for the second term as d/dt α t−dx y T (s)y(s)ds =
αy T (t)y(t) − αy T (t − dx )y(t − dx ), (10) can be written as

In [17], [32], the Hamiltonian equation (10) is referred to
as the Bellman type equation (BTE) for time-delay systems.
We will utilize the solution of this optimization problem
for the design of optimal control of the LTI-SD (1) in the
event-triggered control framework by incorporating êu as a
threshold to bound the external input eu (t). The triggering
instants are designed such that the event-triggered control
system (7) mimics the optimal performance corresponding to
the system (8). This guarantees the asymptotic stability , i.e.,
lim x(t) → 0, of the overall closed-loop system, while the
t→∞
system output is available at the event-sampled instants.
Remark 5. Note that the threshold for the control input
error and the control input are considered as two independent
players in the zero-sum game formulation of (9). The maximizer, i.e., êu , is treated as a threshold function in the eventtriggering mechanism, and it is employed to design events.
Moreover, note that the dynamics of the system in (8) are
driven by a second input êu (t) that is different from eu (t) in
(7). We do not assume that eu (t) ∈ L2 [0, ∞) rather we assume
that êu (t) ∈ L[0, ∞). Using the event-triggering threshold
(computed as a worst-case êu (t)), we bound the actual error
eu (t). Further, we prove stability of the original system in (7)
using the proposed event triggering threshold.
In the next section, we develop a solution to the optimal
control problem to design controls and events.

min max{ẏ T P y + y T P ẏ + αy T y − αy T (t − dx )y(t − dx )
u

êu

+y T Q̃y + uT Ru − γ 2 êTu êu },

(12)

which by using the system dynamics (1) yields

min max (A0 x + Ax(t − dx ) + Bu + Bêu )T C T P y
u

êu

T

+ y P C(A0 x + Ax(t − dx ) + Bu + Bêu )
+ αy T y − αy T (t − dx )y(t − dx )
o
+y T Q̃y + uT Ru − γ 2 êTu êu

. (13)

To find the saddle point solution to (13), the stationarity
condition [36] is utilized by making the derivative of (13)
with respect to u(t) and êu zero which yields
u∗ (t) = −R−1 B T C T P y(t), e∗u (t) =

1 T T
B C P y(t), (14)
γ2

with the PD matrix P obtained as the solution to the OGDARE
given by
AT0 C T P C + C T P CA0 + Q̃


,
2
1
T
−1
T
T
CT P C = 0
− C P C B(2R − 2 )B − AA
γ
α
(15)

III. E VENT-T RIGGERED L INEAR Q UADRATIC R EGULATOR
An optimal output feedback control approach is proposed,
in this section, for LTI-SD (1). First, by using the output and
its delayed value, a Lyapunov-Krasovskii value functional is
defined. Then, a Bellman type equation (BTE) (10) is derived
and the saddle-point solution to the game is obtained via
stationarity conditions, provided a solution to the OGDARE
exists. Given a solution to the OGDARE that is positive
definite, we use the Lyapunov stability theory to demonstrate

with R > 0 and Q̃ = αC T C + Q, Q ∈ Rn×n being a
user-defined PD matrix. The positive definiteness of Q̃ can
be proven using Lemma 1. The Riccati type equation (15) is
termed as OGDARE due to the delayed state matrix A. Here,
the triggering instants and the control input are derived from
the saddle point solution (u∗ , e∗u ) given in terms of measured
output.
4

Remark 7. Note that the proposed optimal control of LTI-SD
is different from the one studied extensively in the literature
[17], [32] as value functionals selected are not the same. The
obtained OGDARE (15) does not depend upon the state delay,
whereas, it requires the coefficient matrix of the delayed state
and, therefore, it is different from a traditional GARE of
non-delay systems. Also, the control policy does not require
an integral term or a solution to a differential equation. As
discussed in [33], finding an integral part as the solution to a
differential equation has to be eliminated as it includes polezero cancellation in case the internal dynamics, A, is unstable.
Moreover, the numerical calculation of the integral term may
cause instability of the overall closed-loop system.
In the following theorem, the triggering condition is defined
by using Lyapunov analysis.
Theorem 1: Consider the LTI-SD (1) and value functional
(9). Let (1) be input-to-state stable (ISS) and there exists
a positive definite solution to OGDARE (15). Define the
triggering condition as

t

t ∈ [tk , tk+1 ),

The IRL approach [22] is integrated with the hybrid learning
and event-trigger mechanism to obtain the OAC of LTI-SD (1)
under partially unknown dynamics. Here, integral IRL is utilized in conjunction with approximate dynamic programming
(ADP) under a game-theoretic framework to find the eventtrigger condition and the optimal control policy.
An IRL approach helps in obtaining approximate optimal
solutions, forward-in-time, even with uncertain system dynamics. The IRL approach uses temporal difference error (TDE) to
relax the iterative approach. However, solving the Lyapunov
equation arising from TDE is difficult. Instead, the value
functional is estimated through an online approximator by
tuning its parameters using integral TDE (ITDE). By asserting
a PE condition, the value functional parameters converge
asymptotically to an optimal value. To the contrary, a hybridbased parameter tuning law is proposed using the measured
output. This not only reduces the need for continuous measurement of the system information, but also converges to
the target parameters faster [28], since a finite number of
parameter updates are introduced within each sampling instant.
In this paper, the OAC of time-delay systems (1) under
partially unknown dynamics is addressed using ITDE. In the
IRL, the output vector measured at specific sampling instants,
denoted by t + i∆t for i = 0, 1, . . . ,, is considered. The critic
parameters are updated by using both ITDE, which includes
delayed output and its history, and the current stabilizing
controller. Then, the critic tunes the actor. Here, only measured
output is employed for adjusting the critic parameters, and
therefore, the internal dynamics are not required.
The number of critic parameter iterations changes over
time within inter-event duration, thus making the closed-loop
stability analysis difficult unless suitable parameter update
law is discovered. Traditional adaptive control does not use
a combination of time-driven and iterative updates, unlike
the proposed hybrid scheme. Here, an event-sampled hybrid
learning approach is employed to find the estimated value
function and control policy.
In the IRL, the performance measure (9) is rewritten as
Z t+∆t 

V (y(t)) =
y T Q̃y + uT Ru − γ 2 êTu êu dτ
(17)
t
+ V (y(t + ∆t)),

∀k ∈ 1, 2, . . . , (16)
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∥eu (t)∥ ≤ ∥e∗u (t)∥,

IV. H YBRID E VENT-T RIGGERED O PTIMAL A DAPTIVE
C ONTROL

where e∗u is defined in (14). Then, the closed-loop eventtriggered time-delay system is asymptotically stable provided
λmin (C T C −In ) > 0 and attenuation constant γ selected such
that φ1 (∥y∥) > 2γ1 2 (φ2 (∥y∥))2 .
Proof: Refer to Appendix.
Note that the worst case threshold êu (t) is calculated using
(14). The threshold vector êu (t) and the control error vector
eu (t) are of equal dimension to the control input vector.
We use the standard Euclidean norm based event-triggering
condition (16) to bound the error eu (t). Finally, we also
show that the proposed event-triggering conditions and control
protocol, using system (8), ensure the stability of the original
system defined in (1) using Theorem 1. It also guarantees
Zeno-free behavior as shown in the following theorem.
Theorem 2: Consider the LTI-SD (1). Let P be a symmetric
positive definite solution to OGDARE (15) and the eventtriggering conditions be given by (16). Then, the eventtriggering mechanism is Zeno-free.
Proof: Refer to Appendix.
Remark 8. For the known dynamics case, the inter-event time
is lower-bounded by a positive constant, hence the eventtriggering mechanism is Zeno-free. For the case when the
system dynamics are not fully known, similar arguments used
in the proof of Theorem 2 can be employed to demonstrate the
Zeno-free behaviour [37] of the trigger mechanism associated
with hybrid event-triggered adaptive optimal control mechanism that is introduced in the next section.
Remark 9. The ISS assumption is required for event-triggered
control techniques [25] of linear systems with known dynamics since the system runs in an open-loop manner during the
inter-event interval.
It is shown in Theorem 1 that using the triggering condition
the closed-loop system is asymptotically regulated when the
dynamics of the system are known. In the next section, the
controller and the triggering condition are derived when the
internal dynamics, i.e. A and A0 , are uncertain and the input
coefficient matrix, i.e. B, is known.

where ∆t ≪ 1 denotes a fixed time-interval. Now, since it
is assumed that the value function (11) is quadratic, it can be
expressed as
Z t
V (y(t)) = θT σ(y) + α
y T (s)y(s)ds ,
(18)
t−dx
T

1
2 n(n+1)

, where vech(P ) implies
with θ = vech(P ) ∈ R
the vector created from the symmetric matrix P , which is
considered uncertain. The regression function in terms of the
output vector is denoted as σ(y) = y ⊗ y, where ⊗ denotes
the Kronecker product.
Since the system dynamics are partially uncertain, the
target parameters of the optimal value function, i.e. V ∗ , is
5

where ∇σ(y) denotes the derivative of the regression function
σ(y) with respect to the output y. Note that since the output
is measurable at each sampling instant and the regression
function is known, ∇σ(y(t)) is available to compute the
control input. The worst case event-triggering threshold can
be expressed as

unavailable. Instead, by using the measured output, the value
function can be estimated as
Z t
V̂ (y(t)) = θ̂T σ(y) + α
y T (s)y(s)ds .
(19)
t−dx

Here, the estimated parameter vector is represented by θ̂ ∈
1
R 2 n×(n+1) . Note that an integral term is added as part of the
estimated value function to account for the delay.
Remark 10. The second value function (11) term is known,
and is not estimated.
Next, using (17), one has V (y(t
 + ∆t)) − V (y(t)) +
R t+∆t  T
T
2 T
y
Q̃y
+
u
Ru
−
γ
ê
ê
u u dτ = 0 which, by subt
stituting the estimated value function (19), results in the
following ITDE as

eIT DE = −θ̃T ∆σ(y)


∆σ(y)
T

θ̃+ = θ̃(tk ) + β

2 eIT DE (tk ) t = tk

(1 + ∆σ(y)T ∆σ(y))

(20)



˙

θ̃ = β

y T (s)y(s)ds

(21)

t−dx

where ∆σ(y) = σ(y(t + ∆t)) − σ(y(t)). Now, an appropriate
update rule is needed for θ̂ to force ITDE (21) to zero.
2
To accomplish this, consider E = 12 ∥eIT DE ∥ , and apply
gradient descent to construct the update rule both at the
sampled instants and inter-sampled interval as

∆σ(y)
+
T


θ̂ = θ̂(tk ) − β
2 eIT DE (tk ), t = tk

(1 + ∆σ(y)T ∆σ(y))


˙

θ̂ = −β

(1 + ∆σ(y)T ∆σ(y))

T
2 eIT DE (tk )
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t+∆t−dx

∆σ(y)

∆σ(y(tk ))

(1 + ∆σ(y)T ∆σ(y))

∥eu (t)∥ ≤ ∥êu (t)∥ =

1 T T
B ∇ σ(y)θ̂,
γ2

t ∈ [tk , tk+1 ),

(27)
for ∀k ∈ 1, 2, . . .. Then, the system state and parameter estimation errors are ultimately bounded provided
β < 2 and βρ > ∥B∥2 ∥∇T σ(y(tk ))∥2 where ρ1 =


∆σ(y)∆σ(y)T
inf
. Moreover, when the regres2
⊤
∀t∈(tk ,tk+1 ) (1+∆σ(x) ∆σ(y))
sion vector is persistently exciting, the system state vector and
the parameter error converge asymptotically to zero as k → ∞,
where k represents the event number.
Proof: Refer to Appendix.
Remark 11. When the system dynamics are uncertain, the
same procedure provided in Theorem 2 can be followed to
prove that the proposed event-triggering approach is Zeno-free
and the minimum time interval is positive.
Remark 12. In the case where the system state vector is
measurable, i.e., C = In , the same procedure can be followed
by defining the performance function as
Z ∞

V =
x(τ )T Q̃x(τ ) + u(τ )T Ru(τ ) − γ 2 ê(τ )Tu ê(τ )u dτ .

T
2 eIT DE (tk ), t ∈ (tk , tk+1 ),

(22)
where β is a scalar convergence rate variable. The right
derivative of θ̂ at tk is denoted as θ+ . For convergence of
estimated parameters, the regression vector must satisfy the
PE condition.
The overall event-triggered OAC scheme with hybrid learning is illustrated in Fig. 2. To avoid transmission of parameters
from the controller to the event-triggering mechanism, the
value function estimator is duplicated at the event-trigger
mechanism. These two value function estimators are synchronized by initializing the parameters to the same values. It was
shown in [38], that using an additional value function estimator
in the triggering mechanism not only reduced communication
burden on the network enclosing the feedback loop of the
control system, but also reduced the number of computations
when compared with a continuously implemented learningbased controller. Moreover, in the hybrid parameter tuning law
(22), the regression vector ∆σ(y) and ITDE, eIT DE , at tk is
employed during the inter-sampled time interval t ∈ [tk , tk+1 ).
Now, updating the actor with the estimated critic, (14) can
be written as
u(t) = −R−1 B T C T ∇T σ(y)θ̂(t) ,

t ∈ [tk , tk+1 )

(26)
The conditions for ensuring stability of the controlled system are presented in the following theorem, by considering
partially unknown system dynamics with aperiodic controller.
Theorem 3: Consider the LTI-SD (1). Let the control input
policy and the parameter update rule be given by (23) and
(22), respectively. The initial values of the value function
parameters, i.e. θ̂(0), are defined in a compact set such that the
initial control input be admissible. Let the triggering condition
be given by

t

y T (s)y(s)ds −

(25)

Then, the parameter estimation error dynamics become

t

t+∆t

(24)

Defining θ̃ = θ − θ̂ as the parameter estimation error and
using (21) and (18), gives

which becomes
Z t+∆t 

eIT DE =
y T Q̃y + uT Ru − γ 2 êTu êu dτ + θ̂T ∆σ(y)
t
!
Z
Z
+α

1 T T T
B C ∇ σ(y)θ̂(t)
γ2

t

eIT DE =V̂ (y(t + ∆t)) − V̂ (y, t)
Z t+∆t 

+
y T Q̃y + uT Ru − γ 2 êTu êu dτ

êu (t) =

t

By using the procedure explained in the case of the output
feedback, the optimal value function can be defined as
Z t
V ∗ (x(t)) = x(t)T P x(t) + α
xT (s)x(s)ds ,
(28)

(23)

t−dx

6
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Fig. 2: The block diagram representation of the hybrid event-triggered OAC scheme.
Algorithm 1 Hybrid Event-Triggered OAC

where P is the solution of the following game delay algebraic
Riccati equation after n
inserting the optimal value functiono(28),
T
T
2 T
one has minu maxêu ∂V
∂t + x Q̃x + u Ru − γ êu êu
AT0 P + P A0 + Q̃


,
1
1
T
T
−1
P =0
− P 2B(R − 2 )B − AA
γ
α

1:
2:
3:
4:

(29)

5:

6:
7:
8:
9:

with Q̃ = Q + αIn . Then, using the stationarity condition, the
saddle point solution becomes
1
u∗ (t) = −R−1 B T P x(t), e∗u (t) = 2 B T P x(t)
(30)
γ

10:
11:

Similarly, when the internal dynamics of the system are
uncertain, steps given in this section can be repeated by
assuming C = In .
Next, when the PE condition is satisfied, it is demonstrated
that the estimated control trajectory converges to the optimal
trajectory and the error in the estimated parameters tends to
zero asymptotically.
Theorem 4: Consider the LTI-SD (1). Let the control input
policy (23) and the parameter update law (22) be given. Let
θ̂(0) be finite such that the initial control input be admissible.
Then, ∥û − u∥ → 0 as t → ∞.
Proof: The control input error can be defined as ũ =
û − u∗ which gives ũ = R−1 B T ∇T σ(y)(θ∗ − θ̂). Defining
θ̃ = θ̂ − θ∗ and taking the norm of the control input error, one
has ∥ũ∥ = ∥R−1 B T ∇T σ(y)∥∥θ̃∥. As shown in Theorem 2,
the parameter estimation error θ̃ and the state of the system
converge to zero asymptotically, if the PE condition is satisfied
on the regression vector. Therefore, the estimated control
trajectory tends to the optimal control trajectory as t → ∞.

12:
13:

14:
15:
16:
17:
18:
19:

Initialize θ̂0j , u0 , x0
for Event-sampling instants: l = 0 → ∞ do
if Event = Yes then
Calculate ITDE Errors for t ∈ [t0l−1 , tjl−1 ] using y
Calculate ITDE Error eIT DE (tjl )
Update x̂tl , θ̂tjl
Update the control input at the actuator utl
else
for Iteration Index: j = 0 → ∞ do
Update θ̂tjl with eIT DE (tjl )
Calculate êu (tj+1
)
l
j
if êu (tj+1
)-ê
(t
)
u l < ϵ or Event = Yes then
l
Goto 4:
end if
j =j+1
end for
end if
l =l+1
end for

A. Event-triggered Controller with known internal dynamics
1) Example 1: Let a time-delay system be defined as


 ẋ1 (t) = 2x1 (t) + x2 (t − dx ) + u(t)
,
(31)
ẋ2 (t) = x1 (t) − x2 (t)


y1 = 2x1 , y2 = x1 + 1.2x2
2 0 
0 ].
where A0 = 0 −1 , A = [ 00 10 ], B = [ 10 ], and C = [ 21 1.2
The initial profile of the state is
x1 (θ) = x2 (θ) = 1

V. S IMULATION R ESULTS

θ ∈ [−dx , 0] .

The performance index is considered as
Z ∞

J=
6y12 + 2.4y1 y2 + 2.44y22 + u2 dt ,

The efficacy of the proposed controller is demonstrated
through the following examples for both known and uncertain
internal dynamics.
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Fig. 3: The output trajectories of the system (31) for different values of the
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state delay as dx = 0.001(s), 0.1(s), 5(s).
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Fig. 5: Regulator performance for the chemical reactor: (a) Reactor output,
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(b) Event threshold and measurement error.

matrix C = 1.2I4 . Here we select Q = 0.1I4 , R = I2 , α = 1
and γ = 4. Then, the solution of the OGDARE (15) becomes
 0.2570 −0.0971 0.0495 0.0138 
0.1262 −0.0394 0.0154
Px = −0.0971
0.0495 −0.0394 0.0433 0.0325

Fig. 4: The optimal cost function surface when dx = 0.01(s).

6 1.2 ] , R = 1 with α = 1 and γ = 4.
which gives Q̃ = [ 1.2
2.44
Then, the solution to the OGDARE (15) becomes
 1.44 −0.15 
P = −0.15
,
0.76

0.0138

Using the design parameters, one can see that the condition
provided in Lemma 1 holds as λmin (C T C − I2 ) = 0.1 > 0.
The output trajectories of the system (31) for different values
of delays as dx = 0.001(s), 0.1(s), and 5(s) when the
dynamics are known are shown in Fig. 3. It can be seen
from this figure that as the delay in the system increases, it
takes more time for the system to converge to the equilibrium
point, which is expected. The convergence of the system to the
equilibrium point and the output trajectory is shown in Fig. 4.
2) Example 2: The chemical refining process from [39]
with transport delay viewed as a system state delay is considered. The process manufactures a product P from raw materials A and B through chemical reaction. A linear chemical
reactor model in the state space representation is given by
(
ẋ(t) = A0 x(t) + Ax(t − 0.01) + Bu(t)
(34)
y(t) = Cx(t)
 −4.93 −1.01 0
0 
−3.20 −5.30 −12.8
0
where A0
=
A
=
6.40 0.347 −32.5 −1.04 ,
0  0.833
 1.92 0 0

 11.0 −3.96
0
10
0 1.92 0
0
, B = 00 10 , and x = [x1 x2 x3 x4 ]T
0
0 1.87 0
0

0

0

0.724

0.0154

0.0325 0.1289

The controller performance for the chemical reactor (34) is
plotted in Fig. 5. From this figure, the state vector converges
to zero asymptotically when the system dynamics are known.
3) Example 3: Consider the linear time delay system [40]
given by
 0 0 
 0 1 
ẋ(t) = −10
−5 x(t) + −2 −1 x(t − 0.2)
+ [ 01 ] u(t),

1 ] x(t)
y(t) = [ 20 1.2

with the following initial profile
[x1 (θ), x2 (θ)] = 1

θ ∈ [−0.2, 0] .
0
[ 10
0 1],R

(35)

The design parameters are considered as Q =
=1
with α = 1 and γ = 2. Using the design parameters, one
can see that the condition provided in Lemma 1 holds as
λmin (C T C − I2 ) = 0.073 > 0. It can be seen in Fig. 6, even
though the proposed approach shows higher overshoot in comparison with [43], there appears to be a trade-off of overshoot
vs convergence. The proposed method is computationally less
expensive due to the event-sampled instants, relaxation of
the explicit knowledge of the system state, and the internal
dynamics of the system are considered uncertain. By contrast,
the approach in [43] requires full state measurement as well
as system dynamics. Therefore, the work of [43] would be a
good benchmark to contrast, as we would like our approach
to attain performance closer to [43] despite uncertain internal
dynamics, output vector measurements, which are not possible
to match exactly.
For the simulation time of 20 seconds, the number of events
or sampled instants from the proposed hybrid approach is
about 400, while for the traditional non event-trigger case

00

represents the state vector with x1 (t) = a(t), x2 (t) = b(t),
x3 (t) = c(t) and x4 (t) = p(t), where a(t) and b(t) denote
the deviations in the weight of reactants A and B, respectively.
The state c(t) and p(t) represents the deviation in the weight
of an intermediate product C and P , respectively. The history
T
functions are taken as φ(θ) = [ 1 1 1 1 ] , θ ∈ [−0.01, 0]. The
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Fig. 6: Performance of the regulator for the time delay system of Example

3, where xp shows the state vector of the proposed approach in this paper, x
is the state vector using [40], and xu denotes the state vector when the drift
dynamics are unknown by using the event-sampled approach from Section IV.

0.2

it is about 2000 events (when the sampling time is 0.01s)
-a five fold reduction in sampled instants, which translate
to communication savings. Moreover, since the weights and
control inputs are not updated at the periodic sampled instants,
there will be a reduction in computational cost. An indepth analysis of communication and computational savings
is presented in [38]. Ours yields similar results (not included
due to space considerations). As expected, the state vector of
the event-sampled regulator does not converge as fast as the
regulator from the known dynamics case, since it takes time to
learn the drift dynamics, whereas, the performance is highly
satisfactory.
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B. Event-triggered adaptive control approach with uncertain
drift dynamics

2
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Fig. 7: The hybrid RL control scheme performance. (a) States, (b) Event
threshold and measurement error, (c) Inter-event time.

Here, A0 , and A of (31) are assumed to be uncertain.
The critic parameters suchas regression vector is selected as
T
σ(y) = y12 y1 y2 y22
and the convergence rate β =
0.85. Using the regression function σ(y), its derivative with
respect to y can be written as ∇σ(y) = [2y1 , 0; y2 , y1 ; 0, 2y2 ].
The hybrid RL scheme performance is shown in Fig. 7, when
the drift dynamics are unknown. Random noise with zero
mean is summed up to the control input to ensure PE. It
is shown in Fig. 7a that when the PE condition is removed,
the outputs of the system converge to zero. The effect of the
PE condition on the output can be seen. The measurement
error and event-trigger threshold are shown in Fig. 7b and
the inter-event times are depicted in Fig. 7c. As shown in
(27) (Theorem 3), the event-trigger threshold is a function of
the estimated system dynamics as well as the system output.
Therefore, the triggering condition violated due to either the
uncertain dynamics or changes in the system output. It can
be observed that there is not any Zeno behavior in the eventtriggering mechanism, which shows the result of Theorem 2
for the case where the dynamics are not known.
The convergence of the estimated parameters is shown
in Fig. 8. Observe the bounded parameter estimation error
from this figure. When t → ∞ and PE condition is held,
it is shown that the parameter estimation error converges to
zero. This complies with the result of Theorem 3. Moreover,
the integral temporal difference error (21) is demonstrated in
Fig. 9. One can see that the eIT DE converges to zero when
the PE condition holds, which shows that the value function
parameters converge to yield an optimal value function. The
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Fig. 8: The parameter estimation error, i.e., ∥P − P̂ ∥.

output with respect to the cost function for both known and
unknown dynamics is shown in Fig. 10. It can be observed
that for the unknown case initially, the value of the cost
function is higher due to the initialization of the parameters.
However, eventually, as the parameters converge, the cost
function approaches the known case and eventually tends to
zero.
VI. C ONCLUSIONS
The event-triggered based adaptive output feedback control of partially uncertain LTI-SSD by using IRL in the
event-sampled formulation is addressed. The zero-sum game
formulation of the time-delay system in the event-sampled
framework appears to yield a saddle-point solution. Given the
system model, a novel output delay game algebraic Riccati
equation is derived. Under known system dynamics, we show
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Fig. 9: The integral temporal difference error, i.e., eIT DE , (21).

Fig. 10: The system outputs vs cost function for both known and unknown
dynamics.

that the closed-loop system is asymptotically regulated with
the designed optimal control input and the event-triggered approach relaxes the continuous availability of output. Next, the
IRL-based actor-critic network estimated the event-triggering
threshold and optimal control input without drift dynamics
and delayed state coefficient. However, the input matrix is
still required for optimal control input. The hybrid learning
scheme helps to attain optimality faster. Lyapunov theory
shows that the controlled system is asymptotically stable. A PE
condition ensures the value function parameter convergence.
The proposed approach is verified through several examples.
Using this approach, the authors conclude that the eventsampled framework helps to conceive the iterative and hybrid
techniques needed for OAC of time-delay systems.
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which can be simplified as
V̇ ≤ −φ1 (∥y∥) + φ2 (∥y∥)∥eu (t)∥

(41)

2

∥y∥
2
T
T T
where φ1 (∥y∥) = ∥C∥
2 ∥Q + γ 2 C P CBB C P C∥ and
φ2 (∥y∥) = ∥y∥∥2P CB∥.
Using the triggering condition (16) and ISS assumption, one
has
V̇ ≤ −φ1 (∥y∥) + φ2 (∥y∥)∥e∗u (t)∥
(42)

Pr
ep
rin

t

Now, using the definition of e∗u (t) in (14) and the definition
of φ2 (∥x∥), equation (42) yields


1
V̇ ≤ − φ1 (∥y∥) − 2 (φ2 (∥y∥))2
(43)
2γ
Therefore, one can design the parameter γ such that
φ1 (∥y∥) > 2γ1 2 (φ2 (∥y∥))2 , which ensures that the first timederivative of the Lyapunov-Krasovskii function remains negative. This results in the asymptotic stability of the closed-loop
system employing the triggering condition (16) and under ISS
assumption. Since the output vector is y = Cx, this implies
that the system state vector tends to zero asymptotically.

A PPENDIX A
P ROOF OF T HEOREM 1
Proof: Let the value function (11) be considered as
the Lyapunov-Krasovskii candidate function. Then, the first
derivative of (11), with respect to time and using the Leibniz
integral formula, gives

A PPENDIX B
P
ROOF
OF T HEOREM 2
+ αy T (t)y(t) − αy T (t − dx )y(t − dx ).
Recall the following definitions from (14): u∗ (t) = Kx(t),
Substituting the control input from (14), (36) turns into
∗
eu (t) = Lx(t), and eu (t) = u∗ (tk ) − u∗ (t) for t ∈ [tk , tk+1 ),
−1 T T
where K = −R−1 B T C T P Cand L = γ12 B T C T P C =
V̇ = (A0 x(t) + Ax(t − dx ) − BR B C P Cx(t)
− γR2 K. In any inter-event period, it holds that ėu (t) =
+ Beu (t))T C T P Cx + xT C T P C(A0 x(t)
,
(37)
−K ẋ(t), and, from the system dynamics, we have ∥ẋ(t)∥ =
+ Ax(t − dx ) − BR−1 B T C T P Cx(t) + Beu (t))
∥Ao x(t) + Ax(t − dx ) + Bu∗ (t) + Beu (t)∥ ≤ ∥(Ao +
+ αxT (t)C T Cx(t) − αxT (t − dx )C T Cx(t − dx )
BK)x(t) + Ax(t − dx )∥ + ∥Beu (t)∥ (using triangle inequal1 T
T T
which, by adding and subtracting α C P CAA C P C and ity). For the (continuously) controlled system, there exists
αx(t − dx )T x(t − dx ) and after simplification, turns (37) into a constant Lx such that the closed-loop system satisfies
∥ẋ(t)∥ = ∥Ao x(t) + Ax(t − dx ) + Bu∗ (t)∥ ≤ Lx ∥x(t)∥. To
V̇ = xT AT0 C T P C + C T P CA0 − 2C T P CBR−1 B T C T P C see this, note that when e (t) = 0 for t ∈ [t − d , t
u
x k+1 ),

1 T
i.e.,
for
a
continuously
controlled
system,
we
can
employ
T
T T
T T
+αC C + C P CAA C P C x + 2x C P CBeu (t)
α
the results of Theorem 1 to show that V̇ (t) = ∇Vx ẋ(t) ≤
−ϕ1 (∥Cx∥), with ẋ(t) = Ao x(t)
− dx ) + Bu∗ (t),
− αxT (t − dx )(C T C − In )x(t − dx )
R t + Ax(t
T
T
T
V = x (t)C P Cx(t) + α t−dx x (s)C T Cx(s)ds, and
T
1 T T
−
A C P Cx − αx(t − dx )
∇Vx = ∂V
∂x . For Rthis choice of V , we have ∇Vx ≤
 Tα T

t
A C P Cx − αx(t − dx ) .
(38) 2∥C∥∥P ∥∥x∥ + 2α t−dx ∥Cx(s)∥ds. For x ̸= 0, we have
∥ẋ∥ ≤ −ϕ1 (∥x∥)/∥∇Vx ∥ ≤ ϕ1 (∥x∥)/2∥C∥∥P ∥∥x∥. Using
In (38), the last two terms are negative definite, as
the definition of ϕ1 from (41), we can compute Lx in terms
T
λmin (C C − In ) > 0 and the last term is a negative definite
of Q, P, B, C, γ.
term. Therefore, one has
Therefore, we have the following relation ∥ėu (t)∥ ≤
V̇ ≤ xT AT0 C T P C + C T P CA0
∥K∥Lx ∥x(t)∥+∥K∥∥B∥∥eu (t)∥, and ∥ėu (t)∥ ≤ KL ∥x(t)∥+
KL ∥eu (t)∥ with KL = max{Lx ∥K∥, ∥K∥∥B∥}.
− 2C T P CBR−1 B T C T P C

Consider the event-triggering condition
.
(39)
1
+αC T C + C T P CAAT C T P C x
R
R
α
∥eu (t)∥ ≤ ∥e∗u (t)∥ = ∥ − 2 u∗ (t)∥ = ∥ 2 Kx(t)∥. (44)
γ
γ
+ 2xT C T P CBe (t)
V̇ (x(t)) = ẋT C T P Cx + xT C T P C ẋ

(36)

u

11

∥
Because

R
K T RT RK
Kx(t)∥ = (xT (t)
x(t))1/2 .
2
γ
γ4

K T RT RK
γ4

A. Boundedness at the triggering instants, t = tk

(45)

To proceed, the following Lyapunov candidate function is
defined as
L = V1 (y) + V2 (θ̃)
(50)
R
t
where V1 (y) = y(t)T P y(t) + α t−dx y T (s)y(s)ds and
V2 (θ̃) = 21 θ̃T θ̃.
For the proof of part 1, the first difference of (50) becomes

∈ Rn×n is a square matrix, there exists a
T

T

Toeplitz decomposition such that xT K Rγ 4 RK x = xT KR x,
where KR is symmetric positive semi-definite. Hence,
R
∥ 2 Kx(t)∥ = (xT KR x)1/2 ≥ λm (KR )(xT x)1/2 , (46)
γ
where λm (KR ) is the minimum eigenvalue of KR . This
reveals that the threshold for the trigger condition satisfies
∥e∗u (t)∥ ≥ λm (KR )(xT x)1/2 . As a result, we can analyze the
following inequality relationship
∥eu (t)∥ ≤ λm (KR )∥x(t)∥ ≤ ∥e∗u (t)∥.

∆L = ∆V1 (y) + ∆V2 (θ̃)

The derivative of the first term can be written as
∆V1 (y) = V1 (y(t+ ))R− V1 (y(t)) which becomes ∆V1 (y) =
t
y(t+ )T P y(t+ ) + α t−dx y(t+ )T y(t+ )ds − y(t)T P y(t) −
Rt
α t−dx y T (s)y(s)ds and at the triggering instant y(t+ ) = y(t)
which results in ∆V1 (y) = 0. Then, for the second term of
(51), one has

(47)

In the following, we show that even with a lower threshold
λm (KR )∥x(t)∥, the minimum inter-event time is positive,
which is sufficient to conclude that the proposed eventtriggering mechanism does not exhibit Zeno-behavior. In other
words, we show that the minimum time required for eu (t)
to grow from eu (t) = 0 at tk for any k = 0, 1, . . . to
λm (KR )∥x(t)∥ is non-zero positive constant, which implies
that the minimum inter-event time with threshold ∥e∗u (t)∥ is
also a nonzero, positive constant due to (46).
When x(t) ̸= 0, we can evaluate the derivative

1 + T + 1 T
(θ̃ ) θ̃ − θ̃ θ̃
2
2
By the aid of (26) and (25), (52) results in
∆V2 (θ̃) =

∆V2 (θ̃) = −β θ̃T
2

+ β θ̃

∆V2 (θ̃) ≤ −

Thus, we have

d ∥eu ∥
dt ∥x∥

2 θ̃
⊤
(1 + ∆σ(y) ∆σ(y))
T
T
T ∆σ(y)∆σ(y) ∆σ(y)∆σ(y)
⊤

4

(53)
θ̃

which by taking the norm and using the inequality
β 2 ∥∆σ(y)T ∆σ(y)∥
β2
4 ≤
2 , (53) can be upper
2(1+∆σ(y)⊤ ∆σ(y))
2(1+∆σ(y)⊤ ∆σ(y))
bounded by

d (eTu eu )1/2
xT ẋ∥eu ∥
d ∥eu (t)∥
−eTu K ẋ
=
−
,
=
dt ∥x(t)∥
dt (xT x)1/2
∥eu ∥∥x∥ ∥x∥∥x∥∥x∥
∥eu ∥ ∥ẋ∥
∥eu ∥ 2
)
≤ ∥K∥KL (1 +
) .
∥x∥ ∥x∥
∥x∥

∆σ(y)∆σ(y)T

2(1 + ∆σ(y) ∆σ(y))

(48)

which can be simplified using the quotient rule as

≤ ∥K∥(1 +

(52)

t
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rin
d (eTu eu )1/2
d ∥eu (t)∥
=
,
dt ∥x(t)∥
dt (xT x)1/2

(51)

(49)

+

u∥ 2
≤ κL (1+ ∥e
∥x∥ ) , where κL = ∥K∥KL .

β
⊤

(1 + ∆σ(y) ∆σ(y))
β2
⊤

2(1 + ∆σ(y) ∆σ(y))

u∥
We can conclude that ∥e
∥x∥ ≤ ϕ(t, ϕ0 ), where ϕ(t, ϕ0 ) is the
solution of ϕ̇ = κL (1 + ϕ)2 satisfying ϕ(t, ϕ0 ) = ϕ0 . From
(47), we have that the inter-event times are bounded by the
u (t)∥
time it takes for ϕ = ∥e∥x∥
to evolve from 0 to λm (KR ),
i.e., the inter-event times are bounded by the solution τ ∈ R+
of ϕ(τ, 0) = λm (KR ). Since ϕ(τ, 0) = τ κτ LκL−1 , we obtain
τ = κL +κL 1λm (KR ) . Since the inter-event times are lowerbounded by a non-zero positive constant τ when the events
are generated by a conservative threshold λm (KR )∥x(t)∥, the
constant τ also forms a conservative lower-bound for the interevent times for the proposed threshold ∥e∗u (t)∥. This concludes
the proof.

2 ∥θ̃

T

∆σ(y)∥2
(54)

T
2
2 ∥θ̃ ∆σ(y)∥

Under the persistent excitation
 vector and
 of the regression
∆σ(y)∆σ(y)T
1
considering ρ =
, (54) turns
inf
2
⊤
∀t∈(tk ,tk+1 ) (1+∆σ(x) ∆σ(y))
into


2
β
β
∆V2 (θ̃) ≤ −
1−
θ̃
(55)
ρ
2
which implies ∆L ≤ 0, if β < 2 at triggering instants.
Since the first difference of the Lyapunov function does not
include the output vector, it becomes negative semi-definite.
However, since the output of the system does not change at
the triggering instants and it will be proven that during the
inter-event times the system output becomes bounded, one
can conclude that the output vector becomes bounded at the
triggering instants. Eventually, the output vector during the
inter-event time converges to zero and the overall Lyapunov
function derivative becomes negative definite.

A PPENDIX C
P ROOF OF T HEOREM 3
Proof: The proof of Theorem 3 has two parts as the
update law is considered for two different time intervals, one
during the inter-event times and another one at the triggering
instants. First, it is shown that the system state vector and
the parameter estimation error is bounded at the triggering
instants. Then, the boundedness is shown during the triggering
instants.

B. Boundedness during the inter-event times, t ∈ [tk , tk+1 )
For the proof of part 2, the first derivative of (50), during
the inter-event times, becomes
L̇ = V̇1 (y) + V̇2 (θ̃)
12

(56)

The first derivative of V1 (y), by considering the estimated
control input and estimated control input error, can be written
as
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V̇ = (A0 x(t) + Ax(t − dx ) + B û + Bêu )T C T P Cx
+ xT C T P C(A0 x(t) + Ax(t − dx ) + B û + Bêu ) , (57)
+ αxT (t)C T Cx(t) − αxT (t − dx )C T Cx(t − dx )
Adding
and
subtracting
2xT C T P CBu∗
and
T T
∗
2x C P CBeu and by using the procedure presented
in the proof Theorem 1, (57) yields
V̇1 ≤ −xT Qx + 2xT C T P CB(û + ê)
− 2xT C T P CB(u∗ + e∗u )
T

(58)

T

− αx (t − dx )(C C − In )x(t − dx )
which, from the definition of the control input error in (6), can
be written as
T

T

− αx (t − dx )(C C − In )x(t − dx )
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(59)

t

V̇1 ≤ −xT Qx + 2xT C T P CB(û(tk ) − u∗ (tk ))

Pr
ep
rin

Defining
ũ(tk )
=
u∗ (tk ) − û(tk )
=
−1 T T
−R B ∇ σ(y(tk ))θ̃(tk ) and using −y T P B = u∗ T R
from (14), (59) turns into
V̇1 ≤ − xT Qx − 2u∗ T Rũ(tk )

− αxT (t − dx )(C T C − In )x(t − dx )

(60)

Using the Young’s inequality, (60) gives
V̇1 ≤ − xT Qx + u∗ T u∗

+ θ̃T ∇σ(y(tk ))BB T ∇T σ(y(tk ))θ̃
T

(61)

T

− αx (t − dx )(C C − In )x(t − dx )

Next, considering the first derivative of the second term in
˙
(50) as V̇2 (θ̃) = θ̃T θ̃ and using the parameter estimation error
(26) and (25), results in
V̇2 = −β θ̃T 

∆σ(y)∆σ(y)
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T

2 θ̃
⊤
1 + ∆σ(y) ∆σ(y)

(62)

Summing up (62) and (61), taking the norm and, after some
simplification, one has

L̇ ≤ − δ1 (∥y∥2 ) − αλmin (C T C − In )∥xT (t − dx )∥2


(63)
β
2
T
2
−
− ∥B∥ ∥∇ σ(y(tk ))∥ ∥θ̃∥2
ρ
1
where δ1 (∥y∥2 ) = ∥C∥
xT Qx − u∗ T u∗ . This implies that if
β
2
T
2
T
ρ > ∥B∥ ∥∇ σ(y(tk ))∥ and λmin (C C − In ) > 0, then,
considering the results for both cases of inter-event times
and event-triggering instants yields L̇ < 0, which guarantees
the asymptotic stability of the overall closed-loop system,
provided the PE condition holds. Since the output goes to
zero and using the output equation, y = Cx with C a
constant matrix, the system state vector converges to zero
asymptotically.
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