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GLOBAL STRUCTURE OF ADMISSIBLE BV SOLUTIONS TO PIECEWISE
GENUINELY NONLINEAR, STRICTLY HYPERBOLIC CONSERVATION LAWS IN
ONE SPACE DIMENSION
STEFANO BIANCHINI AND LEI YU
Abstract. The paper gives an accurate description of the qualitative structure of an admissible BV
solution to a strictly hyperbolic, piecewise genuinely nonlinear system of conservation laws. We prove
that there are a countable set Θ which contains all interaction points and a family of countably many
Lipschitz curves T such that outside T ∪ Θ u is continuous, and along the curves in T , u has left
and right limit except for points in Θ. This extends the corresponding structural result in [8, 10] for
admissible solutions.
The proof is based on approximate wave-front tracking solutions and a proper selection of disconti-
nuity curves in the approximate solutions, which converge to curves covering the discontinuities in the
exact solution u.
1. Introduction
This paper is concerned with the qualitative structure of admissible solutions to the strictly hyperbolic
N ×N system of conservation laws in one space dimension
(1.1)
{
ut + f(u)x = 0 u : R+ × R→ Ω ⊂ RN , f ∈ C2(Ω,R),
u|t=0 = u0 u0 ∈ BV(R; Ω).
We assume the strict hyperbolicity in Ω: the eigenvalues {λi(u)}Ni=1 of the Jacobin matrix A(u) =
Df(u) satisfy
λ1(u) < · · · < λN (u), u ∈ Ω.
Furthermore, as we only consider the solutions with small total variation, it is not restrictive to assume
that Ω is bounded and there exist constants {λˇj}Nj=0, such that
(1.2) λˇk−1 < λk(u) < λˇk, ∀u ∈ Ω, k = 1, . . . , N.
Let {ri(u)}Ni=1 and {lj(u)}Nj=1 be a basis of right and left eigenvectors, depending smoothly on u, such
that
lj(u) · ri(u) = δij and |ri(u)| ≡ 1, i, j = 1, . . . , N.
Let Ri[u0](ω) be the value at time ω of the solution to the Cauchy problem
du
dω
= ri(u(ω)), u(0) = u0.
We call the curve Ri[u0] the i-rarefaction curve through u0.
We say that the system (1.1) is piecewise genuinely nonlinear if the set where ∇λi · ri = 0 is covered
by k¯i transversal manifolds: more precisely,
Zi :=
{
u ∈ Ω : |∇λi · ri(u)| = 0
}
=
k¯i⋃
j=1
Zji ,
where Zji is a N − 1-dimensional manifolds such that
(1) each Zji is transversal to the vector field ri(u), i.e.
(1.3)
(∇(∇λi · ri) · ri)(u) 6= 0 for u ∈ Zji ;
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2 STEFANO BIANCHINI AND LEI YU
(2) each rarefaction curve Ri[u0] crosses all the Z
j
i , and moreover defining the points ω
j [u0] by
Ri[u0](ω
j [u0]) ∈ Zji ,
then j 7→ ωj [u0] is strictly increasing.
This implies that along Ri, λi has a finite number of critical points.
Denote with ∆ji the set of points u between Z
j
i and Z
j
i+1:
∆ji :=
{
u ∈ Ω : ωj [u] < 0 < ωj+1[u]}.
Without any loss of generality, we assume that
(1.4a) ∇λi · ri(u) < 0 if j is even, u ∈ ∆ji ,
(1.4b) ∇λi · ri(u) > 0 if j is odd, u ∈ ∆ji .
From now on, we assume that every characteristic field of (1.1) is piecewise genuinely nonlinear.
It is well known that, because of the nonlinear dependence of the characteristic speeds λi(u) on the
state variable u, the solution to (1.1) develops discontinuities within finite time, even with smooth initial
data. Therefore, in order to construct solutions globally defined in time, one considers weak solutions
interpreting the equation (1.1) in a distributional sense. We recall that u ∈ C(R+;L1loc(R;RN )) is a weak
solution to the Cauchy problem (1.1) if the initial condition is satisfied and, for any smooth function
φ ∈ C1c (]0, T [×R) there holds∫ T
0
∫
R
φt(t, x)u(t, x) + φx(t, x)f(u(t, x))dxdt = 0
As a consequence of the weak formulation, it follows that a function with a single jump discontinuity
u(t, x) =
{
uL if x < σt,
uR if x > σt,
is a solution to (1.1), if and only if the left and right states uL, uR ∈ RN , and the speed σˆ satisfy the
Rankine-Hugoniot condition
(1.5) f(uR)− f(uL) = σˆ(uR − uL).
By the strict hyperbolicity, it is known that for any u− ∈ Ω there exists s0 > 0 and N smooth curves
Si[u
−] : [−s0, s0]→ Ω, associated with functions σˆi : [−s0, s0]→ R such that
(1.6) σˆi(s)[Si[u
−](s)− u−] = f(σˆi(Si[u−](s))− f(u−)
and satisfying
Si[u
−](0) = u−, σˆi(0) = λi(u−),
d
ds
Si[u
−](0) = ri(u−).
The curve Si[u
−] the i-th Hugoniot curve issuing from u− and we also say that [u−, u+] is an i-
discontinuity with speed σˆi(u
−, u+) := σˆ(s) if u+ = Si[u−](s).
Since weak solutions to (1.1) may not be unique, an entropy criterion for admissibility is usually added
to rule out nonphysical discontinuities. In [10], T.P. Liu proposed the following admissibility criterion
valid for weak solutions to general systems of conservation laws
We say the i-discontinuity [u−, u+], u+ = Si[u−](s)], is Liu admissible if it satisfies Liu admissible
condition: for s0 > 0
σˆi(u
+, u−) ≤ σˆi(u, u−)
where u = Si[u
−](τ) for each τ ∈]0, s0[, and for s0 < 0
σˆi(u
+, u−) ≥ σˆi(u, u−),
where u = Si[u
−](τ) for each τ ∈]s0, 0[.
Let [u−, u+], u+ = Si[u−](s), be a Liu admissible i-discontinuity. Following the notation of [10], we
call the jump [u−, u+] simple if ∀τ ∈]0, s[ when s > 0 (∀τ ∈]s, 0[ when s < 0),
σˆi(Si[u
−](τ), u−) < σˆi(u, u−) (σˆi(Si[u−](τ), u−) > σˆi(u, u−)).
If [u−, u+] is not simple, then we call it a composition of the waves [u−, u1], [u1, u2], · · · , [ul, u+], if
(1.7) uk = Si[u
−](sk) and σˆi(uk, uk−1) = σˆi(u+, u−),
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where
0 = s0 < s1 < s2 < · · · < sl < s (or s < sl < · · · < s1 < s0 = 0),
and there are no other points τ such that (1.7) holds.
In [10], under assumption of piecewise genuinely nonlinearity, it is proved by using Glimm scheme
that if the initial data has small total variation, there exists a weak BV solution of (1.1) satisfying Liu
admissible condition. Therefore, it enjoys the usual regularity properties of BV function: u either is
approximately continuous or has an approximate jump at each point (x, t) ∈ R+ × R \ N , where N is a
subset whose one-dimensional Hausdorff measure is zero.
In [10], the author shows much stronger regularity that u holds. The set N contains at most countably
many points. Moreover, u is continuous (not just approximate continuous) outsideN and countably many
Lipschitz continuous curves.
In [8], the authors adopt wave-front tracking approximation to prove the similar result for (1.1) with
the assumption that each characteristic field is genuinely nonlinear. Moreover, the authors where able to
prove that outside the countable set N there exist right and left limits u−, u+ along the jump curves in
the uniform norm, and these limits are stable w.r.t. wavefront approximate solutions: more precisely, for
each jump point (not interaction point) of the solution, there exists a jump curve for the approximate
solution converging to it and such that its left and right limit converge to u−, and u+ uniformly. In [6]
(Theorem 10.4), the author generalize his result in [8] to the case when some characteristic field may be
linearly degenerate.
To prove this new regularity estimates one has to overtake additional difficulties, and this is the reason
why they have so far been restricted to genuinely nonlinear of linearly degenerate systems: in fact the
proof in [6] is based on the wave structure of the solution to genuinely nonlinear or linearly degenerate
systems, where only one shock curve passes through the discontinuous point (which is not an interaction
point) of the admissible solution.
In this paper, we extend the techniques of [6] to prove an analogous result about global structure of
admissible solution for piecewise genuinely nonlinear system of (1.1) by means of wave-front tracking
approximation. This not only completes the corresponding result in [10], but also makes it possible to
prove SBV regularity for the solution of piecewise genuinely nonlinear strictly hyperbolic system. In fact,
one of the key argument for SBV regularity in the proofs contained in [4] and [5], is that outside the
interaction points the left and right values of jumps are approximated uniformly by wavefront approximate
solutions.
f(u)
u1
u2
u3
u4
Figure 1.
x1 x2 x3
u4u1
P
u3u2
Figure 2.
As we said, the assumption of genuinely nonlinearity done in [8] implies that there is only one shock
curve passing through the discontinuous point (which is not an interaction point) of the admissible
solution. For piecewise genuinely nonlinear case, however, due the presence of the composite discontinuity,
there may be several discontinuity curves passing through the same discontinuity point which is not an
interaction point. For example, consider a scalar equation where f has two inflection points (it is thus
clearly piecewise genuinely nonlinear), Figure 1, and let u0 be the initial data be
u0 =

u1 if x < x1,
u2 if x1 < x < x2,
u3 if x2 < x < x3,
u4 if x > x3.
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The same Figure 2 shows two shocks connecting value u1, u2 and u3, u4 respectively interact with a
center rarefaction wave and eventually have the same speed at P (which is thus not and interaction point)
and combine together becoming a single shock. Clearly such wave pattern can not happen if f is convex
or concave.
In this paper we prove the following theorem:
Theorem 1.1. Let u be a Liu admissible solution of the Cauchy problem (1.1). Then there exist a
countable set Θ of interaction points and a countable family T of Lipschitz continuous curves such that
u is continuous outside Θ and Graph(T ).
Moreover, suppose u(t0, x) is discontinuous at x = x0, and (t0, x0) /∈ Θ. Write uL = u(t0, x0−), uR =
u(t0, x0+) and suppose that u
R = Si[u
L](s) with s > 0 (s < 0).
• If [uL, uR] is simple, there exists a Lipschitz curve y ∈ T , s.t y(t0) = x0
uL = lim
x<y(t)
(x,t)→(t0,x0)
u(x, t), uR = lim
x>y(t)
(x,t)→(t0,x0)
u(x, t)
and the curve y propagates with shock speed σˆ(uL, uR) at (t0, x0), that is
y˙(t0)(u
R − uL) = f(uR)− f(uL).
and
y˙(t0) ≤ σˆi(Si[uL](τ), uL), ∀τ ∈ [0, s] (y˙(t0) ≥ σˆi(Si[uL](τ), uL), ∀τ ∈ [s, 0]).
• If [uL, uR] is a composition of [uL, u1], [u1, u2], · · · , [ul, uR], then there exists p Lipschitz contin-
uous curves y1, · · · , yp ∈ T , p ≤ l + 1 satisfying
- y1(t0) = · · · = yp(t0) = x0,
- y′1(t0) = · · · = y′p(t0),
- y1(t) ≤ · · · ≤ yp(t),for all t in a neighborhood of t0,
s.t.
uL = lim
x<y1(t)
(x,t)→(t0,x0)
u(x, t), uR = lim
x>yp(t)
(x,t)→(t0,x0)
u(x, t),
and if in a small neighborhood of (t0, x0), yj and yj+1 are not identical, one has
(1.8) uj = lim
yj(t)<x<yj+1(t)
(x,t)→(t0,x0)
u(x, t).
Also, these curves propagate with speed σˆ(uL, uR) at (t0, x0), that is
y˙n(t0)(u
R − uL) = f(uR)− f(uL), n ∈ {1, · · · , p}.
and the stability conditions hold:
y˙n(t0) ≤ σˆi(Si[uL](τ), uL), ∀τ ∈ [0, s], (y˙n(t0) ≥ σˆi(Si[uL](τ), uL), ∀τ ∈ [s, 0]).
As in [6], the above result is based on this strong convergence result for approximate wave-front
solutions.
Theorem 1.2. Consider a sequence of wave-front tracking approximate solutions uν (see Section 3
for definitions) converging to u in L1loc. Suppose P = (τ, ξ) is a discontinuous point of u and write
uL = u(τ, ξ−), uR = u(τ, ξ+). Assume there are only l Lipschitz continuous curves T 3 yn : [t−n , t+n ] 7→
R, n = 1, · · · , l passing through the point P and
y1(t) ≤ · · · ≤ yl(t) in a small neighborhood of τ .
Then up to a subsequence, there exists yn,ν : [t
−
n,ν , t
+
n,ν ] 7→ R, n = 1, · · · , l which are discontinuity curves
of uν with uniformly large strengths, where t
−
n,ν → t−n , t+n,ν → t+n and
yn,ν(t)→ yn(t) for every t ∈ [t−n , t+n ].
Moreover, one has
lim
r→0+
lim sup
ν→∞
 sup
x<y1,ν (t)
(x,t)∈B(P,r)
∣∣uν(x, t)− uL∣∣
 = 0,
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lim
r→0+
lim sup
ν→∞
 sup
x>yl,ν (t)
(x,t)∈B(P,r)
∣∣uν(x, t)− uR∣∣
 = 0.
A brief outline of this paper follows.
In Section 2, we recall the definition of construction of Riemann solvers introduced in [3].
In Section 3, we briefly describe the wave-front tracking approximate scheme which originally designed
for general strictly hyperbolic system (see [1]). In particular, we introduce the definition of interaction
and cancelation measures.
Section 4 contains the main idea of the paper: the definition of subdiscontinuity curves and (, k)-
approximate subdiscontinuity curves in the approximate wavefront solution. In this section we show that
their number is uniformly bounded with respect to approximation parameter.
In Section 5, we finally give the proof for Theorem 1.1 and Theorem 1.2.
In Section 6, we construct a strictly hyperbolic 2×2 system of conservation laws, which is not piecewise
genuinely nonlinear and its admissible solutions to some initial datum do not have the structural properties
described in Theorem 1.1.
2. Solution of Riemann problem
As in [2], for a fixed point u0 ∈ Ω and i ∈ {1, · · · , N}, one can construct smooth vector-value maps
r˜i = r˜j(u, vi, σi) for (u, vi, σi) ∈ RN ×R×R with r˜i(u, 0, σ) = ri(u) for all u, σi. Setting l0i := li(u0), we
can normalize r˜i such that
(2.1) 〈l0j , r˜i(u, vi, σi)〉 =
{
1 i = j,
0 i 6= j.
Writing the speed function λ˜i := l
0
i ·Df(u)r˜i(u, vi, σi), we consider the set, for some δ0, C0 > 0 fixed
and s > 0
Γi(s, u
−) :=
{
γ ∈ Lip([0, s],RN+2), γ(ξ) = (u(ξ), vi(ξ), σi(ξ))
u(0) = u−, |u(τ)− u−| = τ, vi(0) = 0,
|vi| ≤ δ1, |σi(τ)− λi(u0)| ≤ 2C0δ1
}
.
Given a curve γ ∈ Γi, we define the scalar flux function
(2.2) f˜i(τ, γ) =
∫ τ
0
λ˜i(u(ξ), vi(ξ), σi(ξ))dξ.
Moreover, we define the lower convex envelope of f˜i on [a, b] ⊂ [0, s] as
conv
[a,b]
f˜i(τ ; γ) := inf
{
θfi(τ
′, γ) + (1 + θ)fi(τ ′′, γ);
θ ∈ [0, 1], τ ′, τ ′′ ∈ [a, b], τ = θτ ′ + (1 + θ)τ ′′
}
.
Then define a nonlinear operator Ti,s : Γi(s, u−)→ Γi(s, u−) by setting γ = γˇ := (uˇ, vˇi, σˇi),where
(2.3)

uˇ(τ) = u− +
∫ τ
0
r˜i(u(ξ), vi(ξ), σ(ξ))dξ,
vˇi(τ) = f˜i(τ ; γ)− conv[0,s] f˜i(τ, γ),
σˇi =
d
dτ conv[0,s] f˜i(τ ; γ).
One can show that T is a contraction in Γi(s, u−) with respect to the distance
D(γ, γ′) := δ1||u− u′||L∞ + ||vi − v′i||L1 + ||viσi − v′iσ′i||L1 ,
where
γ = (u, vi, σi), γ
′ = (u′, v′i, σ
′
i) ∈ Γi(s, u−).
Hence, for any s and u− in a small neighborhood of u0, Ti has a unique fixed point, which is a Lipschitz
continuous curve
γ¯(τ) =
(
u¯(τ ;u−, s), v¯i(τ ;u−, s), σ¯i(τ ;u−, s)
)
, τ ∈ [0, s].
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Then the elementary curve for i-th family is defined as
(2.4) Ti[u
−](s) := u¯(s;u−, s).
After adopting the following notations
σi[u
−](s, τ) := σ¯i(τ ;u−, s),
(2.5) f˜i[u
−](s, τ) := f˜i(τ ; γ¯).
and recalling that the Riemann problem is the Cauchy problem (1.1) with piecewise constant initial data
of the form
(2.6) u0(x) =
{
uL x < 0,
uR x > 0,
where uL, uR are two constants. One has the following theorem [3].
Theorem 2.1. For every u ∈ Ω and s > 0 sufficiently small,
(1) N Lipschitz continuous curves s 7→ Ti[u](s) ∈ Ω, i = 1, . . . , N , satisfying lims→0 ddsTi[u](s) =
ri(u),
(2) N Lipschitz continuous functions (s, τ) 7→ σi[u](s, τ), with 0 ≤ τ ≤ s and i = 1, . . . , N , satisfying
τ 7→ σi[u](s, τ) which are increasing and such that σi[u](s, 0) = λi(u),
with the following properties.
When uL ∈ Ω, uR = Ti[uL](s), for some s sufficiently small, the unique Liu admissible solution of the
Riemann problem (1.1)-(2.6) is defined a.e. by
(2.7) u(x, t) :=

uL x/t < σi[u
L](s, 0),
Ti[u
L](τ) x/t = σi[u
L](s, τ), τ ∈ [0, s],
uR x/t > σi[u
L](s, s).
For the case when s < 0, a right state uR = Ti[u
L](s) can be constructed in the same way as before,
except that one replaces conv[0,s] f˜i in (2.3) with the upper concave envelope of f˜i on [s, 0]:
conc
[a,b]
f˜i(τ ; γ) := sup
{
θfi(τ
′, γ) + (1 + θ)fi(τ ′′, γ);
θ ∈ [0, 1], τ ′, τ ′′ ∈ [a, b], τ = θτ ′ + (1 + θ)τ ′′
}
,
and looks at the fixed point of of the integral system (2.3) on the interval [s, 0].
Because of the assumption (2.1) and the definition (2.4), the elementary curve Ti[u
L] is parameterized
by its i-th component relative to the basis r1(u
0), · · · , rN (u0) i.e.
(2.8) s = 〈l0i , Ti[uL](s)− uL〉.
Remark 2.2. In [3], it is proved that if uL, uR ∈ ∆ki with some k even (odd) and uR = Ti[uL](s), s >
0 (s < 0), the solution u of the Riemann problem with the initial date (2.6) is a center rarefaction wave,
that is for t > 0,
u(x, t) =

uL if x/t < λi(u
L),
uR if x/t > λi(u
R),
Ri[u
L](τ) if x/t ∈ [λi(uL), λi(uR)], x/t = λi(Ri[uL](τ)),
where τ ∈ [0, s] (τ ∈ [s, 0]) such that s = 〈l0i , Ri[uL](s)− uL〉. Notice that u is smooth for t > 0.
Remark 2.3. As shown in [3] (also see Remark 4 in [1] and Section 4 of [10]), under the assumption of
piecewise genuine nonlinearity, the solution of the Riemann problem provided by (2.7) is a composed
wave of the i-th family containing a finite number of rarefaction waves and Liu admissible discontinuities.
Recalling Theorem 2.1, one knows that the regions where the vi-component of the solution to (2.3)
vanishes correspond to rarefaction waves, while the regions where the vi-component of the solution to
(2.3) is different from zero correspond to admissible discontinuities.
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The Liu admissible solution [3] of a Riemann problem for (1.1)-(2.6) is obtained by constructing a
Lipschitz continuous map
(2.9) s := (s1, . . . , sN ) 7→ T [uL](s) := TN
[
TN−1
[ · · · [T1[uL](s1)] · · · ](sN−1)](sN ) = uR,
which is one to one from a neighborhood of the origin onto a neighborhood of uL. Then we can uniquely
determine intermediate states uL = ω0, ω1, . . . , ωN = u
R, and the wave strength s1, s2, . . . , sN such
that
ωi = Ti[ωi−1](si), i = 1, . . . , N,
provided that |uL − uR| is sufficiently small.
By Theorem 2.1, each Riemann problem with initial date
(2.10) u0 =
{
ωi−1 x < 0,
ωi x > 0,
admits a self-similar solution ui, containing only i-waves. We call ui the i-th elementary composite wave
or simply i-wave. Therefore, under the strict hyperbolicity assumption, the solution of the Riemann
problem with the initial data (2.6) is obtained by piecing together the self-similar solutions of the Riemann
problems given by (1.1)-(2.10).
Indeed, from the strict hyperbolicity assumption (1.2), the speed of each elementary i-th wave in the
solution ui is inside the interval [λˇi−1, λˇi] if s 1, so that the solution of the general Riemann problem
(1.1)-(2.6) is then given by
(2.11) u(x, t) =

uL x/t < λˇ0,
ui(x, t) λˇi−1 < x/t < λˇi, i = 1, . . . , N,
uR x/t > λˇN .
3. Description of wave-front tracking approximation
In [1], the authors provide an algorithm of wave-front tracking approximation for vanishing viscosity
BV solutions to the strictly hyperbolic system which is much more general than the case discussed here.
We modify a little about its algorithm in order to simplify our analysis. Due to Theorem 2.1, one knows
that the solution constructed by such approximation is Liu admissible.
Wave-front tracking approximation is an algorithm which produces piecewise constant approximate
solutions to the Cauchy problem (1.1). In order to construct approximate wave-front tracking solutions,
given a fixed  > 0, we first choose a piecewise constant function u0 which is a good approximation to
initial data u0 such that
(3.1) Tot.Var.{u0} ≤ Tot.Var.{u0}, ||u0 − u0||L1 < ,
and u0 only has finite jumps. Let x1 < · · · < xm be the jump points of u0. For each α = 1, . . . ,m, we
approximately solve the Riemann problem (just shifting the center from (0, 0) to (0, xα)) with the initial
data of the jump [u0(xα−), [u0(xα+)] by a function w(x, t) = φ(x−x0t ) where φ is a piecewise constant
function. The straight lines where the discontinuities locate are called wave-fronts (or just fronts for
short). The wave-fronts can prolong until they interact with other fronts, then at the interaction point, the
corresponding Riemann problem is approximately solved and several new fronts are generated forward.
Then one tracks the wave-fronts until they interact with other wave-fronts, etc... In order to avoid the
algorithm to produce infinite many wave-fronts in finite time, different kinds of approximate Riemann
solvers should be introduced.
3.0.1. The approximate i-th elementary wave. Suppose that ui is an i-th elementary composite wave
which is obtain by solving Riemann problem with initial data (2.10) where ωi = Ti[ωi−1](si). For
notational convenience, we write σi(τ) := σi[ωi−1](si, τ). Let
p :=
[
σi(si)− σi(0)

]
+ 1
and
ϑl := σi(0) +
l
p
[σi(si)− σi(0)] , l = 0. · · · , p− 1.
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We set
ωi−1,l = Ti[ωi−1](si,l),
where
si,l :=
{
min
{
s ∈ [0, si], σi(s) = ϑl
}
, si ≥ 0,
max
{
s ∈ [si, 0], σi(s) = ϑl
}
, si ≤ 0.
Then the i-th elementary composite wave ui is approximated by u˜i as the following,
(3.2) u˜i(x, t) =

ωi−1 x/t < ϑi,0,
ωi−1,l, ϑi−1,l−1 < x/t < ϑi,l, (l = 1, · · · , p− 1),
ωi x/t > ϑi.p−1.
Notice that u˜i consists of p fronts with small strength.
3.0.2. Approximate Riemann solver. Suppose at the point (t1, x1), a wave-front [u
L, uM ] of strength s′
belonging to i′-th family interacts from the left with a wave-front [uM , uR] of strength s′′ belonging to
i′′-th family for some i′, i′′ ∈ {1, · · · , N} such that
uM = Ti′ [u
L](s′), uR = Ti′′ [uM ](s′′).
Assume that |uL − uR| sufficiently small. Then at the interaction point, the Riemann problem with the
initial data of the jump [uL, uR] may be solved by two kinds approximate Riemann solver according to
different situation.
• Accurate Riemann solver : It replaces each elementary composite wave of the exact Riemann
solution (refers to ui in the solution (2.11)) with an approximate i-th elementary wave defined
by (3.2).
• Simplified Riemann solver : It only generates the approximate elementary waves belong to i′-th
and i′′-th families with the corresponding strength s′ and s′′ as the incoming ones if i′ 6= i′′ or
the approximate i′-th elementary waves of strength s′ + s′′ if i′ = i′′. The simplified Riemann
solver collects the remaining new waves into a single nonphysical front, traveling with a constant
speed λˆ, strictly larger than all characteristic speeds. Therefore, usually the simplified Riemann
solver generates less outgoing fronts after an interaction than the accurate Riemann solver.
Since the simplified Riemann solver produces nonphysical wave-fronts and they can not interact with
each other, one needs an approximate Riemann solver defined for the interaction between, for example,
a physical front of the i-th family with strength s, connecting uM , uR and a nonphysical front (coming
from the left) connecting the left value uL and uM traveling with speed λˆ.
• Crude Riemann solver : It generates an approximate i-th elementary wave connecting uL and
u˜M = Ti[u
L](s) and a nonphysical wave-front joining u˜M and uR, traveling with speed λˆ. In
the following, for simplicity, we just say that the non-physical fronts belong to the (N + 1)-th
characteristic field.
Remark 3.1. It is not restrictive to assume that at each time t > 0, at most one interaction takes place,
involving exactly two incoming fronts, because one can always slightly change the speeds of the incoming
fronts if more than two fronts meet at the same point. It is sufficient to require that the error vanishes
when the approximation solutions converge to the exact solution. Actually, suppose x=y(t) is a front in
an approximate solution u with parameter  and uL = u(t, x−) and uR = u(t, x+) such that
(3.3) uR = Ti[u
L](s)
for some index i ∈ {1, · · · , N} and wave strength s. Then the following holds
(3.4)
∣∣y˙(t)− σi[uL](s, τ)∣∣ ≤ 2, ∀τ ∈ [0, s].
Remark 3.2. There are three kinds of physical wave-fronts. Suppose [uL, uR] is wave front in an approx-
imate solution, and uR = Ti[u
L](s) (s > 0). Recalling the notaton (2.5) and Remark 2.3, and writing
f˜i(τ) := f˜i[u
L](s, τ), one knows that [uL, uR] may be one of the following three kinds of fronts:
• Discontinuity front if f˜i(τ) > conv]0,s[ f˜i(τ), ∀τ ∈]0, s[\S, where S is set of finite cardinality.
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• Rarefaction front if f˜i(τ) = conv]0,s[ f˜i(τ), ∀τ ∈]0, s[. In this case, uL, uR ∈ ∆ki for some k even
and uR = Ri[u
L](s).
• Mixed front if there exist ]a, b[(]0, s[ such that f˜i(τ) > conv]0,s[ f˜i(τ), ∀τ ∈]a, b[ and ]c, d[(]0, s[
such that f˜i(τ) = conv]0,s[ f˜i(τ), ∀τ ∈]c, d[.
3.0.3. Interaction potential and BV estimates. In order to check the total variations of approximate
solutions are uniformly bounded with respect to time, one needs the estimate on the difference between
the strength of the incoming waves and the strength of the outgoing waves produced by an interaction.
Suppose two wave-fronts with strength s′ and s′′ interact and f˜ ′i , f˜
′′
i are the corresponding scalar flux
function defined by (2.2). We define the amount of interaction I(s′, s′′) between s′ and s′′.
When s′ and s′′ belong to different characteristic families, set
(3.5) I(s′, s′′) = |s′s′′|.
When s′, s′′ belong to the same family,
(a) If s′′ > 0, we set
I(s′, s′′) :=
∫ s′
0
∣∣ conv
[0,s′]
f˜ ′i(ξ)− conv
[0,s′+s′′]
(f˜ ′i ∪ f˜ ′′i )(ξ)
∣∣dξ
+
∫ s′+s′′
s′
∣∣ conv
[0,s′′]
(f˜ ′(s′)f˜ ′′i (ξ − s′))− conv
[0,s′+s′′]
(f˜ ′i ∪ f˜ ′′i )(ξ)
∣∣dξ,
(b) if −s′ ≤ s′′ < 0, we set
I(s′, s′′) :=
∫ s′+s′′
0
∣∣ conv
[0,s′]
f˜ ′i(ξ)− conv
[0,s′+s′′]
f˜ ′i(ξ)
∣∣dξ
+
∫ s′
s′+s′′
∣∣ conv
[0,s′]
f˜ ′(ξ)− conc
[s′+s′′,s′]
f˜ ′i(ξ)
∣∣dξ,
(c) if s′′ < −s′, we set
I(s′, s′′) :=
∫ −s′
s′′
∣∣ conc
[s′′,0]
f˜ ′′i (ξ)− conc
[s′′,−s′]
f˜ ′′i (ξ)
∣∣dξ
+
∫ 0
−s′
∣∣ conv
[s′′,0]
(f˜ ′(ξ))− conv
[−s′,0]
f˜ ′′i (ξ)
∣∣dξ,
Throughout the paper, we write A . B (A & B) if there exists a constant C > 0 which only depends
on the system (1.1) such that A ≤ CB (A ≥ CB).
Recall the Lipschitz continuous map T defined in (2.9) and suppose uM = Ti[u
L](s1), u
R = Tj [u
M ](s2)
and uR = T [uL](s). By Glimm’s interaction estimates proved in [2] (also see Lemma 1 in [1]), one has
(3.6) |s− s1 − s2| . I(s1, s2)
where sh = (s1, s2, · · · , sN ), h = 1, 2 with sn = 0 for n 6= h.
At each time t > 0 when no interaction occurs, and the approximate solution u has jumps at x1, . . . , xm,
we denote by
ω1, . . . , ωm, s1, . . . , sm, i1, . . . , im,
their left states, signed strengths and characteristic families respectively: the sign of sα is given by the
respective orientation of dTi[u](s)/ds and ri, if the jump at xα belongs to the i-th family. The total
variation of uν will be computed as
V (t) :=
∑
α
∣∣sα∣∣.
Since Ti[u
0] is a Lipschitz continuous function and the Lipschitz constant is uniformly bounded for
any u0 ∈ Ω, one has
(3.7) Tot.Var{u(·, t)} . V (t).
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Then the estimate of increasing of Tot.Var{uν(·, t)} turns out to be the estimate of the total amount of
interaction. Following [2], we define the Glimm wave interaction potential as follows:
Q(t) :=
∑
iα>iβ
xα<xβ
∣∣sαsβ∣∣+ 1
4
∑
iα=iβ<N+1
∫ |sα|
0
∫ |sβ |
0
∣∣σiβ [ωβ ](sβ , τ ′′)− σiα [ωα](sα, τ ′)∣∣dτ ′dτ ′′.
Denoting the time jumps of the total variation and the Glimm potential as
∆V (τ) = V (τ+)− V (τ−), ∆Q(τ) = Q(τ+)−Q(τ−),
the fundamental estimates are the following (Lemma 5 in [1]): in fact, when two wave-fronts with strength
s′, s′′ interact,
(3.8a) ∆Q(τ) . I(s′, s′′),
(3.8b) ∆V (τ) . I(s′, s′′).
Thus one defines the Glimm functional
Υ(t) := V (t) + C0Q(t)
with C0 suitable constant, so that Υ decreases at any interaction. Using this functional, one can prove
that their total variations are uniformly bounded. Moreover, one can also show that the number of
wave-fronts remains finite for all time (see section 6.1 of [1]). This makes sense for the construction of
approximate wave-front tracking solutions.
3.0.4. Construction of the approximate solutions and their convergence to exact solution. The construc-
tion starts at initial time t = 0 with a given  > 0, by taking u0, as a suitable piecewise constant
approximation of initial data u0, satisfying (3.1). At the jump points of u0,, we locally solve the Rie-
mann problem by accurate Riemann solver. The approximate solution then can be prolonged until a
first time t1 when two wave-fronts interact. Again we solve the Riemann problem at the interaction
point by an approximate Riemann solver. Whenever the amount of interaction (see Section 3.0.3 for the
definition) of the incoming waves is larger than some threshold parameter ρ = ρ() > 0, we shall adopt
the accurate Riemann solver. Instead, in the case where the amount of interaction of the incoming waves
is less than ρ, we shall adopt the simplified Riemann solvers. The threshold ρ is suitably chosen so that
the number of wave-fronts remains finite for all times. And we will apply the crude Riemann solver if
one of the incoming wave-front is non-physical front. One can show that the number of wave fronts is
uniformly bounded (see Section 6.2 in [1]).
We call such approximate solutions -approximate front tracking solutions. At each time t when there
is no interaction, the restriction u(t) is a step function whose jumps are located along straight lines in
the (x, t)-plane.
Let {ν}∞ν=1 be a sequence of positive real numbers converging to zero. Consider a corresponding
sequence of ν-approximate front tracking solutions uν := uν of (1.1): it is standard to show that
the functions t 7→ uν(t, ·) are uniformly Lipschitz continuous in L1 norm. since (3.7) and (3.8) hold
independent of the parameter ν , uν(t, ·) have uniformly bounded total variation. Therefore by Helly’s
theorem, uν converges up to a subsequence in L1loc(R+×R) to some function u, which is a weak solution
of (1.1).
It can be shown that by the choice of the Riemann solver in Theorem 2.1, the solution obtained by
the front tracking approximation coincides with the unique vanishing viscosity solution [3]. Furthermore,
there exists a closed domain D ⊂ L1(R,Ω) and a unique distributional solution u, which is a Lipschitz
semigroup D × [0,+∞[→ D and which for piecewise constant initial data coincides, for a small time,
with the solution of the Cauchy problem obtained piecing together the standard entropy solutions of the
Riemann problems. Moreover, it lives in the space of BV functions.
For simplicity, the pointwise value of u is its L1 representative such that the restriction map t 7→ u(t)
is continuous form the right in L1 and x 7→ u(x, t) is right continuous from the right.
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3.0.5. Further estimates. To each uν , we define the measure µ
I
ν of interaction and the measure µ
IC
ν of
interaction and cancelation concentrated on the set of interaction points as follows. If two physical fronts
belonging to the families i′, i′′ ∈ {1, . . . , N} with strength s′, s′′ interact at point P , we denote
(3.9a) µIν({P}) := I(s′, s′′),
(3.9b) µICν ({P}) := I(s′, s′′) +
{ |s′|+ |s′′| − |s′ + s′′| i′ = i′′,
0 i′ 6= i′′.
The wave strength estimates (3.6) yields balance principles for the wave strength of approximate
solutions. More precisely, given a polygonal region Γ with edges transversal to the waves it encounters.
Denote by W i±ν,in, W
i±
ν,out the positive (+) or negative (−) i-waves in uν entering or exiting Γ, and let
W iν,in = W
i+
ν,in −W i−ν,in, W iν,out = W i+ν,out −W i−ν,out. Then the measure of interaction and the measure of
interaction-cancelation control the difference between the amount of exiting i-waves and the amount of
entering i-waves w.r.t. the region as follows:
|W iν,out −W iν,in| . µIν(Γ),
|W i±ν,out −W i±ν,in| . µICν (Γ).
The above estimates are fairly easy consequences of the interaction estimates (3.8) and the definition of
µIν , µ
IC
ν . On the other hand, the uniform boundedness of Tot.Var.{u(·, t)} w.r.t. time t and parameter ν
implies that µIν and µ
IC − ν are bounded measures for all ν
By taking a subsequence and using the weak compactness of bounded measures, there exist bounded
measures µI and µIC on R+ × R such that the following weak convergence holds:
µIν ⇀ µ
I, µICν ⇀ µ
IC.
4. Construction of subdiscontinuity curves
Suppose [uL, uR] with uR = Ti[u
L](s) is a wave front of i-th family in the approximate solution uν , and
the wave curve τ 7→ Ti[uL](τ) (see Theorem 2.1) intersects Zji , · · · , Zj+pi at uj , · · · , uj+p for 0 ≤ τ ≤ s,
such that
uj = Ti[u
L](sj).
Then we say that the wave front [uL, uR] has (i, k)-substrength ski := sk+1 − sk and we decompose the
front into (i, k)-subdiscontinuity fronts with strength ski , where k ∈ {j, · · · , j + p− 1} ∩ 2Z when s > 0,
or k ∈ {j, · · · , j + p − 1} ∩ (2Z + 1) when s < 0. The points uk and uk+1 are connected by the part of
the curve Ti[u
L](·) inside ∆ki .
We denote the family of all (i, k)-subdiscontinuity fronts as Ski .
It is obviously that only mixed fronts and discontinuity fronts can have (i, k)-substrength ski > 0 for
some k, which means they can be decomposed into subdiscontinuity fronts.
Lemma 4.1. In a wave-front tracking approximation solution, an interaction can only generate at most
one subdiscontinuity front with strength ski for some i, k.
Proof. By the construction of approximate Riemann solver and the uniformly small total variation of
approximate solutions, it is sufficient to prove that the Lipschitz continuous curve Ti[u
0](·) : [0, s]→ RN
can intersect with Zji at most once for any u
0 ∈ Ω and all j if s > 0 is sufficiently small. In fact, by
Theorem 2.1 limt→0 Ti[u0](t) = ri(u0), one has for t ∈ [0, s],∣∣∣∣ ddtTi[u0](t)− ri(Ti[u0](t))
∣∣∣∣ . t.
Recall the assumption ri(u) · n > 0 on Zji , one has
d
dt
Ti[u
0](t) · n > 0 on Zji for t ∈ [0, s]
as long as s small enough. This concludes that Ti[u
0](·) : [0, s]→ RN can intersect Zji at most once.

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Suppose y1 ∈ Sk′i , y2 ∈ Sk
′′
i and y1, y2 belong to the same wave front, then we say artificially y1 is on
the left (right) of y2 if k
′, k′′ are even (odd) and k′ < k′′ (k′ > k′′). Then it is easy to see the following
lemma.
Lemma 4.2. Suppose two subdiscontinuity fronts y1 ∈ Sk′i , y2 ∈ Sk
′′
i interact and generate two subdis-
continuity fronts y′1 ∈ Sk
′
i , y
′
2 ∈ Sk
′′
i . Then if k
′ < k′′ (k′ > k′′), y1 must be on the left (right) of y2 and
also y′1 must be on the left (right) of y
′
2.
Base on these two lemmas, we can follow the idea of [7] to define approximate subdiscontinuity curves.
Definition 4.3. Given  6= 0, in uν , an (, i, k)-approximate subdiscontinuity curve is a polygonal line
in (x, t)-plane with nodes (t0, x0), (t1, x1), · · · , (tn, xn) satisfying
(1) (tj , xj) are interaction points with 0 ≤ t0 < t1 < · · · < tn.
(2) For 1 ≤ j ≤ n the segment joining (tj−1, xj−1), (tj , xj) is an (i, k)-subdiscontinuity front with
ski ≥ /2 when  > 0 (ski ≤ /2 when  < 0), and there is at least one index j′ ∈ {1, · · · , n}
such that the wave front connecting (tj′−1, xj′−1), (tj′ , xj′) has (i, k)-substrength ski ≥  if  > 0
(ski ≤  if  < 0).
(3) ∀k < N , one selects the (i, k)-subdiscontinuity fronts with larger speed, that is, if two fronts with
substrengths ski > /2 interact at the node (xk, tk), then the front of the (, i, k)-approximate
subdiscontinuity curve is the one coming from the left.
An (, i, k)-approximate subdiscontinuity curve which is maximal w.r.t. set inclusion is called a maximal
(, i, k)-approximate subdiscontinuity curve.
Let Mki,ν() be the number of maximal (, i, k)-approximate subdiscontinuity curves in uν .
Lemma 4.4. For fixed k and , Mki,ν() is uniformly bounded w.r.t ν.
Proof. We consider the case for  > 0 (and the case when  < 0 is similar). Since the total variation
of uν(0, ·) is uniformly bounded by (3.1), the number of maximal (, i, k)-approximate subdiscontinuity
curves which start at time t = 0 is clearly of order −1. The number of (, i, k)-approximate subdisconti-
nuity curves which start at a time t0 > 0 and do not end in finite time is also of order 
−1, because the
total variation of uν(·, t) is uniformly bounded w.r.t time t and ν.
Now considering an (, i, k)-approximate subdiscontinuity curve yν which starts at a time t0 > 0 and
ends in finite time, we claim that
(4.1) µICν (yν) & 2.
If the claim is true, as the total amount of interaction and cancelation in the solution uν is uniformly
bounded, the number of such (, i, k)-approximate subdiscontinuity curves is of order −2.
Thus, combining these situations, we finally obtain the estimate
Mki,ν() . −2,
which is uniformly valid as ν →∞.
Now we prove the claim. Suppose one (i, k)-subdiscontinuity front on yν with (i, k)-substrength α >
0 interact with a front of j-th family with strength β∗ at point P , generating an i-wave with (i, k)-
substrength γ ≥ 0 which means that either there is a front of i-wave with (i, k)-substrength γ > 0 or
there is no fronts of i-wave having (i, k)-substrength. We also assume that γ < α. Setting θ = α− γ.
First, we consider the case when i 6= j, we assume that i > j, the case i < j is similar to prove. For
notational convenience, we also denote α, β∗, γ as the front themselves.
Assume that α locates on the front [uL, uM ] with uM = Ti[u
L](α∗) and uR = Tj [uM ](β∗), γ locates on
the front of the i-wave [u˜L, u˜R] with u˜R = Ti[u˜
L](γ∗).
We know that (see section 9.9 of [9])
(4.2a) u˜L = uL + sj
∑
j<i
rj(u
M ) +O(|sL|)α∗ + o(|sL|),
(4.2b) u˜R = uR − sj
∑
j>i
rj(u
M ) +O(|sR|)β∗ + o(|sR|),
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where
sL = (s1, · · · , si−1, 0, · · · , 0) and sR = (0, · · · , 0, si+1, · · · , sN ).
Then, by (3.6), the assumption i > j and |uM − uR| . |β∗|, we have
(4.3a) |u˜L − uL| . |β∗|+ I(α∗, β∗),
(4.3b) |uM − u˜R| . |β∗|+ I(α∗, β∗).
From Glimm’s interaction estimates (3.6), the parametrization (2.8) and the estimates (4.3), one con-
cludes that the difference of (i, k)-substrength between α and γ is controlled by the amount of interaction
and the strength of the wave β∗, that is
(4.4) θ = α− γ . I(α∗, β∗) + |β∗|.
From definition of I (see Section 3.0.3), we know that here I(α∗, β∗) = |α∗β∗|. So we get |β∗| & θ
since |α∗|  1. Therefore from |α∗| ≥ /2, by the estimates in (i)-(iii), we obtain
I(α∗, β∗) & θ.
By notation of interaction measure (3.9a), one obtains
(4.5) µIν(P ) & θ.
Next we consider the case when i = j and α is on the left of β∗. (It is similar for the case when α is
on the right of β∗.)
First we assume that α > 0, β∗ < 0. Since the decreasing of the (i, k)-substrength can only be caused
by interaction and cancellation effects, then similarly one has
θ . |β∗|+ I(α∗, β∗).
Second, we assume that α > 0, β∗ > 0.
From the equality (4.2a), one know that
(4.6) 〈l0, u˜L − uL〉 . I(α∗, β∗).
From the equality (4.2b),
〈l0, uM − u˜R〉+ 〈l0, uM − uR〉
=〈l0, uR − u˜R〉 . I(α∗, β∗).
Since 〈l0, uM − uR〉 = −β∗ < 0, one has
〈l0, uM − u˜R〉 . I(α∗, β∗).(4.7)
Noticing that (4.6) and (4.7) implies that the decreasing of the (i, k)-substrength can be controlled by
the amount of interaction, one has
θ . I(α∗, β∗).
Therefore from the definition of µICν (3.9b), in the case when i = j one has
(4.8) µICν (P ) & θ.
From (2) of Definition (4.3), the (i, k)-substrength all front outgoing from the terminal point of yν
must be less than /2 and there is at least one front on yν has (i, k)-substrength larger than . Then by
(4.5) and (4.8), one can conclude that the claim (4.1) is true. 
Up to a subsequence, one can assume that Mki,ν() = M¯
k
i () is a constant independent of ν . Denote
yk,m,ν : [t
k,−
m,ν , t
k,+
m,ν ]→ R, m = 1, · · · , M¯ki ()
as the maximal (, i, k)-approximate subdiscontinuity curves in uν .
Define T ki,ν() as the collection of all maximal (, i, k)-approximate subdiscontinuity curves in uν for
fixed , i and k, i.e.
T ki,ν() = {yk,m,ν : m = 1, · · · , M¯ki ()}.
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Set
Ti,ν :=
⋃
k,
T ki,ν().
as the family of all approximate subdiscontinuity curves of i-th family in uν .
Up to a diagonal argument and by a suitable labeling of the curves, one can assume that for each fixed
h, m, as ν → ∞ the Lipschitz continuous curves yk,m,ν converge uniformly to some Lipschitz continuous
curves yk,m which are called (, i, k)-subdiscontinuity curves. Let us denote by
T ki () := {yk,m : m = 1, · · · M¯ki ()}
the collection of all these limiting curves for fixed i, k, .
Let
Ti :=
⋃
k,
T ki ().
denote the collection of all these i-subdiscontinuity curves.
Lemma 4.5. Let ykm :]t
−
m, t
+
m[→ R be an (, i, k)-subdiscontinuity curve. If t ∈]t−m, t+m[ is such that
(t, ykm(t)) /∈ Θ, then the derivative y˙km(t) exists.
Proof. There exist 0 > 0 and y
k
m,ν ∈ T ki,ν(0), such that
ykm,ν → ykm,
as ν →∞ and the substrength of ykm,ν is |ski | ≥ 0.
Since in the wave-front tracking approximation, the change of speed of i-subdiscontinuity fronts is
controlled by the measure µICν .
Then for any δν → 0, we deduce that
lim sup
ν→∞
sup
|t−t′|<δν
|y˙km,ν(t)− y˙km,ν(t′)| = 0.
From uniformly convergence ykm,ν → ykm on a neighborhood of t, we obtain
(4.9) y˙km(t) = lim
ν→∞ y˙
k
m,ν .

Recall the definition of generalized characteristics which will be used in the proof of Theorem 1.1.
Definition 4.6. A generalized i-characteristic associated with the approximate solution uν , on the time
interval [t1, t2] ⊂ [0,∞), is a Lipschitz continuous function χ : [t1, t2] → (−∞,∞) which satisfies the
differential conclusion
χ˙(t) ∈ [λi(uν(x+, t)), λi(uν(x−, t))].
For any given (T, x¯) ∈ R, we consider the minimal (maximal) generalized i-characteristic through
(T, x¯) defined as
χ−(+)(t) = min(max){χ(t) : χ is a generalized characteristic, χ(T ) = x¯}.
The properties of approximate solutions yield that there is no wave-front of i-th family crossing χ+
from the left or crossing χ− from the right.
Suppose Ti,ν 3 y′ν : [t′−ν , t′+ν ]→ R and Ti,ν 3 y′′ν (·) : [t′′−ν , t′′+ν ]→ R. By Lemma 4.2 and the definition
of (, i, k)-approximate subdiscontinuity curves, it turns out that either
y′ν(t) ≤ y′′ν (t), ∀t ∈ [t′−ν , t′+ν ] ∩ [t′′−ν , t′′+ν ],
or
y′ν(t) ≥ y′′ν (t), ∀t ∈ [t′−ν , t′+ν ] ∩ [t′′−ν , t′′+ν ].
This makes the following definition well defined.
Definition 4.7. Suppose y′ ∈ T k′i (′), y′′ ∈ T k
′′
i (
′′) where k′ and k′′ are both odd numbers (or even
numbers), and y′ν → y′, y′′ν → y′′ as ν → ∞ and assume there exists a point (t0, x0) with t0 > 0 such
that y′(t0) = y′′(t0) = x0, we say y′ ≺ y′′ if there exists a neighborhood [t−, t+] of time t0 such that
• y′(t) ≤ y′′(t) for all t ∈ [t−, t+],
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• either there exist t∗ ∈ [t−, t+] such that y′(t∗) < y′′(t∗)
or for all t ∈ [t−, t+], y′(t) = y′(t), and k1 < k2 (k1 > k2).
The next lemma rules out the situation when two subdiscontinuity with different sign of strength is
tangent at the same point which is not the atom point of interaction and cancellation measure.
Lemma 4.8. Suppose that y1 ∈ T k1i , y2 ∈ T k2i with k1 is even and k2 is odd, and assume that y1 and
y2 pass through the same point (x0, t0) with µ
IC({(x0, t0)}) = 0 and there is no subdiscontinuity curve y0
such that
y1(t) ≤ y0(t) ≤ y1(t)
for any neigbourhood of t0. Then y˙1(t0) 6= y˙2(t0).
Proof. Suppose T k1i,ν 3 y1,ν → y1, T k2i,ν 3 y2,ν → y2 and t1,ν , t2,ν → t0. Let us denote the points
y1,ν(t1,ν), y2,ν(t2,ν) as Aν , Bν respectively. Since there is no subdiscontinuity curves between y1 and y2,
the strengths of all fronts crossing the segment AνBν tend to zero.
Moreover, the total strength of the fronts of the other family tends to zero. In fact, if not, either they
are canceled in the neighborhood of (x0, t0) or interacted with y1,ν(t1,ν), y2,ν(t2,ν), which implies the
uniform positivity of µICν on a small region Γν . This contradicts the assumption that µ
IC({(x0, t0)}) = 0.
Therefore, the values of each uν along the segment AνBν remain arbitrary close to i-rarefaction curve.
On the other hand, since the sign of the strengths of y1 and y2 are different, one can always
find A′ν , B
′
ν on AνBν and a positive constant c such that uν(A
′
ν), uν(B
′
ν) ∈ ∆ki for some k and |uν(A′ν)−
uν(B
′
ν)| > c, therefore
|λi(uν(A′ν))− λi(uν(B′ν))| & c.
Up to subsequence, we can assume that for all ν
(4.10a) λi(uν(A
′
ν))− λi(uν(B′ν)) > c/2,
(4.10b) or λi(uν(A
′
ν))− λi(uν(B′ν)) < c/2.
Let us consider the case (4.10a), the other case is analogous to prove. We take χ+ through A′ν , χ
−
through B′ν . Since A
′
ν and B
′
ν are in the same ∆
k
i , if no uniformly large interaction occur on χ
+, χ−,
they will interact with each other. We consider the region Γν bounded by AνBν , χ
+ and χ−. Since no
fronts can leave Γν through χ
+ and χ−. By (3.5) and (3.9), we obtain that µI(Γν) & c which contradicts
the assumption µIC({(x0, t0)}) = 0. 
5. Proof of Theorem 1.1
Before proving the theorem, we recall the definition space-like curve.
Definition 5.1. Let λˆ be a constant larger than the absolute value of all characteristic speed. We say a
curve x = y(t), t ∈ [a, b] is space-like if
|y(t2)− y(t1)| > λˆ(t2 − t1) for all a < t1 < t2 < b.
From the definition one knows that any fronts can cross a space-like curve at most once.
Proof of Theorem 1.1. Let Θ consists of all jump points of initial data, the atom points of interaction
and cancelation measure µIC and the points where two sub-discontinuity curves of different families cross
each other.
Consider a point P = (τ, ξ) /∈ Θ. Since u(·, τ) has bounded variation, there exist the limits
uL := lim
x→ξ−
u(x, τ), uR := lim
x→ξ+
u(x, τ).
Assuming that uR = Ti[u
L](s). We only consider the case for s > 0 and the case for s < 0 is analogous
to prove.
Applying the tame oscillation condition (see p.295 of [3]), one obtains
(5.1) lim
(x,t)→(ξ,τ)
τ≤t<τ+(ξ−x)/λˆ
u(x, t) = uL, lim
(x,t)→(ξ,τ)
τ≤t<τ+(x−ξ)/λˆ
u(x, t) = uR.
for some constant λˆ which is larger than all characteristic speeds.
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Suppose that there are i-subdiscontinuity curves yk11 , · · · , ykll satisfying ykjj ∈ T kji (j) with j > 0, 1 ≤
j ≤ l,
yk11 (τ) = · · · = ykll (τ) = ξ
and there is no other subdiscontinuity curve passing through the point P . This can be done because of
the conclusion of Lemma 4.8 and the fact that P /∈ Θ. It is easy to show that j must have the same
sign, i.e. j1j2 > 0 for any j1, j2 ∈ {1, · · · , l}.
By rearranging the index, we can assume that
yk11 ≺ yk22 ≺ · · · ≺ ykll ,
and
(H) there is no yk00 ∈ Ti such that yk00 ≺ yk11 with yk00 (t0) = yk11 (t0) or ykll ≺ yk00 with yk00 (t0) = ykll (t0).
Step 1. By the definition, there exist yk11,ν , · · · , ykll,ν ∈ Ti,ν such that ykjj,ν → ykjj , ∀j ∈ {1, · · · , l}. We
claim that
(5.2a) lim
r→0+
lim sup
ν→∞
 sup
x<yk1,ν (t)
(x,t)∈B(P,r)
∣∣uν(x, t)− uL∣∣
 = 0,
(5.2b) lim
r→0+
lim sup
ν→∞
 sup
x>y
kl
l,ν
(t)
(x,t)∈B(P,r)
∣∣uν(x, t)− uR∣∣
 = 0,
where B(P, r) is a ball centred at P with radius r.
Indeed, if (5.2a) is not true , by the first limit in (5.1) and uν → u pointwise a.e., there exist two
sequences of points Pν , Qν converging to P and Pν , Qν on the left of y
ν
1 such that the segment PνQν is
space-like and
u(Pν)→ uL
and
|uν(Pν)− uν(Qν)| ≥ 0.
It is not restrictive to assume that the direction
−−−→
PνQν towards y
k1
1,ν .
Let Λj(PνQν) be the total wave strength of wave-fronts of j-th family which cross the segment PνQν .
Then, one has Λj(PνQν) & 0 for some j ∈ {1, · · · , d}. We consider the following three cases.
Case 1. If j > i, we take the maximal forward generalized j-characteristic χ+ through Pν and minimal
generalized j-characteristic χ− through Qν .
If χ+ and χ− interact each other at Oν before hitting yk11,ν . We consider the region Γν bounded by
PνQν , χ
+ and χ−. Since no fronts can leave Γν through χ+ and χ−. By (3.5) and (3.9), we obtain that
the amount of interaction and cancellation µICν (Γ¯ν) for uν within the closure of Γν remains uniformly
positive as ν →∞.
If χ+ interacts yk11,ν at Aν and χ
− interacts yk11,ν at Bν , we consider the region Γν bounded by
PνQν , χ
+, χ− and yk11,ν . Then either there exists a constant 0 < c
′
0 < 1 such that µ
IC
ν (Γν) > c
′
00
or there exists a constant 0 < c′′0 < 1 such that fronts with total strength lager than c
′′
00 hitting AνBν .
By (3.5) and (3.9) we can determine that µICν (Γ¯ν) &  uniformly.
For both above two cases, Γν is contained in a ball B(P, r˜ν) with r˜ν → 0 as ν → ∞, which implies
that µIC({P}) > 0. This is against the assumption P /∈ Θ.
Case 2. If j < i, we consider the minimal backward generalized j-characteristic through the point
Pν and the maximal backward generalized j-characteristic through the point Qν . Then by the similar
argument for the case j > i, we get µIC({P}) > 0 against the assumptions.
Case 3. If j = i and for any j′ 6= i, 1 ≤ j′ ≤ d, Λj′(PνQν) → 0 as ν → ∞. We claim that the
maximum of the strengths of all fronts which cross PνQν tends to zero when ν →∞.
If it is not true, since Λj′(PνQν)→ 0 for j′ 6= i, there must be fronts of i-th family across PνQν with
uniformly large strength We assume that up to a subsequence, their (i, k0)-substrength s
k0
ν are uniformly
large for some k0 ∈ {1, · · · , k¯i}., that is |sk0ν | &  for some  > 0.
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Then by Definition 4.3 there must be, for some 0 > 0, (0, i, k0)-approximate subdiscontinuity curves
yk00,ν which contains the wave fronts s
k0
ν (we use the same notation as their strength for convenience) and
since yk00,ν are uniformly Lipschitz continuous curves, up to a subsequence, there is a Lipschitz continuous
curves yk00 , such that
yk00,ν → yk00 ∈ T k0i , ν →∞
and yk00 (τ) = ξ. By Definition 4.7 we obtain y
k0
0 ≺ yk11 , which contradicts the assumption (H).
So we can always choose Q′ν , P
′
ν ∈ PνQν such that
uν(Q
′
ν)→ uL
and
|uν(Q′ν)− uν(P ′ν)| ≥ c00,
where 0 < c0 < 1 and uν(Q
′
ν), uν(P
′
ν) locate in the same ∆
k
i for some k.
Since for j′ 6= i, Λj′(PνQν) is arbitrary small when ν is large enough and the strength of fronts
belonging to i-th family is small, one has
max
Hν∈P ′νQ′ν
min
s∗≥0
|uν(Hν)−Ri[uν(P ′ν)](s∗)|  1.
Which means the values of each uν along the segment P ′νQ′ν remain arbitrary close to the i-rarefaction
curve through uL. Then by the analogous argument in the proof of Lemma 4.8, one gets the contradiction
µIC({P}) > 0. Therefore, we conclude that (5.2) is true. And (5.2b) is similar to prove.
Step 2. Define T =
⋃
iTi. If P /∈ Θ ∩ Graph(T ) and if u is not continuous at P , then there exist
 > 0 and Pν , Qν → P such that PνQν is space like and
uν(Pν)→ u(P ), |uν(Qν)− u(P )| ≥  for all ν.
Up to subsequence, we consider th following two cases.
1) there exists j 6= j′, such that min{Λj(PνQν), Λj′(PνQν)} ≥ 0. This situation can be ruled out
by the argument in Case 1 of Step 1.
2) For some j ∈ {1, · · · , j} and all ν, Λj(PνQν) ≥ 0 and for all j′ 6= j, Λj′(PνQν)→ 0 as ν →∞.
Then one can use the argument in Case 3 of Step 1 to obtain the contradiction.
Therefore we get the continuity of u outside Graph(T )
⋃
Θ.
Then, we have proved the first part of the theorem.
Step 3. We now establish the Rankine-Hugoniot condition (1.5) for curves in T . Let P = (t0, x0) ∈
Graph(T ) \Θ, and write
uL = lim
x→x0−
u(x, t0), u
R = lim
x→x0+
u(x, t0).
We consider two cases.
Case 1. There is only one curve y ∈ Ti passing through point P . From (5.2), we know that the
discontinuity [uL, uR] must be simple. Suppose that Ti,ν 3 yν → y as ν → ∞. By (3.3) and (3.4), we
obtain
σi(u
L
ν , u
R
ν )[u
L
ν − uRν ] = f(uLν )− f(uRν ),
|y˙ν − σi(uLν , uRν )| < 2ν ,
where
uLν = lim
x→yν(tν)−
u(tν , x), u
R
ν = lim
x→yν(tν)+
u(tν , x), tν → t0 as ν →∞.
Then by (5.2), one has for every  > 0 there exists ν¯() such that ∀ν > ν¯, one has
|yν − σi(uL, uR)| ≤ |yν − σi(uLν , uRν )|+ |σi(uL, uR)− σi(uLν , uRν )| < .
From (4.9) and the fact that the i-waves of Riemann problem constructed by Theorem 2.1 are Liu
admissible, one deduces that
y˙(t0)(u
R − uL) = f(uR)− f(uL),
and
y˙(t0) ≤ σˆi(Si[uL](τ), uL), ∀τ ∈ [0, s].
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Case 2. If the discontinuity [uL, uR] is a composition of [u0, u1], [u1, u2], · · · , [ul, ul+1] where u0 =
uL, ul+1 = u
R , uj = Ti[u
L](sj) and u
L ∈ ∆k∗1i , uR ∈ ∆k
∗
2
i . Let
k1 = min{k is even, k ≥ k∗1},
kp = max{k is even, k ≤ k∗2}
and kp = k1 + 2(p− 1). One has p ≥ l + 1.
According to (5.2), there exist Pν , Qν → P such that
uν(Pν)→ uL, uν(Qν)→ uR,
and the segment PνQν is space-like.
We claim that there exist p subdiscontinuity curves y1, · · · , yp ∈ Ti passing through point P , where
yj ∈ T k1+2ji , j = 1, · · · , p− 1.
In fact, let Ski (PνQν) denote the maximal (i, k)-substrength of all fronts across PνQν . It is sufficient
to show that, up to a subsequence, there is a constant C > 0 such that
Ski (PνQν) ≥ C, ∀k ∈ {k1, · · · , kp}.
If not, there exists k0 ∈ {k1, · · · , kp} such that Sk0i (PνQν)→ 0 as ν →∞. Since µIC(P ) = 0, we have
Λj(PνQν)→ 0, as ν →∞, ∀j 6= i.
By Lemma 4.8, we conclude that Ski (PνQν)→ 0, as ν →∞, ∀k odd. Since the (i, k0)-substrength of all
wave fronts are arbitrary small, up to a subsequence, one can always find points P ′ν , Q
′
ν on PνQν such
that uν(P
′
ν), uν(Q
′
ν) ∈ ∆k0i and all fronts are either admissible discontinuity with left and right value
inside ∆k0i or rarefaction fronts. Therefore by the analogous argument in Case 3 of Step 1, there exist a
constant c > 0 independent on ν such that in a small neighborhood Γν of P , one has µ
IC
ν (Γν) ≥ c. This
contradicts with the assumption µIC(P ) = 0. This concludes our claim.
Moreover, by Lemma 4.8 and the equalities (5.2), there are exactly p subdiscontinuity curves passing
through P , otherwise P must be an interaction point with µIC(P ) > 0.
Suppose un+1 = Ti[un](sn) for some sn > 0, n ∈ {0, · · · , l} and Ti[un](·) intersects Zkn1i , · · · , Z
knq
i
at un,1, · · · , un,q. Then the subdiscontinuity curves with substrength skn1i , · · · , s
knq
i must conincide in
neighborhood of time τ .
If in a neigborhood of P , yj and yj+1 are not identical, by the similar argument for proving (5.2), one
can show that (1.8) is true.
Suppose Ti,ν 3 yj,ν → yj , j ∈ {1, · · · , p}. As we discussed above, it is not restrictive to assume that
p = l + 1 and there is a neighborhood U(t0) of t0, such that ∀t ∈ U(t0),
y1,ν(t) < · · · < yp,ν .
Then, using the similar argument in Step 1, besides (5.2) and (5.2b), one can also show that
lim
r→0+
lim sup
ν→∞
 sup
x<y
km
m,ν (t)
(x,t)∈B(P,r)
∣∣uν(x, t)− um−1∣∣
 = 0 m = 2, · · · , p,
lim
r→0+
lim sup
ν→∞
 sup
x>y
kn
n,ν (t)
(x,t)∈B(P,r)
∣∣uν(x, t)− un∣∣
 = 0, n = 1, · · · , l.
For notational convenience, we write u0 = u
L, up = u
R. Therefore, by the same argument in Case 1,
we obtain that for n = 1, · · · , p
y˙n(t0)(un − un−1) = f(un)− f(un−1)
and
y˙n(t0) ≤ σˆi(un, Si[uL](τ)), ∀τ ∈ [sj−1, sj ].
Adding them together, one finally obtain for m = 1, · · · , p
y˙m(t0)(u
R − uL) = f(uR)− f(uL)
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and
y˙m(t0) ≤ σˆi(uL, Si[uL](τ)), ∀τ ∈ [0, s].

The proof of Theorem 1.1 already implies the results of Theorem 1.2.
Concerning a sequence of exact solution of (1.1) such that uν → u in L1loc, one can approximate each
uν by a sequence of wave-front tracking approximations um,ν → uν and by a suitable diagonal sequence
uν,m(ν) → u one has the following corollary.
Corollary 5.2 (stability of discontinuity curves). Considering a sequence of exact solutions uν such that
uν → u in L1loc, one has
(1) Let yν : [t
−
ν , t
+
ν ] 7→ R be a discontinuity curves of uν described in Theorem 1.1. Assume t−ν →
t−, t+ν → t+ and yν(t) → y(t) for each t ∈ [t−, t+]. Then y(·) is a discontinuity curve of the
limiting solution u with the properties mentioned in Theorem 1.1.
(2) Viceversa, let y : [t−, t+] 7→ R be a discontinuity curve of u for a.e. t ∈ [t−, t+]. Then there
exists a sequence of discontinuity curves yν : [t
−
ν , t
+
ν ] 7→ R of uν such that
t−ν → t−, t+ν → t+, lim
ν→∞ yν(t) = y(t),
for a.e. t ∈ [t−, t+].
6. An remark on general strict hyperbolic systems
We construct a strict hyperbolic system of conservation laws with one characteristic family which is
not linearly degenerate or piecewise genuinely nonlinear. Therefore neither the assumption of Theorem
1.1 or that of Theorem 10.4 in [6] holds. We show that the set of jump points of its admissible solution
to some initial data can not be “exactly” covered by countably many Lipschitz continuous curves.
Consider the following 2× 2 system
(6.1)
{
ut + f(u, v)x = 0,
vt − vx = 0.
where f is a smooth function and u, v is the unknown variables. The Jacobian matrix of flux function is
DF (u, v) =
(
fu fv
0 −1
)
.
Then the eigenvalues are
λ1 = −1, λ2 = fu.
And the corresponding right eigenvectors are
r1(u, v) = (fv,−fu − 1)T , r2 = (1, 0)T .
The system is strict hyperbolic if fu > −1. (In fact, f constructed latter satisfies this property).
Obviously, one has
Z1 = {(u, v) : ∇λ1 · r1(u, v) = 0} = R2,
which means that the 1-th characteristic family is linearly degenerate.
Latter we will also show that
(6.2) Z2 = {(u, v) : ∇λ2 · r2} = {(u, v) : fuu(u, v) = 0} = {v = 0}.
This yields that the vector field r2 is tangent to the manifold Z2, therefore the second characteristic
family is not piecewise genuinely nonlinear or linearly degenerate..
Define f(u, v) = e−1/vu2/2 when v > 0 and f(u, 0) ≡ 0. In the following, we define the value of f for
v < 0.
Let the initial data to be
(6.3) u0(x) =
{
ul x < 0,
ur x > 0,
v0(x) =
{
−a x < h,
a x > h,
for some small constants ul > ur and a, h > 0.
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Since the second equation in (6.1) is a linear transport equation, one has
(6.4) v(x, t) =
{
−a x+ t < h,
a x+ t > h.
Then one can solve the system (6.1) by regarding it as a scalar conservation laws of u
ut + f(u, v)x = 0
with discontinuous coefficient when v is a piecewise constant function.
If w.r.t. u, f is concave for some small fixed v < 0 and concave for some fixed v > 0, then u is a center
rarefaction wave in the area {x+t < h}. Immediately after the rarefaction wave crosses the characteristic
line x + t = h, it turns out to be a compressive wave since f(u,−a) is a convex function on u. It may
generate a shock after a short time.
Indeed, this can be done in the following way.
Consider a center rarefaction wave of u in the area {x+ t < h}
(6.5) u(x, t) =

ul x/t < fu(ul,−a),
g(x/t) x/t = fu(g(x/t),−a),
ur x/t > fu(ur,−a),
where g(·) is the converse function of fu(·,−a).
Let u− = g(ξ∗) for some ξ∗. The value of u will be u− along the characteristic line
x = tfu(u
−,−a)
until it intersects another characteristic line x+ t = h.
Solving the equations
(6.6)
{
x = tfu(u
−,−a),
x = −t+ h,
we get the intersection point of two characteristics:
(6.7)
{
x0 = hfu(u
−,−a)/[1 + fu(u−,−a)],
t0 = h/[1 + fu(u
−,−a)].
Next, we compute the value of u after the characteristic cross the line x+ t = h. For each point (x0, t0)
on the line x+ t = h, let
u+(x0, t0) = lim
x+t>h
(x,t)→(x0,t0)
u(x, t).
By Rankine-Hugoniot condition, one has
−(u+ − u−) = e
−1/a(u+)2
2
− f(u−,−a).
This yields
(6.8) u+ =
−1 +
√
1 + 2e−1/a(f(u−,−a) + u−)
e−1/a
.
Since f(u, v) = e−1/au2/2 on area {h < x+ t < 2h} , the characteristic line of the equation
ut + f(u, a)x = 0
starting at (x0, t0) is
x− hfu(u
−,−a)
1 + fu(u−,−a) = e
−1/au+(t− h
1 + fu(u−,−a) ).
We require that it passes through the point (0, 2h), that is
− hfu(u
−,−a)
1 + fu(u−,−a) = e
−1/au+(2h− h
1 + fu(u−,−a) ),
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which yields
(6.9) fu(u
−,−a) = −e
−1/au+
2e−1/au+ + 1
.
Substitute (6.8) into (6.9), we get
fu(u
−,−a) = 1− g(u
−,−a)
2g(u−,−a)− 1 ,
where g(u−,−a) =
√
1 + 2e−1/a(f(u−,−a) + u−).
Now, we consider the Cauchy problem of an ODE with parameter a
(6.10)
{
d
duF (u, a) =
1−G(F,u,a)
2G(Fu,a)−1 ,
F (0, a) = 0,
where G(F, u, a) =
√
1 + 2e−1/a(F + u).
By the theory of the ODE, since G is smooth when (u, a, F ) lies in a small neighborhood of the origin,
there is a unique smooth solution F defined on some interval [−b, b] (b > 0), smoothly depending on the
parameter a.
Therefore we defined f for v < 0 small as
f(u, v) = F (u, v).
By our construction, f(u, v) is concave about u for a negative fixed v. In fact, from (6.10), one finds
fuu =
−gu
2g + 1
< 0,
since gu =
2e−1/v
2h > 0. This concludes that f is concave with respect to u.
It is not difficult to verify that all partial derivatives of f is continuous on {v = 0}. As f is smooth on
{v 6= 0}, it concludes that f is smooth and independent of h.
0 2hh x
shock
compressive wave
rarefaction wave
Figure 3.
By the above construction, as shown in Figure 3. The rarefaction wave turns out to be compressive
in the area {h < x + t < 2h} which eventually generates a shock starting at the point (0, 2h) and
propagating along the x = 0. Notice that there is another shock starting from the point (h, 0). However,
we can modify the initial data a little to get rid of this shock. In fact, recalling the formula (6.8) and
letting
u1 =
−1 +
√
1 + 2e−1/a(f(ur,−a) + ur)
e−1/a
.
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We can replace u0 in the initial data by
u˜0 =

ul x < 0,
ur 0 < x < h,
u1 x > h
to make the speed of the characteristics starting from {h < x < 2h} the same as nearby. By the total
variation estimates for the general system
Tot.Var.{u(·, t)} . Tot.Var.{u0(·)},
it is not restrict to assume that the total variation of u˜0 is sufficiently small.
Now, we begin to find the initial data with which (6.1) had an admissible solution containing “ Cantor
set” shocks.
Now, we consider the initial data
(6.11) u0(x) =
{
ul x < 0,
ur x > 0,
v0(x) =

0 x < 2h,
−a 2h < x < 3h,
a 3h < x < 4h,
0 x > 4h.
Since the second equation in (6.1) is a linear transport equation, one has
(6.12) v(x, t) =

0 x+ t < 2h,
−a 2h < x+ t < 3h,
a 3h < x+ t < 4h,
0 x+ t > 4h.
In the area {x+ t < 2h}, the first equation in (6.1) becomes ut = 0, then one has
(6.13) u(x, t) =
{
ul x < min{2h− t, 0},
ur x > max{2h− t, 0}
Next, we compute the value of u in {2h < x+ t < 3h}. For any (x′, t′) 6= (0, 2h) on the line x+ t = 2h,
write
u− = lim
(x,t)→(x′,t′)
x+t<2h
u(x, t), u+ = lim
(x,t)→(x′,t′)
x+t>2h
u(x, t).
By Rankine-Hugoniot conditions, one has
f(u+,−a)− f(u−, 0) = −(u− − u−).
which yields
u− = u+ + f(u+,−a).
Regarding u+ as a function of u− and differentiating the above equation on both sides with respect to
u−, one gets
(fu + 1)(u
+)′ = 1.
By (6.9), one has
(u+)′ =
1
1 + fu
=
2g − 1
g
> 0
in a small neighborhood of origin. Thus u+ is strictly increasing w.r.t. u−. This concludes that at point
(0, 2h) the left value of u is still larger than the right value of u, i.e.
u+l > u
+
r ,
where
u+l = lim
(x,t)→(0,2h)
2h−t<x<0
u(x, t), u+r = lim
(x,t)→(0,2h)
x>max{2h−t,0}
u(x, t).
As we discussed before, one gets a rarefaction wave by solving the Riemann problem in {2h < x+ t < 3h}
and a compressive waves in area {3h < x+ t < 4h}.
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Next, we compute the value of u in the zone {x+ t > 4h}. For any point (x0, t0) 6= (0, 4h) on the line
x+ t = 4h, let
u+(x0, t0) = lim
x+t>4h
(x,t)→(x0,t0)
u(x, t), u−(x0, t0) = lim
x+t<4h
(x,t)→(x0,t0)
u(x, t).
By Rankine-Hugoniot conditions, one has
f(u+, 0)− f(u−, a) = −(u+ − u−).
Then since f(u+, 0) = 0 and f(u−, a) = e−1/a(u−)2/2, one obtains
u+ =
e−1/a(u−)2
2
+ u−.
We claim that u+L > u
+
R, where
u+L = lim
(x,t)→(4h,0)
4h−t<x<0
u(x, t), u+R = lim
(x,t)→(4h,0)
x>max{4h−t,0}
u(x, t).
are the left/right of u across the line x+ t = 4h In fact, since u−L > u
−
R, where
u−L = lim
(x,t)→(4h,0)
x+t<4h
x<λˆ(t−4h)
u(x, t), u−R = lim
(x,t)→(4h,0)
x+t<4h
x>−λˆ(t−4h)
u(x, t).
one has
u+L − u+R
=
(
e−1/a(u−L )
2
2
+ u−L
)
−
(
e−1/a(u−R)
2
2
+ u−R
)
=(u−L − u−R)
(
1− e
−1/a(u−L )
2
2
(u−L + u
−
R)
)
> 0
since a and (u−L , u
−
R) sufficiently small.
Therefore as the first equation in (6.1) is ut = 0 in {x + t > 4h}, the jump prorogate along x = 0
which turns out to be a shock. Similarly, by modifying the initial data a little, we can guarantee that
there is not other shocks in the solution. (See Figure 4.)
shock
shock
rarefaction wave
compressive wave
6h4h0 2h
x
Figure 4. Afer modifying a little the initial data (6.11), the admissible solution contains
two shocks along the t-axis.
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Next, we construct an admissible solution to such that it consists of graph of shock curves which is an
1-dimensional Cantor set. Let
B−m,n =
(
3n+ 1
3m
,
3n+ 3/2
3m
)
· 6, B+m,n =
(
3n+ 3/2
3m
,
3n+ 2
3m
)
· 6, n = 0, 1, · · · , 3m−1 − 1.
and
Bm,n = B
−
m,n ∪B+m,n and Bm =
3m−1−1⋃
n=0
Bm,n.
We consider initial datum as
u0,m(x) =
{
ul x < 0,
ur x > 0,
v0,m =

an x ∈ B−m,n,
−an x ∈ B+m,n,
0 x ∈ R \Bm,n,
where one can always choose ul, ur and a suitable sequence {an} such that total variation of (u0.v0)
is sufficiently small. By modifying u0 properly similarly to get rid of extra shocks. One finds that the
admissible solution (um, vm) of the system (6.1) is continuous inside Kˆm where
Kˆm :=
∞⋃
m=1
3m−1−1⋃
n=0
{(x, t) ∈ R+ × R : 6(3n+ 1)
3m
− x < t < 6(3n+ 2)
3m
− x}
and its shocks belongs to 1-th family are located on{
(0, t) : t ∈ [0,∞)
}
\
3m−1−1⋃
k=0
{
(0, t) :
6(3k + 1)
3m
< t <
6(3k + 2)
3m
}
.
Obviously, (u, v) := limm→∞(um, vm) is the admissible solution of (6.1) with initial data (u0, v0) :=
lim(u0,m, v0,m). As m → ∞, Cm := [0, 6] \ Bm converge to the Cantor set C (scaled by 6). Since the
Cantor set is uncountable set and can not contain any interval of non-zero length, it is impossible to find
countable many Lipschitz continuous curves which exactly cover discontinuities of (u, v), that is, on these
curves, either (u, v) is discontinuous or it is an interaction point.This means that Theorem 1.1 fails for
this situation.
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