Using a dimension reduction argument and a stability version of the weighted Sobolev inequality on half space recently proved by Seuffert, we establish, in this paper, some stability estimates (or quantitative estimates) for a family of the sharp Gagliardo-Nirenberg-Sobolev inequalities due to Del Pino and Dolbeault [19] .
Introduction
The Gagliardo-Nirenberg-Sobolev (GNS) inequality in R n with n ≥ 2 asserts the existence of a positive constant C such that
where p, q, r, θ are parameters satisfying the conditions 1 < p < n, 1 ≤ q ≤ r ≤ p * , p * = np n − p ,
and where u is taken in D p,q (R n ) which is the completion of C ∞ 0 (R n ) under the norm u D p,q = u q + ∇u p . Using variational argument and Pólya-Szeggö principle [8] , we can show that the extremal functions for (1.1) exist and are determined uniquely by a positive, decreasing and spherical symmetric function up to a multiple by a constant, to a translation and to a dilation. However, the explicit formula for the extremal functions and for the best constant in (1.1) is still unknown except some special choice of parameters p, q, r. For example, when q = r = p * and θ = 1, (1.1) reduces to the Sobolev inequality which the sharp constant and the set of extremal functions were found independently by Aubin [1] and Talenti [52] (see [48] for an earlier result in R 3 ). For p = r = 2, q = 1, and θ = n/(n + 2),(1.1) reduces to the Nash inequality which the sharp constant C n was found by Carlen and Loss in [9] .
Del Pino and Dolbeault [19] found the best constant and classified all extremal functions of the GNS inequality for a special one parameter family of parameters p, q, r with p = 2, q = t + 1 and r = 2t for 1 < t < n/(n − 2). More precisely, they proved the following inequality
for any u ∈ D 2,t+1 (R n ), with
A n,t = y(t − 1) for some c ∈ R, a > 0 and x 0 ∈ R n . When t decreases to 1, (1.2) reduces to an optimal Euclidean logarithmic Sobolev inequality which is equivalent to the famous logarithmic Sobolev inequality for Gaussian measure of Gross [37] . The sharp GNS inequality for another one parameter family of parameters p = 2, q = 2t and r = t+ 1 with 0 < t < 1 also were proved in [19] . In [20] , Del Pino and Dolbeault generalized their result in [19] to any p ∈ (1, n). Another proofs of the results of Del Pino and Dolbeault and its generalization to any norm of gradient (not need Euclidean norm) were given in [2, 18, 46] .
Recent years, the problem of finding stability estimates for the sharp inequalities both in analysis and geometry such as isoperimetric inequality, Brunn-Minkowski inequality, Sobolev inequality, logarithmic Sobolev inequality, etc, were intensively studied. For example, the stability version of the Euclidean isoperimetric inequality was proved in [6, 28, 33, 35, 38, 39, 44] while the quantitative form of the Brunn-Minkowski inequality was established in [27, 30, 31] . We refer the reader to [3, 17, 25] for the stability versions of the isoperimetric inequality in Gaussian spac and to [15, 36] for the quantitative form of the Pólya-Szegö principle and of the Faber-Krahn type inequalities. The stability estimates for the Sobolev inequality in the bounded domains were first proved by Brezis and Lieb in [7] . Since the paper of Brezis and Lieb, there are many works on the stability form of the Sobolev inequality. For example, Bianchi and Egnell [4] established a stability version for the L 2 −Sobolev inequality in whole space R n which answers affirmatively a question of Brezis and Lieb in [7] . The quantitative form of the L p −Sobolev inequality with p = 2 was proved by Cianchi, Fusco, Maggi and Pratelli [16] and recently by Figalli and Neumayer [32] . The stability version of the Sobolev inequality on functions of bounded variation were studied by Cianchi [14] , Fusco, Maggi and Pratelli [34] , and by Figalli, Maggi and Pratelli [29] . See also [13, 42, 43] for the stability version of the other Sobolev type inequality (higher order and on Heisenberg group), and see [21, 22, 41] for the other improvement of the L 2 −Sobolev inequality with the remainder involving to the Hardy-Littlewood-Sobolev inequality. The stability results for the logarithmic Sobolev inequality can be found in [5, 24, 26, 40] .
Contrary with the Sobolev inequality, a few stability version for the GNS inequality is known, e.g., [10, 11, 22, 24, 47, 49, 51] . The fact that the GNS inequality involving three not two norms (as Sobolev inequality) makes difficulties to establish their stability version. This fact prevents any direct adaption of the proof of Bianchi and Egnell [4] to any of the other cases of the GNS inequality for which the optimizers are known. Also, the proof based on the optimal transportation of measures [28] and on the symmetrization techniques [16, 29, 34, 35] did not procedure any results in this situation. The first stability results for the GNS inequality were established by Carlen and Figalli [10] and by Dolbeault and Toscani [22] . In their interesting paper [10] , Carlen and Figalli exploited a stability result of Bianchi and Egnell for the Sobolev inequality in R 4 and a dimension reduction argument introduced by Bakry [2] to establish some stability estimates for a special GNS inequality in D 2,4 (R 2 ) and then applied them to obtain the explicit convergence rate to equilibrium for the critical mass Keller-Segel equation and the stability estimate for the logarithmic Hardy-Littlewood-Sobolev inequality. They also mentioned in their paper that their method can be used to obtain the stability results for whole family of GNS inequality (1.2). This was completely done in recent work of Seuffert [51] by using the technique of Carlen and Figalli and his stability version for the weighted Sobolev inequality on half space [50] . For 1 < t < n/(n − 2), denote 2(t) = 2(4t + n − nt)/(n + 2 + 2t − nt) and
Throughout this paper, for a > 0 and x 0 ∈ R n , we define
and denote v 1,0 by v for simplicity. It was proved by Seuffert that there exist positive constants K 1 and δ 1 depending only on n and t such that for any nonnegative function
When t = 3, n = 2, (1.4) goes back to the result of Carlen and Figalli (Theorem 1.2) in [10] . The improved version of (1.2) (in the nonhomogeneous form) was established in [22] by Dolbeault and Toscani using the nonlinear evolution equations (fast diffusion) and improved entropy-entropy product estimates. In [24] , these improvements were reproved by a simple proof (by the same authors) and were applied to give a faster convergence of solutions toward the equilibrium in the porous medium equations. In [47] , the author gives another proof for the result of Dolbeault and Toscani using mass transportation method, and extend it for any 1 < p < n and for any norm of gradient (not need Euclidean norm).
In [11] , Carlen, Frank and Lieb proved a stability result for a GNS inequality which does not belong to the family (1.2) by means of Bianchi and Egnell method. This result then is applied to give the stability estimates for the lowest eigenvalue of a Schrödinger operator. Our aim in this paper is to provide the stability estimates for the GNS inequality (1.2). To do this, let us introduce the GNS deficit functional on D 2,t+1 (R n ) by
if u ≡ 0 and δ GNS [0] = 0. We also introduce the concept of asymmetry following Ruffini [49] by
> 0 unless u is a multiple of v λ,x 0 for some λ > 0 and some x 0 ∈ R n . Our first result in this paper is the following. Theorem 1.1. Let n ≥ 2 and 1 < t < (2n + 1)/(2n − 3). Let u ∈ D 2,t+1 (R n ) be a nonnegative function such that u 2t = v 2t , and
Then there exists constants K and δ depending only on n and t such that whenever
The restriction 1 < t < (2n + 1)/(2n − 3) comes from the fact that the dimension reduction argument does not implies the full family of GNS inequality (1.2) as mentioned in [46] . Since the functional δ GNS is invariant under the change of function u to λ n/2t u(λ·) for λ > 0, hence we always can choose a λ > 0 such that the second condition in (1. for some x 0 ∈ R n . We will show that (1.8) actually implies (1.4). Another consequence of Theorem 1.1 is the following quantitative form of (1.2). Corollary 1.2. Let n ≥ 2 and 1 < t < (2n + 1)/(2n − 3). There exists a constant C > 0 depending only on n, t such that for any u ∈ D 2,t+1 (R n ), the following estimate
holds.
is not sharp. Its sharp value should be 1/t. We next prove a similar result for the density u t+1 . To do so, we need to require additional some priori bounds ensuring some uniform integrability of the class of densities satisfying the bounds. It is natural to use moment bounds and entropy bounds (as done in [10] ).
Define
be a nonnegative function such that u t+1 = v t+1 . Suppose that for some A, B < ∞ and 11) and assume also that
Then there exists constants K 2 , δ 2 depending only on n, t, p, A and B such that whenever
Note that v(x) ∼ |x| −2/(t−1) then the condition p < 2(t + 1)/(t − 1) − n is rather natural for the finite of N p (u). The case n = 2, t = 3, Theorem 1.3 is exactly Theorem 1.4 of Carlen and Figalli in [10] . However, the order ofδ GNS [u] in our Theorem 1.3 is better than the one in Theorem 1.4 of Carlen and Figalli which value is (p − 1)/(4p). As an application of our improvement in Theorem 1.3, we can improve the stability result for the Log-HLS inequality and the convergence rate to equilibrium for the solution of the Keller-Segel equation established by Carlen and Figalli in [10] (at least twice).
Let us explain how to prove these results. Our method used in this paper is the modification of the one given by Carlen and Figalli [10] and Seuffert [51] . We combining the stability version of the weighted Sobolev inequality established in [50] by Seuffert and the dimension reduction argument of Bakry [2] to obtain Theorem 1.1. The main different between our proof and the one of Carlen and Figalli, and of Seuffert is that after applying the stability version of the weighted Sobolev inequality on the half space, we do not apply the weighted Sobolev inequality to the remainder term. Instead of this, we make some computations to control the remainder term when the deficit is small. Theorem 1.1 then follows by the special form of the functions which we define on the half space.
One of the main ingredients in our proof is the stability version of the weighted Sobolev inequality on half space R n+1 due to Seuffert [50] . The sharp weighted Sobolev inequality on half space was proved by the author in [46] by means of the mass transportation technique which generalizes one result of Bakry, Gentil and Ledoux in [2] . By adapting a dimension reduction argument due to Bakry, the author derived a subfamily of GNS inequality due to Del Pino and Dolbeault [19, 20] (for any 1 < p < n and even for any norm of gradient) from the weighted Sobolev inequality on half space. Let 1 < t < (2n + 1)/(2n − 3), denote
(1.14)
It was proved by the author in [46] (see also [2] ) that the following inequality
holds with the sharp constant S n,s (its explicit value can be found in [46] ), and the equality holds if and only if
for some c ∈ R, a > 0 and x 0 ∈ R n . In [50] , by adapting the proof of Bianchi and Egnell, Seuffert established a stability version of (1.15) as follows
for some constant C depending only on n and t. The inequality (1.17) plays an important role in the work of Seffert [51] and in our work in this paper. The rest of this paper is organized as follows. The next section §2 is devoted to prove the stability results in Theorem 1.1 and Corollary 1.2. We also show how Theorem 1.1 implies the results of Carlen and Figalli and of Seuffert in this section. The proof of Theorem 1.3 is given in section §3.
2 Proof of Theorem 1.1
From weighted Sobolev to GNS inequality
We begin by explaining the argument deriving the GNS inequality from the weighted Sobolev inequality on the half space [2, 47] . Let u ∈ D 2,t+1 (R n ) be a nonnegative function satisfying (1.7), we define a new function on R
Note that
Then we have the following result.
. Suppose that f is defined as (2.1), then we have
Proposition 2.1 provides a bridge between the GNS inequality (1.2) and the sharp weighted Sobolev inequality on the half space (1.15). Our interest in this proposition is that it relates the GNS deficit to the Sobolev deficit. We will give a quick proof of this proposition below.
Proof. It is easy to check that
By a suitable change of variable, we get
Hence, a straightforward computation shows that
(by (1.7) and (2.4))
the last equality follow from the equality
, which can be checked by using v as a test function (for which we have equality in (1.2)).
Proposition (2.1) combined with stability version of the weighted Sobolev inequality (1.4) asserts the existence of a positive constant C depending only on n and t such that
with u satisfies (1.7). Note that the normalized condition u 2t = v 2t is equivalent to f 2 * s = g 1,a,x 0 2 * s for any a > 0 and x 0 ∈ R n . Our main goal of this section is to show that , up to enlarging the constant C, we can assume that c = a = 1 in (2.5). This paves the way for the estimation on the infimum on the right hand side of (2.5) in terms of u and v. This point is different with the approach of Carlen and Figalli [10] and of Seuffert [51] . In fact, after using the Bianchi-Egnell type stability version for the weighted Sobolev inequality, these authors continued using the weighted Sobolev inequality to estimate the deficitδ GNS [u] from below by the quantity
and then applied their results to derive the stability version of GNS inequality.
Controlling the infimum in the stability estimate of BianchiEgnell type
The main result of this section reads as follows.
Lemma 2.2. Let u ∈ D 2,t+1 (R n ) be nonnegative function satisfying (1.7). Let f define by (2.1). Then there exists a constant C 0 , δ 0 depending only on n and t such that for any real number δ > 0 with δ ≤ δ 0 and
for some c ∈ R, a > 0, and x 0 ∈ R n , then
Note that the values of C 0 and δ 0 can be computed explicitly from the proof below.
Proof. We follow the argument in the proof of Lemma 2.3 in [10] . Suppose that
for some c ∈ R, a > 0 and x 0 ∈ R n . A simple compuation shows that
and ∇g c,a,x 0 (x, y) = −(n s − 2)c a
We divide our proof into several steps.
• Step 1: There exists δ 1 depending on n and t such that whenever δ ≤ δ 1 we have c > 0. Indeed, if c ≤ 0, then
(by (1.7) and (2.4)
(by GNS inequality)
(by (1.7).
Hence, if
we then obtain a contradiction.
•
which implies our desired estimate.
• Step 3: There exist δ 2 and C 2 depending only on n and t such that whenever δ ≤ δ 2 , we then have
By Fubini's theorem, for any set B ⊂ A with
there exists x such that |x − a x 0 | ≤ 1 such that there exist 0 < y 1 < 1/4 and 3/4 < y 2 < 1 such that (x, y 1 ), (x, y 2 ) ∈ B. Indeed, if this is not the case, then for any a.e x such that |x − a x 0 | ≤ 1, the set B ∩ x × (0, 1) has empty intersection with at least one of x × (0, 1/4) or x × (3/4, 1),
For any fixed γ, denote
Applying Chebyshev's inequality, we have
Then we have
and for any (x, y) ∈ B,
Notice that for (x, y) ∈ A, we have 1 + |x − a x 0 | 2 + y 2 ≤ 3. Hence, if
we get from (2.7) for any (x, y) ∈ B that and hence
for any (x, y) ∈ B. It is an elementary estimation that
for (x, y) ∈ B. Combining (2.8) and (2.9), we get
for (x, y) ∈ B.
Our observation above shows that we can choose x with |x−a x 0 | ≤ 1 and 0 < y 1 < 1/4 and 3/4 < y 2 < 1 such that (x, y 1 ), (x, y 2 ) ∈ B. Then by (2.10), we have 
Thus, we get 1 a 1−2/ns − 1 ≤ 
here, the second inequality comes from (2.11) and computing explicitly the integral. Finally, by triangle inequality and Cauchy-Schwartz inequality, we have
This finishes the proof of Step 3 by choosing δ 2 = min{δ 1 , δ
Proof of Theorem 1.1
Let C 0 and δ 0 be as in Lemma 2.2. Define
with C appears in (2.5). Suppose that u satisfies the condition of Theorem 1.1, and
Applying Lemma 2.2, we get
Replacing u by u(· + x 0 ) which does not change δ GNS [u], we can asumme that x 0 = 0 (we make this assumption for simplifying the notation in the proof). Our aim is to prove the following inequality
for some constant K depending only on n and t. Notice that
and then by an easy computation, we have
Substituting the expressions of ∇f and ∇g 1,1,0 into ∇f − ∇g 1,1,0 2 , we have
Our goal is to estimate I and II.
• Estimate II: By a simple change of variable, we have
Thus, we have shown that
(2.14)
• Estimate I: By triangle inequality, we have
By a suitable change of variable, we have
, by the convexity we have
Thus we get
, and
Hence, there exists β ′ n,s depending only on n and t such that
here we use (2.14). Applying Cauchy-Schwartz inequality, we have
(2.15)
Let K = K 4 + K 2 which depends only on n and t, we have
as our desire (2.13). This finishes our proof of Theorem 1.1.
with A, B depend only on n and t, here we use (1.7). So, up to enlarging the constant K, Theorem 1.1 always holds without restriction onδ GNS [u].
We conclude this section by showing how our Theorem 1.1 implies the stability result of Carlen and Figalli, and of Seuffert (1.4). Indeed, suppose that
. By a suitable choice of a > 0, we have
t+1 . Applying Theorem 1.1, then whenever
we can choose x 0 ∈ R n such that
This and the fact [(t 2 − 1) ∇u a ∇u a 2 ≤ C(n, t), and u a t+1 ≤ C(n, t), for some constant C(n, t) depending only on n and t.
• If n = 2: By Hölder inequality and (2.16), we have
with c 1 , c 2 depend only on t. Since 3t − 1 > t + 1, by GNS inequality, we have
with θ ′ = 2(t − 1)/(3t − 1). Thus there exists K ′ depending only on n, t such that
as our desire.
• If n ≥ 3: If 3t − 1 ≤ 2n/(n − 2), or equivalently t ≤ (3n − 2)/(3(n − 2)), then repeating the argument in the case n = 2, we obtain (1.4). If t > (3n − 2)/(3(n − 2)), then we have by an easy computation that
From (2.16), we have
where S n is the best constant in Sobolev inequality. This and Hölder inequality implies
, with c 3 , c 4 depend only on t. Repeating the argument in the case n = 2 by using GNS inequality, we obtain (1.4).
Proof of Corollary 1.2
Observe thatδ
Since 4t > 2(t), then there exists a constant B n,t depending only on n, t such that
Proof of Corollary 1.2. We first suppose that u is a nonnegative function with
where δ comes from Theorem 1.1. Choose a > 0 such that
, with u a (x) = a n 2t u(ax).
In particular, we have ∇u a − ∇v 1,x 0 2 ≤ Kδ GNS [u] and
By GNS inequality, we have
This implies our desired estimate (1.9) for nonnegative functions u with u 2t = v 2t and
Thus by enlarging the constant C, the inequality (1.9) holds for any nonnegative function u such that u 2t = v 2t without restriction on δ GNS [u] . The condition u 2t = v 2t is removed by the homogeneity of (1.9). We next relax the assumption that u is nonnegative. We follow the argument in [16] . Denote
We will show that there exists a constant C depending only on n, t such that
Applying GNS inequality for u + and u − , we have
with * = ±. This implies
Taking the sum of u * p 2t , we get
Notice that and by the convexity, we have
for any 0 ≤ a ≤ A and 0 ≤ b ≤ B. These observations yield
Dividing both sides by u p 2t , we get
and ϕ(a) > 0 for any a ∈ (0, 1). We claim that 19) for some positive constant κ depending only on n and t. Indeed, since ϕ(a) = ϕ(1 − a), it is enough to check (2.19) for 0 < a < 1/2. Moreover, ϕ is continuous and strict positive on (0, 1/2), hence it suffices to prove (2.19) for a near 0. Differentiating ϕ, we get
Thus for 0 < a < 1/3, there exists c > 0 depending on p ands (thus, on n and t) such that 
for some a > 0 and x 0 ∈ R n . Since u = |u| − 2u − , then
Plugging (2.17) (with remark that the minimum is taken by u − ) and (2.20) into (2.21) implies (1.9).
Proof of Theorem 1.3
We follow the argument in the proof of Theorem 1.4 in [10] . However, our proof below is simpler with the help of Theorem 1.1. In our proof, we alwas use C to denote a positive constant depending only on n, t, p, A and B, and which value can be changed from lines to lines.
Proof of Theorem 1.3. We divide our proof in several steps.
• Step 1: We show that u 2t cannot be too small if N p (u) is not too large. Indeed, for any R > 0 we have
t+1 /2 and using Hölder inequality, we get
with c 1 depends only on n and t.
• Step 2: Modifying u by multiple and rescale which do not seriously affect the size of deficitδ GNS [u] . Defineũ
where a > 0 is choosen such that
Note that ũ 2t = v 2t , andδ
Step 1 (or (3.1)), there is a constant C > 0 such that
• Step 3: Application of Theorem 1.1. We first claim that
with C depends on n, t, p and B. Indeed, by the definition ofũ, we have
This and (3.3) imply the claim (3.4). Observe that
Combining this equality and (3.4), there exists δ ′ > 0 depending on n, t, p and B such that
By Theorem 1.1, we can find x 0 ∈ R n such that the translationû(x) =ũ(x − x 0 ) ofũ satisfies
Hence, by Hölder inequality, we have here we use (3.4) to bound ũ t+1 from above whenδ GNS [u] ≤ δ ′ .
• Step 4: Eliminating the normalization. Setting u a (x) = a n/(t+1) u(ax). Then we have u a t+1 = u t+1 and Combining (3.7) with (3.6) gives
(3.8)
Step 5: Finding a lower bound for a: Notice that from (3.1) and (3.5), we obtain an upper bound depending only on n, t, p and B for a whenδ GNS [u] smaller than some constant depending only on n, t, p and B. In this step, we use the bound on entropy (1.11) to give a lower bound for a.
It follows from (3.8) that
Hence by Jensen's inequality, we have 1 a n |B 1 | Ba(ax 0 ) u(x) t+1 ln(u(x) t+1 )dx ≥ 1 a n |B 1 | Ba(ax 0 ) u(x) t+1 dx ln 1 a n |B 1 | Ba(ax 0 ) u(x) t+1 dx ≥ C a n ln C a n .
Since b ln b ≥ −1/e for any b > 0, thus we get
u(x) t+1 ln(u(x) t+1 )dx ≥ −C (1 + ln a) . (3.9)
For any nonnegative integrable function ρ on R n with finite p−moment for some p ≥ 1, we have the following standard estimate From (3.9), (3.10) and (1.11), we obtain − ln a ≤ C for some constant C depending on n, t, p, B and A. This gives us a lower bound for a.
Step 6: Reabsorbing x 0 . By (1.12), we then have R n x u a (x) t+1 dx = 0, and hence
It follows from Hölder inequality and (3.8) that Combining this estimate and (3.6) gives
Finally, this estimate and (3.7) imply
which is equivalent to (1.13).
