In this paper, we summarize the human emotion recognition using different set of electroencephalogram (EEG) channels using discrete wavelet transform. An audio-visual induction based protocol has been designed with more dynamic emotional content for inducing discrete emotions (disgust, happy, surprise, fear and neutral). EEG signals are collected using 64 electrodes from 20 subjects and are placed over the entire scalp using International 10-10 system. The raw EEG signals are preprocessed using Surface Laplacian (SL) filtering method and decomposed into three different frequency bands (alpha, beta and gamma) using Discrete Wavelet Transform (DWT). We have used "db4" wavelet function for deriving a set of conventional and modified energy based features from the EEG signals for classifying emotions. Two simple pattern classification methods, K Nearest Neighbor (KNN) and Linear Discriminant Analysis (LDA) methods are used and their performances are compared for emotional states classification. The experimental results indicate that, one of the proposed features (ALREE) gives the maximum average classification rate of 83.26% using KNN and 75.21% using LDA compared to those of conventional features. Finally, we present the average classification rate and subsets of emotions classification rate of these two different classifiers for justifying the performance of our emotion recognition system.
INTRODUCTION
Emotion is one of the most important features of humans. Without the ability of emotions processing, computers and robots cannot communicate with human in natural way. It is therefore expected that computers and robots should process emotion and interact with human users in a natural way. In recent years, research efforts in Human Computer Interaction (HCI) are focused on the means to empower computers to understand human emotions. Although limited in number compared with the efforts being made towards intention-translation means, some researchers are trying to realize man-machine interfaces with an emotion understanding capability. Most of them are focused on facial expression recognition and speech signal analysis [1, 2] . In these works, the emotions of the subjects are purposefully expressed and it can be more easily concealed by those of other subjects [3] . Another possible approach for emotion recognition is physiological signal analysis. We believe that this is a more natural means of emotions recognition, in that the influence of emotion on facial expression or speech can be suppressed relatively easily, and emotional status is inherently reflected in the activity of nervous system. The traditional tools for the investigation of human emotional status are based on the recording and statistical analysis of physiological signals from the both central and autonomic nervous systems. Some of the main physiological signals highly adopted for human emotion assessment are: Electromyogram (EMG), Electrocardiogram (ECG), Skin Conductive Resistance (SCR), and Blood Volume Pressure (BVP) [4, 5] . Several approaches have been reported by different researchers on finding the correlation between the emotional changes and EEG signals [6] [7] [8] . The past works on emotion recognition using EEG signals are reported in [9] .
One of the difficulties of categorizing emotion names is that the distinction between the emotion categories is not clear. All people express their emotions differently: it is not an easy task to judge or to model emotions. Researchers often use two different methods to model emotions [10, 11] . One approach is word labels, for example, happy, sad, surprise, anger, fear, disgust, etc. Another ways is to have multiple dimensions or scales to categorize emotions. Instead of choosing discrete labels, observers can indicate their impressions of each stimulus on several continuous scales: for example, pleasant-unpleasant, attention-rejection, simple-complicated, etc. Many researchers have attempted to utilize the two dimensional modeling of emotions due to simplicity of protocol design and signal processing techniques [12, 13] . However, our work is to realize the basic emotions that are in discrete mode for developing intelligent emotion recognition system. Furthermore, the assessment of discrete mode emotions is useful to create suitable reactions in manmachine systems such as robots for disabled. Indeed, the development of human emotion recognition system is challenging in terms of developing protocol design and in terms of developing efficient machine learning algorithms for deriving the discrete emotion from the multiple complex emotions encountered by human.
In order to provide a simplified emotion recognition system, in our earlier work, we proposed asymmetric ratios based channel selection for reducing the number of channels from 62 to 8 and to 4 [14] . Since, the reduction of channels does minimize the physical burden, mental fatigue during electrode placement, computational time and complexity. The basic EEG based emotion recognition system is shown in Figure 1 .
The rest of this paper is organized as follows. In Section 2, we summarize the research methodology by elucidating the data acquisition process, preprocessing, and feature extraction using wavelet transform, and classification of emotions by linear classifiers. Section 3 illustrates the overview of the results and discussion of this present work, and conclusions are given in Section 4.
RESEARCH METHODOLOGY

EEG Data Acquisitions
This section describes the acquisition of EEG signals for emotion assessment experiment. A pilot panel study is conducted on 25 university students to select any 5 video clips (trials) for each emotion from 115 emotional video clips including from the international standard emotional clips more dynamic emotional content. The selection of video clips is based on self assessment questionnaires mentioned in [15] . The subjects who have undergone this panel study do not take part in the data collection experiment. Three females and seventeen males in the age group of 21-39 years were employed as subjects in our experiment. All these subjects are university students and do not have psychiatric or neurological disorders. All the subjects have given written consent prior to the recording. Every participant was given information about the design and purpose about the experiment. The subjects were paid and allowed to perform the experiments during their free times during working days (Monday ~ Friday).
The EEG signals were acquired using the Nevus EEG, Iceland with 64 electrodes. There are 62 active electrodes plus one electrode for reference and one electrode for ground (Figure 2(a) ). All these electrodes are placed on the scalp according to International 10-10 system and made up of Ag/Ag-Cl. The reference electrode AFz is placed in between AF1 and AF2 electrodes and the ground electrode Oz is placed in between O1 and O2 electrodes. The impedances of the electrodes were kept below 5KΩ. The EEG signals collected from the scalp electrodes are filtered on-line (band-pass) between 0.5 Hz and 70 Hz. The sampling rate was fixed at 256 samples per second for all the channels and digitized at 16 bit. The recording of EEG signals for various emotional stimuli is carried out in an electrical and sound attenuated room while the participant was seated comfortably on the armchair.
Emotion Elicitation Method
Emotions can be induced by one of the following ways: 1) visual (images/pictures) [12] ; 2) audio-visual (film clips/video clips) [13, 16] ; 3) recalling of past emotional events [8] ; 4) audio (songs/sounds) [17] . Most of researchers are using visual stimuli for evoking emotions. In our previous work, we have used both visual and audio-visual stimuli for evoking discrete emotions. The result of this study confirms that, audio-visual stimulus performs superior in evoking emotions than visual stimulus [18] .
The main advantage of this method resides in the strong correlation between induced emotional states and the physiological responses. Hence, we have designed an audio-visual induction based protocol for eliciting the discrete emotions in this present work. The complete protocol design is computerized to follow in prescribed time period. Thereby no human intervention is required to disturb the experimental session. In order to get quality data, the subjects are asked to follow a set of instruction prior to the experimental session: 1) sit back comfortably; 2) do not move until the end of the experiment session; 3) let yourself freely experience whatever emotions as much as you can; 4) do not try to hold back your feelings. The audio-visual stimulus protocol for one of the trials of our experiment is shown in Figure 3 . The orders of the emotional video clips are changed in a random manner for other trials. X1 to X5 denote time periods of selected video clips. The time duration of video clips vary from one another. In this protocol design, the current emotional state of the subjects before the experiment session is neutralized by showing a set of "natural scenes" and also playing a "soothing music" will make the subjects to feel calm with relaxed mind. Since, in most of the experimental sessions, previous researchers have tolerated the effect of current emotional state of the subjects before undergoing the emotions assessment experiment. Between each emotional stimulus (video clips), the "blank (dark) screen" is displayed for 10 second to "rest and prepare" the subject to next stimulus. Between each emotional video clips, under self assessment section, the subjects were informed to answer the emotions they have experienced [18] . Finally, 5 trials for disgust, happy and surprise emotions and 4 trials for fear and neutral emotions are considered for further analysis. All the signals are collected without imparting discomfort to the subjects.
Preprocessing
EEG signals recorded over various positions on the scalp are usually contaminated with noises and artifacts (Ocular (EoG), Muscular (EMG), Vascular (ECG) and Gloss kinetic artifacts). The complete removal of artifacts will also remove some of the useful information of EEG signals. This is one of the reasons why considerable experience is required to interpret EEGs clinically [19, 20] . A couple of methods are available in the literature to avoid artifacts in EEG recordings. However, removing artifacts entirely is impossible in the existing data acquisition process.
In this work, we use of Surface Laplacian (SL) filter for removing the noises and artifacts. The SL filter is used to emphasize the electric activities that are spatially close to a recording electrode ("i"), filtering out those that might have an origin outside the skull. In addition, this filter also attenuates the EEG activity which is common to all the involved channels in order to improve the spatial resolution of the recorded signal. The neural activities generated by the brain, however, contain various spatial frequencies. Potentially useful information from the middle frequencies may be filtered out by the analytical Laplacian filters. Hence, the signal "pattern" derived from SL filters is similar to "spatial distribution of source in the head". The mathematical modeling of Surface Laplacian filter is given as
where X new : filtered signal; X(t): raw signal; N E : number of neighbor electrodes.
Feature Extraction
In the emotion recognition research using EEG signals, the non-parametric method of feature extraction based on multi-resolution analysis of Wavelet Transform (WT) is quite new. The joint time-frequency resolution obtained by WT makes it as a good candidate for the extraction of details as well as approximations of the signal which cannot be obtained either by Fast Fourier Transform (FFT) or by Short Time Fourier Transform (STFT) [21, 22] . The non-stationary nature of EEG signals is to expand them onto basis functions created by expanding, contracting and shifting a single prototype function (Ψ a,b , the mother wavelet), specifically selected for the signal under consideration. The mother wavelet function Ψ a, b (t) is given as
where a, b  R, a > 0, and R is the wavelet space.
Parameters 'a' and 'b' are the scaling factor and shifting factor respectively. The only limitation for choosing a prototype function as mother wavelet is to satisfy the admissibility condition (Eq.3),
where Ψ(ω) is the Fourier transform of Ψ a,b (t). The time-frequency representation is performed by repeatedly filtering the signal with a pair of filters that cut the frequency domain in the middle. Specifically, the discrete wavelet transform decomposes the signal into approximation coefficients (CA) and detailed coefficients (CD). The approximation coefficient is subsequently divided into new approximation and detailed coefficients. This process is carried out iteratively producing a set of approximation coefficients and detail coefficients at different levels or scales [23] (Table 1) . In this work, the multi-resolution analysis of "db4" wavelet function is used for decomposing the EEG signals into five levels and three frequency bands (alpha, beta, and gamma) that are considered for deriving the statistical features ( Table 1 ). This wavelet function has been chosen due to their near optimal time-frequency localization properties. Therefore, extraction of EEG signals features are more likely to be successful [24] . In order to analyze the characteristic natures of different EEG patterns, we proposed an energy based feature called Recoursing Energy Efficiency (REE) in our earlier work [15] . In that work, we use the Fuzzy C Means (FCM) and Fuzzy K-Means (FKM) for clustering the human emotions. The equation for deriving REE for three frequency bands is given in Eq.4. In this present work, we used the same feature and two of its modified form namely Logarithmic REE (LREE) and Absolute Logarithmic REE (ALREE) for classifying emotions using two linear classifiers. The equations for calculating LREE and ALREE for gamma band are given in Eq.5 and Eq.6; similarly the remaining frequency bands can be derived. These features are derived from the three frequency bands of EEG. 3 3
In addition, we have used a set of conventional features (power, standard deviation and variance) for classifying the emotions and comparing the efficacy of newly proposed statistical features ( Table 2) .
Emotion Classification
In this work, we have used two simple classifiers such as Linear Discriminant Analysis (LDA) and K In addition, KNN is also a simple and intuitive method of classifier used by many researchers typically for classifying the signals and images. This classifier makes a decision on comparing a new labeled sample (testing data) with the baseline data (training data). In general, for a given unlabeled time series X, the KNN rule finds the K "closest" (neighborhood) labeled time series in the training data set and assigns X to the class that appears most frequently in the neighborhood of k time series. There are two main schemes or decision rules in KNN algorithm, that is, similarity voting scheme and majority voting scheme [25] . In our work, we used the majority voting for classifying the unlabeled data. It means that, a class (category) gets one vote, for each instance, of that class in a set of K neighborhood samples. Then, the new data sample is classified to the class with the highest amount of votes. This majority voting is more commonly used because it is less sensitive to outliers. Besides the training and testing samples, LDA does not require any external parameter for classifying the discrete emotions. However, in KNN, we need to specify the value of "K" closest neighbor for emotions classification. In this experiment, we try different "K" values ranging from 2 to 6. Finally, the value of "K" is selected as 5. This gives a maximum classification performance among the other values of K.
RESULTS AND DISCUSSIONS
Among all twenty subjects, we sample and preprocess a total of 460 EEG epochs from five discrete emotions. The number of data points in each epoch depends on the time duration of video clips. In our experiment, the time duration of video clips vary from one another. The next stage is to train the KNN classifier with a best value of K while LDA classifier directly works for classifying the emotions. Among these two classifiers, LDA is a very simple but elegant approach to classify various emotions. The classification ability of a statistical feature set can be measured through classification accuracy by averaging five times over a 5 fold cross-validation. In order to develop a reliable and efficient emotion recognition system with less number of electrodes, we have compared the classification accuracy of the original set of channels (62) with reduced set of channels 24 channels [5] and 8 channels [21] . In [5] , the reduced set of channels was obtained on the basis of localizing the frequency range of emotion over different areas of the brain though cognitive analysis.
From Table 3 , we inferred that, KNN gives higher average classification accuracy than LDA on three different channels sets. The maximum classification accuracy of 83.26%, 79.93% and 72.68% is obtained using ALREE feature on 62 channels (Figure 2(a) ), 24 channels (Figure 2(b) ) and 8 channels (Figure 2(c) ) respectively. Among the three different channel combination, ALREE performs better than the other proposed (REE and LREE) and conventional features. Table 4 to Table 6 shows the individual emotions classification rate of KNN and LDA classifiers for three different sets of channels. From Table 4 , we found that, the 62 channel EEG data gives the maximum individual classification rate on five emotions (happy, surprise, fear and neutral) compared to other channel sets. The maximum subsets of emotions classification rate of 91.67% for disgust, 81.67% for happy and surprise, 81.25% for fear and 93.75% for neutral is achieved using 62 channels EEG signals. Hence, the 62 channel EEG performs better over other channels sets for classification of human emotion through EEG. 
CONCLUSIONS AND FUTURE WORK
In this paper we have presented an approach to discrete emotion recognition based on the processing of EEG signals. One of the major limitations on this research is the lack of international standard data base. Hence, we have compared the efficacy of emotion classification using newly proposed energy features with conventional features. Here, the modified energy features classify the emotions better than the conventional features with higher classification rate. The newly proposed feature, Absolute Logarithmic Recoursing Energy Efficiency gives the maximum average classification rate over other conventional features. Therefore the extracted features successfully capture the emotional changes of the subject through their EEG signals regardless of the user's cultural background, race, and age. In addition, it also shows a significant relationship between EEG signals and emotional states experienced by the subjects during the interaction with audio-visual content. This study is ongoing to involve different classification algorithms in order to track the emotional status of brain activation during audio-visual stimuli environment. The results of this study provide a framework of methodology that can be used to elucidate the dynamical mechanism of human emotional changes underlying the brain structure. In future, we are interested to develop efficient feature extraction algorithm using different wavelet functions and with a different set of statistical features for improving the emotion classification rate. 
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