Abstract. We show that for any commutative Noetherian regular ring R containing Q, the map K 1 (R) → K 1 (
Introduction
The algebraic K-theory is well known to be a very powerful invariant to study various geometric and cohomological properties of algebraic varieties. Quillen [29] showed that algebraic K-theory of smooth varieties satisfies homotopy invariance. This implies in particular that the algebraic K-theory of commutative Noetherian regular rings remains invariant under any polynomial extension.
The monoid algebras associated to finitely generated monoids are natural generalizations of polynomial algebras over commutative rings. These algebras form a very important class of toy models to test various properties of algebraic K-theory which are known to be true for polynomial algebras. Questions like Serre's problem on projective modules, homotopy invariance of K-theory, and K-regularity have been extensively studied for monoid algebras by various authors, see for instance, [1] , [12] , [13] and [6] .
In a series of several papers, Gubeladze [10] , [11] showed that for a regular commutative Noetherian ring R and a monoid M , one has K i (R[M ]) = 0 for i < 0 and K 0 (R) K 1 -regular. This motivates the following question (See [12, Question, pp 170] ). Let k be a field and let M be a finitely generated normal, cancellative, torsion-free monoid which has no non-trivial units and which is not c-divisible for any integer c = 1 (see § From the geometric point of view, it is useful to note that R[M ] is the homogeneous coordinate ring for the Segre embedding of P 1 R × R P 1 R inside P 3 R . When R is a field, Gubeladze ([13, Remark 1.9 (c)]) asked if the monoid algebra (1.1) is K 1 -regular 1 . If so, this could give a counter-example to the above question. We refer to [13] for Gubeladze's consideration of this monoid algebra and for an excellent account of many results and other open questions on the algebraic K-theory of monoid algebras.
The algebraic K-theory of many monoid algebras (including (1.1)) were extensively studied by Cortiñas, Haesemeyer, Walker and Weibel [6] using the technique of cdhdescent of homotopy invariant K-theory. However, Gubeladze's question remained an open and intractable problem.
1.1.
Gubeladze's question. The main result of this text is to show that Gubeladze's monoid algebra is indeed a counter-example to the above question. In fact, we prove the following more general statement.
Theorem 1.1. Let R be a commutative Noetherian regular ring containing Q. Then the inclusion of scalars R ֒→ R[M ] induces an isomorphism
Using the commutative square
It is known that the reduced algebraic K-theory (Ker(K * (k[M ]) → K * (k)) of the above monoid algebra consists of uniquely divisible groups K * (k [M ] ) (e.g., see [6, § 1] ). In particular, there is a direct sum decomposition
) of eigen pieces for Adams operation, whenever i ≥ 0. For monoid algebras arising from the cones over smooth projective schemes, many of these pieces have been computed by Cortiñas, Haesemeyer, Walker and Weibel in [6] .
However, it is not clear if the technique of cdh-descent for the KH-theory employed in [6] can be helpful in computing the K-theory of Gubeladze's monoid algebra. Instead, we use the more recent pro-cdh descent for the Quillen K-theory and work in the category of pro K-groups to make the above breakthrough. In fact, the referee pointed out that the results of this paper are possibly the very first applications of the pro-cdh descent to the study of monoid algebras.
We end the introduction of the results with a note. Some critics may ask if our methods help in computing the K-theory of other monoid algebras. To this, we remark that even if it may be possible, it was not the purpose of this work to devise general techniques to study K-theory of monoid algebras. This is already done in [6] in the best possible way. Our motivation was to verify some conjectures and questions of Gubeladze which remained intractable, even after [6] . And one should note that Gubeladze's question is about producing counter-examples in K-theory of monoid algebras.
1.4. Outline of the proofs. As stated above, a new idea which turned out to be very crucial for computing the higher K-theory of the monoid algebra of (1.1) is the prodescent theorem of [19] and [27] . This descent theorem tells us that it is often enough to prove many vanishing theorems for Hochschild and cyclic homology groups only in the pro-setting in order to compute higher K-theory of singular schemes.
In § 2, we review finitely generated monoids and monoid algebras. We also study the geometry of the Zariski spectrum of the monoid algebra of Theorem 1.1 and use this geometry to compute the cohomology groups of the sheaves of differential forms on this algebra. The heart of this text are sections 3 and 4, where we prove some vanishing theorems which are critical for the proofs of the above results. In § 5, we generalize some results of § 4 in order to compute the higher K-theory of our monoid algebra. In § 6, we combine the vanishing theorems of sections 3 and 4 with the pro-descent theorem of [19] and [27] to complete the proofs of our main results.
Review of monoid algebras and their geometry
In this section, we set up our notations and review various definitions in the study of monoids and monoid algebras. We then study the geometry of the monoid algebra k[x 1 x 3 , x 1 x 4 , x 2 x 3 , x 2 x 4 ], whose algebraic K-theory is the main interest of this text.
In this paper, a ring R will always mean a commutative, Noetherian Q-algebra. In particular, all fields will be of characteristic zero. Given a ring R as above, we shall let Eftalg R denote the category of essentially of finite type R-algebras and let Reftalg R denote the full subcategory of Eftalg R consisting of smooth R-algebras. We shall let Sch R denote the category of separated Noetherian schemes over Spec (R) and let Sm R denote the full subcategory of Sch R consisting of schemes which are smooth and essentially of finite type over R. We shall denote the product of X, Y ∈ Sch R by X × R Y . We shall let Sch R /zar denote the Grothendieck site on Sch R given by the Zariski topology.
2.1. Commutative monoids. Let N denote the set of all non-negative integers. Let M be a commutative and finitely generated monoid (a semi-group with unit element). Recall that M is said to be cancellative if given a, a ′ , b ∈ M , we have a + b = a ′ + b ⇒ a = a ′ . One says that M is torsion-free if given any integer c ≥ 1 and a, b ∈ M , one has ca = cb ⇒ a = b. We say that M is reduced if it has no non-trivial units (i.e, a = 0 in M if and only if a + a ′ = 0 for some a ′ ∈ M ). It is well known that a finitely generated commutative monoid is cancellative, torsion-free and reduced if and only if it is isomorphic to a submonoid of N r for some integer r ≥ 1 (see, for instance, [8, Theorem 3.11] ).
Let M be a commutative and cancellative monoid and let gp(M ) denote its group completion. Recall that M is said to be semi-normal if for every a ∈ gp(M ) with 2a, 3a ∈ M , we have a ∈ M . One says that M is normal if every element a ∈ gp(M ) lies in M if and only if ma ∈ M for some integer m ≥ 1. We say that M is c-divisible for some positive integer c if for any x ∈ M , there exists y ∈ M for which cy = x. In this text, we shall assume all monoids to be commutative, finitely generated, cancellative, torsion-free, reduced and normal. We shall use the shorthand decoration nice for such monoids in the sequel.
2.2.
Gubeladze's monoid algebra. Our principal interest in this text is to study the algebraic K-theory of the following monoid algebra, considered by Gubeladze [13, § 1] .
For any integer r ≥ 1, let {e 1 , · · · , e r } denote the standard ordered basis of N r as a monoid. Here, e i is the vector whose ith coordinate is one and others are all zero. Let M denote the submonoid of N 4 generated by the vectors {v 1 , · · · , v 4 }, where v 1 = e 1 + e 3 , v 2 = e 1 + e 4 , v 3 = e 2 + e 3 , and v 4 = e 2 + e 4 .
We shall use the term Gubeladze's monoid for the one given above for the rest of this text. One can check that M is not divisible by any integer c > 1. Indeed, if M is c-divisible for integer c > 1, then we can write v 1 = c(a 1 v 1 + a 2 v 2 + a 3 v 3 + a 4 v 4 ), where a i ∈ N. But this implies that c(a 1 + a 2 ) = 1, which is not possible.
It is also easy to check that for any ring R, the monoid algebra R[M ] is isomorphic to the monomial R-algebra R[z 1 z 3 , z 2 z 4 , z 1 z 4 , z 2 z 3 ], considered as the subalgebra of the polynomial algebra
There is in turn an isomorphism of R-algebras M ] will always denote the monoid algebra described in (2.1). We shall often refer to it as Gubeladze's monoid algebra.
The desingularization of Spec (R[M ]
) and its geometry. Let R be a regular ring. We observed in § 1 that R[M ] is the homogeneous coordinate ring for the Segre embedding of E R = P 1 R × R P 1 R inside P 3 R . We shall use this geometric interpretation in our study of the monoid algebra
, this closed embedding is defined by the graded surjection R[x 1 , · · · , x 4 ] ։ R[M ] of (2.1). We shall fix this embedding ι R : E R ֒→ P 3 R throughout the text. We shall let Proj R (R[z 1 , z 2 ]) be the first factor and Proj R (R[z 3 , z 4 ]) the second factor of E R .
If we let X R = Spec (R[M ]), then it is the affine cone over E R whose vertex P R is the closed subscheme Spec (R) ֒→ Spec (R[M ]) defined by the augmentation ideal of R[M ]. If we let π R : V R → X R denote the blow-up along the vertex P R , then we get a commutative diagram
where P n,R is the closed subscheme of X R defined by the idealm n R and E n,R = π * R (P n,R ) so that the left and the middle squares are Cartesian. The arrows p X R and p E R are the structure maps. It is well known that p R : V R → E R is the line bundle associated to the invertible sheaf O E (1) (with respect to the Segre embedding) on E R and the inclusion of the exceptional divisor E R ֒→ V R for π R is same as the 0-section of p R . We let p R be the restriction of p R to E n,R . We let I R denote the ideal sheaf of the exceptional divisor E R so that I n R defines E n,R ֒→ V R for n ≥ 1. In this case, one also knows that
, where m R is the defining ideal of the origin in A 4 R and let E ′ n,R be the inverse image of P ′ n,R under the blow-up
In this diagram, all vertical arrows are closed immersions, π R and π ′ R are blow-up maps, p R and p ′ R are line bundle projections, q R and q ′ R are projections, and all squares and triangles commute. The lower square on the front is Cartesian. We note that
and J = I + (y 1 y 2 − y 3 y 4 ). We also have a commutative diagram
with Cartesian squares for each n ≥ 1, where the vertical and the left horizontal arrows are closed immersions, and the right horizontal arrows are projections. In terms of the coordinate rings over an affine open subset of P 3 R of the form U 1 = {y 1 = 0}, (2.5) is translated into a commutative diagram (2.6)
, where one checks from (2.4) that
If we replace E R by P 3 R , then the coordinate rings of the terms in (2.5) lead to a commutative diagram
o o x x
,
maps onto (2.6) via the transformation y 2 → y 3 y 4 .
We shall use the following notations for various coordinate rings over the open subset {y 1 = 0} of P 3 R . We let (2.8)
so that Spec (Q) = X R and Spec (Q n ) = P n,R . One checks using (2.6) and (2.7) that A n = Q n [y 3 , y 4 ]/J R , where
2.4. Cohomology of E R . We shall need to use the following result about the cohomology groups on E R repeatedly in this text. Let
be the homogeneous coordinate rings of the two factors of E R and let φ R :
Let R be a Noetherian regular ring containing Q and let n ∈ Z. Then the following hold.
(
Proof. The key point in this proof (and elsewhere in the text) is the observation that our monoid algebra R[M ] is the base change of the monoid algebra Q[M ] via the inclusion Q ⊂ R. Furthermore, it is evident from (2.2) that all schemes in the diagram as well as all squares are obtained by the (flat) base change of a similar set of schemes and squares over Q.
for all i ≥ 0 and n ∈ Z, we can apply [16, Theorem 12] to reduce the proof to the case when R = Q. We therefore assume this to be the case and drop the subscript Q from all notations.
If p 1 , p 2 : E → P 1 denote two projections, then one knows that
and Ω
>2
E/Q (n) = 0, which proves (1).
The proof of (2), (3) and (4) 
We have thus proven (5), (6) and (7) . The last two assertions follow from (1) ∼ (4).
One can check by an elementary calculation, using (2.1) and Lemma 2.1, that the map 
Vanishing theorems
Let k be a field of characteristic zero. Let k[M ] be Gubeladze's monoid algebra and consider the diagram (2.2), where we drop the subscript k from all notations. But we shall continue to use the subscript R if it is different from k.
One of our main tools to study the algebraic K-theory of R[M ] (for a k-algebra R) will be the use of Chern class maps from K-theory to Hochschild and cyclic homology. We refer the reader to [25] for details on this subject. For any subring l ⊂ k and any map A → B of commutative k-algebras, Loday also defines the relative Hochschild homology HH l * (A, B) over l as the homology groups of the chain complex Cone( There are Chern class maps (Dennis trace maps) [25, 8.4 .3] K i (A) → HH l i (A) and by functoriality of fibrations of K-theory spectra and Hochschild homology, one also has Chern class maps from relative K-theory to relative Hochschild homology which are compatible with long exact sequence of relative K-theory and Hochschild homology. These Chern classes induce similar Chern character maps from relative (for nilpotent ideals) and double relative K-theory to the corresponding cyclic homology.
The Hochschild and cyclic homology (and their relative and double relative companions) are defined for any X ∈ Sch k and they coincide with the above definitions for affine schemes (see, for instance, [36] ). We let HH l i,X (resp. HC l i,X ) denote the Zariski sheaf on X associated to the presheaf U → HH l i (U ) (resp. U → HC l i (U )). We define the sheaves of relative and double relative cyclic homology in analogous way. As just remarked, the stalks of these sheaves are the (relative, double relative) Hochschild and cyclic homology of the associated local rings. The functoriality of the λ-decomposition gives rise to the corresponding decomposition for the sheaves as well [36] . The resulting Hodge pieces of these sheaves will be denoted by HH l,(j) i,X and HC
Given X ∈ Sch k , we shall denote its Andre-Quillen homology sheaves relative to l ⊂ k by D (q) p (X/l), where p, q ≥ 0. We shall freely use various standard facts about André-Quillen, Hochschild and cyclic homology of rings without a specific reference. They can all be found in [25] .
In this paper, all Hochschild, cyclic homology and sheaves of differential forms without the mention of the base ring l ⊂ k will be assumed to be considered over l = Q.
3.1. K-theory, Hochschild and cyclic homology relative to R. Let R be a regular k-algebra and set S = Spec (R). In this paper, we shall use the following notations to take care of various (co)homology and homotopy groups relative to the k-algebra R.
Given a presheaf F of abelian groups on Sch k , we let R F denote the sheaf on Sch k /zar associated to the presheaf X → F(X × k S). If F is a presheaf of spectra, we define the presheaf of spectra R F in a similar way. The idea behind the introduction of the sheaves R F is that it often allows us to compute various functors (e.g., K-theory, Hochschild homology and cyclic homology) on R-algebras in terms of sheaf cohomology on Sch k (e.g., see Theorems 6.1 and 6.3).
Given a morphism f : X → Y in Sch k , the relative K-theory spectrum R K(Y, X) is defined to be the homotopy fiber of the map of spectra f * : R K(Y ) → R K(X). Given any X ∈ Sch k , we shall let R K(X) denote the relative K-theory spectrum R K(Spec (k), X). Similarly, the relative Hochschild homology R HH * (A, B) will be the homology of Cone(
Associated to the commutative diagram (2.2), we shall use the following notations. For any closed subscheme Z ⊂ V containing E, we shall denote the relative K-theory
We shall use similar notations for the relative K-theory, Hochschild and cyclic homology sheaves on Z. The relative K-theory (resp. Hochschild and cyclic homology) R K * (P n , P ) (resp. R HH * (P n , P ) and R HC * (P n , P )) will be denoted by R K * (P n ) (resp. R HH * (P n ) and R HC * (P n )). We shall write Ker(
These are all over the base field Q.
Given an affine map f :
, where Spec (B) = f −1 (U ). We define the relative cyclic and André-Quillen homology sheaves and the sheaves of relative differential forms R HC
p (X/Y ) and R Ω * X/Y in an analogous way. In the above notations, we shall often drop the subscript R if R = k.
3.2. Pro-objects in abelian categories. By a pro-object in an abelian category C, we shall mean a sequence {A 1
In particular, such a morphism f is same as giving a function λ :
We shall call such a morphism to be strict if λ(j) ≥ λ(i) and l = λ(j) for every j ≥ i. In this paper, we shall use only the strict morphisms. Moreover, except in (5.3), the function λ will actually be identity. It is known that proC is an abelian category. The following description of kernels and cokernels in proC is elementary.
In particular, a sequence of strict morphisms
We refer the reader to [2, Appendix 4] for these facts about pro-objects in abelian categories.
3.3. Some vanishing results. In this section, we prove some vanishing theorems for the cohomology of relative cyclic homology sheaves. Given a quasi-coherent sheaf F on V (resp. on E n+1 ), we shall denote the sheaf
,En)/l for any subring l ⊂ k. These notations will be used throughout the text. We shall use the following elementary computations for exterior products.
Lemma 3.2. Let A be a ring and let
be a short exact sequence of A-modules, and let m ≥ 1 be an integer. Then, there exists a finite filtration
Proof. We can define a decreasing finite filtration on ∧ m M by defining F j ∧ m M to be the A-submodule generated by the forms of the type
Then we have
and it is easy to check that for 0 ≤ j ≤ m, the map
One also checks easily that this map is an isomorphism if M ≃ M ′ ⊕ M ′′ . We leave out the details as an exercise.
Lemma 3.3. Let A be a ring and let f : {M ′ n } n → {M n } n be a map of pro-A-modules, induced by a compatible system of surjective maps
is a short exact sequence of A-modules for every n ≥ 0. This yields a short exact sequence
where T r (−) denotes the functor of tensor power of A-modules and E r n is the submodule of T r (M ′ n ), generated by the tensors
, the lemma follows.
Lemma 3.4. Let k be a field of characteristic zero and let
Proof. This is [21, Proposition 3.3] . The only point to be noted is that this result is stated in the cited reference for k = Q case. However, the proof works verbatim for any field k containing Q. The reason is that it uses only [28, Theorem 3.23] and [35, Corollary 9.9 .3], both of which are valid in the general situation.
We now return to the study of our monoid algebra. Since our monoid algebra is defined over Q, we can write
In particular, we have (3.7)
The following is our key lemma to prove some of the vanishing results. In its proof (and elsewhere), we shall use the following notation: for any k-algebra B,
Lemma 3.5. For integers m ≥ 0 and n ≥ 1, there is a short exact sequence
Proof. The m = 0 case immediately follows from the exact sequence
For m ≥ 1, we consider the exact sequence
En/k → 0. We need to justify the injectivity of the map d. But this is a local verification. We shall use the notations of (2.8) for this purpose (with R = k). We thus have
We also have for j ≥ 0: (3.10)
is clearly injective (here we use characteristic zero), it follows that the composite map
This shows that the map d in (3.9) is injective.
Since I n /I n+1 ≃ O E (n) is an invertible sheaf on E, it follows from Lemma 3.2 that there exists an exact sequence
)). We thus need to show that the map (
But the injectivity at m = 1 is already shown above, and the vanishing at m ≥ 2 follows immediately from the fact that Ω m kn/k = 0 for m ≥ 2, n ≥ 1. This proves the claim. Using Claim 1 and the splitting of the inclusion E ֒→ E n , we obtain a short exact sequence for m ≥ 0:
En/k → 0. Using this exact sequence, we get a commutative diagram with exact rows
This yields an exact sequence
The case m = 0 is obvious and so we assume m ≥ 1, where we can replace Ω m
by Ω m E n+1 /k . We can check this locally. Using (3.10), we need to show that the map
) → Ω m k n+1 /k is injective for m = 0 and zero for m ≥ 1. The injectivity for m = 0 is obvious and we have Ω m k n+1 /k = 0 for m ≥ 2. So we only need to check m = 1 case. Here, the map in question is the canonical map
. However, this is same as the map
, which is turn, is same as the map
, given by x n+i 1 → x n+i 1 dx 1 . But this is clearly zero and we get Claim 2. The lemma follows from Claim 2 and (3.14).
Proof. By (3.7), the lemma is equivalent to showing that H i (E n,Q , Ω m E n,Q
We first prove the case m = 0. We show that H i (E n , I/I n ) = 0 for all i, n ≥ 1. The statement is clearly true for n = 1. In general, we use induction and the short exact sequence . Equivalently, there is an exact sequence
In particular, a diagram with exact row:
m,En ). Since H 2 -functor is right exact on the category of Zariski sheaves on E n , it suffices to show that H i (E n , R Ω m En ) = 0 for each m ≥ 0 and i, n ≥ 1. But this follows from Lemma 3.6.
The map
m,En ). It is easy to check from the local description of the projection p : V → E that its restriction p : E n → E is a finite morphism. Let R Ω m En/E be the Zariski sheaf on E as defined in § 3.1. It is clear from its definition that there is an exact sequence of Zariski sheaves of E:
An/A → 0. On the other hand, we have A n = A ⊗ Q B n and hence
and
, it follows that (3.19), and hence (3.18) yields a short exact sequence
En/E ) → 0. In particular, we get a locally split short exact sequence
En be the differential map over Q and let R Ω m,m+1 En = Ker(d m ). Using that p * is left exact on the category of sheaves of abelian groups, it follows from (3.20) that there is an exact sequence
En/E ) is an isomorphism. This is equivalent to the first term of (3.23) being zero. We can check this locally, and in this case, we need to show that the map Ω 1
is injective. But this follows from the fact that the composite map Ω
Bn is an isomorphism. This proves the claim.
) is an isomorphism.
Using the left exactness of p * , it suffices to show that the map R Ω
En )) is an isomorphism. We can again check this locally on E. With respect to the local description of (3.20), we need to check that the map
First of all, the composite map Ω
Bn ) is an isomorphism. It follows that the first map is injective. We next let α be the composite of d m with the projection (Ω
We now let
Bn → Coker(id⊗d 0 ) is zero. Since the diagonal arrow id⊗d 0 on the top right is an isomorphism, we conclude that the middle vertical sequence is exact. This proves the claim.
The final result of this section is the following.
Lemma 3.8. For any integer
Proof. The lemma is equivalent to showing that the map
is surjective. The stalk of p * ( R Ω m En ) at any point
It follows from (3.16) that the sequence
is exact. We conclude from this that there is an exact sequence of sheaves on E:
m,En ) → 0. Using (3.27), Lemma 3.6 and the exactness of p * on the category of quasi-coherent sheaves, the associated sequence of cohomology groups yields a commutative diagram
where the top row is exact. It suffices therefore to show that (n)) ⊗ k R and H 2 (E, Ω m−1 E (n)) = 0 for n ≥ 1 by Lemma 2.1. This finishes the proof.
Corollary 3.9. For any integer
Proof. This is a direct consequence of Lemma 3.8 and the decomposition (3.7).
Analysis of H
Let p : E n → E be the projection map (see (2.2) ). This is a finite morphism. For
p (E n /E) be the Zariski sheaf on E defined in § 3.1. Following the classical notation, we shall write R D (1)
Proof. By [25, 3.5.5.1], we have the exact sequence of Zariski sheaves on E:
En/E ) → 0. Since E R ∈ Sm R , the first term of this exact sequence vanishes by [25, Theorem 3.5.6]. It suffices therefore, to show that the map
En/k ) is injective. But this follows from a simpler version of (3.21).
Lemma 4.2. There are canonical isomorphisms
Proof. The second isomorphism is from [25, Proposition 4.5.13]. So we only need to verify the first isomorphism. Since the relative André-Quillen homology sheaf R D 1 (V /E) vanishes, we have an exact sequence of Zariski sheaves
Hence, we need to show that the canonical inclusion I n+1 /I 2n ֒→ I n /I 2n is identified with the kernel of the map I n /I 2n d − → Ω 1 V /E | En . Since this is a local calculation with R = k, we can assume E = Spec (A), where A = k[y 3 , y 4 ]. Following the notations of (2.6), we have
and it is easy to check that the kernel of the map
is precisely (x n+1 1 )/(x 2n 1 ).
Proof. We let F n = P n × E and let J = Ker(O Fn ։ O En ) so that there is a commutative diagram (with exact top row) of Zariski sheaves on E:
To prove the first assertion of the lemma, it suffices therefore to show that the map
is surjective. This is again a local calculation and so we replace E R by Spec (A), where A = R[y 3 , y 4 ] and follow the notations of (2.6) and (2.8).
In the local notations, we have R Ω 
Now, any element of the right hand side of this map is of the form w = f x 1 dy 3 +gx 1 dy 4 with f, g ∈ A n . If let f ′ (resp. g ′ ) denote a lift of f (resp. g) via α, then we get 
, we conclude that f x 1 dy 3 lies in the image of d. In the same way, we get d(g ′ (y 4 x 1 − x 4 )) = gx 1 dy 4 and g ′ (y 4 x 1 − x 4 ) ∈ J R . This proves the claimed surjectivity and hence the first part of the lemma.
The second part follows directly from the first part and Lemma 2.1, which implies that
Before we prove our next key result, we present the following local computation of some André-Quillen homology.
Lemma 4.4. In the notations of local coordinate rings in (2.8), we have
It is easy to check using (2.6) that there is a commutative diagram
α − → A n on the bottom is identity. Since A n is smooth over R n so that D 1 (A n /R n ) = 0, we have the Jacobi-Zariski exact sequence
.
Since Ω 1 An/Rn ≃ A n dy 3 ⊕ A n dy 4 , we get (in (4.6))
Representing f i 's in R[x 1 , y 3 , y 4 ] (see (2.6)), the last condition above is equivalent to
Since R is an integral domain, we equivalently get f 3 = x n−1 1 
Proof. The vertical arrows are the natural restriction maps via the closed embedding E ֒→ P 3 k . We shall prove the exactness of the bottom row as the argument for the top row is identical and simpler.
We have the Jacobi-Zariski exact sequence
where I is the sheaf of ideals of the embedding E ֒→ V . We need to show that γ is injective and η is surjective. It suffices to prove these two assertions in our local situation. We shall prove the surjectivity of η first. We continue to follow the notations of the local coordinate rings in (2.8).
α − → A n , is surjective. Since R n → A n is a smooth map so that D 1 (A n /R n ) = 0, there is a Jacobi-Zariski exact sequence of the form
Since Ω 1 R/Rn = 0, the fundamental exact sequence of Kähler differentials for the maps R n → R → A coming from the commutative square
shows that the map Ω 1 A/Rn → Ω 1 A/R is an isomorphism. On the other hand, the map
A/Rn is an isomorphism too. It follows from (4.9) that the map
On the other hand, it follows from (4.5) that the square
commutes, where the left vertical arrow is induced by φ n and the right vertical arrow is induced by α. Since we have shown above that the left vertical arrow is an isomorphism, we conclude that η is surjective.
To prove the injectivity of γ, we consider the commutative diagram (4.12)
Using this diagram, it suffices to show that ψ n is injective. Let w ∈ D 1 (A n /Q n ) be such that ψ n • β n (w) = 0. Equivalently, we get θ n • ζ n (w) = 0. Using Lemma 4.4, we can write w = f dx 2 + (x h − f y 3 = 0 modulo (x 1 ) in A n . Since n ≥ 2, this condition is equivalent to f = 0 modulo (x 1 ).
Let us write f = x 1 f ′ . We then get f dx 2 − f y 4 dx 3 − f y 3 dx 4 = f ′ (x 1 dx 2 − x 1 y 4 dx 3 − x 1 y 3 dx 4 ). On the other hand, Lemma 4.4 says that the term on the right hand side of this equality is zero in D 1 (A n /Q n ). Hence, we get (4.13)
We conclude from (4.13) that (4.14)
Ker
Since such elements clearly die via β n , we conclude that ψ n is injective. The proof of the lemma is now complete.
sheaves of pro-abelian groups on E is an isomorphism.
Proof. In the local notations of (2.8), we have seen in the last part of the proof of Lemma 4.5 (see (4.12) ) that ker(β n ) = Ker(ψ n •β n ) = Ker(θ n •ζ n ). It follows from (4.14) that the canonical map Ker(θ n+1 •ζ n+1 ) → Ker(θ n •ζ n ) is zero. We have thus proven that the restriction of the map Ker(β n+1 ) → Ker(β n ) to the affine open subset {y 1 = 0} of P 3 k is zero for every n ≥ 1. Since the same argument works for any open subset {y i = 0}, we conclude that the map of Zariski sheaves Ker(β n+1 ) → Ker(β n ) is zero. Since each β n is clearly surjective, we are done. 
Proof. The vertical arrows are the restriction maps induced by the closed embedding E ֒→ P 3 k . We prove that the horizontal arrows on the bottom are isomorphisms and the same proof applies to the arrows on the top.
The Jacobi-Zariski exact sequence for the maps E → P = Spec (k) ֒→ P n and smooth-
The commutativity of the squares follows from the naturality of these isomorphisms.
Proposition 4.8. For any integer n ≥ 2, there is a natural isomorphism of Zariski sheaves on E:
In particular, there is an isomorphism of pro-sheaves of
Proof. In view of Lemma 4.6, we only have to prove the first isomorphism. If we let
given by e i → x i , defines a surjective map of sheaves O P 3
(1) and restricting to E, we get the exact Euler sequence 9) ), where the latter map is an isomorphism induced by φ k in (2.1), we can also write the middle term of the above exact sequence as m/m 2 ⊗ k O E . Combining this with Lemma 4.7, the exact sequence can be written in the form
and one checks from the proof of Lemma 4.5 that the map ν as defined above coincides with the map η in (4.8). Hence, we conclude the proof by tensoring the exact sequence with R over k and using Lemma 4.5.
Proof. By Proposition 4.8, it suffices to show that H i (E, R Ω 1
is zero for i = 0, 1. Using (4.16), we need to show that
is an isomorphism and H 1 (E, O E ) = 0. But both follow from Lemma 2.1. 
Proof. In view of Lemma 3.8, it suffices to show that the map of pro-abelian groups
We shall in fact show that this map is an isomorphism.
For every n ≥ 1, we have the Jacobi-Zariski exact sequence of Zariski sheaves on E:
It follows from Lemma 4.2 that { R D 1 (E n /P )} n = 0. We thus get a commutative diagram of exact sequences of sheaves of pro-abelian groups (4.18) 0
Taking the kernels and using Lemma 4.3, we get an exact sequence
En/P } n → 0. Considering the cohomology and using Corollary 4.9, we get {H 0 (P n , R Ω 1
On the other hand, we have
. Since E/k is geometrically integral and is the only fiber of the map E n → P n , it follows that the canonical map
We now consider the commutative diagram of short exact sequences
where the rows are exact from the left because they are locally split. Taking the kernels, we get a short exact sequence
En/P → 0. Using the filtration (3.29), Lemma 2.1 and induction on n ≥ 1, we see that
/I n ) = 0 and hence there is a short exact sequence (4.23)
En/P ) → 0. Comparing this with a similar exact sequence for P n , we get a commutative diagram of short exact sequences of pro-abelian groups (4.24)
We have shown above that the map Q n → H 0 (E n , O En ) is an isomorphism for every n ≥ 1. Using the compatible splittings Q n ≃ k⊕m/m n and H 0 (E n , O En ) ≃ H 0 (E, O E )⊕ H 0 (E n , I/I n ), one checks easily that m/m n → H 0 (E n , I/I n ) is an isomorphism. In particular, the left vertical arrow in (4.24) is an isomorphism. The right vertical arrow is an isomorphism by (4.20) . We conclude that the middle vertical arrow is also an isomorphism. This completes the proof of the theorem.
Generalization of Theorem 4.10
We do not know if Theorem 4.10 is valid for higher cyclic homology groups in general. However, we shall show in this section that this is indeed the case for i = 2 when the ground field k is algebraic over Q. This will be obtained as a special case of the more general result that we shall prove when k is any field of characteristic zero.
Let p : V → E be the line bundle map of (2.2). Using the fact that Ω 1 V /E ≃ p * (O E (1)), the fundamental sequence for Kähler differentials gives rise to exact sequence of Zariski sheaves 0 → p
Since this is an exact sequence of vector bundles, it remains exact on restriction to E n . Taking this restriction and subsequent push-forward via the map p : E n → E, we get a short exact sequence of Zariski sheaves on E:
and an induction on n ≥ 1, it follows from Lemma 2.1 that
. Moreover, we have a short exact sequence
It is easy to check that for every i ≥ 1, the map d :
In particular, there is a (strict) map of sheaves of pro-abelian groups
We now claim that the composite map (see (5.1))
is surjective with kernel Ω
is an isomorphism for every 1 ≤ j ≤ n. Since this claim is a local assertion, we can use our notations of (2.8) and note that α is induced by the map Ω i V /k → Ω i V /E . In the local notations, the composite map of (5.4) is then given by Ω
. This map clearly satisfies the assertion of the claim.
On the other hand, as the sheaf of pro-abelian groups {I n /I 2n } n is zero, the exact sequence
In particular, Lemma 3.3 implies that there is a pro-isomorphism of the sheaves of differential graded algebras {p
Combining this with (5.6), we get for i ≥ 1, a surjective map of pro-abelian groups (5.8)
Using this surjective map, we can prove: 
Proof. Using Lemma 3.4 and the identification P n = Spec (Q n ), we can replace the right hand side by {H 0 (E n , HC k,(i) i,En )} n and the left hand side by { HC
Since Ω ≥3 E/k = 0, it follows from the splitting of the map p : E n → E via the section E ֒→ E n that the horizontal arrow on the bottom right is an isomorphism. The horizontal arrow on the bottom left is surjective by Corollary 3.9. Hence, it suffices to show that the map .9) is an isomorphism and the one on the left is surjective for i = 2 as well. However, we do not know how to conclude using (5.8) that
is surjective.
The main theorems
To prove our main results of this text, we shall use the following straightforward variant of the Thomason-Trobaugh spectral sequence for algebraic K-theory. We shall continue to use the notations of § 3. 
Proof. This is proved by repeating the argument of [ 
We leave out the details. It follows from [27, Theorem 0.1] that there is a long exact sequence
Note that the exact sequence (6.2) already follows from the pro-descent theorem [19, Theorem 1.1] and one does not need to use the more general result of [27] .
Using the homotopy invariance for the map p : V → E, this exact sequence becomes (see § 3.1 for the definition of R K * (−)) (6.3)
Lemma 6.2. There is an isomorphism of pro-abelian groups
Proof. It follows from the spectral sequence (6.1), the isomorphism R K i,En ≃ R HC i−1,En and Lemma 3.7 that the edge map { R K m+1 (E n )} n → {H 0 (E n , R HC m,En )} n is an isomorphism. It follows from Lemma 3.4 that
We conclude the proof of the lemma by combining this with the isomorphism R K m+1 (P n )
m (P n ) (using Lemma 3.4 again). Combining (6.3), Lemma 6.2 and (6.4), we obtain the following general result. 
Proof of Theorem 1.1: By definition of R K * (X), the theorem is equivalent to the assertion that R K 1 (X) = 0. The term on the left of the exact sequence (6.5) is zero for m = 1 by Theorem 4.10. The term on the right is same as {Ker(m R /m n R → H 0 (E n , R I/I n ))} n . But we have shown in the last part of the proof of Theorem 4.10 that this map is an isomorphism. We conclude by Theorem 6.3. 
2,En ))
Proof. The parts (1) and (3) follow by combining Theorems 1.1, 6.3 and Proposition 5.1 with the following.
To prove (2), we only need to show that {H 0 (E n , HC k, (3) 3,En )} n = 0. We shall in fact show this even if k is not algebraic over Q.
By Corollary 3.9, it suffices to show that
n is a split inclusion, it suffices to show that the latter term is zero. But this follows from (5.8) since Ω 3 E/k = 0. 
Lemma 6.6. Let k be any field of characteristic zero. The map
Proof. We have Ω 4 B/k ≃ Bω. We first show that x i ω = 0 for all 1 ≤ i ≤ 4 in Ω 4 Q/k .
Observe that (x 1 x 2 −x 3 x 4 )dx 1 dx 2 dx 3 = 0 in Ω 3 Q/k , hence d(x 1 x 2 −x 3 x 4 )dx 1 dx 2 dx 3 = 0 in Ω 4 Q/k . But this implies that x 3 dx 1 dx 2 dx 3 dx 4 = 0 in Ω 4 Q/k . Similarly, considering zero elements (x 1 x 2 − x 3 x 4 )dx 1 dx 2 dx 4 , (x 1 x 2 − x 3 x 4 )dx 2 dx 3 dx 4 , (x 1 x 2 − x 3 x 4 )dx 1 dx 3 dx 4
in Ω , where F 1 is the submodule of Ω 4 B/k ⊗ B Q generated by the exterior products of the form {a 1 ∧· · ·∧a 4 | a i ∈ d(I) for some 1 ≤ i ≤ 4}. Up to a sign, we can in fact assume that a 1 ∈ d(I). It is now immediate that any element of the form d(af ) ∧ a 2 ∧ a 3 ∧ a 4 (with a ∈ B) must belong to mω. In particular, ω = 0 in Proof. Using Theorem 6.3, it suffices to show that {Ker(
3,En ))} n = 0. By the decomposition (3.7), there is a split surjection
3,En ) ։ Ker
3,En ) for every n ≥ 1. It suffices therefore to show that {Ker(
3,En ))} n = 0. We have shown in the proof of Theorem 6.5 that {H 0 (E n , HC ։ Ω 4 Qn/k for every n ≥ 1, as shown in the proof of Theorem 6.5, it suffices to show that {Ω 4 Qn/k } n = 0. Using an analogue of (5.7) for the surjection Q ։ Q n and Lemma 3.3, we see that the map of pro-Q-modules {Ω 4 Q/k ⊗ Q Q n } n ≃ − → {Ω 4 Qn/k } n is an isomorphism. We thus need to show that {Ω 4 Q/k ⊗ Q Q n } n = 0. It follows from Lemma 6.6 that for every n ≥ 1, there is a commutative diagram (6.6) (
such that the diagonal arrow going up in the middle is an isomorphism. The bottom left horizontal arrow is an isomorphism because (f ) + m n ⊂ m. We conclude that {Ω 4 Q/k ⊗ Q Q n } n ≃ kω. This finishes the proof of the theorem.
6.3. Lindel's question. In order to partially answer Lindel's question on Serre dimension, we shall repeatedly use the following elementary and folklore result. Recall that a projective module P over a Noetherian ring A is said to have a unimodular element, if it admits a free direct summand of positive rank.
Lemma 6.8. Let A be a Noetherian ring and let P be a finitely generated projective A-module. Let I ⊂ A be a nilpotent ideal such that P/IP has a unimodular element. Then P has a unimodular element.
Proof. Our assumption is equivalent to saying that there is a surjective A-linear map α : P ։ A/I. But such a map gives rise to a commutative diagram
Letting M = Coker(α), our assumption says that M/IM = 0. The Nakayama lemma now implies that there is an element s ∈ I such that (1 + s)M = 0. But this implies that M must be zero as I is nilpotent and hence (1 + s) ∈ A × .
Proof of Theorem 1.3:
The proof broadly follows the steps of [17] , where similar results are proven for a more restrictive class of monoids. In view of Lemma 6.8, we can assume that R is reduced. We first assume that R has finite normalization. Let S be the normalization of R and C the conductor ideal of the extension R ⊂ S. It is easy to check that height of C ≥ 1. Let R ′ and S ′ denote the quotient rings R/C and S/C respectively. Consider the two Milnor squares:
Since M is a normal monoid, 
