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This paper discusses an improvement to Grover’s algorithm for searches where target states are
Hamming weight eigenstates and search space is not ordered. It is shown that under these conditions
search efficiency depends on the smaller number of 0’s and 1’s, not the total length, of binary string
of target state, and that Grover’s algorithm can be improved whenever number of 0’s and number
1’s are not equal. In particular, improvement can be exponential when number of 0’s or number
of 1’s is very small relative to binary string length. One interesting application is that Dicke state
preparation, which in Grover’s algorithm is P on average, can be made poly-efficient in all cases.
For decision making process, this improvement won’t improve computation efficiency, but can make
implementation much simpler.
Keywords: Quantum computing; Quantum search; Quantum oscillation; Grover’s algorithm; Quibt polar
rotation; Average case complexity
I. INTRODUCTION
Quantum search is a process of looking for a target
state |k〉, where 0 ≤ k < 2n and n is the number of
qubits of the system, out of a mixture of 2n un-ordered
states
|ψθ〉 ≡ 1√
2n
2
n−1∑
j=0
|j〉 −→ |k〉 (1)
sin θ =
1√
2n
(2)
Efficiency of quantum search plays an important role
in the design of collision-resistance cryptography[1–4].
In the absence of coherent interference all states in the
mixture are independent. Number of trials of success
of finding |k〉 on average is the same as that in classical
search, for which query complexity isO(2n). With coher-
ent interference in quantum computing, Grover[5] discov-
ered that search efficiency can be sped-up quadratically,
reducing query complexity to O(2n/2).
Grover’s algorithm is generated, in part, by rotat-
ing qubit along polar axes of Bloch sphere[6] by pi/2.
Qubit rotation plays an important role in quantum
computing[7]. The most famous example so far is Quan-
tum Fourier Transformation (QFT)[7–11] and its appli-
cations such as Shor’s algorithm[12] for factorization and
Harrow-Hassidim-Lloyd algorithm[13] for certain linear
system of equations. QFT is generated by rotating qubit
along azimuthal axes of Bloch sphere.
It is well known that Grover’s algorithm is opti-
mum [14, 15] when qubit polar angle is pi/2, i.e., when
Hadamard matrix is unbiased. It is, however, less clear
what would happen if Hadamard matrix is biased. The
idea of using biased Hadamard transformation is not
new[16]. The purpose of this paper is to explore if
∗ jiangliu@alumni.cmu.edu
Grover’s algorithm can be improved under certain con-
ditions when Hadamard transformation is biased.
In section II, dynamics of Grover’s algorithm is re-
cast to oscillation. Although Grover’s algorithm can be
viewed from different angles [15, 17, 18], viewing from
oscillation angle [19–22] can provide useful insight into
where and how improvement may be made.
Following oscillation view, section III discusses an
optimum search algorithm, referred to as Grover-Plus
henceforth for convenience, for Grover’s original database
search, where both target |k〉 and its oracle are given but
search list |ψθ〉 is unordered. In this case, the only differ-
ence between Grover-Plus and Grover’s algorithm is that
qubit polar angle is a variable of Hamming weight[23]
and that polar angle is determined by optimization.
It will be shown that while Grover-Plus and Grover’s
algorithm are identical when Hamming weight of target
state equals n/2, Grover-Plus is always more efficient in
any other cases. In particular, Grover-Plus is exponen-
tially more efficient when Hamming weight of target state
is either very small or very close to n.
Section IV discusses an interesting application of
Grover-Plus: Dicke states[24] production. Dicke states
play a special role in quantum entanglement and quan-
tum computing (for details see [16, 25–28] and references
therein). Grover-Plus turns out to be simpler and more
efficient than existing methods [16, 25, 27, 28]. Query
complexity of Grover-Plus is O
(
(∆0,k(1−∆0,k/n))1/4
)
,
where ∆0,k is the Hamming weight of Dicke state.
Section V compares Grover-Plus to Grover searches
where searching space can be limited to states of equal
Hamming weight. In this case, Grover’s algorithm and
Grover-Plus have similar computation efficiency. Imple-
mentation of Grover-Plus turns out to be much simpler.
Conclusion of this paper is summarized in section VI.
Some details of calculation are organized in the Ap-
pendix.
2II. QUANTUM SEARCH AND QUANTUM
OSCILLATION
Casting quantum search to quantum oscillation has
two advantages: First, it makes the proof of complete-
ness of Grover’s search [15, 17, 18] much simpler. Sec-
ond, it openly reveals which part of Grover’s algorithm
is already optimized and where else it can potentially be
improved.
Let’s start by re-deriving Grover’s algorithm from os-
cillation point of view.
The 2n dimensional Hilbert space of Eq. (1) can be
partitioned to a coarse-grained two dimensional subspace
supported by search target state |k〉 and its negation |k˜〉,
defined by |k˜〉〈k˜| = 1− |k〉〈k|,
|ψθ〉 = cos θ|k˜〉+ sin θ|k〉, (3)
where |ψθ〉 and θ are given by Eqs. (1) and (2).
Oscillation takes place between (|k˜〉, |k〉)T and
(|0〉, |0˜〉)T bases connected by
H⊗n
(
|k˜〉
|k〉
)
= U †
(|0〉
|0˜〉
)
, (4)
where |0˜〉 is the negation of |0〉, H is Hadamard gate and
Uθ =
(
cos θ sin θ
− sin θ cos θ
)
(5)
is a bases mixing matrix. That (|0〉, |0˜〉)T comes into play
is because |ψθ〉 = H⊗n|0〉.
Evolution of (|k˜〉, |k〉)T is given by(
|k˜〉
|k〉
)
t
= (Tθ)
t
(
|k˜〉
|k〉
)
0
, (6)
where t is the number of oscillation cycles and
Tθ = Uθ
(
1 0
0 −1
)
U †θ
(−1 0
0 1
)
. (7)
Diagonal matrices of Tθ are referred to as Grover’s or-
acle in the literature. They are oscillation matrices of
bases eigenvectors. That they are traceless implies that
oscillation is maximum. One important consequence of
maximum oscillation is
(Tθ)
t
= Ttθ. (8)
resulting in
Pr (k|ψθ)t = sin2 (θ + 2tθ) . (9)
This is Grover’s result re-derived from the oscillation
point of view. Query complexity of Eq. (9) is determined
by t = ⌊(pi/θ − 2)/4⌋ = O(2n/2).
Dynamics of Grover’s algorithm is similar to that
of neutrino oscillation[21, 22, 29] in that both involve
bases mixing and oscillation. In particular, (|0〉, |0˜〉)T
and (|k˜〉, |k〉)T play similar roles as mass and interaction
bases[21] in neutrino oscillation. In Grover’s algorithm,
mixing and oscillation take place at different time and lo-
cation. By contrast, mixing and oscillation of neutrinos
in interaction-bases are modeled at the same time and at
the same location.
Oscillation efficiency is driven by three factors[19, 21,
22, 29]: (1) structure of oscillation matrix, (2) bases-
mixing and (3) choice of oscillation bases. In view of os-
cillation physics, Grover’s algorithm is already optimum
with respect to the structure of oscillation matrix. How-
ever, issues related to bases-mixing and oscillation bases
were not addressed. These are the areas where improve-
ment may potentially be made.
III. A GENERALIZATION OF GROVER’S
ALGORITHM
Following oscillation view, Grover’s computation
model [5, 17, 18, 30] may be generalized by allowing arbi-
trary polar angle and arbitrary intermediate bases, while
keeping maximum oscillation feature unchanged, i.e.,(|0〉
|0˜〉
)
→
(|j〉
|j˜〉
)
, (10)
H → Hζ = σz cos ζ
2
+ σx sin
ζ
2
, (11)
where σx and σz are the Pauli matrices, Hζ is a general-
ized Hadamard gate with 0 ≤ ζ ≤ pi. Changing interme-
diate basis is not necessary for the optimum search algo-
rithm, Grover-Plus, discussed below, but is indispensable
for algorithms requiring a multiple-step evolution path.
Optimizing bases-mixing involves two parts. First, de-
termining a polar angle ζ that optimizes bases-mixing.
Second, setting an initial condition that connects opti-
mized oscillation bases to |ψθ〉 so that results of opti-
mization can be applied to searches described by Eq. (1).
Let’s start from the first part. Operationally, H⊗nζ
turns a pure state |j〉 to a superposition. Weight of |k〉
in the superposition represents mixing between |j〉 and
|k〉. It is shown in the Appendix that |j〉 and |k〉 mix-
ing depends on ζ and on number of bit-flippers between
|j〉 and |k〉. If binary strings of |j〉 = |jn · · · j2j1〉 and
|k〉 = |kn · · · k2k1〉 are viewed as members of ordered set,
number of bit-flippers is their Hamming distance[23]
∆j,k =
n∑
α=1
(jα − kα)2 . (12)
When j = 0, ∆j,k = ∆0,k becomes the Hamming weight
of |kn · · · k2k1〉.
If target state is an eigenstate of ∆j,k, optimum solu-
tion to polar angle ζ turns out to be (see Appendix for
detail)
sin2
ζ
2
=
∆j,k
n
, (13)
3and
sin2 θ∆j,k =
(
∆j,k
n
)∆j,k (
1− ∆j,k
n
)n−∆j,k
, (14)
where θ∆j,k is the mixing angle between (|j〉, |j˜〉)T and
(|k˜〉, |k〉)T bases, and that probability of finding |k〉 from
|ψθ∆j,k 〉 after t cycles of oscillation is
Pr
(
k|ψθ∆j,k
)
t
= sin2
(
θ∆j,k + 2tθ∆j,k
)
, (15)
where |ψθ∆j,k 〉 = H⊗nζ |0〉 is the analog of |ψθ〉 of Eq. (3).
Notice, polar angle described by Eq. (13) is exactly the
same as that suggested, heuristically, by [16] for Dicke
state [24] production. This paper shows that the choice
of [16] is optimal.
To apply these results to Grover’s search space, one
must connect |ψθ∆j,k 〉 to |ψθ〉. This is handled by the
second part of Grover-Plus discussed below.
Permissible initial states in generalized Grover’s com-
putation model are H⊗nζ′ |0〉 for arbitrary ζ′. Among
them, H⊗nζ |0〉 with ζ determined by Eq. (13) has largest
mixing with |k〉. ζ is also the same angle that maxi-
mizes oscillation. The natural choice of initial state for
|k〉 is therefore H⊗nζ |0〉. All other initial states can be
transformed to H⊗nζ |0〉 by an unitary base-shift operator
H⊗nζ H
⊗n
ζ′ .
To apply Eqs. (13) and (14) to Grover’s search space,
one simply needs to add a base-shift operator ahead of
oscillation, i.e.,
(Tθ)
t →
(
Tθ∆0,k
)t
H⊗nζ H
⊗n = Ttθ∆0,kH
⊗n
ζ H
⊗n. (16)
Probability of finding |k〉 from |ψθ〉 after t cycles of os-
cillation now becomes
Pr (k|ψθ)t = sin2
(
θ∆0,k + 2tθ∆0,k
)
. (17)
Eqs. (13), (14), (16) and (17) define Grover-Plus when
target state is an eigenstate of Hamming weight and
search space is given by Eq. (1). They are the major
results of this paper. They have the following interesting
features.
When ∆0,k = n/2, Grover-Plus and Grover’s algo-
rithm are identical. In this case, ζ = pi/2 and sin θn/2 =
sin θ = 2−n/2. In other words, Grover’s algorithm is
a special case of Grover-Plus, and is optimum when
∆0,k = n/2.
When ∆0,k 6= n/2, Grover-Plus is more efficient than
Grover’s algorithm because bases-mixing in Grover-Plus
is larger than that in Grover’s algorithm. Asymptotically,
one can show from Eq. (14) that
θ∆j,k ∼
{
(δj,k/n)
δj,k/2 when δj,k ≪ n/2
(δj,k/n)
δj,k when δj,k ∼ n/2
(18)
where
δj,k ≡ min [∆j,k, n−∆j,k] , (19)
is the smaller of ∆j,k and n−∆j,k. δj,k = n/2 corresponds
to the case for Grover’s algorithm.
Query complexity of Grover-Plus is determined by
t = ⌊(pi/θ∆0,k) − 2)/4⌋, which leads to O
(
cn/c
)
, when
δj,k ∼ n/c where c ≥ 2, and O
(
nδj,k/2
)
when δj,k ≪ n/2.
In all these cases, Grover-Plus is always more efficient
than Grover’s algorithm whose query complexity is al-
ways equal to O
(
2n/2
)
.
In particular, when δj,k ≪ n, query complexity of
Grover-Plus is polynomial, which is exponentially more
efficient than Grover’s algorithm.
Of special interest are cases where target is |0〉 or |2n−
1〉. In these cases ∆0,k = 0 or n. Grover-Plus solution
is ζ = 0 or pi, θ∆0,0 = θ∆0,2n−1 = pi/2 and t = 0. No
oscillation is needed, i.e., t = 0, base-shiftH⊗nζ H
⊗n alone
can do the job. In Grover’s algorithm, by contrast, one
has to query Grover’s Oracle 2n/2 times to get the same
results.
Another interesting example is the process where
δ0,k = 1. Grover-Plus solution is sin
2 ζ
2
= n−1/2 or
1 − n−1/2, query computational complexity is O (√n).
Compared to Grover’s algorithm, speed-up of Grover-
Plus is exponential.
Implementation of Grover-Plus is straightforward.
Once search target |k〉 is specified, Hamming weight of
|k〉 is known. All one needs to do is (1) dial qubit polar
angle to that described by Eq. (13), (2) add base-shift
gate in front of oscillation oracles, and (3) make mea-
surement after ⌊(pi/θ∆0,k − 2)/4⌋ queries.
IV. DICKE STATE PREPARATION
This section discusses an interesting application of
Grover-Plus: Dicke state preparation. A Dicke state is an
equally weighted superposition of all states of the same
Hamming weight
|Dn∆0,k〉 ≡
(
n
∆0,k
)−1/2∑
j
|j〉. (20)
Producing a Dicke state from |00 · · · 0〉 is equivalent
to Hamming weight search in Grover’s unsorted search
space |ψθ〉.
Classically, probability density of finding a ∆0,k in an
unstructured dataset is
ρ (∆0,k) = 2
−n
(
n
∆0,k
)
. (21)
Computational complexity of Eq. (21) varies from worst
case of O(2n/n), which is NP informally, when δ0,k ≪
n/2, where δ0,k is given by Eq. (19), to O(
√
n), which
is P, when δ0,k → n/2. On average[31, 32], this process
4is P because states with δ0,k = ∆0,k = n/2 are most
populous.
Grover’s algorithm can provide a quadratical speedup
to classical search,but cannot change the nature of com-
putational complexity.
Grover-Plus is applicable to |Dn
∆0,k
〉 search. The only
changes are (1) Grover’s Oracle acts on all member state
of |Dn
∆0,k
〉 equall, and (2) replacing bases-mixing of a
pure state, θ∆0,k , by bases-mixing of |Dn∆0,k〉, θn∆0,k . One
can show
sin2 θn∆0,k =
(
n
∆0,k
)
sin2 θ∆0,k . (22)
Hamming-weight search is in NP only when δ0,k ≪
n/2. This is exactly the same place where Grover-Plus
is exponentially more efficient than Grover’s algorithm.
As a result, we expect that Grover-Plus is able to make
Hamming-weight search poly-efficient for all cases.
Indeed, from Stirling approximation(
n
∆0,k
)
≈
[
2pi∆0,k
(
1− ∆0,k
n
)]−1/2
sin−2 θ∆0,k (23)
where sin2 θ∆0,k is given by Eq. (14), one finds
sin2 θn∆0,k ≈
[
2pi∆0,k
(
1− ∆0,k
n
)]−1/2
, (24)
and
Pr
(
Dn∆0,k |ψθ
)
t
≈ sin2
(
θn∆0,k + 2tθ
n
∆0,k
)
, (25)
where approximation follows from Eq. (23). Computa-
tional complexity of Eqs. (24) and (25) is determined
by t = ⌊(pi/θ∆n
0,k
− 2)/4⌋ = O ((∆0,k(1−∆0,k/n))1/4),
which is in P for arbitrary ∆0,k.
As far as Dicke state production is concerned, Grover-
Plus is a simple realization of computation model hy-
pothesized in [16]. It provides a simple close-form de-
scription of Dicke state wave function of arbitrary Ham-
ming weight at all time. In particular, it shows that the
choice of biased Hadamard angle in [16] is optimal (see
Eqs. (13)) and (14)).
Grover-Plus is poly-efficient in min[n, n−∆0,k], while
others [16, 25, 27, 28] are poly-efficient in n. Query
complexity of these models, whenever available, vary
from O(n), O(n1/2) to O(n1/4). Grover-Plus is likely
to be more efficient when ∆0,k 6= 0, n, n/2, because
O
(
(∆0,k(1−∆0,k/n))1/4
) ≤ O(n1/4). Grover-Plus does
not require ancilla qubits.
V. SEARCHING STATES OF EQUAL
HAMMING WEIGHT
When Hamming weight of the searching target is
known, an alternative strategy is to use Grover’s algo-
rithm and limit searching space to states whose Hamming
weight are equal to that of the target state. For conve-
nience, we refer to this strategy as modified Grover’s al-
gorithm. Modified Grover’s algorithm is often used in de-
cision making process as an equation solver. In this sec-
tion, we are to compare Grover-Plus to modified Grover’s
algorithm.
Modified Grover’s algorithm requires two conditions
absent in Grover-Plus. One is that space {|k〉} , k =
0, 1, · · · , 2n− 1, is ordered. The other is that qubit rota-
tion and Grover’s Oracle act on different spaces.
The first condition is to makes sure that selec-
tion of equal Hamming weight states, {|∆0,k〉}, from
{|k〉} is possible and efficient. Here {|∆0,,k〉} repre-
sents states whose Hamming weight is ∆0,k. When
∆0,k = 1, for example, member states of {|∆0,K〉} are
|0 · · · 01〉, |0 · · ·10〉, · · · , |1 · · · 00〉 in binary representation
and |2k〉, k = 0, 1, · · · , n− 1, in digital representation.
The second condition rises because {|∆0,k〉} is not a
Hilbert subspace of {|k〉} with algebra H⊗nζ . H⊗nζ |∆0,k〉
will bring in states outside of {|∆0,k〉}. As a consequence,
applying Eq.(7) to {|∆0,k〉} will not produce required co-
herent interference for amplitude amplification.
To work round, one can introduce a working registry of
n′ qubits, {|k′〉} , k′ = 0, 1, · · · , 2n′−1, and map {|∆0,k〉}
to {|k′〉} (with potentially trivial padding states in |k′〉 )
{|∆0,k〉} ←→ {|k′〉} . (26)
Size of {|∆0,k〉} is binormially distributed. Required
number of qubits of working registry, n′, is determined
by (
n
∆0,k + 1
)
> 2n
′ ≥
(
n
∆0,k
)
. (27)
In this implementation, Grover’s Oracle is acting on {|k〉}
as before, Grover’s phase shift, |0〉 → −|0〉, qubit polar
rotationH⊗n
′
and final measurement are on working reg-
istry {|k′〉}.
In modified Grover’s algorithm, bases mixing is deter-
mined by
sin θ′ =
1√
2n′
, (28)
which can be orders of magnitude bigger than that in
Grover algorithm if n′ ≪ n. Accordingly, modified
Grover’s algorithm can be orders of magnitude more ef-
ficient than Grover’s algorithm.
Comparing modified Grover algorithm to Grover-Plus,
we have from Eqs.(23), (27) and (28)
sin θ′
sin θ∆0,k
∼
[
2pi∆0,k
(
1− ∆0,k
n
)]1/4
, (29)
i.e., bases mixings of modified Grover’s algorithm and
Grover-Plus are of same order of magnitude for all Ham-
ming weight. As a result, modified Grover algorithm and
Grover-Plus are equally efficient.
5Advantage of Grover-Plus is that its implementation
is simpler. Grover-Plus works in the Grover’s database
search Hilbert space {|k〉}. It does not require {|k〉} be
ordered, nor need an extra working registry to map to
for every iteration.
VI. CONCLUSION
Based on the observation that dynamics of quantum
search is quantum oscillation, it is shown that Grover’s
database search algorithm can be improved when search
target is a Hamming weight eigenstate and Hamming
weight of the target state is known.
Improvement rises from an optimum choice of qubit
polar rotation angle determined by Hamming weight.
Magnitude of improvement varies from exponential when
Hamming weight of target state is close to 0 or n to no
improvement when Hamming weight is equal to n/2.
As far as computational complexity is concerned,
choosing optimum qubit rotation angle is in general
equivalent to limiting searching space to states of equal
Hamming weight. It is shown, however, that choosing
optimum rotation angle is much easier to implement.
After the completion of this work, I noticed a very in-
teresting work of A. Gilliam, M. Pistoia and C. Gonciulea
[33] on the same topic. Although our approaches and fo-
cuses are somewhat different, we independently reached
the same results shown by Eqs.(13) and (14).
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Appendix: Oscillation in Binary System
Relation between qubit polar rotation angle and bases
mixing is most evident in binary presentation of quantum
state, in which |j〉 can be written as
|j〉 = |jn · · · j2j1〉, (A.1)
j =
n∑
α=1
jα2
α−1, (A.2)
where jα ∈ {0, 1} and α = 1, 2, · · ·n. jn · · · j2j1 is re-
ferred to as binary string of j in literature. The length
of jn · · · j2j1 is n. In general, computational complexity
of a process involving |j〉 is measured by the length of
binary string. Depending on the detail of processes, the
result could be polynomial, exponential or others.
In binary presentation, differences between jn · · · j2j1
and kn · · · k2k1 may be measured by their intersection
Ij,k =
n∑
α=1
jαkα, (A.3)
and symmetric difference ∆j,k, defined by Eq. (12), which
counts the number of bit-flippers between |jn · · · j2j1〉
and |kn · · · k2k1〉. For example, when j = 0, ∆0,k =∑
α kα is the number of 1’s in binary string of |k〉
From Eqs. (11) to (12) and binomial expansion, it can
be shown that
H⊗nζ |j〉 =
2
n−1∑
k=0
(−1)Ij,k sin θ∆j,k |k〉, (A.4)
where
sin θ∆j,k =
(
cos
ζ
2
)n−∆j,k (
sin
ζ
2
)∆j,k
. (A.5)
Oscillation bases involving |j〉 and |k〉 are (|j〉, |j˜〉)T
and (|k˜〉, |k〉)T , where |j˜〉 and |k˜〉 are the negations of |j〉
and |k〉, in the sense that |k˜〉〈k˜| = 1 − |k〉〈k| and that
|j˜〉〈j˜| = 1− |j〉〈j|, respectively. They are connected by(|j〉
|j˜〉
)
= Uθ∆j,kH
⊗n
ζ
(
|k˜〉
|k〉
)
, (A.6)
where Uθ∆j,k is a generalization of Eq. (5) with θ replaced
by θ∆j,k of Eq. (A.5). Ignoring an over all phase of no
physical significance, one can show
|j˜〉 =
∑
i6=j
(−1)Ii,k−Ij,k sin θ∆i,k
cos θ∆j,k
|i〉 (A.7)
|k˜〉 =
∑
i6=k
(−1)Ij,i−Ij,k sin θ∆j,i
cos θ∆j,k
|i〉. (A.8)
For a given ζ, |j〉 and |k〉, the 2n dimensional Hilbert
space can be partitioned into a coarse-grained two-
dimensional subspace, in which H⊗nζ |j〉 is the initial su-
perposition |ψθ∆j,k 〉, |k〉 is the target to be searched. Evo-
lution of (|k˜〉, |k〉)T is similar to that in Grover’s algo-
rithm with mixing θ∆j,k determined by ∆j,k and ζ. Opti-
mizing Pr(k|ψθ∆j,k ) with respect to ζ produces Eqs. (13)
and (14).
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